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Abstract
Most high-dimensional estimation and prediction methods propose to minimize a cost func-
tion (empirical risk) that is written as a sum of losses associated to each data point (each
example). In this paper we focus on the case of non-convex losses, which is practically impor-
tant but still poorly understood. Classical empirical process theory implies uniform convergence
of the empirical (or sample) risk to the population risk. While –under additional assumptions–
uniform convergence implies consistency of the resulting M-estimator, it does not ensure that
the latter can be computed efficiently.
In order to capture the complexity of computing M-estimators, we propose to study the
landscape of the empirical risk, namely its stationary points and their properties. We estab-
lish uniform convergence of the gradient and Hessian of the empirical risk to their population
counterparts, as soon as the number of samples becomes larger than the number of unknown
parameters (modulo logarithmic factors). Consequently, good properties of the population risk
can be carried to the empirical risk, and we are able to establish one-to-one correspondence of
their stationary points. We demonstrate that in several problems such as non-convex binary
classification, robust regression, and Gaussian mixture model, this result implies a complete
characterization of the landscape of the empirical risk, and of the convergence properties of
descent algorithms.
We extend our analysis to the very high-dimensional setting in which the number of pa-
rameters exceeds the number of samples, and provide a characterization of the empirical risk
landscape under a nearly information-theoretically minimal condition. Namely, if the number
of samples exceeds the sparsity of the unknown parameters vector (modulo logarithmic factors),
then a suitable uniform convergence result takes place. We apply this result to non-convex
binary classification and robust regression in very high-dimension.
1 Introduction
M-estimation is arguably the most popular approach to high-dimensional estimation. Given data-
points {z1,z2, . . . ,zn}, zi ∈ Rd, we estimate a parameter vector θ ∈ Rp via
θˆn = arg min
θ∈Θn,p
R̂n(θ) , (1)
R̂n(θ) ≡ 1
n
n∑
i=1
ℓ(θ;zi) . (2)
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Here ℓ : Rp × Rd → R is a loss function, and Θn,p is a constraint set. Prominent examples of
this general framework include maximum likelihood (ML) estimation [Fis22] and empirical risk
minimization [Vap98].
Once the objective (1) is formed, it remains to define a computationally efficient scheme to
approximate it. Gradient descent is the most frequently applied idea. Assuming –for the moment–
Θn,p = R
p, this takes the form
θˆn(k + 1) = θˆn(k)− hk∇R̂n(θˆn(k)) . (3)
While a large number of variants and refinements have been developed over the years (projected
gradient, accelerated gradient [Nes13b], stochastic gradient [RM51], distributed gradient [TBA84],
and so on), these share many of the strengths and weaknesses of the elementary iteration (3).
If gradient descent is adopted, the only freedom is in the choice of the loss function ℓ( · ; · ).
Convexity has been a major guiding principle in this respect. If the function ℓ( · ;z) : Rp → R
is convex, then the empirical risk R̂n( · ) is convex as well and hence gradient descent is globally
convergent to an M-estimator (the latter is unique under strict convexity). Also, strong convexity
of R̂n( · ) can be used to prove optimal statistical guarantees for the M-estimator θˆn. This line of
thought can be traced back as far as Fisher’s argument for the asymptotic efficiency of maximum
likelihood estimators [Fis22, Fis25], and originated many beautiful contributions. In recent years,
a flourishing line of research addresses the very high-dimensional regime p ≫ n, by leveraging on
suitable restricted strong convexity assumptions [CT05, CT07, BRT09, NRWY12].
Despite these successes, many problems of practical interest call for non-convex loss functions.
Let us briefly mention a few examples of non-convex M-estimators that are often preferred by
practitioners to their convex counterparts. We will revisit these examples in Section 4.
In binary linear classification we are given n pairs z1 = (y1,x1), . . . ,zn = (yn,xn) with yi ∈
{0, 1}, xi ∈ Rd, and would like to learn a model of the form P(Yi = 1|Xi = x) = σ(〈θ0,x〉) with
θ0 ∈ Rd a parameter vector and σ : R → [0, 1] a threshold function. The non-linear square loss
ℓ(θ; y,x) = (y − σ(〈θ,x〉))2 is commonly used in practice
R̂n(θ) ≡ 1
n
n∑
i=1
(
yi − σ(〈θ,xi〉)
)2
. (4)
Several empirical studies [CDT+09, WL12, NS13] demonstrate superior robustness and classification
accuracy of non-convex losses in contrast to convex losses (e.g. hinge or logistic loss). The same
loss function is commonly used used in neural-network models [LBH15].
A similar scenario arises in robust regression. In this case, we are given n pairs z1 = (y1,x1),. . . ,zn =
(yn,xn) with yi ∈ R, xi ∈ Rd, and we assume the linear model yi = 〈θ0,xi〉 + εi, where the noise
terms εi are i.i.d. with mean zero. Since Huber’s seminal work [Hub73], M-estimators are the
method of choice for this problem:
R̂n(θ) ≡ 1
n
n∑
i=1
ρ
(
yi − 〈θ,xi〉
)
. (5)
Robustness naturally suggests to investigate the use of a non-convex function ρ : R → R, either
bounded or increasing slowly at infinity.
Finally, missing data problems famously lead to non-convex optimization formulations. Consider
for instance a mixture-of-Gaussians problems in which we are given data points z1, . . . ,zn ∈ Rd,
2
zi ∼iid
∑k
a=1 paN(θa, Id×d) (for the sake of simplicity we assume identity covariance and known
proportions). The maximum-likelihood problem requires to minimize1
R̂n(θ) ≡ − 1
n
n∑
i=1
log
(
k∑
a=1
pa φd
(
zi − θa
))
, (6)
with respect to the cluster centers θ = (θ1, . . . ,θk) ∈ Rd×k. Other examples include low-rank matrix
completion [KOM09], phase retrieval [SQW16], tensor estimation problems [MR14], and so on.
M-estimation with non-convex loss functions ℓ( · ;z) : Rp → R is far less understood than in the
convex case. Empirical process theory guarantees uniform convergence of the sample risk R̂n( · ) to
the population risk R(θ) ≡ E[R̂n(θ)] [BLM13]. However, this does not provide a computationally
practical scheme, since gradient descent can get stuck in stationary points that are not global
minimizers.
In this paper, we present several general results on non-convex M-estimation and apply them to
develop new analysis in each of the three problems mentioned above. We next overview our main
results and the paper’s organization, referring to Section 2 for a discussion of related work.
Uniform convergence of gradient and Hessian. We prove that, under technical conditions on
the loss function ℓ( · ; · ), supθ ‖∇R̂n(θ) − ∇R(θ)‖2 .
√
p(log n)/n and supθ ‖∇2R̂n(θ) −
∇2R(θ)‖op .
√
p(log n)/n (we use . to hide constant factors). We refer to Section 3.1 for
formal statements.
These results complement the classical analysis that implies uniform convergence of the risk
itself, but allow us to control the behavior of stationary points. Note that they guarantee
uniform convergence of the gradient and Hessian provided n, p → ∞ with p(log p)/n → 0.
Apart from logarithmic factors, this is the optimal condition.
(In this paper we will refer to the asymptotics n, p → ∞ with n roughly of the same order
as p as high-dimensional regime2, to contrast it with the low-dimensional analysis for n ≫ p.
We will refer to the asymptotics n ≪ p under sparsity assumptions as very high-dimensional
regime.)
Topology of the empirical risk. As an immediate consequence of the previous result, the struc-
ture of the empirical risk function θ 7→ R̂n(θ) is –in many cases– surprisingly simple. Re-
call that a Morse function is a twice differentiable function whose stationary points are non-
degenerate (i.e. have an invertible Hessian). In particular, stationary points are isolated,
and have a well-defined index. Assume that the population risk R(θ) is strongly Morse (i.e.,
at any stationary point θ, all the eigenvalues of the Hessian are bounded away from zero
|λi(∇2R(θ))| ≥ δ). Then, for n & p log p, the stationary points of the empirical risk R̂n(θ)
are in one-to-one correspondence with those of the population risk and have the same index
(minima correspond to minima, saddles to saddles, and so on). Weaker conditions ensure this
correspondence for local minima alone.
Very high-dimensional regime. We then extend the above picture to the case in which the
number of parameters p exceeds the number of samples n, under the assumption that the true
1Here and below φd(x) ≡ exp{−‖x‖
2
2/2}/(2pi)
d/2 denotes the d-dimensional standard Gaussian density.
2The specific asymptotics n, p→∞ with n/p converging to a constant is also known as ‘Kolmogorov asymptotics’
[Ser13].
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parameter vector θ0 is s0-sparse. This setting is relevant to a large number of applications,
ranging from genomics [PZB+10] to signal processing [Don06]. In order to promote sparse
estimates, we study the following ℓ1-regularized non-convex problem, cf. Section 3.2:
minimize R̂n(θ) + λn‖θ‖1 ,
subject to ‖θ‖2 ≤ r .
(7)
We introduce a generalized gradient linearity condition on the loss function ℓ( · , · ) and prove
that – under this condition– the above problem has a unique local minimum for n & s0 log p.
Again this is a nearly optimal scaling since no consistent estimation is possible when n . s0.
Applications. Given a particular M-estimation problem with a suitable statistical model, we com-
bine the above results with an analysis of the population risk R(θ) to derive precise character-
izations of the empirical risk. In Section 4 we demonstrate that this program can be carried
out by studying the three problems outlined below:
1. Binary linear classification. We prove that, for3 n & d log d, the empirical risk has
a unique local minimum, that is also the global minimum. Further, gradient descent
converges exponentially to this minimizer: ‖θˆn(k) − θˆn‖2 ≤ C‖θˆ(0) − θˆn‖2 (1 − h/C)k,
and enjoys nearly optimal estimation error guarantees: ‖θˆn − θ0‖2 ≤ C
√
(d log n)/n. If
the true parameter θ0 is s0-sparse, for n & s0 log d, the ℓ1-regularized empirical risk has
a unique local minimum, that is also the global minimum. The minimizer enjoys nearly
optimal estimation error guarantees: ‖θˆn − θ0‖2 ≤ C
√
(s0 log n)/n.
2. Robust regression. We establish similar results for the robust regression model, under
technical assumptions on the loss function ρ : R→ R and on the distribution of the noise
εi. Namely, we prove that the empirical risk has a unique local minimum, that can be
found efficiently via gradient descent, provided n & d log d. If the true parameter θ0 is
s0-sparse, for n & s0 log d, the ℓ1-regularized empirical risk has a unique local minimum.
3. Mixture of Gaussians. We consider the special case of two Gaussians with equal propor-
tions, i.e. k = 2 with p1 = p2 = 1/2. We prove that, for n & d log d, the empirical risk
has two global minima that are related by exchange of the two Gaussian components
(θˆ1, θˆ2) and (θˆ2, θˆ1), connected via saddle points. The trust region algorithm converges
to one of these two minima when initialized at random. Also the two minima are within
nearly optimal statistical errors from the true centers.
1.1 Notations
We use normal font for scalars (e.g. a, b, c . . . ) and boldface for vectors (x,w, . . . ). We will typically
reserve capital letters for random variables (and capital bold for random vectors). Given u,v ∈ Rm,
their standard scalar product is denoted by 〈u,v〉 ≡ ∑mi=1 uivi. The ℓp norm of a vector is –as
usual– indicated by ‖x‖p. The m×m identity matrix is denoted by Im×m.
Given a matrix M ∈ Rm×m, we denote by λi(M), i ∈ {1, . . . ,m} its eigenvalues in decreasing
order, and by ‖M‖op = max{λ1(M),−λm(M)} its operator norm. Finally, we shall occasionally
consider third order tensors T ∈ Rm×m×m. In this case the operator (or injective) norm is defined
as ‖T ‖op = max{|〈T ,x⊗3〉| : ‖x‖2 = 1}, where 〈T ,x⊗3〉 =
∑
i,j,k Tijkxixjxk.
3Recall that, in this case, the number of parameters p is equal to the ambient dimension d.
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We let Bdq(a, ρ) ≡ {x ∈ Rd : ‖x − a‖q ≤ ρ} be the ℓq ball in Rd with center a and radius ρ.
We will often omit the dimension superscript d when clear from the context, the subscript q when
q = 2, and the center a when a = 0. In particular B(ρ) is the euclidean ball of radius ρ. For any
set D ⊂ Rd, we let ∂D be the boundary of the set.
We will generally use upper case letters for random variables and lower case for deterministic
values (unless the latter are matrices).
2 Related literature
While developing a theory on non-convex M-estimators is an outstanding challenge, several impor-
tant facts are by now well understood thanks to a stream of beautiful works. We will provide a
necessarily incomplete summary in the next paragraphs.
Uniform convergence of the empirical risk. Let R(θ) = ER̂n(θ) denote the population risk. Under
mild conditions on the loss function ℓ and on the sample size, it is known that with high probability
sup
θ∈Θn,p
∣∣R̂n(θ)−R(θ)∣∣ ≤ εn , (8)
for some small εn → 0 [VdG00, BLM13]. This immediately implies guarantees for the M-estimator
θˆ in ℓ-loss (or prediction error). Under additional conditions on the population risk R(θ), bounds
in estimation error can be derived as well.
For general non-convex losses, uniform convergence results of the form (8) do not preclude the
existence of multiple local minima of the sample risk R̂n(θ). Hence, this theory does not provide
–by itself– computationally practical methods to compute θˆ.
Algorithmic convergence to the ‘statistical neighborhood’. In general, gradient descent and other
local optimization procedures are expected to converge to local minima of the empirical risk R̂n(θ).
In several cases, it is proved that every local minimizer θˆloc is ‘statistically good’. More precisely,
the estimation error (e.g. the ℓ2 error ‖θˆloc − θ0‖2) is within a constant from the minimax rate
for the problem at hand. Also, gradient descent converges to such a neighborhood of the true θ0
within a small number of iterations. Results of this type have been proved, among others, for linear
regression with noisy covariates [LW12], generalized linear models with non-convex regularizers
[LW13], robust regression [LM13], and sparse regression [YWL+15].
While these results are very important, they are not completely satisfactory. For instance,
one natural question is whether the statistical error might be improved by finding a better local
minimum. If, for instance, the estimation error could be improved by a factor 2 by finding a better
local minimum, it would be worth in many applications to restart gradient descent at multiple
initializations. Also, since convergence to a fixed point is not guaranteed, these approaches come
without a clear stopping criterion. Finally these proofs make use of the restricted strong convexity
(RSC) assumption introduced [NRWY12, LW13], but do not provide any general tool to establish
this condition. In contrast, we prove uniform convergence results that can be used to ensure a
condition similar to RSC.
To the best of our knowledge, the only proof of unique local minimum of the regularized empirical
risk is obtained in a recent paper by Po-Ling Loh [Loh15]. This works assumes the linear regression
model yi = 〈θ,xi〉 + εi, and establishes uniqueness for penalized regression with a certain class of
bounded regularizers. This result is comparable to our Theorem 7, see Section 4.4, which uses ℓ1
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regularization instead. Note that, in [Loh15], the sample size is required to scale quadratically in
the sparsity: n & s20. Our proof technique is substantially different from the one of [Loh15], and we
only require n & s0 log d.
Hybrid optimization methods. It is often difficult to ensure global convergence to a minimizer
of the sample risk R̂n( · ) or even to a statistical neighborhood of the true parameters. Several
papers develop two-stage procedures to overcome this problem. The first stage constructs a smart
initialization θˆ(0) that is within a certain large neighborhood of the true parameters. Spectral
methods are often used to implement this step. In the second stage, the estimate is refined by
gradient descent (or another local procedure) initialized at θˆ(0). This general approach was studied
in a number of problems including matrix completion [KOM09], phase retrieval [CC15], tensor
decomposition [AGJ15].
In some cases, the local optimization stage is only proved to converge to a statistical neighbor-
hood of θ0, and hence this style of analysis shares the shortcomings emphasized in the previous
paragraph. In others, it is proven to converge to a single point. Further, in practice, the smart
initialization is often not needed, and descent algorithms converge from random initialization as
well. Finally, as mentioned above, these analyses are typically carried on in a case-by-case manner.
3 Uniform convergence results
In this section we develop our key tools, that are uniform convergence results on the gradient and
Hessian of the empirical risk. We also establish some of the direct implications of our results.
Throughout, the data consists of the i.i.d. random variables {Z1, . . . ,Zn}. We will use {z1, . . . ,zn}
if we want to refer to the corresponding realization. The empirical risk is defines by Eq. (2) and
the corresponding population risk is R(θ) = ER̂n(θ) = Eℓ(θ;Z). The true parameter vector θ0
satisfies the condition ∇R(θ0) = E[∇ℓ(θ0;Z)] = 0.
We consider two regimes, a high dimensional regime in which the number of parameters p is
allowed to diverge roughly in proportion with the number of samples n, and a very high-dimensional
regime in which the true parameters’ vector θ0 is sparse and the number of parameters p can be
much larger than n. We treat these two cases separately because the theory is simpler and more
general in the first regime.
3.1 High-dimensional regime
In order to avoid technical complications, we will limit optimization to a bounded set, i.e. we will
let Θn,p = B
p(r) ≡ {θ ∈ Rp, ‖θ‖2 ≤ r} to be the Euclidean ball in p dimensions.
We begin by stating our assumptions. Assumptions 1 and 2 below quantify the amount of
statistical noise in the gradient and Hessian of the loss function.
Assumption 1 (Gradient statistical noise). The gradient of the loss is τ2-sub-Gaussian. Namely,
for any λ ∈ Rp, and θ ∈ Bp(r)
E
{
exp
(
〈λ,∇ℓ(θ;Z) − E[∇ℓ(θ;Z)]〉
)}
≤ exp
(
τ2‖λ‖22
2
)
. (9)
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Assumption 2 (Hessian statistical noise). The Hessian of the loss, evaluated on a unit vector, is
τ2-sub-exponential. Namely, for any λ ∈ Bp(1), and θ ∈ Bp(r)
Zλ,θ ≡ 〈λ,∇2ℓ(θ;Z)λ〉 , (10)
E
{
exp
( 1
τ2
∣∣Zλ,θ − EZλ,θ∣∣)} ≤ 2 . (11)
Our third assumption requires the Hessian of the loss to be a Lipschitz function of the vector of
parameters θ.
Assumption 3 (Hessian regularity). The Hessian of the population risk is bounded at one point.
Namely, there exists θ∗ ∈ Bp(r) and H such that ‖∇2R(θ∗)‖op ≤ H.
Further, the Hessian of the loss function is Lipschitz continuous with integrable Lipschitz con-
stant. Namely, there exists J∗ (potentially diverging polynomially in p) such that
J(z) ≡ sup
θ1 6=θ2∈Bp(r)
∥∥∇2ℓ(θ1;z)−∇2ℓ(θ2;z)∥∥op
‖θ1 − θ2‖2 , (12)
E
{
J(Z)
} ≤ J∗ . (13)
Further, there exists a constant ch such that H ≤ τ2pch , J∗ ≤ τ3pch.
Remark 1. Note that ∇ℓ has the same units4 as 1/r, and ∇2ℓ has the same units as 1/r2. Thus,
τ has the same units as 1/r, H has the same units as τ2, and J∗ has the same units as τ3. This is
the reason why we bound H and J∗ in the form as in Assumption 3. In this way, (r · τ) and ch are
dimensionless.
Discrete loss functions (e.g. the 0− 1 loss) are common within the statistical learning literature,
but do not satisfy the above assumption because the gradient and Hessian are not defined everywhere.
Note however that these can be well approximated by differentiable losses, with little –if any–
practical difference.
We are now in position to state our uniform convergence result.
Theorem 1. Under Assumptions 1, 2, and 3 stated above, there exists a universal constant C0,
such that letting C = C0 · (ch ∨ log(rτ/δ) ∨ 1), the following hold:
(a) The sample gradient converges uniformly to the population gradient in Euclidean norm. Namely,
if n ≥ Cp log p, we have
P
(
sup
θ∈Bp(r)
∥∥∇R̂n(θ)−∇R(θ)∥∥2 ≤ τ
√
Cp log n
n
)
≥ 1− δ . (14)
(b) The sample Hessian converges uniformly to the population Hessian in operator norm. Namely,
if n ≥ Cp log p, we have
P
(
sup
θ∈Bp(r)
∥∥∇2R̂n(θ)−∇2R(θ)∥∥op ≤ τ2
√
Cp log n
n
)
≥ 1− δ . (15)
4By this we mean that the two quantities behave in the same way under a rescaling of the parameters θ.
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The above theorem immediately implies that the structure of stationary points of the sample
risk R̂n( · ) must reflect that of the population risk. In order to formalize this intuition, we introduce
the notion of strongly Morse function. Given a differentiable function F : Bd(r) → R, we say that
x in the interior of the ball Bd(r) is critical (or stationary) if ∇F (x) = 0.
Recall that a twice differentiable function F : Rd → R is Morse if all its critical points are
non-degenerate, i.e. have an invertible Hessian. In other words ∇F (x) = 0 implies λi(∇2F (x)) 6= 0
for all i ∈ {1, . . . , d}. Our next definition provides a quantitative version of this notion.
Definition 1. We say that a twice differentiable function F : Bd(r)→ R is (ε, η)-strongly Morse if
‖∇F (x)‖2 > ε for ‖x‖2 = r and, for any x ∈ Rd, ‖x‖2 < r, the following holds∥∥∇F (x)∥∥
2
≤ ε ⇒ min
i∈[d]
∣∣λi(∇2F (x))∣∣ ≥ η . (16)
Note that, analogously to a Morse function on a compact domain, a strongly Morse function
can have only a finite number of critical points which are in the interior of Bd(r). Also recall that
the index of a non-degenerate critical point x is the number of negative eigenvalues of the Hessian
at x (assuming F to be twice differentiable).
Theorem 2. Under Assumptions 1, 2, and 3, let n ≥ 4Cp log n · ((τ2/ε2) ∨ (τ4/η2)), where C =
C(τ2, δ, r, ch) is as in the statement of Theorem 1. Then the following happens with probability at
least 1− δ.
If the population risk R : θ → R(θ) is (ε, η)-strongly Morse in Bp(r), then the sample risk
R̂n : θ 7→ R̂n(θ) is (ε/2, η/2)-strongly Morse in Bp(r). Further there is a one-to-one correspondence
between the set of critical points of R( · ), C = {θ(1), . . . ,θ(k)} and the set of critical points of R̂n( · ),
Cn = {θˆ(1)n , . . . , θˆ(k)n } such that (letting θˆ(j)n be the point in correspondence with θ(j), for any j ∈ [k])
(a) The index of θˆ
(j)
n coincides with the index of θ(j). (In particular, local minima correspond to
local minima, and saddles to saddles.)
(b) If we further let L = supθ∈Bp(r) ‖∇3R(θ)‖op, and assume n ≥ 4Cp log n/η2∗ where η2∗ =
(ε2/τ2) ∧ (η2/τ4) ∧ (η4/(L2τ2)), we have, for each j ∈ {1, . . . , k},
‖θˆ(j)n − θ(j)‖2 ≤
2τ
η
√
Cp logn
n
. (17)
The strong Morse assumption imposes conditions on all the eigenvalues of the Hessian ∇2R(θ)
at near-critical points, and implies a detailed characterization of the empirical risk. If only weaker
properties can be established for the population risk, Theorem 1 can nevertheless be very useful.
For instance, in Section 4.5 we consider an example in which near critical points have a Hessian
whose smallest eigenvalue is either positive or negative, but in both cases bounded away from 0.
This weaker condition is sufficient to obtain a characterization of the local minima of the empirical
risk.
3.2 Very high-dimensional regime
In the very-high dimensional regime n≪ p, we will solve the ℓ1-penalized risk minimization problem
minimize R̂n(θ) + λn‖θ‖1 ,
subject to ‖θ‖2 ≤ r .
(18)
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We need some additional assumptions. It is fairly straightforward to check them in specific cases,
see e.g. Section 4.1. The first assumption is mainly technical, and not overly restrictive: it requires
the loss function to have almost surely bounded gradient, in a suitable sense.
Assumption 4 (Gradient bounds). There exists a constant T∗ such that Z-almost surely, for all
θ ∈ Bp2(r), ∥∥∇ℓ(θ;Z)∥∥∞ ≤ T∗ . (19)
Our key structural assumption is stated next. It requires the gradient of the loss function to
depend on the parameters only through a linear function of θ, possibly dependent on the feature
vector z. Note that θ0 is regarded here as fixed, and hence omitted from the arguments.
Assumption 5 (Generalized gradient linearity). There exist functions g : R × Rd → R, (t,z) 7→
g(t;z) and ψ : Rd → Rp, z 7→ ψ2(z), such that
〈∇ℓ(θ;z),θ − θ0〉 = g(〈θ − θ0,ψ(z)〉;z) . (20)
In addition, g(t;z) is L∗-Lipschitz to its first argument, g(0;z) = 0, and ψ(Z) is mean-zero and
τ2-sub-Gaussian.
As an example, in the case of binary linear classification and robust regression, the data is given
as a pair z = (y,x), and there exists a function f(t;z) such that ∇ℓ(θ;z) = f(〈θ − θ0,x〉;z)x.
Assumption 5 is satisfied with g(t;z) = t f(t;z) provided the latter is Lipschitz as a function of
t ∈ R.
Theorem 3. Under Assumptions 2, 3, 4 and 5 stated above, there exists a constant C1 that depends
on (r, τ2, ch, δ), and a universal constant C0 such that letting C2 = C0 · (ch ∨ log(rτ/δ) ∨ 1), the
following hold:
(a) The sample directional gradient converges uniformly to the population directional gradient,
along the direction (θ − θ0). Namely, we have
P
(
sup
θ∈Bp2(r)\{0}
∣∣〈∇R̂n(θ)−∇R(θ),θ − θ0〉∣∣
‖θ − θ0‖1 ≤ (T∗ + L∗τ)
√
C1 log(np)
n
)
≥ 1− δ . (21)
(b) The sample restricted Hessian converges uniformly to the population restricted Hessian in the
set Bp2(r) ∩ Bp0(s0) for any s0 ≤ p. Namely, as n ≥ C2s0 log(np) we have
P
(
sup
θ∈Bp2(r)∩Bp0(s0),v∈Bp2(1)∩Bp0(s0)
∣∣∣〈v,(∇2R̂n(θ)−∇2R(θ)) v〉∣∣∣ ≤ τ2√C2s0 log(np)
n
)
≥ 1− δ .
(22)
4 Applications
4.1 Binary linear classification: High dimensional regime
As mentioned in the introduction, in this case we are given n pairs z1 = (y1,x1), . . . ,zn = (yn,xn)
with yi ∈ {0, 1}, xi ∈ Rd, whereby P(Yi = 1|Xi = x) = σ(〈θ0,x〉) (hence p = d in this case).
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Figure 1: Binary linear classification: (a) Population risk for d = 2. (b) A realization of the empirical
risk for d = 2, and n/d = 20.
We estimate θ0 by minimizing the non-linear square loss (4), which we copy here for the reader’s
convenience:
minimize R̂n(θ) ≡ 1
n
n∑
i=1
(
yi − σ(〈θ,xi〉)
)2
,
subject to ‖θ‖2 ≤ r .
(23)
This can be regarded as a smooth version of the 0− 1 loss.
We collect below the technical assumptions on this model.
Assumption 6 (Binary linear classification). (a) The activation z 7→ σ(z) is three times differ-
entiable with σ′(z) > 0 for all z, and has bounded first, second and third derivatives. Namely,
for some constant Lσ > 0:
max
{
‖σ′‖∞, ‖σ′′‖∞, ‖σ′′′‖∞
}
≤ Lσ . (24)
(b) The feature vector X has zero mean and is τ2-sub-Gaussian, that is E[e〈λ,X〉] ≤ e
τ2‖λ‖22
2 for
all λ ∈ Rd.
(c) The feature vector X spans all directions in Rd, that is, E[XXT]  γτ2Id×d for some 0 <
γ < 1.
Assumption 6.(a) is satisfied by many classical activation functions, a prominent example being
the logistic (or sigmoid) function σL(z) = (1 + e
−z)−1.
Our main results on binary linear classification are summarized in the theorem below.
Theorem 4. Under Assumption 6, further assume ‖θ0‖2 ≤ r/3. There exist positive constants
C1, C2 and hmax depending on parameters (Lσ, r, τ
2, γ, δ) and the activation function σ(·), but
independent of n and d, such that, if n ≥ C1d log d, the following hold with probability at least 1− δ:
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(a) The empirical risk function θ 7→ R̂n(θ) has a unique local minimizer in Bd(0, r), that is the
global minimizer θˆn.
(b) Gradient descent with fixed step size hk = h ≤ hmax converges exponentially fast to the global
minimizer, for any initialization θs ∈ Bd(θ0, 2r/3): ‖θˆn(k)− θˆn‖2 ≤ C1‖θs− θˆn‖2 (1−h/C1)k.
(c) We have ‖θˆn − θ0‖2 ≤ C2
√
(d log n)/n.
The proof of this theorem can be found in Appendix E.1, and is based on the following two-
step strategy. First, we study the population risk R(θ), and establish its qualitative properties
using analysis. Second, we use our uniform convergence result (Theorem 1) to prove that the same
properties carry over to the sample risk R̂n(θ). Figure 1 presents a small numerical example that
illustrates how the qualitative features of the population risk apply to the empirical risk as well.
A few remarks are in order. First of all, the convergence rate of gradient descent (at point (b)) is
independent of the dimension d and number of samples n. In other words, O(log(1/ε)) iterations are
sufficient to converge within distance ε from the global minimizer. Classical theory of empirical risk
minimization only concerns the statistical properties of the optimum, but does not provide efficient
algorithms.
Next, note that our condition on the sample size n is nearly optimal. Indeed, it is information-
theoretically impossible to estimate θ0 from less than n < d binary samples. Finally, the convergence
rate at point (c) also nearly matches the optimal (parametric) rate
√
d/n.
4.2 Binary linear classification: Very high-dimensional regime
As in the previous section, we are given n pairs z1 = (y1,x1), . . . ,zn = (yn,xn) with yi ∈ {0, 1},
xi ∈ Rd, and P(Yi = 1|Xi = x) = σ(〈θ0,x〉). However θ0 is assumed to be sparse, and the number
of samples n is allowed to be much smaller than the ambient dimension d = p. We adopt again
the non-linear square loss (4), but now use a ℓ2-constrained ℓ1-regularized risk minimization, as per
Eq. (18), which we rewrite here explicitly for the reader’s ease
minimize
1
n
n∑
i=1
(
yi − σ(〈θ,xi〉)
)2
+ λn‖θ‖1 ,
subject to ‖θ‖2 ≤ r .
(25)
The very high-dimensional regime d ≫ n is of interest in many contexts. In machine learning,
the number of parameters p can increase when a large number of additional features are added to
the model (for instance, nonlinear functions of an original set of features). In signal processing, θ0
represents an unknown signal, of which we measure noisy random linear projections 〈xi,θ0〉, i ∈ [n],
quantized to one single bit. This scenario is relevant to group testing [AS12] and analog-to-digital
conversion [LWYB11, LB12], and has been studied under the name of ‘one-bit compressed sensing’;
see [PV13a] and references therein.
In the very high-dimensional regime we need additional assumptions on the distribution of X
as well as the activation function σ.
Assumption 7 (Fast-decaying activation). The activation function σ satisfy supt∈R{|σ′(t)t|, |σ′′(t)t|} ≤
Cσ for some absolute constant Cσ.
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Assumption 8 (Continuous and bounded features). The feature vector X has a density p( · ) in
Rd, that is, P(X ∈ A) = ∫A p(x) dx for all Borel sets A ⊆ Rd. In addition, the feature vector
is bounded: ‖X‖∞ ≤ Mτ , and |〈X,θ0/‖θ0‖2〉| ≤ Mτ almost surely. Here M is a dimensionless
constant greater than 1.
Remark 2. Assumption 7 holds popular examples of activation functions, such as the logistic
σL(z) = (1 + e
−z)−1 or probit σP (z) = Φ(z). For unbounded sub-Gaussian feature vectors, the
next theorem can be supplemented by a truncation argument at level M = C
√
log(nd). Hence, the
conclusions of this theorem hold, with an additional log(nd) factor.
In the statement of the following theorem, for convenience, we will also assume n ≤ d100. This
is a technical assumption so that we can bound log(nd) ≤ 101 log(d). And since we are considering
the very high dimensional regime, it is not meaningful to discuss n > d100.
Theorem 5. Under Assumptions 6, 7 and 8, further assume ‖θ0‖0 ≤ s0, ‖θ0‖2 ≤ r/2, and n ≤
d100. Then there exist constants Cn, Cλ, Cs, and ε0 depending on (Lσ, Cσ, r, τ
2, γ, δ) and the
activation function σ(·), but independent of n, d, s0, and M , such that as n ≥ Cn s0 log d and
λn ≥ CλM
√
(log d)/n, the following hold with probability at least 1− δ:
(a) Any stationary point of problem (25) is in Bd2(θ0, Cs
√
(M2s0 log d)/n + s0λ2n).
(b) As long as n is large enough such that n ≥ Cn s0 log2 d and Cs
√
(M2s0 log d)/n + s0λ2n ≤ ε0,
the problem has a unique local minimizer θˆn which is also the global minimizer.
As in the previous section, our proof makes a crucial use of the sparse uniform convergence
result, Theorem 3, together with an analysis of the population risk.
Remark 3. Let us emphasize that Theorem 5 leaves open the existence of a fast algorithm to find
the global optimizer θˆn. However [Nes13a, Theorem 3] implies that, by running k steps of projected
gradient descent, we can find an estimate θˆn(k) which has a subgradient of order O(1/k). While we
expect this sequence to converge to θˆn, we defer this question to future work.
Theorem 5 establishes a nearly optimal upper bound on the ℓ2 estimation error ‖θˆn − θ0‖2.
Indeed this error is within a logarithmic factor from the error achieved by an oracle estimator
that is given the exact support of θ0. For comparison, [PV13a, PV13b] proves ‖θˆLPn − θ0‖2 .
(s0/n)
1/4(log p/s0)
1/4 for a linear programming formulation, under the more restrictive assumption
of Gaussian feature vectors xi ∼ N(0, Id×d). This analysis was generalized in [ALPV14] to feature
vectors with i.i.d. entries, although with the same estimation error bound. The optimal rate
‖θˆcvxn −θ0‖2 . (s0/n) log(p/s0) was obtained only recently in [PVY14], again for standard Gaussian
feature vectors.
Let us finally emphasize that the estimator defined here uses a bounded loss function and is
potentially more robust to outliers than other approaches that use a convex loss (e.g. logistic loss).
4.3 Robust regression: High-dimensional regime
In robust regression we are given data z1 = (y1,x1), . . . ,zn = (yn,xn) with yi ∈ R, xi ∈ Rd, and we
assume the linear model yi = 〈θ0,xi〉+ εi, where the noise terms εi are i.i.d. with mean zero. Also
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in this case we have p = d. We use the loss (5), which we copy here for the reader’s convenience:
minimize
1
n
n∑
i=1
ρ
(
yi − 〈θ,xi〉
)
,
subject to ‖θ‖2 ≤ r .
(26)
Classical choices for loss function t 7→ ρ(t) are the Huber loss [Hub73] which is convex with
ρHuber(t) = |t| − const. for t large enough, and Tukey’s bisquare loss, which is bounded and de-
fined as
ρTukey(t) =
{
1− (1− (t/t0)2)3 for |t| ≤ t0,
1 for |t| ≥ t0.
(27)
It is common to define the associated score function as ψ(t) = ρ′(t).
We next formulate our assumptions.
Assumption 9 (Robust regression). (a) The score function z 7→ ψ(z) is twice differentiable and
odd in z with ψ(z) ≥ 0 for all z ≥ 0, and has bounded zero, first, and second derivatives.
Namely, for some constant Lψ > 0:
max
{
‖ψ‖∞, ‖ψ′‖∞, ‖ψ′′‖∞
}
≤ Lψ . (28)
(b) The noise ε has a symmetric distribution, i.e. is such that ε is distributed as −ε. Further,
defining g(z) ≡ Eε{ψ(z + ε)} we have g(z) > 0 for all z > 0, as well as g′(0) > 0.
(c) The feature vector X has zero mean and is τ2-sub-Gaussian, that is E[e〈λ,X〉] ≤ e
τ2‖λ‖22
2 for
all λ ∈ Rd.
(d) The feature vector X spans all directions in Rd, that is, E[XXT]  γτ2Id×d for some 0 <
γ < 1.
Note that the condition g(z) ≡ Eε{ψ(z + ε)} > 0 for all z > 0 and g′(0) > 0 are quite mild, and
holds –for instance– if the noise has a density that is strictly positive for all ε, and decreasing for
ε > 0.
Theorem 6. Under Assumption 9, further assume ‖θ0‖2 ≤ r/3. Then there exist positive constants
C1, C2 and hmax depending on parameters (Lψ, r, τ
2, γ, δ), the loss function ρ(·), and the law of noise
Pε but independent of n and d, such that as n ≥ C1d log d, the robust regression estimator satisfies
the following with probability at least 1− δ:
(a) The empirical risk function w 7→ R̂n(θ) has a unique local minimizer in Bd(r), that is the
global minimizer θˆn.
(b) Gradient descent with fixed step size hk = h ≤ hmax converges exponentially fast to the global
minimizer, for any initialization θs ∈ Bd(θ0, 2r/3): ‖θˆn(k)− θˆn‖2 ≤ C1‖θs− θˆn‖2 (1−h/C1)k.
(c) We have ‖θˆn − θ0‖2 ≤ C2
√
(d log n)/n.
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4.4 Robust regression: Very high-dimensional regime
As in the previous section, we are given n pairs z1 = (y1,x1), . . . ,zn = (yn,xn) with yi ∈ R, xi ∈ Rd,
and we assume the linear model yi = 〈θ0,xi〉 + εi, where the noise terms εi are i.i.d. with mean
zero. However θ0 is assumed to be sparse, while the number of samples n is much smaller than the
ambient dimension d = p. We adopt again the loss (5), but now use a ℓ2-constrained ℓ1-regularized
risk minimization, as per Eq. (18), which we rewrite here explicitly for the reader’s ease
minimize
1
n
n∑
i=1
ρ
(
yi − 〈θ,xi〉
)
+ λn‖θ‖1 ,
subject to ‖θ‖2 ≤ r .
(29)
Like the case of very high dimensional binary classification, we also need continuous and bounded
feature assumptions, i.e. Assumption 8, and need a fast decaying assumption on ψ = ρ′.
Assumption 10 (Fast-decaying score function). The score function ψ satisfies supt∈R{|ψ(t)t|} ≤
Cψ for some absolute constant Cψ.
Theorem 7. Under Assumptions 6, 8 and 10, further assume ‖θ0‖0 ≤ s0, ‖θ0‖2 ≤ r/2, and
n ≤ d100. Then there exist constants Cn, Cλ, Cs, and ε0 depending on (Lψ, Cψ, r, τ2, γ, δ), the loss
function ρ, and the law of noise Pε, but independent of n, d, s0 and M , such that as n ≥ Cn s0 log d
and λn ≥ CλM
√
(log d)/n, the following hold with probability at least 1− δ:
(a) Any stationary point of problem (29) is in Bd2(θ0, Cs
√
(M2s0 log d)/n + s0λ2n).
(b) As long as n is large enough such that n ≥ Cn s0 log2 d and Cs
√
(M2s0 log d)/n + s0λ2n ≤ ε0,
the problem has a unique local minimizer θˆn which is also the global minimizer.
The proof of this theorem is almost the same as the proof of Theorem 5. We will omit the proof
to avoid redundancies.
4.5 Gaussian mixture model
In the applications considered so far, the population risk has a unique stationary point which is also
the global minimum. We used our uniform convergence theorems to prove that the empirical risk
has the same property and hence can be optimized efficiently.
In order to illustrate our approach on an example with multiple local minima, we consider
clustering within a simple Gaussian mixture model. We are given data points z1, . . . ,zn ∈ Rd,
with zi drawn from a mixture of two Gaussians, in equal proportions, zi ∼ (1/2)N(θ0,1 , Id×d) +
(1/2)N(θ0,2 , Id×d). Define the separation parameter D = ‖θ0,2 − θ0,1‖2/2. We want to estimate the
centers θ0,1, θ0,2 by solving the maximum likelihood problem (here θ = (θ1,θ2) ∈ R2d)
minimize R̂n(θ) ≡ − 1
n
n∑
i=1
log
(
2∑
a=1
φd
(
zi − θa
))
. (30)
In this case, the population risk has at least two global minima related by the symmetry under
exchange of the two components: θ+ = (θ0,1,θ0,2) and θ− = (θ0,2,θ0,1), as well as a saddle point
θs = ((θ0,1 + θ0,2)/2, (θ0,1 + θ0,2)/2). This is a common phenomenon: symmetries lead to multiple
minima of the risk function. In a recent paper, Xu, Hsu and Maleki [XHM16] prove that these are
the only critical points. See Figure 2 for an illustration.
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Figure 2: Gaussian mixture model: (a) Population risk for d = 1. (b) A realization of the empirical
risk for d = 1, and n = 30.
Theorem 8. Let R̂n(θ) be the empirical risk for an equal-proportion mixture of two Gaussians.
Then there exist constants C1, C2, and C3 depending on (D, δ) but independent of n and d, such
that as n ≥ C1 d log d, the following holds with probability at least 1− δ:
(a) In side B2d(θs, C2), the empirical risk has exactly two local minima θˆ+, θˆ− related by an
exchange of the two classes.
(b) For any initialization θˆ0 ∈ B2d(θs, C2), the trust region algorithm will converge to one of the
local minima.
(c) The local minima satisfy
‖θˆ+ − θ+‖2 ≤ C3
√
d log n
n
, ‖θˆ− − θ−‖2 ≤ C3
√
d log n
n
. (31)
5 Numerical experiments
We carried out extensive numerical experiments in order to verify how accurate is our theory. Sec-
tions 5.1 to 5.4 present simulations for the models studied in Section 4. Sections 5.5 and 5.6 present
illustrations with real data.
5.1 Binary linear classification: high-dimensional regime
Figures 3a, 3b, 4a, 4b report our results for the non-convex binary classification model of Section
4.1.
We consider i.i.d. predictors Xi ∼ N(0, Id×d), and generate labels Yi ∈ {0, 1} with P(Yi =
1|Xi = x) = σ(〈θ0,x〉) where σ(u) = σL(u) = (1 + e−u)−1 is the logistic activation. We perform
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Figure 3: Binary linear classification, high dimensional: (a) Success rate versus n/(d log d) for
several ambient dimensions d, with ‖θ0‖2 = 3 (dashed lines are empirical averages, continuous lines
are a smoothed version); (b) Estimation error Ê[‖θˆn − θ0‖2] versus n/d, for ‖θ0‖2 = 1.
gradient descent, cf. Eq (3) to minimize the empirical risk (4), with a minor revision in practice:
we will project the points back into Bd(r) if the iteration points fall out of the ball, with r = 3‖θ0‖2.
The step size is fixed to be h = 1.
In order to test the hypothesis that the landscape is simple (i.e. it has a unique local minimum),
we run projected gradient descent starting from multiple random initializations θs ∼ N(0, Id×d/d).
If the landscape is simple, we expect the iterates θˆn(k) to converge to the same global minimizer
with no dependence on the initialization. If the landscape is rough, projected gradient descent will
converge to different points depending on the initialization. Given a maximum number of iterations
kmax, we define the following quantity, depending on the data (Y ,X) ≡ {(Yi,Xi)}1≤i≤n,
SY ,X =
√
Tr(V̂arinit(θˆn(kmax)|Y ,X)) , (32)
where the variance is taken over the random initializations θs. In words, SY ,X is the spread of the
limit points of projected gradient descent, for the instance (Y ,X). We then define the empirical
success probability as
P̂succ ≡ P̂(SY ,X ≤ ε) . (33)
In Figure 3a, we plot our results for the empirical success rate, for several values of n, d. In
this experiment, we take ‖θ0‖2 = 3. For each pair (n, d), we generate 100 instances (Yi,Xi)
and run projected gradient descent from 10 random initializations. We use kmax = 10
4 iterations
and tolerance ε = 10−2 though results seem to be fairly insensitive to these parameters. For each
dimension d, the success rate goes rapidly from 0 to 1 as the number of samples n crosses a threshold.
We plot the success probability as function of the rescaled number of samples n/(d log d). On this
scale, curves for different dimension cross each other, and become steeper as d increases. This is
consistent with Theorem 4. This also suggests a sharp phase transition at n∗(d) which is roughly
of order d log d. It is a fascinating open question whether a sharp threshold actually exists5.
5When convergence to a single global minimum fails, we observe that often projected gradient actually convergence
to the boundary of Bd(r).
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Figure 4: Binary linear classification, high dimensional: (a) The convergence of the gradient descent
algorithm. Here ‖θ0‖2 = 1, n/d = 20. The y-axis is on a log-scale; (b)Minimum number of iterations
needed to achieve average distance 10−4 from the global optimizer.
Figure 3b illustrates the behavior of the estimation error ‖θˆn−θ0‖2 achieved by gradient descent.
In all the following experiments, we will take ‖θ0‖2 = 1. We plot the estimation error (averaged
over 100 random instances) Ê[‖θˆn− θ0‖2] versus n/d. Curves for different dimensions collapse, and
are consistent with the optimal rate ‖θˆn − θ0‖2 = Θ(
√
d/n).
Figure 4a shows the convergence of gradient descent for several values of n and d, for fixed
n/d = 20. Namely, we plot the distance from the global minimizer as a function of the number of
iterations k, estimated using 100 realizations (Y ,X). Since there is a small probability that gradient
descent fails to find unique minimizer, we average the distance from the global minimizer over the
results between the (0.05, 0.95) quantiles of these 100 instances. Convergence to the global minimizer
appears to be exponential as predicted by Theorem 4. Also, convergence is fairly independent of
the dimension for fixed n/d.
Finally, Figure 4b shows the number of iterations needed to achieve the ε = 10−4 optimization
error. We run 100 instances, and we plot the expected number of iteration, by averaging the results
between the (0.05, 0.95) quantiles of these 100 instances. When n/d is small, the landscape is not
very smooth, and convergence is slower. When n/d grows, the number of iterations decreases and
converges to a constant. This is also predicted by Theorem 4: the landscape of empirical risk will
be as smooth as the landscape of population risk, as n ≥ C d log d.
5.2 Binary linear classification: very high-dimensional regime
In Figures 5, 6a, 6b, we present our results on non-convex binary linear classification in the very
high-dimensional regime. Data (Yi,Xi) were generated as in the previous section, with θ0 a vector
k non-zero entries all of size 1/
√
k. We use proximal gradient descent to solve problem (18) with
r = 10.
In Figure 5, we use random initializations θs ∼ N(0, Id×d/d), and plot the empirical standard
deviation of the resulting iterates std(θˆn(i)) = Tr(V̂ar(θˆn(i)))
1/2. Note that the variance is taken
over the random initializations, for a same realization of the data (Y ,X), and hence captures
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Figure 5: Binary linear classification, very high-dimensional. The standard deviation of each itera-
tion point with respect to random initialization.
smoothness (or roughness) of the empirical risk landscape. The standard deviation appears to
converge exponentially fast to 0, confirming that indeed proximal gradient is converging to the
unique local minimizer, as anticipated by Theorem 5.
In Figure 6a, we plot the expected distance from the global minimizer θˆn for each iterates.
Proximal gradient appears to converge exponentially fast for n≫ k log2(d).
5.3 Robust linear regression
In Figures 7, 8a, 8b we present simulations for robust regression. We generated random covariates
Xi ∼ N(0, Id×d) and responses Yi = 〈θ0,Xi〉 + εi, where ‖θ0‖2 = 1. Again, we used projected
gradient descent to solve the optimization problem (26) with r = 10. For the loss function we used
Tukey’s loss (27) with t0 = 4.685.
In Fig. 7, we plot the standard deviation of the iterates std(θˆn(i)) = Tr(V̂ar(θˆn(i)))
1/2 over
random initializations θs ∼ N(0, 25 Id×d/d). In this case εi ∼ N(0, 1). Again, this standard deviation
converges exponentially fast to 0 supporting the claim that proximal gradient descent converges to
a unique global minimum irrespective of the initialization.
In Figures 8a, 8b we study the a contaminated model for the noise, namely εi ∼ (1− δ)N(0, 1)+
δN(0, σ2). In Figure 8a we plot the standard deviation of the estimates obtained with random
initializations θs ∼ N(0, 25 Id×d/d), for n = 480, d = 80. Convergence rate remains exponential
even for large contamination fraction. In Figure 8b we investigated the dependence of the estimation
error on the contamination fraction, and the scale of outliers. Tukey’s regression is fairly insensitive
to outliers, while the least squares regression deteriorates as expected.
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Figure 6: Binary linear classification, very high-dimensional regime: (a) The convergence of proximal
gradient descent. Here ‖θ0‖2 = 1, and n/(k log2(d)) = 20, and λn = 1/100 ·
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Figure 7: Robust regression. The standard deviation of each iteration point with respect to random
initialization.
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random initialization, for different proportion of contamination. (b) The robustness of the global
minimum between linear regression and Tukey regression.
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Figure 9: Gaussian mixture model: (a) The convergence of statistical error. Here we use ‖θ0,1 −
θ0,2‖2 = 3, and n/d = 6; (b) The convergence of the gradient descent algorithm.
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Figure 10: Australian credit data: the standard deviation of each iteration point with respect to
random initialization.
5.4 Gaussian mixture model
In Figures 9a and 9b we consider the Gaussian mixture model of Section 4.5. We use an equal
mixture proportion with ‖θ0,1 − θ0,2‖2 = 3 and compute the maximum likelihood estimator (30).
Instead of using trust region method as suggested in Theorem 8, we used gradient descent here.
We observed that there are only two local minimizers. In Figure 9a we plot the convergence of the
statistical error, and in Figure 9b the convergence of the gradient descent algorithm to one of the
only two local minimizers. These results are consistent with Theorem 8.
5.5 Australian credit data
In Figure 10 we consider the Australian credit dataset from Statlog [Lic13]. The data set contains
n = 690 entries. Each entries has a binary label, with 307 entries labeled 1 and 383 labeled 0. Each
entry also comprises d = 14 attributes including both categorical and continuous variables. These
variables are normalized with zero mean and unit standard deviation.
We fit a model of the form P(Yi = 1|Xi = x) = σ(〈θ0,x〉) with σ(u) = σL(u) the logistic func-
tion, by using the non-convex approach (23) and gradient descent. We also used logistic regression
for comparison. Let us emphasize here that our focus here is not on the accuracy of the predictive
model, but rather on showing that the non-convex approach is a viable alternative to the standard
logistic regression. In particular, the M-estimator appears to be efficiently computable.
In Figure 10, we plot the standard deviation of the estimate θˆn(i), over random initializations
θs ∼ N(0, Id×d/d). As for the simulations in the previous section, the standard deviation decreases
exponentially fast, suggesting that indeed the optimization problem has a unique local minimum.
5.6 Colon cancer data
In Figures 11a, 11b we consider a gene-expression dataset from [ABN+99]. The data set contains
expression levels of of 2, 000 genes in 22 normal and 40 tumor colon tissues, hence n = 62 data
points. Expression levels are normalized as in [ABN+99] to have zero mean and unit standard
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Figure 11: Colon cancer data: (a) The standard deviation of each iteration point with respect to
random initialization, for different regularization parameter. (b) Number of non-zero elements of
logistic Lasso and non-convex logistic Lasso.
deviation. We use the expression levels to form feature vectors xi ∈ Rd, d = 2000 and encode the
type of tissue using a binary label yi = 1 (tumor) or yi = 0 (no tissue).
We fit a model of the form P(Yi = 1|Xi = x) = σ(〈θ0,x〉) with σ(u) = σL(u) the logistic
function, by using the non-convex approach (25) and proximal gradient. We also used ℓ1-regularized
logistic regression, for comparison. Let us emphasize here that our focus here is not on the accuracy
of the predictive model, but rather on showing that the non-convex approach is a viable alternative
to the more standard regularized logistic regression.
In Figure 11a, we plot the standard deviation of the estimate θˆn(i), over random initializations
θs ∼ N(0, Id×d/d). As for the simulations in the previous section, the standard deviation decreases
exponentially fast, suggesting that indeed the optimization problem has a unique local minimum.
In Figure 11b we compare the model selected by the non-convex approach (25) to the one from ℓ1-
regularized logistic regression, and also plot the number of overlaps of their selected variables. Note
that most of the covariates selected by the non-convex regression method also appear in logistic
regression. This suggests that the model produced by the non-convex approach is comparable to
that produced by ℓ1-regularized logistic regression.
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A Some useful tools
In this section we collect some well-known definitions and tools from high-dimensional probability,
for the reader’s convenience.
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A.1 Properties of sub-Gaussian and sub-exponential random variables
Let us first recall the definition of (not necessarily mean zero) sub-Gaussian and sub-exponential
random variables in Rd:
Definition 2. A random variable X ∈ Rd is τ2-sub-Gaussian if for any λ ∈ Rd,
E[e〈λ,X−E[X]〉] ≤ e
‖λ‖22τ2
2 . (34)
Definition 3. A random variable X ∈ Rd is K-sub-exponential if for any λ ∈ Rd, ‖〈λ,X −
E[X]〉‖ψ1 ≤ K‖λ‖2, where ‖ · ‖ψ1 is the Orlicz ψ1-norm:
‖X‖ψ1 := sup
k≥1
1
k
E[|X − E(X)|k]1/k. (35)
Note: we can also define sub-Gaussian random variables via the Orlicz ψ2-norm. We choose
to follow the more classic definition there so as to make sub-Gaussian concentration inequalities
clearer.
Proofs of our main theorems rely on some properties about sub-Gaussian and sub-exponential
random variables that are well known in the literature, for example [BLM13, Ver12]. We summarize
them here for reference.
Lemma 1. Assume X ∈ Rd has mean zero and is τ2-sub-Gaussian, then
(a) There exists numerical constants C2k ∈ (0,∞) for all integers k ≥ 1 such that
E[|〈u,X〉|2k ] ≤ C2k‖u‖2k2 τ2k (36)
for all u ∈ Rd. In particular, C2 = 1, and we can take C2k = 2k+1k!.
(b) Higher moments of ‖X‖2 are controlled, that is, for all integers k ≥ 1,
E[‖X‖2k2 ] ≤ C2kdkτ2k, (37)
where C2k is the same as in (a).
(c) ‖X‖22 is 4τ2-sub-exponential. In particular
E[e
‖X‖22
4τ2 ] ≤ 2d2 < e d2 . (38)
(d) If X ∈ R is zero-mean and τ2-sub-Gaussian and α is a random variable (that can depend
on X) with |α| ≤ 1, then there exists some absolute constant Csg ≤ 64 such that αX is
Csgτ
2-sub-Gaussian.
(e) If X ∈ R is zero-mean K-sub-exponential and β is a random variable (that can depend on
X) with |β| ≤ 1, then there exists some absolute constant Cse ≤ 2 such that βX is CseK-sub-
exponential.
(f)
E[‖X‖∞] ≤
√
2τ2 log(2d). (39)
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Proof. (a) This is known in the literature, for example Theorem 2.1 in [BLM13].
(b) This is a direct consequence of part (a). From the generalized mean inequality, we have
E[‖X‖2k2 ] = E
[
(
d∑
j=1
X2j )
k
]
≤ dk−1E
[ d∑
j=1
X2kj
]
. (40)
Applying part (a) with the standard basis ej ∈ Rd, we get E[X2kj ] ≤ C2kτ2k. Summing over
j gives E[‖X‖2k2 ] ≤ dkC2kτ2k.
(c) We can assume τ2 = 1 by scale invariance. Let W ∼ N(0, Id×d) be independent of X. It is
known that E[eλZ
2
] = 1√
1−2λ for Z ∼ N(0, 1) and λ <
1
2 , so we have
E[eλ‖W ‖
2
2 ] =
d∏
i=1
E[eλW
2
i ] =
1
(1− 2λ)d/2 (41)
for any λ < 12 .
Now, for λ > 0, we evaluate the quantity E[e
√
2λ〈X,W 〉] in two ways. We have
E[e
√
2λ〈X,W 〉] = E
[
E[e
√
2λ〈X,W 〉|X]
]
= E
[
e
‖
√
2λX‖22
2
]
= E[eλ‖X‖
2
2 ]. (42)
On the other hand, we have
E[e
√
2λ〈X,W 〉] = E
[
E[e〈
√
2λW ,X〉|W ]
]
≤ E[e
‖
√
2λW ‖22
2 ] = E[eλ‖W ‖
2
2 ] =
1
(1 − 2λ)d/2 , (43)
the last equality holding for λ < 12 . Combining (42) and (43) and taking λ =
1
4 , we get
E[e
‖X‖22
4 ] ≤ 2d/2 < ed/2. (44)
(d) By Theorem 2.1 in [BLM13], we have E[|X|2k] ≤ k!(4τ2)k. Consequently, E[|αX|2k] ≤
k!(4τ2)k, since |α| ≤ 1. Now we introduce (α′,X ′) that is an independent copy of (α,X),
then
E[|αX − α′X ′|2k] ≤ 22k−1E[|αX|2k + |α′X ′|2k] = 22kE[|αX|2k] ≤ k!(16τ2)k. (45)
We apply the converse statement in [BLM13, Theorem 2.1], to conclude that αX − α′X ′ is
64τ2-sub-Gaussian. Finally, as eλ(a−t) is convex in t, we have
E[eλ(αX−E[αX])] = E[eλ(αX−E[α
′X′])] ≤ E[eλ(αX−α′X′)], (46)
and thus αX is also 64τ2-sub-Gaussian.
(e) By Remark 5.18 in [Ver12], we have
‖βX − E[βX]‖ψ1 ≤ 2‖βX‖ψ1 ≤ 2‖X‖ψ1 . (47)
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(f) It suffices to work with τ = 1. For any λ > 0, we have
E[eλ‖X‖∞ ] = E[eλmaxj∈[d]{Xj ,−Xj}] ≤
d∑
j=1
E[eλXj ] +
d∑
j=1
E[e−λXj ] ≤ 2deλ
2
2 .
Applying Jensen’s inequality on the function t 7→ eλt, we get
E[‖X‖∞] ≤ 1
λ
logE[eλ‖X‖∞ ] ≤ 1
λ
(λ2
2
+ log(2d)
)
.
Optimizing the RHS gives λ∗ =
√
2 log(2d) and an upper bound
√
2 log(2d).
Lemma 2. There exists a universal constant Cs, such that the sum of two dependent sub-Gaussian
random variables with parameters τ21 and τ
2
2 is Cs(τ
2
1 + τ
2
2 )-sub-Gaussian, and the sum of two de-
pendent sub-exponential random variables with parameters τ21 and τ
2
2 is Cs(τ
2
1 + τ
2
2 )-sub-exponential.
Proof. This lemma follows directly from the equivalent form of definition of sub-Gaussian and sub-
exponential random variables using Orlicz norms.
Theorem 9 (Bernstein inequality for subexponential random variables). Let X1, . . . Xn be indepen-
dent sub-exponential random variables with ‖Xi‖ψ1 ≤ b, and define Sn ≡
∑n
i=1
(
Xi − EXi
)
. Then
there exists a universal constant c such that, for all t > 0,
P
(
Sn ≥ t
) ≤ exp{− cmin( t2
nb2
,
t
b
)}
. (48)
A.2 Bounding norms via ε-covers
In this section we state two simple technical lemmas that are useful for our proofs. Their proofs of
these lemmas can be found in [Ver12].
Lemma 3. Let a ∈ Rd and Vε = {v1, . . . ,vN} be an ε-cover of Bd(0, 1), then
‖a‖2 ≤ 1
1− ε supv∈Vε
〈v,a〉. (49)
Lemma 4. Let M ∈ Rd×d be a symmetric d × d matrix and Vε = {v1, . . . ,vN} be an ε-cover of
Bd(0, 1), then
‖M‖op ≤ 1
1− 2ε supv∈Vε
|〈v,Mv〉|. (50)
B Proof of Theorem 1: High-dimensional regime
B.1 Proof of Theorem 1.(a): Uniform convergence of gradient
Step 1. Decompose the bad events using ε-nets.
Let Nε be the ε-covering number of the ball B
p(0, r). It is known that logNε ≤ p log(3r/ε)
[Ver12]. Let Θε = {θ1, . . . ,θN} be a corresponding ε-cover with N = Nε elements. For any
θ ∈ Bp(0, r), let j(θ) = argminj∈[N ] ‖θ − θj‖2. Then ‖θ − θj(θ)‖2 ≤ ε for all θ ∈ Bp(0, r).
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Observe that ∇R̂n(θ) = 1n
∑n
i=1∇ℓ(θ;Zi), and ∇R(θ) = E[∇ℓ(θ;Z)]. Thus, for any θ ∈
Bp(0, r), we have∥∥∥∇R̂n(θ)−∇R(θ)∥∥∥
2
≤
∥∥∥ 1
n
n∑
i=1
[
∇ℓ(θ;Zi)−∇ℓ(θj(θ);Zi)
]∥∥∥
2
+
∥∥∥ 1
n
n∑
i=1
∇ℓ(θj(θ);Zi)− E[∇ℓ(θj(θ);Z)]
∥∥∥
2
+
∥∥∥E[∇ℓ(θj(θ);Z)] − E[∇ℓ(θ;Z)]∥∥∥
2
.
(51)
Hence, we have
P
(
sup
θ∈Bp(0,r)
∥∥∥∇R̂n(θ)−∇R(θ)∥∥∥
2
≥ t
)
≤ P(At) + P(Bt) + P(Ct),
where the events At, Bt, and Ct are defined as
At =
{
sup
θ∈Bp(0,r)
∥∥∥∥∥ 1n
n∑
i=1
[
∇ℓ(θ;Zi)−∇ℓ(θj(θ);Zi)
]∥∥∥∥∥
2
≥ t
3
}
,
Bt =
{
sup
j∈[N ]
∥∥∥∥∥ 1n
n∑
i=1
∇ℓ(θj ;Zi)− E[∇ℓ(θj ;Z)]
∥∥∥∥∥
2
≥ t
3
}
,
Ct =
{
sup
θ∈Bp(0,r)
∥∥∥E[∇ℓ(θj(θ);Z)] − E[∇ℓ(θ;Z)]∥∥∥
2
≥ t
3
}
.
Step 2. Upper bound P(Bt).
Let V1/2 be a (1/2)-cover of B
p(0, 1) with log |V1/2| ≤ p log 6. From Lemma 3 we know that∥∥∥∥∥ 1n
n∑
i=1
∇ℓ(θj ;Zi)− E[∇ℓ(θj ;Z)]
∥∥∥∥∥
2
≤ 2 sup
v∈V1/2
〈
v,
1
n
n∑
i=1
∇ℓ(θj;Zi)− E[∇ℓ(θj;Z)]
〉
.
Taking union bounds over Θε and V1/2 yields
P(Bt) ≤P
(
sup
j∈[N ],v∈V1/2
{
1
n
n∑
i=1
〈
∇ℓ(θj ;Zi)− E[∇ℓ(θj;Z)],v
〉}
≥ t
6
)
≤ep log 3rε +p log 6 sup
j∈[N ],v∈V1/2
P
(
1
n
n∑
i=1
〈
∇ℓ(θj ;Zi)− E[∇ℓ(θj;Z)],v
〉
≥ t
6
)
.
Fixing any j and v, according to Assumption 1, we have 〈∇ℓ(θj ;Zi) − E[∇ℓ(θj;Z)],v〉 is τ2-
sub-Gaussian. Hence 1n
∑n
i=1
〈
∇ℓ(θj ;Zi)−E[∇ℓ(θj ;Z)],v
〉
is τ2/n-sub-Gaussian random variable.
This gives
P
(
1
n
n∑
i=1
〈
∇ℓ(θj ;Zi)− E[∇ℓ(θj ;Z)],v
〉
≥ t
6
)
≤ e− nt
2
144τ2 .
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As a result,
P(Bt) ≤ exp
(
− nt
2
144τ2
+ p log
18r
ε
)
.
Thus,
t >
√
144τ2(p log 18rε + log
2
δ )
n
ensures that P(Bt) ≤ δ/2.
Step 3. Upper bound P(At) and P(Ct).
Let us look at the deterministic event Ct first. We have
sup
θ∈Bp(0,r)
∥∥E[∇ℓ(θ;Z)−∇ℓ(θj(θ);Z)]∥∥2
≤ sup
θ∈Bp(0,r)
∥∥E[∇ℓ(θ;Z)−∇ℓ(θj(θ);Z)]∥∥2
‖θ − θj(θ)‖2
· sup
θ∈Bp(0,r)
‖θ − θj(θ)‖2
≤E
[
sup
θ∈Bp(0,r)
‖∇2R̂(θ)‖op
]
· ε
≤D∗ · ε,
where
D∗ =E
[
sup
θ∈Bp(0,r)
‖∇2R̂(θ)‖op
]
≤E
[
sup
θ∈Bp(0,r)
‖∇2R̂(θ)−∇2R(θ∗)‖op
]
+ ‖∇2R(θ∗)‖op
≤E
 sup
θ∈Bp(0,r)
∥∥∥∥∥ 1n
n∑
i=1
∇2ℓ(θ;Zi)− E[∇2ℓ(θ∗;Z)]
∥∥∥∥∥
op
+H
≤E
[
sup
θ∈Bp(0,r)
∥∥∇2ℓ(θ;Z) − E[∇2ℓ(θ∗;Z)]∥∥op
]
+H
≤E
[
sup
θ∈Bp(0,r)
∥∥∇2ℓ(θ;Z) −∇2ℓ(θ∗;Z)∥∥op
]
+H
≤2rJ∗ +H.
In this line of inequality, we used Assumption 3.
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We use Markov inequality to bound the probability of event At.
P (At) =P
(
sup
θ∈Bp(0,r)
∥∥∥∥∥ 1n
n∑
i=1
∇ℓ(θ;Zi)−∇ℓ(θj(θ);Zi)
∥∥∥∥∥
2
≥ t
3
)
≤3
t
E
[
sup
θ∈Bp(0,r)
∥∥∥∥∥ 1n
n∑
i=1
∇ℓ(θ;Zi)−∇ℓ(θj(θ);Zi)
∥∥∥∥∥
2
]
≤3ε
t
E
[
sup
θ∈Bp(0,r)
‖∇2R̂(θ)‖op
]
≤3εD∗
t
.
Taking t ≥ 6εD∗/δ, we have
P(At) ≤ δ
2
,
and Ct will never happen.
Step 4. Conclusion.
Using the above results, to ensure the probability of the bad event to be less than δ, it is sufficient
to take ε = δτ6(H+2rJ∗)·np , and
t ≥ max
 τnp,
√
144τ2(p log 108r(H+2rJ∗)npδτ + log
4
δ )
n
 . (52)
According to Assumption 3, we have H ≤ τ2pch and J∗ ≤ τ3pch. Thus, there exists a universal
constant C0, and letting C1 = C0 · (ch ∨ log(rτ/δ) ∨ 1), such that as long as n ≥ C1p log p,
P
(
sup
θ∈Bp(0,r)
∥∥∥∇R̂n(θ)−∇R(θ)∥∥∥
2
≥ τ
√
C1p log n
n
)
≤ δ. (53)
B.2 Proof of Theorem 1.(b): Uniform convergence of Hessian
Step 1. Decompose the bad event using ε-nets.
Let Nε be the ε-covering number of the p dimensional Euclidean ball B
p(0, r) = Bp2(0, r). It
is known that logNε ≤ p log(3r/ε) [Ver12]. Let Θε = {θ1, . . . ,θN} be an ε-cover with N = Nε
elements. For any θ ∈ Bp(0, r), let j(θ) = argminj∈[N ] ‖θ − θj‖2. Then ‖θ − θj(θ)‖2 ≤ ε for all
θ ∈ Bp(0, r).
Observe that ∇2R̂n(θ) = 1n
∑n
i=1∇2ℓ(θ;Zi), and ∇2R(θ) = E[∇2ℓ(θ;Z)]. Thus, for any θ ∈
Bp(0, r), we have∥∥∥∇2R̂n(θ)−∇2R(θ)∥∥∥
op
≤
∥∥∥ 1
n
n∑
i=1
[
∇2ℓ(θ;Zi)−∇2ℓ(θj(θ);Zi)
]∥∥∥
op
+
∥∥∥ 1
n
n∑
i=1
∇2ℓ(θj(θ);Zi)− E[∇2ℓ(θj(θ);Z)]
∥∥∥
op
+
∥∥∥E[∇2ℓ(θj(θ);Z)] − E[∇2ℓ(θ;Z)]∥∥∥
op
.
(54)
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Hence, we have
P
(
sup
θ∈Bp(0,r)
∥∥∥∇2R̂n(θ)−∇2R(θ)∥∥∥
op
≥ t
)
≤ P(At) + P(Bt) + P(Ct),
where the events At, Bt, and Ct are defined as
At =
 sup
θ∈Bp(0,r)
∥∥∥∥∥ 1n
n∑
i=1
[
∇2ℓ(θ;Zi)−∇2ℓ(θj(θ);Zi)
]∥∥∥∥∥
op
≥ t
3
 ,
Bt =
 supj∈[N ]
∥∥∥∥∥ 1n
n∑
i=1
∇2ℓ(θj;Zi)− E[∇2ℓ(θj ;Z)]
∥∥∥∥∥
op
≥ t
3
 ,
Ct =
{
sup
θ∈Bp(0,r)
∥∥∥E[∇2ℓ(θj(θ);Z)] − E[∇2ℓ(θ;Z)]∥∥∥
op
≥ t
3
}
.
Step 2. Upper bound P(Bt).
Let V1/4 be a (1/4)-cover of B
p(0, 1) with log |V1/4| ≤ p log 12. From Lemma 4 we know that∥∥∥∥∥ 1n
n∑
i=1
∇2ℓ(θj ;Zi)− E[∇2ℓ(θj ;Z)]
∥∥∥∥∥
op
≤ 2 sup
v∈V1/4
∣∣∣∣∣〈v,( 1n
n∑
i=1
∇2ℓ(θj ;Zi)− E[∇2ℓ(θj;Z)]
)
v
〉∣∣∣∣∣ .
Taking union bound over Θε and V1/4 yields
P(Bt) ≤P
(
sup
j∈[N ],v∈V1/4
∣∣∣∣∣ 1n
n∑
i=1
〈
v,
(
∇2ℓ(θj ;Zi)− E[∇2ℓ(θj ;Z)]
)
v
〉∣∣∣∣∣ ≥ t6
)
≤ep log 3rε +p log 12 sup
j∈[N ],v∈V1/4
P
(∣∣∣∣∣ 1n
n∑
i=1
〈
v,
(
∇2ℓ(θj ;Zi)− E[∇2ℓ(θj ;Z)]
)
v
〉∣∣∣∣∣ ≥ t6
)
.
Fixing any j and v, according to Assumption 2,
〈
v,
(
∇2ℓ(θj ;Zi)−E[∇ℓ2(θj ;Z)]
)
v
〉
is τ2-sub-
exponential. Hence by Bernstein inequality in Theorem 9, we have
P
(∣∣∣∣∣ 1n
n∑
i=1
〈
v,
(
∇2ℓ(θj;Zi)− E[∇2ℓ(θj ;Z)]
)
v
〉∣∣∣∣∣ ≥ t6
)
≤ 2e−C˜1nmin{ t
2
τ4
, t
τ2
},
for some universal constant C˜1. As a result,
P(Bt) ≤ 2 exp
(
−C˜1nmin{ t
2
τ4
,
t
τ2
}+ p log 36r
ε
)
.
Thus,
t > C˜2max

√
τ4(p log 36rε + log
4
δ )
n
,
τ2(p log 36rε + log
4
δ )
n

for some universal constant C˜2 ensures that P(Bt) ≤ δ/2.
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Step 3. Upper bound P(At) and P(Ct).
Let us look at the deterministic event Ct first. According to Assumption 3, we have
sup
θ∈Bp(0,r)
∥∥E[∇2ℓ(θ;Z) −∇2ℓ(θj(θ);Z)]∥∥op
≤ sup
θ∈Bp(0,r)
∥∥E[∇2ℓ(θ;Z)−∇2ℓ(θj(θ);Z)]∥∥op
‖θ − θj(θ)‖2
· sup
θ∈Bp(0,r)
‖θ − θj(θ)‖2
≤E
[
sup
θ1 6=θ2∈Bp(0,r)
‖∇2ℓ(θ1;Z) −∇2ℓ(θ2;Z)‖op
‖θ1 − θ2‖2
]
· ε
≤J∗ · ε.
We use Markov inequality to bound the event At.
P (At) =P
 sup
θ∈Bp(0,r)
∥∥∥∥∥ 1n
n∑
i=1
[
∇2ℓ(θ;Zi)−∇2ℓ(θj(θ);Zi)
]∥∥∥∥∥
op
≥ t
3

≤3
t
E
 sup
θ∈Bp(0,r)
∥∥∥∥∥ 1n
n∑
i=1
[
∇2ℓ(θ;Zi)−∇2ℓ(θj(θ);Zi)
]∥∥∥∥∥
op

≤3
t
E
[
sup
θ∈Bp(0,r)
∥∥∇2ℓ(θ;Z)−∇2ℓ(θj(θ);Z)∥∥op
]
≤3
t
E
[
sup
θ∈Bp(0,r)
∥∥∇2ℓ(θ;Z)−∇2ℓ(θj(θ);Z)∥∥op
‖θ − θj(θ)‖2
]
· sup
θ∈Bp(0,r)
‖θ − θj(θ)‖2
≤3
t
E
[
sup
θ1 6=θ2∈Bp(0,r)
‖∇2ℓ(θ1;Z)−∇2ℓ(θ2;Z)‖op
‖θ1 − θ2‖2
]
· ε
≤3J∗ε
t
.
Taking t ≥ 6εJ∗/δ yields
P(At) ≤ δ
2
and Ct never happens.
Step 4. Conclusion.
Using the above inequalities, to bound the probability of the bad event less than δ, noting that
J∗ ≤ τ3pch by Assumption 3, it is sufficient to take ε = δτ2/(6J∗ · np) and taking
t ≥ τ2 ·max
 1np, C˜2
√
(p log 36rτnp·p
ch
δ + log
4
δ )
n
, C˜2
(p log 36rτnp·p
ch
δ + log
4
δ )
n
 (55)
for some universal constant C˜2.
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Thus, there exists a universal constant C0, such that letting C1 = C0 · (ch ∨ log(rτ/δ) ∨ 1), as
long as n ≥ C1p log p, we have
P
(
sup
θ∈Bp(0,r)
∥∥∥∇2R̂n(θ)−∇2R(θ)∥∥∥
op
≥ τ2
√
C1p log n
n
)
≤ δ. (56)
C Proof of Theorem 2
C.1 Two structural lemmas
In the following, the index of a symmetric non-degenerate matrix is the number of its negative
eigenvalues, and the index of a non-degenerate critical point x of a smooth function F is simply the
index of its Hessian ∇2F (x).
Lemma 5. Let D ⊆ Rm be a compact set with a C2 boundary ∂D, and f, g : A → R be C2
functions defined on an open set A, with D ⊆ A. Assume that, for all x ∈ ∂D, and all t ∈ [0, 1],
t∇f(x) + (1 − t)∇g(x) 6= 0. Finally, assume that the Hessian ∇2f(x) is non-degenerate and has
index equal to r for all x ∈ D. Then the following hold:
(a) If g has no critical point in D, then f has no critical point in D.
(b) If g has a unique critical x0 point in D, that is non-degenerate with index r, then f also has
a unique critical point x1 in D, with index equal to r.
The proof is based on a classical result in differential topology (restated here from [DFN12]).
Recall that given a smooth vector field ξ : D → Rm, defined on D ⊆ Rm, a critical point is a point
x0 ∈ D such that ξ(x0) = 0. If x0 is non-degenerate (i.e. the Jacobian matrix of ξ at x0 is full
rank), then index of x0 can be defined as the sign of the Jacobian determinant
6
indx0(ξ) = sign det
(
∂ξ
∂x
(x0)
)
. (57)
Lemma 6 (Theorem 14.4.4 in [DFN12]). Let D ⊆ Rm be a compact set with a C2 boundary ∂D,
and ξ : D → Rm a C1 vector field, with a finite number of critical points x1, . . . ,xk ∈ D (possibly
k = 0) and no critical point on the boundary ∂D. Define the Gauss map ξˆ(x) = ξ(x)/‖ξ(x)‖2
wherever ξ(x) 6= 0.
Then
k∑
i=1
indxi(ξ) = deg
(
ξˆ
∣∣
∂D
)
, (58)
where deg(ξˆ|∂D) is the degree of the Gauss map restricted to the boundary of D.
For what follows it is not needed to recall the definition of degree deg
(
ξˆ
∣∣
∂D
)
. It is only important
to note that this depends only on the restriction of ξ to ∂D.
We are now in position to prove Lemma 5.
6Note a possible source of confusion with this standard terminology. The index of a critical point of a vector field
is in {+1,−1}, while the index of a critical point of a scalar function is in {0, 1, . . . , m}.
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Proof of Lemma 5. As a preliminary remark, since the Hessian of f is non-degenerate on D, it
follows that the critical points of f are all isolated. Since D is compact, there can be only a finite
number of them, call them x1,x2, . . . ,xk.
For ε > 0, let D−ε = {x ∈ D : d(x,Dc) ≥ ε}, where d(x, S) ≡ inf{‖x − y‖2 : y ∈ S}. Also,
let w : A → [0, 1] be a C1 function such that w(x) = 0 for x ∈ A \D and w(x) = 1 for x ∈ D−ε.
Define the following C1 vector fields
ξ0(x) = ∇g(x) , (59)
ξ(x) = (1− w(x))∇g(x) + w(x)∇f(x) . (60)
Note that ξ0|∂D = ξ|∂D. Further, since by assumption
inf
x∈∂D
inf
t∈[0,1]
‖(1− t)∇g(x) + t∇f(x)‖2 > 0 , (61)
by a continuity argument, we can (and will) take ε > 0 small enough so that ξ(x) 6= 0, ∇f(x) 6= 0
for all x ∈ D \D−ε. This implies that the critical points of of ξ are in D−ε and coincide with the
critical points of f , i.e. x1, . . . , xk. Further, by Eq. (57), and since ξ(x) = ∇f(x) for x ∈ D−ε, we
have indxi(ξ) = (−1)r. By applying Lemma 6, we get
(−1)rk =
k∑
i=1
indxi(ξ) = deg
(
ξˆ
∣∣
∂D
)
(62)
= deg
(
ξˆ0
∣∣
∂D
)
, (63)
where the last equality follows because ξ|∂D = ξ0|∂D. Applying Theorem 6 once more to ξ0, we get
(−1)rk = deg(ξˆ0∣∣∂D) =
{
0 if g has no critical points,
indx0(ξ0) = (−1)r if g has a unique critical point with index r.
(64)
In the first case we conclude k = 0, i.e. f has no critical points. In the second case k = 1, i.e. f
has exactly one critical point. Its index is r, because the Hessian of f has index r at all points in
D.
Lemma 7. Let F : Bm(r) → R be an (ε, η)-strongly Morse function. Denote by x1, . . . ,xk its
critical points and let D = {x ∈ Bm(r) : ‖∇F (x)‖2 < ε}. Then D decomposes into (at most)
countably many open connected components, with each component containing either exactly one
critical point, or no critical point.
Explicitly, there exists disjoint open sets {Di}i∈N, with Di possibly empty for i ≥ k + 1, such
that
D = ∪∞i=1Di . (65)
Further, xi ∈ Di for 1 ≤ i ≤ k, and each Di, i ≥ k + 1 contains no stationary points.
Proof. Let D = ∪α∈AQα be the decomposition of D into maximal connected components (i.e. the
Qα are disjoint and connected). Note that each Qα is open (because, if x ∈ Qα, then there exists
a ball centered at θ that is also in D, and hence in Qα). Hence there must be at most countably
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many components Qα, because each Qα contains a ball of non-zero radius, and B
m(r) can contain
only a countable number of balls of non-zero radius.
We claim that each connected component Qα can contain at most one critical point. Indeed
consider the function G : Closure(Qα)→ R≥0 defined by
G(x) =
1
2
∥∥∇F (x)‖22 , (66)
Note that, by continuity of ∇F (x), we have ‖∇F (x)‖2 = ε and hence G(x) = ε2/2 for x ∈ ∂Qα.
Each critical point of F (x) corresponds to a non-degenerate local minimum of G(x) with value
G(x) = 0. If G has at least two critical points on Qα, by Morse theory it must have at least one
saddle x∗ with value 0 < G(x∗) < ε2/2. Indeed if this is the case, for all t small enough, the level
set Qα(t) ≡ {x ∈ Qα : G(x) ≤ t} must have as many connected components as critical points of
F , say mα ≥ 2. However Qα(ε2/2) = Qα has only one connected component. At the lowest t such
that Qα(t) has less than mα components, a critical point must exist on the border of Qα(t) [Mil63].
At x∗ we have ∇G(x∗) = 0 and ∇F (x∗) 6= 0. On the other hand, ∇G(x) = ∇2F (x)∇F (x),
which implies that ∇2F (x∗) has a zero eigenvalue, in contradiction with the assumption that implies
infx∈Qα |λi(∇2F (x))| ≥ η.
C.2 Proof of Theorem 2
Let θ(1), . . . ,θ(k) be the k critical points of R(θ), and define D = {θ ∈ Bp(r) : ‖∇R(θ)‖2 < ε}. By
Lemma 7, D = ∪∞i=1Di where each Di is an open connected component with θ(i) ∈ Di for i ≤ k
and Di does not contain any critical point of R(θ) for i ≥ k + 1. By continuity of ∇R(θ), we have
‖∇R(θ)‖2 = ε for θ ∈ ∂Di.
Due to Theorem 1, and under the stated condition on n with probability at least 1− δ, we have
sup
θ∈Bp(r)
∥∥∇R̂n(θ)−∇R(θ)∥∥2 ≤ ε2 , (67)
sup
θ∈Bp(r)
∥∥∇2R̂n(θ)−∇2R(θ)∥∥2 ≤ η2 . (68)
We will hereafter assume that this event holds. In particular, we have
inf
θ∈∂Di
‖t∇R̂n(θ) + (1− t)∇R(θ)‖2 ≥ ε/2, ∀t ∈ [0, 1], (69)
inf
θ∈Di
|λi(∇2R̂n(θ))| ≥ η/2. (70)
By the strong Morse property, the Hessian ∇2R(θ), is non-degenerate and has the same index
for all θ ∈ Di. Denote this index by ri. By Eq. (70) the Hessian ∇2R̂n(θ) is also non-degenerate
and has index equal to ri for all θ ∈ Di. Due to Lemma 5, R̂n(θ) the same number of critical points
as R(θ) in Di. Namely:
• For 1 ≤ i ≤ k, R̂n(θ) has a unique critical point θˆ(i) in Di, with index equal to ri.
• For i ≥ k + 1, R̂n(θ) has no critical points in Di.
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This concludes the proof of part (a) of the theorem.
In order to prove part (b), letD(εn) = {θ ∈ Bp(r) : ‖∇R(θ)‖2 ≤ εn}, with εn = τ
√
(Cp log n)/n
and C = C1·(ch∨log(rτ/δ)∨1), with C1 a suitably large absolute constant. Without loss of generality
εn ≤ ε. We can repeat the argument of part (a), yielding the decomposition D(εn) = ∪∞i=1Di(εn),
with θ(i), θˆ(i) ∈ Di(εn), we will next bound the radius of Di(εn). For any fixed unit vector u ∈
∂Bp(1), by Taylor expansion with third order remainder, for each v ∈ Rp, with v + θ(i) ∈ Bp(r),
there exists t ∈ [0, 1] such that
〈u,∇R(θ(i) + v)〉 = 〈u,∇R(θ(i))〉+ 〈u,∇2R(θ(i))v〉+ 1
2
〈∇3R(θ(i) + tv),v ⊗ v ⊗ u〉 . (71)
Using ∇R(θ(i)) = 0 and ‖∇3R(θ)‖op ≤ L, we get∥∥∇R(θ(i) + v)∥∥
2
≥ 〈v, [∇2R(θ(i))]2v〉1/2 − 1
2
L‖v‖22 ≥ η‖v‖2 −
1
2
L‖v‖22 . (72)
Hence
Di(εn) ⊆ Di(εn) ≡
{
θ ∈ Rp : η‖v‖2 − 1
2
L‖v‖22 ≤ εn
}
(73)
Note that for εn < η
2/(2L), we have Di(εn) = B
p(r0) ∪ Bp(r1)c, with r0 < r1. Since Di(εn) is
connected by construction, we must have Di(εn) ⊆ Bp(r0). The thesis follows by recalling that
θˆ(i) ∈ Di(εn), and noting that r0 ≤ 2εn/η.
D Proof of Theorem 3: Very high-dimensional regime
D.1 Proof of Theorem 3.(a): Uniform convergence of directional gradient
We adopt the following general strategy: we identify a radius rb > 0 and an associated ℓ1-ball
B
p
1(θ0, rb). Outside the ball we use the peeling method, that is, we decompose the set B
p
2(0, r) \
B
p
1(θ0, rb) into a finite sequence of regions Kl. In each region, we first bound the expectation of
the quantities of interest, and then use concentration inequalities to bound deviations from the
expectation. Inside Bp1(θ0, rb), we take rb small enough to ensure a small discretization error.
Constructing Kl. We first bound the quantity outside B
p
1(θ0, rb). For any integer l, define
Kl = {θ : 2l−1 < ‖θ − θ0‖1 ≤ 2l}. (74)
The above definition implies that Bp2(0, r) \ Bp1(θ0, rb) ⊂ ∪N+l=N−Kl, where N− = ⌊log2(rb)⌋ and
N+ = ⌈log2(2r
√
p)⌉. The quantity of interest is
Dl = sup
θ∈Kl
∣∣∣〈∇R̂n(θ)−∇R(θ),θ − θ0〉∣∣∣ (75)
for all l ∈ {N−, N− + 1, . . . , N+}.
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Upper bounding E[Dl]. To upper bound E[Dl] we apply symmetrization techniques and the
Rademacher contraction inequality. More formally, let Z ′i be independent copies of Zi and let εi be
i.i.d. Rademacher variables. We have
E[Dl] = E
[
sup
θ∈Kl
∣∣∣〈∇R̂n(θ)−∇R(θ),θ − θ0〉∣∣∣
]
= EZ
[
sup
θ∈Kl
∣∣∣ 1
n
n∑
i=1
〈∇ℓ(θ;Zi)− E∇ℓ(θ;Z),θ − θ0〉
∣∣∣]
≤ EZ,Z′
[
sup
θ∈Kl
∣∣∣ 1
n
n∑
i=1
〈∇ℓ(θ;Zi)−∇ℓ(θ;Z ′i),θ − θ0〉
∣∣∣]
= EZ,Z′,ε
[
sup
θ∈Kl
∣∣∣ 1
n
n∑
i=1
〈εi(∇ℓ(θ;Zi)−∇ℓ(θ;Z ′i)),θ − θ0〉
∣∣∣]
≤ 2EZ,ε
[
sup
θ∈Kl
∣∣∣ 1
n
n∑
i=1
εi〈∇ℓ(θ;Zi),θ − θ0〉
∣∣∣]
≤ 2EZ
[
Eε
[
sup
θ∈Kl
∣∣∣ 1
n
n∑
i=1
εi〈∇ℓ(θ;Zi),θ − θ0〉
∣∣∣∣∣∣∣∣Z
]]
= 2EZ
[
Eε
[
sup
θ∈Kl
∣∣∣ 1
n
n∑
i=1
εig(〈θ − θ0,ψ(Zi)〉;Zi)
∣∣∣∣∣∣∣∣Z
]]
.
The last equality is from Assumption 5.
Now we apply the Rademacher contraction inequality [LT13] to bound this quantity, which
says that for any set T ⊂ Rn and any family of L-Lipschitz functions {φi}i∈[n], φi : R → R, with
φi(0) = 0,
E
[
sup
t∈T
n∑
i=1
εiφi(ti)
]
≤ 2L · E
[
sup
t∈T
n∑
i=1
εiti
]
, (76)
where εi are i.i.d. Rademacher variables. Since we would like to bound the expectation of supremum
of the absolute value of the empirical process, we have
E
[
sup
t∈T
∣∣∣ n∑
i=1
εiφi(ti)
∣∣∣] =E[ sup
t∈T
{
max
{ n∑
i=1
εiφi(ti),−
n∑
i=1
εiφi(ti)
}}]
≤E
[
sup
t∈T
n∑
i=1
εi[φi(ti)] + sup
t∈T
n∑
i=1
εi[−φi(ti)]
]
≤4L · E
[
sup
t∈T
n∑
i=1
εiti
]
.
(77)
35
Applying the Rademacher contraction inequality, we get
E[Dl] ≤ 8L∗EZ
[
Eε
[
sup
θ∈Kl
∣∣∣ 1
n
n∑
i=1
εi〈θ − θ0,ψ(Zi)〉
∣∣∣∣∣∣∣∣Z
]]
= 8L∗EZ
[
Eε
[
sup
θ∈Kl
∣∣∣〈 1
n
n∑
i=1
εiψ(Zi),θ − θ0〉
∣∣∣∣∣∣∣∣Z
]]
= 8L∗E
[∥∥∥∥∥ 1n
n∑
i=1
εiψ(Zi)
∥∥∥∥∥
∞
]
· sup
w∈Kl
‖θ − θ0‖1
≤ 2l+3L∗E
[∥∥∥∥∥ 1n
n∑
i=1
εiψ(Zi)
∥∥∥∥∥
∞
]
≤ 2l+4L∗τ
√
log p
n
.
The last inequality is due to the fact that ψ(Zi) are independent τ
2-sub-Gaussian.
Concentrating Dl around E[Dl]. From Assumption 4, each ‖∇ℓ(θ;Zi)‖∞ is bounded by T∗,
thus for θ ∈ Kl we have |〈∇ℓ(θ;Zi),θ− θ0〉| is bounded by T∗ · 2l. Hence Dl is a 2l · T∗/n-bounded
variation function in (Z1, . . . ,Zn). Applying McDiarmid’s inequality, we get
P (Dl ≥ E[Dl] + t) ≤ exp
(
− 2nt
2
(T∗ · 2l)2
)
. (78)
Taking tl = 2
l · T∗
√
(log(N/δ))/(2n) guarantees that P(Dl ≥ E[Dl] + tl) ≤ δ/N where N =
N+ −N− + 1 ≤ log2(2r
√
p/rb) + 2.
Taking union bound over l. Define the event
El =
Dl ≥ 2l+4L∗τ
√
log p
n
+ 2lT∗
√
log Nδ
2n
 . (79)
We have already shown that P(El) ≤ δ/N and so P(∪N+l=N−El) ≤ δ. On the event (∪
N+
l=N−El)
c, for
any θ ∈ Kl, we have ‖θ − θ0‖1 ≥ 2l−1 and |〈∇R̂n(θ) − ∇R(θ),θ − θ0〉| ≤ 2l+4L∗τ
√
(log p)/n +
2lT∗
√
(log(N/δ))/(2n). Consequently, for all l,
sup
θ∈Kl
|〈∇R̂n(θ)−∇R(θ),θ − θ0〉|
‖θ − θ0‖1 ≤ 32L∗τ
√
log p
n
+ 2T∗
√
log Nδ
2n
. (80)
Noticing that Bp2(0, r) \ Bp2(θ0, rb) ⊂ ∪N+l=N−Kl, we see that there exists a universal constant C0
such that letting C = C0 ·
√
log(1/δ) · (T∗ + L∗τ), we have
P
(
sup
θ∈Bp2(0,r)\Bp1(θ0,rb)
|〈∇R̂n(θ)−∇R(θ),θ − θ0〉|
‖θ − θ0‖1 ≥ C
√
log p+ logN
n
)
≤ δ. (81)
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Convergence inside the ball B1(θ0, rb). We relate any point in B1(θ0, rb)\{0} to its projection
onto the sphere ∂B1(θ0, rb). Notice that
〈∇R̂n(θ)−∇R(θ),θ − θ0〉
‖θ − θ0‖1 = 〈∇R̂n(θ0 + sn)−∇R(θ + sn),n〉, (82)
where s = ‖θ − θ0‖1 and n = (θ − θ0)/s ∈ ∂Bp1(1).
For any vector n ∈ ∂Bp1(1), we have, for r1, r2 ≥ 0, r˜ ∈ [r1, r2], θ˜ = θ0 + r˜n,
|〈∇R̂n(θ0 + r1n)−∇R(θ0 + r1n),n〉 − 〈∇R̂n(θ0 + r2n)−∇R(θ0 + r2n),n〉|
=
∣∣∣〈n,(∇2R̂n(θ0 + r˜n)−∇2R(θ0 + r˜n))n〉∣∣∣ · |r1 − r2|
≤
∥∥∥∇2R̂n(θ˜)−∇2R(θ˜)∥∥∥
op
·
(
sup
‖n‖1=1
‖n‖22
)
· |r1 − r2|
=
∥∥∥∇2R̂n(θ˜)−∇2R(θ˜)∥∥∥
op
· |r1 − r2|.
(83)
Now, for any r1 < rb and r2 = rb, the intermediate value θ˜ ∈ B1(θ0, rb) ∈ B2(r). According to
the uniform convergence of Hessians in Theorem 1.(b), (and more precisely, using Eq. (55) in the
proof, which does not use the sample size assumption), there exists a constant Chess depending on
(r, τ2, ch, δ), such that
sup
θ∈Bp2(r)
∥∥∥∇2R̂n(θ)−∇2R(θ)∥∥∥
op
≤ τ2max
{ 1
np
,Chess
√
p log(np)
n
,Chess
p log(np)
n
}
(84)
holds with probability at least 1− δ. When this event happens, we can take rb = 1/(τChessp2) and
get ∥∥∥∇2R̂n(θ˜)−∇2R(θ˜)∥∥∥
op
· |r1 − r2|
≤ τ2max
{ 1
np
,Chess
√
p log(np)
n
,Chess
p log(np)
n
}
· 1
τChessp2
= τ max
{ 1
Chessnp3
,
√
log(np)
np3
,
log(np)
np
}
≤ τ
√
log(np)
n
.
It follows that
sup
θ∈B1(θ0,rb)\{0}
|〈∇R̂n(θ)−∇R(θ),θ − θ0〉|
‖θ − θ0‖1 ≤ τ
√
log(np)
n
+ sup
θ∈∂B1(θ0,rb)
|〈∇R̂n(θ)−∇R(θ),θ − θ0〉|
‖θ − θ0‖1
≤ τ
√
log(np)
n
+ C
√
log(p) + log(N)
n
≤ τ
√
log(np)
n
+ C0 ·
√
log(1/δ) · (T∗ + L∗τ)
√
log(p) + log(log2(2rp
5/2τChess) + 2)
n
≤ (T∗ + L∗τ) ·
√
C1 log(np)
n
,
where C1 depends on (r, τ
2, ch, δ). Thus, we get the desired bound with probability at least 1− 2δ.
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D.2 Proof of Theorem 3.(b): Uniform of convergence of restricted Hessian
We proceed almost the same as the proof of Theorem 1.(b).
Step 1. Decompose the bad event using ε-nets.
Let Ω1 = B2(r) ∩ B0(s0), Ω2 = B2(1) ∩ B0(s0), and Ω = Ω1 × Ω2.
Let Θε = {θ1, . . . ,θNε} be a minimal ε-covering of the set Ω1 = B2(r) ∩ B0(s0). The size Nε of
the ε-covering set Θε is bounded by
Nε ≤
(
p
s0
)(
3r
ε
)s0
≤ exp
(
s0 log
(
3pr
ε
))
, (85)
For any θ ∈ Ω1, let j(θ) = argminj∈[Nε] ‖θ − θj‖2. Then ‖θ − θj(θ)‖2 ≤ ε for all θ ∈ Ω1. Thus,
for any θ ∈ Ω1, we have∣∣∣〈v,(∇2R̂n(θ)−∇2R(θ)) v〉∣∣∣ ≤
∣∣∣∣∣
〈
v,
(
1
n
n∑
i=1
∇2ℓ(θ;Zi)−∇2ℓ(θj(θ);Zi)
)
v
〉∣∣∣∣∣
+
∣∣∣∣∣
〈
v,
(
1
n
n∑
i=1
∇2ℓ(θj(θ);Zi)−∇2R(θj(θ))
)
v
〉∣∣∣∣∣
+
∣∣〈v, (∇2R(θj(θ))−∇2R(θ))v〉∣∣ .
(86)
Hence, we have
P
(
sup
(θ,v)∈Ω
∣∣∣〈v,(∇2R̂n(θ)−∇2R(θ))v〉∣∣∣ ≥ t
)
≤ P(At) + P(Bt) + P(Ct),
where the events At, Bt, and Ct are defined as
At =
 sup
θ∈Bp(0,r)
∥∥∥∥∥ 1n
n∑
i=1
[
∇2ℓ(θ;Zi)−∇2ℓ(θj(θ);Zi)
]∥∥∥∥∥
op
≥ t
3
 ,
Bt =
{
sup
j∈[Nε]
sup
v∈Ω2
∣∣∣∣∣ 1n
n∑
i=1
〈
v,
(
∇2ℓ(θj ;Zi)−∇2R(θj)
)
v
〉∣∣∣∣∣ ≥ t3
}
,
Ct =
{
sup
θ∈Bp(0,r)
∥∥∥E[∇2ℓ(θj(θ);Z)] − E[∇2ℓ(θ;Z)]∥∥∥
op
≥ t
3
}
.
Step 2. Upper bound P(Bt).
Let V1/4 be a minimal (1/4)-covering of the set Ω2 = B2(1)∩B0(s0) with the following property:
for any v ∈ Ω2, there exits an vj ∈ V1/4 such that supp(vj) = supp(v), and ‖v − vj‖2 ≤ ε. The
size of the ε-covering set V1/4 is bounded by
|V1/4| ≤
(
p
s0
)(
3
1/4
)s0
≤ exp (s0 log(12p)) . (87)
By Lemma 4, we have that for any j ∈ [Nε],
sup
v∈Ω2
∣∣∣∣∣ 1n
n∑
i=1
〈
v,
(
∇2ℓ(θj ;Zi)−∇2R(θj)
)
v
〉∣∣∣∣∣ ≤ 2 supv∈V1/4
∣∣∣∣∣ 1n
n∑
i=1
〈
v,
(
∇2ℓ(θj ;Zi)−∇2R(θj)
)
v
〉∣∣∣∣∣ .
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Taking union bound over Θε and V1/4 yields
P(Bt) ≤P
(
sup
j∈[Nε],v∈V1/4
∣∣∣∣∣ 1n
n∑
i=1
〈
v,
(
∇2ℓ(θj ;Zi)−∇2R(θj)
)
v
〉∣∣∣∣∣ ≥ t6
)
≤es0 log 3prε +s0 log(12p) sup
j∈[Nε],v∈V1/4
P
(∣∣∣∣∣ 1n
n∑
i=1
〈
v,
(
∇2ℓ(θj ;Zi)−∇2R(θj)
)
v
〉∣∣∣∣∣ ≥ t6
)
.
Fixing any j and v, according to Assumption 2,
〈
v,
(
∇2ℓ(θj ;Zi)−E[∇ℓ2(θj ;Z)]
)
v
〉
is τ2-sub-
exponential. Hence by Bernstein inequality in Theorem 9, we have
P
(∣∣∣∣∣ 1n
n∑
i=1
〈
v,
(
∇2ℓ(θj;Zi)− E[∇2ℓ(θj ;Z)]
)
v
〉∣∣∣∣∣ ≥ t6
)
≤ 2e−C˜1nmin{ t
2
τ4
, t
τ2
},
for some universal constant C˜1. As a result,
P(Bt) ≤ 2 exp
(
−C˜1nmin{ t
2
τ4
,
t
τ2
}+ s0 log 36rp
2
ε
)
.
Thus,
t > C˜2max

√
τ4(s0 log
36rp2
ε + log
4
δ )
n
,
τ2(s0 log
36rp2
ε + log
4
δ )
n

for some universal constant C˜2 ensures that P(Bt) ≤ δ/2.
Step 3. Upper bound P(At) and P(Ct).
Note the definition of events At and Ct is exactly the same as in the proof of Theorem 1.(b).
Thus, taking t ≥ 6εJ∗/δ yields
P(At) ≤ δ
2
and Ct never happens.
Step 4. Conclusion.
Using the above inequalities, to bound the probability of the bad event, it is sufficient to take
ε = δτ2/(6J∗ · np) and
t ≥ max
 τ2np, C˜2
√
τ4(s0 log
36rp2
ε + log
4
δ )
n
, C˜2
τ2(s0 log
36rp2
ε + log
4
δ )
n
 (88)
for some universal constant C˜2.
According to Assumption 3, we have J∗ ≤ τ3pch . Thus, there exists a universal constant C0,
such that letting C2 = C0 · (ch ∨ log(rτ/δ) ∨ 1), as long as n ≥ C2s0 log(np), we have
P
(
sup
θ∈Bp2(r)∩Bp0(s0),v∈Bp2(1)∩Bp0(s0)
∣∣∣〈v,(∇2R̂n(θ)−∇2R(θ))v〉∣∣∣ ≥ τ2√C2s0 log(np)
n
)
≤ δ . (89)
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E Proofs for binary linear classification
E.1 Proof of Theorem 4: High-dimensional regime
E.1.1 Landscape of population risk
Lemma 8. Assume ‖θ0‖2 ≤ r/3 together with Assumption 6. Then we have the following:
(a) Unique minimizer. The population risk R(θ) is minimized at θ = θ0 and has no other
stationary points.
(b) Bounds on the Hessian. There exist an ε0 > 0 and some constants 0 < κ0 < κ0 < ∞ such
that
inf
θ∈Bd(θ0,ε0)
λmin
(
∇2R(θ)
)
≥ κ0, sup
θ∈Bd(0,r)
∥∥∥∇2R(θ)∥∥∥
op
≤ κ0. (90)
(c) Bounds on the gradient. For the same ε0 as in part (b), there exist some constants 0 <
L0 < L0 <∞ and T0 ∈ (0,∞) such that
inf
θ∈Bd(0,r)\Bd(θ0,ε0)
∥∥∥∇R(θ)∥∥∥
2
≥ L0, sup
θ∈Bd(0,r)
∥∥∥∇R(θ)∥∥∥
2
≤ L0, (91)
and for all θ ∈ Bd(0, r),
〈θ − θ0,∇R(θ)〉 ≥ T0‖θ − θ0‖22. (92)
All constants ε0, κ0, κ0, L0, L0, T0 are functions of (σ(·), r, τ2, Lσ, γ) but do not depend on d and the
distribution of X.
Proof. The proof consists of five parts. Lower bounds of gradient and Hessian are a little involved,
and upper bounds are relatively easy to obtain.
Part (a). No stationary points other than θ0. Fix θ ∈ Bd(0, r), then ‖θ‖2 ≤ r. Let U ∈ R2×d
be an orthogonal transform (UUT = I2×2) from Rd to R2 whose row space contains {θ,θ0}. Define
the event As = {‖UX‖2 ≤ 2s/(3r)}. Recall that ‖θ0‖2 ≤ r/3. Then on the event As, we have
max{|〈θ,X〉|, |〈θ0 ,X〉|, |〈θ − θ0,X〉|} ≤ s.
It is easily seen that R(θ) is minimized at θ0 from the bias-variance decomposition. Moreover,
〈θ − θ0,∇R(θ)〉 = 〈θ − θ0,E[∇θ(Y − σ(θTX))2]〉
= E[2(σ(θTX)− Y )σ′(θTX) · 〈θ − θ0,X〉]
= E[2(σ(θTX)− σ(θT0X))σ′(θTX) · 〈θ − θ0,X〉].
Notice that (σ(t1) − σ(t2))(t1 − t2) ≥ 0 for all t1, t2 ∈ R, so the quantity inside the above
expectation is always nonnegative. In addition, since by Assumption 6.(a), σ′ is positive on R,
so for any s > 0 there exists some L(s) > 0 such that inft∈[−s,s] σ′(t) ≥ L(s). Hence, by the
intermediate value theorem,
〈θ − θ0,∇R(θ)〉 ≥ E[2(σ(θTX)− σ(θT0X))σ′(θTX) · 〈θ − θ0,X〉1As ]
≥ 2L2(s)E[〈θ − θ0,X〉21As ].
From assumption 6,E[XXT]  γτ2Id×d, so E[〈θ− θ0,X〉2] ≥ γτ2‖θ− θ0‖22. Hence, we can always
find a sufficiently large s such that E[〈θ − θ0,X〉21As ] ≥ (γτ2/2) · ‖θ − θ0‖22. For this s, the above
lower bound is greater than 0, so the gradient ∇R(θ) cannot be zero. Hence, the risk R(θ) has no
other stationary points.
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Part (b). Lower bounding the Hessian. Recall that ∇2R(θ) = E[β(θ)XXT] with
β(θ) = 2
(
σ′(θTX)2 + (σ(θTX)− σ(θT0X))σ′′(θTX)
)
. (93)
(Note we changed Y to σ(θT0X) using the tower property.) Our general strategy to lower bound the
minimum eigenvalue of ∇2R(θ) is to first lower bound the λmin(∇2R(θ0)) and then upper bound
λmax(∇2R(θ)−∇2R(θ0)).
Let us first consider λmin(∇2R(θ0)). We have that ∇2R(θ0) = E[2σ′(θT0X)2XXT]. Fix any
u ∈ Rd, ‖u‖2 = 1. Similar to part (a), let As = {|〈θ0/‖θ0‖2,X〉| ≤ 2s/r}, then
〈u,∇2R(θ0)u〉 ≥ E[2σ′(θT0X)〈u,X〉21As ]
≥ 2L2(s)E[〈u,X〉21As ]
≥ 2L2(s)
(
E[〈u,X〉2]− E[〈u,X〉21Acs ]
)
.
Note that E[〈u,X〉2] ≥ γτ2, E[〈u,X〉4] ≤ C4τ4, and P(Acs) ≤ 2 exp(−2s2/(r2τ2)). By the Cauchy-
Schwarz inequality, we have
〈u,∇2R(θ0)u〉 ≥ 2L2(s)τ2(γ −
√
2C4e
− s2
r2τ2 ). (94)
Choosing s = c˜rτ for some constant c˜ gives us a lower bound γτ2L2(c˜rτ) on λmin(∇2R(θ0)).
Now let’s turn to the difference ∇2R(θ)−∇2R(θ0). Observe that
∇2R(θ)−∇2R(θ0) = E[(β(θ) − β(θ0))XXT]. (95)
Since β is Lβ-Lipschitz (Lβ only depends on Lσ) with respect to θ
TX, we have that, for any unit
vector u ∈ Rd,∣∣∣〈u, (∇2R(θ)−∇2R(θ0))u〉∣∣∣ ≤ LβE[|〈θ − θ0,X〉 · 〈u,X〉2|]
≤ Lβ
(
E[〈θ − θ0,X〉2] · E[〈u,X〉4]
)1/2
≤ Lβ
(
‖θ − θ0‖22τ2 · C4τ4
)1/2
= Lβ
√
C4 · ‖θ − θ0‖2τ3.
Hence, whenever ‖θ − θ0‖2 ≤ ε0 := ˜˜cL2(c˜rτ)/(Lβτ) for some universal constant ˜˜c guarantees
that λmax(∇2R(θ)−∇2R(θ0)) ≤ (1/2) · λmin(∇2R(θ0)). Consequently, for all ‖θ − θ0‖2 ≤ ε0,
λmin(∇2R(θ)) ≥ κ0 =
γ
2
τ2L2(c˜rτ). (96)
Part (b). Upper bounding the Hessian. For any θ ∈ Rd, we have
‖∇2R(θ)‖op = ‖E[β(θ)XXT]‖op = sup
‖v‖2=1
∣∣∣〈v,E[β(θ)XXT] · v〉∣∣∣ = sup
‖v‖2=1
∣∣∣E[β(θ)〈v,X〉2]∣∣∣
≤ sup
‖v‖2=1
E[|β(θ)| · 〈v,X〉2] ≤ Cβτ2.
where Cβ only depends on Lσ. Hence, κ0 = Cβτ
2 is a global upper bound for Hessian.
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Part (c). Lower bounding the gradient. In part (a), the lower bound of the gradient depends
on the distribution of X, so it is not distribution-free. Now we give a distribution free lower bound,
for any θ ∈ Bd(0, r) \ Bd(θ0, ε0). We have
〈θ − θ0,∇R(θ)〉 ≥ 2L2(s)
(
E[〈θ − θ0,X〉2]− E[〈θ − θ0,X〉21Acs ]
)
≥ 2L2(s)
(
γτ2‖θ − θ0‖22 −
(
E[〈θ − θ0,X〉4] · P(Acs)
)1/2)
≥ 2L2(s)‖θ − θ0‖22τ2
(
γ −
√
C4 · P(Acs)
)
.
In addition,
P(Acs) = P
(
‖UX‖2 > 2s
3r
)
≤
2∑
j=1
P
(
|〈Uj ,X〉| ≥
√
2s
3r
)
≤ 4 exp
(
− s
2
9r2τ2
)
, (97)
giving us
〈θ − θ0,∇R(θ)〉 ≥ 2L2(s)‖θ − θ0‖22τ2
(
γ − 2
√
C4e
− s2
18r2τ2
)
. (98)
So choosing s ≥ c˜rτ for some constant c˜ > 0 and T0 = γL2(c˜rτ)τ2 ensures that
〈θ − θ0,∇R(θ)〉 ≥ T0‖θ − θ0‖22 (99)
and also ‖∇R(θ)‖2 ≥ T0‖θ − θ0‖2 from the Cauchy-Schwarz inequality.
Finally, for the ε0 chosen in part (b), choosing L0 = ε0T0 ensures that ‖∇R(θ)‖2 ≥ L0 for all
θ ∈ Bd(0, r) \ Bd(θ0, ε0).
Part (c). Upper bounding the gradient. For any θ ∈ Rd, we have
‖∇R(θ)‖2 = ‖E[α(θ)X]‖2 = sup
‖v‖2=1
〈v,E[α(θ)X]〉 = sup
‖v‖2=1
E[α(θ)〈v,X〉]
≤ sup
‖v‖2=1
E[|α(θ)| · |〈v,X〉|] ≤ 2Lστ.
Thus, L0 = 2Lστ upper bounds ‖∇R(θ)‖2 for all θ ∈ Rd.
Dependence on model parameters. Notice that all constants L0, L0, T0, κ0, κ0, ε0 does not
depend on d and the distribution of X. This completes the proof of all of our statements.
E.1.2 Landscape of empirical risk
Lemma 9. Under Assumption 6, let ε0, κ0, κ0, L0, L0, T0 be the constants defined in Lemma
8.(b) depending on (σ(·), r, τ2, Lσ, γ), then there exists a large positive constants C depending on
(σ(·), r, τ2 , Lσ, γ, δ), such that as n ≥ Cd log d, the following hold with probability at least 1− δ:
(a) Bounds on the Hessian.
inf
θ∈Bd(θ0,ε0)
λmin
(
∇2R̂n(θ)
)
≥ κ0/2, sup
θ∈Bd(0,r)
∥∥∥∇2R̂n(θ)∥∥∥
op
≤ 2κ0. (100)
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(b) Bounds on the gradient.
inf
θ∈Bd(0,r)\Bd(θ0,ε0)
∥∥∥∇R̂n(θ)∥∥∥
2
≥ L0/2, sup
θ∈Bd(0,r)
∥∥∥∇R̂n(θ)∥∥∥
2
≤ 2L0, (101)
and for all θ ∈ Bd(0, r) \ Bd(θ, ε0/2),
〈θ − θ0,∇R̂n(θ)〉 ≥
T0
4
ε0‖θ − θ0‖2. (102)
(c) Unique minimizer. The empirical risk R̂n(θ) is minimized at θˆn ∈ Bd(θ0, C
√
d log n/n)
Proof. Let ε0, T0, L0, L0, κ0, and κ0 be the constants defined in Lemma 8. We begin by verifying
the conditions for Theorem 1, i.e., Assumptions 1, 2, and 3.
Assumption 1. We would like to verify that the directional gradient of the loss is sub-Gaussian.
The directional gradient of the loss gives
〈∇ℓ(θ;Z),v〉 = α(θ)〈X,v〉, (103)
where α(θ) = −2(Y −σ(〈θ,X〉))σ′(〈θ,X〉) whose absolute value is bounded by 2Lσ. By Assumption
6.(b), 〈X,v〉 is mean zero and τ2 sub-Gaussian. Due to Lemma 1.(d), there exists a universal
constant C1, such that 〈∇ℓ(θ;Z),v〉 is C1Lστ2-sub-Gaussian.
Assumption 2. We would like to verify that the directional Hessian of the loss is sub-exponential.
The directional Hessian of the loss gives
〈v,∇2ℓ(θ;Z)v〉 = β(θ)〈X,v〉2, (104)
where β(θ) is given in equation (93) whose absolute value is by 2(L2σ+Lσ). Since 〈X,v〉 is mean-zero
and τ2-sub-Gaussian, according to Lemma 1.(c), 〈v,X〉2 is τ2-sub-exponential. Due to Lemma 1.(e),
there exists a universal constant C2, such that 〈v,∇2ℓ(θ;Z)v〉 is C2(L2σ + Lσ)τ2-sub-exponential.
Assumption 3. We need to verify that there exists a constant ch which does not depend on d,
such that H ≤ τ2dch and J∗ ≤ τ3dch (as d ≥ 2).
H =‖∇2R(θ0)‖op
= sup
‖v‖2=1
E[β(θ0)〈X,v〉2]
≤2(L2σ + Lσ) sup
‖v‖2=1
E[〈X,v〉2] = 2(L2σ + Lσ)τ2,
J∗ =E
[
sup
θ2 6=θ2
‖(β(θ1)− β(θ2))XXT‖op
‖θ1 − θ2‖2
]
≤E
[
sup
θ
|γ(θ)| · sup
θ1 6=θ2
〈θ1 − θ2,X〉
‖θ1 − θ2‖2 · sup‖v‖2=1
〈v,X〉2
]
≤(6L2σ + 2Lσ) · E‖X‖32
≤C3(L2σ + Lσ)(dτ2)3/2,
where γ(θ) = 2(3σ′(θTX)σ′′(θTX)+(σ(θTX)−σ(θT0X))σ′′′(θTX)) which is bounded by 6L2σ+2Lσ,
and C3 is a universal constant.
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Therefore, in Theorem 1, the Assumptions 1 and 2 are satisfied with sub-Gaussian and sub-
exponential parameters max{C1, C2} · (L2σ +Lσ)τ2, and the Assumption 3 is satisfied with parame-
ter ch = max{log2(2(L2σ + Lσ)), 3/2 + log2(C3(L2σ + Lσ))}. Now we take εg = min
{
L0/2, T0ε0/4
}
,
εh ≤ κ0/2 depending on (r, τ2, Lσ, γ) but independent of (n, d). According to the uniform con-
vergence of the gradient and the Hessian in Theorem 1, there exists a constant C depending on
(σ(·), r, τ2 , Lσ, γ, δ) but independent of (n, d), such that as n is large enough when n ≥ Cd log d,
with probability at least 1− δ, the following good event happens:
Egood =

sup
θ∈Bd(0,r)
∥∥∥∇R̂n(θ)−∇R(θ)∥∥∥
2
≤ τ
√
C · d log n
n
≤ εg,
sup
θ∈Bd(0,r)
∥∥∥∇2R̂n(θ)−∇2R(θ)∥∥∥
op
≤ τ2
√
C · d log n
n
≤ εh.
 . (105)
All the following arguments are deterministic on the good event Egood.
Part (a). For the the least eigenvalue of the empirical Hessian in Bd(θ0, ε0), we have
inf
θ∈Bd(θ0,ε0)
λmin(∇2R̂n(θ)) ≥ inf
θ∈Bd(θ0,ε0)
λmin(∇2R(θ))− sup
θ∈Bd(θ0,ε0)
‖∇2R̂n(θ)−∇2R(θ)‖op
≥κ0 − εh ≥ 1
2
κ0 > 0.
This leads to the conclusion that, R̂n(θ) is strongly convex inside the region B
d(θ0, ε0).
For the operator norm of the empirical Hessian in Bd(0, r), we have
sup
θ∈Bd(0,r)
∥∥∥∇2R̂n(θ)∥∥∥
op
≤ sup
θ∈Bd(0,r)
‖∇2R(θ)‖op + sup
θ∈Bd(0,r)
‖∇2R̂n(θ)−∇2R(θ)‖op
≤κ0 + εh ≤ 2κ0.
Part (b). For the lower bound of the gradient in Bd(0, r) \ Bd(θ0, ε0), we have
inf
θ∈Bd(0,r)\Bd(θ0,ε0)
∥∥∥∇R̂n(θ)∥∥∥
2
≥ inf
θ∈Bd(0,r)\Bd(θ0,ε0)
∥∥∥∇R(θ)∥∥∥
2
− sup
θ∈Bd(0,r)
∥∥∥∇R̂n(θ)−∇Rn(θ)∥∥∥
2
≤L0 − εg ≥ L0/2.
For the upper bound of the gradient in Bd(0, r), we have
sup
θ∈Bd(0,r)
∥∥∥∇R̂n(θ)∥∥∥
2
≤ sup
θ∈Bd(0,r)
∥∥∥∇R(θ)∥∥∥
2
+ sup
θ∈Bd(0,r)
∥∥∥∇R̂n(θ)−∇Rn(θ)∥∥∥
2
≤L0 + εg ≤ 2L0.
For the lower bound of the directional empirical gradient 〈∇R̂n(θ),θ−θ0〉/‖θ−θ0‖2 in Bd(0, r)\
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Bd(θ0, ε0/2), we have
inf
θ∈Bd(0,r)\Bd(θ0, 12 ε0)
〈∇R̂n(θ),θ − θ0〉
‖θ − θ0‖2
≥ inf
θ∈Bd(0,r)\Bd(θ0, 12 ε0)
〈∇R(θ),θ − θ0〉
‖θ − θ0‖2 − supθ∈Bd(0,r)\Bd(θ0, 12ε0)
‖∇R̂n(θ)−∇R(θ)‖2
≥ inf
θ∈Bd(0,r)/Bd(θ0, 12 ε0)
T0‖θ − θ0‖2 − 1
4
T0ε0
≥1
2
T0ε0 − 1
4
T0ε0 =
1
4
T0ε0 > 0.
Part (c). Note that by part (b), there is no local minimizer in the interior of Bd(0, r)\Bd(θ0, ε0/2)
(because otherwise, the directional gradient would vanish there). Also, there is no local minimizer
on the boundary of Bd(0, r). Indeed, if θ was such a minimizer, we would gave ∇R̂n(θ) = αθ for
some α ≥ 0, whence 〈∇R̂n(θ),θ − θ0〉 ≤ 0 contradicting the above. Hence any local minimizer of
R̂n(θ) must be in B
d(θ0, ε0/2). By strong convexity there can be at most one such point.
Let that θˆn ∈ Bd(θ0, ε0/2) denotes the unique local minimizer. Note that, by the intermediate
value theorem, there exists θ′ ∈ Bd(θ0, ε0/2) such that
R̂n(θˆn) = R̂n(θ0) + 〈∇R̂n(θ0), θˆn − θ0〉+ 1
2
〈∇2R̂n(θ′), (θˆn − θ0)⊗2〉 ≤ R̂n(θ0) . (106)
where the inequality follows by optimality of R̂n(θˆn). Using Cauchy-Schwarz inequality, the lower
bound on the Hessian in point (b), and the uniform convergence of the gradient, we get
‖θˆn − θ0‖2 ≤4‖∇R̂n(θ0)‖2
κ0
≤4τ
κ0
√
C · d log n
n
.
E.1.3 Gradient descent algorithm
Lemma 10. Under Assumption 6, and ‖θ0‖2 ≤ r/3, there exist constants C and hmax depending
on (σ(·), r, τ2, Lσ, γ, δ), such that as n ≥ Cd log d, with probability at least 1 − δ, gradient descent
with fixed step size hk = h ≤ hmax converges exponentially fast to the global minimizer, for any
initialization θs ∈ Bd(θ0, 2r/3): ‖θˆn(k) − θˆn‖2 ≤ C‖θs − θˆn‖2 (1− h/C)k.
Proof. We have already shown that there is an area where the empirical risk is strongly convex
inside and the directional gradient is lower bounded outside. Convergence of gradient descent is
established by considering the two phases accordingly: outside the area, the problem is non-convex,
and we get an exponential convergence using a strong quasi-convexity type argument; inside the
area, we get an exponential convergence as we are essentially minimizing a strongly convex function.
Connecting the two arguments gives a global convergence result.
Step 1. Conditioning on the good event.
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Notice that we are making the same assumptions as in Lemma 9. Hence event Egood in Equation
(105) holds with probability at least 1 − δ provided n ≥ Cd log d where C is defined in Lemma 9.
All the conclusions in Lemma 9 holds, and all the following arguments are deterministic on Egood.
Note that we already proved that, on Egood, there is a unique minimizer of empirical risk which is
inside Bd(θ0, ε0/2).
Step 2. Establish an exponential convergence outside the ball Bd2(θ0, ε0/2).
Let θn(k) be the k-th iterate of gradient descent, defined via
θn(k + 1) = θn(k)− h∇R̂n(θn(k)).
In this part we assume that we initialize at θn(0) /∈ Bd2(θ0, ε0) and all the iterates up to θn(k) are
outside the ball Bd2(θ0, ε0/2) and show that the gradient descent will converge exponentially to the
ball Bd2(θ0, ε0/2).
By simple algebraic manipulations, we have
‖θn(k + 1)− θ0‖22 − ‖θn(k)− θ0‖22
= ‖θn(k)− h∇R̂n(θn(k))− θ0‖22 − ‖θn(k)− θ0‖22
= −2h〈∇R̂n(θn(k)),θn(k)− θ0〉+ h2‖∇R̂n(θn(k))‖22. (107)
First, we are going to lower bound the inner product term. By Lemma 8.(c) we have the inequality
〈∇R(θ),θ − θ0〉 ≥ T0‖θ − θ0‖22 (108)
for all θ ∈ Bd2(θ0, 2r/3) ⊂ Bd2(0, r). Applying this inequality and using our uniform convergence
result, we get
〈∇R̂n(θn(k)),θn(k)− θ0〉
= 〈∇R(θn(k)),θn(k)− θ0〉+ 〈∇R̂n(θn(k)) −∇R(θn(k)),θn(k)− θ0〉
≥ T0‖θn(k)− θ0‖22 − ε‖θn(k)− θ0‖2 ≥
(
T0 − 2ε
ε0
)
‖θn(k)− θ0‖22.
The last inequality uses the fact that θn(k) /∈ Bd2(θ0, ε0/2). Note that in Lemma 9 we have chosen
ε ≤ T0ε0/4 to guarantee that T0 − 2ε/ε0 ≥ T0/2. Plugging this back into (107), we get
‖θn(k + 1)− θ0‖22
≤ ‖θn(k)− θ0‖22 − 2h ·
T0
2
‖θn(k)− θ0‖22 + h2(2L0)2
= (1− hT0)‖θn(k)− θ0‖22 + 4h2L02.
Note that the second line uses Lemma 9.(b) to upper bound ‖∇R̂n(θn(k))‖2 by 2L0.
Next, choosing h ≤ hmax,1 := T0ε20/(8L0
2
), we have
4h2L0
2 ≤ 1
2
hT0ε
2
0 ≤
1
2
hT0‖θn(k)− θ0‖22, (109)
which gives us
‖θn(k+1)−θ0‖22 ≤ (1−hT0)‖θn(k)−θ0‖22+
1
2
hT0‖θn(k)−θ0‖22 =
(
1− 1
2
hT0
)
‖θn(k)−θ0‖22. (110)
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Finally, we are going to convert the above result to an exponential convergence of the optimiza-
tion error ‖θn(k)− θ∗n‖22. Define r1 = 1− hT0/2 < 1. We have the following chain of inequalities
‖θn(k)− θ∗n‖2 ≤ ‖θn(k)− θ0‖2 + ‖θ0 − θ∗n‖2 ≤ ‖θn(k)− θ0‖2 +
1
2
ε0
≤ 2‖θn(k)− θ0‖2 ≤ 2rk/21 ‖θn(0)− θ0‖2 ≤ 2rk/21
(
‖θn(0)− θ∗n‖2 +
1
2
ε0
)
≤ 4rk/21 ‖θn(0)− θ∗n‖2.
The last inequality is since ‖θn(0)− θ∗n‖2 ≥ ε0/2. Consequently, we have
‖θn(k)− θ∗n‖22 ≤ 16
(
1− 1
2
T0h
)k
· ‖θn(0) − θ∗n‖22. (111)
for any θn(k) such that ‖θn(k)− θ0‖2 ≥ ε0/2.
Step 3. Establish an exponential convergence inside Bd2(θ0, ε0).
As shown in Lemma 9.(b), we have
inf
θ∈Bd(θ0,ε0)
λmin(∇2R̂n(θ)) ≥ 1
2
κ0, sup
θ∈Bd(θ0,ε0)
λmax(∇2R̂n(θ)) ≤ 2κ0.
Consequently, R̂n(θ) is 1/(2κ0)-strongly convex in B
d(θ0, ε0). According to standard convex op-
timization results, if we start from a point inside Bd(θ0, ǫ0), and take h ≤ hmax,2 := 1/(2κ0), we
have
R̂n(θn(k))− R̂n(θ∗n) ≤
(
1− 1
2
κ0h
)k
·
(
R̂n(θn(0))− R̂n(θ∗n)
)
.
Strongly convexity ensures that optimization error of iteration points is bounded by
‖θn(k)− θ∗n‖22 ≤
4κ0
κ0
(
1− 1
2
κ0h
)k
· ‖θn(0)− θ∗n‖22. (112)
Step 4. Concatenate the two exponential convergences.
Now we have the exponential convergence of gradient descent as θ ∈ Bd(θ0, 2r/3) \Bd(θ0, ε0/2)
given by equation (111), and exponential convergence in Bd(θ0, ε0) given by equation (112). Con-
catenating the two results, we get that for any initialization θn(0), running gradient descent gives
‖θn(k) − θ∗n‖22 ≤
64κ0
κ0
· sk‖θn(0)− θ∗n‖22, (113)
where s = max{1− hT0/2, 1 − hκ0/2}, and the step size h satisfies
h ≤ hmax = min{hmax,1, hmax,2} = min
{
T0ε
2
0
8L0
2 ,
1
2κ0
}
. (114)
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E.2 Proof of Theorem 5: Very high-dimensional regime
In this section we prove Theorem 5. Similar to the high-dimensional regime, we proceed by first
applying uniform convergence results in Theorem 3 and then studying the regularized empirical risk
more carefully.
To fix notations, let L(θ) = R(θ) + λn‖θ‖1 be the regularized population risk and Ln(θ) =
R̂n(θ) + λn‖θ‖1 be the regularized empirical risk. Let ∂Ln(θ) be the set of subgradient of Ln at θ:
∂Ln(θ) =
{
∇R̂n(θ) + λnv : v ∈ ∂‖θ‖1
}
. (115)
The optimality condition says that θ is a stationary point of Ln if and only if 0 ∈ ∂Ln(θ).
We decompose the proof into four lemmas. First, in Lemma 11 we verify the assumptions in
Theorem 3 for the very high-dimensional binary classification model. Then, in Lemma 12 we argue
that there cannot be any stationary points outside the region Bd2(θ0, rs)∩C, where rs is the statistical
radius with rs = Cs
√
(M2s0 log d)/n + s0λ2n and C is a cone with C = {θ0+∆ : ‖∆Sc0‖1 ≤ 3‖∆S0‖1}.
Next, in Lemma 13, we argue that all the stationary points should have support size less to equal
to Csps0 log d. Finally, in Lemma 14, uniform convergence of restricted Hessian implies that there
cannot be two stationary points in Bd2(θ0, rs) ∩ C.
Since we assumed n ≤ d100, sometimes we will implicitly use the bound log(dn) ≤ 101 log(d) in
the proof.
E.2.1 Technical lemmas
We provide a couple of technical lemmas to characterize the properties of the regularized empirical
risk Ln(θ).
Lemma 11. For the very high-dimensional binary classification problem, under Assumptions 7 and
8, there exist constants T0 and L0 depending on (τ
2, Lσ, Cσ, r) such that Assumptions 4 and 5 are
satisfied with the parameters T∗ = T0 ·M and L∗ = L0 ·M .
Proof. We give a bound for T∗ in part (a), and give a bound for L∗ in part (b).
Part (a). The gradient of the loss is
∇θℓ(θ;z) = 2(σ(〈θ,x〉) − y)σ′(〈θ,x〉)x. (116)
Assumption 6 guarantees that |2(σ(〈θ,x〉 − y)σ′(θ,x)| ≤ 2Lσ, and Assumption 8 guarantees that
‖x‖∞ ≤ Mτ . So we have ‖∇θℓ(θ;z)‖∞ ≤ 2LσMτ . Assumption 4 is satisfied with parameter
T∗ = 2LσMτ .
Part (b). We have
〈∇θℓ(θ;z),θ − θ0〉 = 2(σ(〈θ,x〉) − y)σ′(〈θ,x〉)〈x,θ − θ0〉. (117)
We take t = 〈θ − θ0,ψ(z)〉, ψ(z) = x and g(t;z) = 2[(σ(t + t0)− y)σ′(t+ t0)t] where t0 = 〈θ0,x〉.
We have
|g′(t;z)| =|2σ′(t+ t0)2t+ 2(σ(t+ t0)− y)σ′′(t+ t0)t+ 2(σ(t+ t0)− y)σ′(t+ t0)|
≤|2σ′(t+ t0)
(
σ′(t+ t0)(t+ t0)
) |+ |2σ′(t+ t0)2t0|
+ |2(σ(t+ t0)− y)
(
σ′′(t+ t0)(t+ t0)
) |+ |2(σ(t+ t0)− y)σ′′(t+ t0)t0|+ 2Lσ
≤2LσCσ + 2L2σMτr + 2Cσ + 2LσMτr + 2Lσ
=2(LσCσ + Cσ + Lσ) + 2M · (L2σ + Lσ)(τr).
(118)
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Hence g(t;z) is at most 2(LσCσ +Cσ +Lσ)+ 2M · (L2σ +Lσ)τr-Lipschitz in its first argument, also
satisfies g(0;z) = 0. So Assumption 5 is satisfied with L∗ = 2[(LσCσ+Cσ+Lσ)+(L2σ+Lσ)(τr)]M
since we assumed M ≥ 1.
From now on, we will not explicitly take account of the dependence on (σ(·), Lσ , Cσ , τ2, r, γ, δ).
We will write explicit dependence on s0, n, d, and M .
Lemma 12. Let S0 = supp(θ0) with s0 = |S0|, and define C = {θ0+∆ : ‖∆Sc0‖1 ≤ 3‖∆S0‖1} ⊂ Rd.
For any positive constant δ, there exists constants C0, C1 depending on (σ(·), Lσ , Cσ, τ2, r, γ, δ) such
that letting λn ≥ C1M
√
(log d)/n, with probability at least 1− δ the following two events happen:
(a) Ln has no stationary point in B2(r) ∩ Cc:
〈z(θ),θ − θ0〉 > 0, ∀θ ∈ B2(r) ∩ Cc, ∀z(θ) ∈ ∂Ln(θ). (119)
(b) Ln has no stationary point in C \ B2(θ0, rs), where rs = C0
√
(M2s0 log d)/n + s0λ2n:
〈z(θ),θ − θ0〉 > 0, ∀θ ∈ B2(r) ∩C \ B2(θ0, rs), ∀z(θ) ∈ ∂Ln(θ). (120)
Proof. For any z(θ) ∈ ∂Ln(θ), write z(θ) = ∇R̂n(θ) + λnv(θ) where v(θ) ∈ ∂‖θ‖1. We have
〈z(θ),θ − θ0〉
= 〈∇R(θ),θ − θ0〉+ λn〈v(θ),θ − θ0〉+ 〈∇R̂n(θ)−∇R(θ),θ − θ0〉
≥ T0‖θ − θ0‖22 + λn〈v(θ),θ − θ0〉 − |〈∇R̂n(θ)−∇R(θ),θ − θ0〉|, (121)
where the final inequality follows from Lemma 8.(c) in which the constant T0 > 0 depending on
(σ(·), r, Lσ , τ2, γ) but independent of n and d.
Our aim is to upper bound the third term above using our uniform convergence results. By
Theorem 3 and Lemma 11, there exists a constant C depending on (σ(·), τ2, Lσ, Cσ, r, γ, δ) such
that the event E1 happens with probability at least 1− δ, where
E1 =
{
sup
θ∈B2(r)\{0}
|〈∇R̂n(θ)−∇R(θ),θ − θ0〉|
‖θ − θ0‖1 ≤ CM
√
log d
n
}
(122)
Assume E1 happens, we show claim (a). By definition of S0, we have (θ0)Sc0 = 0, and so, letting
∆ = θ − θ0,
〈v(θ),θ − θ0〉 = 〈v(θ)Sc0 ,θSc0〉+ 〈v(θ)S0 ,∆S0〉 ≥ ‖∆Sc0‖1 − ‖∆S0‖1. (123)
Plugging this into (121) gives
〈z(θ),θ − θ0〉 ≥ T0‖θ − θ0‖22 + λn(‖∆Sc0‖1 − ‖∆S0‖1)− CM
√
log d
n
(‖∆Sc0‖1 + ‖∆S0‖1). (124)
Taking C1 = 2C, and letting λn ≥ 2CM
√
(log d)/n and noticing that ‖∆Sc0‖1 > 3‖∆S0‖1 when
θ ∈ Cc, we have
〈z(θ),θ − θ0〉 ≥ T0‖θ − θ0‖22 + CM
√
log d
n
(
‖∆Sc0‖1 − 3‖∆S0‖1
)
> 0. (125)
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Finally, we prove claim (b). As θ ∈ C, we have ‖θ − θ0‖1 ≤ 4√s0‖θ − θ0‖2. Plugging this into
(121) gives
〈z(θ),θ − θ0〉
≥ T0‖θ − θ0‖22 + λn〈v(θ),θ − θ0〉 − CM
√
log d
n
‖θ − θ0‖1
≥ T0‖θ − θ0‖22 −
(
λn + CM
√
log d
n
)
‖θ − θ0‖1
≥ T0‖θ − θ0‖22 −
(
4
√
s0λn +CM
√
s0 log d
n
)
‖θ − θ0‖2
=
(
T0‖θ − θ0‖2 −
(
4
√
s0λn +CM
√
s0 log d
n
))
‖θ − θ0‖2.
Consequently, when ‖θ − θ0‖2 > (1/T0) · (4√s0λn + CM
√
(s0 log d)/n), we get 〈z(θ),θ − θ0〉 > 0.
Taking C0 = (2/T0) · (C ∨ 4) gives claim (b).
Lemma 13. For any positive constants C0 and δ, there exist positive constants C1, C2, and C3
depending on C0 and (σ(·), τ2, r, Lσ , Cσ, γ, δ), such that as n ≥ C1s0 log d and λn ≥ C2M
√
(log d)/n,
then with probability at least 1− δ, any stationary point θˆ of Ln in C ∩ B2(θ0, rs) has support size
|S(θˆ)| ≤ C3 s0 log d, where rs = C0
√
(M2s0 log d)/n + s0λ2n.
Proof. We decompose the proof into the following steps.
Step 1. Let θˆ ∈ B2(θ0, rs)∩C be a stationary point of the optimization problem (25). The KKT
condition for the stationary point gives
∇R̂n(θˆ) + λnv(θˆ) = 0,
where v(θˆ) ∈ ∂‖θˆ‖1. Denote S(θˆ) = supp(θˆ). Thus, we have
(∇R̂n(θˆ))j = ±λn, ∀j ∈ S(θˆ). (126)
Now define the event
EC =
{
‖∇R̂n(θ0)‖∞ ≤ C
√
log d
n
}
. (127)
As verified in Equation (103), there exists a constant c0 depending on Lσ, such that ∇R̂n(θ0) =
1
n
∑n
i=1∇ℓ(θ0;Zi) is the average of n i.i.d. mean zero c0τ2-sub-Gaussian random vectors. Thus we
have
P
(
‖∇R̂n(θ0)‖∞ > t
)
≤ d sup
j∈[d]
P
(∣∣∣∣∣ 1n
n∑
i=1
[∇ℓ(θ0;Zi)]j
∣∣∣∣∣ > t
)
≤ exp
(
log(2d)− nt
2
2c0τ2
)
. (128)
Taking t = τ
√
2c0(log d+log(6/δ))
n and correspondingly C = 2τ
√
c0 log
6
δ guarantees that P(EC) ≤ δ/3.
Condition on EC , taking C2 = 2C and λn ≥ C2
√
(log d)/n, this gives
λn/2 ≥ C
√
log d
n
≥ ‖∇R̂n(θ0)‖∞.
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Combining with equation (126), we have
λn/2 ≤
∣∣∣∣(∇R̂n(θˆ)−∇R̂n(θ0))j
∣∣∣∣ , ∀j ∈ S(θˆ).
Squaring and summing over j ∈ S(θˆ), we have
λ2n|S(θˆ)| ≤4
∥∥∥∥(∇R̂n(θˆ)−∇R̂n(θ0))S(θˆ)
∥∥∥∥2
2
≤4
∥∥∥∥∥( 1n
n∑
i=1
(αi(θˆ)− αi(θ0))Xi
)
S(θˆ)
∥∥∥∥∥
2
2
=4
∥∥∥∥∥( 1n
n∑
i=1
βi(θi)XiX
T
i (θˆ − θ0)
)
S(θˆ)
∥∥∥∥∥
2
2
=
4
n2
‖PS(θˆ)XTDX(θˆ − θ0)‖22
(129)
Here, X = (X1, . . . ,Xn)
T ∈ Rn×d, θi are located on the line between θˆ and θ0 obtained by
intermediate value theorem, D = diag(β1(θ1), . . . , βn(θn)) ∈ Rn×n where αi and βi are defined as
αi(θ) =− 2(Yi − σ(θTXi))σ′(θTXi),
βi(θ) =2
(
σ′(θTXi)2 + (σ(θTXi)− Yi)σ′′(θTXi)
)
,
(130)
and PS ∈ Rd×d is a projection matrix onto the vector space with vectors supported on index set S.
Step 2. Now we are going to upper bound the right hand side for any stationary point θˆ ∈
B2(θ0, rs)∩C. We claim that there exists a constant c1 depending on δ, such that as n ≥ c1s0 log d,
we have
P
(
sup
θ∈B2(θ0,rs)∩C
1
n
‖X(θ − θ0)‖22 ≤ 3τ2r2s
)
≥ 1− δ/3. (131)
Indeed, due to the restricted smoothness property of the sub-Gaussian random matrices (See
[RZ11, Theorem 6]), we have for any design X with independent τ2-sub-Gaussian rows, there exists
a constant c1 depending on δ, such that with probability at least 1− δ, as n ≥ c1s0 log d, we have
sup
θ∈C
1
n‖X(θ − θ0)‖22
‖θ − θ0‖22
≤ 3τ2. (132)
Therefore, with probability at least 1− δ, we have
sup
θ∈B2(θ0,rs)∩C
1
n
‖X(θ − θ0)‖22 ≤ 3τ2 · sup
θ∈B2(θ0,rs)∩C
‖θ − θ0‖22 ≤ 3τ2r2s . (133)
Step 3. The diagonal matrix D has elements with absolute values upper bounded by c2 =
2(L2σ + Lσ). As the good event in equation (131) happens, we have
sup
‖D‖2≤c2
sup
θ∈B2(θ0,rs)∩C
1
n
‖D · X(θ − θ0)‖22 ≤ 3c22τ2r2s . (134)
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Step 4. In this step, we show that any stationary point θˆ must have support size |S(θˆ)| ≤ n.
Note that the subgradient of the objective function gives
∂Ln(θ) =
{ 1
n
n∑
i=1
αi(θ)Xi + λnv(θ) : v(θ) ∈ ∂‖θ‖1
}
.
To show that the support size of any stationary point is smaller or equal to n, we would like to
show that: for any θ such that s = |S(θ)| ≥ n + 1, there exists a vector w(θ) ∈ Rd such that
0 /∈ 〈∂Ln(θ),w(θ)〉.
We claim that a sufficient condition for the existence of such a w(θ) is that the n + 1 vectors
{X1,S(θ), . . . ,Xn,S(θ),z} are linearly independent for all z ∈ {±1}s. Indeed, the matrix
X:,S(θ) = [X1,S(θ), . . . ,Xn,S(θ)]
T ∈ Rn×s (135)
has a nonempty null space since s > n. Consequently, there exists some nonzero vector u ∈ Rs such
that X:,S(θ)u = 0. But for any v(θ) ∈ ∂‖θ‖1, we have v(θ)S(θ) ∈ {±1}s. Therefore, our condition
guarantees that 〈v(θ)S(θ),u〉 6= 0. Let w(θ) ∈ Rd \ {0} be a vector such that w(θ)S(θ) = u and
w(θ)S(θ)c = 0. We get that〈 1
n
n∑
i=1
αi(θ)Xi + λnv(θ),w(θ)
〉
= λn〈v(θ),w(θ)〉 = λn〈v(θ)S(θ),u〉 6= 0 (136)
for any sign vector v(θ). This shows that 0 /∈ 〈∂Ln(θ),w(θ)〉.
Finally, let us verify this sufficient condition. AsXi are continuously distributed, for any S ⊆ [d]
with cardinality s = |S| ≥ n+1 and z ∈ {±1}s, the probability that {X1,S , . . . ,Xn,S,z} are linearly
dependent is zero. Taking a union bound with all S ⊂ [d] and z ∈ {±1}s (finitely many) gives that
our sufficient condition is satisfied with probability one.
Step 5. We show that with high probability, the maximum of ‖ 1nXPSXT‖op for all S : |S| ≤ n is
upper bounded by O(log d): there exists some constant c3 depending on (τ
2, δ) such that
P
(
sup
|S|≤n
λmax
( 1
n
XPSX
T
)
≤ c3 log d
)
≥ 1− δ/3. (137)
Indeed, note that 1nXPSX
T is increasing in S: whenever S ⊆ T we have XPSXT  XPTXT. This
gives us
P
(
sup
|S|≤n
λmax
( 1
n
XPSX
T
)
≥ ε
)
= P
(
sup
|S|=n
λmax
( 1
n
XPSX
T
)
≥ ε
)
≤
(
d
n
)
sup
|S|=n
P
(
λmax
( 1
n
XPSX
T
)
≥ ε
)
.
Now, fixing any |S| = n, we are going to use a covering number argument to bound λmax( 1nXPSXT):
let V be a (1/4)-cover of Sn−1 = {v ∈ Rn : ‖v‖2 = 1}. We already know from Lemma 4 that
52
λmax(A) ≤ 2 supv∈V 〈v, Av〉 for any A ∈ Rn×n, so that
P
(
λmax
( 1
n
XPSX
T
)
≥ ε
)
≤ P
(
sup
v∈V
〈
v,
1
n
XPSX
Tv
〉
≥ ε/2
)
≤ N(1/4,Sn−1) · sup
v∈V
P
(〈
v,
1
n
XPSX
Tv
〉
≥ ε/2
)
.
Further, for any fixed v ∈ Sn−1, we have〈
v,
1
n
XPSX
Tv
〉
=
1
n
n∑
i=1
〈vS,Xj,S〉2 := 1
n
n∑
i=1
W 2j .
Since Xj are i.i.d. τ
2-sub-Gaussian, the random variables Wj = 〈vS ,Xj,S〉 are also i.i.d. τ2-sub-
Gaussian. Applying Lemma 1.(c), we get a Chernoff bound
P
( 1
n
n∑
j=1
W 2j ≥ ε/2
)
≤ exp
(
− nε
8τ2
)
E
[
exp
(∑n
j=1W
2
j
4τ2
)]
≤ exp
(
− nε
8τ2
+
n
2
)
.
Putting together all the pieces, we get
P
(
sup
|S|≤n
λmax
( 1
n
XPSX
T
)
≥ ε
)
≤
(
d
n
)
N(1/4,Sn−1) · exp
(
− nε
8τ2
+
n
2
)
≤ exp
(
n log d+ n log 9− nε
8τ2
+
n
2
)
.
To let the above probability be less or equal to δ, it suffices to take ε = (22+8 log d+8 log(1/δ)/n)τ2 .
Step 6. The good events in equations (127), (131), and (137) will simultaneously happen with
probability at least 1− δ. When this happens, by Equation (129) we have
λ2n|S(θˆ)| ≤ sup
‖D‖2≤c2
sup
θ∈B2(θ0,rs)∩C,|S(θ)|≤n
4
n2
‖PS(θ)XTDX(θ − θ0)‖22
≤4 sup
|S|≤n
λmax
( 1
n
XPSX
T
)
· sup
‖D‖2≤c2
sup
θ∈B2(θ0,rs)∩C
1
n
‖DX(θ − θ0)‖22
≤4c3 log d · 3c22τ2r2s
≤12c22τ2c3C20
(M2s0 log d
n
+ s0λ
2
n
)
log d.
Note that we already choose C2. Taking λn ≥ C2M
√
(log d)/n this gives us
|S(θˆ)| ≤ 12c22τ2c3C20
(
1/C22 + 1
)
s0 log d = C3s0 log d.
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Lemma 14. For any positive constants C0 and δ, letting r0 = C0s0 log d, there exists a positive
constant C1 depending on (C0, σ(·), τ2, r, Lσ , γ, δ), such that as we define the event ERH(ε) to be
ERH(ε) =
{
sup
θ∈B2(θ0,r)∩B0(r0)
sup
v∈B2(1)∩B0(r0)
〈
v,
(∇2R̂n(θ)−∇2R(θ))v〉 ≤ ε} , (138)
we have the following claims:
(a) Let ε0 and κ0 be the constants defined in Lemma 8 depending on (σ(·), τ2, r, Lσ , γ, δ) but inde-
pendent of (n, d). As the event ERH(κ0/2) happens, the regularized empirical risk Ln(θ) cannot
have two stationary points in the region B2(θ0, ε0) ∩ B0(r0/2).
(b) Consequently, there exists a constant C1 depending on (C0, σ(·), τ2, r, Lσ , γ, δ), as n ≥ C1s0 log2 d,
the regularized empirical risk Ln(θ) cannot have two stationary points in the region B2(θ0, ε0) ∩
B0(r0/2) with probability at least 1− δ.
Proof. According to Theorem 3.(b), there exists a constant C ′ depending on (C0, σ(·), τ2, Lσ , r, γ, δ)
such that as n ≥ C ′s0 log2 d/(1 ∧ κ02/4), the event ERH(κ0/2) happens with probability at least
1− δ. Thus, part (b) can be implied directly from part (a). Now we prove part (a).
Part (a). In Lemma 8.(b), we proved that there exist some constants ε0 > 0 and κ0 > 0 such that
the population risk R(θ) is strongly convex in the region B2(θ0, ε0)
inf
θ∈B2(θ0,ε0)
λmin(∇2R(θ)) ≥ κ0. (139)
Event ERH(κ0/2) implies the restricted strong convexity of the empirical risk
inf
θ∈B2(θ0,ε0)∩B0(r0)
inf
v∈B2(1)∩B0(r0)
〈
v,∇2R̂n(θ)v
〉
≥ κ0
2
. (140)
We argue that the above restricted strong convexity of the empirical risk R̂n makes the existence
of two distinct sparse minima of the regularized empirical risk Ln impossible. Indeed, suppose
θ1,θ2 ∈ B2(θ0, ε0) ∩ B0(r0/2) are two distinct local minima of Ln(θ) = R̂n(θ) + λn‖θ‖1. Define
u = (θ2 − θ1)/‖θ2 − θ1‖2. As θ1,θ2 are (r0/2)-sparse, the vector u is r0-sparse, as well as θ1 + tu
for any t ∈ R. Hence we have
〈∇R̂n(θ2),u〉 = 〈∇R̂n(θ1),u〉+
∫ ‖θ2−θ1‖2
0
〈
u,∇2R̂n(θ1 + tu)u
〉
dt (141)
≥ 〈∇R̂n(θ1),u〉+
κ0
2
‖θ2 − θ1‖2. (142)
Note that the regularization term λn‖θ‖1 is also convex. It means that for any subgradients v(θ1) ∈
∂‖θ1‖1,v(θ2) ∈ ∂‖θ2‖1, we have 〈v(θ1)− v(θ2),θ1 − θ2〉 ≥ 0, or equivalently
λn〈v(θ1),u〉 ≥ λn〈v(θ2),u〉 (143)
Adding the above two inequalities up gives
〈∇R̂n(θ2) + λnv(θ2),u〉 ≥ 〈∇R̂n(θ1) + λnv(θ1),u〉 +
κ0
2
‖θ2 − θ1‖2, (144)
for any v(θ1) ∈ ∂‖θ1‖1 and v(θ2) ∈ ∂‖θ2‖1. This implies that we cannot have 0 ∈ ∂Ln(θ1) and
0 ∈ ∂Ln(θ2) simultaneously.
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E.2.2 Proof of the main theorem
We are now in a good position to prove Theorem 5.
Proof of Theorem 5. First, for any δ > 0, in Lemma 12, we get C0 and C1 given by this lemma, and
we define Cs = C0 and Cλ,1 = C1. Then in Lemma 13, we choose C0 = Cs, and we get C1, C2, C3
given by this lemma, and we define Csp = C3, Cλ = max{Cλ,1, C2}, Cn,1 = C1. Finally, in Lemma
14, we choose C0 = Csp, and we get C1 given by this lemma, and we define Cn = {Cn,1, C1}.
As above, we defined all of our constants Cλ, Cs, Cn necessary in Theorem 5, and under the
assumptions of Theorem 5 with these constants, all the claims in Lemmas 12, 13, and 14.(c) happen
simultaneously with probability at least 1− 3δ.
As all the claims happen, by Lemma 12, as n ≥ Cns0 log d and λn ≥ CλM
√
(log d)/n, there will
be no stationery point outside Bd2(θ0, Cs
√
(M2s0 log d)/n + s0λ2n). This proves Theorem 5.(a). By
Lemma 13, as Cs
√
(M2s0 log d)/n + s0λ2n ≤ ε0, the only possible stationery point of Ln(θ) will be
within the set C ∩ B2(θ0, ε0) ∩ B0(Csps0 log d). By Lemma 14, as n ≥ Cns0 log2 d, such stationery
point must be unique. This proves Theorem 5.(b).
F Proof of Theorem 6: robust regression
F.1 Landscape of population risk
Lemma 15. Assume ‖θ0‖2 ≤ r/3 together with Assumption 9. Then we have the following:
(a) Unique minimizer. The population risk R(θ) is minimized at θ = θ0 and has no other
stationary points.
(b) Bounds on the Hessian. There exist an ε0 > 0 and some constants 0 < κ0 < κ0 < ∞ such
that
inf
θ∈Bd(θ0,ε0)
λmin
(
∇2R(θ)
)
≥ κ0, sup
θ∈Bd(0,r)
∥∥∥∇2R(θ)∥∥∥
op
≤ κ0. (145)
(c) Bounds on the gradient. For the same ε0 as in part (b), there exist some constants 0 <
L0 < L0 <∞ and T0 ∈ (0,∞) such that
inf
θ∈Bd(0,r)\Bd(θ0,ε0)
∥∥∥∇R(θ)∥∥∥
2
≥ L0, sup
θ∈Bd(0,r)
∥∥∥∇R(θ)∥∥∥
2
≤ L0, (146)
and for all θ ∈ Bd(0, r),
〈θ − θ0,∇R(θ)〉 ≥ T0‖θ − θ0‖22. (147)
All constants ε0, κ0, κ0, L0, L0, T0 are functions of (ρ(·),Pε, Lψ, r, τ2, γ) but do not depend on d and
the distribution of X.
Proof. The proof consists of five parts. Lower bounds of gradient and Hessian are a little involved,
and upper bounds are relatively easy to obtain.
Part (a). No stationary points other than θ0. Part (a) is a direct consequence of part (c).
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Part (b). Lower bounding the Hessian. We first look at the minimum eigenvalue of the
Hessian at θ = θ0. We have for any u ∈ Rd, ‖u‖2 = 1,
〈u,∇2R(θ0)u〉 =E[ψ′(ε)〈X,u〉2]
=E[ψ′(ε)] · E[〈X,u〉2]
=g′(0) · E[〈X,u〉2] ≥ c1γτ2,
where c1 = g
′(0) > 0 by assumption. That is, we have λmin(∇2R(θ0)) ≥ c1γτ2.
Then we look at the operator norm of ∇2R(θ)−∇2R(θ0). We have for any u ∈ Rd, ‖u‖2 = 1,∣∣∣〈u, (∇2R(θ)−∇2R(θ0))u〉∣∣∣ =∣∣∣E[(ψ′(〈X,θ0 − θ〉+ ε)− ψ′(ε))〈X,u〉2 ]∣∣∣
=
∣∣∣E[ψ′′(ξ)〈X,θ0 − θ〉〈X,u〉2]∣∣∣
≤E
[∣∣∣ψ′′(ξ)∣∣∣ · ∣∣∣〈X,θ0 − θ〉∣∣∣ · 〈X,u〉2]
≤LψE
[∣∣∣〈X,θ0 − θ〉∣∣∣ · 〈X,u〉2]
≤Lψ
(
E[〈θ − θ0,X〉2]E[〈X,u〉4]
)1/2
≤Lψ
(
‖θ − θ0‖22τ2 · C4τ4
)1/2
=Lψ
√
C4 · ‖θ − θ0‖2τ3.
Hence, taking ‖θ−θ0‖2 ≤ ε0 := (c1γ)/(2τLψ
√
C4) guarantees that λmax(∇2R(θ)−∇2R(θ0)) ≤
c1γτ
2/2. Consequently, for all θ ∈ Bd(θ0, ε0), we have
λmin(∇2R(θ)) ≥ κ0 =
c1γ
2
τ2.
Upper bounding the Hessian. For any θ ∈ Rd, we have
‖∇2R(θ)‖op = sup
‖u‖2=1
E[ψ′(〈X,θ0 − θ〉+ ε)〈u,X〉2]
≤ sup
‖u‖2=1
E
[∣∣ψ′(〈X,θ0 − θ〉+ ε)∣∣ · 〈u,X〉2]
≤Lψτ2.
The last inequality follows from Lemma 1.(a). Hence κ0 = Lψτ
2 is a global upper bound for
Hessian.
Part (c). Lower bounding the gradient. Fix θ ∈ Bd(0, r), then ‖θ‖2 ≤ r. Let U ∈
R2×d be an orthogonal transform (UUT = I2×2) from Rd to R2 whose row space contains {θ,θ0}.
Define the event As = {‖UX‖2 ≤ 2s/(3r)}. Recall that ‖θ0‖2 ≤ r/3. Then on As, we have
max{|〈θ,X〉|, |〈θ0 ,X〉|, |〈θ − θ0,X〉|} ≤ s.
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We define L(s) = inf0<z≤s g(z)/z for any s > 0. Since we assume that g(z) = E[ψ(z + ε)] > 0
as z > 0, and that g′(0) > 0, it is easy to see that L(s) > 0 for all s > 0. Thus, we have
〈θ − θ0,∇R(θ)〉 =E
[
E[ψ(z + ε)z|z = 〈θ0 − θ,X〉]
]
=E[g(〈θ0 − θ,X〉)〈θ0 − θ,X〉]
≥L(s)E[〈θ − θ0,X〉21As ]
=L(s)E[〈θ − θ0,X〉2 − 〈θ − θ0,X〉21Acs ]
≥L(s)
[
γτ2‖θ − θ0‖22 −
(
E[〈θ − θ0,X〉4] · P(Acs)
)1/2]
≥L(s)‖θ − θ0‖22τ2(γ −
√
C4 · P(Acs)).
In addition, since 〈Uj ,X〉 is τ2-sub-Gaussian for j = 1, 2, we have
P(Acs) = P
(
‖UX‖2 > 2s
3r
)
≤
2∑
j=1
P
(
|〈Uj ,X〉| ≥
√
2s
3r
)
≤ 4 exp
(
− s
2
9r2τ2
)
, (148)
giving us
〈θ − θ0,∇R(θ)〉 ≥ L(s)‖θ − θ0‖22τ2
(
γ − 2
√
C4e
− s2
18r2τ2
)
. (149)
So choosing s ≥ c˜rτ for some constant c˜ > 0 and T0 = γL(c˜rτ)τ2/2 ensures that
〈θ − θ0,∇R(θ)〉 ≥ T0‖θ − θ0‖22 (150)
and also ‖∇R(θ)‖2 ≥ T0‖θ − θ0‖2 from the Cauchy-Schwarz inequality.
Finally, choosing L0 = ε0T0 ensures that ‖∇R(θ)‖2 ≥ L0 for all θ ∈ Bd(0, r) \ Bd(θ0, ε0).
Upper bounding the gradient. For any θ ∈ Rd, we have
‖∇R(θ)‖2 =‖E[ψ(〈X,θ0 − θ〉+ ε)X]‖2 = sup
‖v‖2=1
E[ψ(〈X,θ0 − θ〉+ ε)〈X,v〉]
≤ sup
‖v‖2=1
E
[∣∣ψ(〈X,θ0 − θ〉+ ε)∣∣ · |〈v,X〉|] ≤ Lψ√C2τ.
The last inequality follows from lemma 1(a) and a Cauchy-Schwarz inequality. Thus, L0 = Lψ
√
C2τ
upper bounds ‖∇R(θ)‖2 for all θ ∈ Rd.
Dependence on model parameters. Notice that all constants L0, L0, T0, κ0, κ0, ε0 does not
depend on d and the distribution of X. This completes the proof of all of our statements.
F.2 Landscape of empirical risk
Similar to Lemma 9 for binary linear classification, n = Ω(d log d) guarantees that the empirical
risk R̂n(θ) of robust regression has properties the same as the properties described in Lemma 9.
The proof is basically the same, except the only difference that, here the parameters will depend on
constants (ρ,Pε, Lψ, r, τ
2, γ).
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F.3 Gradient descent algorithm
Similar to Lemma 10 for binary linear classification, as n = Ω(d log d), gradient descent algorithm
is provably converging exponentially fast to the global minimum of the empirical risk R̂n(θ). The
proof is basically the same.
G Proof of Theorem 8: Gaussian mixture model
G.1 Landscape of population risk
Lemma 16. There exist constants r, ε0, L0, L0, κ0, κ0 that depend on the separation parameter
D but independent of d, such that the landscape of the population risk has the following properties:
(a) Three stationary points. The population risk R(θ) is minimized at θ+ = (θ0,1,θ0,2) and
θ− = (θ0,2,θ0,1). There is a saddle point θs = ((θ0,1 + θ0,2)/2, (θ0,1 + θ0,2)/2). There are no
other stationary points.
(b) Absorbing region. With the constants r > 0, ε0 > 0, and L0 > 0, we have
inf
θ∈∂T2d(θs, r2+εs)
〈∇R(θ),n(θ)〉 ≥L0, ∀εs ∈ [0, ε0], (151)
where T2d(θs, r0) = B
d(θs,1, r0)×Bd(θs,2, r0) with θs = (θs,1,θs,2) ∈ R2d. For any θ = (θ1,θ2) ∈
∂T2d(θs, r0), n(θ) is a unit normal vector pointing out of T
2d(θs, r0). More specifically, letting
n1(θ1) = (θ1 − θs,1)/‖θ1 − θs,1‖2, and n2(θ2) = (θ2 − θs,2)/‖θ2 − θs,2‖2, we have n(θ) =
(n1(θ1),0) if ‖θ1 − θs,1‖2 = r0 > ‖θ2 − θs,2‖2, n(θ) = (0,n2(θ2)) if ‖θ2 − θs,2‖2 = r0 >
‖θ1 − θs,1‖2, and n(θ) = (n1(θ1),n2(θ2))/
√
2 if ‖θ1 − θs,1‖2 = r0 = ‖θ2 − θs,2‖2,
(c) Bounds on the Hessian. With the constants r, ε0, and 0 < κ0 < κ0 <∞, we have
inf
θ∈B2d(θ+,ε0)∪B2d(θ−,ε0)
λmin
(∇2R(θ)) ≥κ0, (152)
sup
θ∈B2d(θs,ε0)
λmin
(∇2R(θ)) ≤− κ0, (153)
sup
θ∈B2d(θs,r)
∥∥∥∇2R(θ)∥∥∥
op
≤κ0. (154)
(d) Bounds on the gradient. With the constants r, ε0, and 0 < L0 < L0 < ∞, define Gd ≡
B2d(θs, r) \ ∪θ∗=θ+,θ−,θsB2d(θ∗, ε0/2) we have
inf
θ∈Gd
∥∥∥∇R(θ)∥∥∥
2
≥ L0, sup
θ∈B2d(θs,r)
∥∥∥∇R(θ)∥∥∥
2
≤ L0. (155)
Proof. See proofs below.
(a) Three stationary points. This has been proved by [XHM16].
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(b) Absorbing region. In the rest of this proof, we will denote by R(d)(θ) the population risk
for the d-dimensional model. A straightforward calculation yields
∇θ1R(d)(θ) = E
{
p1(X;θ1,θ2) · (θ1 −X)} (156)
where the expectation is with respect toX ∼ (1/2)N(θ0,1 , Id×d)+(1/2)N(θ0,2, Id×d), and p1(x;θ1,θ2)
is the posterior probability for point x to belong to component 1
p1(x;θ1,θ2) =
1
1 + e〈θ2−θ1,x〉+
1
2
(‖θ1‖22−‖θ2‖22)
. (157)
Without loss of generality, we can assume θ0,1 = θe1 = −θ0,2, θ = D/2. We will first consider
the case d = 3. Consider a point θ = (θ1,θ2) ∈ ∂T6(0, r), where θ1 ∈ ∂B3(r), and ‖θ2‖2 < r. In
this case n(θ) = (θ1/‖θ1‖2,0). We have, denoting p1 = p1(X;θ1,θ2) > 0,
〈∇θR(3)(θ), (θ1,0)〉 = E
{
p1 〈θ1,θ1 −X〉} (158)
= E
{
p1 〈θ1, (θ1 −X)1‖X‖2≤r〉} − E
{
p1 〈θ1, (X − θ1)1‖X‖2>r〉} (159)
≥ E{p1 〈θ1, (θ1 −X)1‖X‖2≤r/2〉} − E{p1 〈θ1, (X − θ1)1‖X‖2>r〉} (160)
≥ r
2
2
E
{
p1 1‖X‖2≤r/2} − E
{
p1
∣∣〈θ1, (X − θ1)1‖X‖2>r〉∣∣} (161)
≡ D1(r)−D2(r). (162)
For two non-negative functions f(r) and g(r), we write f(r)⋗g(r) (or g(r)⋖f(r)) if f dominates
g to leading exponential orderin r2, i.e. if
lim
r→∞
1
r2
log
f(r)
g(r)
≥ 0 . (163)
We write f(r)
.
= g(r) if f(r)⋖ g(r) and f(r)⋗ g(r).
We estimate D1(r) for large r by Laplace method
D1(r) =
1
2
∫
B3( r
2
)
[φ(x− θe1) + φ(x+ θe1)]p1(x;θ1,θ2) dx (164)
⋗[φ(θ1/2− θe1) + φ(θ1/2 + θe1)] p1(θ1/2;θ1,θ2) (165)
.
=exp(−r2/8) 1
1 + exp(〈θ1,θ2〉/2 − ‖θ2‖22/2)
(166)
⋗ exp(−r2/8) 1
1 + exp(−(‖θ2‖2 − 12‖θ1‖2)2/2 + ‖θ1‖22/8)
(167)
⋗ exp(−r2/8) 1
1 + exp(r2/8)
(168)
.
=exp(−r2/4). (169)
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By a similar calculation
D2(r)⋖
∫
B3(r)c
[φ(x− θe1) + φ(x+ θe1)]p1(x;θ1,θ2) dx (170)
.
= sup
x∈B3(r)c
[φ(x− θe1) + φ(x+ θe1)]p1(x;θ1,θ2) (171)
⋖ sup
x∈B3(r)c
[φ(x− θe1) + φ(x+ θe1)] (172)
.
=exp(−r2/2). (173)
Using these inequalities, we obtain D1(r) − D2(r) ⋗ exp(−r2/4). Consequently, there exists an r
(which is independent of d) such that for any rs ≥ r/2, we have
inf
θ∈∂T6(0,rs)
〈∇θR(3)(θ),n(θ)〉 > 0.
On the other hand, for any ε0 ≥ 0, ∪εs∈[0,ε0]∂T6(0, (r/2) + εs) is a compact set. A continuous
function on a compact set can attain its infimum. Therefore, for any ε0 > 0, there exists an L0 > 0,
such that
inf
θ∈∂T6(0, r
2
+εs)
〈∇θR(3)(θ),n(θ)〉 ≥ L0, ∀εs ∈ [0, ε0]. (174)
We will choose this ε0 in part (c) of the proof.
Then, we consider the d-dimensional Gaussian mixture model. For any point θ ∈ T2d(0, r),
we denote θ = (θ1,θ2). We can find a rotation matrix U ∈ Rd×d, such that (U(θ1))1 = (θ1)1,
(U(θ2))1 = (θ2)1, and (U(θ1))4:d = 0, (U(θ2))4:d = 0. With a little abuse of notation, we denote
U(θ) = (U(θ1), U(θ2)). Due to the symmetry property of the Gaussian mixture model, U(θ) satisfy
the following properties:
‖U(θ)− θ∗‖2 =‖θ − θ∗‖2, for θ∗ = θ+,θ−,θs, (175)
〈∇R(d)(θ),n(θ)〉 =〈∇R(d)(U(θ)),n(U(θ))〉, ∀θ ∈ ∂T2d(0, r), (176)
and U(T2d(0, r)) = T2d(0, r).
Thus, we have
inf
θ∈∂T2d(0, r
2
+εs)
〈∇R(d)(θ),n(θ)〉 = inf
θ∈∂T6(0, r
2
+εs)
〈∇R(3)(θ),n(θ)〉 ≥ L0, ∀εs ∈ [0, ε0].
(c) Bounds on the Hessian. First, we consider the case d = 3. Due to part (a), we know
that this model has exactly three critical points. A direct calculation of the Hessian shows that
θ+ = (θ0,1,θ0,2) and θ− = (θ0,2,θ0,1) are strict local minimums, and θs = (0,0) is a strict saddle
point. That is, we have λmin(∇2R(3)(θ+)) = λmin(∇2R(3)(θ−)) > 0, and λmin(∇2R(3)(θs)) < 0. Due
to the continuity of the Hessian, we know that there exist two positive constants ε0 and κ0, such that
infθ∈B6(θ+,ε0)∪B6(θ−,ε0) λmin(∇2R(3)(θ)) ≥ κ0, and supθ∈B6(θs,ε0) λmin(∇2R(3)(θ)) ≤ −κ0. Further,
since B6(0, r) is a compact set, and the Hessian is continuous, we have supθ∈B6(0,r) ‖∇2R(3)(θ)‖op ≤
κ0.
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Next, we consider the general case d ≥ 3. For any θ ∈ B2d(0, r), we also define the rotational
matrix U ∈ Rd×d as in part (b). Due to the symmetry property of the Gaussian mixture model, we
have
λi(∇2R(d)(θ)) =λi(∇2R(d)(U(θ))), ∀i ∈ [d], ∀θ ∈ B2d(θs, r), (177)
and U(B2d(θ∗, R0)) = B2d(θ∗, R0) for any θ∗ = θ+,θ−,θs and for any R0 > 0.
Thus, we have
inf
θ∈B2d(θ+,ε0)∪B2d(θ−,ε0)
λmin(∇2R(d)(θ)) = inf
θ∈B6(θ+,ε0)∪B6(θ−,ε0)
λmin(∇2R(3)(θ)) ≥ κ0, (178)
sup
θ∈B2d(θs,ε0)
λmin(∇2R(d)(θ)) = sup
θ∈B6(θs,ε0)
λmin(∇2R(3)(θ)) ≤ −κ0, (179)
sup
θ∈B2d(0,r)
∥∥∥∇2R(d)(θ)∥∥∥
op
= sup
θ∈B6(0,r)
∥∥∥∇2R(3)(θ)∥∥∥
op
≤ κ0. (180)
(d) Bounds on the gradient. First, we consider the case d = 3. Since the closure of G3 =(
B6(0, r) \ ∪θ∗=θ+,θ−,θsB6(θ∗, ε0/2)
)
and B6(0, r) are two compact set, and ∇R(3)(θ) is a continuous
non-zero function on this set, there exist two constants 0 < L0 < L0 <∞ such that
inf
θ∈G3
∥∥∥∇R(3)(θ)∥∥∥
2
≥L0, (181)
sup
θ∈B6(0,r)
∥∥∥∇R(3)(θ)∥∥∥
2
≤L0. (182)
Next, we consider our d-dimensional Gaussian mixture model. For any θ ∈ B2d(0, r), we also define
the rotation matrix U ∈ Rd×d as in part (b). Due to the symmetry property of the Gaussian mixture
model, we have ∥∥∥∇R(d)(θ)∥∥∥
2
=
∥∥∥∇R(d)(U(θ))∥∥∥
2
, ∀θ ∈ B2d(0, r). (183)
Thus, we have
inf
θ∈Gd
∥∥∥∇R(d)(θ)∥∥∥
2
= inf
θ∈G3
∥∥∥∇R(3)(θ)∥∥∥
2
≥ L0,
sup
θ∈B2d(0,r)
∥∥∥∇R(d)(θ)∥∥∥
2
= sup
θ∈B6(0,r)
∥∥∥∇R(3)(θ)∥∥∥
2
≤ L0.
Dependence on model parameters. Notice that all constants L0, L0, κ0, κ0, ε0, r are defined
in the three dimensional Gaussian mixture model, and thus depend only on D but not depend on
d. This completes the proof of all of our statements.
G.2 Landscape of empirical risk
Lemma 17. Let r, ε0, κ0, κ0, L0, L0 be the constants defined in Lemma 16, then there exists a
large constant C depending on (D, δ), such that as n ≥ Cd log d, the following hold with probability
at least 1− δ:
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(a) Bounds on the Hessian.
inf
θ∈B2d(θ+,ε0)∪B2d(θ−,ε0)
λmin
(
∇2R̂n(θ)
)
≥κ0/2, (184)
sup
θ∈B2d(θs,ε0)
λmin
(
∇2R̂n(θ)
)
≤− κ0/2; (185)
sup
θ∈B2d(θs,r)
∥∥∥∇2R̂n(θ)∥∥∥
op
≤2κ0. (186)
(b) Bounds on the gradient. Letting Gd = B
2d(θs, r) \ ∪θ∗=θ+,θ−,θsB2d(θ∗, ε0/2)
inf
θ∈Gd
∥∥∥∇R̂n(θ)∥∥∥
2
≥ L0/2, sup
θ∈B2d(θs,r)
∥∥∥∇R̂n(θ)∥∥∥
2
≤ 2L0. (187)
(c) Absorbing region.
inf
θ∈∂T2d(θs, r2+εs)
〈∇R̂n(θ),n(θ)〉 ≥L0/2, ∀εs ∈ [0, ε0]. (188)
(d) Stationary points. The empirical risk R̂n(θ) has two local minimum inside B
2d(θ+, C
√
(d log n)/n)
and B2d(θ−, C
√
(d log n)/n) respectively. There are saddle points but no local minima inside
B2d(θs, ε0). The empirical risk has no other critical points.
Proof. We begin by verifying Assumptions 1, 2, and 3 for Theorem 1. In the following calculations,
we let v = (v1,v2) ∈ ∂B2d(1), θ = (θ1,θ2) ∈ B2d(r). Denote φi = 1/(2π)d/2 · exp(−‖X − θi‖22/2),
i = 1, 2. Let w1 = φ1/(φ1 + φ2), w12 = φ1φ2/(φ1 + φ2)
2, and w112 = φ1φ2(φ2 − φ1)/(φ1 + φ2)3. It
is easy to see that w1, w12, w112 ∈ [−1, 1].
Assumption 1. We need to verify that the directional gradient of the loss function is O(1+D2+r2)-
sub-Gausian. The directional gradient of the loss is given by
〈∇ℓ(θ;X),v〉 =〈w1(θ1 −X),v1〉+ 〈(1 − w1)(θ2 −X),v2〉
=− 〈w1X,v1 − v2〉 − 〈X,v2〉
+ 〈w1θ1,v1〉+ 〈(1− w1)θ2,v2〉,
(189)
Since ‖vi‖2 ≤ 1, 〈X,vi〉 is (1 +D2)-sub-Gaussian. Since w1 is a bounded random variable in the
interval [0, 1], 〈w1θ1,v1〉 and 〈(1 − w1)θ2,v2〉 are bounded by r, and thus are O(r2)-sub-Gaussian.
Next, the random variable 〈w1X,v1 − v2〉 is the product of a bounded random variable and a zero
mean Gaussian random variable, and due to Lemma 1.(d), it is O(1+D2)-sub-Gaussian. According
to Lemma 2, there exists a universal constant C1, such that 〈∇ℓ(θ;Z),v〉 is C1(1 +D2 + r2)-sub-
Gaussian.
Assumption 2. We need to verify that the directional Hessian of the loss function is O(1+D2+r2)-
sub-exponential. The directional Hessian of the loss is given by
〈v,∇2ℓ(θ;X)v〉 =w1‖v1‖22 + (1− w1)‖v2‖22 − w12
(
〈X − θ1,v1〉 − 〈X − θ2,v2〉
)2
. (190)
First, observe that w1‖v1‖22 + (1− w1)‖v2‖22 is 1 bounded, thus it is O(1)-sub-Gaussian. Then, we
have 〈X,v1〉 − 〈X,v2〉 is O(1 +D2)-sub-Gaussian, and 〈θ1,v1〉 − 〈θ2,v2〉 is O(r) bounded. Thus,
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letting εr be a Rademacher random variable, the random variable εr(〈X−θ1,v1〉− 〈X−θ2,v2〉) is
mean zero and O(1+D2+r2)-sub-Gaussian. According to Lemma 1.(c), (〈X−θ1,v1〉−〈X−θ2,v2〉)2
isO(1+D2+r2)-sub-exponential. Note that w12 is 1 bounded, according to Lemma 1.(e), the random
variable w12{(〈X − θ1,v1〉 − 〈X − θ2,v2〉)2 −E[(〈X − θ1,v1〉 − 〈X − θ2,v2〉)2]} is O(1 +D2 + r2)-
sub-exponential. Further, we know that E[(〈X − θ1,v1〉 − 〈X − θ2,v2〉)2] = O(1 +D2 + r2). Next,
since w12 is O(1)-sub-exponential, the bounded random variable w12E[〈X−θ1,v1〉− 〈X−θ2,v2〉]2
is O(1 + D2 + r2)-sub-exponential. According to Lemma 2, there exists a universal constant C2,
such that 〈v,∇2ℓ(θ;X)v〉 is C2(1 +D2 + r2)-sub-exponential.
Assumption 3. We need to verify that there exists a constant ch which does not depend on d,
such that H ≤ τ2dch and J∗ ≤ τ3dch (as d ≥ 2). Here, we assume, without loss of generality,
θ0 = θ0,1 = −θ0,2:
H = sup
‖v‖2=1
∣∣∣〈v,∇2R(0)v〉∣∣∣
= sup
‖v‖2=1
1
2
[
1− 1
2
(〈θ0,v1〉 − 〈θ0,v2〉)2
]
≤ C3(1 +D2),
J∗ =E[ sup
θ∈B2d(r)
sup
‖v‖2=1
〈∇3ℓ(θ;X),v⊗3〉]
≤E
[
sup
θ∈B2d(r)
sup
‖v‖2=1
3w12(‖v1‖22 − ‖v2‖22)(〈X − θ1,v1〉 − 〈X − θ2,v2〉)
− w112(〈X − θ1,v1〉 − 〈X − θ2,v2〉)3
]
=O
(
E
[
sup
θ∈B2d(r)
sup
v∈B2d(1)
∣∣∣〈X − θ1,v1〉 − 〈X − θ2,v2〉∣∣∣
+
∣∣∣(〈X − θ1,v1〉 − 〈X − θ2,v2〉)3∣∣∣])
=O
(
E‖X‖2 + ‖θ1‖2 + ‖θ2‖2 + E‖X‖32 + ‖θ1‖32 + ‖θ2‖32
)
≤C4(d3/2 +D3 + r3).
In Assumptions 1 and 2, we take τ2 = max{C1, C2}·(1+D2+r2), and in Assumption 3, we take
ch = max{log2(C3), log2 C4 + 3/2}. Then, all the assumptions for Theorem 1 are satisfied. Now
we take εg = L0/2 and εh = κ0/2 which depends on D but not on d. By Theorem 1, there exist
constants C and C ′ depending on (D, δ) but independent of n and d, such that as n is large enough
when n ≥ Cd log d, with probability at least 1− δ, the following good event happens:
Egood =

sup
θ∈B2d(θs,r+ε0)
∥∥∥∇R̂n(θ)−∇R(θ)∥∥∥
2
≤ τ
√
C ′d log n
n
≤ εg,
sup
θ∈B2d(θs,r+ε0)
∥∥∥∇2R̂n(θ)−∇2R(θ)∥∥∥
op
≤ τ2
√
C ′d log n
n
≤ εh.
 (191)
All the following arguments are deterministic on the good event Egood.
Part (a), (b), (c). Given the uniform convergence of the gradient and Hessian and the properties
of the population risk, these properties of the empirical risk are obvious.
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Part (d). Part (b) implies that there is no local minimum inside the interior of Gd = B
2d(θs, r) \
∪θ∗=θ+,θ−,θsB2d(θ∗, ε0/2). Part (a) implies that there is a unique minimum inside B2d(θ+, ε0/2)
and B2d(θ−, ε0/2).
Let θˆ+ ∈ B2d(θ+, ε0/2) denotes the unique local minimizer near θ+. Note that, by the interme-
diate value theorem, there exists θ′ ∈ B2d(θ+, ε0/2) such that
R̂n(θˆ+) = R̂n(θ+) + 〈∇R̂n(θ+), θˆ+ − θ+〉+ 1
2
〈∇2R̂n(θ′), (θˆ+ − θ+)⊗2〉 ≤ R̂n(θ+) . (192)
where the inequality follows by optimality of R̂n(θˆ+). Using Cauchy-Schwarz inequality, the lower
bound on the Hessian in point (b), and the uniform convergence of the gradient, we get
‖θˆ+ − θ+‖2 ≤4‖∇R̂n(θ+)‖2
κ0
≤4τ
κ0
√
C ′d log n
n
.
The same conclusions hold for θˆ−.
Note that the Hessian of empirical risk in B2d(θs, ε0) has negative eigenvalues. Thus, there
would be no local minimum inside B2d(θs, ε0).
G.3 Trust region algorithm
Lemma 18. For the Gaussian mixture model, there exists large constants C1 and C2 depending on
(D, δ), such that as n ≥ C1d log d, the following holds. The trust region iteration converges to one
of the global minima of the empirical risk for any initialization in T2d(θs, C2).
Proof. Let C1 = C and C2 = r/2 where C is as defined in Lemma 17 and r is as defined in
Lemma 16. Then, all the conclusions for Lemma 17 and Lemma 16 hold. Since T2d(θs, r/2) is an
absorbing region and trust region method is a descent method, for any initial point in T2d(θs, r/2)
with suitable parameters, any iterate will not go out of the region T2d(θs, r/2).
According to Lemma 17, for every θ ∈ T2d(θs, r/2), one of the three things will happen: the
gradient ∇R̂n(θ) is lower bounded by L0/2 (in the region T2d(θs, r/2) \ (B2d(θ+, ε0)∪B2d(θ−, ε0)∪
B2d(θs, ε0))); the Hessian ∇2R̂n(θ) has a direction of negative curvature, namely an eigenvalue
upper bounded by −κ0/2 (in the region B2d(θs, ε0)); the least eigenvalue of the Hessian ∇2R̂n(θ)
is lower bounded by κ0/2 (in the region B
2d(θ+, ε0) ∪ B2d(θ−, ε0)). Further, it is immediate that
‖∇3R̂n(θ)‖op < ∞. According to standard trust region method results [CGT00, Theorem 6.6.4],
running trust region method for a finite number of steps will find a point θ with ‖∇R̂n(θ)‖2 ≤ L0/3
and ∇2R̂n(θ)  −κ0/3. Such point θ will be within B2d(θ+, ε0) ∪ B2d(θ−, ε0).
Since the empirical risk in B2d(θ+, ε0) and B
2d(θ−, ε0) are both strongly convex, if we continue
running trust region method, the iterates will eventually converge one of the local minima.
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