The United State Department of Energy (DOE) is facing a large task in characterizing and remediating waste tanks and their contents. Because of the hazardous materials inside the waste tanks, all of the work must be done remotely. The purpose of this paper is to show how to reconstruct an enclosed environment from various scans of a Laser Range Finder (LRF). The reconstructed environment can then be used by a robot for path planning, and by an operator to monitor the progress of the waste remediation process. Environment reconstruction consists of two tasks: image processing and laser sculpting. The image processing task focuses first on reducing the quantity of low-confidence data and on smoothing random fluctuations in the data. Then the processed range data must be converted into an XYZ Cartesian coordinate space, a process for which we examined two methods. The first method is a geometrical transform of the LRF data. The second uses an artificial neural network to transform the data to XYZ coordinates. Once an XYZ data set is computed, laser sculpting can be performed. Laser sculpting employs a hierarchical tree structure formally called an octree. The octree structure allows efficient storage of volumetric data and the ability to fuse multiple data sets. Our research has allowed us to examine the difficulties of fusing multiple LRF scans into an octree and to develop algorithms for converting an octree structure into a representation of polygon surfaces.
INTRODUCTION
The ability of a robotic manipulator to interact and operate safely within a hazardous environment is essential for performing any prescribed task in that environment. It is the knowledge about this environment that provides the key to solving the navigational issues for the remote manipulator. However, the ability to provide an accurate three-dimensional (3D) representation that is compact and structured for a navigational controller is a nontrivial task.'1 Remote sensor systems generally collect massive amounts of data points. One major stumbling block is the compression of this volumetric data without loss of accuracy. Without compression the data storage requirements are quite large (i.e., terabytes). We examined this storage issue and issues related to data processing after data collection. Finally, to distinguish our work from others such as Ferrie et al.,'1 we have decided to focus on modeling the complete environment and not a specific object, which is a key point of this paper.
In reconstructing an environment from multiple sets of sensor data, we address three issues. The first issue is to reduce or smooth noisy and low-confidence data obtained from the sensor. The second is to use the rectified sensor data to generate a 3D computational description of the environment. Finally, the third is to produce a representation of the structured environment for the navigational control system. The sensor or "camera" used for our experiments was a Perceptron scanning laser ranger finder (LRF).'8' This LRF has a maximum range of 10 meters and collects images of 256 x 256 data points. For each scene scanned, two files are generated: one contains range values and one contains intensity values. The values of the sampled data have a maximum precision of 12 bits (i.e., 0 -4095 integer values) For the purpose of our research, we relied on certain manufacturer settings for generating the image data (i.e., square pixels). However, this camera inherently had certain aberrations based on the environment or entities within the environment. Hebert et al.61 recognized that this manufacturer's camera had problems with mixed pixels and range/intensity crosstalk. We present the approaches used to combat these problems and to reduce the amount of low-confidence data.
The problem of 3D reconstruction has been approached by substituting geometric entities that approximate portions of the surface from sensor data.1131 Although this process has the benefit of reducing the data to a mathematical description of the surface, it focuses only on an object. Other authors have taken sensor data and directly fused the data sets into a single object, invariant of translation and rotationJ2'7 This process has merit for issues of geometric registration and has real potential for volumetric structures. Our research utilizes a volumetric structure called octrees to store and compress data collected from the LRF. Our main impetus for the octree structure was the ability to insert volumetric data from multiple LRF scans. Others [5] [b01have also used octrees for development of 3D models but have not used them in the generation of environment models. We show how we incorporate multiple LRF images into a single octree structure and generate a 3D representation of the environment.
IMAGE PROCESSING 2.1 Problem Constraints
Our proposed working environment is a hazardous mix-waste tank. The typical tank has a diameter of 22.86 meters (75 ft) and a depth of 18.29 meters (60 ft). The manipulator requirement is that it must be able to reach into all areas of this 3D space. Each tank may have multiple risers and debris throughout the interior.
To verify our algorithms we collected data from a room whose dimensions were 15 x 30 x 1 5 ft. Multiple samples were taken throughout the room, and results of scans taken from the four corners are presented in this paper (appendix). All visualization of our work was performed using a Silicon Graphics (SGI) Indigo and Advanced Visual Systems visualization software. Any indication of performance is referenced to this workstation.
Minimization oflow-confidence data
As with any sensor, effects of noise or the general limitations of the sensor cloud the formation of an accurate model. We address some of the problems faced with use of the Perceptron LRF and the algorithms that were used to compensate for noisy data.
Hebert et al.161 mentioned several problems that arise when using a scanning LRF. The most apparent problems were that of mixed pixels and range/intensity crosstalk. To compensate for some of these problems, the following algorithms, albeit simple, are absolutely necessary for ensuring an accurate and conservative approach for defining the boundary between the environment surfaces and free space. Other researchers1111 have used other techniques such as maximum entropy methods for reclaiming pixels lost to noise; however, these methods were not used here because of time constraints.
The LRF works by the principle of correlating the intensity of the signal to the time of flight via time phase shift to develop a range value. Based on this concept, a low intensity value provides a low confidence in the resulting range value. Respectively, a high intensity value results in a high confidence in the range value. We constructed a simple clipping algorithm that flags intensity/range pairs as either valid or invalid for integration into the octree. The threshold limit is user-specified based on the type of environment the LRF is scanning. In concert with this clipping algorithm we applied a range clipping algorithm. This is applied directly to the sensor range and performs a front and back clipping based on user-specified data. A common problem with this sensor was the placing of objects either in front of or beyond what is termed the ambiguity interval.61
To address the mixed pixels problem, Hebert et al.61'181 proposed applying a median filter throughout the range data. The intent is to smooth out the "spraying" of edge points between the background and the foreground surfaces by selecting the median range value from the data points surrounding the point in question. This produced a smoothing effect on all edges, which creates a fillet or round, depending on the edge type. The mixed pixels were reduced slightly, but the overall effect of softening edges created a dilemma in trying to maintain a conservative description of the environment. To minimize this spraying effect, we used the information of points along the scan in a predictor-corrector approach. The main assumption of the algorithm presumes that a first order lag exists between the foreground and background. Since each image is generated on a scan line by scan line basis, we focus our attention on the pixel ranges on that line. Although this algorithm has some physical basis, Hebert et a!. explain that the range values are mostly a function of intensity measurements spanning objects. The following equations depict the algorithm used. (3) where M (the threshold value) is specified by the user, the first order time constant equation (2) would be used to predict a new I2+1 (preict range). This algorithm is activated when M is exceeded as shown in equation (3). We also improved upon this initial concept by applying the media filter approach along the line to determine the maximum limit for the predicted range value.
The second problem is the range/intensity crosstalk. This effect is caused by the type of laser and detection electronics used. Hebert et al. state that this effect can be reduced by dynamically adjusting the operating range according to the intensity. The camera manufacturer handles this effect by supplying a calibration index for all points in the image, but for only three settings. Our objective at this point was to compensate for the crosstalk without imposing limits on the operational parameters. This was approached by employing an artificial neural network to learn and correct for the crosstalk. This information is presented in the next section.
2.3 Coordinate transformafions (rectification) 2.3.1 Geometric approach A simplified derivation of converting sensor coordinates to a Cartesian coordinate frame is straightforward. The Perceptron system provides the information in a Row, Column, Range format. Figure 1 shows the basic spherical coordinate system. For the purpose of this coordinate system, we chose the y-axis to be the center of the field of view (FOV). The origin is the pivot axisfor the nodding mirror and, although the rotating mirror has an offset, we are assuming it is negligible. The coordinates of the point P are given by:
x =pcos9sin, y = pcosOcos, z = psinø The azimuth angle (i.e., the rotating mirror or column value) is proportional to the angle (). As per our derivation, the scanner's output does not directly correlate to the angle (9). The elevation angle (i.e., the nodding mirror or row value) is linearly related to (a). The following relationship is used to compute the corresponding angle within the FOV and then substituted into the equations to convert to Cartesian coordinates. The values from the LRF are denoted as (u, v, r) for row, column, and range, respectively. a= cxh1O 9=A9v+00, p = Ar+p0 Commonly, this transformation from sensor coordinates to Cartesian coordinates is used "as is". Since no part is perfectly manufactured, the variations will cause a deviation between the theoretical and measured values. We found that this simple transformation neglected, for example, the interval distance in front of the camera. To solve these problems of crosstalk, manufacturing errors, etc., we examined an artificial neural network for calibration, correlation, and rectification.
Neural rectification approach
As mentioned, there are numerous issues in accurately determining the range value from the row, column, range, and intensity values. Through preliminary research we determined that an artificial neural network (ANN) would provide the capability to learn the correlation of data measured from the physical scene to the sensor data. In addition, we felt that including the intensity information and FOV settings could compensate for crosstalk.
Based on the taxonomy of ANNs, we chose a well defined and understood network referred to as "Backpropagation."91 The network we used consists of 10 inputs, 8 hidden layer nodes, and 6 outputs. Figure 2 shows the basic layout of the network, which is fully connected. The input and output parameters are described in Tables 1 and 2 , respectively. Each input parameter is normalized with respect to its maximum known limit (e.g., sampled range value / max number of bits). Results. We confirmed from our preliminary findings that the neural network was able to learn the correlation from the inputs to outputs to 0.1 percent error. Figure 3 shows the correlation of network inputs to network outputs. The most important aspect of this approach is that only input or output empirical data was considered. All issues with regard to the non-orthogonal axis of scanner parts and crosstalk would be incorporated into the training of the network. We recognize that this was a limited training set, and further studies should include other parameters (e.g., temperature). The next step was to determine if the neural network would be able to reconstruct accurate range data from low intensity data.
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LASER SCULPTING

The Laser Sculpting Concept
We approached the environment modeling as a sculptor would, considering a solid cube the size of the environment to be the sculpting block and the LRF to be the sculpting tool. The LRF is deployed into the solid virtual environment and shoots a series of beams within its FOV. Any space between the LRF and each range point (i.e., a point on the surface of the environment) is deemed void space. The process of removing void space from the solid virtual environment is called laser sculpting. By repositioning the LRF and taking successive scans, the surface of the environment is determined.
To implement the laser sculpting concept, an octree structure was chosen.'°''41 An octree is a hierarchical tree structure with cubical nodes. Non-terminal nodes always have eight children, each child being an octant of its subdivided parent cube. Terminal or leaf nodes are flagged as FULL or EMPTY, representing a homogeneous volume.
Creation of Octrees From LRF Images
Laser sculpting has been defined as the process of removing void space; the functional definition is the process of ray integration into an octree. The generation of the surface is the creation of octants within the octree with the insertion of each ray. Octant volumes are assumed to be FULL until proven EMPTY. The octree grows in definition as each valid Cartesian point is integrated.
An LRF image is integrated by calling the function oct_insert() for each valid point, where p1 is the LRF origin, p2 is the surface point, and the octant is the octree root. The function octjnsert() recursively tests the current octant against the line segment plp2 100/SPIEVo!. 2217 Step Size 8
Step Delay 9
Divide Ratio 10 Offset 
Combining Multiple Images
Combining multiple images is made easier with octrees. This is due to our main assumption that LRF positions are defined perfectly in space. Although this assumption is not realistic for practical work, it supplied a basis for our current work, which does not address the registration issues of rotation and translation. However, merging LRF scans is trivial with the octree as long as the data points are accurate and precise. The process begins with one octree maintained as the master octree. When a new scan is taken, its valid data points are integrated into a separate single octree. The master and single octrees can then be merged by simultaneously traversing both trees and performing the equivalent of a Boolean OR on the sub-octants. The master octree is defined as the structure containing the fusion of multiple LRF scans or the environment model.
Octree Display and Navigation
A visualization of the environment model is necessary for manipulator path planning and for locating new "camera" positions where additional scans could be taken to improve the model. Furthermore, the creation of the environment model (master octree) is an incremental process. Therefore to view the octree from arbitrary positions, we need to move through and around the octree model. The ability to visualize the environment model with such movement requires an interactive display.
To achieve an interactive display, rather than projecting the octree as a quadtree for display purposes (as done traditiona1ly),'3 a triangle list of the entire octree can be generated from starting node to leaf or minimum-resolution nodes.2 If the triangle list is small enough, a graphics workstation can allow an interactive display (for our graphics workstation this number is about 100,000 triangles). Then navigation through the model does not require re-traversal of the octree until the octree itself has changed or some display parameter has changed, such as the resolution of display or the starting octant. The key to interaction is reducing the number of triangles representing the octree. This can be done by displaying sub-trees or partial trees, by lowering the resolution of the octree display, and by using improved octree-to-polygon methods as described below.
Octree-to-triangle list methods
The objective is to achieve displays of high resolution and low number of triangles, both to improve octree display interaction and to minimize the number of triangles that need to be sent to the navigational controller. Reducing the triangle list by improved octree-to-polygon methods is critical. Presented below are three methods for efficiently generating the triangle list: 1) a simple octree-to-triangle list method, 2) a method that eliminates duplicate and hidden triangles, and 3) a method that also combines coplanar and adjacent triangles. Each method produces the triangle list directly from an octree.
3.5.1 Method 1-simple octree-to-triangle list To produce a triangle list of an octree is to traverse the tree and-for every leaf node of a specified type-add 12 triangles to the list of triangles (two triangles for each face of the cube). Because the resolution can be varied, there is an issue of what defines the surface. To provide a conservative estimate of the surface (all areas are presumed solid until proven void) at a lower resolution than that of the octree, we must decide whether or not to show partially filled nodes. Figure 4 shows EMPTY left octants and FULL right octants. If the display resolution were the size of the parent and EMPTY octants were being displayed, then the parent 2Thoughout the text we will use triangles and polygons interchangeably.
would flQt be displayed. Display of the parent node in this case would indicate a "safe" area for the manipulator, which would not be true since it is partially full. If, however, FULL octants were being shown, the parent node would be displayed because that would indicate that the area is not "safe" for the manipulator. Hence, we "overdisplay" if drawing FULL octants and "underdisplay" if drawing EMPTY octants. This paper has discussed the issues in reconstructing an enclosed environment from LRF images. A new filtering technique was demonstrated incorporating a first order lag between foreground and background to handle mixed pixels. Two approaches were shown to rectify sensor data to Cartesian coordinates. Based on the results of these approaches, the Artificial Neural Network technique showed a distinct improvement, but more testing is required. The concept of laser sculpting was introduced. The process of integrating rays using a modified Cohen-Sutherland clipping algorithm was discussed. Although this initial work did not address the issues of registration, the structural advantages of fusing multiple octree structures were explained. Three methods were discussed for developing a polygon list to be used by a navigational controller.
FUTURE WORK
We anticipate three work tasks that are needed before the environment modeling process could be considered for application to a practical field situation. These are:
• Expand the breadth of the neural rectification technique.
• Incorporate geometric registration procedures for the octree structure.
• Develop procedure for minimizing the number of polygons extracted from the octree structure.
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