Clustering for the analysis of the genes organizes the patterns into groups by the similarity of the dataset and has been used for identifying the functions of the genes in the cluster and analyzing the functions of unknown genes. Since the genes usually belong to multiple functional families, fuzzy clustering methods are more appropriate than the conventional hard clustering methods which assign a sample to only one group. In this paper, a Bayesian-like validation method selecting a fuzzy partition is proposed to evaluate the fuzzy partitions effectively. The theoretical interpretation of the obtained memberships is beyond the scope of this paper, and an empirical evaluation of the proposed method is conducted by comparing to the four representative conventional fuzzy cluster validity measures in four well-known datasets. Analysis of yeast cell-cycle data follows to evaluate the proposed method.
Introduction
Clustering groups thousands of genes by their similarity of expression levels and helps to analyze gene expression profiles [1] . This organizes the patterns of genes into groups by the similarity of the dataset and has been used for identifying the functions of the genes in the cluster and analyzing the functions of unknown genes. Hard clustering, a hard partitioning method, assigns a sample to only one group. But the real-world dataset, like gene expression profiles, does not have clear boundaries and they cannot be easily partitioned by hard clustering. Since some genes also have multiple functional families, analyzing the genes by hard clustering method has some limits. Fuzzy clustering, unlike the hard clustering, assigns a sample to multiple groups by their grade of membership values [2] . Fuzzy clustering method is more robust on noise and more appropriate in analyzing gene expression profiles than hard clustering method [3] .
The most important matters that need to be addressed in any clustering method are how many clusters are actually in the dataset and how good the clusters are. Thus, it is necessary to validate each of the fuzzy partition and this evaluation is called cluster validity. Many investigations about these matters have been conducted. Partition coefficient and partition entropy were first proposed by Bezdeck [4, 5] . These two cluster validity indices produce the optimal partition at maximum validity measures. Xie-Beni's index [6] and Fukuyama-Sugeno index [7] are popular in the field of fuzzy clustering. The Xie-Beni index is a ratio of the fuzziness within cluster sum of squared distances to the product of the number of elements and the minimum between cluster separations, and the Fukuyama-Sugeno measures the compactness and separation of the resulting fuzzy partition after a dataset has been separated into several clusters. However, since the conventional validity indices are based on the distance between the clusters, they cannot fully represent the structure of the dataset [8] .
In this paper, we propose a Bayesian-like validation method which evaluates the result of clustering by memberships of the fuzzy partition of a given dataset. We therefore call it fuzzy Bayesian validation method. Unlike the conventional validity indices, the fuzzy Bayesian validation method never uses the distance between the clusters. It selects the partition with the largest membership in a given ( ) -
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dataset. We take the probabilistic Bayesian equation and formally replace probabilities by memberships. The effectiveness of the proposed method is demonstrated in four known datasets, where the fuzzy c-means algorithm is used as the clustering algorithm [9, 10] . After the preliminary experiments, yeast cell-cycle data is analyzed by the proposed method. The rest of the paper is organized as follows. In Section 2, the conventional cluster validation methods are described. Section 3 introduces the fuzzy Bayesian validation method and its mathematical backgrounds. Experimental environments and results are presented in Section 4. Conclusions and future works are presented in Section 5.
Conventional cluster validity measures
This section describes the cluster validity measures which evaluate the cluster results. Four conventional measures-partition coefficient, classification entropy, Fukuyama-Sugeno and Xie-Beni index-are explained.
• Partition coefficient (PC): Bezdeck proposed a validity index PC for fuzzy clustering as follows:
where n is the number of samples and c represents the number of clusters. Optimal partition is obtained by maximizing the value of PC with respect to certain value of c. However, this index does not perform well in multi-class dataset, because the value of PC decreases monotonically when c gets larger [5] .
• Classification entropy (CE): CE is one of the most widely used cluster validity indices.
CE(U
It looks similar to PC, but it takes log ratio of membership u ij . Optimal partition is obtained by minimizing the value of CE with respect to certain value of c [5] . CE also has monotonic decreasing tendency as c gets larger, like PC.
• Fukuyama-Sugeno (FS): Fukuyama and Sugeno tried to model the cluster validation by exploiting the compactness and separateness [7] .
Here, X j −V i 2 is a compactness measure, and V i −V 2 is a degree of separation between each cluster and the mean of cluster centroids. Smaller value of FS indicates the better partition result in a given dataset. But like the other indices, FS has the problem of monotonic decreasing tendency when c gets larger.
• Xie and Beni index (XB): Xie and Beni also proposed a validity index XB that focused on two properties: compactness and separateness [6] .
The numerator part indicates the compactness of fuzzy partition, while the denominator part does the strength of separation between clusters. The most desirable partition is obtained by minimizing XB over certain value of c. d min indicates the minimum distance between the clusters.
These conventional methods have common problem that their index values decrease when c gets larger, and there have been some researches for novel cluster validity indices such as PBM-index [11] and PCAES [12] to solve this problem.
Fuzzy Bayesian validation method
All the previous indices including PC, CE, FS and XB focused on only the compactness and the variation within cluster. However, those indices are limited in their ability to provide a correct representation of fuzzy partition in the data since the separation is simply computed by considering only the distance between cluster centroids.
As shown in Eq. (5), if the number of clusters c approaches to the number of samples n, the distance between the cluster centroid and a sample becomes 0. Thus, the traditional indices lose their ability to validate fuzzy partition for large values of c [13, 14] . The fuzzy Bayesian validation method is inspired by the classic Bayesian concept of probability theory, selecting a fuzzy partition with the largest membership given the dataset. It chooses a partition which has maximum membership, given the dataset as an optimal cluster partition [15] .
By formally transferring the principles of the classic Bayes' theorem to memberships we obtain
By applying multiplication and independence rules we get
The sum of P (Cluster|Dataset) for all c is calculated using Eqs. (7) and (8) and this value is defined as Bayesian score (BS). We propose that this score indicates how well the fuzzy partition represents the dataset. Experimental evidence will be given in Section 4, but a theoretical foundation is up to future work. The larger the BS the better the cluster partition is:
In Eq. (9), n(D i ) is the number of D i 's and we select only a sample which has larger membership value (u ij ) than certain threshold for calculation. There are two reasons for doing this: to exclude the samples with zero membership value (u ij = 0) for multiplication and since the main purpose of fuzzy clustering is to analyze the samples which belong to multiple classes, evaluating the partition with samples whose membership values are larger than certain threshold is more appropriate to group samples by fuzzy clustering method. This threshold is defined as -cut. P (C i ) and P (d ij ) are calculated as follows:
Since each membership value u ij represents the belongness of a data x i to certain cluster c, u ij can be substituted for P (d|C). Fig. 1 shows the outline of the proposed method. D 1 includes the samples in cluster c 1 whose membership value is larger than . Finally, BS is obtained and used to select the optimal fuzzy partition.
The algorithm of fuzzy Bayesian validation method can be summarized as follows:
• Step 1: Compute the membership matrix u ij .
• Step 2: Construct D i by selecting samples (u ij > ) in each cluster.
• Step 4: Compute BS using the calculated values of
Step 2.
• Step 5: Evaluate the fuzzy partition with the maximum value of BS as optimal one. 
Experimental results

Experiments with benchmark datasets
To show the usefulness of the proposed method, comparisons with four fuzzy cluster validity indices (PC, CE, FS, XB) for the fuzzy partitions obtained from FCM are conducted on four datasets: Iris, Wine and Image datasets downloaded from UCI machine learning repository (http://www.ics.uci.edu/∼mlearn/MLSummary.html) and SRBCT i.e. gene expression dataset. Iris dataset contains 120 samples in four dimensional measurement spaces. Iris consists of two or three clusters because of the substantial overlap of two of the clusters. Wine dataset includes 178 samples in 13 dimensional measurement spaces and has three clusters. Image dataset contains 210 samples in 19 dimensional measurement spaces where seven clusters are ( ) - known as an optimal partition. The SRBCT consists of four types of cancer (RMS, NB, BL, EWS) and has 63 samples in 96 dimensional measurement spaces [16] .
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All the experiments are repeated six times on each dataset by increasing the -cut value from 0.1 to 0.6 by 0.1 and the average score is used as BS value. We have used m = 1.2 for the fuzziness parameter. Table 1 shows the results of Wine dataset. PC and CE produce the optimal fuzzy partition at c = 2, FS at c = 7, and XB at c = 3, whereas BS yields c = 4 as the optimal fuzzy partition. XB is the only measure producing the correct clusters (c = 3). Since the difference between the BS values at c = 3 and c = 4 is very small (0.0066) compared to other margins, it can be said that the proposed method makes the optimal fuzzy partition at c = 3 or c = 4. Table 2 shows the results of Image dataset. All the other methods except the proposed method make a wrong decision on the optimal number of clusters (c = 7): PC at c = 4, CE at c = 2, FS at c = 8 and XB at c = 2, respectively. Tables  3 and 4 show the results of Iris dataset and SRBCT dataset, respectively. In Table 3 , all the methods select c = 2 as an optimal fuzzy partition except FS that has the optimal value at c = 7. In the case of SRBCT, 4 clusters are known as the optimal number of clusters, and PC, CE, XB, and BS find out the optimal fuzzy partition at c = 4, whereas FS finds it at c = 7. FS is found as the most unreliable indices since it cannot yield the correct number of clusters for all four datasets. PC, CE and XB tend to monotonically decrease as c increases on Wine and Image datasets. BS makes the correct number of clusters except Wine dataset and does not show monotonic decreasing tendency as c increases.
After comparing the proposed method to four conventional validity indices, experiments with three synthetic datasets are conducted. Three datasets are called synthetic-5-2, synthetic-10-2 and synthetic-5-3. The names imply the number of clusters and dimensions. For example, there are five clusters in two-dimensional space for synthetic-5-2. The distributions of three datasets are illustrated in Fig. 2 . Fig. 3 shows the BS values for the synthetic-5-2, synthetic-10-2 and synthetic-5-3 according to the number of clusters. BS has found out the actual number of clusters of the three synthetic datasets correctly.
Experiments with yeast cell-cycle data
In this section, yeast cell-cycle data is analyzed with the proposed method. This set contains time-course expression profiles for more than 6000 genes, with 17 time points for each gene taken at 10 min intervals covering nearly two yeast cell cycles (160 min). This dataset is very attractive because a large number of genes contained in it are biologically characterized and have been assigned to different phases of the cell cycle. Four hundred and twenty-one genes are extracted and used for experiments because they are known as informative genes in clustering [17] . The fuzzy c-means algorithm of well-known fuzzy clustering method is used for clustering [9, 10] . Fig. 4 shows the results of all the validation methods including the proposed one, where x-axis represents the number of clusters and y-axis represents the evaluation value of each validation method. PC and CE have determined the optimal fuzzy partition at c = 5, FS at c = 30, and XB at c = 6, respectively. Unlike the other methods, BS leads to the optimal value at c = 29. PC shows monotonic The number of clusters Bayesian score Fig. 3 . BS of the synthetic datasets.
decreasing tendency, whereas CE shows monotonic increasing tendency.
We have compared the result of BS which produces the optimal fuzzy partition at c = 29 with biological knowledge of yeast cell-cycle data [17] . Yeast cell-cycle data represents expression levels of the genes in each of the five cell cycles (Early G1-Late G1-S-G2-M). Each cell cycle includes the genes that show higher expression levels at that cycle time than others.
By finding clusters that show high peak point in expression levels at certain time in the cycle, we have assigned the cluster to that cycle. Table 5 shows the assigned clusters and the cycles that they belong to. Clusters that have high expression levels at certain cycle time show low expression level at the other cycle times. Genes assigned between the cycles (intercourse) play a role in regulating the genes that lie in the next cell cycle.
The next step of the analysis is to verify known biological information that the proposed method is indeed able to extract correct information that corresponds to different phases of the yeast cell-cycle data. Table 6 arranges the genes whose biological functions are known and their cluster number in parentheses. Each cycle includes the detailed function groups like DNA replication, biosynthesis, mating pathway and so on. We have confirmed that the results produced by the proposed method are reliable according to the biological knowledge of the genes. Tables 7-10 Table 7 shows the information of cluster 20 in Early G1. Table 8 shows the information of cluster 26 in Late G1, which is composed of the genes that have chromosome segregation function. Table 9 shows the information of cluster 11 in intercourse between S and G2 cycles. Table 10 shows the information of cluster 19 in M cycle. Genes in this cycle tend to function as a transcriptional factor. We have chosen special genes whose the 1st membership value lies between 0.35 and 0.7, and the 2nd membership value is larger than 0.3. These fuzzy genes are belonged to multiple clusters and they provide useful information in gene analysis. Table 11 shows the fuzzy genes. YNL078W belongs to cluster 30 (0.431654) and cluster 19 (0.431654) simultaneously. Actually cluster 3 is related to mating pathway and cluster 19 is related to glycolysis respiration in the same Early G1 cycle. YNL078W plays multiple roles in Early G1 cycle. YPR019W, YHR038W and YHR113W are also fuzzy genes that have multiple functions in cell's life. Fig. 5 shows how the fuzzy genes are overlapped in their functional groups. YBR160W in Late G2 cycle belongs to cluster 12 (0.398234) and cluster 6 (0.34645) simultaneously. Cluster 12 is related to cell-cycle regulation; cluster 6 is related to chromosome segregation. Other fuzzy genes in G2 cycle are YIL050W, YCR086, YDR464W, YKL052C, and YPR111W. These genes belong to multiple clusters as shown in Fig. 5 . Fuzzy genes in M cycle are YHR023W and YOR315W. YHR023W belongs to cluster 18 (0.665914) which is related to chromosome segregation and cluster 7 (0.32451) which is related to cell-cycle regulation.
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Related works
Studies about cluster validation of the DNA microarray data are shown in Table 12 . Bolshakova and Azuaje used cell-cycle data by fuzzy k-means algorithm and k-means algorithm, respectively [20, 21] . Validity indices used in these studies are all based on the distance between the clusters or between the samples in a cluster.
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Conclusion
In this paper, a new cluster validation method for the fuzzy partition has been proposed. Fuzzy Bayesian validation method evaluates the fuzzy partition by the membership for the dataset at hand. The best fuzzy partition is obtained by finding the maximum BS value with respect to c. We set -cut as threshold in computing the value of BS to evaluate various kinds of cluster partitions. The performance of the proposed method was tested on four well-known datasets to demonstrate the usefulness with fuzzy c-means algorithm. Unlike the conventional methods, the proposed method evaluated the fuzzy partition independent of c and more reliable than other methods. Also, we have analyzed the yeast cellcycle data with the proposed method. To confirm the superiority of the proposed method, the results were verified with biological knowledge.
While yeast genes may not have large numbers of alternative mRNA transcripts, the method proposed here will allow human transcriptome researchers to identify how a specific gene may trigger alternative splice variants (and perhaps different functions) over time. It would be interesting to explore human cancer gene expression datasets using this ( ) - approach to identify genes that perform different activities over time during the development of a cancer. In addition, deciding -cut adaptively to the characteristics of the dataset can be considered as future work. The main challenge will be to theoretically interpret the fuzzy Bayesian validation method whether it is a probability or possibility indicator or even of some other nature. Obviously, the evaluation of the cluster results is an important part for clustering, one of the analyzing methods for DNA microarrays, which can be used to identify the interactions of genes or other elements [1] [2] [3] . Systems biology, on the other hand, is a comprehensive quantitative analysis of the manner in which all the components of a biological system interact functionally over time [22] . The underlying principle is more crucial than the list of genes for systems biology, where interactions among them that could reveal the principles are important. We hope the BS approach to validate the clustering results can be applied to systems biology as a method to find underlying principles.
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