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Chapter 1
Introduction
In this thesis we present a novel block-structured grid generation concept. The
central idea is to describe the geometry of the physical domain on which a par-
tial differential equation shall be solved by means of parametric tensor product
B-spline mappings. For this purpose methods from classical structured grid gen-
eration and computer aided geometric design have been combined to build a fully
functional grid generation system. In the first part of this thesis we thoroughly ex-
pose the underlying grid generation and B-spline theory. Building on these funda-
mentals specialized data structures and algorithms for multiblock grid generation
are developed. In the second part we explain how parametric grid representations
can support the generation of consistent, adaptive discretizations in curvilinear,
time-dependent domains. This is demonstrated with numerical applications fea-
turing the finite volume solver QUADFLOW which aims at the simulation of fluid-
structure interaction problems at airplane wings.
1.1 Grid Generation and Computer Aided Design
Grid generation is an indispensable part of the numerical solution of partial dif-
ferential equations by finite element, finite volume or finite difference methods on
general regions with complex geometry. In fact, the numerical grid is the foun-
dation for the approximation of continuous physical quantities by discrete func-
tions which can be analyzed by the application code. Therefore with the rising of
computational analysis codes in the 1950’s and 1960’s many efforts aimed at the
development of grid techniques for both structured and unstructured meshes and
grid generation started to form a separate mathematical discipline with its own
methodology, approaches and paradigms. An overview of the current state of the
art is offered by [FG00], [STW99] and [Lis99]. Nevertheless, with the increasing
computer power extending the range of tractable problems to more and more real-
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istic configurations, grid generation became the most significant bottleneck in the
pipeline of computational analysis engineering. Hughes et. al. [HCB04] estimate
that in today’s automotive, aerospace and ship building industries about 80% of
the working time devoted to numerical simulation is needed for mesh generation.
The grid generation for a complex, realistic 3D configuration, like for example a
complete aircraft, easily takes several months, thus limiting the number of designs
that can be investigated during a production cycle. In the following we want to
identify some reasons for this unsatisfactory state of affairs.
The typical situation in engineering practice is that the designs for new config-
urations are created with the help of some Computer Aided Design (CAD) system
and then meshes are built from these CAD data. The representation of curves and
surfaces, suitable for processing by a computer, is subject of an own discipline of
mathematics and computer science, namely Computer Aided Geometric Design
(CAGD). The major breakthrough in CAGD was the theory of Be´zier curves and
B-splines, generalized to non-uniform rational B-splines (NURBS) in the 1970’s.
These developments are sketched in [Rog01] and [Far90]; [dB78] and [PT97]
provide extensive references on the mathematics of B-splines and NURBS. Today
NURBS have become the standard for the exchange of free-form geometric data.
Typically CAD surface models consist of multiple, often hundreds of NURBS sur-
face patches. However, as observed in [LS95] these surface models are generally
not well suited for grid generation purposes. One reason for this is that CAD pro-
grams usually work with approximations. The tolerances may be small enough
to be visually inconspicuous and insignificant from the point of view of manufac-
turing but may still be enormous on the scale required for grid generation. For
instance, the analysis of high Reynolds number viscous flows requires element
dimensions near the boundaries on the order 10−9 of the gross model dimensions.
Geometric discrepancies of this order of magnitude play havoc with mesh genera-
tion and flow solution. However, this number is 4−5 orders of magnitude smaller
than the typical tolerance of a CAD-model. CAD input facilities, for instance, are
frequently only constructed to read single precision floats that only have a rela-
tive precision of 10−6. To make matters worse there is no standardized format to
describe how the single NURBS patches are joined. Correction of dirty geome-
try models prior to grid generation is a large part of the overall grid generation
bottleneck. In most circumstances this can be done semi-automatically at best.
Technical problems like that seamlessly fit with the general observation that
there is a large conceptual gap between the grid generation and the CAGD com-
munity. The main distinction is that practitioners in the two disciplines think in
terms of completely different data structures. In contrast to the parametric repre-
sentations used in the CAGD-world, the grid generator thinks of a mesh as a graph
built from nodes, edges and elements. However, many difficulties encountered in
numerical analysis emanate from the approximate, polygonal based geometry that
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usually underlies the philosophy of finite element codes. This is especially true for
adaptive codes. Here the discretization depends on the solution itself so that the
grid generation can no longer be considered as pre-processing step but is an inte-
gral part of the solution process itself. Once a mesh is constructed grid refinement
requires communication with the CAD system. This link is often unavailable – a
well-known source of trouble with adaptive codes.
Over the years the usefulness of CAGD methods for grid generation purposes
has been frequently acknowledged in literature. In the short paper [Bo¨h87] sparse
representations of standard NACA-profiles by Be´zier curves are constructed and
in [LGTP01] a sparse NURBS-representation of a profile is used for optimization.
The papers [BFH93] and [Ham94] deal with NURBS surface representations for
use in grid generation and in the subsequent paper [KH96] such representations
are integrated into an elliptic grid generation algorithm. And in [CVG+02] a re-
search group from Mississippi State University, Cornell, proposed a standard ge-
ometry exchange format based on breps (boundary representations) and NURBS
in order to facilitate the representation of geometric data for finite element mesh
generation. However, in all these works the possibilities of B-spline representa-
tions are exploited only partially and the CAD representations serve only as an
intermediate tool during the construction of standard discrete grids. Only recently
attempts have been made to exploit the accuracy and flexibility of parametric grid
representations in the analysis process. For a comprehensive list of references we
refer to [HCB04].
1.2 Quadflow
Aside from the above general consideration this work was motivated by some
more concrete problems. The collaborative research center SFB401 ‘Flow Modu-
lation and Fluid-Structure Interaction at Airplane Wings’ is concerned with funda-
mental problems of very high capacity aircrafts with large elastic wings designated
for transonic transport, see [Bal03]. For this task large scale simulations of com-
pressible fluid flow and fluid-structure interaction are required. Despite increas-
ing computer power relevant aero-elastic problems are still at the very edge of or
even beyond the current abilities of existing fluid dynamic codes. Here several
severe obstructions come together such as the time-dependency of the involved
processes, varying complex geometries and the coupling of physical regimes with
different characteristic features of multiple scales. In order to resolve a typically
singular behavior of the solution meshes with millions of cells are required. Im-
proved hardware or purely data oriented strategies such as parallel computing are
not sufficient to overcome the arising difficulties. As important and necessary as
these aspects may be they have to be complemented in the long run by mathe-
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matical concepts that aim at minimizing in the first place the complexity and size
of arising discrete problems. With this aim a new adaptive flow solver, named
QUADFLOW, has been developed [BGMH+03],[BLM04].
The central objective of this solver is to realize adaptively generated dis-
cretizations that are able to resolve the physically relevant phenomena at the ex-
pense of possibly few degrees of freedom and correspondingly reduced storage
demands. This requires a careful coordination of the core ingredients, namely the
discretization of the underlying system of partial differential equations, the adap-
tation mechanisms and the generation and management of suitable meshes. For
the latter point a new paradigm has been employed which can be motivated as
follows.
The core ingredient of QUADFLOW is an unstructured finite volume discretiza-
tion which is capable of coping with fairly general mesh partitions and, in partic-
ular, with hanging nodes occurring due to local mesh refinement [Bra03]. How-
ever, with regard to the stability and accuracy of the flow calculations the usual
grid quality measures such as smoothness and orthogonality have to be met. It
is widely accepted that hexahedral meshes are preferable for the discretization
of viscous flows because they facilitate best the generation of boundary fitted
anisotropic meshes. Such grids are necessary for the resolution of the bound-
ary layers characterizing high Reynolds number flows. Thus, we give preference
to block-structured boundary conforming grids.
The second core ingredient is the adaptation strategy that is based on a mul-
tiscale analysis of the flow data [Mu¨l02]. The underlying wavelet construction
assumes the existence of a nested hierarchy of grids in order to maintain the con-
servation properties of the governing flow during grid refinement and coarsening.
As a consequence any coarse grid cell has to be the exact geometric union of
its sub-cells. This implies that the coarsest discretization already determines the
overall resolution of the geometry which practically rules out the use of standard
polygonal FEM-grids. Instead meshes are understood as parametric mappings.
By default these mappings are represented in B-spline form, although other ana-
lytic representations are feasible. Grid cells are considered as geometric images
of the corresponding cells in parameter space.
The fact that the flow solver now derives geometric information directly from
a CAD-model offers further advantages over traditional grid generation concepts.
Since geometry and discretization are now two separate tasks, the complexity
of modeling and grid deformation algorithms is reduced to the complexity of the
geometry. This representation might be very sparse, based on only a small number
of control points. Moreover, the numerical handling of the patch interfaces in a
multi-block grid becomes more flexible and, for instance, allows for the relative
motion of neighboring blocks. In the following chapters this will be demonstrated
in depth.
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1.3 Scope of the Thesis
The current thesis presents the fundamentals and the practical realization of a new
grid generation concept that aims at unifying the complete geometric processing
pipeline that is associated with realistic numerical simulations. This concept is
based entirely on CAGD-methods and, in particular, on B-spline representations.
The topics considered in this work range from the creation of sparse representa-
tions of airplane wings to the generation of parametric grids in B-spline tensor
product representation, and the usage of these grids within a finite volume solver.
The mathematical algorithms presented here have been realized in a C++ library
called QIGPMESH which is part of the QUADFLOW sources. We will sometimes
refer to this library when implementation issues are discussed.
Chapter 2 provides the background for the current work. We provide a short
description of the aircraft wing flutter problem and a summary of the Navier-
Stokes equations. Hereby we identify some of the physical phenomena that have
to be considered during the development of an appropriate grid generation strat-
egy.
Basically, the new concept can be ranked among the class of block-structured
grid generation methods. Therefore, Chapter 3 gives a concise overview of tra-
ditional, structured grid generation methods that are referred to in the subse-
quent chapters. This includes, in particular, stretching methods, algebraic meth-
ods based on transfinite interpolation and elliptic grid generation. In Chapter 4,
we introduce the main protagonists for the rest of the work, namely B-splines and
B-spline tensor products. We summarize their basic mathematical properties and
present fast interpolation, approximation and fairing algorithms as well as basic
applications of these algorithms to grid generation.
Chapter 5 is concerned with the management of multipatch B-spline grids. We
present a data-structure that can serve both as interface to the flow solver and as
flexible tool for the exact modeling of grids. This topology manager ensures, that
the connectivity of neighboring patches is preserved during the design stage and
during grid deformation. Some strategies concerning the latter point follow in
Chapter 6.
The most critical part of a grid are the boundary layers. Therefore we have
developed some algorithms to generate high quality B-spline grids in this area.
These methods are presented in Chapter 7.
The last two chapters of this thesis are concretely concerned with the integra-
tion of this grid generation concept into the QUADFLOW solver. Chapter 8 begins
with a general discussion of finite volume discretizations and, in particular, leads
to the derivation of the so-called geometric conservation laws. Then the multi-
scale technique is presented motivating the already mentioned notion of a nested
grid hierarchy. After that a strategy to fulfill both the condition of grid nestedness
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and geometric conservation on moving grids is proposed. Furthermore we sketch
the overall QUADFLOW program system and the coupling of the flow solver with
the structural solver. Finally Chapter 9 presents some numerical results, proving
the practicability of the new grid generation concept and demonstrating some of
its features.
1.4 Some Remarks on Notation
As already mentioned this work exploits results from two separated research areas:
grid generation and CAGD. Since there is little contact between the researchers
in these disciplines, different conventions and habits have developed in literature
which makes it difficult to keep a consistent notation that still looks familiar to
people who work in either of these disciplines. Therefore a short remark on the
notation used here is appropriate.
Throughout this work we will display the following three types of vectors
in boldface: physical space vectors x, parameter space vectors ξ symbolized by
Greek letters and vectors u symbolizing sets of conserved quantities. A vector x
in physical space has the components
x = (x1, x2, x3)
T = (x, y, z)T , (1.1)
and a vector ξ in parameter space has the components
ξ = (ξ1, ξ2, ξ3)
T = (u, v, w)T . (1.2)
The latter notation seems somewhat unsystematic but this is a tribute to the CAGD
literature where Greek letters usually do not occur. Furthermore we will type all
objects composed of such vectors in boldface, too. For example, a regular n×m
array of grid points can be considered as a vector-valued matrix
X =
x11 x12 . . . x1m..
.
.
.
.
.
.
.
xn1 xn2 xnm
 (1.3)
whereas a matrix with scalar entries, e.g. the collocation matrix of an interpolation
method, will be displayed in normal face. The same holds, of course, for 1D-
arrays of such objects.
The dimension of physical space is denoted by d. The inner product of two
space vectors x and y is symbolized using the dot notation as x · y :=∑di=1 xiyi,
whereas the inner product of two non-space vectors a, b is denoted in standard
matrix notation by aT b. For 2D space vectors we define (x, y)⊥ := (−y, x) to
be the vector rotated 90 degrees counterclock-wise, and (x1, x2) × (y1, y2) :=
x1y2 − x2y1 to be the signed area of the parallelepiped spanned by x and y.
Chapter 2
Fluid-Structure Interaction
We begin this work with some notes on the fluid-structure interaction at elastic
airplane wings. The main part of this chapter is the second section in which we
summarize the Euler– and Navier-Stokes equations of fluid dynamics. This should
not mislead the reader to the conclusion that the grid generation concept presented
in this thesis is solely intended for application in aerodynamics. On the contrary,
the basic ingredients of this concept are independent of underlying problem as
long as the geometry of interest is regular enough to be represented by smooth
parametric functions. However, grid generation algorithms can never be handled
as black boxes because the requirements on the numerical grid depend on the un-
derlying problem. Therefore this chapter highlights some features of aerodynamic
problems which are relevant for the grid generation strategy we have chosen.
2.1 Aircraft Wing Flutter
Large span airplane wings exhibit significant elastic deformations due to their own
weight and the dynamic forces exerted by the surrounding flow. The logo of the
Collaborative Research Center SFB401, see Figure 2.1, demonstrates this. The
plot is produced from some numerical data [Bri03] and shows a wing in its initial
undeformed state and in a shape it may take during the flight. The magnitude
of the deformation is realistic. This effect must be taken into account during the
aerodynamic and structural design process since it may have decisive influence on
the flight performance and the security of the aircraft.
One problematic phenomenon is the so-called wing flutter. This potentially
dangerous behavior arises when dynamic instabilities cause a rapid growth of vi-
bration amplitudes and consequently the wing falls into a time-periodic oscillation
with large amplitudes. This danger is especially relevant in the transonic regime
in which modern aircrafts operate because the dynamic pressure needed to obtain
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Figure 2.1: The logotype of the SFB401.
this kind of unstable behavior drops considerably to a minimum at Mach numbers
near unity.
In wind tunnel tests full similarity with the full scale body can only be achieved
to a very limited extent. Therefore it is necessary to design methods which trust-
worthily predict the interaction between aerodynamic and structural forces. The
simulation of this highly non-linear and non-stationary process is the goal of the
numerical projects in the SFB401. A particular challenge is the coupling of solvers
for the different physical regimes. This has been the topic of several works within
the SFB401, see [Mas02, Hur02, Bra07]. Since we are interested in the long
time behavior of the coupled fluid-structure system numerical methods are re-
quired that are both accurate and fast. This is also an issue for the grid generation
module which has to provide deformed grids for each time step in an efficient
and robust manner. Some ideas in this direction developed by Boucke and Hesse
[Bou03, Hes06] for structured, non-adaptive grids have been used in the current
work.
2.2 Governing Equations
The dynamics of fluids is governed by the conservation laws for mass, momentum
and energy. In continuum mechanics these laws are formulated under the assump-
tion that physical properties of the flow, such as the density ρ(x, t) and the fluid
velocity v(x, t) can be described as time dependent scalar or vector fields on the
possibly also time-dependent flow domain D(t) ⊂ R3. The corresponding differ-
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ential equations are usually derived from the integral balances of the conserved
quantities for a time-dependent control volume Ω(t). A control volume Ω(t) is
a bounded subset of D(t) with a closed, measurable surface such that the diver-
gence theorem can be applied. Furthermore, if Ω(t0) denotes the control volume
at some reference time t0, for every time t there has to be a one-to-one mapping
Ω(t0) −→ Ω(t), x 7−→ x(t), such that for each x the functions t 7−→ x(t) are
differentiable. The time derivative of x, w = x˙(t), is called the grid velocity. Two
important special cases are control volumes which either move with the fluid, i.e.,
for which w = v holds everywhere, or control volumes, that are fixed in time
and space, i.e., for which w = 0 holds. The former viewpoint is related to the
Lagrangean formulation, the latter one to the Eulerian formulation. Since in our
case the flow domain varies in time we consider in the following the arbitrary
Lagrangian-Eulerian (ALE) formulation. The three formulations can be derived
from each other by transport theorems, see for instance [CM79] or [Wes01].
Mass conservation implies that the rate of change of mass within the volume
Ω(t) equals the amount of mass that sweeps over the boundary of the volume.
Mathematically this is expressed by
d
dt
∫
Ω(t)
ρ dx+
∫
∂Ω(t)
ρ(v −w)n ds = 0. (2.1)
According to Newton’s law the time rate of change of momentum is equal to
the resultant force acting on a material volume. Due to the low weight of air we
can neglect the effect of body forces (gravitation), so that the forces acting on
the surface of a material volume are the static pressure p and viscous stresses, for
which we make the ansatz
Tv = µ
(
gradv + (gradv)T
)
− 2
3
µ (div v) I , (2.2)
where µ is the molecular viscosity. This results in the following balance equation
for the momentum:
d
dt
∫
Ω(t)
ρv dx+
∫
∂Ω(t)
(ρ(v −w) ◦ v + pI−Tv)n ds. (2.3)
The third equation is derived from the first law of thermodynamics, which
balances the change of the internal energy of a material volume with its supply of
heat q and mechanical work:
d
dt
∫
Ω(t)
ρetot dx+
∫
∂Ω(t)
(ρetot(v −w) + pv − vTv − q)n ds. (2.4)
Here etot is the total energy, i.e., the sum of internal energy e and kinetic energy
1/2|v|2.
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This set of equations has to be closed by material laws. In the numerical
experiments given in Chapter 9 heat conduction is modeled by Fourier’s law
q = −κ grad T (2.5)
where the thermal conductivity is assumed as
κ = cp
µ
Pr
, with cp = R
γ
γ − 1 . (2.6)
The Prandtl number Pr, a measure for the ratio of fluid viscosity to the thermal
conductivity, is assumed to be 0.72; R is the specific gas constant and γ = cp/cv
the ratio of the specific heats, which is taken as γ = 1.4 for air. The variation of
the molecular viscosity µ as a function of the temperature T is determined by the
Sutherland formula
µ = µ∞
(
T
T∞
)3/2
T∞ + S
T + S
, (2.7)
where S = 110◦K denotes the Sutherland constant. T∞ and µ∞ are reference
values taken from undisturbed flow. The static pressure is related to the specific
internal energy according to the equation of state for a perfect gas
p = ρ (γ − 1) (etot − 1/2 |v|2) . (2.8)
If we combine the conserved quantities in a vector u = (ρ, ρv, ρetot), define
the convective fluxes FCk and diffusive fluxes FDk as
FCk =
 ρvkρvvk + pek
(ρetot + p)vk
 , FDk =
 0Tv•k
v ·Tvk• − qk
 , (2.9)
where ek is the k-th unit vector, Tv•k the k-th column and Tvk• the k-th row of the
stress tensor, and then consider the limit |Ω(t)| → 0 we obtain the Navier-Stokes
equations in differential form:
∂
∂t
u+
d∑
k=1
∂
∂xk
(FCk (u)− FDk (u)) = 0. (2.10)
Let ρr, U and L represent a reference density, reference velocity and reference
length for the flow under consideration, for instance the density and velocity of the
undisturbed flow and the chord length of the profile. Then the Reynolds number
is defined by
Re =
ρrUL
µ
. (2.11)
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The Reynolds number is a measure for the ratio of the inertial and the viscous
forces in the flow. Its mathematical relevance stems from the observation that
flows with the same geometry and Reynolds number are similar. As we will
see soon the Reynolds number can be used to estimate the size of characteris-
tic features of viscous flows and hence provides a first valuable hint for the grid
generation.
In aerodynamic problems the Reynolds number ranges from 106 for wind-
tunnel experiments to 108 for a realistic, full-featured air craft. Since this factor
is so large we can often consider the flows to be dominated by the convective
terms and neglect the diffusive fluxes FDk . This results in a simplified system
of equations that is named Euler equations. However, mathematically this sim-
plification changes the type of the system of partial differential equations deci-
sively. Whereas the Euler equations constitute a hyperbolic system of first or-
der, the Navier-Stokes equations contain spatial second order derivatives in the
balance equation for the momentum and the energy. Hence the Navier-Stokes
equations are of parabolic-hyperbolic type dominated by the convective terms.
Equations of hyperbolic type need not have classical solutions but generally they
only have weak solutions with admissible local discontinuities as, for instance,
shocks or contact discontinuities. A numerical method aiming at the solution of
hyperbolic problems must be able to resolve these singular features of the solu-
tion adequately. In practice this requires the ability to generate a locally adapted
discretization dynamically since the location of the discontinuities cannot be pre-
dicted and a uniform discretization of the entire flow field that is fine enough to
accurately resolve a shock anywhere is practically impossible due to storage and
CPU-time limitations.
To complete the posed problem initial values and boundary conditions are to
be supplemented. At solid walls we use the slip-condition v · n = 0 for the Euler
equations, that is, the fluid does not cross the boundary but may move tangentially
to the boundary. For the Navier-Stokes equations we suppose the fluid velocity is
the same as the velocity of the moving boundary, v = vb. This boundary condition
is mathematically required in order to prove that the boundary value problem is
well posed and is physically justified by experimental observation.
In large parts of the flow domain, solutions of the Navier-Stokes equations at
high Reynolds numbers and of the Euler equations behave similarly, but the switch
from the slip to the no-slip boundary condition causes a drastic difference in the
region near the wall. The flow in this area is characterized by strong gradients
in the direction normal to the wall, since at the wall itself the flow rests on the
surface whereas in a very small distance the velocity of the surrounding flow is
reached. For turbulent flow over a flat plate, for instance, the thickness of this
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so-called boundary layer is often estimated by formulas like
δ = 0.37LRe−1/5, (2.12)
where L is the length of the plate. Since the existence of the boundary layer can be
predicted it is reasonable to demand that a grid generation code provides methods
to resolve this flow feature in advance. This will be the topic of Section 3.7.
Furthermore, if one examines flow around bodies one usually has to restrict the
physical domain by the definition of artificial far field boundaries. These far field
boundaries require a special numerical treatment. For the numerical examples in
Section 9 characteristic boundary conditions have been applied.
In engineering practice, turbulent flows are modeled by the Reynolds averaged
Navier-Stokes equations. The basic assumption behind this averaging is that a
turbulent flow can be decomposed into an almost stationary mean flow and small
time scale stochastic fluctuations. Therefore from the Navier-Stokes equations a
set of conservation laws is derived in which the conserved quantities are replaced
by time averaged values
A¯(x, t) =
1
∆t
∫ t+ 1
2
∆t
t− 1
2
∆t
A(x, t+ τ)dτ, (2.13)
where ∆t is a time span that is large compared with the time scale of turbulent
fluctuations. The main problem of this approach is to close the resulting sys-
tem with equations which relate the turbulent fluctuation with the viscous stress.
In the numerical experiment presented in Section 9.5 this is done by the turbu-
lence model proposed by Spalart and Allmaras. For details we refer to [Bra03].
However, whether a turbulence model is applied or not does not affect the basic
characteristics of the solution and grid generation strategy.
2.3 Reference Configurations
The Collaborative Research Center has defined a reference configuration with a
supercritical profile, which is based on the three-element high lift airfoil system
BAC3-11/RES/30/21 described in the report [Moi94]. This airfoil system consists
of a main wing section, a leading edge slat and a single slotted flap, see Figure
2.2. The position and deflection angles of the high-lift devices can be varied. The
figure shows a configuration which is typical for a take-off. The slat is positioned
at an angle of 25◦, while the flap has a deflection angle of 20◦. The three elements
can be assembled to the cruise configuration. From this cross-sections 3D models
are constructed, see Section 7.4.1. In the course of this work these reference
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profiles will be used several times for demonstration purposes and for numerical
experiments.
Figure 2.2: Three element high lift configuration and reference cruise configura-
tion.
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Chapter 3
Basic Grid Generation Concepts
In this chapter we outline the new grid generation concept featured in this thesis.
The main idea is to represent grids by parametric mappings in order to provide
a more accurate and more flexible representation of the geometry than compared
to standard discrete grid technologies. The elaboration of this concept depends
partially on the needs of the discretization scheme which is used to solve the un-
derlying partial differential equation (PDE). Typically the solver will not be able
to make use of the parametric mappings directly. Therefore it will be necessary to
analyze the interaction between the discrete grids employed by the solver and the
parametric grids used to model the geometry in some detail. One cautionary re-
mark seems appropriate here. Since we will have to distinguish carefully between
properties of the discrete grids and the parametric grids the current chapter serves
also to define a consistent nomenclature that separates the single aspects as far as
possible and thereby helps to avoid ambiguities. These naming conventions may
slightly diverge from the standard usage in literature.
3.1 Motivation and Overview
Essentially a numerical grid is a partition of the physical domain into grid cells
which serves as basis for the discretization of the PDE to be solved. The ultimate
goal is to distribute the grid cells in such a way that the solution of the PDE can
be approximated accurately using the degrees of freedom the generated grid pro-
vides. The usual mathematical abstraction behind grid generation is the model of a
discrete, polygonal grid defined by the location of its nodes and their connectivity.
In Section 3.2 we will introduce and discuss the terminology used in this context.
Grid generation itself is usually considered as preprocessing: the grid genera-
tion code takes some description of the domain boundaries as input and returns a
grid as output. A typical representative for this approach is the block-structured
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Navier-Stokes solver FLOWer [Kro00] and its accompanying grid generation pro-
gram MegaCads [BHR+96] both developed at the German National Aerospace
Research Center (DLR). We will sometimes refer to this grid generation program
for the sake of comparison.
However, this polygonal preprocessing approach suffers from several math-
ematical and practical deficiencies. The most striking is, that generally it is not
known a-priori how a sufficiently resolved discretization of the PDE looks like
which raises the need for dynamic grid adaptation. Unfortunately, during the
above described grid preprocessing the original, exact boundary is replaced by
a low order, polygonal representation. Consequently, grid refinement near the
boundaries requires access to the original data which might not be accessible any
more if the grid generator has been implemented as an external preprocessing
module. And even if this information is still available, the polygonal grid model
may prove inappropriate, for instance if the method assumes the existence of a
nested hierarchy of grids on different levels of resolution, see Section 3.2.3.
The key idea of this thesis is to represent grids by parametric mappings. Of
course, this idea is not new in grid generation. At all times structured grid gener-
ation methods have been derived from the principle that the numerical grid may
be considered as a discrete evaluation or a numerical approximation of an under-
lying coordinate mapping, see Section 3.3. The genuine innovation introduced in
this thesis is that these mappings themselves rather than discrete grids serve as
input for the flow solver or more precisely its grid evaluation and grid adaptation
facility.
In practice this concept has the following consequences. In the preprocessing
stage of grid generation the exact, analytic descriptions of the boundaries are ex-
tended to coordinate systems of the complete flow domain. To retain sufficient
geometric flexibility several such grid mappings are combined in a multiblock
grid. Indeed such a multiblock grid very much looks like an atlas of a manifold in
the sense of differential geometry except that an atlas allows for the overlapping
of different maps.
In the solution process a discretization has to be generated from the grid map-
pings by function evaluation. Therefore one has to define rules where to evaluate
the grid mappings. For instance, the grid adaptation algorithm implemented in
QUADFLOW, see Section 8.3, starts with the evaluation of a structured coarse grid
of N ×M × L cells and refines this grid by quadtree- and octree-type subdivi-
sion. For an example see Figure 3.1. A block mapping together with a rule for its
evaluation will be called a mesh.
The multiblock construction, in particular the transition at the block bound-
aries, is subject to constraints that stem from the needs of the PDE-solver. Section
3.4 gives an overview of current trends in multiblock grid generation and char-
acterizes the type of multiblock grids that are used for the QIGPMESH-Library.
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Figure 3.1: Left: Block decomposition and curvilinear coordinate systems in each
block. Right: Final discretization by adaptive evaluation of the given coordinates.
For the sake of better visualization the far field boundaries are closer to the profile
than required for a reliable simulation. This reveals itself in the cluster of of
cells in the upper right corner that stems from numerical artefacts that have been
detected by the adaptation algorithm.
The data structures developed for the management of the multiblock grid will be
described in Chapter 5.
The coordinates systems within the blocks are realized as grid mappings from
the unit square or unit cube, respectively, onto the physical domain emulating
techniques from structured grid generation, in particular transfinite interpolation,
see Section 3.5, and harmonic grid generation, see Section 3.6. For the represen-
tation of the parametric mappings we will use B-spline tensor products. This will
be the topic of Chapter 4.
Finally, as it turns out, the new strategy also has the potential to simplify the
grid generation process itself. For instance it is easily possible to incorporate
anisotropic boundary layers into a given smooth grid using stretching functions,
see Section 3.7. The point is that we do not consider the stretching functions to
be part of the definition of the grid mapping but to be part of the grid evaluation
rule. Hence, the construction of boundary grids or the modification of a given
boundary layer grid to a new Reynolds number and boundary layer thickness does
not require a remeshing but can essentially be accomplished by modifying a single
input parameter that controls the grid spacing at the boundary.
18 CHAPTER 3. BASIC GRID GENERATION CONCEPTS
3.2 Discretizations
In grid generation terminology the domain D(t) on which the underlying par-
tial differential equation shall be solved is called the physical domain. It can
be considered as bounded and connected subset of the two-dimensional or three-
dimensional Euclidian space. In the beginning this domain is usually defined by a
more or less exact description of its boundary, for instance by explicit geometric
constructions or by analytic formulas, like for example the famous NACA profiles,
see [AvD49]. In a first step this description has to be transferred into a data format
the grid generator can understand. The QIGPMESH-library like many other CAD
systems converts free form geometric objects into highly accurate parametric B-
splines or NURBS curves and surfaces. Strictly speaking, after this procedure
the representation of the boundaries is not exact any more but for simplicity we
identify the CAD geometry with the exact geometry henceforth.
3.2.1 Grids, Grid Cells and Grid Connectivity
For a finite volume scheme a grid is basically a partition of some domain M into
a finite number of control volumes. Note thatM is not necessarily identical to the
physical domain. In many applications it is only a part of the physical domain, for
example the area covered by one block of a multiblock grid or even an arbitrary
domain overlapping the boundaries of the physical domain.
Definition 1. Let M be an open and bounded domain in Rd. A sequence G =
(Vk)k∈I of open subsets of M is called a partition of M, if
• M = ⋃k Vk,
• Vk 6= ∅ for k ∈ I ,
• Vk ∩ Vl = ∅ for k, l ∈ I, k 6= l.
Grid cells are simply connected bounded domains (control volumes) of Rd
whose boundaries are divided into a finite number of cell-faces. In 3D space the
cell-faces are simply connected surface segments that are themselves bounded by
a finite number of cell-edges. Cell-edges are closed lines or curve segments that
start and end at some grid point. Grid points are also called nodes. In 2D space
cell-faces are just the same thing as the cell-edges. Note that a grid cell is not only
defined by its geometric shape, but also by the elements of which its boundary is
composed.
The way cells, cell-faces, cell-edges and nodes are connected to each other
makes up the grid connectivity. As the following discussion shows the grid con-
nectivity is essentially a matter of data structures. It may happen, in particular in
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the context of h-adaptive solution methods, that a grid contains hanging nodes.
A hanging node is a node that lies on the boundary of a cell but is not logically
connected to this cell. For instance, in Figure 3.2 we see two triangular cells. Cell
number 1 is connected to edge e3, which is itself connected to the nodes v1 and
v3. If we now refine triangle 2 a new node v3 occurs which was originally not
connected to the edge e3 and therefore can be considered to be a hanging node for
triangle 1. It is possible to eliminate hanging nodes by considering the left triangle
as a degenerated quadrilateral bounded by the edges e4 and e5. This is the way a
solver with an face-based data structure like the QUADFLOW solver would handle
this situation, see Section 8.2.1. For a finite volume scheme this is a natural way
to cope with hanging nodes. However, finite element methods (FEM) usually do
not allow such a treatment.
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Figure 3.2: h-refinement of triangulation
The amount of information about the cells and their connectivity that is trans-
ferred to the PDE-solver is called the discretization.
3.2.2 Grid Properties
A grid is called polygonal, if all its cell-edges are straight lines, i.e., if all cell faces
are bounded by closed polygons. Note that this definition can also be applied
to 3D grids. A 3D-grid is called polyhedral, if all its cells are polyhedra, i.e.,
volumes that are bounded by a finite number of polygonal, planar cell-faces. For
complex domains with curved boundaries the only relevant polyhedral grids are
triangulations, i.e., grids completely composed of tetrahedra. Grids composed of
cells that are topologically equivalent to cubes are in most cases not polyhedral
because the four grid points connected to a cell face need not lie in the same plane.
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Nevertheless, in literature such grids are often called hexahedral in slight abuse of
the strict meaning of this word.
A grid is called boundary conforming if all its boundary nodes lie on the
boundary of the physical domain. The implementation of boundary conditions
is in general much more accurate on boundary conforming grids. An example
for non-boundary conforming grids are the so-called adaptive Cartesian meshes.
As the name suggests, adaptive Cartesian meshes use a coarse, underlying Carte-
sian grid. This mesh is then repeatedly subdivided to resolve the boundary of
the geometry. After each refinement, cells which lie completely inside the body
are removed from the grid. This algorithm results in a staircase approximation
of the body boundary. Therefore modern Cartesian grid techniques retain subcell
descriptions of the boundary within the body-intersected cells. The most seri-
ous current drawback of adaptive Cartesian grids is that their use is restricted to
inviscid or low Reynolds number flows.
Grids in which all cells have approximatively the same size are called smooth.
Grid smoothness is considered to be an important grid quality measure. Smooth
grids generally allow larger time steps than non-smooth grids, because the time
step size of finite volume schemes is limited by the size of the smallest cell due
to the so-called CFL-condition. Indeed grid smoothness is the dominant criterion
for the quality of Euler grids, i.e., grids which are optimized for the simulation
of inviscid flows governed by the Euler equations. One might argue, that the
notion of smoothness does not make sense in the context of h-adaptive methods
any more. However, one can still observe that computations converge much faster
if at least the grids at each particular refinement level are smooth.
On the other hand, for the numerical approximation of viscid flows with high
Reynolds numbers special anisotropic grids are required near the wall, which are
adapted a-priori to the boundary layer. If one tried to use grids with a similar
resolution in tangential direction to the surface as in normal direction, one would
easily end up with an unmanageable number of grid cells as the following esti-
mate shows. Consider a flow with Reynolds number 108 around a 3D aircraft
configuration and assume that the reference length L = 1 equals the chord length
of the 2D wing profile cross section. According to formula (2.12) the boundary
layer thickness will be approximatively 10−2 and common numerical experience
indicates that a minimum of 20 grid cells in normal direction within this boundary
layer is required. So the average cell height near the wall is 5·10−4. A uniform dis-
cretization on the upper and lower side of the wing would therefore require about
4.000 grid cells along each 2D profile or this number squared multiplied with the
span-width of the wing for a complete 3D wing — and even this number counts
only the surface grid. This is too much even for an adaptive solution method.
Therefore boundary layer cells have to be chosen highly anisotropic, sometimes
the maximum ratio of cell length divided by cell height reaches a factor of 104.
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Figure 3.3: A non-nested polygonal grid hierarchy
3.2.3 Nested Hierarchy of Grids
Multigrid or multilevel methods are based on hierarchies of grids. With regard to
the adaptation method described in Section 8.3, we introduce here the notion of
nested hierarchies of grids.
Definition 2. A sequence of grids Gj := {Vj,k}k∈Ij , j = 0, . . . L, is called a
nested grid hierarchy, if each cell Vj,k can be decomposed into cells on the next
finer resolution level j + 1:
Vj,k =
⋃
r∈Mj,k
Vj+1,r. (3.1)
The grid Gj corresponds to an increasingly finer discretization where the coars-
est and the finest resolution level are indicated by j = 0 and j = L, respectively.
Note that the definition is rather restrictive. In domains with curved boundaries
nested hierarchies of grids are notoriously difficult to realize as polygonal or poly-
hedral representations fail to combine accurate representation of the boundaries
and grid nestedness. The problem is that the geometry of a nested grid hierarchy
is already determined by the grid cells on the coarsest level. The boundary con-
forming grid hierarchy presented in Figure 3.3 on the other hand is obviously not
nested, since the grid cells of the finer grid cover a smaller area than the grid cells
of the coarse grid.
3.3 Structured Grids and Coordinate Mappings
A grid that has the same connectivity as a Cartesian grid is called logically Carte-
sian or shortly structured grid whereas grids that are not logically Cartesian are
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called unstructured. In computer codes logically Cartesian Grids are usually de-
scribed by arrays ofN×M×L grid points, and the cells are then defined by linear
interpolation between these points. In the further course of this work we will dis-
criminate grids defined in this manner as discrete structured grids, because they
are defined by some discrete data.
Most methods applied in structured grid generation are motivated by a con-
tinuous analog. According to this concept the nodes and cells of the grid in a
d-dimensional region D ⊂ Rd are defined by mapping the nodes and cells of a
reference grid in some standard d-dimensional domain C with a transformation
x(ξ) : C −→ D. (3.2)
The domain C is referred to as the logical domain or the computational domain. In
structured grid generation the computational domain is either the unit cube or unit
square, and the grid nodes are the images of the uniformly distributed Cartesian
parameter points (ui, vj, wk) = (i/N, j/M, k/L).
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Figure 3.4: Parametric Mappings
In this approach the grid mapping is required to be one-to-one and hence in-
vertible. Transformations that are not invertible are called folded; avoiding grid
folding is a major objective of grid generation algorithms. If the grid mapping is
differentiable we can apply the inverse mapping theorem to decide if the mapping
is at least locally invertible:
Theorem 1. Assume x : C −→ D, ξ 7−→ x(ξ) is continuously differentiable.
Then x is locally one-to-one at ξ, if the rank of the Jacobian matrix J(ξ) is maxi-
mal.
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One can infer global from local invertibility if one additionally knows about
the invertibility of the boundary mappings.
Theorem 2. Let x be continuous and everywhere locally invertible, such that the
mapping x|∂C is a one-to-one mapping of boundaries of C and D. Then x is
globally invertible.
A proof for this theorem can be found in [Lam00]. The parametric mapping
x : C −→ D is called a parametric grid or coordinate mapping. Of course
having a grid mapping offers more flexibility than having only a discrete grid: for
instance, one can choose the number of grid points after generating the grid.
Coordinate mappings can also help to realize nested grid hierarchies. The idea
is to understand a grid cell as the image of a reference grid cell in logical space.
This means for instance, that the volumes |Vj,k| are computed by exact integration
of the formula
|Vj,k| =
∫
Rj,k
|det(J(ξ))| dξ, (3.3)
where Rj,k is the reference grid cell in the computational domain. The nestedness
of the control volumes in the flow domain follows automatically from the nested-
ness of the grid hierarchy in the parameter domain. This simple observation is a
basic motivation for the concept proposed in this thesis. Indeed the QIGPMESH-
library does not work with discrete grids, but with grid mappings and provides
interfaces for their exact evaluation.
The coordinate mappings themselves are defined by some analytical method,
either explicitly by some algebraic formula or implicitly by a boundary value
problem. There is extensive literature on this topic; standard textbooks are [KS94],
[TWM85] and [STW99]. In Sections 3.5 and 3.6 we will summarize two funda-
mental methods of this kind, namely transfinite interpolation and harmonic grid
generation.
3.4 Multiblock Grids
In general structured grids do not provide enough flexibility for realistic appli-
cations. Instead they serve as components in multiblock grids. According to
Spekreijse [SB96] “a multiblock grid can be described as a collection of blocks,
with a grid in each block”. There is good reason for this definition to be so vague
because of the many different types of multiblock grids that are used in the CFD
community.
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Figure 3.5: Left: Block decomposition with full matching interfaces. Right: Same
configuration with a partially matching block decomposition. Note, that the full
matching grid requires much more blocks than the partially matching grid.
3.4.1 Blockstructured Methods
In this work we will restrict ourselves to structured multiblock grids and para-
metric multiblock grids. In these grids the single blocks are represented by struc-
tured grids or by parametric mappings respectively. Adjacent blocks meet at com-
mon interfaces without gaps or overlaps. With other words, the blocks of such a
patched multiblock grid build a partition of the flow domain in the sense of Defini-
tion 1, so that they can be considered as grids that are locally structured at the level
of the individual blocks, but globally unstructured with the blocks as macro-cells.
However, in order to avoid confusion between the different grid levels, we use
a completely different terminology for multiblock grids than for elementary grids.
For the nodes of a multiblock grid we reserve the word vertex. Instead of cell-
faces and cell-edges we just say faces and edges when we mean the elements of a
multiblock grid. We refer to the connectivity of the multiblock elements as topol-
ogy in order to distinguish it from the grid connectivity on the discretization level.
And a partition of the flow domain into blocks B1,B2, . . . ,Bn is called a decom-
position of the physical domain. In practice, domain decomposition is a highly
interactive task and therefore the most time consuming part of the multiblock grid
generation process.
Sometimes it is required that neighboring blocks (or faces) only have complete
boundaries in common. We call such a thing a full matching interface, see Figure
3.5. However, finite volume solvers seldom require full matching interfaces be-
cause partially matching interfaces can be discretized with little additional effort.
We do not use the notion hanging node or even hanging vertex in this context. A
hanging node is always a feature of the discretization and not of the topology.
Structured multiblock grids are also classified according to the conditions that
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Figure 3.6: Left: Simple block decomposition for which no cell matching grid
can be generated. Right: Necessary modification of this block decomposition to
enable the generation of a cell matching grid.
are imposed on the discretization at the boundaries of two adjacent blocks. Flow
solvers that are not able to handle hanging nodes require a one-to-one connec-
tivity of cells along the common interface of two blocks. Such cell matching
block-structured grids are the most difficult to generate since their construction is
additionally hindered by combinatorial constraints, see [Spe98] and Figure 3.6.
However, cell matching is not required by the QUADFLOW solver.
Indeed, for the parametric multiblock grids that are implemented in the
QIGPMESH-library the distinction between cell-matching and non-cell-matching
does not make much sense, because the grid cells are only defined by the evalua-
tion of the grid mappings that constitute the single blocks, and this evaluation is
governed by complicated rules which may be defined for each block individually.
The only consistency condition for parametric grids is that neighboring blocks
should not have gaps or overlaps, i.e., they should meet at common boundary
curves. This stipulation is called geometric consistency.
Note, that by multi-linear interpolation of the nodes discrete multiblock grids
can be interpreted as parametric grids with piecewise linear grid mappings. The
requirement of cell-matching then coincides with the stipulation of geometric con-
sistency of the piecewise linear mappings in the different blocks. From this anal-
ogy it follows, that discrete multiblock grids and parametric multiblock grids have
many characteristics in common. A data structure which is able to handle both
discrete and parametric multiblock grids will be presented in Chapter 5.
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3.4.2 Alternative Multiblock Techniques
Since block-structured grids are difficult to generate and most finite volume solvers
can handle far more general types of discretizations the current trend in industrial
practice goes to hybrid and overset grids. Although these methods are not the
topic of the current work we would like to mention some relevant references be-
cause it might be possible to make use of the concepts described in these works in
future developments of the QUADFLOW project.
Hybrid grids are obtained by combining both structured and unstructured grids
in different non-overlapping blocks. Commonly, boundary conforming grids are
generated near the body contours and the remainder of the domain is filled with
the cells of an unstructured grid. This construction is widely applied for the
numerical solution of problems with boundary layers. For instance, Kallinderis
[Kal99], Mavriplis [Mav90], Galle [Gal99] and Haselbacher [Has99] have used
mixed element type grids combining quasi-structured or prismatic grids to resolve
the boundary layer and tetrahedral elements to tessellate the remaining domain.
Delanaye [Del96] and Geuzaine [Geu99] have developed higher order methods
on boundary conforming/Cartesian grids. Finally Deister [Dei02] presented a
self-organizing prismatic/Cartesian methodology. Some of the grids used gen-
erated by Deister’s program have already been successfully used for non-adaptive
calculations with the QUADFLOW solver, see [Bra03].
In so-called overset or chimera grids blocks may overlap. In each block the
flow solver is started as an individual thread. However, in the overlapped regions
the flow solver has to collect and interchange the data from all overlapping blocks
in order to achieve consistency of the partial solutions. Overset grids are relatively
easy to generate; the difficulties are delegated to the analysis and implementation
of the flow solver. The overset grid approach was introduced by Berger and Oliger
[BO84]. They employed grids of different resolution in order to resolve critical
flow features using locally structured grids. Another important use of overset
grids are bodies in relative motion. In this case one uses body-fitted grids that
move about a steady background grid. In this context one often speaks of chimera
grids. Overset grids however would require major changes in the implementation
of QUADFLOW’s finite volume scheme and therefore are beyond the scope of the
current project.
3.5 Transfinite Interpolation
Structured grid generation relies chiefly on the explicit construction of coordinate
transformations using the formulas of transfinite interpolation. This approach has
been used by Coons [Coo64] for the construction of free-form surfaces and later
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investigated and applied to grid generation by Gordon [Gor69, Gor71, GH73].
The term “transfinite” emphasizes that the schemes described below interpolate a
given function F at a non-denumerable (transfinite) number of points unlike clas-
sical methods of interpolation which match F at a finite number of points only.
The key to these constructions is the use of so-called blending functions. Blend-
ing functions are cardinal functions for some underlying univariate interpolation
scheme. Multivariate schemes are constructed from Boolean sums of univariate
schemes.
We will see later, that these classical algorithms serve as central building
blocks for the B-spline grid generation techniques. Indeed in this context they
can applied in two different ways: one can use some B-Spline interpolation or ap-
proximation algorithms in order to convert a transfinite interpolant into B-spline
format, or what is even more interesting, one can apply the discrete versions of the
methods presented here directly to the control points of B-spline representations.
This will be discussed in Chapter 4.
3.5.1 Construction Principle
In one dimension we consider the problem to interpolate a univariate function
f(ξ) and its derivatives (djf/(dξ)j), j ∈ Ji, at given parameters ξi, i ∈ I . Such
an interpolation problem can easily be solved, if one has some cardinal functions
φij , i ∈ I, j ∈ Ji, that satisfy the cardinality conditions
dm
(dξ)m
φij(ξ
n) = δn,iδm,j (3.4)
for all n ∈ I and m ∈ Ji. Then a projector from the space of sufficiently smooth
functions onto the subspace spanned by the cardinal functions can be defined that
provides a solution to the interpolation problem:
p[f ](ξ) =
∑
i∈I
∑
j∈Ji
dj
(dξ)j
f(ξi)φij(ξ). (3.5)
For instance, if one only wants to interpolate function values one could use the
Lagrange polynomials as cardinal functions. Note however, that we are by no
means restricted to polynomial interpolation methods.
A univariate projector can be extended to functions of several variables by
holding one coordinate fixed and applying the projector to the other coordinates.
This is called unidirectional interpolation. Let F (ξ) be a function of ξ = (ξ1, . . . ξd)
and φkij the cardinal functions of a univariate interpolation scheme that should be
applied to the k-th coordinate and fulfills interpolation conditions at coordinates
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ξik. Then the unidirectional interpolant looks like
Pk[F ](ξ) =
∑
i,j
∂j
(∂ξk)j
F (ξ|ξk=ξik)φkij(ξk). (3.6)
This projector interpolates the given function F and its partial derivatives along
the coordinate lines ξk = const = ξik.
The tensor product of two unidirectional interpolations Pk and Pl with k 6= l
is defined as their composition:
Pk[F ]⊗ Pl[F ] = Pk[Pl[F ]]. (3.7)
The tensor product interpolates the given function F at the intersection of the
sets {ξ|ξk = ξik, i ∈ I} and {ξ|ξl = ξjl , j ∈ J}. An algebraically more precise
interpolation operator is defined by the Boolean sum
Pk[F ]⊕ Pl[F ] = Pk[F ] + Pl[F ]− Pk[F ]⊗ Pl[F ]. (3.8)
The Boolean sum interpolates the values and the derivatives of the function F
along all coordinate lines ξk = ξnk = const and ξl = ξml = const.
In order to compose more than two unidirectional interpolants it is often con-
venient to use recursive formulas to implement and evaluate the Boolean sum of
the projectors. For instance, in grid generation we use transfinite interpolation to
generate 3D-grids and therefore build the Boolean sum
P [f ] = P1[f ]⊕ P2[f ]⊕ P3[f ] (3.9)
of three unidirectional interpolation schemes. Using the definition we obtain
P [f ] = P1[f ] + P2[f ] + P3[f ]− P1[f ]⊗ P2[f ]− P1[f ]⊗ P3[f ]
−P2[f ]⊗ P3[f ] + P1[f ]⊗ P2[f ]⊗ P3[f ],
(3.10)
which can be evaluated less costly by the three-step recursion
P 1[f ] = P1[f ],
P 2[f ] = P 1[f ] + P2[f − P 1[f ]], (3.11)
P [f ] = P 2[f ] + P3[f − P 2[f ]].
In the following we will assume that all curves, bivariate and trivariate map-
pings are defined on the unit interval, unit square and unit cube, respectively.
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3.5.2 2D Linear Blend
The linear blend represents the simplest method to address the classical problem
of structured grid generation:
Problem 1. Given four boundary curves x0v, x1v, xu0, xu1 that satisfy the com-
patibility conditions
xu0(0) = x0v(0) =: x00, (3.12)
xu0(1) = x1v(0) =: x10, (3.13)
xu1(0) = x0v(1) =: x01, (3.14)
xu1(1) = x1v(1) =: x11, (3.15)
find a regular mapping x(u, v) that fulfills the boundary conditions
x(u, 0) = xu0(u), (3.16)
x(u, 1) = xu1(u), (3.17)
x(0, v) = x0v(v), (3.18)
x(1, v) = x1v(v). (3.19)
In the context described above this problem is addressed by Lagrange inter-
polation at the parameters 0, 1 in both u- and v-direction. The blending functions
are φ00(u) = (1− u) and φ10(u) = u. In compact matrix-vector notation this 2D
linear blend can be written as:
x(u, v) = (1− u u)
(
x0v(v)
x1v(v)
)
+ (xu0(u) xu1(u))
(
1− v
v
)
− (1− u u)
(
x00 x01
x10 x11
)(
1− v
v
)
.
(3.20)
3.5.3 Discrete Linear Blend
Now we assume that the boundary curves are not given as parametric functions but
as arrays of discrete points xi,0, xi,M , i = 0, . . . N , and x0,j , xN,j , j = 0, . . .M .
The task is to complete this boundary information to an (N ×M)-grid of points
xi,j such that all the points can be interpreted as evaluation of a grid function
x(u, v) at some parameters (ui, vj). A strategy is to interprete the given boundary
array as piecewise linear curves. For this purpose one has to assign parameters
to the given points. The simplest method would be to choose ui = iN and vj =
j
M
. However, this strategy is not optimal since it tends to produce grid folding
when the distances between the given boundary points vary unevenly. It is usually
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preferable to take the chord lengths into account. In this case one computes the
lengths
lu =
N∑
k=1
‖xk,0 − xk−1,0‖, (3.21)
lv =
M∑
l=1
‖x0,j − x0,l−1‖ (3.22)
of the boundary polygons and defines the abscissae as the normalized partial
chords:
ui =
1
lu
i∑
k=1
‖xk,0 − xk−1,0‖, (3.23)
vj =
1
lv
j∑
l=1
‖x0,j − x0,l−1‖. (3.24)
In many cases grid folding can be avoided in this way. This observation is relevant
in the continuous case, too. Transfinite interpolation generally works better if the
boundary curves are parameterized according to arc length. If this is not the case
it might be possible to choose other, nonlinear blending functions that balance this
effect.
3.5.4 3D Linear Blend
In 3D the linear blend copes with the same problem for volume mappings:
Problem 2. Given six surfaces xuv0, xuv1, xu0w, xu1w, x0vw and x1vw that satisfy
the compatibility conditions
xuv0(0, v) = x0vw(v, 0), xuv0(1, v) = x1vw(v, 0),
xuv0(u, 0) = xu0w(u, 0), xuv0(u, 1) = xu1w(u, 0),
xuv1(0, v) = x0vw(v, 1), xuv1(1, v) = x1vw(v, 1),
xuv1(u, 0) = xu0w(u, 1), xuv1(u, 1) = xu1w(u, 1),
xu0w(0, w) = x0vw(0, w), xu0w(1, w) = x1vw(0, w),
xu1w(0, w) = x0vw(1, w), xu1w(1, w) = x1vw(1, w)
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find a mapping x(u, v, w) that fulfills the boundary conditions
x(u, v, 0) = xuv0(u, v),
x(u, v, 1) = xuv1(u, v),
x(u, 0, w) = xu0w(u,w),
x(u, 1, w) = xu1w(u,w),
x(0, v, w) = x0vw(v, w),
x(1, v, w) = x1vw(v, w).
The compatibility conditions stem from the requirement that neighboring faces
have to meet at common edges. Again this aim is achieved using Lagrange inter-
polation in all three coordinate directions. For the evaluation we use the recursive
scheme (3.11) which results in the algorithm:
x1(u, v, w) = (1− u)x0vw(v, w) + ux1vw(v, w) (3.25)
x2(u, v, w) = x1(u, v, w) + (1− v)(xu0w(u,w)− x1(u, 0, w))
+v(xu1w(u,w)− x1(u, 1, w)) (3.26)
and, finally,
x(u, v, w) = x2(u, v, w) + (1− w)(xuv0(u, v)− x2(u, v, 0))
+w(xuv1(u, v)− x2(u, v, 1)). (3.27)
3.5.5 Coons-Patches
The linear blend allows one only to prescribe the boundary curves. Often one
wants to prescribe the direction of the coordinate lines perpendicular to the bound-
ary, too. This can be achieved by the so-called Coons Patch. It uses unidirectional
Hermite interpolation as blending method. The univariate blending functions are
φ00(u) = u
2(2u− 3) + 1, φ01(u) = u (u− 1)2,
φ10(u) = −u2(2u− 3), φ11(u) = u2(u− 1).
(3.28)
In practice the boundary curves and the derivatives x0v,u(v), x1v,u(v), xu0,v(u)
and xu1,v(u) are given. They have to fulfill the following compatibility conditions:
x00,u := x
′
u0(0) = x0v,u(0), x10,u := x
′
u0(1) = x1v,u(0), (3.29)
x01,u := x
′
u1(0) = x0v,u(1), x11,u := x
′
u1(1) = x1v,u(1), (3.30)
x00,v := x
′
0v(0) = xu0,v(0), x10,v := x
′
1v(0) = xu0,v(1), (3.31)
x01,v := x
′
0v(1) = xu1,v(0), x11,v := x
′
1v(1) = xu1,v(1), (3.32)
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and
x00,uv := x
′
u0,v(0) = x0v,u(0), x10,uv := x
′
u0,v(1) = x1v,u(0), (3.33)
x01,uv := x
′
u1,v(0) = x1v,u(1), x11,uv := x
′
u1,v(1) = x1v,u(1). (3.34)
The quantities defined last are known as twist vectors. In matrix-vector notation
the Coons patch is given by
x(u, v) =

φ00(u)
φ10(u)
φ01(u)
φ11(u)

T 
x0v(v)
x1v(v)
x0v,u(v)
x1v,u(v)

+

xu0(u)
xu1(u)
xu0,v(u)
xu1,v(u))

T 
φ00(v)
φ10(v)
φ01(v)
φ11(v)
 (3.35)
−

φ00(u)
φ10(u)
φ01(u)
φ11(u))

T 
x00 x01 x00,v x01,v
x10 x11 x10,v x11,v
x00,u x01,u x00,uv x01,uv
x10,u x11,u x10,uv x11,uv


φ00(v)
φ10(v)
φ01(v)
φ11(v)
 .
Coons patches are usually used for the definition of parametric surfaces. It is
hardly feasible to use Coons Patches for volume grid generation, because the input
data (six surface mappings and six derivative mappings) would have to fulfill an
unmanageable large number of compatibility conditions. Commonly, all algebraic
schemes are computationally efficient but require a significant amount of user
interaction and control techniques to define workable meshes. Furthermore, there
is no guarantee that meshes generated with transfinite interpolation are unfolded.
3.6 Harmonic Grid Generation
The problem to construct folding-free grid mappings on general domains is usu-
ally addressed with methods that are based on the solution of partial differential
equations. The oldest and most common methods is based on the theory of har-
monic mappings.
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Figure 3.7: Coons-Patch: the boundary curves and orthogonal cross-derivatives
have been prescribed.
3.6.1 Fundamental Theory
By definition a harmonic mapping x(ξ) between two domains in Rd fulfills the
partial differential equation
∆ξ :=
d∑
i=1
∂2ξ
∂x2i
= 0. (3.36)
For instance, in 2D conformal mappings are harmonic. From the Riemann map-
ping theorem one knows that there always exists a conformal mapping between
two bounded domains and that these mappings are one-to-one. However, a dis-
advantage of conformal grid generation is that it is not possible to prescribe the
parameterization of the boundaries and that there is no generalization of confor-
mal mappings in 3D. On the other hand the following theorem holds:
Theorem 3 (Rado, Kneser, Choquet). Let Ω1 and Ω2 be simply connected
bounded domains in R2. Let Ω2 be convex. Let φ : Ω1 −→ Ω2 be a harmonic map
such that φ : ∂Ω1 −→ ∂Ω2 is a homeomorphism. Then, the Jacobian of φ does
not vanish in the interior of Ω.
This theorem has been conjectured by Rado [RK26] and Kneser gave a proof
already in the same number of this journal. Unaware of this result Choquet gave
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another proof in [Cho45]. Winslow was the first to utilize this approach for grid
generation [Win67]; since then it is the most widely used system for generating
grids in general regions. The result can be generalized to Riemannian surfaces
but it is not strictly known, whether this theorem holds in 3D, too. For practi-
cal applications, however, it suffices that up to now nobody was able to find a
counterexample.
To use Theorem 3 for grid generation we identify Ω2 with the logical domain
which is usually convex and Ω1 with the physical domain. Since we want to
express the physical coordinates as a function of the logical coordinates we have
to interchange the role of the dependent and the independent variables in equation
(3.36) to get
d∑
i,j=1
gij
∂2x
∂ξiξj
= 0 (3.37)
with
gij =
∂x
∂ξi
· ∂x
∂ξj
. (3.38)
Another approach to harmonic grid generation is based on the observation
that Equation (3.36) is the Euler-Lagrange differential equation of the smoothness
functional (∫
Ω1
||∇xξ||2 dx
) 1
2
. (3.39)
I.e., harmonic grids are optimally smooth grids if we measure smoothness in the
so defined norm.
3.6.2 Poisson Systems
The harmonic grid generation system does not possess any free parameters that
allow to incorporate additional features to the grid to be generated. The usual
approach to generate anisotropic boundary layer grids is to modify the harmonic
grid generation system adding control functions to the right hand side of equation
(3.36):
∆ξ = P(ξ). (3.40)
In its inverted form this reads
d∑
i,j=1
gij
∂2x
∂ξiξj
=
d∑
i=1
−Pi ∂x
∂ξi
. (3.41)
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The problem is of course, to define control functions, that achieve the desired
effect. In the classical book [TWM85] common heuristic strategies to find ap-
propriate control functions are described. However, Spekreijse [Spe95] found a
systematic method to define control functions. He composed a harmonic mapping
x(s) with an additional intermediate transformation s(ξ), see Figure 3.8.
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Figure 3.8: Composite mapping
The composite mapping fulfills a differential equation of the form (3.41) with
Pk =
d∑
i,j=1
J2gijP kij (3.42)
where the gij are the contravariant metric tensors defined by∑
k
gikg
kj = δi,j, (3.43)
the P kij are the components of the vector
Pij = −T−1 ∂
2s
∂ξi∂ξj
, (3.44)
and T is the Jacobian of the mapping s(ξ). The difficulty is now to find appropriate
parameter transformations. Spekreijse has invented algebraic methods to incorpo-
rate a constant first spacing or boundary orthogonality and one method based on
solution of the biharmonic equations in order to get both features simultaneously.
3.6.3 Numerical Construction
In practice, elliptic grids are constructed by solving equation (3.41) with finite
difference codes. For this purpose usually a fixed point iteration is employed,
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in which in each iteration the metric coefficients gij are frozen and the arising
linear PDE is solved. For the arising linear systems standard iterative solvers and
multigrid methods are applied. Equation (3.41) is a convection-diffusion equation
with moderately large convection terms. Numerical problems with its solution
arise only if the solution, i.e. the final grid, contains highly anisotropic cells. In
this case the elliptic operator defined by the coefficients gij will become highly
anisotropic, too. This may cause convergence problems with standard iterative
solvers and, hence, requires special numerical treatment, see [Lam00]. Since grids
defined by the pure, unmodified Laplace equation are intended to be as smooth and
isotropic as possible, this problem in principle only arises if one tries to generate
anisotropic boundary layer grids using appropriate control functions.
For us, in some sense this problem seems to be self-inflicted. If we instead
simply generate the purely harmonic grid mapping and a parametric representa-
tion of the control function, then the composite mapping can simply be evaluated
by composite function evaluation. Therefore in the practical implementation of
the QIGPMESH-library there was no need to care for the subtleties connected with
the solution of the anisotropic elliptic problems. In the next section we will dis-
cuss the concept of composite function evaluation in more detail.
3.7 Stretching Methods
If a smooth, boundary conforming parametric grid is available, an anisotropic grid
can easily be generated by the application of a stretching function, i.e., in 2D we
consider the modified mapping
x˜(u, v) = x(φ(u), σ(v)) (3.45)
as grid function where φ and σ are monotonous functions of the unit interval. A
collection of appropriate stretching functions is discussed in [Lis99], good results
are generally achieved by the function
φ²(ξ) =
1
²
(exp(log(1 + ²)ξ)− 1) (3.46)
where the parameter ² controls the slope of the boundary at the point ξ = 0. In
the approach described here changing the stretching function does not require a
remeshing. The stretching function itself is given to the flow solver as additional
input parameter.
In practice, however, we have to note that the choice of the grid spacing in one
coordinate direction is not entirely independent from the grid spacing in the other
directions. For instance, in areas of large curvature the mass centers of the grid
cells often lie outside of the flow domain. This leads to problems concerning the
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implementation of boundary conditions which rely on the relative position of cells
center and cell boundaries. The effect is shown in Figure 3.9.
Figure 3.9: Smooth coarse grid for an Euler computation and a corresponding
stretched grid for a Navier-Stokes calculation. The dots mark the position of the
cell centers.
To avoid this, it is necessary to increase the number of grid points on the
contour depending on the desired first spacing and the local curvature. For this
task we can again make use of the possibility to add arbitrary stretching functions
to the grid mapping.
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Figure 3.10: Segment of a circular arc.
We assume, that a grid mapping x(u, v) is given and that we have to generate a
boundary layer along the line v = 0 and that a stretching function σ(v) is already
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chosen. Furthermore let the number of grid points in v-direction be M , so that in
parameter space a step width hv = 1M is given. Since it is rather cumbersome to
check numerically if the mass center lies in the interior of the corresponding cell
we derive in the following a sufficient condition for this stipulation. We determine
in a given segment of the boundary curve the local maximum κ of the curvature
and the minimum height h of the boundary layer and note, that in the following
estimates we can approximate the real boundary curve by a circular arc with the
radius r = 1
κ
, see Figure 3.10. A grid of reasonable quality around this arc is
then similar to a grid represented by polar coordinates: x(r˜, θ) = r˜ (sin θ, cos θ).
The determinant of the Jacobian of this grid mapping is |J(r˜, θ)| = r˜. The mass
center S of a cell in this grid obviously lies on the symmetry axis, so we have only
to ensure, that r is smaller than the distance from S to the center of the arc. To
compute this distance, we note that the volume of the cell is
V =
∫ R
r
∫ α
−α
|J(r˜, θ)| dr˜ dθ = α(R2 − r2) (3.47)
where R = r + h and that the first momentum of the cell equals
M =
∫ R
r
∫ α
−α
y(r˜, θ)|J(r˜, θ)| dr˜ dθ = 2
3
sinα(R3 − r3), (3.48)
so that the distance of the cell to the origin center of the arc becomes
S =
M
V
=
2
3
sinα
α
(R3 − r3)
(R2 − r2) . (3.49)
From Figure 3.10 we see that the angle α can be computed by
sinα =
1
2
AB
r
=: s. (3.50)
Therefore the demand, that the mass center should lie inside the cell, i.e., S > r
is fulfilled, if
s
arcsin s
>
3r
2
R2 − r2
R3 − r3 (3.51)
which simplifies to
s
arcsin s
>
r + h
2
r + h
(3.52)
if we neglect terms which contain h2. The last equation contains only quantities,
that can easily be evaluated from the grid mapping and it can therefore be used,
to compute the necessary number of grid points along the boundary. We just start
at parameter u0 = 0. Then we search iteratively the maximum parameter ui+1
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such that the inequality derived above still holds. After that we define a piecewise
linear stretching function in u-direction which interpolates φ(i · hu) = ui, where
hu =
1
N
. We have applied this algorithm to a BAC3-11 profile. The first spacing
is about 8 · 10−5. The reparameterized grid shown in Figure 3.11 has 45 points on
the contour.
Figure 3.11: Grid in offset block around BAC3-11 profile after reparameterisation.
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Chapter 4
B-Spline Grid Generation
After the conceptual preparations in the previous chapter we have now to deal with
the practical realization of the parametric grid concept. As already mentioned in
the introduction we will represent the grid mappings by B-spline tensor products.
B-splines seem to be a very appropriate tool for this task, because (1) they posses
excellent approximation properties, (2) modeling with B-splines is intuitive and
fast, and (3) evaluation of B-splines is fast and numerically stable. In order to keep
this work self-contained we will begin the current chapter with the definitions and
elementary properties of B-spline functions, curves and tensor products which we
use to represent planar grids, surfaces and volume grids. Hereby we will dis-
cuss the algorithms to evaluate B-spline curves and its derivatives in some length
because we will see later that the efficient evaluation of B-spline functions may
become an important expense factor during a flow simulation on moving grids.
A central building block in our grid generation concept are efficient algorithms
for interpolation and approximation on tensor product structures. They are dis-
cussed in Section 4.4. Surprisingly the simple Theorem 7 proven in this con-
text seems not to have been mentioned in literature before. In order to meet the
smoothness requirements that arise from the needs of the flow simulation these
algorithms have to be supplemented by fairing methods, see Section 4.5. Finally
we demonstrate an efficient method to compute the linear blend of some B-spline
data.
Most of the contents of this chapter can be found in standard textbooks on
numerical analysis and computer graphics. Here we mention only a few. The
classical book [dB78] provides an thorough introduction into the theory of piece-
wise polynomial functions and the analysis and practical realization of B-spline
interpolation and approximation algorithms. In [Sch93] the emphasis is on the
approximation-theoretic properties of polynomial splines. The book [PT97] is
mainly concerned with NURBS but it begins with a very extensive description of
basic B-spline and Be´zier-techniques. [Far90] and [HL92] are books on Computer
41
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Aided Geometric Design and cover the use of spline techniques in this area. In
this context we would like to mention also the overview article [BFK84], which,
although rather outdated, is very readable and covers just the material which is
relevant for the current work.
4.1 B-Spline Functions
Let U = (ui)mi=0 be a non-decreasing sequence of real numbers:
u0 ≤ u1 ≤ . . . ≤ um−1 ≤ um. (4.1)
We will call ui the knots andU the knot sequence or synonymously the knot vector.
The multiplicity of a knot uj is µ(U, uj), where
µ(U, z) := card
{
j |uj = z
}
. (4.2)
In the sequel we will use the convention 0
0
= 0. Then, for i = 0, . . . ,m − p the
(normalized) B-spline functions of order p can be defined recursively by
Ni,1,U(u) := χ[ui,ui+1)(u) =
{
1 if ui ≤ u < ui+1
0 else
, (4.3)
Ni,p,U(u) :=
u− ui
ui+p−1 − uiNi,p−1(u) +
ui+p − u
ui+p − ui+1Ni+1,p−1(u). (4.4)
The B-spline functions are piecewise polynomials of degree p − 1, and they are
p − µ(U, uj)-times differentiable at the knots uj . If the knot sequence is non-
stationary, i.e., ui < ui+p for i = 0, . . . ,m − p, then the B-spline functions
build a basis for the space of piecewise polynomials with these differentiability
properties. Indeed, this is the origin of the name B(asis)-spline. Otherwise, if the
knot vector contains knots of multiplicity µ > p, some of the B-spline functions
are zero everywhere. We will denote the space spanned by the B-spline functions
with SpU . One of the most important and useful properties of the B-spline functions
is summarized by the following lemma.
Lemma 1. The B-spline functions form a non-negative and local partition of unity,
i.e., for i = 0, . . . ,m− p
Ni,p,U(u) ≥ 0 for u ∈ [up−1, um−p+1], (4.5)
suppNi,p,U ⊆ [ui, ui+p], (4.6)
m−p∑
i=0
Ni,p,U(u) = 1 for u ∈ [up−1, um−p+1]. (4.7)
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Figure 4.1: Cubic B-spline functions corresponding to the knot sequence
0, 0, 0, 0, 0.2, 0.4, 0.6, 0.6, 1, 1, 1, 1.
Furthermore, for later reference we note that the derivative of a B-spline function
can be written as linear combination of B-splines of lower order according to the
following formula:
N ′i,p,U(u) = (p− 1)
{
Ni,p−1,U(u)
ui+p−1 − ui −
Ni+1,p−1,U(u)
ui+p − ui+1
}
. (4.8)
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4.2 B-Spline Curves
4.2.1 Definition and Basics Properties
A B-Spline curve of order p is now defined by
x(u) =
m−p∑
i=0
piNi,p,U , pi ∈ Rd (4.9)
for u ∈ [up−1, um−p+1]. Hence B-Spline curves are nothing else than piecewise
polynomial functions represented in terms of the B-Spline functions. The pi are
called control points or deBoor points. They form in ascending order (according
to enumeration) the control polygon.
Figure 4.2: Cubic B-spline and its corresponding control polygon. The knot se-
qence is 0, 0, 0, 0, 0.1, 0.2, . . . , 0.9, 1.0, 1.1, 1.2, 1.3. See also Section 4.2.5.
Geometric modeling with B-splines is very intuitive, because the shape of the
control polygon roughly represents the shape of the B-spline curve. The point
x(u), with ui < u < ui+1, lies always in the convex hull of pi−p+1, . . . ,pi and
its position is influenced only by these p control points. The other way around,
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moving the control point pi changes x(u) only in the interval [ui, ui+p]. At this
point we can add the remark, that the B-spline basis is unconditionally stable, i.e.,
for each p there exists a constant cp such that
cp max
j=0,...,m−p
||pj|| ≤ max
u∈[up−1,um−p+1]
||
m−p∑
i=0
piNi,p,U(u)|| ≤ max
j=0,...,m−p
||pj||.
(4.10)
Consequently small changes of the control polygon cause only small changes in
the corresponding B-spline curve and vice versa. Additionally B-splines possess
the following variation diminishing property: no straight line crosses a B-Spline
curve more often than the associated control polygon. From this we conclude,
for instance, that a convex control polygon will necessarily define a convex spline
curve.
In the sequel we write Ni,p instead of Ni,p,U for simplicity. In practice we
concentrate on cubic B-spline curves (order p = 4) and therefore will sometimes
even write Ni(u) instead of Ni,4(u).
4.2.2 NURBS
NURBS (Non–Uniform Rational B-Splines) are rational polynomials of the form
x(u) =
∑
wipiNi,p(u)∑
wiNi,p(u)
. (4.11)
The pi are again called control points, additionally a weight wi > 0 is assigned
to each control point. The geometric significance of the wi can be described as
follows: if wi is large compared to wi+1 and wi−1 the curve is pulled towards pi.
In practice NURBS are so important because they are capable to represent conic
sections exactly and because they are closed under projective transformations, i.e.,
the perspective image of a rational curve is again a rational curve. In the current
work, however, we restrict ourselves to B-Splines and do not make use of NURBS,
because the advantages of NURBS are out-weighted by the following simple rea-
son: the evaluation of derivatives of NURBS curves is more expensive since you
have to apply the quotient rule of differentiation. On the other hand the efficient
evaluation of derivatives is a major aspect in our applications, in particular, when
computing curvatures and cell moments.
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4.2.3 Knot Insertion
It is possible to increase the number of knots in a knot sequence and leaving the
curve unchanged. This procedure is called knot insertion. Assume we want to add
a new knot uˆ with uj ≤ uˆ < uj+1. We have to represent the original B-spline as
linear combination of the B-spline functions Nˆi,p(u) corresponding to the refined
knot sequence Uˆ = (u0, . . . , uj, uˆ, uj+1, . . . , um) =: (uˆ0, . . . , uˆm+1). Due to the
locality of the B-spline basis knot insertion affects only some the control points
according to the formula
j∑
i=j−p+1
piNi,p(u) =
j+1∑
i=j−p+1
[
uˆ− uˆi
uˆi+p − uˆipi +
uˆi+p − uˆ
uˆi+p − uˆipi−1
]
︸ ︷︷ ︸
=: pˆi
Nˆi−1,p(u), (4.12)
i.e., the new control points pˆi are convex combinations of the old control points pi
and pi+1, see Figure 4.3. To insert several knots one can apply the formula above
repeatedly, although there are more general and computationally more efficient
methods to do so in one step. Successive knot insertion causes the control poly-
gon to approach the curve. If in this process the maximum distance h between
two subsequent knots shrinks to zero this convergence is quadratic in h [Dah86].
This property is sometimes used for fast graphical realizations in the sense of
subdivision schemes and corner cutting.
Figure 4.3: Knot insertion. The non-filled circles mark the positions of
the control points of the displayed cubic spline which has the knot sequence
0, 0, 0, 0, 0.2, 0.4, 0.6, 0.8, 1, 1, 1, 1. The black filled control points belong to the
control polygon after an additional knot at 0.5 has been inserted.
4.2. B-SPLINE CURVES 47
4.2.4 Be´zier-Curves
A B-spline curve with the knot sequence
(a, . . . , a︸ ︷︷ ︸
p times
, b, . . . , b︸ ︷︷ ︸
p times
) (4.13)
is called a Be´zier curve. Every B-spline can be converted into a sequence of
Be´zier curves making all knots p-fold by knot insertion. The B-spline functions
are identical to the Bernstein polynomials on the interval [a, b] in this case. CAGD
systems usually provide extra functions for the construction of Be´zier curves. In
the current work we do not make use of special Be´zier-techniques.
4.2.5 Clamped Knot Vectors
In practice we usually work with clamped knot vectors, i.e., knot vectors that con-
tain p-fold knots at the beginning and the end of the parameter interval. Clamped
knot vectors have some geometrical advantages over non-clamped knot vectors:
(1) the beginning and the end of the curve coincide with the first and last control
point of the spline, (2) at the beginning and the end of the parameter interval the
curve is tangent to the control polygon. For an example see Figure 4.2. Here the
knot vector is clamped at the left interval end, but not at the right interval end. If
for some reason a spline with a non-clamped knot vector is imported from another
CAGD system, we can easily convert it to a spline with clamped knot vector by
knot insertion and by removing the additional, now superfluous knots.
4.2.6 Evaluation
The recursion formula (4.3) allows for the efficient and numerically stable evalu-
ation of B-Spline curves. In this subsection let us assume that we have to evaluate
a B-spline curve or its derivative at a parameter u with
ul ≤ u < ul+1. (4.14)
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Then using the locality of the B-spline basis we can derive the following scheme:
x(u) =
m−p∑
i=0
piNi,p(u)
=
l∑
i=l−p+1
piNi,p(u)
=
l∑
i=l−p+1
pi
[
u− ui
ui+p−1 − uiNi,p−1(u) +
ui+p − u
ui+p − ui+1Ni+1,p−1(u)
]
=
l∑
i=l−p+1
pi
u− ui
ui+p−1 − uiNi,p−1(u) +
l+1∑
i=l−p+2
pi−1
ui+p−1 − u
ui+p−1 − uiNi,p−1(u)
=
l∑
i=l−p+2
[
pi(u− ui) + pi−1(ui+p−1 − u)
ui+p−1 − ui
]
︸ ︷︷ ︸
=: p
[1,0]
i
Ni,p−1(u).
In the last step of this calculation we have made use of the fact that according to
(4.6) Nl−p+1,p−1(u) = 0 and Nl+1,p−1(u) = 0. By drawing on formula (4.8) we
can handle the derivatives of B-spline curves in a similar manner:
x′(u) =
l∑
i=l−p+1
piN
′
i,p(u)
= (p− 1)
l∑
i=l−p+1
pi
[
Ni,p−1(u)
ui+p−1 − ui −
Ni+1,p−1(u)
ui+p − ui+1
]
= (p− 1)
l∑
i=l−p+2
[
pi − pi−1
ui+p−1 − ui
]
︸ ︷︷ ︸
=: p
[1,1]
i
Ni,p−1(u).
Applying these arguments recursively it follows, that any derivative of a B-spline
curve can be written as linear combination of B-spline functions of lower order,
an observation which we want to state more precisely in the following theorem.
Theorem 4. Let ul ≤ u < ul+1 and 0 ≤ s ≤ r < p. Then we can write
x(s)(u) = (p− 1) · · · (p− s)
l∑
i=l−p+1+r
p
[r,s]
i Ni,p−r(u). (4.15)
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where the coefficients p[r,s]i are defined and related by the equations which have
been marked with under-braces in the previous derivations:
p
[0,0]
i = pi, (4.16)
(u− ui)p[r−1,s]i + (ui+p−r − u)p[r−1,s]i−1 = (ui+p−r − ui)p[r,s]i , (4.17)
p
[r−1,s]
i − p[r−1,s]i−1 = (ui+p−r − ui)p[r,s+1]i . (4.18)
Finally, the identity Ni,1(u) = δi,l yields
(p− 1) · · · (p− s)p[p−1,s]l = x(s)(u). (4.19)
This theorem now serves as a guidance for the development of several spe-
cialised algorithms. The common idea is to employ the relations (4.17) and (4.18)
repeatedly in such a way that in as few steps as possible one can compute the de-
sired p[p−1,s]l . The most basic application of this scheme is the deBoor-algorithm
which evaluates a B-spline curve at a given parameter u:
Algorithm 1 (deBoor [deB72]).
• Find l with ul ≤ u < ul+1.
• Set p[0,0]i = pi, i = l − p+ 1, . . . l.
• For r = 1, . . . , p− 1 compute
p
[r,0]
i =
p
[r−1,0]
i (u− ui) + p[r−1,0]i−1 (ui+p−r − u)
ui+p−r − ui , i = l− p+ 1 + r, . . . , l.
• x(u) = p[p−1,0]l .
Note, that in this algorithm the denominator ui+p−r − ui never vanishes, be-
cause supposition (4.14) implicitly requires that ul < ul+1, and within the given
limits of the loops we always have i+ p− r ≥ l+ 1 and i ≤ l. Hence the deBoor
algorithm can be performed without performance losses due to checks for division
by zero. This guarantee holds also for the other algorithms we present here. At
least in some older references one can find algorithms which might lead to terms
of the form 0/0 if the knot sequence contains multiple knots. Furthermore in this
algorithm we only evaluate convex combinations of the control points. Therefore
the deBoor algorithm is also numerically stable.
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Analogously one can compute the n-th derivative of a B-Spline curve. First we
use the second relation which gives us the control points of the derivative. Then
we evaluate this derivative again with the deBoor’s algorithm.
Algorithm 2 (Evaluate a spline derivative).
• Find l with ul ≤ u < ul+1.
• Set p[0,0]i = pi, i = l − p+ 1, . . . l.
• For s = 1, . . . , n compute
p
[s,s]
i =
p
[s−1,s−1]
i − p[s−1,s−1]i−1
ui+p−s − ui , i = l − p+ 1 + s, . . . , l.
• Then for r = n+ 1, . . . , p− 1 compute
p
[r,n]
i =
p
[r−1,n]
i (u− ui) + p[r−1,n]i−1 (ui+p−r − u)
ui+p−r − ui , i = l− p+1+ r, . . . , l.
• x(n)(u) = (p− 1) · · · (p− n)p[p−1,n]l .
If one wants to evaluate the same B-Spline segment at more than one parame-
ter, it is computationally more efficient to compute a Taylor expansion
P(u) = c0 + c1(u− x) + . . .+ cp−1(u− x)p−1 (4.20)
first and then to evaluate this. In order to avoid numerical inaccuracies one usually
chooses a point ul ≤ x ≤ ul+1 as center point for the Taylor representation. Due
to the elementary identity
cj =
xj(x)
j!
=
(
p− 1
j
)
p
[p−1,j]
l for j = 0, . . . , p− 1, (4.21)
this leads to the task to compute all the derviatives at the expansion point x simul-
taneously. It is not very efficient to use Algorithm 2 repeatedly, but in [Bo¨h84] it
is shown how this task can be performed efficiently in one sweep. Therefore we
need one more algebraic relation between the p[r,s]i :
Lemma 2. Let 0 < r < p and 0 ≤ s < r. Then for i = l − p+ r + 1, . . . , l
p
[r,s]
i − p[r−1,s]i−1 = (u− ui)p[r,s+1]i . (4.22)
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Proof. In the following calculation we first apply the Relation (4.18) and then
(4.17):
(u− ui)p[r,s+1]i =
u− ui
ui+p−r − ui
(
p
[r−1,s]
i − p[r−1,s]i−1
)
=
u− ui
ui+p−r − ui
(
ui+p−r − ui
u− ui p
[r,s]
i −
ui+p−r − u
u− ui p
[r−1,s]
i−1 − p[r−1,s]i−1
)
= p
[r,s]
i − p[r−1,s]i−1 .
This relation is used in second loop of the next algorithm:
Algorithm 3 (Compute the Taylor representation of a spline segment).
• Assume we want to compute the Taylor representation around the expansion
point x for the interval [ul, ul+1].
• Set p[0,0]i = pi, i = l − p+ 1, . . . , l.
• For r = 1, . . . , p− 1 compute
p
[r,r]
i =
p
[r−1,r−1]
i − p[r−1,r−1]i−1
ui+p−r − ui , i = l − p+ r + 1, . . . , l.
• For s = 1, . . . , p− 1 and r = s, . . . , p− 1 compute
p
[r,r−s]
l−p+1+r = p
[r−1,r−s]
l−p+r + (x− ul−p+1+r)p[r,r−s+1]l−p+1+r .
• For r = 0, . . . , p− 1 compute cr =
(
p− 1
r
)
p
[p−1,r]
l .
In the following table we summarize how many floating point operations are
required to perform the algorithms of deBoor for point evaluation and the compu-
tation of a Taylor expansion.
order deBoor Taylor
p 1
2
p(p− 1)(5 + 3d) p(p− 1)(1 + 2d) + (p− 1)
2 5 + 3d 3 + 4d
3 15 + 9d 9 + 12d
4 30 + 18d 15 + 24d
5 50 + 30d 24 + 40d
In order to get the Taylor coefficients you have to multiply the derivatives
by the binomial coefficients
(
n
t
)
. Since in practice we usually work with limited
spline orders, it makes sense to store these factors in advance instead of recomput-
ing them every time. Finally, the operation count for Horner’s scheme is 2d(p−1).
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4.3 Tensor Product B-Splines
A bivariate B-spline tensor product is a function of the form
x(u, v) =
m−p∑
i=0
n−q∑
j=0
pi,j Ni,p,U(u)Nj,q,V (v), pi,j ∈ Rd. (4.23)
We denote the space of all such functions with Sp,qU,V . Tensor product splines are
used to represent parametric planar grids (d = 2) and parametric surfaces (d =
3). The pi,j are again called control points or deBoor points; in their natural
ordering they form the vertices of the control net of the function, see Figure 4.4.
Figure 4.4: Control Points and Evaluation of Grid Function
Many properties of B-spline curves easily carry over:
• Lines of constant v are B-spline curves, i.e.,
xv(u) =
n−k∑
i=0
pi(v)Ni,p,U(u) (4.24)
with the deBoor points
pi(v) =
n−q∑
j=0
pi,jNj,q,V (v). (4.25)
• A change of only one of the control points pi,j will affect the function for
(u, v) ∈ [ui, ui+p]×[vj, vj+q] only. Vice versa, the patch (u, v) ∈ [ui, ui+1]×
[vj, vj+1] is only influenced by the control points pi−p+1,j−q+1, . . . ,pi,j .
• New knot-lines uˆ or vˆ are inserted by application of the knot insertion algo-
rithm to each row or column of the control net.
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• Iteration of the knot insertion process produces deBoor nets that will con-
verge to the surface.
• Partial differentiation reduces the order for the corresponding parameter di-
rection.
Equations (4.24) and (4.25) also prescribe, how to evaluate a B-spline tensor prod-
uct. Let ul < u < ul+1 and vk < v < vk+1. To evaluate x(u, v) we first have
to compute the p control points pl−p+1(v), . . . ,pl(v) using p times the deBoor-
algorithm in v-direction and then to evaluate the B-spline curve segment in u-
direction to evaluate (4.24). The evaluation of a bicubic tensor product spline
therefore costs about 30 + 90d floating point operations.
Furthermore we need trivariate tensor products
x(u, v, w) =
m−p∑
i=0
n−q∑
j=0
l−r∑
k=0
pi,j,kNi,p,U(u)Nj,q,V (v)Nk,r,W (w),pi,j,k ∈ R3 (4.26)
in order to represent parametric volume grids for 3D simulations. We can omit
the rather self-evident discussion of the properties of such functions here because
it is similar to the bivariate case.
4.4 Interpolation and Approximation
4.4.1 Curve interpolation
One-dimensional B-spline interpolation has already been extensively discussed in
the literature. Here we summarize some results that can be found, among others,
in [dB78], [dB90], [Far90]. The task is to find a B-spline curve x(u) that inter-
polates some given data points xj , j = 0, . . . , N . In other words, we require that
x(uj) = xj holds for some parameter values uj . The number of control points of
the interpolating spline has, of course, to equal the number of data points but the
designer has the freedom to choose the order and the knot vector of the interpo-
lating spline. Having done so a linear problem arises:
x(uj) =
N∑
i=0
piNi,p(uj) = xj, j = 0, . . . , N, (4.27)
which we will write in matrix notation as Ap = x, where A := (Ni,p(uj))Ni,j=0 is
a banded matrix due to the locality of the B-spline basis.
The choice of the knots and the parameters is not independent from each other,
because one has to make sure that the interpolation problem is well posed:
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Theorem 5 (Schoenberg,Whitney,Karlin). The matrix (Ni,p(uj)) is invertible if
and only if Ni,p(ui) 6= 0, i = 0, . . . , N , i.e., if and only if ti ≤ ui < ti+p for all i.
In this case the matrix (Ni,p(uj)) is totally positive and therefore the linear system
may be solved by Gauss elimination without pivoting, i.e., the LR-decomposition
of (Ni,p(uj)) exists.
The most popular method is cubic spline interpolation with coincident knot
and parameter values. In this case one has two more control points than data
points. To make the interpolation problem complete one has to pose additional
conditions at the interval end. One usually prescribes the first or second derivative
of the spline in the endpoints (“complete spline interpolation”) or, if such infor-
mation is not available, puts the second derivative to zero (“natural spline inter-
polation”). Natural spline interpolation delivers often unsatisfactory results from
the geometric point of view, since surfaces build from natural spline boundaries
have the tendency to flatten out. Therefore another popular extra condition is to
require that not alone the second, but also the third derivative is continuous at the
knot between the first and the last two spline segments (“knot-a-knot condition”).
Choosing the knots and parameters may influence the shape of the resulting
spline decisively. The most popular choices are uniform, chord-length or cen-
tripetal parameter vectors. Setting ∆j := uj+1 − uj and ∆xj = xj+1 − xj these
three parameterizations are characterized by
∆j
∆j+1
= 1,
∆j
∆j+1
=
||∆xj||
||∆xj+1|| ,
∆j
∆j+1
=
[ ||∆xj||
||∆xj+1||
] 1
2
,
respectively. There is no definite rule, how to determine the ”best” method for
the parameterization. In our application, the default choice is the centripetal knot
vector that in many cases produces the optically most pleasing result. Note how-
ever, that there is reason to formulate the last sentence in such a vague and non-
mathematical manner.
However, the choice of the knot-vector is sometimes decided a-priori by for-
mal considerations that do not depend on the geometric problem. For instance, it
might be necessary, that a spline has the same knot structure as the opposite curve
in a tensor product surface to be constructed. This situation may lead to deterio-
ration of the smoothness of the interpolating spline and should be avoided as far
as possible.
4.4.2 Curve Approximation
In curve approximation the number of data points N is larger than the number of
the control points n. Instead of a system of equations we solve the least squares
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problem
N∑
j=0
[
n∑
i=0
piNi,p(uj)− xj
]2
−→ min, (4.28)
or, equivalently, in matrix form:
‖Ap− x‖2 −→ min. (4.29)
From the Schoenberg-Whitney theorem it follows directly:
Theorem 6. The least squares problem has full rank, if and only if, for some
0 ≤ j0 < j1 < . . . jn ≤ N
ti < uji < ti+k, i = 0, . . . N. (4.30)
Less formally one could say that it must be possible to assign one approxima-
tion point to the support of each B-spline function. There are methods to solve
the under-determined problem if the condition above is violated. However, in
the current work this problem did not occur, but the approximation routines are
exclusively applied to dense data sets and used for data reduction. In most text-
books the linear least squares problem is solved via the normal equations, since
the banded matrix ATA can be efficiently treated with Cholesky decomposition.
However, we prefer the solution via orthogonal transformations because the QR-
decomposition of the banded system matrix can be even more efficiently realized
with Householder transformations which are adapted to the matrix-structure. In-
deed this approach is more stable, too.
Moreover, one has to note, that the residuum of the linear approximation prob-
lem does not measure the distance of the data points to the spline curve, because
the error vectors x(uj) − xj are in general not orthogonal to the approximation
curve. The genuine geometric approximation error has to be computed separately.
4.4.3 Tensor Product Interpolation
Frequently a surface that shall be represented as B-spline is given in form of a
structured discrete grid X = (xkl), k = 0, . . . , N , l = 0, . . . ,M . In this case the
task is to find control points pij such that for all k, l
N,M∑
i,j=0
pijNi,p,U(uk)Nj,q,V (vl) = xkl. (4.31)
In the following we omit the subscripts p, U and q, V because one can see from
the name of the argument, what B-spline basis is meant. If we write (4.31) in the
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following form ∑
j
[∑
i
pijNi(uk)
]
︸ ︷︷ ︸
=: qkj
Nj(vl) = xkl (4.32)
the following algorithm suggests itself:
1. For k = 0, . . . , N solve the one-dimensional linear systems
M∑
j=0
qkjNj(vl) = xkl; (4.33)
2. then for l = 0, . . . ,M solve
N∑
i=0
pilNi(uk) = qkl. (4.34)
This algorithm is very efficient since it only requires the LR-decompositions of
the banded Matrices A = (Ni(uk)) and B = (Nj(vl)), so that one can solve the
systems cheaply by forward and backward substitution.
Note, that in the first step of the algorithm we operate on the rows of X using
the matrix B and in the second on the columns with A. We can thus formulate the
interpolation problem in matrix notation as follows: find a matrix P, such that
APBT = X (4.35)
The algorithm (4.33), (4.34) can easily be extended to arbitrary dimensions.
However, in order to formulate this in matrix notation we have to introduce a
new kind of matrix-array multiplication. Let X be a d-dimensional array of n1 ×
n2 × . . . × nd points and M be a two-dimensional matrix with the dimensions
(m,ni). Then we define the product M ∗i X to be an array with the dimensions
n1× . . .×ni−1×m×ni+1× . . .×nd. The components of this product are defined
by
(M ∗i X)j1,...,jd =
m∑
k=0
mji,kXj1,...,ji−1,k,ji+1,...,jd , (4.36)
i.e., we apply the standard rule for matrix-vector multiplication to the columns in
the i-th dimension of the array X. Note that if X is two-dimensional then ∗1 is
just the usual matrix-matrix multiplication and M ∗2 X = XMT . Furthermore
the multiplications are commutative in the sense that for i 6= j
A ∗i B ∗j X = B ∗j A ∗i X. (4.37)
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Using this notation the 3D interpolation problem can now be understood as the
problem to find a three-dimensional control net P such that
A ∗1 B ∗2 C ∗3 P = X (4.38)
Again solving this system is reduced to the task of computing LR-decompositions
of the 1D-collocation matrices A, B, and C.
4.4.4 Tensor Product Approximation
In 2D tensor product approximation we encounter the least squares problem to
find control points pij such that
N,M∑
k,l=0
(
n,m∑
i,j=0
pijNi(uk)Nj(vl)− xkl
)2
−→ min (4.39)
where n < N and m < M . In matrix formulation this can be written as the
problem to minimize the Frobenius norm of the error-matrix:
‖APBT −X‖F −→ min. (4.40)
Analogously to multivariate interpolation one could try to decompose this prob-
lem into a series of one-dimensional least-squares problems:
1. For k = 0, . . . , N solve the least squares problems
M∑
l=0
(
m∑
j=0
qkjNj(vl)− xkl
)2
−→ min; (4.41)
2. then for l = 0, . . . ,m solve the least square problems
N∑
k=0
(
n∑
i=0
pilNi(uk)− qkl
)2
−→ min. (4.42)
This algorithm could be efficiently performed by QR decomposition of the ma-
trices A and B. The only question is whether this algorithm really provides a
solution to the original problem. The answer is given by the following
Theorem 7. If the matrices A and B have full rank, then the subsequent solu-
tion of the one-dimensional problems (4.41) and (4.42) yields the solution of the
original problem (4.39).
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In order to proof this theorem let A = QARA and B = QBRB be QR-de-
compositions of A and B where RA and RB are block matrices with the structure
RA =
(
R˜A
0
)
, RB =
(
R˜B
0
)
, (4.43)
and QA and QB are orthogonal matrices. Since A and B have full rank, R˜A and
R˜B are quadratic, invertible, upper triangular matrices. Furthermore we decom-
pose the orthogonal matrices into blocks
QTA =
(
Q1A
Q2A
)
, QB =
(
Q1B Q
2
B
) (4.44)
where Q1A ∈ Rn×N contains the first n rows of QTA and Q1B ∈ Rm×M contains the
first m columns of QB. With this notation the proof follows from the following
two lemmata.
Lemma 3. The solution P that is computed by algorithm (4.41)– (4.42), i.e. by
subsequent solution of one-dimensional problems, can be written as
P = R˜−1A Q
1
A(X(Q
1
B(R˜
T
B)
−1)). (4.45)
Proof. We have only to remember some results from elementary matrix computa-
tion, see for instance [GV96]. Consider an overdetermined, full rank least squares
problem ||Cy − d||2 → min with C ∈ Rm×n, y ∈ Rm and d ∈ Rn, and m < n.
LetC = QR be theQR-decomposition of C with R˜ ∈ Rm×m the upper triangular
part and let Q1 ∈ Rm×n contain the first m rows of QT . Then the original least
squares problem is equivalent to ||Ry − QTd||2 → min and the solution is found
by backward substitution in the upper block of this matrix equation. Hence the
solution y of the least squares problem can be written explicitly as
y = R˜−1(Q1d). (4.46)
This solution stays formally the same if one replaces d and y by matricesD and Y
composed column-wise of several right hand sides and accordingly many solution
vectors.
Furthermore an analogous argumentation can be applied to the transposed sys-
tem ||yTCT−dT ||2 → min. This problem is equivalent to ||yTRT−dTQ||2 → min
and sinceRT is a lower triangular matrix the solution of this problem can be found
by forward substitution which yields
yT = dTQ1(R˜
T )−1. (4.47)
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Here Q1 contains the first m columns of Q. Again this solution stays formally the
same if one replaces the dT and yT by matrices D and Y composed row-wise of
several right hand sides and solution vectors.
The lemma now follows directly: in the first step of the algorithm we solve a
series of transposed systems, i.e. we substitute C = B and d = X in equation
(4.47) and in the second step solve least-squares problems column-wise substitut-
ing C = A and d = XQ1B(R˜TB)−1 which is the intermediate result of the first step
in equation (4.46).
Lemma 4. (4.45) is also the exact solution of the original problem (4.39).
Proof. To show this we note that the multiplication with the orthogonal matrices
QTA andQB does not change the Frobenius norm of the given error matrixAPB−
X:
‖QARAP(QBRB)T −X‖F = ‖RAPRTB −QTAXQB‖F . (4.48)
Due to the block-structure of RA and RB the transformed error matrix looks like(
R˜APR˜
T
B 0
0 0
)
−
(
Q1AXQ
1
B Q
1
AXQ
2
B
Q2AXQ
1
B Q
2
AXQ
2
B
)
. (4.49)
Now, minimizing the Frobenius norm of this matrix is obviously achieved by solv-
ing the matrix equation
R˜APR˜
T
B = Q
1
AXQ
1
B (4.50)
in the upper left block exactly. This yields exactly Equation (4.45).
Note, that it does not matter whether we compute solutions of the approx-
imation problems by QR-decomposition or using the normal equations. In the
above proof the QR decomposition was only a means to represent the solution
by an explicit formula. However, we can see from this proof, that the algorithm
described above has one caveat. Usually, if one uses QR-decomposition to solve
a least squares problem, one gets the residual vector automatically. However, in
the algorithm above the blocks in the transformed error matrix, that contain the
residual information are never computed. If one is interested in the residuals one
has to apply the orthogonal transformations QA and QB first before starting the
backward substitution with the matrices R˜A and R˜B. In this form the algorithm
becomes slightly more expensive.
Surprisingly enough this simple theorem has been missed by all authors that
have dealt with this problem in literature before. For some references see [FF94],
[Pit97]. On the contrary, Piegl and Tiller [PT97] implicitly claim that the sub-
sequent solution of the one-dimensional problems does not yield the exact least
squares solution of the original problem but without giving a counter-example.
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The first one to realize the validity of the theorem was Brakhage [Bra02] although
his original proof was more involved and has never been published in written
form. Using the matrix-array notation introduced in the previous subsection the
proof can be extended to arbitrary dimensions with only formal extra effort.
4.5 Curve and Surface Fairing
4.5.1 The Necessity of Fairing
Recall that for a twice differentiable curve x(u) the curvature κ is given by
κ(u) =
‖x′(u)× x′′(u)‖
‖x′(u)‖3 . (4.51)
If the curve is ’reasonably’ parameterized, ‖x′‖ does not vary too much, and so κ
is mostly influenced by x′′. Moreover cubic B-Spline interpolation possesses the
following best approximation property:
Theorem 8. Let s be the complete or the natural interpolation spline of a function
f and let y ∈ C2[a, b] be another interpolating function that fulfills the same
boundary conditions. Then∫ b
a
s′′(u)2 dt ≤
∫ b
a
y′′(u)2 dt. (4.52)
Nevertheless B-spline interpolants need not be “smooth”. The reasons are twofold:
first the data points are typically obtained from measurements and afflicted with
errors, so that the exact location of the points can only be given within some toler-
ance. Since the data points are known to be in error it seems reasonable to change
them within the known tolerance in order to obtain a curve that is fairer than the
interpolant to the original data. Second, even if the data points are given analyti-
cally it might be difficult to find an arclength parameterization of the curve so that
‖x′(u)‖ may vary, too.
The curvature plot is a highly sensitive indicator of the shape of a curve.
Changes in a curve that are hardly noticeable when examining its plot on the
computer screen or a high precision plot are easily spotted on the curvature plot.
Consequently, we shall use curvature plots to assess the smoothness of our spline
representations.
The top graphs of Figure 4.5 show curvature plots of two B-Spline represen-
tations of the same airfoil, namely the SFB 401 cruise configuration. The first
one was interpolated from a set of 193 discrete points. Although there were no
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Figure 4.5: Influence of boundary approximations
deviations of these points from the original description of the configuration the in-
terpolated spline shows oscillations in the curvature. This effect can be reduced by
approximating more points xi than control points pj . The second representation
was produced by approximation of an enlarged data set of 2000 points with 200
control points. To demonstrate the influence on the flow solution in the bottom
row the pressure distribution on the airfoil calculated by QUADFLOW is plotted in
the bottom graphs. This example shows, that an adaptive code will – in contrast
to a method on a fixed grid – react sensitively to even small scale inaccuracies in
the description of the geometry. Therefore a B-spline grid generation library has
to provide appropriate tools for curve and surface fairing.
4.5.2 The Fairing Principle
Under fairing we subsume any method that modifies the control points of a curve
in order to achieve a more ’pleasant’ appearance its shape. What does it take to
make a curve look more ’pleasant’ thereby depends very much on the application.
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The example above indicates that we have to suppress spurious oscillations in the
curvature plot. In the QIGPMESH-library fairing methods based on the algorithms
given in [FRSW87], [EH94] and [Had96] are implemented. These methods are
local, i.e., each of these methods only modifies one control point pr at a time.
The principle is to define some kind of (local) fairness criterion and to find a
new position p¯r of the control point in question, such that that the resulting curve
x¯(t) is fairer than the original curve. Usually there is some tolerance δ, e.g. the
measurement tolerance, that restricts the search to curves with ‖x¯(t)− x(t)‖∞ <
δ. A sufficient condition for the modified spline to stay within this tolerance is
that no control point differs more than δ from its original position. In the concrete
methods described below we compute first the global minimum of some fairness
functional E(p˜r) to get a new position p˜r. Then we define
p¯r = pr + δ
p˜r − pr
‖p˜r − pr‖ (4.53)
if p˜r − pr > δ and p¯r = p˜r else, expecting that moving the control point into
the direction of the global minimum of the fairness functional makes the curve
smoother.
4.5.3 Knot Removal - Knot Reinsertion Fairing
A conceptually simple but in many cases also efficient fairing method has been
proposed in [FRSW87] and can be applied to cubic spline curves with single in-
terior knots. Such curves are C2-continuous at the knots and as fairness criterion
one takes the jump of the third derivative at the knot uj: we say x(u) is fairer than
y(u) at the knot uj , if
(x′′′(uj+)− x′′′(uj−))2 ≤ (y′′′(uj+)− y′′′(uj−))2, (4.54)
where the notation uj+ and uj− denotes the left and right limit, respectively. It is
natural to assign the control point pj−2 to the knot uj , because the corresponding
B-spline functionNj−2 has the support [uj−2, uj+2]. Some algebraic manipulation
shows that it is possible to determine a new position for this control point in such
a way, that the jump in the third derivative at uj vanishes. This location p˜j−2 can
explicitly be computed as
p˜j−2 =
(uj+2 − uj)lj + (uj − uj−2)rj
uj+2 − uj−2 (4.55)
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with the two auxiliary points
lj =
(uj+1 − uj−3)pj−3 − (uj+1 − uj)pj−4
uj − uj−3 , (4.56)
rj =
(uj+3 − uj−1)pj−1 − (uj − uj−1)pj
uj+3 − uj . (4.57)
Since the new curve x˜(u) could now be represented as spline over a reduced knot
sequence that does not contain the knot uj anymore, this step in the algorithm can
be interpreted as knot removal.
4.5.4 Local Energy Fairing
Local energy fairing is applicable to B-spline curves x(u) : [a, b] −→ Rd of
arbitrary order and with general knot vectors. In each iteration step we consider
the local minimization problem: find a new location p˜r that minimizes the energy
integral
El(p˜r) =
∫ b
a
(
x˜(l)(u)
)2
du (4.58)
where l = 2 or l = 3 are appropriate choices. The unique minimum of this
functional is determined by
∂
∂p˜r
El(p˜r) = 0. (4.59)
Writing down this integral in more detail
El(p˜r) =
∫ b
a
(∑
i6=r
piN
(l)
i,k(u) + p˜rN
(l)
r,k(u)
)2
du (4.60)
and inserting this into (4.59) we obtain
∑
i6=r
pi
∫ b
a
N
(l)
i,k(u)N
(l)
r,k(u) du+ p˜r
∫ b
a
(N
(l)
r,k)
2(u) du = 0. (4.61)
This equation can be solved explicitly revealing
p˜r =
min{r+k−1,n}∑
i=max{0,r−k+1},i6=r
γri pi (4.62)
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with weighting factors γi of the form
γri = −
∫ b
a
N
(l)
i,k(u)N
(l)
r,k(u) du∫ b
a
(
N
(l)
r,k(u)
)2
du
. (4.63)
The main disadvantage of the local energy fairing is, that the evaluation of these
integrals is relatively expensive.
If one wants to fair a surface x(u, v) : [a, b] × [c, d] −→ R3 one has the
choice between many fairing criteria that are motivated by physical or geometric
considerations. On typical choice is to minimize the thin plate energy
E(p˜r,s) =
∫ ∫
x2uu(u, v) + 2x
2
uv(u, v) + x
2
vv(u, v) dudv, (4.64)
i.e., in each iteration step of the fairing process we determine the surface
x˜(u, v) =
n∑
i=0
m∑
j=0︸ ︷︷ ︸
(i,j) 6=(r,s)
pijNi,p(u)Nj,q(v) + p˜r,sNr,p(u)Ns,q(v) (4.65)
that minimizes the above functional. The unique solution of this local problem is
given by
p˜rs =
n∑
i=0
m∑
j=0︸ ︷︷ ︸
(i,j)6=(r,s)
γrsij pij (4.66)
with weighting factors
γrsij = −
U2,2i,r V
0,0
j,s + 2U
1,1
i,r V
1,1
j,s + U
0,0
i,r V
2,2
j,s
U2,2r,r V
0,0
s,s + 2U
1,1
r,r V
1,1
s,s + U
0,0
r,r V
2,2
s,s
(4.67)
where we use the abbreviation
Uk,li,j =
∫ b
a
N
(k)
i,p (u)N
(l)
j,p(u) du, (4.68)
V k,li,j =
∫ d
c
N
(k)
i,q (v)N
(l)
j,q (v) dv. (4.69)
Note that in equation (4.66) most summands vanish due to the local support of the
B-Spline basis.
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4.5.5 The Fairing Algorithm
In the previous sections we discussed how to change the curve locally by modi-
fying a single control point. In order to fair the curve globally we have to iterate
this process. In the QIGPMESH-library the following algorithm proposed by Eck
and Hadenfeld [EH94] is employed. First we compute a ranking list in which
the B-spline control points are numbered according to the expected improvement
zr = E(p˜r) − E(pr) of their local fairness functional. If a control point has al-
ready been moved this is penalized in the ranking list. Then in each iteration cycle
the control points with the highest rankings are modified and after that the ranking
list is updated. The iteration is stopped if a given number of fairing steps has been
performed or if the maximum zr becomes smaller than a prescribed value.
The exposition above might raise the question why we do not try to mini-
mize some global fairness functional, for instance the global energy integral di-
rectly. Indeed the above mentioned fairing algorithm can easily be interpreted
as relaxation method for the approximative solution of the corresponding global
optimization problem. However, in practice this is usually not done for the fol-
lowing reasons. First due to the tolerance restriction global fairing usually leads
to non-linear, inequality constraint optimization problems that need to be solved
iteratively involving the solution of large linear systems. Second in many applica-
tions the user might want to specify smaller segments of the curve or surface that
need to be faired whereas other parts of the curve should not be modified. Actu-
ally local extrema of the curvature or even kinks might be features of the curve
and not unwanted artefacts.
4.6 B-Spline Transfinite Interpolation
In this section we consider again the design situation that has been described in
Section 3.5, i.e., we want to use transfinite interpolation to generate a grid from
given boundary data, that this time is given by B-spline functions.
First of all we note that if both the boundary data and the blending functions
are piecewise polynomials, then the resulting grid function is a piecewise polyno-
mial with tensor product structure. This can easily be deduced by inspection of
the formulas of transfinite interpolation. Furthermore, if the polynomial degrees
of the blending functions are lower than the degrees of the boundary data (what
is practically always fulfilled) then it is possible to represent the transfinite inter-
polant as tensor product with the same knot-sequences and polynomial degree as
is prescribed by the given boundary data. The only assumption is, that opposite
curves or surfaces have the same order and the same knot sequence. If this is not
the case it can easily be achieved by degree raising and knot insertion.
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A general strategy to compute the control points of the tensor product grid is
to evaluate the transfinite interpolation formula at a grid of points, and then to
interpolate this grid. This method is exact but moderately expensive: first you
have to evaluate the formulas of transfinite interpolation itself, which are rather
lengthy, and require the evaluation of the boundary splines itself. Then you have
to solve the interpolation problem, what is not too expensive as has been shown
in the previous sections, but still requires some computational effort.
However, the tensor product representation of the standard linear blend, de-
scribed in the Sections 3.5.2 and 3.5.4 can be computed in a much simpler man-
ner as has been observed by Farin [Far92]. Since the proof given in this citation
is only valid for Be´zier-representations and even in this case is not complete, we
formulate this result in depth.
Theorem 9. Let the four boundary curves of a surface be given in B-spline form.
Let us assume that the opposite curves are of the same orders p and q respectively,
and defined over the same clamped knot vectors U and V , i.e.,
xu0(u) =
n∑
i=0
pi0Ni,p,U(u), xu1(u) =
n∑
i=0
pimNi,p,U(u), (4.70)
x0v(v) =
m∑
j=0
p0jNi,q,V (v), x1v(v) =
m∑
j=0
pnjNi,q,V (v). (4.71)
Take the control polygons of the boundary curves and interpolate them with a
discrete linear blend according to Section 3.5.3. Thereby assign the so-called
Greville abscissae
uˆi :=
1
p− 1
p−1∑
k=1
ui+k (4.72)
as parameter to the i-th column of control points in U -direction and
vˆj :=
1
q − 1
q−1∑
k=1
vi+k (4.73)
to the j-th row of control point in v-direction. Then the vertices of this net are
precisely the control points of the tensor product representation of the linear blend
to the original boundary curves.
Proof. As it turns out, the proof becomes trivial, if one only rigidly formalizes
the decisive step in the algorithm described above. This is the interpretation of
the control polygons as piecewise linear function. For this purpose we define the
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following operator:
G :
[
Sp,qU,V −→ S2,2Uˇ ,Vˇ∑
i,j pijNi,U(u)Nj,V (v) 7−→
∑
i,j pijN2,UˇN2,Vˇ (v)
]
. (4.74)
where the knot-vectors Uˇ and Vˇ are built from the Greville abscissae of the origi-
nal knot-vector U :
Uˇ = (uˆ0, uˆ0, uˆ1, uˆ2, . . . , uˆn−p−1, uˆn−p, uˆn−p), (4.75)
Vˇ = (vˆ0, vˆ0, vˆ1, vˆ2, . . . , vˆn−q−1, vˆn−q, vˆn−q). (4.76)
Note, that U and V were assumed to be clamped so that uˆ0 = up−1, uˆn−p =
un−p+1, vˆ0 = vq−1 and vˆm−q = vm−q+1, and consequently the splines s and G(s)
are defined over the same interval. The operator G has linear precision, i.e., all
affine functions are reproduced. Since the tensor product structure is not disturbed
by the operator it suffices to show this for a univariate function f(u) = au + b.
From B-spline theory the following identity is known:
u =
n∑
i=0
uˆi,pNi,p,U(u). (4.77)
In the literature this is usually derived as a corollary of Marsden’s identity. Using
this we get
G(au+ c) = G
(
n∑
i=0
(auˆi,p + c)Ni,p,U
)
=
n∑
i=0
(auˆi,p + c)Ni,2,Uˇ
= a
n∑
i=0
uˇi+1Ni,2,Uˇ + c = au+ c.
In the last row of this computation we have made use of the fact, that the B-spline
basis builds a partition of unity, and that the i-th Greville abscissa of order 2 for
the knot-vector Uˇ is just uˇi+1, so that we can again apply (4.77).
Now the claim of the theorem is, that it does not matter whether we take first a
B-spline tensor product surface s(u, v), generate the linear blend to its boundary
data and then apply G, or if we first apply the operator G to the function s and
only then compute the linear blend. In both cases we should end up with the same
function. Therefore, if we denote the operation to compute the linear blend to the
boundary data of some surface s with Ls we have to show that
GLs = LGs (4.78)
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for each B-spline tensor product s ∈ Sp,qU,V . However, after the above preparations
this is trivial: by definition of L and due to the linear precision of G the blending
functions are reproduced exactly, so that
LGs = GLs = (1− u)
∑
j
p0jN2,Vˇ (v) + u
∑
j
pnjN2,Vˇ (v)
+(1− v)
∑
i
pi0N2,Uˇ(u) + v
∑
i
pimN2,Uˇ(u)
−(1− u, u)
(
s(0, 0) s(0, 1)
s(1, 0) s(1, 1)
)(
1− v
v
)
.
(4.79)
Note that the assumption that the knot-vector is clamped is not only made due
to technical problems of the proof, but with non-clamped knot-vectors the theorem
really does not hold. Furthermore the proof cannot be generalized to higher order
interpolation methods. To have an efficient method to compute the linear blend is
especially convenient when performing calculations on moving grids, see Chapter
6.
Chapter 5
A Multiblock Grid Manager
So far we have dealt with methods for single-block grids. In this section we
address the problem how to bundle several such blocks into a compound data
structure. For this task we need a framework that allows us to describe how the
different blocks are logically connected to each other. Ideally such a framework
separates the information about the topology and geometry as far as possible. A
module that serves this aim is usually called topology manager. In the QIGPMESH-
library a method has been realized which is based on the object-oriented program-
ming paradigm. It is similar to the methods proposed by Spekreijse and Boerstoel
[SB96] and Runborg [Run99].
The topology manager has to meet two requirements. First it has to ensure the
geometric consistency of the multiblock grid. Simultaneously it should provide
the necessary flexibility to generate and manipulate rather general block decompo-
sitions and in particular support the use of partial block interfacing. The topology
managers of Spekreijse and Runborg achieve the latter aim by introducing so-
called compound edges and faces. In a first version of the QIGPMESH-Library we
followed this guideline but soon made the experience that this approach can easily
lead to deep recursions when the block decomposition becomes complex. Con-
sequently the management of the grid element dependencies may become rather
difficult. The approach proposed here seems considerably simpler. It is based on
the notion of embedded vertices and edges.
In this chapter we describe the concepts and the actual implementation of the
topology manager which has been realized for the QIGPMESH-library. Thereby
we will explain the data structures for both parametric and discrete grids simul-
taneously because conceptually there is not a big difference between these two
cases. Moreover, the data structures are widely independent from the geomet-
ric representation of the grids. It does not matter whether we use B-splines,
NURBS or other methods and not even whether the physical space is two- or
three-dimensional. Sections 5.1 starts with a listing of the topological elements
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from which a multiblock grid is built. The C++ classes which represent these el-
ements are introduced in Section 5.2. In Section 5.3 we present how the topology
manager is utilized during the grid construction stage and how it automatically re-
tains the geometric consistency in the case of grid deformation. Finally, in Section
5.4 we discuss some points concerning the generation of a discretization from the
topology and geometry data.
5.1 The Topological Grid Elements
The geometry and the topology of a multiblock grid is built from four types of
elementary objects, namely vertices, edges, faces, and blocks. These objects are
bundled into the grid element hierarchy.
5.1.1 Vertices
Geometrically a vertex is a point in the physical domain. Vertices are not to be
mistaken for grid points which are part of the discretization but vertices are topo-
logical elements and part of the grid element hierarchy. They serve as start and
end points of edges. As we will see later, there are two kinds of vertices: inde-
pendent and embedded vertices. The difference between these two types is that
independent vertices do not depend on the existence of other elements in the grid
hierarchy. The definition of embedded vertices is relative to the definition of al-
ready existing edges and faces.
5.1.2 Edges
In a parametric multiblock grid edges are geometrically represented by functions
that map the unit interval to the physical domain:
e :
{
[0, 1] −→ D
u 7−→ e(u)
}
.
Discrete edge representations are one-dimensional arrays E[0], E[1], . . . , E[N ] of
grid points. It might be useful to think of such an array as a mapping from the
finite set of integers {0, 1, . . . , N} to the physical domain:
E :
{ {0, 1, . . . , N} −→ D
i 7−→ E[i]
}
.
Of course, N = NE may be different for each edge. From the topological point of
view edges are lines that connect two vertices. We call e(0) (or E[0] respectively)
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the start vertex and e(1) (or E[N ]) the end vertex of the edge, see Figure 5.1.
It does not matter whether these vertices are independent or embedded. Like
vertices, the edges themselves can also be independent or embedded into a face.
5.1.3 Vertices Embedded in Edges
A vertex V is said to be embedded into an edge if it is attached to a fixed parameter
uV on this edge. The other way round, we say the edge supports the vertex. In
particular this means that if the edge geometry changes during a grid deformation
process the coordinates of the embedded vertices have to be recomputed, too. For
a discrete edge the parameter iV has to be one of the integers 1, . . . , N − 1 and a
vertex is just the grid point so addressed. Here we can already feel the superior
flexibility of the parametric approach because it allows us to embed a vertex at a
continuum of parameters in the range (0, 1). Each edge can support an arbitrary
number of vertices. Embedded vertices are needed for the construction of partial
block interfaces. The start and end vertex of an edge are not considered to be
embedded into this edge.
V1=e1(0)
V2=e1(1)
V3=e1(0.43)
V4=e2(1)
Figure 5.1: Multiblock edges and vertices. V1 and V2 are the start and end vertex
of edge e1. V3 is an embedded vertex attached to edge e1 at the parameter 0.43.
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5.1.4 Faces
In the parametric case faces are bivariate mappings from the unit square to the
physical domain:
f :
{
[0, 1]× [0, 1] −→ D
(u, v) 7−→ f(u, v)
}
South=e1([0.28,0.67])
North=e4([0,0.78])
West=e2([0,1])
East=e3([0,1])
Figure 5.2: Multiblock face. The southern and northern boundary of the displayed
face are constructed as partial interfaces with respect to the edges e1 and e4.
A discrete face is a two-dimensional array F [0][0], F [0][1], . . . , F [N ][M ] of (N +
1)× (M +1) grid points. Again it is useful to think of such an array as a mapping
F :
{ {0, . . . , N} × {0, . . .M} −→ D
(i, j) 7−→ F [i][j]
}
Each face has the four boundaries west (u = 0 or i = 0), east (u = 1 or i = N ),
south (v = 0 or j = 0) and north (v = 1 or j = M ). The boundaries of each face
consist of subsets of previously defined edges. In the case of parametric grids we
have
f(0, v) = e1((1− v)a1 + vb1),
f(1, v) = e2((1− v)a2 + vb2),
f(u, 0) = e3((1− u)a3 + ub3),
f(u, 1) = e4((1− u)a4 + ub4).
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Here the ai 6= bi are arbitrary parameters in the range [0, 1]. If ai = 0 and bi = 1
the face uses the whole edge in its original orientation as its i-th boundary. By
choosing arbitrary ai and bi one can construct partial interfaces. It is possible to
choose bi < ai, in this case the orientation of the face boundary is reversed to the
orientation of the edge. The analog for discrete faces reads
F [0][j] = E1[A1 + j · sign(B1 − A1)],
F [N ][j] = E2[A2 + j · sign(B2 − A2)],
F [i][0] = E3[A3 + i · sign(B3 − A3)],
F [i][M ] = E4[A4 + i · sign(B4 − A4)],
where
sign(a) =

1 if a > 0,
0 if a = 0,
−1 if a < 0
 .
Here the indices Ai and Bi are in the range {0, . . . , NEi}.
5.1.5 Vertices Embedded in Faces
Similar to edges, faces can support vertices. In this case the vertex is defined to
be attached to the parameter (u, v)V or (i, j)V on the face.
5.1.6 Edges Embedded in Faces
Even more, faces can support edges. The current topology manager allows one
to embed edges along lines of constant parameters, see Figure 5.3. To define the
embedding of the curve completely the following parameters must be given:
1. Whether the curve is of type u = const or v = const.
2. The value of the constant face parameter.
3. The parameter of the start point of the edge with respect to the other coor-
dinate.
4. The parameter of the end point of the edge with respect to the other coordi-
nate.
Embedded vertices and edges are needed to construct partial block interfaces.
In the lower part of Figure 5.3, for instance, the embedded edges are needed to
construct the face that represents the front side of the smaller block.
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V8
V9
e5
Figure 5.3: Upper part: Edge embedded in face. It is of type u = const = 0.4,
starts at v = 0.2 and ends at v = 0.8. The vertices V8 and V9 are embedded in
the face, too. The lower sketch shows a simple configuration for which embedded
edges are needed.
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5.1.7 Blocks
Parametric blocks are trivariate mappings b(u, v, w) from the unit cube into the
physical domain:
b :
{
[0, 1]× [0, 1]× [0, 1] −→ D
(u, v, w) 7−→ b(u, v, w)
}
.
Analogously, discrete blocks are three-dimensional arrays B[i][j][k] of (N +1)×
(M + 1)× (L+ 1) grid points:
B :
{ {0, . . . , N} × {0, . . .M} × {0, . . . , L} −→ D
(i, j, k) 7−→ B[i][j][k]
}
.
The block boundaries left (u = 0 or i = 0), right (u = 1 or i = N ), front (v = 0
or j = 0), back (v = 1 or j = M ), bottom (w = 0 or k = 0) and top (w = 1 or
k = L) are subsets of previously defined faces. To describe precisely how a block
is actually defined from its bounding faces is a somewhat cumbersome task. First
of all each block boundary inherits a coordinate system from the parameterization
of the block. The left and right boundaries inherit the parameters ξ = v, η = w,
the front and back boundaries the coordinates ξ = u, η = w, and the bottom
and top boundary the coordinates ξ = u, η = v. Secondly there is the genuine
parameterization s, t of the bounding face. There are eight different cases, how the
s, t and the ξ, η-coordinate systems can be oriented relatively to each other. Figure
5.4 shows them schematically. We assume that the s, t-coordinate system of the
face is oriented in standard way, i.e., the first coordinate points to the right and
the second to the top. The graphs show the inherited ξ, η-system in all possible
configurations and the code number used in the QIGPMESH-library to describe this
configuration.
For example, if the left boundary of block b is constructed from the partial face
f([a, b]× [c, d]) and the relative orientation of the coordinate systems is coded by
−1, then
b(0, v, w) = f((1− w)a+ wb, (1− v)c+ vd).
If we describe the top boundary of a block and the orientation-code is 4, then
b(u, v, 0) = f((1− v)a+ vb, (1− u)c+ ud).
Without loss of generality we assume that a < b and c < d. The discrete case is
treated in a similar manner.
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Figure 5.4: Coding of relative orientations of coordinate systems.
5.2 Implementation
5.2.1 The Grid Dependency Graph
The logical definition of the topological elements describes dependencies between
the elements. There are the following types of dependencies:
1. The definition of an edge depends on the definition of its start and end ver-
tex.
2. The definition of a face depends on the definition of its bounding edges.
3. The definition of a block depends on the definition of its bounding faces.
4. And, finally, the definition of an embedded vertex or edge depends on the
definition of the edge or face by which it is supported.
We observe that these dependencies define a hierarchical relationship between the
grid elements. This relationship can represented by a directed graph. Given an
arbitrary grid element we will call all the elements that directly or recursively
depend on it the dependent elements. Vice versa all the elements the definition of
a topological element directly or recursively depends on are called its requisites.
It is important to keep track of these dependencies.
5.2.2 General Remarks on the Implementation
Within the QIGPMESH-library, which is written in C++, the topology manager
is realized by a set of template classes, which serve as containers for the data
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related to the single topological elements. These classes are TVertexData,
TEdgeData, TFaceData and TBlockData. The template parameter pa-
rameter t is either of type double in case that we deal with parametric grids,
or of type int in case of discrete grids. The main purpose of the data containers is
to keep track of the grid dependencies. For this purpose, each topological element
in a multiblock grid gets a unique identification number. Each element then stores
the identification number of its dependent elements and of its requisites. The pub-
lic interfaces of the element containers are presented in the following subsections.
Here we have to note that the following code snippets are considerably simplified
in order to avoid irritation by too many implementation details.
5.2.3 TVertexData
[01] template<typename parameter_t>
[02] class TVertexData
[03] {
[04] public:
[05] int Supporter() const;
[06] parameter_t Parameter(int i) const;
[07] const std::list<int>& ParentEdges() const;
[08] bool needsUpdate() const;
[09] // (...)
[10] };
• [05] returns the number of the edge or the face that supports the vertex. If
the vertex is not supported, but independent, the return value is zero.
• If the vertex is supported by an edge, Parameter(1) will return the pa-
rameter of the edge, where the vertex is fixed, Parameter(2) will return
-1. Else if the vertex is supported by a face, Parameter(1) will return
the u-parameter, and Parameter(2) the v-parameter with respect to the
face, where the vertex is fixed. If the vertex is not supported, both Param-
eter(1) and Parameter(2) will return -1.
• [07] returns a list containing the IDs of the edges, that use the vertex as
start or end point.
• [08] becomes relevant later, when we discuss the grid deformation algo-
rithms. This member will return true if the coordinates of the vertex must
be recomputed due to a change of the geometry of one of its requisites. Of
course, this can only happen for embedded vertices. The other data contain-
ers possess a similar member function.
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5.2.4 TEdgeData
[11] template<typename parameter_t>
[12] class TEdgeData
[13] {
[14] public:
[15] int Vertex(int i) const;
[16]
[17] int Supporter() const;
[18] int NCoord() const;
[19] parameter_t PCoord() const;
[20] parameter_t StartCoord() const;
[21] parameter_t EndCoord() const;
[22]
[23] const list<int>& SupportedVertices() const;
[24] const list<int>& ParentFaces() const;
[25] bool needsUpdate();
[26] // (...)
[27] };
• Vertex(1) and Vertex(2) return the number of the start and end ver-
tex of the edge, respectively.
• If the edge is supported by a face [17] returns the number of this face, and
else it returns zero.
• The members [18]-[21] are only meaningful if the edge is embedded
into a face. [18] returns 0, if the edge is part of a parameter line u = const
and 1, if the edge is part of a parameter line v = const. [19] returns the
value of this constant parameter and [20] and [21] return the start and
end parameter with respect to the other coordinate.
• [23] returns a list with the IDs of the vertices, that are supported by the
current edge.
• [24] returns a list with the IDs of the faces, that use the current edge for the
definition of their boundaries. In view of the discussion in subsection 5.2.1
it would, of course, be more consistent to call this list DependentFaces
but this is a historical left over from an old implementation which was based
on Runborg’s proposals and naming conventions.
5.2.5 TFaceData
[28] template<typename parameter_t>
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[29] class TFaceData
[30] {
[31] public:
[32] int Edge(int i) const;
[33] parameter_t intervalbegin(int i) const;
[34] parameter_t intervalend(int i) const;
[35]
[36] const list<int>& SupportedVertices() const;
[37] const list<int>& SupportedEdges() const;
[38] bool needsUpdate();
[39] // (...)
[40] };
• i is an integer in the range 1,2,3,4 corresponding to the four cardinals
west, east,south,north of the face boundaries.
• [32] returns the id-number of the edges the face uses for the definition of
its boundaries.
• [33] returns the edge parameter, where the i-th face boundary starts.
• [34] returns the edge parameter, where the i-th face boundary ends.
• [36] returns a list with the IDs of the vertices, that are supported by the
current face.
• [37] returns a list with the IDs of the faces, that use the current face for
the definition of their boundaries.
5.2.6 TBlockData
[41] template<typename parameter_t>
[42] class TBlockData
[43] {
[44] public:
[45] int Face(int i) const;
[46] parameter_t startU(int i) const;
[47] parameter_t startV(int i) const;
[48] parameter_t endU(int i) const;
[49] parameter_t endV(int i) const;
[50] int relCoords(int i) const;
[51] bool needsUpdate();
[52] // (...)
[53] };
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• i is an integer in the range 1,2,3,4,5,6 corresponding to the six direc-
tions left, right, front, back, bottom, top of the block
boundaries.
• [45] returns the id-number of the face the block uses for the definition of
its i-th boundary.
• [46]-[49] return the (s, t)-parameters that define the face-window, that
represents the i-th block boundary.
• [50] returns the code that indicates how the coordinates of the block bound-
ary are oriented compared to the coordinates of the bounding face. See
Figure 5.4 and the explanations given there.
5.3 Usage of the Topology Manager
5.3.1 Grid Construction
The construction of a multiblock grid follows strictly a bottom up approach. We
start with the definition of independent vertices because they are the only elements
that do not require requisites. Then we proceed with generating more complex
elements. For this purpose the QIGPMESH-Library provides a set of elementary
functions. We illustrate them by the following example in which we construct a
B-spline grid for the three-part high lift configuration. The complete grid is used
in the next chapter for the demonstration of the grid deformation algorithms.
The parts of this configuration are given by five splines. The representations
are read from a file. First of all one has to add the start and end points of these
splines to the multiblock structure using the function
[54] int Blockplane::addVertex(P2d p);
Here the class P2d represents two-dimensional grid points and Blockplane is
the class name for the topology manager of planar parametric grids. The function
creates a new object of type TVertexData and returns the unique identification
number by which it can be addressed later.
In the next step one can add the spline representation of the B-spline segments
to the multiblock structure using the command
[55] int Blockplane::addEdge(const BSpline2d &bs);
Here the class BSpline2d represents planar B-spline curves. Internally the
function addEdge performs the following steps:
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1. It checks, whether the start and end point of the B-spline curve have already
been added as vertices to the blockgrid structure.
2. If yes, it adds the B-spline as new edge to the multiblock grid.
3. It updates the dependency graph. For this purpose the function notifies the
start and end vertex that a new dependent edge has been created.
A variation of the function addEdge is
[56] int Blockplane::addStraight(int v1, int v2);
This function adds a straight line which connects the vertices with the identifica-
tion numbers v1 and v2 to the multiblock grid. In principle this macro functions
reads the coordinates of the specified vertices, generates a B-spline representation
of the straight line between these two vertices and then internally calls addEdge
to manage the grid dependencies.
One can use this function, for instance, to construct a “bounding box” around
the profile which limits the Cartesian far field:
[57] double xmin=-0.25, xmax=1.4, ymin=-0.3, ymax=0.3;
[58] v[ 6] = BP.addVertex(P2d(xmin,ymin));
[59] v[ 7] = BP.addVertex(P2d(xmin,ymax));
[60] v[ 8] = BP.addVertex(P2d(xmax,ymin));
[61] v[ 9] = BP.addVertex(P2d(xmax,ymax));
[62] e[ 6] = BP.addStraight(v[ 6],v[ 7]);
[63] e[ 7] = BP.addStraight(v[ 6],v[ 8]);
[64] e[ 8] = BP.addStraight(v[ 7],v[ 9]);
[65] e[ 9] = BP.addStraight(v[ 8],v[ 9]);
In practice, the user would mark the lower left corner and the upper right
corner of the desired box with the mouse. This event is then translated into the
above mentioned code by the graphical user interface (GUI).
In this way more edges can be defined. For instance we construct offset areas
for the configuration surfaces and add them to the multiblock grid. This technique
will be explained in chapter 7. For the moment it suffices to remark, that these
offsets are splines that are nearly parallel to the airfoil surfaces and serve to define
boundary layer blocks.
In order to construct vertices that are embedded in edges, it is possible to mark
a point on the edge with the mouse or similar input device. The GUI has to find
the parameter of the edge where this action has taken place and to translate this
event into a call to the following function:
[66] int Blockplane::addVertexOnEdge(int edge_id, double u);
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V6
V7
V8
V9
e6 e9
e7
e8
Figure 5.5: Intermediate construction of grid for high lift configuration after the
definition of the profile curves and the bounding box.
This function creates a new embedded vertex and notifies the supporting edge
about it.
In the end the user can start to define the faces. The most convenient way
is to define the section of some edges by clicking on the block corner with the
face. From this the GUI has to deduce by which edges the face is bounded and
to generate a grid in this newly defined face. For instance, in Figure 5.6 for face
number 1 the following elementary commands have to be called:
[67] Blockplane::EdgeSection ES[4];
[68] ES[0].edge=e[6]; ES[0].start=0.58; ES[0].end=1.0;
[69] ES[1].edge=e[18]; ES[1].start=0.38; ES[1].end=1.0;
[70] ES[2].edge=e[27]; ES[2].start=0.0; ES[2].end=1.0;
[71] ES[3].edge=e[28]; ES[3].start=0.0; ES[3].end=1.0;
[72] f[ 1] = BL.insertFace(ES);
[73] BP.generateLinearBlend(f[ 1]);
In this code the struct EdgeSection has three members, namely the
number of an edge in the multiblock grid, and a start and an end parameter. These
parameters must belong to vertices, either the start or end vertex, or one of the em-
bedded vertices. To define the topology of the face, the edge sections for all four
faces must be given to the function insertFace. After that the class Block-
plane knows about the existence of this face, but not yet about its geometry. The
function called in line [73] generates a grid in this face. This functions computes
the representations of the face boundaries from the edge representations and the
topological information and then generates a grid in this face using transfinite
interpolation.
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e6(1)
e6(0.58)
e27
e28
e18
F1
V23
Figure 5.6: Second intermediate step of grid construction. Offset curves for the
profiles, some embedded vertices on the bounding box, for instance v23, and ad-
ditional edges have been added. After that face 1 has been defined.
5.3.2 Grid Deformation
Typically in a simulation of fluid-structure interaction the structural solver pro-
vides in every time step new coordinates of the body surfaces. Obviously the
geometry of all the grid objects that depend on the surface elements have to be
remeshed, too. The topology manager has to ensure that during this process the
consistency of the grid is retained. However, typically a geometry change is local
and only a fraction of the multiblock grid has to be recalculated. It is desirable to
find this part and to keep remeshing at a minimum.
Therefore the basic function that substitutes the geometry of an element has to
perform the following steps.
Algorithm 4 (Replace the geometry of an element). Assume that a modified
geometry for some grid element is given.
1. Go down the dependency graph and check whether the new shape of the
element is compatible with the geometry of all its requisites.
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2. If yes, replace the geometry of the object.
3. Mark the geometry of the object itself as up-to-date and mark the geometry
of all dependent objects as invalid, i.e., schedule these elements for further
post-processing.
In the QIGPMESH-Library this algorithm is executed by the functions moveV-
ertex, moveEdge, moveFace and moveBlock. Of course, embedded ver-
tices and edges cannot be moved.
As a consequence of step 1 in this algorithm it is in principle necessary to
move all the edges and vertices belonging to a surface first before you can update
the surface itself. In practice however, the user usually needs not take care of this
as the library provides macro functions that decompose the command “replace the
surface” into the necessary sub-tasks.
After the user has specified the deformation of all the elements he wants to
change, a grid hierarchy remains that includes a set of elements whose geome-
try must be updated. Before this grid can be used, a further call to the function
updateGrid is necessary. This function runs from bottom to top through the
dependency graph and calls specific remeshing routines for the elements with in-
valid geometry.
Algorithm 5 (Update a multiblock grid). While there are elements with invalid
geometry execute the following steps:
1. Choose an invalid element that does not have invalid requisites.
2. For the chosen element compute a new geometry, that is consistent with the
shape of the requisites. For this purpose the algebraic grid deformation
algorithms described in the next chapter can be used.
3. Replace the geometry of the element with its adjusted shape using algorithm
4.
Note, that for the validity of this algorithms it is important that there are no
circular dependencies otherwise one could fall into an infinite recursion. The
simplest example of an circular dependency is given in Figure 5.7. Here we see
an edge with an embedded vertex 2 which is simultaneously the endvertex of edge
itself. I.e., the edge depends on the vertex and the vertex on the edge. If we now
moved vertex number 1 the geometry of the edge would be marked as invalid
and a subsequent call to the update function would initiate the following infinite
loop: the edge would be replaced and the coordinates of the embedded vertex
would be marked as invalid. Therefore in the next cycle its coordinates would be
recomputed and in turn the edge geometry would be marked as invalid and so on.
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V1
V2
Figure 5.7: Simplest example of a circular dependency
The trick is that grids with circular dependencies cannot be generated. Obvi-
ously the grid construction procedures that have been presented in the previous
section assume that the requisites are already completely defined. Therefore one
can enumerate all grid elements in the order of their creation and then obviously
any grid element can only depend on requisites with a lower number which ef-
fectively excludes the possibility of circular dependencies. However, in practice
there is a little twist in this argument as we will see in the next section.
5.3.3 Changing the Topology
Typically the grid generation process involves a good deal of trial and error. A
situation that very commonly occurs during block decomposition is the following:
one has constructed a geometrically relatively small face or block, typically near
the given configuration. In a later construction step one wants to define a larger
neighboring block whose boundary includes the boundary of the small block as a
subset. Of course, one has not foreseen this situation and the small edge and the
small block have already been added to the blockgrid structure.
Since the data structures described below do not allow the creation of com-
pound edges it would be necessary to delete the small edge and all its dependent
elements, create the large edge, and finally, to recreate all the previously deleted
grid elements. It is very probable that exactly this design situation motivated
Spekreijse and Runborg to introduce compound elements into their grid element
hierarchies. To remedy this disadvantage of our approach the QIGPMESH-library
provides a macro-function named combineEdges. The idea is, that the user cre-
ates the missing part of the edge as a new spline and then joins it with the already
existing part of the edge. A problem with this approach is that it can theoretically
lead to circular dependencies. For instance, the elementary configuration shown
in Figure 5.7 could have been constructed in the following way. First the user had
defined an edge e1 connecting the vertex v1 and v2, then he added a circular edge
e2 with vertex 2 as start- and endpoint. (There is nothing wrong with that.) Now
it should not be allowed to combine the edges e1 and e2, since otherwise the con-
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demned configuration would arise. Therefore the complete join-edges function
looks likes follows.
Algorithm 6 (Join two edges).
1. Check that the requisites of the first edge do not belong to the dependent
elements of the second edge and vice versa.
2. Compute the representation of the combined edge. This representation may
differ from the sum of the original representations if the new spline is re-
quired to be smooth whereas by construction the old two edges had only a
common start and end point.
3. Add the new superedge to the block structure.
4. For all vertices on the original edges compute the corresponding parameter
on the new superedge and redefine these vertices to be supported by the
superedge.
5. For all parent faces of the original edges compute the corresponding bound-
ary parameters on the new superedge and substitute these values in the
boundary definition of these faces.
6. Delete the old edges from the multiblock grid. This is possible now because
these edges do not possess dependent elements any more.
7. If the geometry of the superedge does not fit exactly the original subedges,
mark the geometry of all dependent objects as out-of-date.
8. Update the grid using algorithm 5.
Note, that due to this algorithm it is possible that grid elements depend on requi-
sites that have been created only afterwards.
5.4 Discretization
In the parametric case the discretization of geometry is still undefined after the
construction of the multiblock grid. This task must also be supported by the
topology manager, since from the topological data the information about the cell
connectivity at the block boundaries must be derived.
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5.4.1 Meshes
As already explained before a mesh is basically a grid mapping together with
some stretching functions and a user defined number of grid cells in each coordi-
nate direction. For instance, the adaptive QUADFLOW solver uses the structured
discrete mesh that results from the evaluation of the stretched mapping as coarse
grid. The QIGPMESH-library provides one more feature. For the sake of par-
allelization and a proper load balancing it is possible to subdivide blocks along
arbitrary parameter lines. Doing this repeatedly one gets meshes that are defined
on subsets b([a1, b1]× [a2, b2],×[a3, b3]) of the original block. The management of
this submeshes is separated from the management of the geometry. In particular,
the internal boundaries between to meshes on the same block need not be added
to the multiblock structure. The grid deformation algorithms are not affected by
the definition of the meshes.
5.4.2 Connectivity Evaluation
The evaluation of the cell-to-cell connectivity at internal block interfaces is based
on the algorithm illustrated in Figure 5.8. Here we have an edge E that serves as
boundary for the two faces F1 and F2. The right boundary of face F1 consists of
the segment E([a, b]) and the left boundary of face F2 consists of the the segment
E([c, d]). Additionally, in face F2 a stretching function that concentrates the grid
lines at the lower boundary is defined. We have to compute a list of the cell
interfaces along the separating edge. Therefore we determine the parameters of
the cell nodes with respect to the edge parameterization. Let P be the grid point
that results from the evaluation of the grid mapping F2(u, σ(v)) at parameter v =
vP . Then the parameter of P with respect to the edge E is (1−σ(vP ))c+σ(vP )d.
Similar calculations are done for every boundary grid point belonging to face F1
and F2. Afterwards one can sort the parameters in increasing order to get the
edge segments that represent the cell interfaces. Considerable care is necessary
in this step because due to numerical round-off errors matching grid points from
two different blocks cannot be reliably identified by just comparing their edge
parameters.
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Figure 5.8: Internal block interface.
Chapter 6
Grid Deformation
When solving unsteady problems where the mesh has to conform to the instan-
taneous shape of a deforming body, fast and reliable grid deformation methods
become an important issue. In general the grid has to be updated in every time
step. Therefore the grid deformation process should be cheap, ideally taking only
a small fraction of the overall CPU time required by the flow solver. The deforma-
tion must be reliable since as opposed to the grid construction stage the user does
not have the opportunity to correct any deficiencies by manual interaction during
the simulation. At the grid construction stage expensive, high quality methods can
be used without the obstruction of efficiency considerations. Hence grid deforma-
tion should be realized by some kind of perturbation method which maintains the
initial smoothness, orthogonality and overall quality of the initial grid as far as
possible. Moreover this method should be independent from the algorithm which
was used to generate the initial grid.
In practice it turns out that multi-block grids offer several advantages over
unstructured methods when it comes to grid deformation. As long as the defor-
mations are moderate, it is usually possible to keep the topology and the connec-
tivity of the grid, whereas moving unstructured grids often require some kind of
remeshing. Another point is that transfinite interpolation can be used to compute
the displacement of the interior grid points in a block or face from previously
computed displacements of the grid points on the boundaries. Therefore the main
problem is the computation of the displacement of the vertices and the edges,
i.e., of the so-called framework. For this task more sophisticated and expensive
methods have to be used. Fortunately this is feasible since the amount of points
belonging to the framework is negligible compared to the overall number of grid
points.
In the following sections we first introduce some algebraic methods to update
a grid within a block with prescribed boundary deformations. After that we will
describe a method to deform the framework of the grid which is based on interpo-
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lation with radial basis functions.
6.1 Algebraic Block Deformation
6.1.1 Transfinite Interpolation of the Displacements
In this section we assume that at time level tn a block is given in tensor product
B-spline representation xn(u, v, w). For time-level tn+1 the new boundaries xn+10vw ,
xn+11vw , x
n+1
u0w , x
n+1
u1w , x
n+1
uv0 , and xn+1uv1 have already been computed. Furthermore let
all these splines be defined over the same knot sequences U ,V ,W , so that we
need not handle any compatibility issues. The task is to compute a new block
representation xn+1(u, v, w) for the next time step. For performance reasons this
method should ideally work only with the control points of the B-splines.
A suitable method has been proposed by Spekreijse, Prananta and Kok [SPK02]
for discrete grids. It makes full use of the knowledge of the old grid representa-
tion, whereas the slightly earlier work [DCW+00] uses only the information about
the old boundary representations. This less sophisticated approach was surely mo-
tivated by the fact, that the well-known methods of transfinite interpolation intro-
duced in Section 3.5 can use only boundary data, too. Spekreijse’s approach can
be considered as a slight generalization of transfinite interpolation. We apply this
method without any modification to the control points of the B-spline representa-
tion, so that the description is essentially valid for both, discrete and parametric
B-spline grids.
Let us denote the control points of the old and the new grid with pni,j,k and pn+1i,j,k
respectively. Let the dimension of the control point matrix be N ×M × L. First
of all we compute the displacements di,j,k of the control points on the boundary
surfaces:
di,j,k = p
n+1
i,j,k − pni,j,k. (6.1)
Here the control point pn+1i,j,k are of course taken from the given new boundary rep-
resentations. Then the displacements of the interior control points are computed
similarly to the recursive scheme (3.25)-(3.27). The main difference is that we
define an individual blending function for each grid line separately. Specifically
we start with unidirectional interpolation in u-direction and compute
d1i,j,k = (1− ui,j,k)d0,j,k + ui,j,kdN,j,k. (6.2)
The second step adds the mismatch of the displacements along the second pair of
opposite edges by unidirectional interpolation in v-direction:
d2i,j,k = d
1
i,j,k + (1− vi,j,k)(di,0,k − d1i,0,k) + vi,j,k (di,M,k − d1i,M,k). (6.3)
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Finally, by unidirectional interpolation in w-direction we get
di,j,k = d
2
i,j,k + (1− wi,j,k)(di,j,0 − d2i,j,0 ) + wi,j,k (di,j,L − d2i,j,L). (6.4)
Taking ui,j,k = iN , vi,j,k =
j
M
, wi,j,k =
k
L
would exactly reproduce the original
linear blend proposed by Gordon and Hall [GH73]. However, this method leads
to grid folding when it is applied to anisotropic grids. The reason for that negative
behavior is clear: if you interpolate the displacements uniformly you may get
strongly different speeds for neighboring grid points, even if these grid points are
very close together due to some non-uniform spacing in the given grid. Instead
one should take into account the spacing within the original grid. This is achieved
by setting
ui,j,k =
∑i
m=1 ‖pm,j,k − pm−1,j,k‖∑N
m=1 ‖pm,j,k − pm−1,j,k‖
, (6.5)
vi,j,k =
∑j
m=1 ‖pi,m,k − pi,m−1,k‖∑M
m=1 ‖pi,m,k − pi,m−1,k‖
, (6.6)
wi,j,k =
∑k
m=1 ‖pi,j,m − pi,j,m−1‖∑L
m=1 ‖pi,j,m − pi,j,m−1‖
, (6.7)
i.e., by computing a normalized chord length parameterization along each single
grid line.
In [BLM04] the author of this thesis proposed to “refine” this algorithm com-
puting an arclength approximation to the real grid function instead of the chord-
length with respect to control points by setting
ui,j,k =
∫ uˆi
0
||xu(u, vˆj, wˆk)||du∫ 1
0
||xu(u, vˆj, wˆk)||du
, (6.8)
where uˆi, vˆj, wˆk are the Greville abscissae defined by equation (4.72). However,
as practice proved, this choice is much less robust. In hindsight, this seems to be
self-evident. Since we work directly on the control points, our interest should be
to avoid a folding of the control point grid, and within this grid the chord-lengths
are relevant and not the arc-lengths of the grid mapping.
6.1.2 Angle Preserving Method
An alternative method is applicable when only one boundary of a block has pre-
scribed deformation and the other boundaries can move freely. In this case this
alternative is preferable because as opposed to the above method it better pre-
serves the characteristics of the initial grid. For planar discrete grids it has been
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described in [MMV98]. Here let us assume that the movement of the bottom
surface with the control points pij0 is prescribed. For each control point of this
surface we first compute the displacements di,j,0 and the rotation of the normal
vector to the surface at the corresponding Greville abscissae. I.e., we start with
the evaluation of
di,j,0 = x
n+1
uv0 (uˆi, vˆj)− xnuv0(uˆi, vˆj) (6.9)
nni,j,0 =
∂
∂u
xnuv0(uˆi, vˆj)×
∂
∂v
xnuv0(uˆi, vˆj), (6.10)
nn+1i,j,0 =
∂
∂u
xn+1uv0 (uˆi, vˆj)×
∂
∂v
xn+1uv0 (uˆi, vˆj). (6.11)
Then the rotation that transforms the vector nnij0 into the vector nn+1ij0 is given by
the orthogonal matrix
Qij0 = vv
T + cos(α)(I − vvT ) + sin(α)A(v), (6.12)
where v = (v1, v2, v3)T = nn+1ij0 × nnij0 and
A(v) =
 0 −v3 v2v3 0 −v1
−v2 v1 0
 . (6.13)
Note, that in equation (6.12) the angle α between the old and the new surface
normal need not be computed explicitly but sin(α) = ||v|| and cos(α) = nn+1ij0 ·
nnij0 can be evaluated directly. With this displacement and rotation we move the
corresponding control grid line in a rigid way, i.e.,
prefi,j,k = pi,j,0 + di,j,0 +Qij0(pi,j,k − pi,j,0). (6.14)
The new grid control points are constructed by blending the reference grid line
and the old grid line, such that the points at the opposite surface stay fixed:
pn+1i,j,k = (1.0− b(wi,j,k))prefi,j,k + b(wi,j,k)pni,j,k. (6.15)
The blending function b has zero slope at the endpoints to ensure that the grid
properties at the boundary, e.g. orthogonality and wall distances, are maintained
and that the grid transition is smooth in the far field. A possible choice is the
quintic polynomial
b(ξ) = 1− 10ξ3 + 15ξ4 − 6ξ5 (6.16)
proposed in [HBB00].
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6.1.3 Example
These two methods have been applied to a 4-block configuration around the
NACA0012 profile. The airfoil is rotated by 30 degrees around a rotation cen-
ter that divides the chord by a ratio of 1:2. To maintain the consistency of the
multi-block grid when using the angle-preserving method we have first deformed
the two blocks adjacent to the profile. This implies a deformation of the vertical
internal boundaries. This deformation is the input for the deformation of the other
two blocks. When we used the TFI-method, we had also to prescribe the bound-
aries that connect the nose and the trailing edge of the wing with the far field.
These edges were defined to be straight lines. From this example the character-
istics of the two schemes becomes clear. Both methods are suitable to maintain
the given spacing of the grid, but with the TFI-method the grid orthogonality is
severely disturbed, see Figure 6.1.
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NACA0012 profile
Rotated by 30 degrees, TFI-method
Angle preserving method
Figure 6.1: Comparison of different grid deformation strategies
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6.2 Deforming the Framework
The QIGPMESH-library executes the deformation of the framework by a method
that is based on interpolation with radial basis functions. This method is rather
general and can be applied to arbitrary types of grids, both structured and unstruc-
tured. The main idea is to reduce the deformation problem to a scattered data
interpolation problem:
Problem 3. Suppose that on the configuration surface and possibly the far field
boundaries the displacements dk of some specifically chosen points xk, k =
1, . . . , N are prescribed. Find a smooth function d(x) which assigns a displace-
ment to each point in the physical space and interpolates the given data: d(xk) =
dk for all k.
Once this problem has been solved, the function d(x) is used to determine the
displacements of the grid elements constituting the multiblock framework, for the
technical details see Section 6.2.3. Typically the data sites xk are the vertices of
the multiblock grid which lie on the configuration surface plus possibly a small
number of additional distinctive points, for instance the leading and trailing edge
of a profile. Spekreijse et. al. [SPK02] estimate that even for a complex fighter
configuration no more than 100 data points are necessary to make the method
described in the current section work.
However, the data sites xk bear no regular structure. A standard numerical
method to address such a scattered data interpolation problem is interpolation us-
ing radial basis functions (RBFs). In aero-elasticity RBFs are already frequently
used to address the following coupling problem. Often the structural solver which
computes the deformation of the configuration due to the aerodynamic loads and
the aerodynamic solver which simulates the fluid flow around the configuration
work on different grids that possibly do not have common nodes on the configu-
ration surface. Hence, some kind of interpolation method is needed to exchange
data at the common interface. RBFs are generally regarded to be a reliable and
flexible tool for this purpose, see for instance [HM95] and [BW01]. Recently
it has been recognized that the same technology can support the grid deforma-
tion. Here we refer to Spekreijse, Prananta and Kok [SPK02] and Jakobsson and
Amoignon [JA05].
6.2.1 Basic Theory
A complete and self-contained introduction to interpolation with radial basis func-
tions is provided by the book of Wendland [Wen05] from which we now cite some
basic theory. For a moment we consider the problem to interpolate real-valued
data dk. In practice we will apply this method to each component x, y, z of vector
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valued geometric data separately. The general ansatz is to interpolate the given
data by a function of the form
d(x) =
N∑
k=1
αkΦ(x− xk) + p(x) (6.17)
where p is a polynomial of a low, fixed maximum order ord(p) ≤ m and the
function Φ actually depends only on the distance ||x − xk||. That means there
exists a univariate function φ : R+ −→ R such that Φ(x − y) = φ(||x − y||).
Consequently the data sites xk are also called centers. The coefficients αk and the
polynomial p are determined by the interpolation conditions
d(xk) = dk, k = 1, . . . , N (6.18)
and the additional requirement
N∑
k=1
αkq(xk) = 0 (6.19)
for all polynomials q of order ord(q) ≤ m. After choosing a basis q1, . . . qM for the
space of all such polynomials (since the degree of p is usually low the monomial
basis is the natural choice) this yields an interpolation matrix of the form
Aφ,X =
(
A P
P T 0
)
(6.20)
which depends only on the radial function φ and the vector of centers X =
(x1, . . . ,xN). Here the sub-matrices A and P are defined by
A = (φ(||xi − xj||))N,Ni,j=1 (6.21)
and
P = (qj(xi))
N,M
i,j=1. (6.22)
The main question is, of course, when such an interpolation problem is solvable.
Consider, for instance, the so-called thin plate spline characterized by φ(r) =
r2log(r). Let N = d + 1 and let the centers be the vertices of a regular simplex
whose edges are all of unit length. Then all the entries of the interpolation ma-
trix A are zero and if we tried to omit the polynomial part of the ansatz (6.17)
the interpolation problem would be unsolvable. The fundamental findings in this
context aggregate in the following definition and theorem:
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Definition 3. A continuous, even function Φ : Rd −→ R is conditionally positive
definite of order n if and only if, for all N ∈ N, all pairwise distinct centers
x1, . . . ,xN ∈ Rd and all α ∈ RN\{0} satisfying
N∑
k=1
αkp(xk) = 0 (6.23)
for all real-valued polynomials of total degree less than n, the quadratic form
n∑
j,k=1
αjαkΦ(xj − xk) (6.24)
is positive.
Remark 1. Note that trivially a function Φ that is conditionally positive definite
of order n is also conditionally positive definite of order m for all m > n.
Theorem 10. Suppose that Φ is conditionally positive definite of order m and X
is pim−1(Rd)-unisolvent set of centers. Then the system 6.20 is uniquely solvable.
Here pim−1(Rd)-unisolvent means, that the zero polynomial is the only polyno-
mial that vanishes in all centers xk simultaneously. This is not a severe restriction.
For linear polynomials (m = 1) it just means that not all centers may lie in a
common lower-dimensional hyperplane.
Proof. [Wen05] Suppose that the block vector (α, β) (α ∈ RN , β ∈ RM ) lies in
the null space of the matrix Aφ,X. Then we have
Aα+ Pβ = 0,
P Tα = 0.
Multiplying the the first equation by αT gives
0 = αTAα + (P Tα)Tβ = αTAα.
Since φ is conditionally positive definite we can conclude by definition that α = 0
and thus Pβ = 0. Finally, since X is pim−1(Rd) unisolvent, this means that β =
0.
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6.2.2 Application to the Deformation Problem
Coming back to our application the task is now to choose a concrete radial basis
function. One popular choice is to take the fundamental solutions of the bihar-
monic equation. In 2D the fundamental solution is the already mentioned thin
plate spline
Φ(||x− y||) = −1
8pi
||x− y||2 log(||x− y||). (6.25)
In 3D the fundamental solution of the biharmonic equation is essentially just the
distance function itself:
Φ(||x− y||) = ||x− y||
8pi
. (6.26)
The corresponding interpolation function is called volume spline. Although in 2D
the distance function is not a fundamental solution of the biharmonic equation
there is no reason not to apply the volume spline also for 2D interpolation prob-
lems. From the theory of radial basis functions the following theorem is known,
see for instance [Wen05], Chapter 8:
Theorem 11. The thin plate spline (2D) is conditionally positive definite of order
n = 2. The volume spline is conditionally definite of order n = 1 in all dimen-
sions. (Actually for the the volume spline it is −Φ which is positive definite.)
Furthermore we may choose the maximum order m of the extra polynomial in
the ansatz (6.17). Due to Theorem 10 and Remark 1 only m ≥ n is obligatory.
Concerning the volume spline in [HM95] and [SPK02] only the minimal choice
m = 1 is considered. This is partially motivated by the following lemma:
Lemma 5. An interpolating volume spline of the form
d(x) = β0 +
N∑
k=1
αk||x− xk|| (6.27)
is uniformly bounded with respect to x.
Proof. By construction the volume spline fulfills the extra condition
N∑
k=1
αk = 0. (6.28)
Multiplying this equation with ||x|| and subtracting it from (6.27) we get
d(x) = β0 +
N∑
k=1
αk||x− xk|| −
N∑
k=1
αk||x||
= β0 +
N∑
k=1
αk(||x− xk|| − ||x||).
(6.29)
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Using the triangle inequality in the form | ||x− xk|| − ||x|| | ≤ ||xk|| it follows
||d(x)|| ≤ ||β0||+
N∑
k=1
||αk|| ||xk|| <∞. (6.30)
This property might be useful, since it guarantees that despite the global char-
acter of the basis functions small displacements of the configuration do not cause
an unlimited growing of the displacements in the far field. On the other hand, the
choice m = 2 is also strongly motivated by the following lemma.
Lemma 6. Ifm ≥ 2 then d(x) reproduces each affine transformation exactly, i.e.,
if dk = Rxk +v with R ∈ Rd×d and v ∈ Rd then d(x) = Rx+v for all x ∈ Rd.
Proof. First we note that in the scalar case the interpolating function d(x) repro-
duces polynomials q of order ord(q) ≤ m exactly because according to Theorem
10 the obvious solution d(x) = q(x) is unique. After that we have only to note
that each coordinate of an affine transformation x 7→ Rx + t is a linear function
of x.
In [JA05] the reverse of this lemma is also proven: each interpolating function
that depends linearly on the displacements dk and is exact for affine transforma-
tions reproduces linear polynomials exactly. Reproduction of affine functions has
the useful implication, that if the configuration performs a rigid body transfor-
mation, a rotation or translation, this movement is exactly carried forward to the
whole grid. On the other hand, rotations are obviously not uniformly bounded
with respect to x in the sense of Lemma 5. In so far one has to make a decision
here. In the examples we have performed the differences were marginally. So we
have only a slight preference for the choice m = 2.
6.2.3 Deformation of the Framework
In case of a discrete multiblock grid the function d(x) can now be applied in a
straight-forward manner just by computing xn+1i = xni +d(xni ) for each node xi of
the grid. Since the evaluation of the radial basis function might be rather expensive
if a large number of centers is involved one usually evaluates the volume spline
only for the nodes belonging to the framework and then corrects the interior of the
blocks with the algebraic methods presented in Section 6.1.
If one has to do with parametric B-spline grids, one has to take care of some
more technical subtleties. First of all we do not recommend to apply the vol-
ume spline function directly to the control points. Due to the non-linearity of the
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volume spline it cannot be predicted how an application of the volume spline to
the control points would affect the shape of the curve. Experience supports this
concern. Instead we evaluate the B-splines representing the edges and faces at
their Greville abscissae, apply the volume spline to these points and interpolate
the spline again. In the following paragraph we will notify an edge e that has been
modified in this way by Ge.
Furthermore we have to guarantee that the connectivity of the framework is not
disturbed. For instance let e1 be an edge which contains an embedded vertex v =
e1(t) at parameter t and assume a second edge e2 emanates from v. Again, due to
the non-linearity of the volume spline Ge1(t) will not be the same as v+d(v), at
least if t is not accidentally one of the Greville abscissae of e1 itself. Hence there
will be a small discrepancy hv := Ge1(t)−G(v). A similar discrepancy hw might
occur at the end vertex w of e2. This discrepancies will be smoothly blended onto
the computed spline, finally defining the new final shape of the deformed edge e2
by
en+12 (t) = Ge2(t) + (1− t)hv + thw. (6.31)
In order to be able to compute the discrepancies it is necessary to update the edges
in the order defined by the grid element dependency graph.
6.3 Example: High Lift Configuration
In this section we apply this technique to the high lift configuration. The con-
struction of the blocking shown in Figure 6.2 follows the strategy given in Chapter
7. There are offset areas around the single elements, and we have constructed a
Cartesian bounding box around the configuration, such that a Cartesian far field
could be added easily.
The slat and the flap can be rotated around the centers
Cs = (0.86189,−0.01973),
Cf = (0.1368564974,−0.175861033),
respectively, see Figure 6.3.
The offset areas are considered to be rigidly connected to their supporting el-
ement. On each offset curve 20 support points are chosen for the volume spline
method. Furthermore on each edge of the bounding box 10 support points are
defined. The bounding box, of course, is not allowed to move during the deforma-
tion. The edges of the block structure between the offset curves and the bounding
box are moved according to the radial interpolation function. An overall view of
a deformed block is given in Figure 6.4.
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Figure 6.2: Sample blocking for the three-element configuration.
Figure 6.5 shows a scaled up section of this plot near the flap. Here we
can see minor differences between the various admissible versions of the RBF-
interpolation scheme. Here we have experimented with a thin plate spline that is
exact for affine transformations (m = 2) and a volume spline (m = 1). If we now
compare the grid lines emanating from the trailing edge of it indeed seems as if
the thin plate rotates the grid lines around the trailing edge, thus preserving the
intersection angles of the undeformed grid more precisely. But nevertheless, one
could hardly claim that the quality of the left hand grid is better than the quality
of the right hand grid.
It turns out, that the most problematic part of the configuration is the area
between the slat and the main element. Here highly distorted grids may arise if
CS
CF
Figure 6.3: Three element high lift configuration. The dots mark the rotation
centers for the slat and flap riggings.
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Figure 6.4: Deformed configuration. Here the slat has been rotated 8◦ counter-
clockwise and the flap 20◦ clockwise.
one reduces the slat gap, i.e., if one rotates the slat clock-wise. The problem is
that the angles between the offset curves and the edge connecting the offset curve
around the main element with the offset area behind the slat become very large.
The situation can be improved, if one allows the right hand vertex of this edge to
slide freely on the offset curve.
This possibility is a special feature of the grid generation technique presented
here. With discrete grids a similar strategy is in general not available because the
number of grid points in each block is determined by the position of such a sup-
ported vertex, and therefore reattaching a boundary curve to another vertex would
at least require a complete remeshing of the affected blocks or even violate global
combinatorial constraints. However, to use this feature in an instationary calcu-
lation, it would be necessary to have a flow solver, that could handle changes in
the cell connectivity during one time step. Therefore at the moment, QUADFLOW
could use this feature only for steady state parameter studies, if for example one
wants to examine the effects of varying flap and slat riggings.
In any case during the grid construction stage one should first try to identify
the configuration, in which the elements have the shortest distance from each other
and then use this configuration during the grid construction stage. Separating dif-
ferent elements from each other is significantly easier for the grid deformation
algorithms, since there is more space for grid smoothing and the danger of topol-
ogy changes is minimized. Moving different elements together quickly leads to
extreme distortions of the grid.
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Figure 6.5: Detail view at flap in starting configuration (top) and rotated 20◦ clock-
wise. Bottom right: 2D volume spline with constant polynomial. Bottom left:
Thin plate spline reproducing linear polynomial.
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Figure 6.6: Detailed view at the slat. Top left: starting configuration. Top
right: rotated counter-clockwise by 6◦. Second row: rotated 12 degrees counter-
clockwise. Left: vertices rigidly fixed to the offset curves, right: vertices allowed
to move on the offset curve. Bottom row: slat rotated 4◦ clockwise. Left: fixed
vertices, right: sliding vertices.
Chapter 7
Offset Curves and Surfaces
The most critical regions of a flow simulation are the boundary layers. In order to
generate grids of optimal quality in this area we present a technique based on the
successive generation of curvature-dependent offset curves which can be defined
as follows:
Definition 4. Let x(s) : [0, S] −→ R2 be a twice continously differentiable curve.
Then a curvature-dependent curve xd(s) at distance d(κ) is a curve defined by
xd(s) = x(s) + d(κ(s))n(s) for s ∈ [0, S], (7.1)
where n(s) and κ(s) are the unit normal and the curvature of the curve at the point
x(s), respectively, and d is a continuous curvature-dependent distance function.
If d = const this definition describes what is actually called an offset curve.
Offset curves play an important role in technical applications. For instance, in
milling they describe the path that the center of a cylindrical tool must execute to
cut a prescribed curve. Hence, there is a lot of literature dealing with the analytical
properties and the practical construction of offset-curves. However, offset curves
of constant distance are of little use in grid generation because they develop self-
intersections if the original curve is not convex.
The generalization to curvature-dependent offset-curves is motivated by some
work of Sethian’s, who in [Set85] developed theoretical results on the evolution
of curves which he later applied to grid generation [Set94]. His idea is to view the
boundary of the body as a front that propagates with curvature dependent speed in
its normal direction. At discrete chosen time intervals the current state of the front
serves as grid line aligned with the body contour. The point is that under certain
assumptions one can guarantee that the evolving front remains smooth. This is
shortly demonstrated in Section 7.1.
In Section 7.2 an algorithm suited to approximate the evolution of planar,
smooth curves is offered. It works exclusively with B-spline representations and
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therefore fits optimally into the 2D grid generation concept proposed in the present
thesis. The idea is simply to use B-Spline approximation and fairing techniques
to compute a sequence of offset-curves representing the propagating front at dif-
ferent times.
The construction of the transverse grid lines is a question of its own. Here one
has to find a compromise between the contradicting requirements of grid orthog-
onality and grid smoothness. In Section 7.3 we extend the algebraic-hyperbolic
method of Brakhage and Mu¨ller [BM00] to achieve this aim.
This 2D curve offsetting algorithm is then used as building block of a 3D
surface offsetting algorithm. This algorithm is presented in Section 7.4 where it
will be applied to generate offsets for a wind tunnel wing model.
7.1 Evolution of Planar Curves
Let γ = γ(0) be a smooth, simply closed curve, and γ(t) the family of curves that
arises if one propagates γ in time t with a velocity F in a direction normal to the
front. Here F (κ) is a given scalar function that depends on the curvature of the
curve. The curves γ(t) are defined by
γ(t) = {x(s, t) = (x(s, t), y(s, t))T |0 ≤ s ≤ S}.
We assume, that the parameterization of the curve is such that the interior of the
enclosed domain is left from the curve. Then convex parts of the curve have
positive curvature and concave parts negative curvature. The unit normal pointing
outwards is denoted, as usual, by n, see Figure 7.1.
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The explicit or Lagrangian formulation of the propagation of this curve can be
written in vector notation as:
xt = F (κ) · n (7.2)
or component-wise as
xt = F
(
yssxs − ysxss
(x2s + y
2
s)
3
2
)
ys
(x2s + y
2
s)
1
2
, (7.3)
yt = F
(
yssxs − ysxss
(x2s + y
2
s)
3
2
)
−xs
(x2s + y
2
s)
1
2
. (7.4)
Denoting the metric of the curve by g(s, t) := (x2s + y2s)
1
2 we define the variation
of the curve as
V arγ(t) =
∫ S
0
|κ(s, t)|g(s, t)ds. (7.5)
This quantity can be considered as measure for the “wrinkling” of the curve. For
any convex curve the variation is, of course, 2pi. The following theorem delivers
the main motivation why we use curves evolving with curvature dependent speed
in grid generation:
Theorem 12. Consider a front moving with speed F (κ), as in Equation (7.2).
Assume that the curvature of γ(t) changes its sign at most at a finite number of
points. Assume that F is twice differentiable, and that κ(s, t) is twice differen-
tiable for 0 ≤ s ≤ S and 0 ≤ t ≤ T . Then it follows for 0 ≤ t ≤ T :
1. If Fκ ≤ 0 (Fκ ≥ 0) then
dVar(t)
dt
≤ 0
(
dVar(t)
dt
≥ 0
)
2. If additionally Fκ(0) < 0 (Fκ > 0) and Ks(0) 6= 0 then also
dVar(t)
dt
< 0
(
dVar(t)
dt
> 0
)
Proof. See [Set85].
In short, this proposition states, that if Fκ < 0 the variation of the evolving
curve decreases in time, i.e., the front becomes less wrinkled. This holds at least as
long as the front remains smooth during its propagation. Indeed, for certain speed
functions, i.e., F = 1 − ²κ with ² > 0, it can be shown that a C∞-curve stays
C∞ [OS88]. In Figure 7.2 this behavior is illustrated with a simple example. The
intuitive explanation for this behavior is, that concave parts of the curve propagate
faster than the convex parts. Hence, the front more and more approximates the
shape of a circle.
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Figure 7.2: Front propagating with speed F = 1− 0.1 · κ
7.2 Generation of Planar B-Spline Offset Curves
The simplest method to discretize equation (7.2) would be to use some kind of
marker particle method. Here the parameter interval [0, S] is divided intoN equal
intervals of size ∆s, yielding N + 1 mesh points si = i∆s, i = 0, . . . N . The im-
age of each mesh point at each time step is a marker point (xni , yni ) on the moving
front. The derivatives of the curve can then be computed by central difference ap-
proximations. However, the observation is, that this kind of approximation leads
to unstable algorithms, and that oscillations in the curve soon grow uncontrol-
lably. According to Sethian this can be explained as follows: (1) small errors in
the approximate marker positions produce (2) local variations in the computed
derivatives leading to (3) variation in the computed particle velocities causing (4)
uneven advancement of markers, which yields (5) larger errors in the approximate
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marker positions.
Therefore, in [Set94] Sethian uses level set methods to advance the front away
from the body. Here the front is embedded as zero level set into a higher dimen-
sional function whose equation of motion is described by a partial differential
equation of Hamilton-Jacobi type. The strength of the level set approach is three-
fold: it can handle non-differentiable manifolds, for instance, such containing
sharp cusps, it can handle self-intersecting offset curves by choosing an appropri-
ate entropy solution, and it can even cope with the merging of fronts that might
occur, for instance, when computing offset curves around multiple connected bod-
ies. All this can be achieved in a unified manner and does not require any user
interaction. The disadvantage of this approach are its relatively high computa-
tional costs.
However, it does not seem necessary to use a level set approach in order to
generate offset blocks because we start with an initially relatively smooth curve
representing the body boundary and during propagation this curve should become
even smoother, so that we need not worry about cusps; and the breaking and
merging of fronts is not an issue, because we use a multiblock approach anyway.
Therefore one wonders, if it is not possible to generate explicit algorithms to com-
pute the propagation of the curve, using B-spline algorithms. In comparison with
the marker particle representation of the curve, the B-spline representations of-
fer us the following advantages: (1) it is possible to evaluate the derivatives and
curvatures of the offset curves exactly, (2) any given B-spline curve can be repa-
rameterized in order to avoid uneven spacing in the discretization, (3) local oscil-
lations of B-spline approximants can be suppressed by fairing methods. Hence,
the following algorithm to compute curvature dependent offset curves. suggests
itself.
Algorithm 7 (Generate a B-spline offset curve). Assume that a planar B-spline
curve x(s) is given and a speed function F (κ) has been chosen.
1. Determine a time step size ∆t.
2. Distribute root points x(si) on the curve.
3. Compute sample points for the offset curve:
xoffi = x(si) + ∆t F (κ(si))n(si). (7.6)
4. Approximate these sample points with a new B-spline curve xoff (s).
5. Apply a fairing method to xoff in order to get rid of unwanted oscillations.
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This algorithm is repeated until the curve has reached a user-defined distance
from the original contour, see Figure 7.3. Of course the description of the algo-
rithm in its given form is far from complete. There are a lot of parameters which
can be used to used to tune this algorithm. In the following paragraphs we will
summarize and motivate our choices step by step.
Figure 7.3: Example of offset generation. The vertical lines mark the paths of the
sample offset points generated during the algorithm.
Choice of the Speed Function
In grid generation one has to avoid that F becomes negative and that consequently
the front moves backwards. Moreover, due to theorem 12 we require Fκ < 0.
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Therefore a natural choice is F = e−²κ with some ² > 0. However, in practice
this exponential speed function is difficult to handle because small variations in the
curvature may cause large variations in the corresponding speed and the evolution
of the front depends sensitively on the choice of ². Therefore we prefer
F = max(1− ²κ, Fthreshold). (7.7)
Note, that the thresholding affects only the convex parts of the curve which is
uncritical because in this area no self-intersections will emerge. The value of ²
should be as small as possible. Otherwise the thickness of the grid cells near the
boundary varies strongly which is not desired. On the other hand ² must be large
enough to avoid the degeneration of the offset curves in the concave parts of the
contour. In general the choice of ² seems not to be critical and it can safely be
chosen in the range (0, 0.5). In order to guarantee, that the concave parts of the
curve propagate faster than the convex parts we have to chose a Fthreshold ≤ 1.
On the other hand Fthreshold should be chosen as large as possible in order to
beware the front from moving backwards, and this even after the approximation
and fairing step. From this we conclude that Fthreshold = 1 is a reasonable choice.
The two examples in this section, see Figures 7.3 and 7.4 have been computed
with ² = 0.1 and Fthreshold = 0.7.
Choice of the Time Step
The ideal is of course to choose the time-step as large as possible in order to
reach the desired size of the offset block in as few steps as possible. The main
restriction is that the normals xoffi − x(si) must not intersect because this would
result in a self-intersection of the offset curve. If the curve contains concave parts
the nearest intersection point is at distance −1/κmin from the point of minimal
curvature. Since F (κ) is maximal when κ is minimal this means that the offset-
curve will degenerate at
∆t∗ = − κmin
F (κmin)
. (7.8)
Of course we must not reach this limit but instead we limit our time step size by
one third of this value. The second limitation is due to accuracy considerations,
i.e., it seems natural to limit the size of the time-step if the absolute curvatures
of the given curve are large, even if the curve is convex. Therefore we limit the
time-step size also by
∆t∗ =
κmax
F (−κmax) . (7.9)
The reasoning behind this is, that it should be possible to take the offset curve as
starting point and to compute the last time step backwards without violating the
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time step restriction (7.8). Altogether the time step becomes
∆t =
1
3
min{∆t∗,∆t∗}. (7.10)
The factor 1/3 is of course somewhat arbitrary but it seems to be a good compro-
mise between maximum size and stability.
Choice of the Root Points and the Approximation Scheme
Numerical experiments show that it is not a feasible strategy to generate a B-spline
offset curve by interpolation because this tends to accentuate spurious oscillations
in the sample data. Instead we prefer to use approximation and for this purpose
compute twice as many sample points than the approximating spline will have
control points. As parameters for the sample points in the approximation problem
we choose their accumulated chord length, see Section 4.4. Moreover, it is advan-
tageous if the sample points are uniformly distributed along the new offset curve.
If we assume that the original curve is approximatively parameterized according
to arclength this aim is achieved if one finds a distribution of parameters si on the
original curve such that the distances si−si−1 are proportional to the weight func-
tion w(si−1/2) = (1 + ∆tκ(si−1/2))−1. How one can compute such a distribution
is explained in detail in the next subsection.
Choice of the Approximation and Fairing Tolerance
Of course, the error of the approximation process must not be larger than the
movements of the sample points because otherwise it might happen that the fi-
nally computed offset curve crosses the original curve. The stronger the position
of the sample points depends on the local curvature the more the samples will
be afflicted by data errors. Hence, we permit larger approximation and fairing
tolerances if the parameter ² becomes larger. Concretely we permit an error of
1
2
²∆tFthreshold for both the approximation step and the fairing step individually.
If the approximation error exceeds this bound, we discard the computed sample
points, and repeat the same procedure with twice as many samples and control
points. In practice this happens only in the first few time steps because with in-
creasing time the curve becomes smoother and easier to approximate. The most
critical time step is the first one because the spline representing the contour has
often been modeled by completely different methods which can sometimes result
in much coarser representations than needed for the offset algorithm.
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Treatment of Closed Curves
If we consider closed curves like in Figure 7.2 we have to enforce C2-continuity
at the transition point where the spline starts and ends. The same problem occurs
when we treat contours which are composed of several splines. Therefore we
did not implement methods for periodic spline interpolation but developed a more
general strategy to enforce C2-continuity at a transition point. This is presented
in Section 7.2.2.
7.2.1 A Remark On Grid Generation on the Line
The problem in the second step of the above offset-algorithm is to find a smooth
distribution of a given number of grid points on a line or a curve segment, where
the density of the grid points should be proportional to some weight function,
that here is a function of the local curvature. This fundamental task frequently
arises in grid generation and is discussed, for instance, by Knupp and Steinberg in
[KS94]. Here we will summarize the derivation of the underlying equations and
make some remarks on their numerical solution because this topic which is rather
sloppily treated in the above mentioned source.
Problem 4. Assume that w(s) : [a, b] −→ R is a continously differentiable and
strictly positive weight function, i.e., where exists a constant α > 0 such that
α < w(s) for all s. Distribute n + 1 points si, i = 0, . . . n, in the interval [a, b],
such that the distances si − si−1 are proportional to some local value of a weight
function w(s):
si − si−1 = Kw
(
si + si−1
2
)
, i = 1, . . . n, (7.11)
and fulfill the boundary conditions s0 = a and sn = b.
The strict positivity is necessary to avoid that this finite difference problem be-
comes ill-posed since an interval corresponding to a weight w = 0 would neces-
sarily be of zero length.
Since the constantK is not known a-priori we have to reformulate the problem
in order to solve it practically. By summation over k = 1, . . . n it follows that for
a solution u = (sk)nk=0 to this problem the factor K must equal
K =
1
n
n∑
k=1
sk − sk−1
w
( sk+sk−1
2
) , (7.12)
so that we can transform the difference equation (7.11) into the form
n(si − si−1)
w
( si+si−1
2
) = n∑
k=1
sk − sk−1
w
( sk+sk−1
2
) . (7.13)
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If we now interpret the si as values s(ξi), ξi = in of a function s(ξ) : [0, 1]→ [a, b],
and consider the limit n → ∞, ∆ξ = 1
n
→ 0 this equation can be considered as
finite difference approximation of the following ordinary first order differential
equation:
sξ(ξ)
w(s(ξ))
=
∫ b
a
1
w
ds = const <∞. (7.14)
But this is still an ill-posed problem because we have to fulfill the two boundary
conditions s(0) = a and s(1) = b. Therefore we differentiate this equation again
with respect to ξ in order to achieve a well-posed boundary value problem of
second order: (
sξ(ξ)
w(s(ξ))
)
ξ
= 0. (7.15)
This system can now be discretized in a standard manner using central finite dif-
ferences, what yields a non-linear tridiagonal system of the form
li
∆ξ2
si−1 +
ci
∆ξ2
si +
ri
∆ξ2
si+1 = 0 (7.16)
with
ri =
1
w
( si+si+1
2
) , li = ri−1, ci = −(ri + li). (7.17)
Knupp and Steinberg propose to solve this system with a fixed point iteration
and provide a sample FORTRAN-implementation. However, in practice this fixed
point iteration does converge except for very simple examples. This is indepen-
dent of the quality of the initial guess. Indeed for strongly varying weight func-
tionsw the iteration function is just not contractive. Instead one should use a New-
ton iteration. Even here it turns out, that a good initial guess is absolutely manda-
tory for convergence. Such an initial guess can be found by treating equation
(7.14) as initial value problem. We compute a very accurate numerical approxi-
mation of the integral
∫ b
a
1/w(s) ds and apply a standard ODE solver to equation
7.14 subject to the initial condition s0 = a. Due to the numerical approximation
we will end up with some s˜n 6= b, so that we have to scale this solution by
sˆi = a+ (s˜i − a) s˜n − a
b− a (7.18)
before we use it as initial guess for the Newton iteration. Furthermore the New-
ton iteration is very sensitive to the choice of the weight function. In particular it
regularly diverges if the weight function w is not really twice continously differ-
entiable. Therefore in our application we cannot use a weight function w(s) that
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depends on κ(s) naively, since for a cubic spline the curvature is only continuous.
Instead we modify our weight function by setting
w˜(s) =
m−4∑
i=0
w(tˆi)Ni,4,T , (7.19)
where T = (t0, . . . tm) is the knot sequence of the offset curve and the tˆi are
the Greville abscissae, see Equation (4.72). This so-called Schoenberg quasi-
interpolant offers the most simple method to build an oscillation-free, differen-
tiable approximation of the original weight function. In this form the numerical
procedure for the solution of Problem 4 becomes reasonable robust.
7.2.2 Forcing C2-continuity at transition points
If we have to generate offsets around a closed curve, one has to make sure that
at the transition point, i.e., the common start and end point of the spline, the
curve stays curvature-continuous, otherwise it will not be possible to compute the
movement of this point consistently. Therefore we want to ensure by construction,
that the closed curve remains C2-continuous at the transition point. (In the case
of curves, this is only slightly more restrictive than curvature-continuous.)
The most direct method to achieve this, is to add periodic boundary conditions
for the approximation. However, this method leads to a somewhat more difficult
linear system, that is no longer banded, and it can not easily be generalized to
more general situations. Instead we use the following algorithm.
We assume that we have two cubic B-splines x(t) =
∑n
i=0 piNi(t) : [0, 1] −→
Rd and y(u) =
∑m
j=0 qjNj(u) : [0, 1] −→ Rd, that do not necessarily fulfill the
conditions x(1) = y(0), x′(1) = y′(0) and x′′(1) = y′′(0). The aim is to modify
these curves in such way, that these conditions hold. Of course, in this process we
want to modify the curves as little as possible. If we assume, that the splines x
and y have clamped knot vectors, the function values and derivatives at the interval
endpoints depend only on the position of the last or respectively first three control
points of x and y. We search the displacements vi, wj such that for k = 0, 1, 2
the following equation holds:
n∑
i=n−2
(pi + vi)N
(k)
i (1) =
2∑
j=0
(qj +wj)N
(k)
j (0).
This is an under-determined linear system with three equations for the six un-
knowns vi, wj . Since the corresponding system matrix has full rank, the mini-
mum norm solution of this problem, i.e., the solution that alters the position of the
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original control point as little as possible, can be found by QR-decomposition,
see [GV96], Algorithm 5.7.2.
After this step one has a C2-curve. However this curve need not be fair in
the sense of Section 4.5.1. In practice one can observe that the curve starts to
oscillate during the offset-algorithm near the transition point, if one does not ap-
ply additional cures. (The same can be observed, if one uses periodic boundary
conditions.) In order to remedy this deficiency we use a knot removal algorithm at
the transition point in order to get a B-spline representation of a segment covering
the transition point without multiple internal knots. To this segment we can apply
a standard fairing algorithm. After that the knots are re-inserted, so that we get a
smooth and fair representation of the two splines maintaining their original knot
structure.
After all these manipulations the handling of closed curves is sufficiently ro-
bust. In order to demonstrate this we have deliberately placed the transition point
at a point of large curvature in the butterfly-examples presented below.
7.3 Constructing the Transverse Lines
The result of the offset algorithm in the previous section is a set of B-splines
which represent the advancing front at some discrete time levels ti. From this set
of splines, that might have different number of control points and knot vectors, we
want to construct a grid mapping x(s, t) with B-spline tensor product structure.
This task is associated with the choice of the transverse grid lines.
Our general strategy consists of two steps: first we use an interpolation scheme
that connects the points with the same parameters s from each curve. However,
this choice might not yield an entirely satisfactory result. Since during the ap-
proximation step in the offsetting algorithm we do not use the parameters of the
root points as parameters for the offset points, but compute an chord length pa-
rameterization for each offset curve individually, we loose the correlation of the
parameters, and therefore the line interpolation yields a grid, that will not be or-
thogonal, see Figure 7.4. However, orthogonality is often desired, at least in the
immediate neighborhood of the body boundary. Therefore, in the second step, we
use a method developed by Brakhage and Mu¨ller [BM00] based on the solution
of ODEs in order to modify the behavior of the transverse grid lines.
In order to explain the basic principle behind this method, we switch back
to the notation (u, v) for the parameters of the grid mapping and furthermore
interchange the role of the first and the second parameter, i.e., we assume that the
grid lines u = const should be maintained. Then the starting point is a given
(non-orthogonal) grid mapping x(u, v) : [0, 1]2 −→ Ω. In order to generate an
orthogonal grid mapping x˜(u, v) from the initial one, we determine orthogonal
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lines y(u) = x(u, f(u)) by the orthogonality condition
y′(u)xv(u, f(u)) = 0 (7.20)
which is equivalent to
xu(u, f(u)) + xv(u, f(u))f
′(u))xv(u, f(u)) = 0. (7.21)
This is an explicit equation for f ′ that can be resolved to the ordinary differential
equation (ODE)
f ′(u) = −xu(u, f(u))xv(u, f(u))
xv(u, f(u))xv(u, f(u))
(7.22)
which, using the metric notation from Section 3.6, can shortly be written as
f ′ =
g12
g22
. (7.23)
The grid lines v = const of the new grid mapping x˜(u, v) are now given by
x(u, fv(u)), where fv is the solution of (7.23) with the initial value f(0) = v. The
fv can be computed with any standard ODE-solver.
Figure 7.4: Left: Grid connecting points of equal chord-length on each offset
curve. Right: Orthogonal Grid for the same configuration.
Orthogonal grids, however, have another disadvantage: at convex parts of the
boundary the transverse coordinate lines are attracted to each other, leading to
strong variations in the grid metric. Therefore instead of insisting on strict or-
thogonality, we want to prescribe arbitrary values for the angles between the lines
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u = const and v = const. To accomplish this Brakhage and Mu¨ller have derived
an analogous ODE, where the wanted cosine values of the intersection angles are
prescribed by a mapping c : [0, 1]→ (−1, 1). In order to guarantee that the trajec-
tories do not leave the domain, we have to suppose that the angles at the boundary
curves v = 0 and v = 1 are maintained:
c(u, 0) = cos(^(xu(u, 0),xv(u, 0)),
c(u, 1) = cos(^(xu(u, 1),xv(u, 1)). (7.24)
In this case the basic equation is given by
y′
||y′||
xv
||xv|| = c, (7.25)
which leads to the ordinary differential equation
f ′ = −g12
g22
+
c
g22
√
g11g12 − g212
1− c2 . (7.26)
For details of this construction and its analysis we refer to [BM00].
The practical problem, of course, is to determine appropriate cosine-values
in advance. Brakhage and Mu¨ller propose the following strategy. They evaluate
the cosine values c(u, v) corresponding to the original grid mapping x(u, v) at
a regular grid of points (ui, vj). These values are then interpolated by a tensor
product B-spline c(u, v) =
∑N,M
i,j=0 qijNi(u)Nj(v). After that, near the boundary
u = 0, a user defined number of control points qij is set to zero, i.e., they set
qij = 0 for (i, j) ∈ {0, . . . , P} × {1,M − 1}. Hereby typical values for N,M
and P are 10 ≤ N,M ≤ 20 and 4 ≤ P ≤ 8. The control points at the boundaries
j = 0 and M = 0 are not modified in order to fulfill the side condition (7.24).
Note that due to the convex hull property of the B-spline mapping no oscillations
are introduced into the cosine-mapping. The so modified map is then used as
input data for Equation (7.26). The resulting grid is orthogonal near the body
boundary and has the same angles as the original mapping at the opposite far field
boundary. However the obvious disadvantage of this method is, that grid lines
that have converged very closely near the boundaries already are not pushed apart
again. Hence this cure leads sometimes only to a slight improvement of the grid
smoothness as can be seen in the left plot of Figure 7.5.
Instead we propose to merge the smooth chord length grid and the orthogonal
grid by blending the v-parameters of these two mappings:
xˆ(u, v) = x(u, φ00(u)fv(u) + φ10(u)v). (7.27)
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Figure 7.5: Compromise construction of transverse grid lines according to
Brakhage/Mu¨ller (left) and by u-parameter blending of arclength-grid and orthog-
onal grid (right).
Here φ00 and φ10 are the Hermite blending functions from Section 3.5.5. This
grid mapping asymptotically coincides with the orthogonal mapping near the body
contour and with the smooth arclength mapping near the far field boundary, see
the right plot of Figure 7.5.
Whereas this grid is smooth and orthogonal near the boundary it is also rather
skewed in its interior. If one is interested to have some parameter at hand which
can be used to control the grid quality, one can introduce one more parameter
γ ∈ [0, 1] and define the following family of grids:
x¯γ(u, v) = x(u, [(1− γ)φ00(u) + γ]fv(u) + [(1− γ)φ10(u)]v). (7.28)
If γ = 1 the resulting grid is the orthogonal grid ˜x(u, v), for γ = 0 the grid
equals xˆ(u, v). Figure 7.6 contains two samples for γ = 0.4 and γ = 0.8. In
principle it is possible that the user experiments with the parameter γ interactively
at graphical user interface because the underlying grid evaluations are simple and
cheap. However, xˆ(u, v) might be the optimal solution anyway because it provides
an even spacing of the outer boundaries which might be advantageous for the
construction of neighboring blocks.
7.4 Offset Surfaces
Formally the extension of the concept described in the previous section to 3D is
simple.
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Figure 7.6: Grids according to Equation 7.28. Left: γ = 0.4, Right: γ = 0.8.
Definition 5. Let x(u, v) : [0, S]× [0, T ] −→ R3 be a sufficiently smooth surface.
Then a curvature-dependent offset surface xd(u, v) at distance d(κ) is a curve
defined by
xd(u, v) = x(u, v) + d(κ(u, v))n(u, v) for (u, v) ∈ [0, S]× [0, T ], (7.29)
where n(u, v) is the unit normal to x(u, v) and d is a continuous curvature-
dependent distance function.
However, there is no established theory on the curvature dependent evolution of
surfaces. In [Set94] Sethian presents a figure of a grid around a 3D dumbbell,
“using a speed function which depends on the mean curvature”. Unfortunately he
does not offer any more details on his algorithm; an announced sequel never ap-
peared. Indeed, intuitively it does not make much sense to parameterize the speed
function by the mean curvature. For example a minimal surfaces can be rather
complex although its mean curvature is constant zero. Since the curvature is con-
stant, Sethian’s approach should not be different from computing an offset surface
of constant distance and hence at concave parts of the surface self-intersections
will not be avoided.
In grid generation practice offset techniques are often used only to generate
thin layers around the given body in order to capture the boundary layer of viscous
flows with high quality grids. For instance Deister, who generates prismatic offset
grids starting from surface triangulations, explains in his thesis [Dei02] that he
just diminishes the thickness of this offset-layer if his offsetting algorithm results
in self-intersections. Hence, we too restrict ourselves to the relatively modest aim
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Figure 7.7: Top View of the multi-parted back wing.
to generate relatively thin offset grids offset areas for patched B-spline surfaces.
This task can be divided into two steps. The first one is to generate surface models
which are appropriate as starting point for an offsetting algorithm. The second
one is the generation of the offset surfaces itself. In the following subsections
we demonstrate this approach with the aid of a relatively simple example, that
nevertheless indicates quite well the problems that typically occur in this context.
We summarize the construction of a surface model for a multi-parted back swept
wing, that has been used for readings performed in a special project of the SFB401
in the European Transonic Wind Tunnel (ETW) in Cologne, Germany [RA06].
This work had been performed by Brakhage and is documented in [BL05]. Then
we describe the procedure how to generate an offset grid for this model.
7.4.1 A CAGD-Model for an Airplane Wing
The wing consists of four parts: the three sections of the aerofoil and the wing tip,
see Figure 7.7. The cross sections at the front positions (Ai) and the depths (li)
are prescribed. For the construction of the wing tip the position of R with respect
to A4 is prescribed. This position defines the point at which the rounding of the
leading edge should fade to a straight line parallel to the last cross section.
The cross sections are derived from the reference profile in cruise configu-
ration depicted in Figure 2.2. Using the interpolation and fairing methods from
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Chapter 4 a spline with 44 control points has been constructed. Towards the fuse-
lage the cross sections become thicker due to scaling of the lower side only, see
Figure 7.8.
Figure 7.8: Cross sections of the wing near the wing tip and the near the fuselalge.
The scaling takes place at the lower side of the wing only so that the upper side is
identical for all cross sections.
The three airfoil sections are defined to be ruled surfaces. Hence the air-
foil without the tip can be represented by a tensor product spline of order (4, 2).
The wing tip is constructed by a B-spline/Bezier-patch of order (4, 3) with GC1-
continuity at the crossing from wing to tip. The control points of the second row
lie on the elongation of the outer control polygon segments of the airfoil. These
points are projected to the xy-plane and then compressed to get the chord-length
given by R, see Figure 7.9.
7.4.2 Reparameterization of the Wing Tip
This construction of the wing is ideal for the modeling and the manufacturing
process because the whole description depends only on a few parameters, namely
the control points of the reference cross sections and some scalars defining the
front positions and scaling factors. However for grid generation purposes the
resulting representation is problematic because the parameterization of the surface
is singular in the point R. This singularity would protrude into the flow field if we
used this spline representation directly.
Instead we reparameterize the wing tip and generate a new patch structure for
it by the following method. We cut the wing tip by a sequence of planes that
sweep over the singularity, see Figure 7.10. To compute the cuts we start from a
chosen point on the upper side of the wing and use a predictor-corrector method
to follow the cut-curve.
Algorithm 8 (Compute the cut of a surface with a plane). Let the plane be
given by n · x = d, and the surface by s(u, v). Let s(u0, v0) be a surface point on
the cut plane. For i = 0, 1, . . . do
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Figure 7.9: Detail View of the wing tip and its control points.
1. Determine the direction (du, dv) in parameter space which corresponds to
the tangent to the surface that is embedded into the cutting plane:
(du, dv) = (n · sv(ui, vi), −n · su(ui, vi)). (7.30)
2. Predictor step: In this direction make a step of the given size h:
(u˜, v˜) = (ui, vi) + h(du, dv)/||(du, dv)||. (7.31)
3. Corrector step: The predictor value s(u˜, v˜) need not lie on the given plane,
therefore determine a correction perpendicular to the direction of the pre-
dictor step. This yields the scalar non-linear problem
g(t) := n · s(u˜− t dv, v˜ + t du)− d = 0 (7.32)
which can be solved by a Newton-iteration. If this Newton iteration does
not converge reject the predictor, halve the step size, and go back to step 2.
4. Set (ui+1, vi+1) = (u˜− t, v˜ − t).
If the boundary of a patch is reached, we try to identify the parameter on the
neighboring patch that lies on the given plane. For this purpose we can again use a
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Newton-iteration; the necessary starting value is computed by bisection. For this
step only some basic topological information is needed. In principle the whole
procedure can even be applied, if the patches do not fit exactly.
All the resulting cut-curves are interpolated separately and then re-evaluated
according to arclength, so that a regular set of surface points in tensor product
structure is obtained which can be interpolated by a tensor product B-spline. In
case that non-exact interfaces have been swept over one should supplement the
curve interpolation step by a fairing process allowing larger tolerances than the
error in the given model.
Figure 7.10: Computing the cut curves for the reparameterization.
This process is repeated with varying groups of cutting planes paths until all
parts of the given surface have been processed. In the present case the final repa-
rameterization consists of 8 patches, see Figure 7.11.
This method is applicable rather generally. The main problem is that the def-
inition of all the cutting planes contains quite a lot of parameters that have to be
defined by the user. However there are already software solutions to this problem
available since the definition of the cutting planes is similar to the definition of the
frames which are used to define camera paths in virtual reality animations; in the
current project we use the programming library libQGLViewer [Deb].
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Figure 7.11: Final reparameterization seen from the lower side of the wing.
7.4.3 An Offset Technique for Patched Surfaces
As experience shows it is not a feasible strategy to compute for each patch a reg-
ular grid of sample points for the offset surfaces and then to approximate these
points by tensor product methods. The problem is that the rigid tensor product
structure obstructs the use of reparameterization techniques. The effect is demon-
strated in Figure 7.12. Here one can see that in the concave part of the given
body the parameter lines converge and start to form a singularity. Even by time-
consuming fairing and optimization methods it is difficult to remedy this problem.
Instead we propose to proceed as follows:
Algorithm 9 (Generate an offset curve for a patched surface.).
1. For each edge of the multi-patch surface compute an offset curve according
to algorithm 7.
2. Then move the faces using transfinite interpolation of the boundary dis-
placements according to Section 6.1. Thereby interprete the new edge data
as input for the face deformation algorithm.
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Figure 7.12: Left: a simple test object, a deformed and rounded cubus-like object
with a concave upper side. Right: Offset for this object generated by tensor prod-
uct approximation. The parameterization develops a singularity in the center of
the upper patch.
This algorithm combines both the robustness of the Algorithm 7 to compute off-
set curves and and the property of the grid deformation algorithms to maintain
the characteristics of the parameterization. Furthermore this algorithm has the
advantage that in each step it is naturally guaranteed that the model stays water-
tight during its propagation because the movement of the faces is induced by the
movement of the edges; hence there is no need to correct any discrepancies at
the patch boundaries which might occur due to the approximation in the single
surface patches. Indeed this new algorithm is fairly well-behaved. For the simple
test configuration presented in Figure 7.12 it is possible to generate an infinite
sequence of offset-surfaces without observing degenerations or oscillations, see
Figure 7.13.
The application of this technique to the wing model is more intricate. We
want to generate a grid with a C-topology similar to the planar case. Hence, the
topologies of the wing model and of the offset surfaces are not the same because
upper and lower side of the model separate at the trailing edge. Furthermore the
curvature of the wing tip becomes infinitely large near the trailing edge. Therefore
the first offsetting step is realized with some special code which manages the
change of the surface topology and prescribes the movement of the surface points
for which the normal is not uniquely defined. Concretely this concerns the end
point of trailing edge which is allowed to move along the prolongation of the
trailing edge only. After that a sequence of offset surfaces is constructed according
to Algorithm 9.
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Figure 7.13: Offset curves for the test object using algorithm 9.
In this case the offset distance that can be reached is limited due to the complex
structure of the patches. In particular one can observe that the angle quality of
the surface parameterizations degenerates in the vicinity of the two embedded
vertices at the front side of the wing tip. The explanation for this is that each
single offset edge is parameterized according to arclength. As already mentioned
before, this implies that a point attached to a fixed curve parameter does not move
perpendicular to the offset surface. On the other hand the embedded vertices
must be keep attached to the same unique parameter on each single offset curve.
Otherwise it would not be possible to use the data structures presented in Chapter
5 for the later construction of blocks. Hence the path of the embedded vertices
is usually not perpendicular to the surface; the distortions of the surface patches
introduced by this effect can be seen in Figure 7.14. For the current example the
height of the offset blocks is about half of the wing thickness. This is still about
twice as large as the expected thickness of the boundary layer. Figures 7.14 and
7.15 show some cross-sections of the offset grid for the wing model.
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Figure 7.14: Offset Surfaces for the wing cap, seen from behind (top) and from
the front (bottom).
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Figure 7.15: Cross section of offset grid at the trailing edge.
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Chapter 8
Quadflow: An Adaptive Multiscale
Finite Volume Solver
The purpose of this chapter is twofold: we examine the QUADFLOW program sys-
tem in detail and simultaneously use this opportunity to discuss the interplay of
the parametric grid concept with finite volume discretizations in general. Hereby
the emphasis lies on the following topic: in the end the grid generation program
serves to supply the numerical method that is used to solve the underlying gov-
erning equations with the geometric data which is needed by the discretization.
These data are, for instance, the position of the nodes, the volumes and the cen-
troids of the cells and, in case of moving grids, the grid velocities. As it turns
out these values cannot be computed naively because they are subject to several
consistency conditions that depend on the concrete type of the discretization. For
finite volume schemes on moving grids these conditions stem from the stipula-
tion that a constant flow field should be maintained numerically. In Section 8.1
these geometric conservation laws are derived using a model discretization that
represents a large class of finite volume solvers including the QUADFLOW flow
solver which has been realized by Bramkamp [Bra03]. Due to a so-called grid
transparent data structure this solver is able to work on very general kinds of cell
partitions; in particular, it can handle the locally adapted grids that typically arise
due to quadtree- or octree-type grid refinement. This will be outlined in Section
8.2.
In order to keep the size of the discrete problems at every stage as small as
possible QUADFLOW employs a multi-resolution analysis similar to techniques
used for data compression. This technique has been developed and analyzed by
Gottschlich-Mu¨ller [GM98] and Mu¨ller [Mu¨l02] and will be recapitulated in Sec-
tion 8.3. It gives rise to a second set of geometric consistency conditions link-
ing the different levels of the discretization with each other. The construction of
nested hierarchies of grids is an essential prerequisite for this. This adaptation
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technique is implemented by a C++ library named MSTLIB which can be used by
the flow solver as a black box.
Grid nestedness and geometric conservation laws are the two sets of consis-
tency conditions, that are to be respected whenever the grid generation library
delivers discretized geometric data to the finite volume solver. In Section 8.4 both
stipulations are fulfilled simultaneously by analytically exact evaluation of the
grid mapping. However, the caveats of this method are demonstrated, too.
The rest of the chapter deals with the structure of the complete QUADFLOW
program system. Section 8.5.1 summarizes some results from Massjung [Mas03]
and Boucke [Bou03] concerning the coupling of fluid and structure codes. After
that we have all the essential prerequisites, from which QUADFLOW is built. We
will show how the individual modules are combined to a single program. There-
fore we will conclude this chapter in Section 8.5.2 with a discussion of the main
steering routines of QUADFLOW.
8.1 Model Discretization for Finite Volume Schemes
The starting point for our presentation are the ballance equations in arbitrary
Eulerian-Lagrangian (ALE) form. Closely following a derivation given in [FGG01]
a model discretization for multi-dimensional conservation laws is constructed.
From this model discretization we can derive elementary discrete consistency con-
ditions that contain only geometric quantities. These conditions are commonly
known as geometric conservation laws.
8.1.1 The ALE Form
As before, let d ∈ {2, 3} be the space-dimension, C ⊂ Rd the logical space, and
D(t) ⊂ Rd the physical domain. The coordinates in logical space are denoted by
ξ and the coordinates in the physical domain by x. The physical domain varies in
time due to moving boundaries. The mesh generation provides a grid function
x : C × [0, T ]→ Rd, (ξ, t) 7→ x(ξ, t).
For every fixed t the mapping xt : C → Rd, ξ 7→ x(ξ, t), is an invertible trans-
formation of C onto D(t). Furthermore let C ⊂ C be an arbitrary control volume
in logical space and Ω(t) := x(C, t) := {x(ξ, t)|ξ ∈ C} the corresponding cell in
the physical domain. Then for a vector of conserved quantities u with associated
fluxes fk, k = 1, . . . d, that solves the partial differential equation
∂
∂t
u(t,x) +
d∑
k=1
∂
∂xk
fk(u(t,x)) = 0 (8.1)
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(compare with equation (2.10)) the following integral ballance holds:
d
dt
∫
Ω(t)
u dx+
∫
∂Ω(t)
fn(u)− u(w · n) ds = 0. (8.2)
Here
w(ξ, t) =
∂x(ξ, t)
∂t
is the grid velocity and n(t) is the outward unit normal to the boundary of Ω(t)
and the flux in normal direction is defined by
fn(u) =
d∑
k=1
fk(u)nk. (8.3)
8.1.2 Model Discretization
The finite volume discretization of a conservation law can typically be summa-
rized in the following three steps:
1.) Domain Partitioning
Assume C = C1 ∪ . . . ∪ CN is a partition of the logical space. For each cell Ci in
this partition, we define
Ωi(t) = {x(ξ, t)|ξ ∈ Ci}.
With
|Ωi(t)| =
∫
Ωi(t)
1 dx =
∫
Ci
∣∣∣∣det(∂x(ξ, t)∂ξ
)∣∣∣∣ dξ
we denote the volume of such a control volume. The corresponding cell-averages
are given by
ui(t) :=
1
|Ωi(t)|
∫
Ωi(t)
u dx.
Let N (i) be the set of indices of the cells that have a common interface with the
cell i, and for j ∈ N (i) let ∂Ωij(t) := ∂Ωi(t) ∩ ∂Ωj(t) be the interface between
the cells i and j. Then the integral over the complete cell boundary in equation
(8.2) can be expressed as sum over the faces:∫
∂Ωi(t)
(fn(u)− u(w · n)) ds =
∑
j∈N (i)
∫
∂Ωij(t)
(fn(u)− u(w · n)) ds.
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2.) Reconstruction and Flux Approximation
In the next step we approximate the flux integrals at the faces. Typically this is
realized by a one-point integration formula in the following manner:∫
∂Ωij(t)
(fn(u)− u(w · n))ds ≈ AijF(uij,uji,nij, νij). (8.4)
Here F is the so-called numerical flux, see below. Aij , nij and νij are approxi-
mations to the face area, face normal and the normal grid velocity ν = n · w on
the face ∂Ωij , respectively. In many discretizations, for example a polygonal grid
in 2D, or for a tetrahedral grid in 3D, the cells are bounded by straight edges or
planar faces, respectively, so that Aij and nij can be computed exactly. How to
compute these values in the curvilinear case is not so obvious. This problem will
be addressed later in Section 8.4. The values uij and uji are states at the left hand
and right hand side of the cell interface. These values are computed from the cell
averages in a neighborhood of the cells i and j, respectively, by a so-called re-
construction. A minimum requirement to this reconstruction is, that the constant
function is reproduced:
∀i : ui = u ⇒ ∀i, j : ui,j = uj,i = u. (8.5)
The numerical flux in normal direction F(u,v,n, ν) is usually one representative
of the steadily growing class of approximate Riemann solvers on the CFD-market.
This function is assumed to be consistent, i.e.,
F(u,u,n, ν) = fn(u)− νu. (8.6)
The sum
Ri(u(t),x(t)) :=
∑
j∈N (i)
AijF(uij(t),uji(t),nij(t), νij(t)) (8.7)
is the balance of the discretized fluxes.
3.) Time Integration
With the domain partitioning and the flux approximation the spatial discretiza-
tion of the conservation law is done, and we have got a so-called semi-discrete
problem:
d
dt
|Ωi(t)|ui(t) +Ri(u(t),x(t)) = 0. (8.8)
For the time integration one can choose between explicit and implicit schemes.
For explicit schemes the time step size is restricted due to stability considerations
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by the so-called CFL (Courant-Friedrichs-Levy) condition. Therefore we consider
mainly implicit schemes. One common choice is to employ a θ-scheme. Here the
geometric quantities and the numerical flux functionF are computed for both time
levels tn and tn+1. Let ∆t := tn+1 − tn and let V ni and Uni be approximations for
|Ωi(tn)| and ui(tn), respectively. Let Un (without subscript) denote the collection
of all cell averages at time level n. Then such a discretization takes the form
V n+1i U
n+1
i − V ni Uni = −∆tθRi(Un+1,xn+1)−∆t(1− θ)Ri(Un,xn). (8.9)
If θ = 1/2 the method is second order accurate in time. This can also be achieved
using the implicit midpoint rule, i.e.,
V n+1i U
n+1
i −VniUni = −∆tRi
(
1
2
(Un+1 +Un),x(tn+1/2)
)
. (8.10)
In practice, the second method is computationally more efficient, because one
avoids the recomputation of the matrices, that usually occur in the reconstruction
step for higher order flux evaluation. Therefore we will use equation (8.10) as
our model-discretization. However, the following discussion shows no significant
difference for these two cases.
8.1.3 The Geometric Conservation Laws
The geometric conservation laws are discrete consistency conditions for the finite
volume scheme. They stem from the requirement, that a reasonable numerical
method should at least be able to maintain a constant flow field: if u(x, t) = U∞
for all (x, t), then we require that the numerical solution fulfills Uni = U∞ for all
index pairs (i, n), too. Note that there are no geometric conservation laws per se,
but every discretization method has its own individual set of conditions.
If we substitute U∞ for all occurrences of Ui or Uj in equation (8.10) and use
the consistency of the numerical flux, we obtain
V n+1i U∞ − V ni U∞ = −∆t
∑
j∈N (i)
Aijfnij(U∞)−
∑
j∈N (i)
AijU∞νij. (8.11)
First we consider the special case of a stationary grid. Then in the last term on
the right hand side all the νij are zero, and the left hand side vanishes, because
the volumes are equal. If we then look at the remaining term component-wise
inserting the definition of the flux in normal direction and changing the order of
summation we get
0 = −∆t
d∑
k=1
fk(U∞)
∑
j∈N (i)
Aij(nij)k. (8.12)
SinceU∞ and consequently the fk(U∞) can be chosen arbitrarily we can conclude
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Theorem 13. A finite volume scheme of type (8.10) will reproduce constant, ho-
mogeneous flows on stationary grids if, and only if, for each cell Ωi the algebraic
condition
0 =
∑
j∈N(i)
Aijnij (8.13)
is statisfied.
Since Aij and nij are purely geometric quantities it is in the responsibility of
the grid generator to fulfill this condition. The condition itself can be considered
as a discrete analog to the simple analytic equation
0 =
∫
∂Ωi(t)
n(s, t) ds. (8.14)
that holds for any measurable closed control volume. Although uncommon in
literature we call Equation (8.13) the closed surface law. Usually this condition is
automatically fulfilled, since for the straight edges of 2D cells and the planar (or at
most bilinear) cell faces in 3D all the geometric quantities can easily be computed
exactly. Therefore the closed surface law is not often mentioned in literature. But
in the curvilinear setting this is a significant observation.
What people usually understand to be ”the” geometric conservation law stems
form the requirement, that the constant homogeneous flow should also be repro-
duced if the mesh is moving. If in equation (8.11) we assume the closed surface
law to be satisfied, the first sum vanishes, and by canceling the factor U∞ we end
up with the following observation.
Theorem 14. A finite volume scheme of type (8.10) will reproduce constant, ho-
mogeneous flows on moving grids if, and only if, additionally to Equation (8.13)
the algebraic condition
V n+1i − V ni = ∆t
∑
j∈N(i)
Aijνij (8.15)
is satisfied.
Equation (8.15) is a discrete counterpart to the continuous geometric identity
|Ωi(tn+1)| − |Ωi(tn)| =
∫ tn+1
tn
∫
∂Ωi(t)
w · n ds dt.
This equation expresses the fact, that the volume swept by the cell-faces during
the grid movement sums up to the change of volume of the parent cell. In Section
8.4 a strategy to fulfill these conservation laws will be presented.
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8.2 The Quadflow Flow Solver
The core ingredient of QUADFLOW, the essential flow solver, has been imple-
mented by Bramkamp [Bra03]. It is a finite volume discretization along the lines
of Chapter 8.1. Hence, here we can restrict ourselves to making some remarks
on the data structures relevant to grid generation and to list some of the basic in-
gredients of the implementation. In particular we omit the discretization of the
diffusive fluxes and the turbulence models. For more extensive information and
related references we refer to [Bra03], [BLM04] and [BLM+05].
8.2.1 Data Structures
The main operation in a finite volume scheme is the evaluation of the fluxes at
the cell interfaces. This operation is independent of any ansatz functions or of the
shape of the cell elements. Therefore the most natural way to implement a finite
volume scheme is by using a face-based data structure. The grid is treated as a
fully unstructured mesh, composed of simply connected elements with otherwise
arbitrary topology. A face-based data structure has the advantage that there are no
limitations on the number of faces, which can be connected to a cell. The eval-
uation of fluxes and their contribution to cells can be efficiently implemented by
sweeps over the faces. Different element types are processed in a unified manner,
rather than being distinguished. This property is often related to as grid trans-
parency. Hanging nodes, which occur due to local adaptation, do not require any
special treatment. The use of transition elements is not necessary. In particular,
the flow solver is not restricted to operate on locally refined quadrilateral cells, but
may be combined with any grid topology, e.g. mixed element type grids.
The mesh is composed of the basic grid objects: cells, faces and nodes, see
Figure (8.1). Grid objects are related to each other via connectivity lists. Two
types of pointers are required: a link between the faces and its adjacent cells and
a link between the faces and its adjacent nodes:
Pointer type Data structure
• Face to cell face 2 cell(iface,iC)
• Face to node face 2 node(iface,iN)
Here iC ∈ [1, 2] refers to the left and right neighbor of the face addressed by
iface and iN represents the iN-th node connected to the face. Of course, in 2D
iN ∈ [1, 2] but in 3D the situation is somewhat more flexible.
Since this data structure utilizes only simple one-dimensional arrays of fixed
dimensions, the flow solver can efficiently be realized in FORTRAN77. Essen-
tially only the subroutines for the memory management and some main steering
routines are implemented in C. This makes QUADFLOW a very fast code. On the
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Figure 8.1: Basic grid objects of unstructured mesh and collection of fluxes for
polygonally bounded control volume in 2D
other hand it belongs to the characteristics of this solver, that it requires quite a lot
of memory for the explicit storage of the grid connectivity and, most importantly,
of the Jacobian matrices for the implicit scheme.
8.2.2 Flux Computation and Reconstruction
The discretization of the inviscid fluxes is based on upwind methods. In QUAD-
FLOW a couple of different upwind methods is available. For the steady-state
computations presented in Chapter 9 the HLLC Flux-Difference Splitting due to
Batten et al. [BLG97] has been employed. For the unsteady computations we
have chosen the Roe Riemann solver [Roe81].
To obtain second-order accuracy in space, in each cell a linear reconstruction
w(x) of the primitive flow variables w ∈ {ρ,v, p} is determined:
w (x)|Vi := wi + γi (x− xi) · ∇wi , x ∈ Vi . (8.16)
Here wi represents the average of the variable w and ∇wi the gradient of the
reconstructed function in the cell Vi and γi denotes a limiter function. xi should
be the exact centroid of the cell, so that the reconstruction is conservative. In this
context conservation of the mean requires that
wi =
1
|Ωi|
∫
Ωi
w(x) dx (8.17)
A least-squares problem is solved to determine the gradient∇wi. It is chosen such
that the error of the reconstruction of the integral cell averages wj, j ∈ Ni, in a set
of neighboring cells is minimized:
∑
j∈Ni
(∫
Ωj
(wi + (x− xi) · ∇wi)− wj
)2
−→ min . (8.18)
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The set Ni contains at least the cells, that share a face with Vi (face neighbors).
This stencil can be enlarged adding the cells that only share a node with Vi (cross
neighbors). The usually over-determined system of equations (8.18) is solved us-
ing the normal equations. At local extrema and discontinuities, the reconstruction
may generate new extrema and therefore cause oscillations in the numerical so-
lution. In order to circumvent this problem, the slope limiter by Venkatakrishnan
[Ven95] is employed. The states ui,j needed to formulate the Riemann problem
at the cell interfaces Ωij are then computed by evaluating the reconstruction at the
integration point, typically the midpoint of the interface.
8.2.3 Time Integration
For the time integration the QUADFLOW solver provides a variety of explicit and
implicit time integration schemes. Typically for steady fluid flows a first order
implicit Euler time integration scheme and for unsteady flows a second-order time
accurate implicit midpoint rule is employed. The non-linear problem arising from
these methods can be written in a unified manner as
R̂ :=
un+1V n+1 − unV n
∆t
+R(un+1,x(tn+θ)) = 0, (8.19)
where θ = 1 for implicit Euler scheme and θ = 1/2 for the midpoint rule. Here
u := θu+(1−θ)un for any vector of state u. The solution un+1 of this non-linear
system is determined by a Newton iteration.
u(l+1) = u(l) +∆u(l) (8.20)
where intermediate solutions of the Newton scheme are indicated by the super-
scripts in parentheses. The initial guess is u(0) = un, and the changes of the
solutions within each Newton step are computed as solution of the following lin-
ear systems:
Ĵ(u(l))∆u(l) = −u
(l)V n+1 − unV n
∆t
−R(u(l),x(tn+θ)). (8.21)
For stationary flows we take only one Newton iteration per physical time step,
since time accuracy is not needed to reach steady state in the computation. In
the case of instationary calculations it is necessary to iterate the Newton methods
until a sufficiently converged solution is reached. The Jacobian of the system of
equations contains contributions of the temporal discretization and of the spatial
discretization:
Ĵ(u(l)) =
∂R̂(u(l))
∂u(l)
=
V n+1
∆t
I+ θ
∂R(u(l))
∂u(l)
. (8.22)
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The linearization of the convective fluxes is based on a first order accurate method
in space, i.e., the derivative of the reconstruction process is omitted in order to
keep the stencil of the Jacobian matrix more compact. Hence, the Newton method
is not exact loosing the quadratic order of convergence. The convective flux func-
tions are linearized by using tools of automatic differentiation, namely by the
ADIFOR software [BCKM96]. The arising linear systems are solved by iterative
Krylov subspace methods, like GMRES and BiCGstab. For this task the PETSc
software of Argonne National Laboratory [BBG+01], [BBE+04], [BGMS97] is
employed. For preconditioning we use incomplete LU-factorization or a matrix
free Gauss-Seidel preconditioning [PR04]. The latter can be supported by appro-
priate strategies for the enumeration of the cells.
8.3 Adaptation
In this section we summarize the multiscale adaptation technique employed in
QUADFLOW. We look in some detail at the construction of the involved wavelet
bases in order to understand, which geometric quantities play a role for the anal-
ysis and what consistency conditions arise from the conservation property.
8.3.1 The Box-Wavelet
Let (Gj)Lj=0 be a nested hierarchy of grids in the sense of Definition 2. For the
following wavelet construction we additionally require that all the refinement sets
Mj,k have the same cardinality as some fixed finite index set E with 0 ∈ E.
Relative to the single partitions Gj we introduce the so-called box functions
φ˜j,k(x) :=
1
|Vj,k|
χVj,k =
{
1/|Vj,k| , x ∈ Vj,k
0 , x 6∈ Vj,k
}
(8.23)
defined as the L1–scaled characteristic function with respect to Vj,k. Then the
averages of any scalar integrable function u ∈ L1(Ω) can be interpreted as inner
products, i.e.,
uˆj,k := 〈u, φ˜j,k〉Ω with 〈u, v〉Ω :=
∫
Ω
u v dx. (8.24)
Here we write u in boldface to indicate, that we will apply the following analysis
component-wise to the vector of conserved quantities. If we introduce the vectors
uˆj := (uˆj,k)k∈Ij and χj := (χVj,k)k∈Ij the function χTj uˆj can be understood as the
projection of the function u ∈ L1(Ω) onto the space Sj := span{φ˜j,k | k ∈ Ij}
that consists of all piecewise constant functions on the partition Gj .
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Obviously, the nestedness of the grids as well as the linearity of integration
imply the two–scale relations
φ˜j,k =
∑
r∈Mj,k
|Vj+1,r|
|Vj,k| φ˜j+1,r (8.25)
and
uˆj,k =
∑
r∈Mj,k
|Vj+1,r|
|Vj,k| uˆj+1,r. (8.26)
Analytically it is clear that these transformations do not destroy or produce
mass, if and only if the relation∑
r∈Mj,k
|Vj+1,r| = |Vj,k| (8.27)
holds. This equation is characteristic for nested hierarchies of grids.
8.3.2 Multiscale Transformation
The two-scale transformations are not yet useful for adaptation because they do
not give a hint where to adapt the grid. The ultimate goal is to transform an
array of cell averages corresponding to a finest uniform discretization level into a
different format in order to compress data. This is achieved by constructing a new
basis for the space of box-functions on the finest level that allows insight into the
local behavior of the solution.
From the two-scale relations (8.25) it follows, in particular, that the spaces Sj
are nested, i.e., Sj ⊂ Sj+1 for 0 ≤ j ≤ L − 1, and that Sj+1 can be written
as direct sum Sj+1 = Sj ⊕Wj with some complement space Wj . If we do this
recursively, we can write
SL = S0 ⊕+
L−1⊕
j=0
Wj. (8.28)
Now we are looking for a suitable basis in the complement spaces Wj . The ele-
ments of this basis should be of the form
ψ˜j,k,e =
∑
r∈Lej,k
m˜e,rj,kφ˜j+1,r, (8.29)
where e ∈ E∗ := E\{0} and Lej,k is a set of cells on level j + 1 that contains
Mj,k and possibly some further cells in the neighborhood. This choice enforces
the locality of the wavelet basis.
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Figure 8.2: Multiscale transformation
For the analysis we have to require that corresponding to these “dual” bases φ˜j ,
ψ˜j,k,e there exist bi-orthogonal “primal” bases φj and ψj,k,e that fulfill the relations
< φ˜j,k, φj,l > = δk,l, (8.30)
< ψ˜j,k,e, ψj,l,f > = δk,lδe,f , (8.31)
< φ˜j,k, ψj,k,e > = 0. (8.32)
Note, however, that these primal bases never enter the adaptation algorithm, but
they are only needed for the analysis. In analogy to Equation (8.24) we define
the details dj,k,e := 〈u, ψ˜j,k,e〉Ω and the corresponding array of details as dj :=
(dj,k,e)k∈Ij ,e∈E∗ .
If one has such bi-orthogonal basis, one can decompose the cell averages on
a finer level j + 1 in coarse scale cell averages uˆj and corrections by some detail
information:
ΦTj+1uˆj+1 = Φ
T
j uˆj +Ψ
T
j dj, (8.33)
where Φj := (φj,k)k∈Ij and Ψj = (ψj,k,e)k∈Ij ,e∈E∗ . Applying these relations itera-
tively, see Figure 8.2, the array uˆL of cell averages on level L can be decomposed
into a sequence of coarse scale cell averages uˆ0 and details dj , j = 0, . . . , L− 1,
i.e.,
uL := Φ
T
L uˆL = Φ
T
0 uˆ0 +
∑L−1
j=0
ΨTj dj. (8.34)
We refer to this transformation as multiscale transformation. It is reversed by
the inverse multiscale transformation. In practice the multiscale transformation is
realized by recursive application of the two-scale relations (8.25) and (8.29).
The Box Wavelet for Logically Cartesian Grid Hierarchies
To illustrate this we give now a preliminary wavelet basis for a logically Cartesian
grid that is refined in quadtree or octree type. In this case we have a coarse grid
on level j = 0 that contains Ni points in the coordinate directions i = 1, . . . , d.
Hence, each cell can be addressed by a multi-index k := (k1, . . . , kd). The refine-
ment sets are determined by Mj,k = {2k + e ; e ∈ E} with E := {0, 1}d. Then
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a bi-orthogonal basis for the complement space Wj is spanned by the wavelet
functions
ψˇj,k,e :=
∑
i∈E
|Vj+1,2k+i|
|Vj,k| (−1)
i·eφ˜j+1,2k+i. (8.35)
These formulas are motivated by similar formulas for tensor product wavelets
derived from the one-dimensional box wavelet, i.e., from the well-known Haar
basis, see [GM98]. For illustration the functions are shown in Figure 8.3 for a
Cartesian grid. Note that this construction is the simplest in the sense, that we
+1
 1
+1
 1
 1+1
+1  1
+1
Figure 8.3: From left to right: box function and box wavelets of type (1, 0), (0, 1)
and (1, 1) on [0, 1]2
have chosen Lej,k = Mj,k. In the next section, we will see that this basis does
not have good properties with respect to data compression, and therefore has to
be modified. To emphasize the preliminary character of this wavelet construction,
we have used the notation ψˇ instead of ψ˜. For this particular wavelet basis the
corresponding primal basis can be given explicitly:
φj,k = χVj,k , ψj,k,e =
∑
i∈E
|Vj,k|
|Vj+1,2k+i|(−1)
i·eφj+1,2k+i. (8.36)
The duality can easily be proven by some straightforward calculation. Note, how-
ever, that in general it is not true that the corresponding primal basis functions to
the φ˜j,k are the characteristic functions.
8.3.3 Construction of the Adaptive Grid
The multiscale representation can be used for adaptation. The basic idea is to
look at the details. If all the details belonging to the same cell are small, then the
coarse grid representation of the flow field does not differ much from the fine grid
representation, and, consequently, it is possible to coarsen the grid without severe
loss in accuracy.
To realize this practically, we introduce a vector ² = (²0, . . . , ²L) of level-
dependent threshold values and define
D² := {(j, k, e) | |dj,k,e| > ²j, e ∈ E∗, k ∈ Ij, j ∈ {0, . . . , L− 1}} . (8.37)
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We will refer to this index set as set of significant details. From this set an adaptive
grid, i.e., a partition of the flow domain consisting of cells from different levels,
can be constructed in the following way: first we define the sets R²,j of cells on
level j that have to be refined. While doing so we have to take into account, that
the set D² is not necessarily graded, i.e., it might happen that there are no signif-
icant details on a coarse grid cell but on the next finer level only. To cope with
this difficulty we start on the finest level, where, of course, no cell can be refined.
Then we demand, that a cell must be refined, if either it has a significant detail or
if one of the children cells has to be refined already, i.e., we define recursively for
j = L− 1, . . . , 0
R²,L := ∅, (8.38)
R²,j := {k ∈ Ij|(∃e ∈ E∗ (j, k, e) ∈ D²) ∨ (Mj,k ∩R²,j+1 6= ∅)} .(8.39)
Then, in a second step, the sought-after adaptive partition of the flow domain is
constructed starting with the uniform coarsest grid.
G²,0 = { (0, k) | k ∈ I0}. (8.40)
Proceeding level-wise from coarse to fine we discard from this grid all the cells,
that have to be refined, and replace them by their children. To formulate this
conveniently we introduce the notation R˜²,j = {(j, k)|k ∈ R²,j} and M˜j,k =
{(j + 1, l)|l ∈ Mj,k}. Then we get recursively for j = 1, . . . , L the following
adaptive grids of increasing resolution:
G²,j =
(
G²,j−1\R˜²,j−1
)
∪
⋃
k∈R²,j−1
M˜j−1,k. (8.41)
The changeover from the uniform finest grid to the coarser adaptive grid involves
the elimination of the coefficients corresponding to the discarded cells from the
multiscale representation (8.34). I.e., we replace the original grid function by its
adaptive projection
uˆG² =
∑
(j,k)∈G²
uˆj,kφj,k =
∑
k∈I0
uˆ0,kφ0,k +
∑
{(j,k,e) | k∈R²,j}
dj,k,e ψj,k,e. (8.42)
Remark 2. It is important to note, that due to this thresholding no mass is pro-
duced or destroyed, because due to the bi-orthogonality of the wavelet bases it is
clear, that
∫
Ω
ψj,k,edx = 0, i.e., the neglected wavelet coefficient do not contribute
to the overall mass.
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Compression Rates
In order to get high compression rates, it is necessary that many details become
small. This has to be considered in the construction of the wavelet function. The
decisive motivation is given by the following theorem, that we quote in full math-
ematical detail:
Definition 6 (Vanishing Moments). The wavelet basis has M vanishing mo-
ments if
〈p, ψ˜j,k,e〉D = 0
holds for all polynomials p ∈ PM−1 of degree less than M and e ∈ E∗, k ∈ Ij ,
j ∈ N0.
Theorem 15 (Regularity Compression). Assume that the wavelet basis ψ˜j,k,e
is Lp-normalized, i.e., ‖ψ˜j,k,e‖Lp(D) ∼ 1 where 1 ≤ p ≤ ∞, and that its support
is uniformly bounded, i.e., κj,k,e := supp ψ˜j,k,e and diam κj,k,e ∼ 2−j . Then
for a function u ∈ W q,M(κj,k,e), 1/p + 1/q = 1, the wavelet coefficients can be
estimated by
|dj,k,e| = |〈u, ψ˜j,k,e〉| ≤ c 2−jM‖u‖W q,m(κj ,k,e).
For quadtree-type uniform refinements and grids defined by a parametric mapping
the condition, that the supports of the wavelets are uniformly bounded, is fulfilled,
if the partial derivatives of the grid mapping and its inverse are bounded. In this
case the directional derivatives of the grid mapping are bounded by constants 0 <
c < C < ∞ and in the computational domain the diameters of the cells are√
2 · 2−j . Since the support of the wavelets consists by construction of a bounded
number of n neighboring cells the diameter of a wavelet in physical space can be
estimated by 0 <
√
2nc2−j < diamκj,k,e <
√
2nC2j .
Construction of Wavelets with Higher Order Vanishing Moments
Note, however, that in general the box basis constructed above has no vanishing
moments at all. In order to get a better compression by exploiting higher order
smoothness we have to raise the order of vanishing polynomial moments. The
basic idea, known as change of stable completion [CDP96], is to modify the box
wavelet ψˇj,k,e by some coarse grid box functions, leading to the ansatz
ψ˜j,k,e := ψˇj,k,e +
∑
l∈Lej,k
lj,el,k φ˜j,l, e ∈ E∗, (8.43)
with parameters lj,el,k that are yet to be determined. Here the stencil Lej,k ⊂ Ij
denotes the cells Vj,l in the neighborhood of the cell Vj,k. Then the parameters lj,el,k
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are chosen such that
〈p, ψ˜j,k,e〉Ω = 0 (8.44)
holds for all polynomials p of degree less than an arbitrary but fixed number M .
The modified wavelet basis should satisfy∫
Ω
xrψ˜j,e,k(x) dx = 0, ‖r‖1 ≤M − 1, (8.45)
for a positive integer M . Defining
νjr,l :=
∫
Vj,l
xr dx (8.46)
this results in the linear system∑
l∈Lej,k
νjr,l
|Vj,l| l
j,e
l,k =
−1
|Vj,k|
∑
i∈E
(−1)i·eνj+1r,2k+i, ‖r‖1 ≤M − 1. (8.47)
For fixed k ∈ Ij the system is under-determined, if Lej,k ⊂ Ij has been chosen
correctly. In practice, it has proven to be a stable method to compute a solution
to this system by means of the pseudo-inverse. The details of the construction, in
particular, the choice of Lej,k, can be found in [GM98, Mu¨l02].
In [GM98] we find the comment, that we have to compute the matrices Lj
only once in a preprocessing step, where we can afford the large complexity of
the calculation of the pseudo-inverse. This remark does not apply for moving
grid because all the work has to be done in every time step. Second, practically
the effort is not the computation of the pseudo-inverse but the computation of
the moments νjr,l. This becomes a major bottleneck in the curvilinear case for this
approach in practice, and this is the reason why we shall devote a substantial effort
to the question how to compute cell moments in this thesis.
8.3.4 Prediction
So far we have not taken the time evolution of the flow field into account. But
if one performs a time step on an adaptive grid G² it is necessary that not only
the data at time level tn is represented accurately, but also the data at tn+1. Since
the corresponding averages, respectively details, are not yet available, we have to
predict all details on the new time level n+ 1 that may become significant due to
the evolution by means of the details on the old time level n. In order to guarantee
the adaptive scheme to be reliable in the sense that no significant future feature of
the solution is missed, the prediction set D˜n+1² has to satisfy
Dn² ∪ Dn+1² ⊂ D˜n+1² , (8.48)
8.3. ADAPTATION 147
where, of course Dn+1² is not known at the old time level. In [Har95] Harten sug-
gested a heuristic approach to this task for explicit schemes, where the size of the
time step is restricted by a CFL-condition. He argues, that taking into account the
finite speed of propagation characteristic for hyperbolic problems (i) only details
in some local neighborhood Nj,k of a significant detail may also become signifi-
cant
|dj,k,e| > 2M²j+1 ⇒ (j, r, e) ∈ Dn+1L,² , r ∈ Nj,k, e ∈ E∗, (8.49)
and (ii) gradients may become steeper causing significant details on a higher re-
finement level due to the developing of discontinuities, i.e.,
(j, k, e) ∈ DnL,² ⇒ (j + 1, r, e) ∈ Dn+1L,² , r ∈Mj,k, e ∈ E∗. (8.50)
With a slight modification Harten’s prediction strategy has been shown to lead
to a reliable prediction strategy in the sense of (8.48), at least for a certain class
of explicit finite volume schemes applied to one–dimensional scalar conservation
laws on uniform dyadic grids as base hierarchies, see [CKMP03]. In practice
the CFL-condition is too restrictive and implicit schemes are employed making
larger time steps possible. Nevertheless in this case the same prediction strategy
is applied for the following heuristic reasoning: if a significant feature of the flow
solution, e.g., an instationary shock, travels so fast, that it moves over several
layers of cells in one time-step, then the time discretization is insufficient anyway,
with or without adaptation. The determination of a time step size suitable for the
problem at hand is in the responsibility of the user.
8.3.5 Algorithmic Aspects
In order to perform the multiscale transformations efficiently it is necessary that
the data of the neighboring grid cells, which is needed to evaluate the two-scale
transformations, is always available. This corresponds to the requirement that
neighboring cells differ at most by one level of adaptation. This is a useful restric-
tion anyway in order to avoid deterioration of the accuracy of the discretization.
The gradedness of the grid is equivalent to the stipulation that the set of signif-
icant details is graded. Since the sets Dn² and Dn+1² , respectively, are in general
not graded, one has to apply in addition a grading procedure. This will slightly
inflate the index set of significant details but has so far been observed not to spoil
the complexity reduction in any significant way. In fact, from the nature of singu-
larities occurring in flow computations one expects the distribution of significant
wavelet coefficients to exhibit at least nearly tree structure. For details on the
grading procedure we refer to [Mu¨l02]. Altogether one adaptation consists of the
following steps:
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1. Decompose the flow field at hand into coarse grid information and details
(multiscale transformation).
2. Determine the significant details and the expected enlargement of this set
due to the time evolution (prediction).
3. Grade the set of significant details (grading),
4. Compute the adaptive grid and discard the non-significant details (thresh-
olding).
5. Finally, compute the information on the adaptive grid from the coarse grid
information and the details (inverse multiscale transformation).
For instationary problems this procedure is performed after every time step. In
order to preserve the theoretical complexity of the multiscale strategy also in the
practical computation one has to take care of an efficient memory management.
For this purpose a specific C++ library has been implemented that is based on
different types of hash maps [MV00].
8.4 Grid Evaluation
In the light of the preceding section it becomes clear that we have to solve the
following
Problem 5. Given a grid mapping x(ξ) compute values for the face volumes
Vi, the face normals nij , the face areas Aij and the normal face velocities νij
that satisfy the geometric conservation laws (8.13) and (8.15) for each single
partition of the flow domain and the grid nestedness condition (8.27) during grid
refinement.
Remark 3. As can easily be confirmed by numerical experiments a violation of
these basic principles leads almost directly to spurious oscillations in the numer-
ical solution, and should definitively be avoided. However, note that these values
need not necessarily be exact. For curvilinear grids the notion of exactness does
not make much sense anyway, because for instance the face normal is not uniquely
defined in such a setting.
In order to demonstrate, how a strategy to fulfill the geometric conservation
laws might look like, we allow ourselves a short digression and look at the work
of Thomas and Lombard [TL79], in which the term “Geometric Conservation
Law” was originally coined. The two authors had extended a finite difference
scheme to moving grids and found oscillations in the resulting solutions. In order
8.4. GRID EVALUATION 149
to remedy this defect they replaced the exact computation of the cell volumes by
the following algorithm: in each time step they first computed from their grid
representation the values for the area of the cell faces Aij and the normal grid
velocities νij . Then they approximated the volume |Ωn+1i | of the cells on the next
time level using
V n+1i = V
n
i +∆t
∑
j∈N(i)
Aijνij
as a definition. Obviously, in the course of the computation the approximations
V n+1i can become increasingly different from the real volume of the control vol-
ume, but Thomas and Lombard did not observe a severe decrease of the quality of
their solutions.
However, for QUADFLOW this strategy is not applicable since it would be dif-
ficult to fulfill the grid nestedness condition posed by the adaptation if one uses
this somewhat crude approximation. Indeed, the multiscale algorithm depends
strongly on a consistent computation of cells moments. We prefer to compute the
volumes at the left hand side of Equation (8.15) exactly, and therefore we have
no other choice than to compute the values on the right hand side in such a way
that the integration about the cell faces is exact, too. In the following we will
give some guidelines and present the strategy for the choice of these values, that
is currently implemented in QUADFLOW.
8.4.1 Computing the Face Data
We start with the choices of nij and Aij . If we compare Equation (8.13) with
(8.14), we note that the single summands in the discrete equation should fulfill
Aijnij =
∫
∂Ωij(t)
n(s, t)ds := Nij. (8.51)
Our choice is therefore to evaluate these integrals exactly and to set
Aij := ||Nij||2, (8.52)
nij := Nij/Aij. (8.53)
Remark 4. In 2D this can be accomplished very efficiently. If we denote with xaij
and xbij the start and end node of the cell face we have
Aij = ‖xbij − xaij‖2 , (8.54)
nij =
1
Aij
(xbij − xaij)⊥. (8.55)
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Proof. Note, that due to the Gaussian theorem the integral Nij does not depend
on the actual shape of the cell-face but only on its boundary, i.e., in 2D only on the
start- and end-node of the face. Hence, it suffices to compute this integral for any
arbitrary curve connecting the two nodes. Of course, this is easiest for the straight
line which is the origin of the formulas given above.
In the parametric setting the nodes are, of course, computed by direct function
evaluation, i.e.,
xaij = x(ξ
a
ij, t), resp. xbij = x(ξ
b
ij, t).
Unfortunately, in 3D this trick does not work any more, since the nodes in the
corners of a cell face do not completely describe the boundary of the cell-face any
more.
If we now insist on the exact evaluation of the cell volumes there is no choice
left for the computation of νij . These values have to approximate some average
velocity of the cell boundaries projected in the normal direction of the face. If we
define the values Sij to be the signed volume swept by face ∂Ωij
Sij =
∫ tn+1
tn
∫
∂Ωij(t)
x˙(s, t) · n(s, t) dsdt (8.56)
the conservation law (8.15) can be written as∑
j∈N (i)
Sij = ∆t
∑
j∈N(i)
Aijνij. (8.57)
It is reasonable to demand that this equation does not only hold in the sum but
already for each summand. Therefore νij has to be
νij :=
Sij
∆t Aij
. (8.58)
Here the problem remains to compute the volumes swept by the faces exactly.
This problem will be tackled after the next two subsections which deal with the
computation of the cell moments.
8.4.2 Computing the Cell Moments
The above consideration are based on the assumption that the volumes of cells and
the volumes swept over by the faces can be computed exactly. In this section we
describe how this quadratures can be done for B-Spline mappings. The method
is formulated not only for the volumes, but for cell moments of arbitrary order.
In fact, we do not compute the volume integrals directly but apply the Gaussian
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integral theorem to reduce the integral to a one-dimensional integral over the cell
boundary. We start with the 2D case. Here we set
m(x) :=
(
1
n+ 1
xn+1ym, 0
)
, (8.59)
which yields
M :=
∫
V
xnymdV =
∫
V
div m(x)dx =
∫
∂V
m · n ds. (8.60)
Here n denotes the outer unit normal to the boundary of V . Assuming V to be
the image of the cell [u1, u2] × [v1, v2] and using the parameterization of the cell
boundaries implicitly given by the grid function, we obtain from the substitution
rule
M =
∫ v2
v1
m(x(u1, τ))n(u1, τ)||xv(u1, τ)||2 dτ
+
∫ v2
v1
m(x(u2, τ))n(u2, τ)||xv(u2, τ)||2 dτ
+
∫ u2
u1
m(x(τ, v1))n(τ, v1)||xu(τ, v1)||2 dτ
+
∫ u2
u1
m(x(τ, v2))n(τ, v2)||xu(τ, v2)||2 dτ.
Since the product of the outer unit normal and the norm of the derivative is just
the normal to the tangent itself, except for the sign, the above equation simplifies
to
M =
∫ v2
v1
m(x(u1, τ))x
⊥
v (u1, τ) dτ
−
∫ v2
v1
m(x(u2, τ))x
⊥
v (u2, τ) dτ
−
∫ u2
u1
m(x(τ, v1))x
⊥
u (τ, v1) dτ
+
∫ u2
u1
m(x(τ, v2))x
⊥
u (τ, v2) dτ.
(8.61)
Since we have a spline representation for x(u, v), we see now that the integrands
are products of univariate piecewise polynomials and that the boundary integrals
therefore can be evaluated exactly. However, the computational costs for these
integrations are considerable. Therefore some effort has been made to organize
this task efficiently.
152 CHAPTER 8. QUADFLOW
First of all it is clear, that the single boundary integrals in Equation (8.61) can
be used for the computation of the monomials of two adjacent cells. Therefore the
QIGPMESH-library provides interface functions to compute the edge-integrals in-
dividually, and the grid management in the library MSTLIB has been extended by
storage for this edge-related data, although the adaptation itself uses only cell data.
Furthermore in order to accelerate the evaluation of the splines the QIGPMESH-
library converts the B-spline representations into Taylor representations after the
grid modeling stage. In principle the products of these Taylor representations
could be integrated symbolically, but in general the adaptation module needs all
the moments at once, and in this case it is more convenient to compute the mo-
ments with Gaussian quadrature formulas, because one can use the same function
evaluations to integrate all moments in one sweep. The polynomial degree D of
the integrand in Equation (8.61) for a tensor product spline of order k in both
dimensions is
D = (n+m+ 1)(k − 1) + (k − 2). (8.62)
Consequently to compute the volume, first, and second moments of a cubic tensor
product spline we have to integrate polynomials of degree 5, 8, and 11, respec-
tively. Therefore we use Gaussian quadrature formulas with 3, 5, or 6 points
along each polynomial piece of the cell edge, depending on the degree of the
highest moment to be computed. That means, that the computation of one edge
integral requires 6 evaluations of the Taylor polynomial and its first derivative and
each function evaluation of a tensor product is as costly as 5 evaluations of a one-
dimensional polynomial, see Section 4.3. Altogether the evaluations of all mono-
mials up to degree 2 requires about 800 floating point operations per edge, which
is a significant amount. Still, this effort seems to be feasible for two-dimensional
problems. Concrete numbers for the CPU-times are given in Section 9.3.
The same method can be applied to compute volumes and centroids for 3D
cells. For instance, it has been used in [GOMP98] to compute the centroids of
objects represented by splines in animation films. The aim in this work was to
check, that fundamental physical laws were respected by the animation in order
to obtain a physically realistic appearance. As we shall see, however, this method
is not feasible in a time-critical application. The derivation goes along the same
lines as in 2D. We define
m(x) :=
(
1
n+ 1
xn+1ymzl, 0, 0
)
(8.63)
and get
M :=
∫
V
xnymzldV =
∫
V
div m(x)dx =
∫
∂V
m · n ds. (8.64)
Here n denotes the outer unit normal to the boundary of V . Assuming V to be
the image of the cell [u1, u2] × [v1, v2] × [w1, w2] and using the parameterization
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of the cell boundaries implicitly given by the grid function, we obtain from the
substitution rule
M =
∫ v2
v1
∫ w2
w1
m(x(u1, τ, σ))n(u1, τ, σ)||xv(u1, τ, σ)× xw(u1, τ, σ)||2 dσdτ
+
∫ v2
v1
∫ w2
w1
m(x(u2, τ, σ))n(u2, τ, σ)||xv(u2, τ, σ)× xw(u2, τ, σ)||2 dσdτ
+
∫ u2
u1
∫ w2
w1
m(x(τ, v1, σ))n(τ, v1, σ)||xu(τ, v1, σ)× xw(τ, v1, σ)||2 dσdτ
+
∫ u2
u1
∫ w2
w1
m(x(τ, v2, σ))n(τ, v2, σ)||xu(τ, v2, σ)× xw(τ, v2, σ)||2 dσdτ
+
∫ u2
u1
∫ v2
v1
m(x(τ, σ, w1))n(τ, σ, w1)||xu(τ, σ, w1)× xv(τ, σ, w1)||2 dσdτ
+
∫ u2
u1
∫ v2
v1
m(x(τ, σ, w2))n(τ, σ, w2)||xu(τ, σ, v2)× xv(τ, σ, w2)||2 dσdτ.
Again, the product of the outer unit normal and the norm of the cross product
is just the signed cross product of the corresponding partial derivatives, and the
above equation simplifies to
M = −
∫ v2
v1
∫ w2
w1
m(x(u1, τ, σ))(xv(u1, τ, σ)× xw(u1, τ, σ)) dσdτ
+
∫ v2
v1
∫ w2
w1
m(x(u2, τ, σ))(xv(u2, τ, σ)× xw(u2, τ, σ)) dσdτ
+
∫ u2
u1
∫ w2
w1
m(x(τ, v1, σ))(xu(τ, v1, σ)× xw(τ, v1, σ)) dσdτ
−
∫ u2
u1
∫ w2
w1
m(x(τ, v2, σ))(xu(τ, v2, σ)× xw(τ, v2, σ)) dσdτ
−
∫ u2
u1
∫ v2
v1
m(x(τ, σ, w1))(xu(τ, σ, w1)× xv(τ, σ, w1)) dσdτ
+
∫ u2
u1
∫ v2
v1
m(x(τ, σ, w2))(xu(τ, σ, v2)× xv(τ, σ, w2)) dσdτ.
(8.65)
Again the integrands are polynomials and can in principle be evaluated exactly.
However, the polynomial degree D of the integrands for a tensor product spline
of order k in all three dimensions is
D = (n+m+ l + 1)(k − 1) + 2(k − 2) (8.66)
Consequently to compute the volume, first, and second moments of a cubic tensor
product spline we have to integrate polynomials of degree 7, 10, and 13, respec-
tively. This can be done by Gaussian formulas with 4, 6, or 7 points in 1D and in
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2D requires 16, 36 or 49 function evaluations, respectively, since the cell bound-
ary is a 2D-face and not a 1D-edge any more. Furthermore the curse of dimen-
sion makes itself felt in the evaluations of the tri-cubic spline, that are as costly
as 21 evaluations of a 1D cubic spline. Moreover, it is also not unproblematic
to accelerate this evaluation by a conversion of the B-Spline representation into
piecewise polynomial form, since per interval, i.e., per B-spline control point the
piecewise polynomial representation would require 64 Taylor coefficients, which
may cause a lot of memory consumption even for relatively sparse B-spline grids.
All in all the exact evaluation of the cell quantities by the brute force algorithm
via Gauss quadrature and function evaluation in 3D requires more CPU-time than
all other parts of the simulation together and therefore must be discarded. It is
an open question whether the exact evaluation can be accelerated by more clever
algorithms which perhaps employ sophisticated strategies for the storage of inter-
mediate results.
8.4.3 Rectification of the Grid Mapping
If it turns out that the exact evaluation of the 3D cubic tensor product splines
is nevertheless too expensive, we have to look for faster alternatives. One pos-
sible remedy is to replace the original grid mapping by an adaptive piecewise
linear approximation. This approach has already been implemented and tested
by Rodolphe Prignitz. The simple idea is to replace the given curvilinear grid
mapping by an octree-type piecewise linear approximation, see Figure 8.4. This
mapping is computed in a pre-processing step after the number of grid points in
each coordinate direction and the number of refinement levels has been set. At the
contour boundaries the original curvilinear grid mapping is evaluated at all points
corresponding to the finest level. The piecewise linear approximation is succes-
sively coarsened towards the interior of the block. The volumes of the coarse grid
cells are computed by accumulation of the volumes of the fine grid cells. In this
way one avoids the complexity of the full finest grid and simultaneously keeps the
advantage that accurate boundary representations for the wanted resolution are
provided. For the computation of the volumes and face areas of the trilinear vol-
umes we can use the standard formulas of Wesseling [Wes01] which are usually
employed for discrete structured grids and give us the exact values for the trilinear
volumes. Hence we can interpret this method as exact evaluation of a rectified
grid mapping.
The performance of this method is then comparable to standard structured
grids; only the initialization of very coarse grids suffers of performance losses be-
cause it might be necessary to compute a lot of fine grid information to compute
the geometric information of the coarse grid cells. Furthermore considerable pro-
gramming effort is necessary to handle non-cellmatching block interfaces because
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Figure 8.4: Rectified grid mapping. Note that this plot is 2D for the sake of
visualization although this feature has exclusively been implemented for 3D.
in this case the piecewise linear approximation of the boundaries has to comply
with the discretization of both neighboring blocks.
8.4.4 Two-Level Time Discretizations
In the previous sections we did not make special assumptions about the grid map-
ping as function of time. In QUADFLOW, as in many other codes, the time evo-
lution of the grid is defined in the following way: the grid generation module
provides two grid representations x(ξ, tn) and x(ξ, tn+1) at time level tn and tn+1
that are generated before the time step tn → tn+1 is performed. Between two time
levels the temporal evolution of the grid function is assumed to be linear:
x(ξ, t) =
t− tn
tn+1 − tnx(ξ, t
n+1) +
tn+1 − t
tn+1 − tnx(ξ, t
n).
Only now that the temporal evolution of the grid is entirely defined, we can com-
pute the volumes swept by the face Sij and, consequently, the grid velocities. The
swept volumes are bounded by the cell boundaries on the old and on the new time
level and by the straight lines in 2D or the ruled surfaces in 3D that connect the
old with the new boundary points. For the 2D case this is shown in Figure 8.5.
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xn(u1,v1) xn(u2,v1)
xn(u1,v2 )
xn(u2,v2)
xn+1(u2,v2)
xn+1(u2,v1)xn+1(u1,v1)
xn+1(u1,v2)
Figure 8.5: The gray area is the volume swept by the face connecting the nodes
x(u1, v1) and x(u2, v1).
We can compute the size of this swept volume with the same methods as the
volume of the cells themselves. The integrals along the face boundaries are al-
ready needed for the computation of the cell volumes, and the analogous integrals
for the straight lines or the ruled surfaces are relatively simple. Therefore the com-
putation of the swept volumes does not produce significant computational cost.
Remark 5. Let us for a moment consider the case of a 2D structured, polygonal
grid. We denote the endpoints of the edge e under consideration with xl(t) and
xr(t). For the sake of compactness we use the abbreviations such as xl(tn) =: xnl
and 1
2
(tn+1 + tn) := tn+1/2. A straight cell interface can be parameterized by
x(α, t) = (1− α)xl(t) + αxr(t) (8.67)
Now [LF96] and [Mas02] prove the following
Lemma 7. The volume swept over by the face e can be computed using the mid-
point rule in space in time, i.e.,
Se :=
∫ tn+1
tn
∫
e
x˙ · n ds dt = ∆t x˙(α
2
, tn+1/2)n(
α
2
, tn+1/2). (8.68)
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Proof. Note that x˙ is independent of t and depends linearly on α only and that n
is independent of α and depends linearly on t only. Therefore every quadrature
rule of second order, as for instance the midpoint rule, is exact.
Note however, that this theorem is not as useful as it seems on first glance, since
in practice one has to evaluate x(α
2
) and n(tn+1/2) in the following manner:
x(
α
2
) =
1
2
(
xn+1r − xnr
∆t
+
xn+1l − xnl
∆t
)
, (8.69)
and
n(tn+1/2) =
(
1
2
(xnr + x
n+1
r )−
1
2
(xnl + x
n+1
l )
)⊥
. (8.70)
If we substitute these expressions into equation (8.68) arrange the resulting terms
in a slightly different order and replace the multiplication x ·y⊥ by the equivalent
x× y we get
Se =
1
4
(
(xn+1l − xnr ) + (xn+1r − xnl )
)× ((xn+1r − xn+1l ) + (xnr − xnl )) . (8.71)
If we now expand the cross product we get four summands such as, for instance,
(xn+1l − xnr ) × (xn+1r − xn+1l ). From elementary algebraic geometry we know
that the latter is twice the volume of the triangle xn+1l xnrxn+1r , see Figure 8.6.
Altogether, using equation (8.71) is synonymous to computing the volume of the
swept volume by accumulating the volumes of the four triangles that emerge by
dividing the quadrilateral along the two diagonal xn+1l xnr and xnl xn+1r . This is of
course twice as much work as necessary.
x
n+1
r
x
n
l
x
n
r
x
n+1
l
Figure 8.6: Polygonal swept volume
From this simple example we conclude, that the derivation of GCL-compliant for-
mulas using the exactness of certain quadrature rules easily leads to unnecessarily
complicated expressions and that the geometric approach used in this work is to
be preferred.
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Remark 6. In some applications between two grid deformation steps several time
steps of the flow solver are performed. For instance, in the context of fluid-
structure coupling codes this is known as subcycling. In the paper [LMMS06]
the same situation emerged due to local time adaptivity. As before we assume
that the grid is given at the integer time levels tn and tn+1 and that the temporal
evolution is prescribed by linear interpolation. Additional to the grid quantities at
the time levels tn and tn+1 we have now to compute values for the cell volumes
V ti at intermediate time levels t and the volumes St1→t2ij which are swept by the
faces between two intermediate time levels t1 and t2. Of course, it is possible to
compute the cell volumes at each time level exactly, but the following strategy to
simplify these computations is also worth considering: set
V ti =
(t− tn)
tn+1 − tnV
n+1
i +
tn+1 − t
tn+1 − tnV
n
i , (8.72)
St1→t2ij =
t2 − t1
tn+1 − tnS
n→n+1
ij . (8.73)
This choice is not exact on the intermediate time levels, but much cheaper to
compute because the expensive computation of cell moments needs only be done
on the integer time levels. This simplification is permissible because the geometric
conservation laws will still be fulfilled for each intermediate time step as can be
seen from the following calculation:
V t2i − V t1i =
t2 − t1
tn+1 − tnV
n+1
i +
t1 − t2
tn+1 − tnV
n
i
=
t2 − t1
tn+1 − tn (V
n+1
i − V ni )
=
t2 − t1
tn+1 − tn
∑
j∈N (i)
Sn→n+1ij =
∑
j∈N (i)
St1→t2ij .
8.4.5 Computation of Cell Face Centers
The choice of the cell face centers is affected by some purely geometric considera-
tions independently of the geometric conservation laws. The most obvious choice
is just to evaluate the grid mapping at the midpoint according to parameteriza-
tion. However, geometric quantities should not depend on the parameterization
but only on the shape of the geometry itself. Indeed this simple choice might lead
to a strange relative positions of the cell centers compared to the face centers, see
Figure 8.7.
Naturally one expects that the cell centers lie approximatively half-way be-
tween the face centers and that the line connecting the cell center with the face
center is nearly orthogonal to the face itself. This might be of importance if, for
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C
P F
Q
Figure 8.7: Choice of face centers. C is the face center, P and Q are face centers
according to the parameterization and F is the “barycenter” of the face. Note
the zigzag irregularity of the line QCP . In boundary layers where the ratio of
cell-length to cell-height easily becomes 104 or more this would be even more
pronounced, but could not be well visualized.
example, projections of the cell data to the cell boundaries are computed which is
sometimes done in the implementation of boundary conditions. This is not guar-
anteed by the midpoint according to parameterization. It is only slightly better to
choose the midpoint according to arclength. This choice would be independent
of the actual parameterization but its computation is expensive, usually requires
some iterative method and cannot easily be extended to 3D.
Instead in QUADFLOW we compute the barycenters of the cell interfaces. Of
course, a cell face is a set of measure 0 and therefore this notion is not defined a-
priori, but we define the barycenter of a face as follows. Each face is the image of
some bounded hyperplane F in parameter space. Let Fh be the box with base area
F and height h. Then we can define the barycenter of the face as the limit h −→ 0
of the barycenters of the images of the boxes Fh. In this sense the barycentre of a
curve can be computed as
CF =
∫
F
x detx′ ds∫
F
detx′ ds
. (8.74)
This choice fulfills all the requirements mentioned above: it is independent of the
parameterization and, since the computation is similar to the computation of the
cell centers, gives nice relative positions for the cell centers. Furthermore if the
discretization becomes finer the barycentre converges to the parameterization mid
point. The integrals occurring in Equation (8.74) are polynomial and can easily
be computed exactly. Note that we do not need to care for the absolute value
of detx′ since the determinant of the Jacobian of an unfolded grid mapping is
positive anyway.
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8.5 The Quadflow Program System
8.5.1 Remark on the Coupling of Fluid and Structure Codes
When simulating a time-dependent aero-elastic process, typically existing fluid
and structure codes are called by a master program to advance the separate media
in time individually. This way one can utilize the highly developed codes that
exist for the separate tasks, whereas monolithic codes that discretize and solve the
complete problem simultaneously are usually not available.
The decoupling strategy poses two problems. The first one is the transfer of
data at the fluid structure interface from the fluid solver to the structural solver,
the other one is to carry forward the time accuracy of the individual solvers to
the coupled simulation. Only if one has both, a correct transfer of the loads at
the fluid-structure interface and a time accurate coupling of the single codes, one
can expect to satisfy basic physical properties of the aero-elastic problem with the
simulation, the most important of which is the global conservation of energy. The
violation of these stipulations may lead to a confusion of numerical instabilities
with physical instabilities, see [GF00].
The basic problem with the load transfer is, that usually the fluid and the struc-
tural solver have non-matching discrete representations at the interfaces. Typically
the fluid needs a finer spatial resolution than the structure and often the finite el-
ement codes and the finite volume codes work on completely different grid tech-
nologies. Currently QUADFLOW integrates the programming library ACM, which
has been developed by Boucke [Bou03], Braun [Bra07] and Reimer [RBB06]
within the project B1 of the SFB401. This library takes care for an energy-
conservative data exchange between various fluid solvers and structural solvers
and is able to compute the displacements of arbitrary surface nodes, so that in
the scope of the current work no further interpolation methods than the structured
methods presented in Section 4.4 had to be developed.
The time-accurate coupling has been extensively studied by Hurka [Hur02]
and Massjung [Mas02]. The simplest way to couple a fluid and a structural solver
is the so-called loose coupling, see the top part of Figure 8.8. This figure is to be
read as follows. At the beginning the states Un of the fluid andW n of the structure
are given. In the first step one computes at time level n the pressure pn exerted
by the fluid on the body surface and transfers this data to the structural solver. In
the second step the structural solver computes the reaction of the structure under
the pressure forces to get the state W n+1 of the structure for time level n + 1. In
particular W n+1 contains the new surface positions xn+1 from which in the third
step the grid generation facility builds a new grid for the fluid solver. In the fourth
and last step the fluid solver performs the time step n → n + 1 after which the
next time step of the coupled system can be started. Obviously the modeling of
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the fluid-structure interaction by this scheme is imperfect since the reaction of
the structure to the fluid pressure lags by one time step. In some relevant wing
flutter test cases this deficiency shows itself in the forecast of wrong oscillation
frequencies and amplitudes.
A possible way to achieve a tight coupling is to apply a fixed point iteration.
where a fixed-point-step is done in the same manner as a loose coupling step. This
is shown schematically in Figure 8.8. The first four step steps are the as same as
for the loose coupling, but the result of the flow solver step is not taken as solution
for Un+1 directly. Instead this result is named Ur and for this intermediate solution
in the fifth step the pressure forces are computed again. After that the structural
solver computes the time step n → n + 1 again, this time taking (pn + pr)/2
as input data. In this way the time lag is avoided. The fluid solver computes
a corrected solution, too, using the improved structural solution. This loop is
repeated until a convergence criterion is met. In this case Ur is set to Un+1 and
the next time step can begin.
8.5.2 The Structure of Quadflow
QUADFLOW can be understood as a master program, that ties together the flow
solver, the adaptation and the grid generation module, and the structural solver.
To get an overview Figure 8.9 presents an UML-style activity diagram of the
QUADFLOW’s main steering routine, which we will comment on in the follow-
ing subsection. The graph is slightly simplified and in particular does not deal
with the additional complications that arise due to the parallelization of the code.
Before we start to analyze this scheme we would like to make one remark on the
overall solution process. If one wants to compute the solution of a fully coupled
time-accurate fluid-structure interaction problem one first of all needs a reason-
able initial solution. Usually one takes a stationary equilibrium of the complete
system. A complete program system has therefore to be able to compute both, in-
stationary and stationary solutions. The given flow chart represents essentially the
non-stationary solution process. Within the following subsections we will make
some remarks, what parts have to be modified or omitted for computation of a
stationary solution. The chart itself can be divided into three parts: first the loop
of the fluid-structure fixed-point iteration on the left hand side of the graph and
second the preprocessing operations before this fixed point iteration and the post-
processing steps after each iteration. We discuss these points in chronological
order.
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Figure 8.8: Schematic representations of loose coupling (top) and tight coupling
(bottom).
Initialization
The initialization of the whole QUADFLOW system is already an immensely com-
plicated task. On exit from this function all the participating modules must be
initialized with the data from some time level tn. This concerns in particular the
geometry, the hash maps of the adaptation module, the connectivity list of the
flow solver and the current state of motion of the structure. In order to start an
instationary computation it is also necessary to have the grid from time level tn−1
available. Otherwise one cannot compute the pressure forces which are needed in
the first step of the fixed point iteration correctly. For this purpose the QUADFLOW
restart files contain, if necessary, the grid representations for both time levels.
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The Preprocessing and Adaptation Stage
After the initialization the program enters the time stepping loop of QUADFLOW.
Each time-step begins with a multiscale analysis of the current flow data accord-
ing to Section 8.3. This analysis provides a suitable adaptive grid for the evolution
step tn → tn+1 stored in form of a hash-map that is used by the adaption mod-
ule. From this grid a connectivity list is built as input for the flow solver. The
preprocessing stage concludes with the determination of the next time level tn+1.
The Fixed Point Iteration
After the initialization the fluid-structure fixed-point iteration described in Section
8.5.1 is started. In this fixed point iteration, both the time evolution and the flow
field and the structure are evolved to time level tn+1. Again one iteration of this
loop can be divided into the following sub-tasks:
1. Transfer of the loads to the structural solver. These forces are transfered to
the structural solver. Since the surface grids at the fluid-structure interface
need not match, this step often requires some postprocessing of the load
data provided by the flow solver.
2. Call of structural solver. After that the structural solver is called to perform
one time step tn → tn+1 with these loads. As output from the structural
solver we get new coordinates of selected body surface points for time level
tn+1.
3. Grid deformation. In general these surface points have to be processed again
in order to transfer them into a data format that can be understood by the
grid generator, which in turn computes a new grid mapping for time level
tn+1.
4. Grid evaluation. The mapping has to be evaluated, what in QUADFLOW is
some special routine, since the new geometry data has to be computed for
both the flow solver and the adaptation module.
5. Call of flow solver. After that the flow solver can be called to perform the
time evolution tn → tn+1 for the fluid side. After that we have a complete
set of data at time level tn+1 for both the fluid and the structure side.
6. Computation of the aerodynamic loads. After the flow solver has completed
the time step it can compute pressure loads on the structure exerted by the
fluid forces. Although these forces are only needed again for the call of the
structural solver at the beginning of the next fixed-point iteration this task is
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performed at this stage of the computation, because we want to avoid that
the pressure forces are computed on a possibly new adapted grid, where the
flow data may be affected by the threshold error.
Subsequently we check whether the fixed-point iteration is sufficiently con-
verged. If yes, the variable do subiteration is set to false, otherwise
to true and a new cycle of the fixed-point iteration is started. The variable
isubiter is a counter for the number of fixed-point iterations. It is used,
to stop the fixed-point iteration in the case that a maximum number of itera-
tions is exceeded. If one sets this maximum number to zero, the subroutine
Check Convergence just returns do subiteration=false in any case,
and one gets the so-called loose-coupling.
In case of an stationary calculation we, of course, do not perform a fixed point
iteration because a time lag need not be avoided. Instead we run through this
part of the solver only once. And instead of computing one time step tn → tn+1
the fluid solver performs as many time steps as necessary to reach a stationary
solution on the current grid. Grid velocities are not computed but set to zero.
The Post-Processing Stage
After the time-step tn → tn+1 has been completed both the flow solver and the
structural solver have the full information about the data of tn+1. In the post-
processing stage of each time step it must be made clear that the adaptation module
is fed with these data, too. In particular this has to be done before writing the
restart files. The restart information is written by the adaptation module. The
reason for this is that the adaptation data structures have the most structure, i.e.,
it is possible to generate connectivity lists from the hash map information, but
not the other way round. We terminate the program, when we have performed a
maximum number of time steps or when a desired final time is reached.
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Figure 8.9: Flowchart
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Chapter 9
Numerical Results
Finally, in this chapter we present some numerical examples demonstrating the
different features of QUADFLOW. In all examples flows governed by the Euler or
Reynolds-averaged Navier-Stokes equations are considered. From the grid gen-
eration point of view some of these applications are rather simple, nevertheless
they can serve to highlight some aspects of the current status of the QIGPMESH-
library. This holds especially for the first example, where we present a solution of
a supersonic flow through a simple channel bounded by straight lines, see Section
9.1. In principle this test case is only included because it shows most drastically,
that the parametric grid concept reduces grid generation to the task to provide a
description of the geometry. The next example given in Section 9.2 presents a
most basic application for QUADFLOW, namely to find the steady state of an in-
viscid flow around a 2D airfoil profile. Here, of course, a large variety of results
is available, the most impressive probably the fishtail shock configuration pre-
sented in [BGMH+03]. However here we have decided to show the flow around
the reference profile, in order to supply the discussion started in Section 4.5.1
with some concrete results. Then, in Section 9.3 we present the flow around a
pitching NACA0012 profile in order to evaluate the CPU-performance of QUAD-
FLOW within an instationary, adaptive calculation on a moving grid. Since the
problem of fast 3D volume calculation is still unsolved, in the following Section
9.4 a method is presented to validate the adaptive solver is functional also in 3D.
Therfore we use an airfoil grid with a constant cross section. Finally, in Section
9.5, we examine the fully turbulent flow around the high lift configuration.
9.1 Simple Channel Flow
To begin with, we show a geometrically very simple example of a channel con-
stricted on both sides from x = 10 to x = 30. The constriction angle is θ = 15o.
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Figure 9.1: Density distribution for the stationary simple channel flow. top: final
grid using 7 refinement levels, bottom: density contours
.
Figure 9.1 displays the geometry and the initial grid. Of course, this physical do-
main can be represented by a piecewise linear function, i.e., a B-spline of order
2. Indeed, the grid input file for this computation only contains the knot vectors
U = (0, 0, 1/9, 1/3, 1, 1), V=(0, 0, 1, 1) and the control points
(pi,j) =
(
(0, 0) (10, 0) (30, δ) (90, δ)
(0, 40) (10, 40) (30, 40− δ) (90, 40− δ)
)
, (9.1)
where δ = 20 sin θ. The knot sequence in u-direction has been chosen such that
the parameterization along the x-axis is uniform. The same grid was used in
reference [LMS05] to test an experimental, space and time-adaptive flow solver
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named QUADCONCEPT. However, in this paper the shallow water equations were
solved. We use an initial grid with a resolution of 45×20, a maximum refinement
level of Lmax = 7, and run the model to steady state, starting with a flow field of
a constant velocity parallel to the x-axis that corresponds to the inflow velocity
of Mach 2.5. As Riemann solver we prefer the flux-vector splitting by Ha¨nel and
Schwane [HS89]. Other Riemann solvers introduce more numerical dissipation to
the solution and tend to produce enthalpy layers along the boundaries and along
the symmetry axis of the channel.
Figure 9.1 shows the steady state density distribution and the corresponding
adaptive grid, respectively. The cross-wave pattern includes both shocks and rar-
efaction waves, that are sharply resolved by the adaptive scheme. This shock
pattern has the same structure as the pattern of hydraulic jumps computed in the
reference cited above. The final adaptive grid consists of 133 156 cells in compar-
ison to the 4,745,600 cells of the uniform finest discretization.
9.2 Transonic SFB 401 Cruise Configuration
In this section we revisit the SFB401 profile in cruise configuration, which has
already been utilized in Section 4.5.1 to demonstrate the effect of unfair profile
representations to the flow solution. An unusual property of this configuration
is the small concave part at the lower side near the nose. This artefact probably
stems from the mechanics how the cruise configuration is reassembled from main
wing, slat and flap that are armed out in the high lift configuration. It is definitively
not the result of an imprecise B-spline representation. However, for certain flow
conditions this shape results in an interesting shock pattern.
In the following we recompute the inviscid flow around this profile at M∞ =
0.85 and an angle of attack of α = 0◦, that has already been examined in [BGMH+03]
using another grid. Here we use a grid consisting of 12 blocks which has the typ-
ical block-structure that is aspired for QUADFLOW calculations. It consists of a
rather large offset block, a small transition area, and a large Cartesian far field, see
Figure 9.2. The initial discretization consists of altogether 3000 cells, the maxi-
mum refinement level is L = 8 and the threshold value for the multiscale analysis
is ² = 10−2, which is a rather coarse value in general, but much finer than in the
original study. Adaptation is carried out each time the residual decreased to 10−2,
based on the initial residual, measured in the L1 norm of the density. 12 adaptation
cycles have been conducted.
Figure 9.3 and Figure 9.4 present computational grids and corresponding pres-
sure distributions for three different stages of adaptation. Namely, for grid no. 1,
4 and 14. On the coarsest mesh, the shock at the trailing edge of the upper surface
can already be identified. On the lower surface, the shock at x ≈ 0.53 is very
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Figure 9.2: 12-block grid for cruise configuration.
smeared while the shock near the leading edge cannot be identified at all. After 3
cycles of adaptation, all three shocks are present. The mesh contains 20,946 cells,
with a maximum grid level L = 4. With further adaptation, the shock resolution
can still be improved significantly. On grid no. 14, all shocks are highly resolved.
The final discretization contains 84,795 cells.
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Grid No. 1, number of cells: 3000, Lmax = 1
Grid No. 4, number of cells: 20946, Lmax = 4
Grid No. 14, number of cells: 84795, Lmax = 8
Figure 9.3: SFB 401 cruise configuration, M∞ = 0.85, α = 0◦. Left Figure:
Computational grid. Right Figure: Pressure distribution, pmin = 50, 000 Pa;
pmax = 161, 000 Pa; ∆p = 3700 Pa
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Grid No. 1, number of cells: 3000, Lmax = 1
Grid No. 4, number of cells: 20946, Lmax = 4
Grid No. 14, number of cells: 84795, Lmax = 8
Figure 9.4: SFB 401 cruise configuration: Detailed view of stagnation area,
M∞ = 0.85, α = 0◦. Left Figure: Computational grid. Right Figure: Pressure
distribution, pmin = 50, 000 Pa; pmax = 161, 000 Pa; ∆p = 3700 Pa
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9.3 Oscillating NACA0012 Airfoil
In this example we show the inviscid, unsteady transonic flow at M∞ = 0.755
about the NACA0012 airfoil undergoing forced oscillation in pitch
α = 0.016◦ + 2.51◦ sin(ωt+ φ) (9.2)
about the quarter-chord. The reduced frequency is k = ωc/|v∞| = 0.1628. This
test case was experimentally investigated by Landon [Lan83]. For the numeri-
cal simulation, a phase shift of φ = −90◦ is introduced, so that for t = 0 the
motion of the airfoil is accelerated but has no rotational velocity. We start the
computation with a steady state solution about the initial airfoil position. For time
integration the implicit mid-point rule is used. The physical time step is chosen
to correspond to a maximum CFL-number within the computational domain of
about CFL = 50. As a result each oscillation cycle is resolved by 5100 time
steps. The unsteady residual of the Newton iteration is reduced by four orders of
magnitude within each time step. Grid adaption is performed after each time step
using a threshold value of ² = 10−3. Maximum refinement level is L = 6 result-
ing in about 15,000-18,000 grid cells depending on the phase of the oscillation.
For the grid deformation the angle preserving method described in Section 6.1.2
is employed. Figure 9.5 shows the isobars of the flow field and the adaptive grid
for three different stages of the motion. The flow undergoes strong variations in
time. During the upward motion of the airfoil (α˙ > 0), a supersonic region is
formed on the upper surface, which is closed by a shock. During the downward
motion, the supersonic region on the upper surface breaks down and a supersonic
region on the lower surface develops.
Figure 9.6 presents the hysteresis curves of the lift coefficient CL and the mo-
ment coefficient CM for the 4th cycle of oscillation. The discrepancies with re-
spect to the experiments of Landon are often observed in the literature, see also
the references cited in [BLM04].
9.3.1 Remarks on CPU times
In Table 9.1 we compare the execution times spent in the main modules of the
solver for the pitching airfoil test case, that has been described in the previous
section.
As already noted in Section 8.4.2 a significant contribution to the execution
time of this test case stems from the exact evaluation of curvilinear cell volumes
and cell moments. In some sense the current example represents the worst case
scenario as in every time step the data for all time steps must be recomputed for all
cells, because the calculations are instationary and there are no Cartesian far fields.
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Figure 9.5: Time evolution of pressure distribution and adaptive grid for flow
around oscillating NACA0012 profile. Upper figures: α(t1) = 0.82◦, α˙(t1) < 0;
Center: α(t2) = −2.24◦, α˙(t2) < 0; Lower figures: α(t3) = 1.82◦, α˙(t3) > 0.
pmin = 56, 600Pa; pmax = 146, 600Pa; ∆p = 4, 500Pa.
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Figure 9.6: Hysteresis curves for oscillating NACA0012 airfoil. Left: lift coeffi-
cient, right: moment coefficient.
module time in sec time in %
flow solver 37,791 69.2
multiscale analysis 4,982 9.1
grid deformation 2,341 4.2
evaluation of geometry 9,426 17.3
Table 9.1: CPU-times for one cycle of oscillation, i.e. 5100 time steps, on a
Linux-PC with 2.4 GHz Intel Xeon processor.
If we consider these evaluations to be inevitable costs of the adaptive concept, we
come to the conclusion that the adaptation makes the program in the worst case
about a quarter more expensive than a non-adaptive calculation on an unstructured
mesh with the same number of nodes. Compared to the gains of the adaptation
measured in the number of cells and improved accuracy this is justifiable.
9.4 Swept Wing in Channel
For the reasons explained in Section 8.4.2 real 3D computations with QUADFLOW
are still rare. Nevertheless most parts of the code are fully functional and have
to be validated also in 3D. For this purpose the following test case was designed.
The inviscid, three-dimensional flow over a swept, non-tapered wing in an open
channel is investigated. The aerodynamic profile of the wing is based on the BAC-
3-11/RES/30/21 airfoil. In the computations presented here, the span b equals the
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chord length c. The flow conditions are M∞ = 0.77, α = 0◦, the sweep angle
is γ = 34.0◦. Figure 9.7 illustrates the present configuration. The domain is
bounded by two end-plates, mounted to the wing, while the remaining domain is
open, extending about 20 chord lengths away from the wing in the x, y-plane. The
g
Inboard
Outboard
CrossSection
Inflow
x
z
Figure 9.7: Geometry of swept wing in channel. Cross-section: BAC-3-
11/RES/30/21 airfoil
grid mapping has been constructed as follows: an existing 4-block grid, generated
for FLOWer, has been taken and converted into B-Spline form by interpolation,
so that we had a 2D grid mapping x˜(u, v). This grid mapping was extended to a
3D mapping by
x(u, v, w) =
x˜(u, v)y˜(u, v)
0
+
bw sin γ0
bw
 , (9.3)
where b is the width of the channel and γ the deviation from the right angle. The
moments of the so defined cells can be algebraically reduced to the moments of
the 2D grid:∫ ∫ ∫
xnymzl du dv dw =∫ ∫ ∫
(x˜(u, v) + bw sin γ)n(y˜(u, v))m(bw)l du dv dw =
n∑
i=0
(
n
i
)∫ ∫
x˜(u, v)iy˜(u, v)m du dv ·
∫
(bw sin γ)n−i(bw)l dw.
(9.4)
Here the first double integral is just a cell moment in the original 2D grid and
the remaining integral is a simple polynomial. If one now uses appropriate hash-
ing strategies to store all the 2D moments, that have been calculated during the
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simulation and re-uses this information for all the cells with the same u and v
coordinates, then, measured in floating point operations per cells, using such a
swept grid is even cheaper than the corresponding 2D calculation. Furthermore
a program was written to extend the boundary information from the 2D case to
the 3D grid automatically, so that these method is in principle available for all 2D
grids.
In the current example the initial grid consists of 4000 cells, i.e., on each
block a resolution of 10 cells in all coordinate directions was chosen. 5 cycles of
adaptation are conducted. The threshold value of the adaptation is ² = 10−2 and
the maximum refinement level is Lmax = 6.
Figure 9.8 presents a perspective view of the Mach number distribution on the
upper surface of the wing and the computational grid at the inboard wall of the
channel for the initial configuration and after 5 adaptations. The adapted mesh
consists of 804877 cells. The pressure distributions on the upper surface of the
wing for two cross-sections, namely at z/b = 0.2 and z/b = 0.8 are depicted in
Figure 9.9. In span-wise direction, the position of the shock is shifted towards the
leading edge and the after-expansion is more pronounced.
Figure 9.8: Swept wing in channel (M = 0.77, α = 0◦, γ = 34.0◦). Mach number
distribution on wing surface and computational grid at inboard wall of channel.
Left Figure: Solution for initial grid. Right Figure: Solution after 5 adaptations
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Figure 9.9: Swept wing in channel (M∞ = 0.77, α = 0◦, γ = 34.0◦): Pressure
distribution on upper surface for two cross-sections, z/b = 0.2 and z/b = 0.8.
Left Figure: Solution for initial grid. Right Figure: Solution after 5 adaptations
9.5 High Lift Configuration
Last we present the viscous, turbulent flow around the three-element airfoil sys-
tem referred to as case A-2, configuration L1/T2 of the BAC3-11/RES/30/21 air-
foil reported in the AGARD Advisory Report No. 303. It consists of the main
wing section, a 12.5% leading edge slat and a 33% single slotted flap, where we
take the chord length of the assembly according to the cruise configuration as
reference length. The slat is positioned at an angle of 25◦, while the flap has a
moderate deflection angle 20◦, which is typical for a take-off configuration. The
flow conditions are M∞ = 0.197 and Re∞ = 3.52 · 106 and the angle of attack is
α = 4.01◦. Assuming fully turbulent flow the Spalart-Allmaras turbulence model
has been employed. The fine tuning of the input parameters for the flow solver has
been provided by M. Sc. Sauria Ray, Lehr- und Forschungsgebiet fu¨r Mechanik,
RWTH Aachen University.
The mesh is the same, that has been used in Chapter 6 to demonstrate the de-
formation algorithms. It consist of 24 interior blocks near the configuration and
40 Cartesian blocks in the far field. The configuration itself is represented by five
spline curves, one each for the upper and cove side of the slat, the upper and cove
side of the main airfoil and the one for the flap. In order to resolve the bound-
ary layers offset curves parallel to these surface sections have been generated.
Within these offset-blocks a uniformly parameterized B-spline mapping is gener-
ated. Then the stretching function (3.46) with ² = 2.2 · 10−5 is applied in order to
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achieve the desired first spacing of on the finest grid. The aspect ratio cell length
to cell height on the top side of the main element reach values up to 6000:1.
For the sake of simplicity the trailing edges of the three elements are modeled
as sharp cusps. For this reason the boundary layer blocks hit directly at the sides
of the neighboring blocks. In order to avoid that the boundary layers protrude
into the far field no measures have been undertaken in order to level the jump in
the cell height occurring at the block interface. Hence, on the fully adapted grid
up to 25 boundary layer cells are connected to the same neighbor cell. Although
this is obviously far from ideal, a deterioration of the solution at the trailing edges
cannot be observed. The systematic remedy to this problem would be to model
blunt trailing edges, so that closed boundary layers around the airfoil elements
could be generated.
For the following computation we use the maximum refinement level L =
6 and adaptation threshold of 10−2, resulting in a grid of about 108.000 cells.
About 70% of these cells discretize the wake of the configuration. In order to
predict lift and drag coefficients such a fine resolution in the far field is not really
necessary. However, the adaptation analyzes the fluctuations of the flow field, not
the relevance of this fluctuations for some target functional. Figure 9.10 shows
the adaptive grid and the Mach distribution in the interior blocks.
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Figure 9.10: Adaptive grid and isolines of Mach distribution. Mmax = 0.42,
∆M = 0.006.
Chapter 10
Summary and Outlook
In this thesis a novel block-structured grid generation concept has been developed.
The central idea is to describe the geometry by means of parametric tensor prod-
uct B-spline mappings. Methods from classical structured grid generation and
computer aided geometric design have been combined to build a fully functional
grid generation system. This new type of grid representations has been integrated
into the finite volume solver QUADFLOW which aims to the simulation of fluid-
structure interaction problems at airplane wings. It has been demonstrated how
the solver may benefit from the ability of the new concept to generate consistent,
adaptive discretizations in curvilinear, time-dependent domains. In this chapter
we want to conclude this thesis with a summary of the current status of the project
and indicate some directions for further research.
10.1 Current Status
The computer implementation related to this thesis can be divided in two parts.
We have already mentioned the QIGPMESH-library. This library contains the
basic templates for elementary geometric objects, the B-spline mappings, the
multi-block data structures, the interpolation, approximation and deformation al-
gorithms and all the interfaces that are needed to couple the mesh generation mod-
ule with the flow solver and the adaptation module. The code is able to manage
and evaluate given multi-block grids of arbitrary size and complexity. Grid defor-
mation routines are available for both 2D and 3D. However, some parts of the 3D
code need to be optimized in terms of CPU-performance, see for instance Section
8.4.
The second part of the implementation concerns the generation of the grids
itself. Block-structured grid generation is inevitably an interactive task which has
to be supported by a specialized graphical user interface (GUI). Such a GUI has
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been implemented using the the well-known graphics API (Application Program-
ming Interface) OpenGL [SGI] and the cross-platform GUI-toolkit QT [Tro] what
ensures the portability to all major operating systems. The 2D version is fully
functional. Recently the fundamentals of the 3D interface have been implemented
so that the 3D version will soon be available, too.
10.2 Future Work
Finally, we want to conclude with some remarks on projects which would round-
off this project. The first two of them are mainly a matter of implementation,
however, the last one is a challenging and important research project.
Elliptic Methods for B-Spline Surface and Volume Grid Generation. As
explained in Chapter 3 various algebraic, hyperbolic and elliptic grid generation
methods have been integrated into the QIGPMESH-library. For this purpose we
have taken existing structured grid generation code and algorithms. These are
typically based on finite difference schemes and provide regular grids of discrete
points, that can then be interpolated and approximated by our fast tensor product
B-spline interpolation and approximation methods. This procedure is both com-
putational efficient and simple, since the programming effort associated therewith
is negligible. However, with the models becoming more and more complex it
emerged that this method lacks some kind of flexibility. The problem can be sum-
marized as follows: due to construction, in particular if partial interfaces are in-
volved, the underlying B-splines have quite irregular knot sequences. This makes
it necessary to initialize the finite difference codes with quite irregular distribu-
tions of grid points, since according to the theorem by Schoenberg and Whitney
5 the interpolation problem is only well posed, if each knot vector interval con-
tains at least one data point. On the other hand the finite difference codes loose
accuracy with irregular point distributions. Of course, im most cases it is possible
to circumvent the problems by increasing the number of data points. However,
the most systematic solution would be to implement some B-Spline collocation or
B-Spline finite element method to solve the elliptic partial differential equation.
Such an approach would fit better into the general philosophy to work with the
B-spline control points only.
Multiblock Framework Deformation. In principle the author of this the-
sis reckons that the grid deformation strategy described in 6 is reasonably robust
and well suited to handle the deformation of even large and complex configura-
tions. However, one might object that the scattered data interpolation method does
not contain enough mechanisms to preserve the angle quality of the initial grid.
Therefore an extremely robust grid deformation method has been proposed and
implemented by Boucke [Bou03] and extended by Hesse [Hes06]. They model
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a ficticious beam framework from the edges of the multiblock grid. In order to
enhance the stiffness of this beam framework a certain number of grid lines from
the interior of the blocks can be added. The beams are considered to be rigidly
fixed together at the vertices such that the angles between the edges are preserved
during the deformation step. The deformation of the framework, which is due to
the displacements of surface grid nodes is calculated by a finite element solver.
Then the new position of the grid points in the interior of the blocks are com-
puted by the algebraic methods described in Section 6.1. This method has not
yet been integrated into the QIGPMESH-Library, although there are in principle
no obstacles to do so. Indeed when Boucke and Hesse use their implementation
for FLOWer-type grids, the finite element discretization of the beam framework
is based on the discretization of the FLOWer grid. In general this discretization
is much finer than necessary for the solution of the geometric problem. Therefore
we would even expect some gain in performance and quality, if we can provide
the spline representations as input for the finite element solver.
Automatic Block-Decomposition The most important aspect that has not
been addressed in the current work is the automation of the block decomposi-
tion for complex 3D multiblock grids. Besides the correction of dirty geometry
models this is the most time-consuming stage in the grid generation process. How
difficult this problem is might be seen from the fact, that only very few papers
on this topic have been published in the last years. As a consequence in the last
decade unstructured and hybrid methods have become much more popular than
multiblock methods. At least, it should be easier to generate parametric B-spline
grids than classical discrete multiblock grids. The reason for this is that paramet-
ric grids offer more flexibility and pose fewer compatibility issues than discrete
multiblock grids.
There are basically two reasonable approaches to the block decomposition
problem. Dannenhoffer [Dan94] embedded a given 2D configuration into an
adaptive Cartesian background grid to capture its topology. Then a set of trans-
formations is used to generate a suitable assembly of blocks. This approach has
been extended by Park and Lee [PL99] to three dimensions. According to these
authors, this approach has currently two problems: first the number of resulting
blocks may be too large in certain cases. Second the method fails with strongly
non-convex shapes. The other approach is based on the solution of the poten-
tial equation. Here we can refer to works of Vassberg [Vas00b, Vas00a] but the
approach that seems especially interesting to us stems from Spekreijse and Kok
[SK00a, SK00b].
Their approach can be summarized as follows. The configuration is enclosed
by a Cartesian box. In the domain in between the body and the bounding box
they solve the potential equation ∆φ = 0 subject to the boundary conditions
φ = 0 on the body and φ = 1 on the box. Then carefully selected level sets
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and gradient curves of this solution are used as block surfaces and as transversal
edges, respectively. The main problem with this method seems to be that the
gradient lines, although by theory they do not intersect, may start to twist around
each other. It is not clear in how far this problem stems from inaccuracies in the
solution of the potential equation. Spekreijse and Kok work with discrete grids.
It might be that the accuracy of their solutions is limited by the resolution of their
discrete surface representations. It would be interesting to see if these results could
be improved upon by computing more accurate adaptive solutions of the potential
equation. Here again the parametric representation would provide the means to
generate precise representations of the boundary at arbitrary level of resolution.
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