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ABSTRACT
Data cleaning is often an important step to ensure that pre-
dictive models, such as regression and classification, are not
affected by systematic errors such as inconsistent, out-of-date,
or outlier data. Identifying dirty data is often a manual and
iterative process, and can be challenging on large datasets.
However, many data cleaning workflows can introduce subtle
biases into the training processes due to violation of indepen-
dence assumptions. We propose ActiveClean, a progressive
cleaning approach where the model is updated incrementally
instead of re-training and can guarantee accuracy on par-
tially cleaned data. ActiveClean supports a popular class of
models called convex loss models (e.g., linear regression and
SVMs). ActiveClean also leverages the structure of a user’s
model to prioritize cleaning those records likely to affect the
results. We evaluate ActiveClean on five real-world datasets
UCI Adult, UCI EEG, MNIST, Dollars For Docs, and World-
Bank with both real and synthetic errors. Our results suggest
that our proposed optimizations can improve model accuracy
by up-to 2.5x for the same amount of data cleaned. Further-
more for a fixed cleaning budget and on all real dirty datasets,
ActiveClean returns more accurate models than uniform sam-
pling and Active Learning.
1. INTRODUCTION
Machine Learning on large and growing datasets is a key
data management challenge with significant interest in both
industry and academia [1, 5, 10, 20]. Despite a number of
breakthroughs in reducing training time, predictive modeling
can still be a tedious and time-consuming task for an ana-
lyst. Data often arrive dirty, including missing, incorrect, or
inconsistent attributes, and analysts widely report that data
cleaning and other forms of pre-processing account for up to
80% of their effort [3, 22]. While data cleaning is an exten-
sively studied problem, the predictive modeling setting poses
a number of new challenges: (1) high dimensionality can am-
plify even a small amount of erroneous records [36], (2) the
complexity can make it difficult to trace the consequnces of
an error, and (3) there are often subtle technical cconditions
(e.g., independent and identically distributed) that can be vi-
olated by data cleaning. Consequently, techniques that have
been designed for traditional SQL analytics may be inefficient
or even unreliable. In this paper, we study the relationship
between data cleaning and model training workflows and ex-
plore how to apply existing data cleaning approaches with
provable guarantees.
One of the main bottlenecks in data cleaning is the human
effort in determining which data are dirty and then devel-
oping rules or software to correct the problems. For some
types of dirty data, such as inconsistent values, model train-
ing may seemingly succeed albeit, with potential subtle in-
accuracies in the model. For example, battery-powered sen-
sors can transmit unreliable measurements when battery lev-
els are low [21]. Similarly, data entered by humans can be
susceptible to a variety of inconsistencies (e.g., typos), and
unintentional cognitive biases [23]. Such problems are of-
ten addressed in time-consuming loop where the analys trains
a model, inspects the model and its predictions, clean some
data, and re-train.
This iterative process is the de facto standard, but without
appropriate care, can lead to several serious statistical issues.
Due to the well-known Simpson’s paradox, models trained
on a mix of dirty and clean data can have very misleading
results even in simple scenarios (Figure 1). Furthermore, if
the candidate dirty records are not identified with a known
sampling distribution, the statistical independence assump-
tions for most training methods are violated. The violations of
these assumptions can introduce confounding biases. To this
end, we designed ActiveClean which trains predictive models
while allowing for iterative data cleaning and has accuracy
guarantees. ActiveClean automates the dirty data identifica-
tion process and the model update process, thereby abstract-
ing these two error-prone steps away from the analyst.
ActiveClean is inspired by the recent success of progressive
data cleaning where a user can gradually clean more data
until the desired accuracy is reached [6, 34, 30, 17, 26, 38,
37]. We focus on a popular class of models called convex loss
models (e.g., includes linear regression and SVMs) and show
that the Simpson’s paradox problem can be avoided using it-
erative maintenance of a model rather than re-training. This
process leverages the convex structure of the model rather
than treating it like a black-box, and we apply convergence
arguments from convex optimization theory. We propose sev-
eral novel optimizations that leverage information from the
model to guide data cleaning towards the records most likely
to be dirty and most likely to affect the results.
To summarize the contributions:
• Correctness (Section 5). We show how to update a
dirty model given newly cleaned data. This update con-
verges monotonically in expectation. For a batch size b
and iterations T , it converges with rate O( 1√
bT
).
• Efficiency (Section 6). We derive a theoretical optimal
sampling distribution that minimizes the update error
and an approximation to estimate the theoretical opti-
mum.
• Detection and Estimation (Section 7). We show how
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ActiveClean can be integrated with data detection to
guide data cleaning towards records expected to be dirty.
• The experiments evaluate these components on four datasets
with real and synthetic corruption (Section 8). Results
suggests that for a fixed cleaning budget, ActiveClean
returns more accurate models than uniform sampling
and Active Learning when systematic corruption is sparse.
2. BACKGROUND AND PROBLEM SETUP
This section formalizes the iterative data cleaning and train-
ing process and highlights an example application.
2.1 Predictive Modeling
The user provides a relation R and wishes to train a model
using the data in R. This work focuses on a class of well-
analyzed predictive analytics problems; ones that can be ex-
pressed as the minimization of convex loss functions. Convex
loss minimization problems are amenable to a variety of incre-
mental optimization methodologies with provable guarantees
(see Friedman, Hastie, and Tibshirani [15] for an introduc-
tion). Examples include generalized linear models (including
linear and logistic regression), support vector machines, and
in fact, means and medians are also special cases.
We assume that the user provides a featurizer F (·) that
maps every record r ∈ R to a feature vector x and label y.
For labeled training examples {(xi, yi)}Ni=1, the problem is to
find a vector of model parameters θ by minimizing a loss func-
tion φ over all training examples:
θ∗ = arg min
θ
N∑
i=1
φ(xi, yi, θ)
Where φ is a convex function in θ. For example, in a linear
regression φ is:
φ(xi, yi, θ) = ‖θTxi − yi‖22
Typically, a regularization term r(θ) is added to this problem.
r(θ) penalizes high or low values of feature weights in θ to
avoid overfitting to noise in the training examples.
θ∗ = arg min
θ
N∑
i=1
φ(xi, yi, θ) + r(θ) (1)
In this work, without loss of generality, we will include the
regularization as part of the loss function i.e., φ(xi, yi, θ) in-
cludes r(θ).
2.2 Data Cleaning
We consider corruption that affects the attribute values of
records. This does not cover errors that simultaneously affect
multiple records such as record duplication or structure such
as schema transformation. Examples of supported cleaning
operations include, batch resolving common inconsistencies
(e.g., merging “U.S.A" and “United States"), filtering outliers
(e.g., removing records with values> 1e6), and standardizing
attribute semantics (e.g., “1.2 miles" and “1.93 km").
We are particularly interested in those errors that are dif-
ficult or time-consuming to clean, and require the analyst to
examine an erroneous record, and determine the appropri-
ate action–possibly leveraging knowledge of the current best
model. We represent this operation as Clean(·) which can
be applied to a record r (or a set of records) to recover the
clean record r′ = Clean(r). Formally, we treat the Clean(·)
as an expensive user-defined function composed of determin-
istic schema-preserving map and filter operations applied to a
subset of rows in the relation. A relation is defined as clean
if Rclean = Clean(Rclean). Therefore, for every r ∈ Rclean
there exists a unique r′ ∈ R in the dirty data. The map and fil-
ter cleaning model is not a fundamental restriction of Active-
Clean, and Appendix A discusses a compatible “set of records"
cleaning model.
2.3 Iteration
As an example of howClean(·) fits into an iterative analysis
process, consider an analyst training a regression and identi-
fying outliers. When she examines one of the outliers, she
realizes that the base data (prior to featurization) has a for-
matting inconsistency that leads to incorrect parsing of the
numerical values. She applies a batch fix (i.e., Clean(·)) to
all of the outliers with the same error, and re-trains the model.
This iterative process can be described as the following pseu-
docode loop:
1. Init(iter)
2. current_model = Train(R)
3. For each t in {1, ..., iter}
(a) dirty_sample = Identify(R,current_model)
(b) clean_sample = Clean(dirty_sample)
(c) current_model = Update(clean_sample, R)
4. Output: current_model
While we have already discussed Train(·) and Clean(·),
the analyst still has to define the primitives Identify(·) and
Update(·). For Identify(·), given a the current best model,
the analyst must specify some criteria to select a set of records
to examine. And in Update(·), the analyst must decide how
to update the model given newly cleaned data. It turns out
that these primitives are not trivial to implement since the
straight-forward solutions can actually lead to divergence of
the trained models.
2.4 Challenges
Correctness: Let us assume that the analyst has imple-
mented an Identify(·) function that returns k candidate dirty
records. The straight-forward application data cleaning is to
repair the corruption in place, and re-train the model after
each repair. Suppose k  N records are cleaned, but all of
the remaining dirty records are retained in the dataset. Fig-
ure 1 highlights the dangers of this approach on a very simple
dirty dataset and a linear regression model i.e., the best fit line
for two variables. One of the variables is systematically cor-
rupted with a translation in the x-axis (Figure 1a). The dirty
data is marked in red and the clean data in blue, and they are
shown with their respective best fit lines. After cleaning only
two of the data points (Figure 1b), the resulting best fit line
is in the opposite direction of the true model.
Aggregates over mixtures of different populations of data
can result in spurious relationships due to the well-known
phenomenon called Simpson’s paradox [32]. Simpson’s para-
dox is by no means a corner case, and it has affected the va-
lidity of a number of high-profile studies [35]; even in the
simple case of taking an average over a dataset. Predictive
models are high-dimensional generalizations of these aggre-
gates without closed form techniques to compensate for these
biases. Thus, training models on a mixture of dirty and clean
data can lead to unreliable results, where artificial trends in-
troduced by the mixture can be confused for the effects of
data cleaning.
Figure 1: (a) Systematic corruption in one variable can
lead to a shifted model. (b) Mixed dirty and clean data re-
sults in a less accurate model than no cleaning. (c) Small
samples of only clean data can result in similarly inaccu-
rate models.
An alternative is to avoid the dirty data altogether instead
of mixing the two populations, and the model re-training is
restricted to only data that are known to be clean. This ap-
proach is similar to SampleClean [33], which was proposed
to approximate the results of aggregate queries by applying
them to a clean sample of data. However, high-dimensional
models are highly sensitive to sample size. Figure 1c illus-
trates that, even in two dimensions, models trained from small
samples can be as incorrect as the mixing solution described
before.
Efficiency: Conversely, hypothetically assume that the an-
alyst has implemented a correct Update(·) primitive and im-
plements Identify(·) with a technique such as Active Learn-
ing to select records to clean [37, 38, 16]. Active learning
is a technique to carefully select the set of examples to learn
the most accurate model. However, these selection criteria
are designed for stationary data distributions, an assumption
which is not true in this setting. As more data are cleaned,
the data distribution changes. Data which may look unim-
portant in the dirty data might be very valuable to clean in
reality, and thus any prioritization has to predict a record’s
value with respect to an anticipated clean model.
2.5 The Need For Automation
ActiveClean is a framework that implements the Identify(·)
and Update(·) primitives for the analyst. By automating the
iterative process, ActiveClean ensures reliable models with
convergence guarantees. The analyst first initializes Active-
Clean with a dirty model. ActiveClean carefuly selects small
batches of data to clean based on data that are likely to be
dirty and likely to affect the model. The analyst applies data
cleaning to these batches, and ActiveClean updates the model
with an incremental optimization technique.
Machine learning has been applied in prior work to improve
the efficiency of data cleaning [37, 38, 16]. Human input,
either for cleaning or validation of automated cleaning, is of-
ten expensive and impractical for large datasets. A model can
learn rules from a small set of examples cleaned (or validated)
by a human, and active learning is a technique to carefully se-
lect the set of examples to learn the most accurate model. This
model can be used to extrapolate repairs to not-yet-cleaned
data, and the goal of these approaches is to provide the clean-
est possible dataset–independent of the subsequent analytics
or query processing. These approaches, while very effective,
suffer from composibility problems when placed inside clean-
ing and training loops. To summarize, ActiveClean considers
data cleaning during model training, while these techniques
consider model training for data cleaning. One of the primary
contributions of this work is an incremental model update al-
gorithm with correctness guarantees for mixtures of data.
2.6 Use Case: Dollars for Docs [2]
ProPublica collected a dataset of corporate donations to
doctors to analyze conflicts of interest. They reported that
some doctors received over $500,000 in travel, meals, and
consultation expenses [4]. ProPublica laboriously curated and
cleaned a dataset from the Centers for Medicare and Medicaid
Services that listed nearly 250,000 research donations, and
aggregated these donations by physician, drug, and pharma-
ceutical company. We collected the raw unaggregated data
and explored whether suspect donations could be predicted
with a model. This problem is typical of analysis scenar-
ios based on observational data seen in finance, insurance,
medicine, and investigative journalism. The dataset has the
following schema:
Contr ibut ion ( p i _ s p e c i a l t y , drug_name, device_name,
corpora t ion , amount, d i spute , s t a t u s )
pi_specialty is a textual attribute describing the specialty of
the doctor receiving the donation.
drug_name is the branded name of the drug in the research
study (null if not a drug).
device_name is the branded name of the device in the study
(null if not a device).
corporation is the name of the pharmaceutical providing the
donation.
amount is a numerical attribute representing the donation amount.
dispute is a Boolean attribute describing whether the re-
search was disputed.
status is a string label describing whether the donation was
allowed under the declared research protocol. The goal is to
predict disallowed donation.
However, this dataset is very dirty, and the systematic na-
ture of the data corruption can result in an inaccurate model.
On the ProPublica website [2], they list numerous types of
data problems that had to be cleaned before publishing the
data (see Appendix I). For example, the most significant do-
nations were made by large companies whose names were
also more often inconsistently represented in the data, e.g.,
“Pfizer Inc.", “Pfizer Incorporated", “Pfizer". In such scenarios,
the effect of systematic error can be serious. Duplicate rep-
resentations could artificially reduce the correlation between
these entities and suspected contributions. There were nearly
40,000 of the 250,000 records that had either naming incon-
sistencies or other inconsistencies in labeling the allowed or
disallowed status. Without data cleaning, the detection rate
using a Support Vector Machine was 66%. Applying the data
cleaning to the entire dataset improved this rate to 97% in the
clean data (Section 8.6.1), and the experiments describe how
ActiveClean can achieve an 80% detection rate for less than
1.6% of the records cleaned.
3. PROBLEM FORMALIZATION
This section formalizes the problems addressed in the paper.
3.1 Notation and Setup
The user provides a relation R, a cleaner C(·), a featurizer
F (·), and a convex loss problem defined by the loss φ(·). A
total of k records will be cleaned in batches of size b, so there
will be k
b
iterations. We use the following notation to repre-
sent relevant intermediate states:
• Dirty Model: θ(d) is the model trained on R (without
cleaning) with the featurizer F (·) and loss φ(·). This
serves as an initialization to ActiveClean.
• Dirty Records: Rdirty ⊆ R is the subset of records that
are still dirty. As more data are cleaned Rdirty → {}.
• Clean Records: Rclean ⊆ R is the subset of records
that are clean, i.e., the complement of Rdirty.
• Samples: S is a sample (possibly non-uniform but with
known probabilities) of the records Rdirty. The clean
sample is denoted by Sclean = C(S).
• Clean Model: θ(c) is the optimal clean model, i.e., the
model trained on a fully cleaned relation.
• Current Model: θ(t) is the current best model at itera-
tion t ∈ {1, ..., k
b
}, and θ(0) = θ(d).
There are two metrics that we will use to measure the per-
formance of ActiveClean:
Model Error. The model error is defined as ‖θ(t) − θ(c)‖.
Testing Error. Let T (θ(t)) be the out-of-sample testing error
when the current best model is applied to the clean data, and
T (θ(c)) be the test error when the clean model is applied to
the clean data. The testing error is defined as T (θ(t))−T (θ(c))
3.2 Problem 1. Correct Update Problem
Given newly cleaned data Sclean and the current best model
θ(t), the model update problem is to calculate θ(t+1). θ(t+1)
will have some error with respect to the true model θ(c),
which we denote as:
error(θ(t+1)) = ‖θ(t+1) − θ(c)‖
Since a sample of data are cleaned, it is only meaningful to
talk about expected errors. We call the update algorithm “re-
liable" if the expected error is upper bounded by a monotoni-
cally decreasing function µ of the amount of cleaned data:
E(error(θnew)) = O(µ(| Sclean |))
Intuitively, “reliable" means that more cleaning should imply
more accuracy.
The Correct Update Problem is to reliably update the model
θ(t) with a sample of cleaned data.
3.3 Problem 2. Efficiency Problem
The efficiency problem is to select Sclean such that the ex-
pected error E(error(θ(t))) is minimized. ActiveClean uses
previously cleaned data to estimate the value of data clean-
ing on new records. Then it draws a sample of records S ⊆
Rdirty. This is a non-uniform sample where each record r has
a sampling probability p(r) based on the estimates. We de-
rive the optimal sampling distribution for the SGD updates,
and show how the theoretical optimum can be approximated.
The Efficiency Problem is to select a sampling distribution p(·)
over all records such that the expected error w.r.t to the model if
trained on fully clean data is minimized.
4. ARCHITECTURE
This section presents the ActiveClean architecture.
4.1 Overview
Figure 2 illustrates the ActiveClean architecture. The dot-
ted boxes describe optional components that the user can pro-
vide to improve the efficiency of the system.
4.1.1 Required User Input
Model: The user provides a predictive model (e.g., SVM)
specified as a convex loss optimization problem φ(·) and a
featurizer F (·) that maps a record to its feature vector x and
label y.
Cleaning Function: The user provides a function C(·) (im-
plemented via software or crowdsourcing) that maps dirty
records to clean records as per our definition in Section ??.
Batches: Data are cleaned in batches of size b and the
user can change these settings if she desires more or less fre-
quent model updates. The choice of b does affect the conver-
gence rate. Section 5 discusses the efficiency and convergence
trade-offs of different values of b. We empirically find that a
batch size of 50 performs well across different datasets and
use that as a default. A cleaning budget k can be used as a
stopping criterion once C()˙ has been called k times, and so
the number of iterations of ActiveClean is T = k
b
. Alterna-
tively, the user can clean data until the model is of sufficient
accuracy to make a decision.
4.1.2 Basic Data Flow
The system first trains the model φ(·) on the dirty dataset
to find an initial model θ(d) that the system will subsequently
improve. The sampler selects a sample of size b records from
the dataset and passes the sample to the cleaner, which exe-
cutes C(·) for each sample record and outputs their cleaned
versions. The updater uses the cleaned sample to update the
weights of the model, thus moving the model closer to the
true cleaned model (in expectation). Finally, the system ei-
ther terminates due to a stopping condition (e.g., C(·) has
been called a maximum number of times k, or training error
convergence), or passes control to the sampler for the next
iteration.
4.1.3 Optimizations
In many cases, such as missing values, errors can be ef-
ficiently detected. A user provided Detector can be used to
identify such records that are more likely to be dirty, and
thus improves the likelihood that the next sample will con-
tain true dirty records. Furthermore, the Estimator uses previ-
ously cleaned data to estimate the effect that cleaning a given
record will have on the model. These components can be used
separately (if only one is supplied) or together to focus the
system’s cleaning efforts on records that will most improve
the model. Section 7 describes several instantiations of these
components for different data cleaning problems. Our ex-
periments show that these optimizations can improve model
accuracy by up-to 2.5x (Section 8.3.2).
4.2 Example
The following example illustrates how a user would apply
ActiveClean to address the use case in Section 2.6:
EXAMPLE 1. The analyst chooses to use an SVM model, and
manually cleans records by hand (the C(·)). ActiveClean ini-
tially selects a sample of 50 records (the default) to show the
analyst. She identifies a subset of 15 records that are dirty, fixes
them by normalizing the drug and corporation names with the
Figure 2: ActiveClean allows users to train predictive
models while progressively cleaning data. The frame-
work adaptively selects the best data to clean and can
optionally (denoted with dotted lines) integrate with pre-
defined detection rules and estimation algorithms for im-
proved conference.
help of a search engine, and corrects the labels with typographi-
cal or incorrect values. The system then uses the cleaned records
to update the the current best model and select the next sample
of 50. The analyst can stop at any time and use the improved
model to predict donation likelihoods.
5. UPDATES WITH CORRECTNESS
This section describes an algorithm for reliable model up-
dates. The updater assumes that it is given a sample of data
Sdirty from Rdirty where i ∈ Sdirty has a known sampling
probability p(i). Sections 6 and 7 show how to optimize p(·)
and the analysis in this section applies for any sampling dis-
tribution p(·) > 0.
5.1 Geometric Derivation
The update algorithm intuitively follows from the convex
geometry of the problem. Consider the problem in one di-
mension (i.e., the parameter θ is a scalar value), so then the
goal is to find the minimum point (θ) of a curve l(θ). The
consequence of dirty data is that the wrong loss function is
optimized. Figure 3A illustrates the consequence of the opti-
mization. The red dotted line shows the loss function on the
dirty data. Optimizing the loss function finds θ(d) that at the
minimum point (red star). However, the true loss function
(w.r.t to the clean data) is in blue, thus the optimal value on
the dirty data is in fact a suboptimal point on clean curve (red
circle).
Figure 3: (A) A model trained on dirty data can be thought
of as a sub-optimal point w.r.t to the clean data. (B) The
gradient gives us the direction to move the suboptimal
model to approach the true optimum.
The optimal clean model θ(c) is visualized as a yellow star.
The first question is which direction to update θ(d) (i.e., left
or right). For this class of models, given a suboptimal point,
the direction to the global optimum is the gradient of the loss
function. The gradient is a d-dimensional vector function of
the current model θ(d) and the clean data. Therefore, Active-
Clean needs to update θ(d) some distance γ (Figure 3B):
θnew ← θ(d) − γ · ∇φ(θ(d))
At the optimal point, the magnitude of the gradient will be
zero. So intuitively, this approach iteratively moves the model
downhill (transparent red circle) – correcting the dirty model
until the desired accuracy is reached. However, the gradi-
ent depends on all of the clean data which is not available
and ActiveClean will have to approximate the gradient from a
sample of newly cleaned data. The main intuition is that if the
gradient steps are on average correct, the model still moves
downhill albeit with a reduced convergence rate proportional
to the inaccuracy of the sample-based estimate.
To derive a sample-based update rule, the most important
property is that sums commute with derivatives and gradi-
ents. The convex loss class of models are sums of losses, so
given the current best model θ, the true gradient g∗(θ) is:
g∗(θ) = ∇φ(θ) = 1
N
N∑
i
∇φ(x(c)i , y(c)i , θ)
ActiveClean needs to estimate g∗(θ) from a sample S, which
is drawn from the dirty data Rdirty. Therefore, the sum has
two components the gradient on the already clean data gC
which can be computed without cleaning and gS the gradient
estimate from a sample of dirty data to be cleaned:
g(θ) =
| Rclean |
| R | · gC(θ) +
| Rdirty |
| R | · gS(θ)
gC can be calculated by applying the gradient to all of the
already cleaned records:
gC(θ) =
1
| Rclean |
∑
i∈Rclean
∇φ(x(c)i , y(c)i , θ)
gS can be estimated from a sample by taking the gradient w.r.t
each record, and re-weighting the average by their respective
sampling probabilities. Before taking the gradient the clean-
ing function C(·) is applied to each sampled record. There-
fore, let S be a sample of data, where each i ∈ S is drawn
with probability p(i):
gS(θ) =
1
| S |
∑
i∈S
1
p(i)
∇φ(x(c)i , y(c)i , θ)
Then, at each iteration t, the update becomes:
θ(t+1) ← θ(t) − γ · g(θ(t))
5.2 Model Update Algorithm
To summarize, the algorithm is initialized with θ(0) = θ(d)
which is the dirty model. There are three user set parameters
the budget k, batch size b, and the step size γ. In the follow-
ing section, we will provide references from the convex opti-
mization literature that allow the user to appropriately select
these values. At each iteration t = {1, ..., T}, the cleaning is
applied to a batch of data b selected from the set of candidate
dirty records Rdirty. Then, an average gradient is estimated
from the cleaned batch and the model is updated. Iterations
continue until k = T · b records are cleaned.
1. Calculate the gradient over the sample of newly clean
data and call the result gS(θ(t))
2. Calculate the average gradient over all of the already
clean data in Rclean = R − Rdirty, and call the result
gC(θ
(t))
3. Apply the following update rule:
θ(t+1) ← θ(t)−γ·( | Rdirty || R | ·gS(θ
(t))+
| Rclean |
| R | ·gC(θ
(t)))
5.3 Analysis with Stochastic Gradient Descent
The update algorithm can be formalized as a class of very
well studied algorithms called Stochastic Gradient Descent.
SGD provides a theoretical framework to understand and ana-
lyze the update rule and bound the error. Mini-batch stochas-
tic gradient descent (SGD) is an algorithm for finding the opti-
mal value given the convex loss and data. In mini-batch SGD,
random subsets of data are selected at each iteration and the
average gradient is computed for every batch.
One key difference with traditional SGD models is that Ac-
tiveClean applies a full gradient step on the already clean data
and averages it with a stochastic gradient step (i.e., calculated
from a sample) on the dirty data. Therefore, ActiveClean iter-
ations can take multiple passes over the clean data but at most
a single cleaning pass of the dirty data. The update algorithm
can be thought of as a variant of SGD that lazily material-
izes the clean value. As data is sampled at each iteration,
data is cleaned when needed by the optimization. It is well
known that even for an arbitrary initialization SGD makes sig-
nificant progress in less than one epoch (a pass through the
entire dataset) [9]. In practice, the dirty model can be much
more accurate than an arbitrary initialization as corruption
may only affect a few features and combined with the full
gradient step on the clean data the updates converge very
quickly.
Setting the step size γ: There is extensive literature in ma-
chine learning for choosing the step size γ appropriately. γ
can be set either to be a constant or decayed over time. Many
machine learning frameworks (e.g., MLLib, Sci-kit Learn, Vow-
pal Wabbit) automatically set learning rates or provide differ-
ent learning scheduling frameworks. In the experiments, we
use a technique called inverse scaling where there is a param-
eter γ0 = 0.1, and at each iteration it decays to γt = γ0|S|t .
Setting the batch size b: The batch size should be set by
the user to have the desired properties. Larger batches will
take longer to clean and will make more progress towards the
clean model but will have less frequent model updates. On
the other hand, smaller batches are cleaned faster and have
more frequent model updates. There are diminishing returns
to increasing the batch size O( 1√
b
). In the experiments, we
use a batch size of 50 which converges fast but allows for fre-
quent model updates. If a data cleaning technique requires
a larger batch size than 50, i.e., data cleaning is fast enough
that the iteration overhead is significant compared to clean-
ing 50 records, ActiveClean can apply the updates in smaller
batches. For example, the batch size set by the user might
be b = 1000, but the model updates after every 50 records
are cleaned. We can disassociate the batching requirements
of SGD and the batching requirements of the data cleaning
technique.
5.3.1 Convergence Conditions and Properties
Convergence properties of batch SGD formulations have
been well studied [11]. Essentially, if the gradient estimate
is unbiased and the step size is appropriately chosen, the al-
gorithm is guaranteed to converge. In Appendix B, we show
that the gradient estimate from ActiveClean is indeed unbi-
ased and our choice of step size is one that is established to
converge. The convergence rates of SGD are also well ana-
lyzed [11, 8, 39]. The analysis gives a bound on the error of
intermediate models and the expected number of steps before
achieving a model within a certain error. For a general convex
loss, a batch size b, and T iterations, the convergence rate is
bounded by O( σ
2√
bT
). σ2 is the variance in the estimate of the
gradient at each iteration:
E(‖g − g∗‖2)
where g∗ is the gradient computed over the full data if it were
fully cleaned. This property of SGD allows us to bound the
model error with a monotonically decreasing function of the
number of records cleaned, thus satisfying the reliability con-
dition in the problem statement. If the loss in non-convex,
the update procedure will converge towards a local minimum
rather than the global minimum (See Appendix C).
5.4 Example
This example describes an application of the update algo-
rithm.
EXAMPLE 2. Recall that the analyst has a dirty SVM model
on the dirty data θ(d). She decides that she has a budget of
cleaning 100 records, and decides to clean the 100 records in
batches of 10 (set based on how fast she can clean the data, and
how often she wants to see an updated result). All of the data is
initially treated as dirty with Rdirty = R and Rclean = ∅. The
gradient of a basic SVM is given by the following function:
∇φ(x, y, θ) =
{
−y · x if y · x · θ ≤ 1
0 if y x · θ ≥ 1
For each iteration t, a sample of 10 records S is drawn from
Rdirty. ActiveClean then applies the cleaning function to the
sample:
{(x(c)i , y(c)i )} = {C(i) : ∀i ∈ S}
Using these values, ActiveClean estimates the gradient on the
newly cleaned data:
gS(θ) =
1
10
∑
i∈S
1
p(i)
∇φ(x(c)i , y(c)i , θ)
ActiveClean also applies the gradient to the already clean data
(initially non-existent):
gC(θ) =
1
| Rclean |
∑
i∈Rclean
∇φ(x(c)i , y(c)i , θ)
Then, it calculates the update rule:
θ(t+1) ← θ(t) − γ · ( | Rdirty || R | · gS(θ
(t)) +
| Rclean |
| R | · gC(θ
(t)))
Finally, Rdirty ← Rdirty − S, Rclean ← Rclean + S, and con-
tinue to the next iteration.
6. EFFICIENCY WITH SAMPLING
The updater received a sample with probabilities p(·). For
any distribution where p(·) > 0, we can preserve correctness.
ActiveClean uses a sampling algorithm that selects the most
valuable records to clean with higher probability.
6.1 Oracle Sampling Problem
Recall that the convergence rate of an SGD algorithm is
bounded by σ2 which is the variance of the gradient. Intu-
itively, the variance measures how accurately the gradient is
estimated from a uniform sample. Other sampling distribu-
tions, while preserving the sample expected value, may have a
lower variance. Thus, the oracle sampling problem is defined
as a search over sampling distributions to find the minimum
variance sampling distribution.
DEFINITION 1 (ORACLE SAMPLING PROBLEM). Given a set
of candidate dirty data Rdirty, ∀r ∈ Rdirty find sampling prob-
abilities p(r) such that over all samples S of size k it minimizes:
E(‖gS − g∗‖2)
It can be shown that the optimal distribution over records in
Rdirty is probabilities proportional to:
pi ∝ ‖∇φ(x(c)i , y(c)i , θ(t))‖
This is an established result, for thoroughness, we provide
a proof in the appendix (Section D), but intuitively, records
with higher gradients should be sampled with higher proba-
bility as they affect the update more significantly. However,
ActiveClean cannot exclude records with lower gradients as
that would induce a bias hurting convergence. The problem
is that the optimal distribution leads to a chicken-and-egg
problem: the optimal sampling distribution requires know-
ing (x(c)i , y
(c)
i ), however, cleaning is required to know those
values.
6.2 Dirty Gradient Solution
Such an oracle does not exist, and one solution is to use the
gradient w.r.t to the dirty data:
pi ∝ ‖∇φ(x(d)i , y(d)i , θ(t))‖
It turns out that the solution works reasonably well in prac-
tice on our experimental datasets and has been studied in
Machine Learning as the Expected Gradient Length heuristic
[31]. The contribution in this work is integrating this heuris-
tic with statistically correct updates. However, intuitively, ap-
proximating the oracle as closely as possible can result in im-
proved prioritization. The subsequent section describes two
components, the detector and estimator, that can be used to
improve the convergence rate. Our experiments suggest up-to
a 2x improvement in convergence when using these optional
optimizations (Section 8.3.2).
7. OPTIMIZATIONS
In this section, we describe two approaches to optimization,
the Detector and the Estimator, that improve the efficiency of
the cleaning process. Both approaches are designed to in-
crease the likelihood that the Sampler will pick dirty records
that, once cleaned, most move the model towards the true
clean model. The Detector is intended to learn the character-
istics that distinguish dirty records from clean records while
the Estimator is designed to estimate the amount that clean-
ing a given dirty record will move the model towards the true
optimal model.
7.1 The Detector
The detector returns two important aspects of a record: (1)
whether the record is dirty, and (2) if it is dirty, what is wrong
with the record. The sampler can use (1) to select a subset of
dirty records to sample at each batch and the estimator can
use (2) estimate the value of data cleaning based on other
records with the same corruption. ActiveClean supports two
types of detectors: a priori and adaptive. In former assumes
that we know the set of dirty records and how they are dirty a
priori to ActiveClean, while the latter adaptively learns char-
acteristics of the dirty data as part of running ActiveClean.
7.1.1 A Priori Detector
For many types of dirtiness such as missing attribute values
and constraint violations, it is possible to efficiently enumer-
ate a set of corrupted records and determine how the records
are corrupted.
DEFINITION 2 (A PRIORI DETECTION). Let r be a record
in R. An a priori detector is a detector that returns a Boolean
of whether the record is dirty and a set of columns er that are
dirty.
D(r) = ({0, 1}, er)
From the set of columns that are dirty, find the corresponding
features that are dirty fr and labels that are dirty lr.
Here is an example this definition using a data cleaning method-
ology proposed in the literature.
Constraint-based Repair: One model for detecting errors
involves declaring constraints on the database.
Detection. Let Σ be a set of constraints on the relation R.
In the detection step, the detector selects a subset of records
Rdirty ⊆ R that violate at least one constraint. The set er
is the set of columns for each record which have a constraint
violation.
EXAMPLE 3. An example of a constraint on the running ex-
ample dataset is that the status of a contribution can be only
“allowed" or “disallowed". Any other value for status is an
error.
7.2 Adaptive Detection
A priori detection is not possible in all cases. The detector
also supports adaptive detection where detection is learned
from previously cleaned data. Note that this “learning" is dis-
tinct from the “learning" at the end of the pipeline. The chal-
lenge in formulating this problem is that detector needs to
describe how the data is dirty (e.g. er in the a priori case).
The detector achieves this by categorizing the corruption into
u classes. These classes are corruption categories that do not
necessarily align with features, but every record is classified
with at most one category.
When using adaptive detection, the repair step has to clean
the data and report to which of the u classes the corrupted
record belongs. When an example (x, y) is cleaned, the re-
pair step labels it with one of the clean, 1, 2, ..., u+ 1 classes
(including one for “not dirty"). It is possible that u increases
each iteration as more types of dirtiness are discovered. In
many real world datasets, data errors have locality, where
similar records tend to be similarly corrupted. There are usu-
ally a small number of error classes even if a large number of
records are corrupted.
One approach for adaptive detection is using a statistical
classifier. This approach is particularly suited for a small num-
ber data error classes, each of which containing many erro-
neous records. This problem can be addressed by any classi-
fier, and we use an all-versus-one SVM in our experiments.
Another approach could be to adaptively learn predicates
that define each of the error classes. For example, if records
with certain attributes are corrupted, a pattern tableau can
be assigned to each class to select a set of possibly corrupted
records. This approach is better suited than a statistical ap-
proach for a large number of error classes or scarcity of errors.
However, it relies on errors being well aligned with certain at-
tribute values.
DEFINITION 3 (ADAPTIVE CASE). Select the set of records
for which κ gives a positive error classification (i.e., one of the u
error classes). After each sample of data is cleaned, the classifier
κ is retrained. So the result is:
D(r) = ({1, 0}, {1, ..., u+ 1})
Adaptive Detection With OpenRefine:
EXAMPLE 4. OpenRefine is a spreadsheet-based tool that al-
lows users to explore and transform data. However, it is limited
to cleaning data that can fit in memory on a single computer.
Since the cleaning operations are coupled with data exploration,
ActiveClean does not know what is dirty in advance (the analyst
may discover new errors as she cleans).
Suppose the analyst wants to use OpenRefine to clean the run-
ning example dataset with ActiveClean. She takes a sample of
data from the entire dataset and uses the tool to discover errors.
For example, she finds that some drugs are incorrectly classified
as both drugs and devices. She then removes the device attribute
for all records that have the drug name in question. As she fixes
the records, she tags each one with a category tag of which cor-
ruption it belongs to.
7.3 The Estimator
To get around the problem with oracle sampling, the esti-
mator will estimate the cleaned value with previously cleaned
data. The estimator will also take advantage of the detector
from the previous section. There are a number of different ap-
proaches, such as regression, that could be used to estimate
the cleaned value given the dirty values. However, there is a
problem of scarcity, where errors may affect a small number
of records. As a result, the regression approach would have to
learn a multivariate function with only a few examples. Thus,
high-dimensional regression ill-suited for the estimator. Con-
versely, it could try a very simple estimator that just calculates
an average change and adds this change to all of the gradi-
ents. This estimator can be highly inaccurate as it also applies
the change to records that are known to be clean.
ActiveClean leverages the detector for an estimator between
these two extremes. The estimator calculates average changes
feature-by-feature and selectively corrects the gradient when
a feature is known to be corrupted based on the detector. It
also applies a linearization that leads to improved estimates
when the sample size is small. We evaluate the lineariza-
tion in Section 8.5 against alternatives, and find that it pro-
vides more accurate estimates for a small number of samples
cleaned. The result is a biased estimator, and when the num-
ber of cleaned samples is large the alternative techniques are
comparable or even slightly better due to the bias.
Estimation For A Priori Detection.
If most of the features are correct, it would seem like the
gradient is only incorrect in one or two of its components.
The problem is that the gradient ∇φ(·) can be a very non-
linear function of the features that couple features together.
For example, the gradient for linear regression is:
∇φ(x, y, θ) = (θTx− y)x
It is not possible to isolate the effect of a change of one feature
on the gradient. Even if one of the features is corrupted, all
of the gradient components will be incorrect.
To address this problem, the gradient can be approximated
in a way that the effects of dirty features on the gradient are
decoupled. Recall, in the a priori detection problem, that as-
sociated with each r ∈ Rdirty is a set of errors fr, lr which
is a set that identifies a set of corrupted features and labels.
This property can be used to construct a coarse estimate of the
clean value. The main idea is to calculate average changes for
each feature, then given an uncleaned (but dirty) record, add
these average changes to correct the gradient.
To formalize the intuition, instead of computing the actual
gradient with respect to the true clean values, compute the
conditional expectation given that a set of features and labels
fr, lr are corrupted:
pi ∝ E(∇φ(x(c)i , y(c)i , θ(t)) | fr, lr)
Corrupted features are defined as that:
i /∈ fr =⇒ x(c)[i]− x(d)[i] = 0
i /∈ lr =⇒ y(c)[i]− y(d)[i] = 0
The needed approximation represents a linearization of the
errors, and the resulting approximation will be of the form:
p(r) ∝ ‖∇φ(x, y, θ(t)) +Mx ·∆rx +My ·∆ry‖
whereMx,My are matrices and ∆rx and ∆ry are vectors with
one component for each feature and label where each value
is the average change for those features that are corrupted
and 0 otherwise. Essentially, it the gradient with respect to
the dirty data plus some linear correction factor. In the ap-
pendix, we present a derivation using a Taylor series expan-
sion and a number of Mx and My matrices for common con-
vex losses (Appendix E and F). The appendix also describes
how to maintain ∆rx and ∆ry as cleaning progresses.
Estimation For Adaptive Case.
A similar procedure holds in the adaptive setting, however,
it requires reformulation. Here, ActiveClean uses u corruption
classes provided by the detector. Instead of conditioning on
the features that are corrupted, the estimator conditions on
the classes. So for each error class, it computes a ∆ux and
∆uy. These are the average change in the features given that
class and the average change in labels given that class.
p(ru) ∝ ‖∇φ(x, y, θ(t)) +Mx ·∆ux +My ·∆uy‖
7.3.1 Example
Here is an example of using the optimization to select a
sample of data for cleaning.
EXAMPLE 5. Consider using ActiveClean with an a priori de-
tector. Let us assume that there are no errors in the labels and
only errors in the features. Then, each training example will
have a set of corrupted features (e.g., {1, 2, 6}, {1, 2, 15}). Sup-
pose that the cleaner has just cleaned the records r1 and r2 rep-
resented as tuples with their corrupted feature set: (r1,{1, 2, 3}),
(r2,{1, 2, 6}). For each feature i, ActiveClean maintains the av-
erage change between dirty and clean in a value in a vector
∆x[i] for those records corrupted on that feature.
Then, given a new record (r3,{1, 2, 3, 6}), ∆r3x is the vector
∆x where component i is set to 0 if the feature is not corrupted.
Suppose the data analyst is using an SVM, then the Mx matrix
is as follows:
Mx[i, i] =
{
−y[i] if y · x · θ ≤ 1
0 if y x · θ ≥ 1
Thus, we calculate a sampling weight for record r3:
p(r3) ∝ ‖∇φ(x, y, θ(t)) +Mx ·∆r3x‖
To turn the result into a probability distribution, ActiveClean
normalizes over all dirty records.
8. EXPERIMENTS
First, the experiments evaluate how various types of cor-
rupted data benefit from data cleaning. Next, the experiments
explore different prioritization and model update schemes for
progressive data cleaning. Finally, ActiveClean is evaluated
end-to-end in a number of real-world data cleaning scenar-
ios.
8.1 Experimental Setup and Notation
The main metric for evaluation is a relative measure of the
trained model and the model if all of the data is cleaned.
Relative Model Error. Let θ be the model trained on the
dirty data, and let θ∗ be the model trained on the same data
if it was cleaned. Then the model error is defined as ‖θ−θ
∗‖
‖θ∗‖ .
8.1.1 Scenarios
Income Classification (Adult): In this dataset of 45,552
records, the task is to predict the income bracket (binary)
from 12 numerical and categorical covariates with an SVM
classifier.
Seizure Classification (EEG): In this dataset, the task is
to predict the onset of a seizure (binary) from 15 numerical
covariates with a thresholded Linear Regression. There are
14980 data points in this dataset. This classification task is
inherently hard with an accuracy on completely clean data of
only 65%.
Handwriting Recognition (MNIST) 1: In this dataset, the
task is to classify 60,000 images of handwritten images into
10 categories with an one-to-all multiclass SVM classifier. The
unique part of this dataset is the featurized data consists of a
784 dimensional vector which includes edge detectors and
raw image patches.
Dollars For Docs: The dataset has 240,089 records with 5
textual attributes and one numerical attribute. The dataset is
featurized with bag-of-words featurization model for the tex-
tual attributes which resulted in a 2021 dimensional feature
1
http://ufldl.stanford.edu/wiki/index.php/Using_the_MNIST_
Dataset
vector, and a binary SVM is used to classify the status of the
medical donations.
World Bank: The dataset has 193 records of country name,
population, and various macro-economics statistics. The val-
ues are listed with the date at which they were acquired. This
allowed us to determine that records from smaller and less
populous countries were more likely to be out-of-date.
8.1.2 Compared Algorithms
Here are the alternative methodologies evaluated in the ex-
periments:
Robust Logistic Regression [14]. Feng et al. proposed
a variant of logistic regression that is robust to outliers. We
chose this algorithm because it is a robust extension of the
convex regularized loss model, leading to a better apples-to-
apples comparison between the techniques. (See details in
Appendix H.1)
Discarding Dirty Data. As a baseline, dirty data are dis-
carded.
SampleClean (SC) [33]. SampleClean takes a sample of
data, applies data cleaning, and then trains a model to com-
pletion on the sample.
Active Learning (AL) [18]. To fairly evaluate Active Learn-
ing, we first apply our gradient update to ensure correctness.
Within each iteration, examples are prioritized by distance to
the decision boundary (called Uncertainty Sampling in [31]).
However, we do not include our optimizations such as detec-
tion and estimation.
ActiveClean Oracle (AC+O): In ActiveClean Oracle, instead
of an estimation and detection step, the true clean value is
used to evaluate the theoretical ideal performance of Active-
Clean.
8.2 Does Data Cleaning Matter?
The first experiment evaluates the benefits of data cleaning
on two of the example datasets (EEG and Adult). Our goal is
to understand which types of data corruption are amenable to
data cleaning and which are better suited for robust statistical
techniques. The experiment compares four schemes: (1) full
data cleaning , (2) baseline of no cleaning, (3) discarding the
dirty data, and (4) robust logistic regression,. We corrupted
5% of the training examples in each dataset in two different
ways:
Random Corruption: Simulated high-magnitude random
outliers. 5% of the examples are selected at random and a
random feature is replaced with 3 times the highest feature
value.
Systematic Corruption: Simulated innocuous looking (but
still incorrect) systematic corruption. The model is trained on
the clean data, and the three most important features (highest
weighted) are identified. The examples are sorted by each
of these features and the top examples are corrupted with
the mean value for that feature (5% corruption in all). It is
important to note that examples can have multiple corrupted
features.
Figure 4 shows the test accuracy for models trained on
both types of data with the different techniques. The robust
method performs well on the random high-magnitude out-
liers with only a 2.0% reduction in clean test accuracy for
EEG and 2.5% reduction for Adult. In the random setting,
discarding dirty data also performs relatively well. However,
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Figure 4: (a) Robust techniques and discarding data work
when corrupted data are random and look atypical. (b)
Data cleaning can provide reliable performance in both
the systematically corrupted setting and randomly cor-
rupted setting.
the robust method falters on the systematic corruption with a
9.1% reduction in clean test accuracy for EEG and 10.5% re-
duction for Adult. The problem is that without cleaning, there
is no way to know if the corruption is random or systematic
and when to trust a robust method. While data cleaning re-
quires more effort, it provides benefits in both settings. In the
remaining experiments, unless otherwise noted, the experi-
ments use systematic corruption.
Summary: A 5% systematic corruption can introduce a 10%
reduction in test accuracy even when using a robust method.
8.3 ActiveClean: A Priori Detection
The next set of experiments evaluate different approaches
to cleaning a sample of data compared to ActiveClean using
a priori detection. A priori detection assumes that all of the
corrupted records are known in advance but their clean values
are unknown.
8.3.1 Active Learning and SampleClean
The next experiment evaluates the samples-to-error trade-
off between four alternative algorithms: ActiveClean (AC),
SampleClean, Active Learning, and ActiveClean +Oracle (AC+O).
Figure 5 shows the model error and test accuracy as a func-
tion of the number of cleaned records. In terms of model
error, ActiveClean gives its largest benefits for small sample
sizes. For 500 cleaned records of the Adult dataset, Active-
Clean has 6.1x less error than SampleClean and 2.1x less er-
ror than Active Learning. For 500 cleaned records of the EEG
dataset, ActiveClean has 9.6x less error than SampleClean
and 2.4x less error than Active Learning. Both Active Learn-
ing and ActiveClean benefit from the initialization with the
dirty model as they do not retrain their models from scratch,
and ActiveClean improves on this performance with detection
and error estimation. Active Learning has no notion of dirty
and clean data, and therefore prioritizes with respect to the
dirty data. These gains in model error also correlate well to
improvements in test error (defined as the test accuracy dif-
ference w.r.t cleaning all data). The test error converges more
quickly than model error, emphasizing the benefits of progres-
sive data cleaning, since it is not neccessary to clean all the
data to get a model with essentially the same performance as
the clean model. For example, to achieve a test error of 1% on
the Adult dataset, ActiveClean cleans 500 fewer records than
Active Learning.
Summary: ActiveClean with a priori detection returns results
that are more than 6x more accurate than SampleClean and 2x
more accurate than Active Learning for cleaning 500 records.
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Figure 5: The relative model error as a function of the
number of examples cleaned. ActiveClean converges with
a smaller sample size to the true result in comparison to
Active Learning and SampleClean.
Figure 6: -D denotes no detection, and -D-I denotes no
detection and no importance sampling. Both optimiza-
tions significantly help ActiveClean outperform Sample-
Clean and Active Learning.
8.3.2 Source of Improvements
The next experiment compares the performance of Active-
Clean with and without various optimizations at 500 records
cleaned point. ActiveClean without detection is denoted as
(AC-D) (that is at each iteration we sample from the entire
dirty data), and ActiveClean without detection and impor-
tance sampling is denoted as (AC-D-I). Figure 6 plots the rel-
ative error of the alternatives and ActiveClean with and with-
out the optimizations. Without detection (AC-D), ActiveClean
is still more accurate than Active Learning. Removing the im-
portance sampling, ActiveClean is slightly worse than Active
Learning on the Adult dataset but is comparable on the EEG
dataset.
Summary: Both a priori detection and non-uniform sampling
significantly contribute to the gains over Active Learning.
8.3.3 Mixing Dirty and Clean Data
Training a model on mixed data is an unreliable methodol-
ogy lacking the same guarantees as Active Learning or Sam-
pleClean even in the simplest of cases. For thoroughness,
the next experiments include the model error as a function
of records cleaned in comparison to ActiveClean. Figure 7
plots the same curves as the previous experiment compar-
ing ActiveClean, Active Learning, and two mixed data algo-
rithms. PC randomly samples data, clean, and writes-back
the cleaned data. PC+D randomly samples data from using
the dirty data detector, cleans, and writes-back the cleaned
data. For these errors PC and PC+D give reasonable results
(not always guaranteed), but ActiveClean converges faster.
ActiveClean tunes the weighting when averaging dirty and
clean data into the gradient.
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Figure 7: The relative model error as a function of the
number of examples cleaned. ActiveClean converges with
a smaller sample size to the true result in comparison to
partial cleaning (PC,PC+D).
Summary: ActiveClean converges faster than mixing dirty and
clean data since it reweights data based on the fraction that
is dirty and clean. Partial cleaning is not guaranteed to give
sensible results.
8.3.4 Corruption Rate
The next experiment explores how much of the performance
is due to the initialization with the dirty model (i.e., Sam-
pleClean trains a model from “scratch"). Figure 8 varies the
systematic corruption rate and plots the number of records
cleaned to achieve 1% relative error for SampleClean and Ac-
tiveClean. SampleClean does not use the dirty data and thus
its error is essentially governed by the Central Limit Theorem.
SampleClean outperforms ActiveClean only when corruptions
are very severe (45% in Adult and nearly 60% in EEG). When
the initialization with the dirty model is inaccurate, Active-
Clean does not perform as well.
Summary: SampleClean is beneficial in comparison to Active-
Clean when corruption rates exceed 45%.
8.4 ActiveClean: Adaptive Detection
This experiment explores how the results of the previous
experiment change when using an adaptive detector instead
of the a priori detector. Recall, in the systematic corruption,
3 of the most informative features were corrupted, thus we
group these problems into 9 classes. We use an all-versus-one
SVM to learn the categorization.
8.4.1 Basic Performance
Figure 9 overlays the convergence plots in the previous ex-
periments with a curve (denoted by AC+C) that represents
ActiveClean using a classifier instead of the a priori detec-
tion. Initially ActiveClean is comparable to Active Learning;
however, as the classifier becomes more effective the detec-
tion improves the performance. Over both datasets, at the
500 records point on the curve, adaptive ActiveClean has a
30% higher model error compared to a priori ActiveClean. At
1000 records point on the curve, adaptive ActiveClean has
about 10% higher error.
Summary: For 500 records cleaned, adaptive ActiveClean has a
30% higher model error compared to a priori ActiveClean, but
still outperforms Active Learning and SampleClean.
8.4.2 Classifiable Errors
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Figure 8: ActiveClean performs well until the corruption
is so severe that the dirty model is not a good initializa-
tion. The error of SampleClean does not depend on the
corruption rate so it is a vertical line.
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Figure 9: Even with a classifier ActiveClean converges
faster than Active Learning and SampleClean.
The adaptive case depends on being able to predict cor-
rupted records. For example, random corruption not corre-
lated with any other data features may be hard to learn. As
corruption becomes more random, the classifier becomes in-
creasingly erroneous. The next experiment explores making
the systematic corruption more random. Instead of select-
ing the highest valued records for the most valuable features,
we corrupt random records with probability p. We compare
these results to AC-D where we do not have a detector at all at
one vertical slice of the previous plot (cleaning 1000 records).
Figure 10a plots the relative error reduction using a classifier.
When the corruption is about 50% random then there is a
break even point where no detection is better. The classifier
is imperfect and misclassifies some data points incorrectly as
cleaned.
Summary: When errors are increasingly random (50% ran-
dom) and cannot be accurately classified, adaptive detection
provides no benefit over no detection.
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Figure 10: (a) Data corruptions that are less random are
easier to classify, and lead to more significant reductions
in relative model error. (b) The Taylor series approxima-
tion gives more accurate estimates when the amount of
cleaned data is small.
8.5 Estimation
The next experiment compares estimation techniques: (1)
“linear regression" trains a linear regression model that pre-
dicts the clean gradient as a function of the dirty gradient, (2)
“average gradient" which does not use the detection to inform
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Figure 11: (a) The relative model error as a function of
the number of cleaned records. (b) The true positive rate
as a function of the number of cleaned records.
how to apply the estimate, (3) “average feature change" uses
detection but no linearization, and (4) the Taylor series linear
approximation. Figure 10b measures how accurately each es-
timation technique estimates the gradient as a function of the
number of cleaned records on the EEG dataset.
Estimation error is measured using the relative L2 error
with the true gradient. The Taylor series approximation pro-
posed gives more accurate for small cleaning sizes. Linear
regression and the average feature change technique do even-
tually perform comparably but only after cleaning much more
data.
Summary: Linearized gradient estimates are more accurate when
estimated from small samples.
8.6 Real World Scenarios
The next set of experiments evaluate ActiveClean in three
real world scenarios, one demonstrating the a priori case and
the other two for the adaptive detection case.
8.6.1 A Priori: Constraint Cleaning
The first scenario explores the Dollars for Docs dataset pub-
lished by ProPublica described throughout the paper. To run
this experiment, the entire dataset was cleaned up front, and
simulated sampling from the dirty data and cleaning by look-
ing up the value in the cleaned data (see Appendix I for con-
straints, errors, and cleaning methodology). Figure 11a shows
that ActiveClean converges faster than Active Learning and
SampleClean. To achieve a 4% relative error (i.e., a 75% error
reduction from the dirty model), ActiveClean cleans 40000
fewer records than Active Learning. Also, for 10000 records
cleaned, ActiveClean has nearly an order of magnitude smaller
error than SampleClean.
Figure 11b shows the detection rate (fraction of disallowed
research contributions identified) of the classifier as a func-
tion of the number of records cleaned. On the dirty data,
we can only correctly classify 66% of the suspected exam-
ples (88% overall accuracy due to a class imbalance). On the
cleaned data, this classifier is nearly perfect with a 97% true
positive rate (98% overall accuracy). ActiveClean converges
to the cleaned accuracy faster than the alternatives with a
classifier of 92% true positive rate for only 10000 records
cleaned.
Summary: To achieve an 80% detection rate, ActiveClean cleans
nearly 10x less records than Active Learning.
8.6.2 Adaptive: Replacing Corrupted Data
The next experiment explores the MNIST handwritten digit
recognition dataset with a MATLAB image processing pipeline.
In this scenario, the analyst must inspect a potentially cor-
rupted image and replace it with a higher quality one. The
MNIST dataset consists of 64x64 grayscale images. There are
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Figure 12: In a real adaptive detection scenario with the
MNIST dataset, ActiveClean outperforms Active Learning
and SampleClean.
two types of simulated corruptions: (1) 5x5 block removal
where a random 5x5 block is removed from the image by set-
ting its pixel values to 0, and (2) Fuzzy where a 4x4 moving
average patch is applied over the entire image. These corrup-
tions are applied to a random 5% of the images, and mimic
the random (Fuzzy) vs. systematic corruption (5x5 removal)
studied in the previous experiments. The adaptive detector
uses a 10 class classifier (one for each digit) to detect the cor-
ruption.
Figure 12 shows that ActiveClean makes more progress to-
wards the clean model with a smaller number of examples
cleaned. To achieve a 2% error for the block removal, Active-
Clean can inspect 2200 fewer images than Active Learning
and 2750 fewer images than SampleClean. For the fuzzy im-
ages, both Active Learning and ActiveClean reach 2% error
after cleaning fewer than 100 images, while SampleClean re-
quires 1750.
Summary: In the MNIST dataset, ActiveClean significantly re-
duces (more than 2x) the number of images to clean to train a
model with 2% error.
8.6.3 Adaptive: Regression
In the prior two experiments, we explored classification
problems. In this experiment, we consider the case when the
convex model represents a linear regression model. Regres-
sion models allow us to visualize what is happening when
we apply ActiveClean. In Figure 13, we illustrate regression
model training on a small dataset of 193 countries collected
from the World Bank. Each country has an associated pop-
ulation and total dollar value of imports. We are interested
in examining the relationship between these variables. How-
ever, for some countries, the import values are out-of-date in
the World Bank dataset. Up-to-date values are usually ava-
iable on national statistics websites and can be determined
with some web searching. It turns out that smaller countries
were more likely to have out-of-date statistics in the World
Bank dataset, and as a result, the trend line is misleading in
the dirty data. We applied ActiveClean after verifying 30 out
of the 193 countries (marked in yellow), and found that we
could achieve a highly accurate approximation of the full re-
sult.
Summary: ActiveClean is accurate even in regression analytics.
9. RELATED WORK
Data Cleaning: When data cleaning is expensive, it is de-
sirable to apply it progressively, where analysts can inspect
early results with only k  N records cleaned. Progressive
data cleaning is a well studied problem especially in the con-
text of entity resolution [6, 34, 30, 17]. Prior work has fo-
Figure 13: World Bank Data. We apply ActiveClean to
learn an accurate model predicting population from im-
port values. The data has a systematic bias where small
countries have out-of-date import values.
cused on the problem of designing data structures and algo-
rithms to apply data cleaning progressively. which is challeng-
ing because many data cleaning algorithms require informa-
tion from the entire relation. Over the last 5 years a number
of new results have expanded the scope and practicality of
progressive data cleaning [26, 38, 37]. ActiveClean studies
the problem of prioritizing progressive cleaning by leverag-
ing information about a user’s subsequent use for the data.
Certain records, if cleaned, may be more likely to affect the
downstream analysis.
There are a number of other works that use machine learn-
ing to improve the efficiency and/or reliability of data clean-
ing [38, 37, 16]. For example, Yakout et al. train a model
that evaluates the likelihood of a proposed replacement value
[37]. Another application of machine learning is value im-
putation, where a missing value is predicted based on those
records without missing values. Machine learning is also in-
creasingly applied to make automated repairs more reliable
with human validation [38]. Human input is often expensive
and impractical to apply to entire large datasets. Machine
learning can extrapolate rules from a small set of examples
cleaned by a human (or humans) to uncleaned data [16, 38].
This approach can be coupled with active learning [27] to
learn an accurate model with the fewest possible number of
examples. While, in spirit, ActiveClean is similar to these ap-
proaches, it addresses a very different problem of data clean-
ing before user-specified modeling. The key new challenge in
this problem is ensuring the correctness of the user’s model
after partial data cleaning.
SampleClean [33] applies data cleaning to a sample of data,
and estimates the results of aggregate queries. Sampling has
also been applied to estimate the number of duplicates in a
relation [19]. Similarly, Bergman et al. explore the problem
of query-oriented data cleaning [7], where given a query, they
clean data relevant to that query. Existing work does not ex-
plore cleaning driven by the downstream machine learning
“queries" studied in this work. Deshpande et al. studied data
acquisition in sensor networks [12]. They explored value of
information based prioritization of data acquisition for esti-
mating aggregate queries of sensor readings. Similarly, Jef-
fery et al. [21] explored similar prioritization based on value
of information. We see this work as pushing prioritization
further down the pipeline to the end analytics. Finally, incre-
mental optimization methods like SGD have a connection to
incremental materialized view maintenance as the argument
for incremental maintenance over recomputation is similar
(i.e., relatively sparse updates). Krishnan et al. explored how
samples of materialized views can be maintained similar to
how models are updated with a sample of clean data in this
work [24].
Stochastic Optimization and Active Learning: Zhao and
Tong recently proposed using importance sampling in con-
junction with stochastic gradient descent [39]. The ideas ap-
plied in ActiveClean are well rooted in the Machine Learning
and Optimization literature, and we apply these ideas to the
data cleaning problem. This line of work builds on prior re-
sults in linear algebra that show that some matrix columns
are more informative than others [13], and Active Learning
which shows that some labels are more informative that oth-
ers [31]. Active Learning largely studies the problem of label
acquisition [31], and recently the links between Active Learn-
ing and Stochastic optimization have been studied [18]. We
use the work in Guillory et al. to evaluate a state-of-the-art
Active Learning technique against ActiveClean.
Transfer Learning and Bias Mitigation: ActiveClean has
a strong link to a field called Transfer Learning and Domain
Adaptation [29]. The basic idea of Transfer Learning is that
suppose a model is trained on a dataset D but tested on a
dataset D′. Much of the complexity and contribution of Ac-
tiveClean comes from efficiently tuning such a process for
expensive data cleaning applications – costs not studied in
Transfer Learning. In robotics, Mahler et al. explored a cal-
ibration problem in which data was systematically corrupted
[25] and proposed a rule-based technique for cleaning data.
Other problems in bias mitigation (e.g., Krishnan et al. [23])
have the same structure, systematically corrupted data that is
feeding into a model. In this work, we try to generalize these
principles given a general dirty dataset, convex model, and
data cleaning procedure.
Secure Learning: ActiveClean is also related to work in ad-
versarial learning [28], where the goal is to make models ro-
bust to adversarial data manipulation. This line of work has
extensively studied methodologies for making models private
to external queries and robust to malicious labels [36], but
the data cleaning problem explores more general corruptions
than just malicious labels. One widely applied technique in
this field is reject-on-negative impact, which essentially, dis-
cards data that reduces the loss function–which will not work
when we do not have access to the true loss function (only
the “dirty loss").
10. DISCUSSION AND FUTURE WORK
The experimental results suggest the following conclusions
about ActiveClean: (1) when the data corruption rate is rela-
tively small (e.g., 5%), ActiveClean cleans fewer records than
Active Learning or SampleClean to achieve the same model
accuracy, (2) all of the optimizations in ActiveClean (impor-
tance sampling, detection, and estimation) lead to signifi-
cantly more accurate models at small sample sizes, (3) only
when corruption rates are very severe (e.g. 50%) , Sam-
pleClean outperforms ActiveClean, and (4) two real-world
scenarios demonstrate similar accuracy improvements where
ActiveClean returns significantly more accurate models than
SampleClean or Active Learning for the same number of records
cleaned.
There are also a few additional points for discussion. Ac-
tiveClean provides guarantees for training error on models
trained with progressive data cleaning, however, there are no
such guarantees on test error. This work focuses on the prob-
lem where an analyst has a large amount of dirty data and
would like explore data cleaning and predictive models on
this dataset. By providing the analyst more accurate model es-
timates, the value of different data cleaning techniques can be
judged without having to clean the entire dataset. However,
the exploratory analysis problem is distinct from the model
deployment problem (i.e., serving predictions to users from
the model), which we hope to explore in more detail in future
work. It implicitly assumes that when the model is deployed,
it will be applied in a setting where the test data is also clean.
Training on clean data, and testing on dirty data, defeats the
purpose of data cleaning and can lead to unreliable predic-
tions.
As the experiments clearly show, ActiveClean is not strictly
better than Active Learning or SampleClean. ActiveClean is
optimized for a specific design point of sparse errors and small
sample sizes, and the empirical results suggest it returns more
accurate models in this setting. As sample sizes and error
rates increase, the benefits of ActiveClean are reduced. An-
other consideration for future work is automatically selecting
alternative techniques when ActiveClean is expected to per-
form poorly.
Beyond these limitations, there are several exciting new av-
enues for future work. The data cleaning models explored
in this work can be extended to handle non-uniform costs,
where different errors have a different cleaning cost. Next,
the empirical success of Deep Learning has led to increasing
industry and research adoption of non-convex losses in many
tasks that were traditionally served by convex models. In fu-
ture work, we hope to explore how we can integrate with such
frameworks.
11. CONCLUSION
The growing popularity of predictive models in data ana-
lytics adds additional challenges in managing dirty data. Pro-
gressive data cleaning in this setting is susceptible to errors
due to mixing dirty and clean data, sensitivity to sample size,
and the sparsity of errors. The key insight of ActiveClean
is that an important class of predictive models, called con-
vex loss models (e.g., linear regression and SVMs), can be
simultaneously trained and cleaned. Consequently, there are
provable guarantees on the convergence and error bounds of
ActiveClean. ActiveClean also includes numerous optimiza-
tions such as: using the information from the model to in-
form data cleaning on samples, dirty data detection to avoid
sampling clean data, and batching updates. The experimental
results are promising as they suggest that these optimizations
can significantly reduce data cleaning costs when errors are
sparse and cleaning budgets are small. Techniques such as
Active Learning and SampleClean are not optimized for the
sparse low-budget setting, and ActiveClean achieves models
of similar accuracy for significantly less records cleaned.
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APPENDIX
A. SET-OF-RECORDS CLEANING MODEL
In paper, we formalized the analyst-specified data cleaning
as follows. We take the sample of the records Sdirty, and ap-
ply data cleaning C(·). C is applied to a record and produces
the clean record:
Sclean = {C(r) : ∀r ∈ Sdirty}
The record-by-record cleaning model is a formalization of the
costs of data cleaning where each record has the same cost
to clean and this cost does not change throughout the entire
cleaning session. There are, however, some cases when clean-
ing the first record of a certain type of corruption is expensive
but all subsequent records are cheaper.
EXAMPLE 6. In most spell checking systems, when a mis-
spelling is identified, the system gives an option to fix all in-
stances of that misspelling.
EXAMPLE 7. When an inconsistent value is identified all other
records with the same inconsistency can be efficiently fixed.
This model of data cleaning can fit into our framework and
we formalize it as the “Set-of-Records" model as opposed to
the “Record-by-Record" model. In this model, the cleaning
function C(·) is not restricted to updating only the records in
the sample. C(·) takes the entire dirty sample as an argument
(that is the cleaning is a function of the sample), the dirty
data, and updates the entire dirty data:
R′dirty = C(Sdirty, Rdirty)
we require that for every record s ∈ Sdirty, that record is com-
pletely cleaned after applying C(·), giving us Sclean. Records
outside of Sdirty may be cleaned on a subset of dirty attributes
by C(·). After each iteration, we re-run the detector, and
move any r ∈ R′dirty that are clean to Rclean. Such a model
allows us to capture data cleaning operations such as in Ex-
ample 6 and Example 7.
B. STOCHASTIC GRADIENT DESCENT
Stochastic Gradient Descent converges for a suitably chosen
step size if the sample gradients are unbiased estimates of the
full gradient. The first problem is to choose weights α and β
(to average already clean and newly cleaned data) such that
the estimate of the gradient is unbiased. The batch Sdirty
is drawn only from Rdirty. Since the sizes of Rdirty and its
complement are known, it follows that the gradient over the
already clean data gC and the recently cleaned data gS can
be combined as follows:
g(θt) =
| Rdirty | ·gS+ | Rclean | ·gC
| R |
Therefore,
α =
| Rclean |
| R | , β =
| Rdirty |
| R |
LEMMA 1. The gradient estimate g(θ) is unbiased if gS is an
unbiased estimate of:
1
| Rdirty |
∑
gi(θ)
PROOF SKETCH.
E( 1| Rdirty |
∑
gi(θ)) =
1
| Rdirty | · E(
∑
gi(θ)))
By symmetry,
E( 1| Rdirty |
∑
gi(θ)) = g(θ)
E( 1| Rdirty |
∑
gi(θ)) =
| Rdirty | ·gS+ | Rclean | ·gC
| R |
The error bound discussed in Proposition 2 can be tight-
ened for a class of models called strongly convex (see [8] for
a defintion).
PROPOSITION 1. For a strongly convex loss, a batch size b,
and T iterations, the convergence rate is bounded by O( σ
2
bT
).
C. NON-CONVEX LOSSES
We acknowledge that there is an increasing popularity of
non-convex losses in the Neural Network and Deep Learning
literature. However, even for these losses, gradient descent
techniques still apply. Instead of converging to a global opti-
mum they converge to a locally optimal value. Likewise, Ac-
tiveClean will converge to the closest locally optimal value to
the dirty model. Because of this, it is harder to reason about
the results. Different initializations will lead to different local
optima, and thus, introduces a complex dependence on the
initialization with the dirty model. This problem is not fun-
demental to ActiveClean and any gradient technique suffers
this challenge for general non-convex losses, and we hope to
explore this more in the future.
D. IMPORTANCE SAMPLING
This lemma describes the optimal distribution over a set of
scalars:
LEMMA 2. Given a set of real numbers A = {a1, ..., an}, let
Aˆ be a sample with replacement of A of size k. If µ is the mean
Aˆ, the sampling distribution that minimizes the variance of µ,
i.e., the expected square error, is p(ai) ∝ ai.
Lemma 2 shows that when estimating a mean of numbers
with sampling, the distribution with optimal variance is sam-
pling proportionally to the values.
The variance of this estimate is given by:
V ar(µ) = E(µ2)− E(µ)2
Since the estimate is unbiased, we can replace E(µ) with the
average of A:
V ar(µ) = E(µ2)− A¯2
Since A¯ is deterministic, we can remove that term during min-
imization. Furthermore, we can write E(µ2) as:
E(µ2) = 1
n2
n∑
i
a2i
pi
Then, we can solve the following optimization problem (re-
moving the proportionality of 1
n2
) over the set of weights
P = {p(ai)}:
min
P
N∑
i
a2i
pi
subject to: P > 0,
∑
P = 1
Applying Lagrange multipliers, an equivalent unconstrained
optimization problem is:
min
P>0,λ>0
N∑
i
a2i
pi
+ λ · (
∑
P − 1)
If, we take the derivatives with respect to pi and set them
equal to zero:
− a
2
i
2 · p2i
+ λ = 0
If, we take the derivative with respect to λ and set it equal to
zero: ∑
P − 1
Solving the system of equations, we get:
pi =
| ai |∑
i | ai |
E. LINEARIZATION
If d is the dirty value and c is the clean value, the Taylor
series approximation for a function f is given as follows:
f(c) = f(d) + f ′(d) · (d− c) + ...
Ignoring the higher order terms, the linear term f ′(d) · (d− c)
is a linear function in each feature and label. We only have
to know the change in each feature to estimate the change in
value. In our case the function f is the gradient ∇φ. So, the
resulting linearization is:
∇φ(x(c)i , y(c)i , θ) ≈ ∇φ(x, y, θ) +
∂
∂X
∇φ(x, y, θ) · (x− x(c))
+
∂
∂Y
φ(x, y, θ) · (y − y(c))
When we take the expected value:
E(∇φ(xclean, yclean, θ)) ≈ ∇φ(x, y, θ)+ ∂
∂X
∇φ(x, y, θ)·E(∆x)
+
∂
∂Y
∇φ(x, y, θ) · E(∆y)
It follows that:
≈ ∇φ(x, y, θ) +Mx · E(∆x) +My · E(∆y)
where Mx = ∂∂X∇φ and My = ∂∂Y ∇φ. Recall that the fea-
ture space is d dimensional and label space is l dimensional.
Then, Mx is an d × d matrix, and My is a d × l matrix. Both
of these matrices are computed for each record. ∆x is a d di-
mensional vector where each component represents a change
in that feature and ∆y is an l dimensional vector that repre-
sents the change in each of the labels.
This linearization allows ActiveClean to maintain per fea-
ture (or label) average changes and use these changes to
center the optimal sampling distribution around the expected
clean value. To estimate E(∆x) and E(∆y), consider the fol-
lowing for a single feature i: If we average all j = {1, ...,K}
records cleaned that have an error for that feature, weighted
by their sampling probability:
∆¯xi =
1
NK
K∑
j=1
(x(d)[i]− x(c)[i])× 1
p(j)
Similarly, for a label i:
∆¯yi =
1
NK
K∑
j=1
(y(d)[i]− y(c)[i])× 1
p(j)
Each ∆¯xi and ∆¯yi represents an average change in a single
feature. A single vector can represent the necessary changes
to apply to a record r: For a record r, the set of corrupted
features is fr, lr. Then, each record r has a d-dimensional
vector ∆rx which is constructed as follows:
∆rx[i] =
{
0 i /∈ fr
∆¯xi i ∈ fr
Each record r also has an l-dimensional vector ∆ry which is
constructed as follows:
∆rx[i] =
{
0 i /∈ lr
∆¯yi i ∈ lr
Finally, the result is:
pr ∝ ‖∇φ(x, y, θ(t)) +Mx ·∆rx +My ·∆ry‖
F. EXAMPLE MX , MY
Linear Regression:
∇φ(x, y, θ) = (θTx− y)x
For a record, r, suppose we have a feature vector x. If we take
the partial derivatives with respect to x, Mx is:
Mx[i, i] = 2x[i] +
∑
i 6=j
θ[j]x[j]− y
Mx[i, j] = θ[j]x[i]
Similarly My is:
My[i, 1] = x[i]
Logistic Regression:
∇φ(x, y, θ) = (h(θTx)− y)x
where
h(z) =
1
1 + e−z
we can rewrite this as:
hθ(x) =
1
1 + eθT x
∇φ(x, y, θ) = (hθ(x)− y)x
In component form,
g = ∇φ(x, y, θ)
g[i] = hθ(x) · x[i]− yx[i]
Therefore,
Mx[i, i] = hθ(x) · (1− hθ(x)) · θ[i]x[i] + hθ(x)− y
Mx[i, j] = hθ(x) · (1− hθ(x)) · θ[j]x[i] + hθ(x)
My[i, 1] = x[i]
SVM:
∇φ(x, y, θ) =
{
−y · x if y · x · θ ≤ 1
0 if y x · θ ≥ 1
Therefore,
Mx[i, i] =
{
−y[i] if y · x · θ ≤ 1
0 if y x · θ ≥ 1
Mx[i, j] = 0
My[i, 1] = x[i]
G. AGGREGATE QUERIES AS
CONVEX LOSSES
G.1 AVG and SUM queries
avg, sum queries are a special case of the convex loss min-
imization discussed in the paper: If we define the following
loss, it is easy to verify the the optimal θ is the mean µ:
φ = (xi − θ)2
with the appropriate scaling it can support avg, sum queries
with and without predicates. Taking the gradient of that loss:
∇φ = 2(xi − θ)
It is also easy to verify that the bound on errors isO( E((x−µ)
2
bT
),
which is essentially the CLT. The importance sampling results
are inutitive as well. Applying the linearization:
Mx = 2
The importance sampling prioritizes points that it expects to
be far away from the mean.
G.2 MEDIAN
Similarly, we can analyze the median query. If we define
the following loss, it is easy to verify the the optimal θ is the
median m:
φ =| xi − θ |
Taking the gradient of that loss:
∇φ = 1 if < m, -1 if > m
Applying the linearization:
Mx = 0
The intuitive result is that a robust query like a median does
not need to consider estimation as the query result is robust
to small changes.
H. EXPERIMENTAL COMPARISON
H.1 Robust Logistic Regression
We use the algorithm from Feng et al. for robust logistic
regression.
1. Input: Contaminated training samples {(x1, y1), ..., (xn, yn)}
an upper bound on the number of outliers n, number of
inliers n and sample dimension p.
2. Initialization: Set
T = 4
√
log p/n+ logn/n
3. Remove samples (xi, yi) whose magnitude satisfies ‖xi‖ ≥
T .
4. Solve regularized logistic regression problem.
I. DOLLARS FOR DOCS SETUP
The dollars for docs dataset has the following schema:
Contr ibut ion ( p i _ s p e c i a l i t y , drug_name, device_name,
corpora t ion , amount, d i spute , s t a t u s )
To flag suspect donations, we used the status attribute. When
the status was “covered" that means it was an allowed con-
tribution under the researcher’s declared protocol. When the
status was “non-covered" that means it was a disallowed
contribution under the researcher’s declared protocol. The
rest of the textual attributes were featurized with a bag-of-
words model, and the numerical amount and dispute attributes
were treated as numbers.
We cleaned the entire Dollars for Docs dataset upfront to be
able to evaluate how different budgeted data cleaning strate-
gies compare to cleaning the full data. To clean the dataset,
we loaded the entire data 240089 records into Microsoft Ex-
cel. We identified four broad classes of errors:
Corporations are inconsistently represented: “Pfizer", “Pfizer
Inc.", “Pfizer Incorporated".
Drugs are inconsistently represented: “TAXOTERE DOC-
ETAXEL -PROSTATE CANCER" and “TAXOTERE"
Label of covered and not covered are not consistent: “No",
“Yes",“N", “This study is not supported", “None", “Combina-
tion"
Research subject must be a drug OR a medical device and
not both: “BIO FLU QPAN H7N9AS03 Vaccine" and “BIO
FLU QPAN H7N9AS03 Device"
To fix these errors, we sorted by each column and merged
values that looked similar and removed inconsistencies as in
the status labels. When there were ambiguities, we refered to
the drug company’s website and whitepapers. When possible,
we used batch data transformations, like find and replace (i.e.
the Set-of-Records model). In all, 44234 records had some
error and full data cleaning required about 2 days of efforts.
Once cleaned, in our experiment, we encoded the 4 prob-
lems as data quality constraints. To fix the constraints, we
looked up the clean value in the dataset that we cleaned up
front.
Rule 1: Matching dependency on corporation (Weighted Jac-
card Similarity > 0.8).
Rule 2: Matching dependency on drug (Weighted Jaccard
Similarity > 0.8).
Rule 3: Label must either be “covered" or “not covered".
Rule 4: Either drug or medical device should be null.
J. MNIST SETUP
We include visualization of the errors that we generated for
the MNIST experiment. We generated these errors in MATLAB
by taking the grayscale version of the image (a 64×64 matrix)
and corrupting them by block removal and fuzzying.
Figure 14: We experiment with two forms of corruption in
the MNIST image datasets: 5x5 block removal and making
the images fuzzy. Image (a) shows an uncorrupted “9",
image (b) shows one corrupted with block removal, and
image (c) shows one that is corrupted with fuzziness.
