In order to introduce solid obstacles into flows, several different methods are used, including volume penalization methods which prescribe appropriate boundary conditions by applying local forcing to the constitutive equations. One well known method is Brinkman penalization, which models solid obstacles as porous media. While it has been adapted for compressible, incompressible, viscous and inviscid flows, it is limited in the types of boundary conditions that it imposes, as are most volume penalization methods. Typically, approaches are limited to Dirichlet boundary conditions. In this paper, Brinkman penalization is extended for generalized Neumann and Robin boundary conditions by introducing hyperbolic penalization terms with characteristics pointing inward on solid obstacles. This Characteristic-Based Volume Penalization (CBVP) method is a comprehensive approach to conditions on immersed boundaries, providing for homogeneous and inhomogeneous Dirichlet, Neumann, and Robin boundary conditions on hyperbolic and parabolic equations. This CBVP method can be used to impose boundary conditions for both integrated and non-integrated variables in a systematic manner that parallels the prescription of exact boundary conditions. Furthermore, the method does not depend upon a physical model, as with porous media approach for Brinkman penalization, and is therefore flexible for various physical regimes and general evolutionary equations. Here, the method is applied to scalar diffusion and to direct numerical simulation of compressible, viscous flows. With the Navier-Stokes equations, both homogeneous and inhomogeneous Neumann boundary conditions are demonstrated through external flow around an adiabatic and heated cylinder. Theoretical and numerical examination shows that the error from penalized Neumann and Robin boundary conditions can be rigorously controlled through an a priori penalization parameter η. The error on a transient boundary is found to converge as O (η), which is more favorable than the error convergence of the already established Dirichlet boundary condition.
In order to introduce solid obstacles into flows, several different methods are used, including volume penalization methods which prescribe appropriate boundary conditions by applying local forcing to the constitutive equations. One well known method is Brinkman penalization, which models solid obstacles as porous media. While it has been adapted for compressible, incompressible, viscous and inviscid flows, it is limited in the types of boundary conditions that it imposes, as are most volume penalization methods. Typically, approaches are limited to Dirichlet boundary conditions. In this paper, Brinkman penalization is extended for generalized Neumann and Robin boundary conditions by introducing hyperbolic penalization terms with characteristics pointing inward on solid obstacles. This Characteristic-Based Volume Penalization (CBVP) method is a comprehensive approach to conditions on immersed boundaries, providing for homogeneous and inhomogeneous Dirichlet, Neumann, and Robin boundary conditions on hyperbolic and parabolic equations. This CBVP method can be used to impose boundary conditions for both integrated and non-integrated variables in a systematic manner that parallels the prescription of exact boundary conditions. Furthermore, the method does not depend upon a physical model, as with porous media approach for Brinkman penalization, and is therefore flexible for various physical regimes and general evolutionary equations. Here, the method is applied to scalar diffusion and to direct numerical simulation of compressible, viscous flows. With the Navier-Stokes equations, both homogeneous and inhomogeneous Neumann boundary conditions are demonstrated through external flow around an adiabatic and heated cylinder. Theoretical and numerical examination shows that the error from penalized Neumann and Robin boundary conditions can be rigorously controlled through an a priori penalization parameter η. The error on a transient boundary is found to converge as O (η), which is more favorable than the error convergence of the already established Dirichlet boundary condition.
Though body-conformal meshes allow for exact boundary conditions (BCs) to be imposed, the grid must be carefully constructed to precisely fit an obstacle. In most cases, this precludes the use of structured Cartesian grids. The process of mesh generation is highly dependent upon the obstacle geometry, and can become computationally expensive, especially for complex surfaces. This issue is compounded for moving or deforming obstacles, which require continuous adaptation or re-meshing throughout computation of the solution [1] .
Immersed boundary methods avoid the cost and complications of body meshing by introducing the effects of obstacles upon the governing equations themselves. Solid body effects, thus embedded within the flow itself, obviate the rigors of positioning nodes upon a surface. Immersed boundary forcing can be applied either to the continuous or discretized equations. While applying discretized forcing allows for a high level of control based upon the numerical accuracy and conservative properties of the discretization method, this approach lacks generality and flexibility across solvers [1] .
Volume penalization, on the other hand, imposes the effects of solid bodies by introducing forcing terms on the continuous equations and the resulting evolutionary equations are discretized and solved in the normal manner. One such method is the Brinkman Penalization Method (BPM) [2] , which was originally developed for solid, isothermal obstacles in incompressible flows. A principal strength of Brinkman penalization is that error can be rigorously controlled a priori, with the solution converging to the exact in a predictable fashion [3, 4] . Much work has been done to refine BPM for various numerical techniques, including pseudospectral methods [4] [5] [6] , wavelets [7, 8] , and finite-element/finite-volume methods [9] . Of particular note is the impact of volume penalization upon pseudospectral methods, as it has allowed for arbitrary domain geometry and the ability to circumvent the limitations of periodic boundaries [5, 6] . In addition to being extended to various solvers, BPM has been expanded beyond the original application of incompressible flows to compressible [7, 10] and inviscid [11] regimes.
For all of this progress, boundary conditions imposed by BPM have lacked generality, especially for compressible flows. They have been typically limited to isothermal obstacles and slip/no-slip conditions for the inviscid and viscous regimes, respectively. Additional boundary conditions have been developed on an individual, and usually problem specific, basis. Though homogeneous Neumann condition was recently formulated for scalar mixing and advection-diffusion problems [12] , general treatment of homogeneous/inhomogeneous Robin and Neumann conditions has been limited to finite-volume/finiteelement methods [9] . In this way, BPM has been inapplicable for many fluid problems, notably those demanding heat-flux and insulating boundary conditions on solid surfaces.
In this work, we propose an extension of volume penalization that introduces characteristic-based forcing terms, exploiting their hyperbolicity to impose general homogeneous and inhomogeneous Neumann and Robin boundary conditions. This Characteristic-Based Volume Penalization (CBVP) method is flexible and can be applied to parabolic and hyperbolic evolutionary equations; in this paper, CBVP is examined for both scalar diffusion and the fully compressible Navier-Stokes equations. As with BPM, this method maintains rigorous control of the error through a priori chosen parameters for all boundary conditions. Characteristic-based volume penalization is well suited for use with adaptive mesh refinement (AMR). As volume penalization does not require body-conformal meshing, high resolution is required around surfaces for computational accuracy and proper definition of geometry. The use of AMR grids maintains solid geometry resolution without over-resolving flow structures. Additionally, the number of nonphysical points lying inside of the obstacle can be minimized to those necessary to support the boundary conditions, which is particularly important for obstacles inhabiting a large portion of the computational domain. All of the results reported in this paper were obtained using the Adaptive Wavelet Collocation Method (AWCM), a general numerical solver which utilizes a wavelet decomposition to dynamically adapt on steep gradients in the solution while retaining a predetermined order of accuracy [13] [14] [15] . Employing a rectilinear grid, AWCM precludes the use of body-fitted meshes to impose solid obstacles for all but the most simple geometries. Therefore, volume penalization is a natural means for introducing solid obstacles. As the geometry definitions are treated as any other flow variable by AWCM, and the local grid efficiently and dynamically adapts to resolve surfaces, even for moving obstacles. 
Characteristic-based volume penalization

Penalized boundary conditions
separates the domain into a physical region and a penalized region defined by the solid obstacle.
Dirichlet conditions are imposed in the same fashion as with the Brinkman penalization method [7, 8] . For the boundary
, the constitutive equation (1) is modified into the penalized equation ∂u ∂t
with summation implied over repeated indices. Convergence of the penalization parameter, as η b → 0, controls the error on the solution [2] by decreasing the timescale of the forcing term. Note that moving and deformable obstacles are defined in the penalized equation (2) by transient mask χ (x, t) and boundary condition u 0 (x, t) functions.
Typically, Brinkman penalization retains the constitutive equations inside of the obstacle and the penalization terms are simply appended where χ = 1 [2] . The physical viscosity ensures smoothness and continuity of the solution. In departure from this convention, CBVP removes the physical terms, RHS, from within the obstacle in order to prevent secondary effects of coupled systems of equations from contaminating the desired boundary conditions. This allows for consistent control over the penalization scheme, regardless of the external physical terms. In the formulation (2), removal of the constitutive equations from inside O m necessitates the use of the penalized terms with nonphysical diffusion of strength ν n in order to avoid creation of the discontinuous solution across the obstacle boundary. The use of numerical viscosity lends flexibility and generality to the method, as ν n can be prescribed based on the particular numerical environment. Since continuous fluxes across the obstacle boundary are unnecessary, the diffusion term is not written in divergence form in order to enforce continuity through the first derivative. The use of a conservative viscous term across the discontinuous function χν n (x) would result in discontinuous derivatives at the interface of the obstacle.
Since the nonphysical diffusion contributes to boundary condition error, the coefficient ν n is prescribed to be the minimal necessary for the stability of the numerical method. The diffusive length scale, which must be sufficiently resolved, can be determined through order of magnitude analysis considering diffusive strength ν n and a penalization timescale of η b . For a resolution of x within O m , the diffusive coefficient must be ν n O ( x upon the derivatives of u. Since the volume of the obstacle is penalized rather than just the surface, the surface normal is defined everywhere by linear extension throughout O m . This leads to the penalized, hyperbolic equation ∂u ∂t
With the normal defined everywhere, (3) has inward-pointing characteristics that extend perpendicular to the surface into O m . This propagates the solution from the surface inward with a spatial growth or decay, based on q, that enforces the desired derivative. The inward nature of the characteristics also prevents the nonphysical solution within O m from propagating outwards, so that the external solution is only affected through the surface derivative imposed by penalization. Since the constitutive equations might also be hyperbolic, as in the case with compressible flows, removal of the physical right hand side terms from (3) ensures inward orientation of characteristics within the penalized region.
The Robin boundary condition, of the form a(x, t)u + b∂u/∂n = g(x, t) with b > 0, is similarly penalized through the hyperbolic equation ∂u ∂t
Here, the hyperbolic propagation is accompanied by an additional source term, au, indicating that the penalized Neumann condition (3) is simply a special case of the Robin condition where a = 0. For penalization, it is important that the Robin boundary condition is expressed so that b is positive, otherwise the characteristics within O m will point outward. For simplicity, it is defined here as a constant. It can easily be seen that at steady-state within O m , both the Neumann-(3) and Robin-type (4) penalized equations converge on the surface to the desired boundary condition. Since the penalization timescale is controlled through the parameter η c , selecting η c 1 causes (3) and (4) to become quasi-steady within O m on the normalized problem timescale, therefore imposing the intended BC on the surface. As η c → 0, the increased disparity in timescales asymptotically controls the penalization error. However, reducing the error increases the computational complexity. Since 1/η c is the characteristic velocity for (3), (4), a reduction of η c is also accompanied by increased stiffness, a well known problem with Brinkman penalization that is mitigated through stiffly-stable solvers [7] .
Stability and penalization of closed obstacles
In some cases, the hyperbolicity of penalized equations can lead to difficulties when (3) and (4) where d is the distance to the nearest point on a surface, it can be seen that characteristics of (3) and (4) will converge wherever d is nondifferentiable. This occurs wherever a point inside O m is equidistant from multiple surface points.
To circumvent this difficulty, local differential schemes can be implemented, if possible, and regions of intersecting characteristics omitted from the solution. For some solvers, like AWCM which employs global derivatives, this is not possible or practical. In such a case, inconsistencies with characteristics are avoided by only applying the hyperbolic terms in a narrow region along the surface within O m , as shown in Fig. 1 . This region is only wide enough to accommodate the differencing stencil for external points located immediately outside of the interface. Additional points within the obstacle are unnecessary to support external derivatives.
The interior region, where the hyperbolic penalization terms are not applied, is governed by weak diffusion to provide support for global derivatives. Unlike the diffusion used to stabilize the penalized Dirichlet condition (2), this diffusion is defined in conservative form, maintaining continuous fluxes throughout O m .
Transition between the hyperbolic and the diffusive regions often introduces a discontinuous derivative. To avoid forming oscillations, the differencing stencil for hyperbolic terms must be prevented from crossing the transition and any potential discontinuities. Points near the transition employ upwind-biased differencing with fully upwind schemes immediately adjacent to the transition. Experience has shown that oscillations arising from ill-constructed zone transitions and exacerbated by penalization stiffness can propagate outward and degrade the physical solution in spite of the inward-pointing characteristics. The hyperbolicity does, however, prevent the solution in the diffusive region from affecting the solution on the obstacle surface. Using low-order, upwind-biased differencing and a narrow convective zone has the added benefit of increased stability with implicit methods, allowing calculations on the external, physical timescale.
These additional considerations of a dual zone approach emphasize the need to remove the physical terms within O m from the penalized equations (2)- (4) to ensure that all characteristics point inward on the obstacle, regardless of the constitutive equations. Furthermore, retention of physical coupling within O m could lead to steep gradients and other spurious structures contaminating other boundary conditions. Obstacles that employ both characteristic-based and Dirichlet-type penalization on separate variables are particularly susceptible to adverse coupling effects if physical terms are not removed.
Penalization of the Navier-Stokes equations
A principle strength of this method is the ability to easily prescribe boundary conditions in a systematic manner. Intentionally general, CBVP can be used for a variety of physical systems and evolution equations, including fluid regimes. Here penalization is applied for compressible, viscous flows around complex geometries.
Governing equations
The fluid is governed by the fully compressible Navier-Stokes equations. The nondimensionalized continuity, momentum and energy equations in conservative form are
where Here, Sutherland's law is used for temperature-dependent viscosity, and the constant S 1 is normalized to the reference temperature.
For the benchmark problems considered in this paper, no-slip and adiabatic/heat flux conditions are imposed on velocity and temperature. These boundary conditions, and their corresponding penalization equations, are
where u 0i = u 0i (x, t) and q = q(x, t) for the generalized case of moving or deforming obstacles and inhomogeneous heat flux.
In order to apply these penalized boundary conditions to the constitutive equations (6)- (8), the equations of state (9)- (12) are used to determine consistent penalization of the integrated variables ρ, ρu, and ρe, from the native variables u and T . However, without appropriate penalized equation for ρ, the equations of state are under-constrained. Additionally, a penalized equation for density must be provided within O m since ρ is solved across all of Ω. For exact boundary conditions, the Navier-Stokes equations are well posed through no-slip and heat-flux conditions, so the continuity equation is solved for density. The simplest approach, then, is to analogously retain the continuity equation inside of a penalized obstacle, however this was found by Liu and Vasilyev [7] to cause unacceptable errors. Therefore, the difficulty is to determine an additional penalized equation for ρ that accurately matches the problem physics at the interface without imposing additional constraints upon the flow. There are two main approaches to evolutionary penalization, each with their own advantages. Physical models can be used within the penalized region to mimic the solution on the interface, or an evolutionary condition imposed that passively provides continuity and smoothness. Characteristic-based passive evolutionary conditions have the advantage of generality, though implementation involves time integration of an additional equation.
The passive evolutionary condition is built upon the CBVP Neumann condition (3). Due to the inward pointing characteristic, the solution on the interface is determined by fluid physics with the derivative imposed by the penalized volume of O m . By using an inhomogeneous Neumann condition on ρ where the target derivative throughout O m is the normal derivative on the surface, density becomes completely passive to the fluid physics. This is done by introducing an additional equation and taking advantage of the hyperbolicity of CBVP to extrapolate the density derivative from the solid-fluid interface into O m along the surface normal by
where
Defining Φ across all of Ω provides the necessary boundary condition from ρ for the hyperbolic equation (15), which is solved only within O m . In this way, density derivatives are physically determined outside of the obstacle via the continuity equation and extrapolated inside O m by integrating (15) . Therefore, Φ is fully passive to the physical solution.
Within the penalized region, Φ becomes the target for the inhomogeneous Neumann condition on ρ, yielding the evolutionary condition ∂ρ ∂t
Since both the solution ρ and its first derivative are propagated along the inward characteristic, both are determined by the fluid physics. The flux, however, is discontinuous across the solid-fluid interface.
Consistent penalization of the integrated compressible variables ρu i and ρe is easily determined from physical boundary conditions and the equations of state (9)- (12) by noting that
∂ρe ∂t = e ∂ρ ∂t
The temporal derivatives of u i , T , and ρ in (18) and (19) are defined by the penalized native variables (13), (14) and (17).
Upon substitution and writing the equations in terms of integrated variables, the penalized equations become ∂ρ ∂t
∂ρu i ∂t
∂ρe ∂t
where the physical RHS terms in (20)- (22) are the Navier-Stokes equations (6)- (8).
An alternative method of treating ρ within the penalized region is by actively matching the physics of the fluid. This eliminates the need for additional integrated equations. From the momentum equation (7), assuming that the error on the no-slip condition is sufficiently small, the derivative of the full normal stress at a solid surface is zero. Since volume penalization acts across all of O m and not just on the surface, it is inappropriate to directly apply the Neumann condition on the normal stress as a third BC, as a spurious stress in the penalized region is required to ensure smoothness of the velocity solution across the interface. However, for flow regimes with a sufficiently small gradient in the normal shear stress, that is
through order of magnitude analysis, the normal stress derivative can be approximated as
Attached boundary layer flows and linear acoustic regimes, among others, typically satisfy this criterion. A consistent boundary treatment for density can therefore be determined from (24), the equation of state (9), and the condition on temperature (14) . As this condition attempts to match the fluid physics, violation of aforementioned assumptions leads to large errors and oscillations which are particularly problematic for adaptive grids. For some of the problems presented in this paper, low viscosity and a stationary, adiabatic obstacle makes the problem well suited for imposing this normal stress approximation (24) . Noting that the no-slip condition for a stationary obstacle can be expressed as (ρu) 0i = u 0i = 0, the momentum equation can be directly penalized instead of velocity (13) . By applying (24) as a third condition, the penalized Navier-Stokes equations are determined from (18) and (19) as ∂ρ ∂t
This penalized system is more simple than (20)- (22), and does not require any additional integrated equations to calculate an evolutionary target φ. However, it is a form specific to a non-movable, non-deformable, adiabatic obstacle.
Error estimation from linear asymptotic analysis
While it is difficult to analyze convergence of the penalized Navier-Stokes equations directly, rigorous asymptotic analysis gives insight into the error of the penalization parameters η b and η c . Consider one-dimensional flow with an acoustic pulse reflecting off an obstacle. Error arising from the penalization can be examined in the fully reflected pulse.
For the entire domain, the amplitudes of the nondimensionalized flow variables are asymptotically expanded. The leading order expansions are identical in both cases where η b η c and η b η c , so η = max(η b , η c ) 1 to preserve generality.
The leading perturbation terms for both the fluid and penalized regions are
For the fluid region, where χ = 0, substitution into (25)-(27) and retaining only first order terms, in essence linearizing the equations, yields the system
for both zero-and first-order perturbation quantities. Viscous terms are neglected in the high Reynolds number limit, where 1/Re a η. Additionally, the relation ρ f = p f holds, and the flow is isentropic. The resulting system (29), (30) is simply the linear acoustic equations, describing small amplitude pulses propagating through the fluid.
For the penalized region, where χ = 1, substitution of the asymptotically expanded variables into (25)-(27) and retaining first order perturbation quantities yields
Again, the isentropic relation ρ f = p f holds. 
t), p 1 (t))
at the fluid-obstacle interface, is
for both zero-and first-order perturbations. The solution in the penalized region can be determined for each variable independently. The first order perturbation of pressure is easily solved based on the propagation of the solution on the interface p 1 for a single characteristic with speed
(36)
The first order velocity perturbation of u p can be solved by transforming (32) into the form of an inhomogeneous heat equation through
(37)
Assuming continuity with the fluid domain through the first derivative, the solution of w (x, t) on the semi-infinite domain is known [16] . Provided that the limits of the solution are finite and constant as x → 0 for parameter η b , then the solution at the interface is O (η b ), and normalized to u * (t) = (ν n η b ) −1 u p | x=0 . Now considering the acoustic timescale 1 η b , the quasi-steady state solution to the boundary value problem (32) is found to be
Enforcing continuity and smoothness between the fluid domain (30), (29) and penalized domain solutions (36), (38) yields the acoustic solution with leading error terms
on the reflected pulse for both p f and u f . The error due to the penalized Neumann condition on p is in phase with the reflected pulse, while both phase and amplitude error are introduced through the no-slip condition. The total error on
) reinforces that, optimally, the penalization parameters should be chosen so that η b < η c .
Numerical results
An initial examination into the accuracy of each CBVP boundary condition is obtained through numerical simulation of the one-dimensional diffusion equation. Each boundary condition type can be applied individually and in a physically meaningful way. The fluid benchmark problems here encompass a representative set of various flow regimes. One-dimensional acoustic reflection provides error convergence that corresponds to the analytic asymptotic analysis. Penalization is also applied for a multidimensional closed obstacle with flow past a cylinder. A low-compressibility, steady state benchmark is given, as well as compressible vortex shedding to demonstrate unsteady flow regimes. Both homogeneous and inhomogeneous Neumann conditions are implemented. 
Benchmark I: One-dimensional diffusion
is penalized by ∂u ∂t
∂u ∂t
for Dirichlet, Neumann, and Robin conditions, respectively. The penalized diffusion equation for the Dirichlet condition (41) has been solved analytically by Kevlahan and Ghidaglia [4] , though in the context of Stokes flow, so here we only consider the characteristic-based penalization BCs, (42) and (43). At the solid boundary, the conditions ∂u/∂x = 0 and u + 2∂u/∂ x = 5 are applied for the Neumann and Robin cases, respectively. At t = 0, an impulsive step function of height δu = 1 is applied at x = 0 and allowed to diffuse across the domain. The error is determined while the solution at the interface, u(x = 0), is still transient.
This problem uses a nonadaptive grid of M = 1089 points. In determining the error, the solution is compared with numerical results with the exact boundary condition imposed and while the solution is still transient. The diffusive coefficient k were 0.5 and 1.0 for the Neumann-and Robin-type penalization respectively. ) [4] . The error from penalization for both the Neumann and Robin conditions, in Fig. 2 converges as O (η c ) . This is expected, as the Neumann condition is simply a special case of the Robin, where a = 0, and the convective behavior of both penalized equations is a fundamental departure from Brinkman penalization of the Dirichlet condition. The parameter η c is not representative of a modeled porosity or impedance, but simply a disparate timescale for the relaxation of the internal zone. The lower convergence rate for the Dirichlet condition is a consequence of the penalization terms forming a boundary layer inside of the obstacle in the immediate vicinity of the boundary.
Benchmark II: One-dimensional acoustic reflection
To examine the error convergence for the Navier-Stokes equations, where two penalization types are imposed on coupled equations, consider one-dimensional acoustic reflection. Isentropic, low amplitude pulses bounce off of a solid obstacle, and the mass and energy losses from penalization observed in the reflected pulse. The penalized equations are solved on 
−0.45
The high order polynomial ensures that the piecewise function is continuous through the second derivative, avoiding discontinuous fluxes. This problem is solved in the inviscid limit, Re a = 10 8 , and at a very fine resolution with M = [235930] points at the highest adaptive level. To observe proper error convergence, the Brinkman diffusion term, ν n , is held constant at ν n = 20 x, which allows for convergence of η b across several orders of magnitude on this grid.
No-slip and adiabatic conditions are penalized at the solid interface. Since the viscosity is negligible for this problem, the approximation ∂ P /∂x = 0 provides the evolution condition for density at the interface, and the simplified form of penalized equations, (25)-(27), are used. ), and neither case manifests significant errors from the characteristic-based terms. With the low amplitude, isentropic pulses and the inviscid limit, the asymptotic acoustic problem solved previously is well modeled here. The solution (39) indicates an in-phase error that is highly localized with a magnitude based on the initial pulse. At the pulse peak, the predicted error is O (η c ) and rapidly diminishes with the local waveform amplitude. Therefore, the L 2 -norm error of the numerical solution is dominated by the phase lag consequential of the no-slip condition, even at η b = 10 −5 . This result demonstrates that reasonable error convergence can be achieved through only moderate values of η c . This is beneficial as it mitigates the computational costs associated with the stiffness of the hyperbolic penalization terms. An alternative to a constant ν n is to set the coefficient based on the penalization timescale and resolution to ensure that diffusive effects are properly resolved. For α grid points in the diffusive length scale,
Experience has shown that α = O (1) points is the minimum required to avoid adaptive mesh-saturating oscillations using AWCM. With η c and x remaining constant, the error on a fully reflected pulse does not converge with η b , as shown in The assumption still holds that η b is much smaller than the normalized timescale of the fluid, however further reduction becomes superfluous and the error is set by the resolution of the grid near the interface.
Benchmark III: Low Mach number external flow
To extend CBVP to multiple dimensions, incompressible flow past a circular cylinder is considered. For steady flow, with Re 40, the boundary layer behavior in the wake of a circular cylinder is well documented for both experimental and numerical cases [17] [18] [19] [20] [21] [22] . Since the streamlines are curved at the interface, the freestream Reynolds number is low, and the boundary layer separates from the trailing edge, the approximation ∂ P /∂n ≈ 0 breaks down and the simplified penalization (25)-(27) is no longer valid. Instead, the more robust form of the penalized Navier-Stokes equations, (20) Flow field velocity at steady state is shown in Fig. 5 . The results for each level of resolution are summarized in Table 1 and compared with previous numerical and experimental results. For increasingly refined grids, the solution converges to previously established values [17] [18] [19] [20] [21] [22] . The error arising from the no-slip condition manifests as a nonzero velocity on the surface, delaying boundary layer separation and decreasing the drag on the surface. By increasing the resolution, the viscous lengthscale decreases and with it the slip error at the surface. The large nu n dependency and the high accuracy for moderate η c reinforces that the error on the penalized Dirichlet condition remains the limiting factor.
Benchmark IV: Laminar vortex shedding
To verify the efficacy of CBVP for unsteady solutions, CBVP is applied for low Reynolds number vortex shedding around a two-dimensional cylinder. For Ma = 0.20 and Re = 1000, the flow past a cylinder remains laminar but experiences vortex shedding from the trailing edge. The domain discretization and penalization parameters remain as for the 
Table 1
Numerical results for incompressible/pseudo-incompressible flow past a 2D cylinder at Re = 40. The separation point Θ and drag coefficient C D from a CBVP obstacle can be seen converging to previously established results as grid spacing, and therefore nonphysical viscosity, are reduced. The far field flow, as indicated by the separated wake length, is largely unaffected. Note that the wake length L determined by Coutanceau and Bouard [17] 
The velocity and vorticity fields around an adiabatic cylinder are shown in Fig. 6 , as well as the temperature for both the adiabatic and heated cylinders. Periodic vortex shedding can be seen in the laminar wake behind the cylinder.
In the case of the heated cylinder, the constant flux causes a temperature rise O (0.1) along the surface. While Wang et al. [23] predict a decrease in the shedding frequency for a heated cylinder at low Reynolds number, the Strouhal number here is essentially unchanged by the increased temperatures. For laminar flows in the region of Re ≈ 1000, the frequency is insensitive to the Reynolds number [24] . The increase in temperature, and corresponding increase in viscosity, is therefore insufficient to decrease the local Reynolds number enough to affect the periodicity of the wake. The heating is then best seen only through the direct effect on the temperature of the fluid. Examination of the temperature profile along an arbitrary surface normal, shown in Fig. 7 , verifies that the desired heat-flux of q = 1.5 is properly enforced on the penalized boundary.
Time variant lift and drag coefficients C L and C D , shown in Fig. 8 , and agree well with previous numerical results [24] , though a slightly shorter shedding period can be seen. This higher frequency is reflected in a Strouhal number of St = 0.245, compared to St = 0.238 determined by Brentner et al. [24] .
Benchmark V: Moving cylinder
One of the advantages of volume penalization is the ability to easily model moving and deformable obstacles. In order to demonstrate CBVP for moving obstacles, external flow around a cylinder is considered in stationary and moving inertial reference frames. For both cases, the flow parameters remain the same, namely Ma = 0.1 and Re = 185, where the reference velocity is the difference between the cylinder and freestream. They use an effective resolution of x = y = 1/512, and penalization parameters η b = 10 −2 and η c = 10 −1 . The stationary inertial frame is solved on a domain Ω = [−7, 12] × [ −7, 7] , proceeding until steady periodic vortex shedding is established.
In the moving reference frame, the freestream velocity is halved with respect to the computational grid and the obstacle translated upstream and an equal rate. The result is an inertial frame moving at u inf /2 in the positive x-direction compared [24] . The results presented here agree well, however a slight discrepancy can be seen in a slightly higher shedding frequency.
to the stationary case. This case is solved on a domain Ω = [ −22, 7] × [−7, 7] with the same effective resolution. Due to limitations on the total simulation time that are imposed by the domain length, a statistically steady state was unable to be verified. However, comparison of the transient force coefficients C L and C D in Fig. 9 show excellent agreement between late periodic shedding in the moving frame and the statistically steady shedding in the stationary frame. 
Conclusions
A new volume penalization method has been introduced here to extend Brinkman penalization to generalized Neumann and Robin conditions for hyperbolic and parabolic equations. This is accomplished through hyperbolic penalization terms whose characteristics point inward along the surface-normal direction. The process of prescribing BCs is flexible, and constructing problem-specific schemes is systematic through penalization of native variables and propagating to the integrated equations. Multiple approaches to evolutionary boundary conditions, such as the treatment of the density for compressible flows, were developed using CBVP. Such quantities can be either actively modeled and the physics matched at the solid-fluid interface, or evolved passively making full use of the hyperbolicity of CBVP to propagate physical derivatives.
As with Brinkman penalization, the error of CBVP was shown to be rigorously controlled through the penalization param- ), application to the compressible NavierStokes equations typically found the accuracy to be dependent upon the error of the no-slip condition and insensitive to Neumann parameters. In this way, a comprehensive method of imposing general boundary conditions is introduced without significantly impacting the error vis-à-vis the well-vetted Brinkman penalization. The higher order error of CBVP is especially important considering the additional stiffness that accompanies the hyperbolic terms.
