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FACTORING FORMAL POWER SERIES OVER PRINCIPAL
IDEAL DOMAINS
JESSE ELLIOTT
Abstract. We provide an irreducibility test and factoring algorithm (with
some qualifications) for formal power series in the unique factorization domain
R[[X]], where R is any principal ideal domain. We also classify all integral
domains arising as quotient rings of R[[X]]. Our main tool is a generalization of
the p-adic Weierstrass preparation theorem to the context of complete filtered
commutative rings.
1. Introduction
All rings and algebras in this paper are assumed commutative with identity. For
any ring R, if f is a polynomial in R[X ] or a formal power series in R[[X ]], then we
let fi, or (f)i when necessary, denote the coefficient of X
i in f . A homomorphism
of R-algebras will be called an R-homomorphism.
It is well-known that formal power series rings exhibit pathologies that their
polynomial ring counterparts do not [3]. For example, if R is a ring of finite Krull
dimension n = dimR, then n + 1 ≤ dimR[X ] ≤ 2n + 1, while dimR[[X ]] may be
infinite, even if dimR = 0. Also, if R is a unique factorization domain (UFD), then
R[X ] is also a UFD, but R[[X ]] need not be. In fact it is unknown whether or not
R[[X ]] is a UFD if R is the ring of polynomials in a countably infinite number of
variables over a field K [9].
Interesting problems concerning R[[X ]] arise even for R = Z. For example, there
is no known irreducibility criterion for the elements of Z[[X ]] [4] [5]. As noted in
[4] there are polynomials that are reducible in Z[X ] while irreducible in Z[[X ]],
such as (1 + X)(2 + X), and likewise there are polynomials that are irreducible
in Z[X ] while reducible in Z[[X ]], such as 6 +X . (See Propositions 2.1 and 2.2.)
The articles [4] [5] [6] provide the following: (1) sufficient conditions for a power
series f ∈ Z[[X ]] to be irreducible; (2) sufficient conditions for f to be reducible,
along with factorization algorithms in those cases; and (3) necessary and sufficient
conditions for f to be irreducible in Z[[X ]] if f is a polynomial in Z[X ] of degree at
most 3. In this paper we provide an irreducibility test and factoring algorithm (with
some qualifications) for formal power series in the UFD R[[X ]] for any principal
ideal domain (PID) R.
Let R be a ring. A nonzero element a of R is said to be prime (in R) if (a) is
a prime ideal of R. For any ideal a of R we denote by R̂a the a-adic completion
lim←−R/a
n of R. The following irreducibility criterion is proved in Section 3.
Theorem 1.1. Let R be a PID. A polynomial f ∈ R[X ] is irreducible in R[[X ]] if
and only if one of the following conditions holds.
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(1) f0 = 0 and f1 is a unit in R.
(2) f0 is associate to a power of some prime pi ∈ R, and if f = gh with
g, h ∈ R̂(pi)[X ], then either g0 or h0 is a unit in R̂(pi).
Theorem 1.1 shows in particular that the irreducibility in Z[[X ]] of a polynomial
f ∈ Z[X ] not associate to X depends precisely on (1) how f0 factors in Z—the
constant term f0 must be ±pk for some prime p; and (2) how f factors in the
polynomial ring Zp[X ], where Zp denotes the ring Ẑ(p) of p-adic integers—f must
have a unique irreducible factor, up to associate, with constant term in pZp. That
the p-adic numbers are involved in this problem is suggested by several results
in [5] [6], but the relationship is not surprising since f ∈ Z[[X ]] is irreducible
if and only if the quotient ring Z[[X ]]/(f) is an integral domain, and the ring
Zp ∼= Z[[X ]]/(p − X) arises as such a quotient ring. Similarly, for example, the
quotient ring Z[[X ]]/(p−X2) is isomorphic to Zp[√p]. This follows from Theorem
1.4 below, but to verify the isomorphism directly one may show that the obvious ring
homomorphism from Z[[X ]] to Cp sending X to
√
p, where Cp denotes the field of
complex p-adic numbers, has the appropriate kernel and image. Generalizing these
examples, [15, Theorem 3.1.1] shows that the integral domains arising as quotient
rings of Z[[X ]] are, up to isomorphism, precisely the following: Z[[X ]], Z, Fp[[X ]],
Fp, and Zp[α], where p is any prime and α is any element of Qp with v(α) > 0,
where v is the unique valuation on Cp extending the p-adic valuation on Qp. This
result generalizes as follows. Define the absolute integral closure R+ of an integral
domain R to be the integral closure of R in an algebraic closure of its fraction field.
It is known that R+ is local if R is a Henselian local domain [1].
Theorem 1.2. Let R be a PID. The integral domains arising as quotient rings
of R[[X ]] are, up to isomorphism, precisely the following: R[[X ]], R, (R/m)[[X ]],
R/m, and R̂m[α], where m is any maximal ideal of R and α is any element of the
unique maximal ideal of the absolute integral closure of R̂m.
The main tool in our proofs of the results above and indeed in our whole in-
vestigation is a generalization of the p-adic Weierstrass preparation theorem to the
setting of complete filtered rings. Let R be a ring. A filtration of R is an infinite
descending sequence f = (f0, f1, f2, . . .) of ideals of R. Let R̂f = lim←−R/fi denote
the completion of R with respect to f. We say that R is complete with respect to
f if the natural homomorphism R −→ R̂f is an isomorphism. This is equivalent to
saying that R is complete and Hausdorff in the f-topology. The completion R̂f of
R is complete with respect to the filtration f̂ = (f̂0, f̂1, f̂2, . . .), where Î for any ideal
I of a topological ring S denotes the closure of I in S [2, Section III.2 Proposition
15]. Let a be an ideal of R. The filtration (a0, a1, a2, . . .) of R is called the a-adic
filtration of R, and we say that R is complete with respect to a if R is complete
with respect to the a-adic filtration. We say that a filtration f of R is an a-filtration
of R if each fi contains some power of a. If f is an a-filtration of R, then f̂ is an
â-filtration of R̂f and there is a unique continuous R-homomorphism R̂a −→ R̂f.
Let us say that f ∈ R[X ] is a-Weierstrass (in R[X ]) if f is monic and f = Xdeg f
in (R/a)[X ], that is, if fdeg f = 1 and fi ∈ a for all i < deg f . We say that f ∈ R[[X ]]
is a-distinguished of order n (in R[[X ]]), where n is a nonnegative integer, if fn is
a unit modulo a and fi ∈ a for all i < n, or equivalently, f is associate to Xn in
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(R/a)[[X ]]. A polynomial of degree n is a-Weierstrass if and only if it is monic and
a-distinguished of order n.
Theorem 1.3 (Weierstrass preparation theorem). Let R be a ring and a an ideal of
R such that R is complete with respect to some a-filtration of R. For any f ∈ R[[X ]]
that is a-distinguished of order n, where n is a nonnegative integer, there exists a
unique a-Weierstrass polynomial P ∈ R[X ] and a unique unit U ∈ R[[X ]] such that
f = UP ; equivalently, P is the unique monic polynomial in R[X ] of least degree
that is divisible by f in R[[X ]]; moreover, one has degP = n.
A well-known and elegant proof of Theorem 1.3 in the case where R is complete
with respect to a and a is the unique maximal ideal of R is given in [13, Theorems
IV.9.1–2]. The theorem is also proved in [17] in the case where R is complete with
respect to a = (f0, f1, . . . , fn−1). However, the hypothesis that R is complete with
respect to a imposes unnecessary restrictions on applicability of the theorem, since
for an arbitrary ideal a of a ring R the a-adic completion R̂a of R is complete with
respect to the â-filtration (â0, â1, â2, . . .) but may not be complete with respect to
â if a is not finitely generated [2, Exercise III.2.12 and Section III.2 Proposition
16 Corollary 2]. Thus our generalization of the Weierstrass preparation theorem to
arbitrary complete filtered rings allows for applications to the completion of any
ring with respect to any of its ideals.
In Section 3 we adapt the proof of [13, Theorems IV.9.1–2] to yield a concise
proof of Theorem 1.3. We call the polynomial P of Theorem 1.3 the Weierstrass
polynomial (in R[X ]) associated to f and denote it by Pf = Pf,R, and we denote
U by Uf = Uf,R. Algorithm 5.2 of Section 5 is an algorithm for computing Pf and
Uf to any desired degree of accuracy, correct to within A
N for any desired positive
integer N , where A = aR[[X ]] +XR[[X ]], under the assumption that one knows f
to within A(n+1)N and one has an algorithm for performing the ring operations in
R/ai for i ≤ (n+ 1)N .
It should be noted that any “algorithm” using the ring operations of a ring R
requires infinite precision if some elements of R are not finitely specifiable, which
is the case, for example, if R is the ring of integers OK of some local field K.
Nevertheless, there are honest algorithms to which, for example, one can input a
sufficient approximation to f ∈ OK [X ] modulo a power of piOK [X ], where pi is a
uniformizer of K, to obtain the irreducible factors of f to a given desired degree of
accuracy. See [7] [8] [10] [11] [12], for example. Although some of the algorithms in
this paper, such as Algorithms 3.9, 3.11, 6.1, and 6.2, are equipped with “oracles”
that tacitly perform the ring operations in R̂a[X ] or R̂a[[X ]] for some ideal a of
a ring R to infinite precision, we also provide honest algorithms by showing that
such algorithms are stable modulo powers of the ideals â[X ] and â[[X ]]+XR̂a[[X ]],
respectively. In particular, this is done in Algorithms 5.2, 5.4, 6.3, 6.4, and 8.2.
In Section 3 we prove the following irreducibility criterion for elements of the
UFD R[[X ]] for any PID R.
Theorem 1.4. Let R be a PID and f ∈ R[[X ]]. Then f is irreducible in R[[X ]] if
and only if one of the following conditions holds.
(1) f0 = 0 and f1 is a unit in R.
(2) f0 is associate to a power of some prime pi ∈ R and, writing f = pikf ′,
where pi ∤ f ′ ∈ R[[X ]], either of the following conditions holds.
(a) k = 1 and f ′0 is a unit in R.
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(b) k = 0 and Pf,R̂(pi) is irreducible in R̂(pi)[X ].
Moreover, if f0 is associate to a power of a prime pi ∈ R and pi ∤ f , then R[[X ]]/(f) ∼=
R̂(pi)[X ]/(P ) as R[X ]-algebras, where P = Pf,R̂(pi) is the Weierstrass polynomial in
R̂(pi)[X ] associated to f .
The following corollary is immediate.
Corollary 1.5. Let R be a PID and f ∈ R[X ], and suppose that f is (pi)-
Weierstrass and f0 is associate to a power of pi for some prime pi ∈ R. Then
R[[X ]]/(f) ∼= R̂(pi)[X ]/(f) as R[X ]-algebras, and therefore f is irreducible in R[[X ]]
if and only if f is irreducible in R̂(pi)[X ].
The rest of this paper is organized as follows. Section 2 generalizes [4, Proposi-
tions 3.3 and 3.4]. Section 3 provides several primality criteria for certain distin-
guished formal power series over an arbitrary ring (Theorems 3.1 and 3.6), yielding
proofs of Theorems 1.1, 1.3, and 1.4 above. Section 4 contains a proof of Theorem
1.2, and Section 5 provides algorithms for computing associated Weierstrass poly-
nomials. Section 6, the main result of which is Algorithm 6.4, provides algorithms
for factoring formal power series over a PID; further work would likely yield algo-
rithms that are more efficient than these. Section 7 provides irreducibility criteria
for certain distinguished formal power series over an integral domain (Theorem
7.1), yielding an alternative (and shorter) proof of Theorem 1.4. Finally, Section 8
provides an irreducibility test for formal power series over a factorial number ring
that have no nonunit constant or square divisors.
2. Elementary observations on factoring formal power series
The results in this section generalize [4, Propositions 3.3 and 3.4].
Proposition 2.1. Let R be an integral domain and f ∈ R[[X ]]. If f0 is irreducible
in R, then f is irreducible in R[[X ]].
Proof. If f = gh, then f0 = g0h0, whence either g0 or h0 is a unit in R, and
therefore either g or h is a unit in R[[X ]]. 
Proposition 2.2. Let R be a ring and f ∈ R[[X ]]. Suppose that f0 = ab, where
(a, b) = R. Choose r, s ∈ R with ra+ sb = 1. Set g0 = 0 and let
gn = fn − rs
n−1∑
i=1
gign−i
for all positive integers n. Then g =
∑∞
n=0 gnX
n ∈ R[[X ]] is the unique solution
to the equation
f = (a+ sg)(b+ rg)
with g0 = 0, and one has (a+ sg, b+ rg) = R[[X ]].
Proof. The equation for g is equivalent to g = f−f0−rsg2, which, assuming g0 = 0,
is equivalent to the given recurrence relation. Also r(a+ sg)+ s(b+ rg) = 1+ 2rsg
is a unit in R[[X ]]. 
Corollary 2.3. Let R be an integral domain and f ∈ R[[X ]].
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(1) If f is irreducible in R[[X ]], then (f0) 6= R and for any a, b ∈ R with f0 = ab
and (a, b) = R one has (a) = R or (b) = R. Moreover, the converse holds
if (f1) = R.
(2) If R is a PID and f is irreducible in R[[X ]], then either (f) = (X) or f0 is
associate to a power of a prime in R.
(3) Suppose that R is a UFD but not a PID. Then there exist irreducible power
series in R[[X ]] whose constant term is neither zero nor associate to a power
of a prime. In fact, if pi, σ ∈ R are nonassociate primes with (pi, σ) 6= R,
then piσ +XU is irreducible in R[[X ]] for any unit U ∈ R[[X ]].
Two elements a and b of a ring R are said to be coprime if (a, b) = R. In a PID
this condition holds if and only if a and b share no nonunit factors.
Proposition 2.4. Let R be a ring and f ∈ R[[X ]]. Suppose that f0 = a1a2 · · ·ak,
where the ai are pairwise coprime in R. Choose b1, b2, . . . , bk ∈ R such that∑k
i=1 bi
∏
j 6=i aj = 1. Then there exists a unique g ∈ XR[[X ]] such that
f = (a1 + b1g)(a2 + b2g) · · · (ak + bkg).
Moreover, the ai + big are pairwise coprime in R[[X ]]. In particular, if f0 is a
product of k pairwise coprime nonzero nonunits of R, then f is a product of k
pairwise coprime nonzero nonunits of R[[X ]].
Proof. The given equation for g has the form
g = f − f0 + c2g2 + c3g3 + · · ·+ cngn,
where ci ∈ R for all i, which, assuming g0 = 0, is equivalent to a recurrence relation
for the gi of the form
gi = fi + Fi(g1, g2, . . . , gi−1),
where Fi ∈ R[X1, X2, . . . , Xi−1] for all i. The existence and uniqueness of a solution
g ∈ XR[[X ]] follows, and the rest of the proposition is then clear. 
Corollary 2.5. Let R be a PID and f ∈ R[[X ]]. If f0 has at least k pairwise
nonassociate prime factors in R, then the prime factorization of f in the UFD
R[[X ]] is of length at least k.
3. Primality criteria
In this section we prove Theorems 1.3, 1.4, and 1.1 of the introduction.
For any ring R and any nonnegative integer n, let τn and αn denote the R-
linear operators on R[[X ]] acting by τn : f 7−→
∑∞
i=0 fn+iX
i and αn : f 7−→
f −Xnτn(f) =
∑n−1
i=0 fiX
i, respectively.
Proof of Theorem 1.3. Let f be any a-filtration of R with respect to which R is
complete. Let V ∈ R[[X ]]. Then V f ≡ V0fnXn (mod (a[[X ]] +Xn+1R[[X ]])), and
therefore V f is automatically an a-Weierstrass polynomial of degree n provided it
is a monic polynomial of degree at most n, in which case V is a unit in R[[X ]].
So it remains to show that there is a unique V ∈ R[[X ]] such that V f is a monic
polynomial of degree n. Now, V f is a monic polynomial of degree n if and only
if τ(V f) = 1, where τ = τn. Since τ(V f) = τ(V (α(f) +X
nτ(f))) = τ(V α(f)) +
V τ(f), where α = αn, this in turn is equivalent to
τ(V α(f)) + V τ(f) = 1.
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Put Z = V τ(f). Since τ(f) is a unit, the above equation is equivalent to
(T + I)(Z) = τ(α(f)τ(f)−1Z) + Z = 1,
where I is the identity operator and T the operator τ ◦ (α(f)τ(f)−1−) on R[[X ]].
Since α(f) ∈ aR[X ], the operator T maps ai[[X ]] into ai+1[[X ]], so imT i ⊆ ai[[X ]],
for all i. Thus for every j one has imT i ⊆ ai[[X ]] ⊆ fj [[X ]] for sufficiently large
i. Therefore the operator T + I on R[[X ]] is invertible with inverse (T + I)−1 =∑∞
i=0(−1)iT i. Thus the equation (T +I)(Z) = 1 is equivalent to Z = (T +I)−1(1),
or equivalently V = τ(f)−1(T + I)−1(1). Such a V ∈ R[[X ]] therefore exists and is
unique. 
Next, Theorem 1.4 follows immediately from Corollary 2.3(2) and the following
theorem.
Theorem 3.1. Let R be a ring and a an ideal of R, let f ∈ R[[X ]] be â-distinguished
in R̂a[[X ]], and let P be the Weierstrass polynomial in R̂a[X ] associated to f . Sup-
pose that the R[[X ]]-homomorphism R[[X ]]/(f) −→ R̂(f0)[[X ]]/(f) is an isomor-
phism, which holds if f0 a nonzerodivisor in R or R is Noetherian. Then each of
the following conditions implies the next.
(1) ak ⊆ (f0) for some positive integer k.
(2) The R-homomorphism R̂(f0) −→ R̂a is an isomorphism.
(3) There is a (unique) R[X ]-isomorphism R[[X ]]/(f) −→ R̂a[X ]/(P ) so that
the diagram
R[[X ]]/(f)
''❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
//

R̂a[X ]/(P )

R̂(f0)[[X ]]/(f)
// R̂a[[X ]]/(f)
of R[X ]-homomorphisms (in fact, R[X ]-isomorphisms) is commutative.
(4) R[[X ]]/(f) ∼= R̂a[X ]/(P ) as rings.
(5) f is prime in R[[X ]] if and only if P is prime in R̂a[X ].
To prove Theorem 3.1 we use the following four lemmas.
Lemma 3.2. Let R be ring and a = (a1, . . . , ak) a finitely generated ideal of R.
There is a surjective R-homomorphism ϕ : R[[X1, . . . , Xk]] −→ R̂a acting by f 7−→
f(a1, . . . , ak) with kerϕ =
⋂
n(n+a
nR[[X1, . . . , Xk]]), where n = (a1−X1, . . . , ak−
Xk), and one has ân = a
nR̂a for every nonnegative integer n. Moreover, if R is
Noetherian then kerϕ = n.
Proof. This follows from the proof of [16, Theorems 17.4 and 17.5]. 
Lemma 3.3. Let R be ring and a ∈ R. Suppose that a is a nonzerodivisor in R
or R is Noetherian. Then R̂(a) ∼= R[[X ]]/(a−X) as R-algebras and (̂an) = anR̂(a)
for every nonnegative integer n. Moreover, if a is a nonzerodivisor in R, then a is
a nonzerodivisor in R̂(a).
Proof. By Lemma 3.2 we may suppose that a is a nonzerodivisor in R. Let ϕ :
R[[X ]] −→ R̂(a) denote the surjective R-homomorphism f 7−→ f(a). Let f ∈ kerϕ.
By Lemma 3.2 one has f = (a−X)gn+Xnhn for some gn, hn ∈ R[[X ]] for all n ≥ 1.
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Then f0 = a(gn)0 and fi = a(gn)i−(gn)i−1 for all i < n. Since a is a nonzerodivisor,
this implies that (gn)i is uniquely determined for i < n, so (gm)i = (gn)i if i < n ≤
m. Thus G = limn gn exists in R[[X ]] and f = limn((a−X)gn+Xnhn) = (a−X)G.
Therefore kerϕ = (a−X).
Suppose now that af = 0 in R[[X ]]/(a−X), where f ∈ R[[X ]]; say, af = (a−X)g
with g ∈ R[[X ]]. Then afi = agi − gi−1 for all i ≥ 1, so a divides g in R[[X ]]. Say
g = ah with h ∈ R[[X ]]. Then af = a(a − X)h, so f = (a − X)h and therefore
f = 0 in R[[X ]]/(a−X). Thus a is a nonzerodivisor in R̂(a) ∼= R[[X ]]/(a−X). 
Lemma 3.4. Let R be a ring and f ∈ R[[X ]]. Then S = R[[X ]]/(f) is com-
plete in the f0S-adic topology. Moreover, if f0 is a nonzerodivisor in R or R is
Noetherian, then S is complete with respect to f0S and the R[[X ]]-homomorphism
R[[X ]]/(f) −→ R̂(f0)[[X ]]/(f) is an isomorphism.
Proof. Let a = f0, let pi : R[[X ]] −→ S be the quotient map, and let x = pi(X). We
first show that S is complete in the aS-adic topology. Let gi ∈ S for all nonnegative
integers i and sn =
∑n−1
i=0 gia
i for all positive integers n. We claim that the sequence
{sn} converges aS-adically in S. Choose hi ∈ R[[X ]] with pi(hi) = gi. Now f = 0
in S implies a = pi(g), where g = a − f ∈ XR[[X ]]. Let t = ∑∞i=0 higi ∈ R[[X ]].
Then for any positive integer n we have pi(t) = sn + a
npi
(∑∞
i=n hig
i−n
)
, so pi(t) ≡
sn (mod a
nS) for all n. Therefore S is complete in the aS-adic topology.
Suppose now that R is Noetherian. Then R[[X ]] is Noetherian and complete with
respect to XR[[X ]], so by [14, Theorem 8.7] S is complete with respect to XR[[X ]]
as an R[[X ]]-module, whence S is complete with respect to xS. Therefore, since S
is Noetherian, it follows from [14, Exercise 8.2] that S is also complete with respect
to aS ⊆ xS.
Suppose, alternatively, that f0 is a nonzerodivisor in R. We show that S is
complete with respect to aS. To prove this we need only show that S is Hausdorff
in the aS-adic topology, or equivalently
⋂
n a
nS = (0), that is,
⋂
n(f, a
n) = (f) in
R[[X ]]. Now, (f, an) = (f, gn), where g = a−f ∈ XR[[X ]]. Let h ∈ ⋂n(f, an). For
every nonnegative integer n we may write h = fkn+g
nln with kn, ln ∈ R[[X ]]. Since
f0 is a nonzerodivisor in R, by induction on i this equation uniquely determines
(kn)i for i < n. Therefore K = limn kn exists in R[[X ]], so h = limn(fkn+ g
nln) =
fK. Therefore
⋂
n(f, a
n) = (f).
Supposing, then, that R is Noetherian or a = f0 is a nonzerodivisor in R, we have
ŜaS ∼= S. Moreover, by Lemma 3.3 we have R̂(a)/anR̂(a) ∼= R/(an), so R̂(a)[[X ]]/(f)
maps homomorphically onto the inverse system (R/(a
n))[[X]]
(f) of R-algebras. There-
fore R̂(a)[[X ]]/(f) maps homomorphically into ŜaS ∼= lim←−
(R/(an))[[X]]
(f) , so there is a
commutative diagram
S
∼=
$$
■
■
■
■
■
■
■
■
■
■
■
// R̂(a)[[X ]]/(f)

ŜaS
of R[[X ]]-homomorphisms. Thus ϕ : S −→ R̂(a)[[X ]]/(f) is an inclusion. Finally,
for any bi ∈ R one has ϕ(
∑
i bi(a− f)i) =
∑
i bia
i, so R̂(a) ⊆ imϕ and therefore ϕ
is surjective, hence an isomorphism. 
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Lemma 3.5. Let R be a ring, a an ideal of R, and P an a-Weierstrass polynomial
in R[X ]. We have the following.
(1) Suppose that
⋂
n a
n = (0). If F = hP with F ∈ R[X ] and h ∈ R[[X ]], then
h ∈ R[X ].
(2) If R is complete with respect to an a-filtration, then the R[X ]-homomorphism
R[X ]/(P ) −→ R[[X ]]/(P ) is an isomorphism.
Proof. To prove (1), let n = degP , and let m be any positive integer such that
n+m > degF . For all i ≥ m we have
0 = Fn+i = hi + (hi+1Pn−1 + hi+2Pn−2 · · ·+ hn+iP0),
whence hi ∈ a. But then the same equation and an obvious inductive argument
imply that hi ∈ aj for all i ≥ m and all j, whence hi = 0 for all i ≥ m. This proves
(1).
Next, suppose that R is complete with respect to an a-filtration, let ϕ denote
the R[X ]-homomorphism R[X ] −→ R[[X ]]/(P ), and let x = ϕ(X). By (1) one
has kerϕ = (P ). Let
∑
i aiX
i ∈ R[[X ]]. For any nonnegative integer i, writing
i = qn+ r with q, r ∈ Z and 0 ≤ r < n, we have
X i = XqnXr ≡ (−P0 − P1X − · · · − Pn−1Xn−1)qXr (modPR[[X ]]).
It follows that xi = bqxr for some b ∈ a. Since b ∈ a, the series ∑q aqn+rbq
converges in R for all r. Therefore∑
i
aix
i =
n−1∑
r=0
(∑
q
aqn+rb
q
)
xr ∈ imϕ.
Thus ϕ is surjective. This proves (2). 
Proof of Theorem 3.1. Since (f0) ⊆ R ∩ â = a, it follows that (1) implies (2).
By Lemmas 3.4 and 3.5(2), (2) implies (3), and the remaining implications are
clear. 
The following result generalizes Theorem 3.1.
Theorem 3.6. Let R be a ring and a an ideal of R, let f ∈ R[[X ]] be â-distinguished
in R̂a[[X ]], and let P be the Weierstrass polynomial in R̂a[X ] associated to f . Sup-
pose that the R[[X ]]-homomorphism R[[X ]]/(f) −→ R̂(f0)[[X ]]/(f) is an isomor-
phism (which holds if f0 is a nonzerodivisor in R or R is Noetherian). Then the
following conditions are equivalent.
(1) There is a (unique) (X)-adically continuous R[X ]-isomorphism R[[X ]]/(f) −→
R̂a[X ]/(P ).
(2) There is a (unique) R[X ]-isomorphism R[[X ]]/(f) −→ R̂a[X ]/(P ) so that
the diagram
R[[X ]]/(f)
''❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
//

R̂a[X ]/(P )

R̂(f0)[[X ]]/(f)
// R̂a[[X ]]/(f)
of R[X ]-homomorphisms (in fact, R[X ]-isomorphisms) is commutative.
(3) The R[[X ]]-homomorphism R[[X ]]/(f) −→ R̂a[[X ]]/(f) is an isomorphism.
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(4) The R[[X ]]-homomorphism R̂(f0)[[X ]]/(f) −→ R̂a[[X ]]/(f) is an isomor-
phism.
Moreover, if
⋂
n a
n = (0) and f0 a nonzerodivisor in R̂a, then the above conditions
are equivalent to the following.
(5) The R-homomorphism R̂(f0) −→ R̂a is surjective and R ∩ f0R̂a = f0R.
(6) The R-homomorphism R/f0R −→ R̂a/f0R̂a is an isomorphism.
To prove the theorem we need also the following two lemmas.
Lemma 3.7. Let R ⊆ S be rings and let f ∈ R[[X ]] with a = f0 a nonzerodivisor
in S. Then R ∩ aS = aR if and only if R[1/a] ∩ S = R in S[1/a], if and only if
b = ac for b ∈ R and c ∈ S implies c ∈ R. Moreover, if those conditions hold, then
f is a nonzerodivisor in S[[X ]], and one has the following.
(1) R[[X ]] ∩ fS[[X ]] = fR[[X ]].
(2) R[[X ]][1/f ] ∩ S[[X ]] = R[[X ]] in S[[X ]][1/f ].
(3) g = fnh for g ∈ R[[X ]], h ∈ S[[X ]], and n ∈ Z>0 implies h ∈ R[[X ]].
Proof. Clearly the three conditions on a are equivalent and imply that f is a nonze-
rodivisor in S[[X ]]. Thus it suffices to prove statement (3) with n = 1. Suppose
g = fh with g ∈ R[[X ]] and h ∈ S[[X ]]. One has g0 = f0h0 ∈ R, so h0 ∈ R. If
hj ∈ R for all j < i, t hen f0hi = gi− f1hi−1−· · ·− fih0 ∈ R, so hi ∈ R. Therefore
hi ∈ R for all i by induction on i, whence h ∈ R[[X ]]. 
Lemma 3.8. Let R be a ring and a an ideal of R, and let f ∈ R[[X ]]. Suppose
that the R[[X ]]-homomorphism R[[X ]]/(f) −→ R̂(f0)[[X ]]/(f) is an isomorphism.
Then the following conditions are equivalent.
(1) The R[[X ]]-homomorphisms in the commutative diagram
R[[X ]]/(f)
''P
P
P
P
P
P
P
P
P
P
P

R̂(f0)[[X ]]/(f)
// R̂a[[X ]]/(f)
are isomorphisms.
(2) The R[[X ]]-homomorphism R[[X ]]/(f) −→ R̂a[[X ]]/(f) is an isomorphism.
(3) The R[[X ]]-homomorphism R̂(f0)[[X ]]/(f) −→ R̂a[[X ]]/(f) is an isomor-
phism.
Moreover, if
⋂
n a
n = (0) and f0 is a nonzerodivisor in R̂a, then the above conditions
are equivalent to the following.
(4) The R-homomorphism R̂(f0) −→ R̂a is surjective and R ∩ f0R̂a = f0R.
(5) The R-homomorphism R/f0R −→ R̂a/f0R̂a is an isomorphism.
Proof. If f0 is a nonzerodivisor in R or R is Noetherian, then by Lemma 3.4 the
R[[X ]]-homomorphism R[[X ]]/(f) −→ R̂(f0)[[X ]]/(f) is an isomorphism. State-
ments (1) through (3) are clearly equivalent. Suppose that
⋂
n a
n = (0) and a = f0
is a nonzerodivisor in R̂a. If (2) holds, then one has R-isomorphisms
R
aR
−→ R[[X ]]
(f,X, a)
−→ R̂a[[X ]]
(f,X, a)
−→ R̂a
aR̂a
,
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so (5) holds.
Suppose that (5) holds. Let b ∈ R̂a. Since the R-homomorphism R −→ R̂a/aR̂a
is surjective, we may recursively find bi ∈ R and ci ∈ R̂a so that b = cnan +∑n−1
i=0 bia
i for all positive integers n. It follows that b =
∑∞
i=0 bia
i. Therefore (4)
holds.
Suppose that (4) holds. Let ψ denote the homomorphism in statement (3), which
is clearly surjective. Let ϕ denote the homomorphism R[[X ]] −→ R̂a[[X ]]/(f). Let
g ∈ kerϕ, so g = fh for some h ∈ R̂a[[X ]]. Since R ∩ f0R̂a = f0R and f0 is a
nonzerodivisor in R̂a, by Lemma 3.7 one has h ∈ R[[X ]]. Therefore kerϕ = (f). It
then follows from Lemma 3.4 and the commutative diagram of statement (1) that
ψ is injective and therefore an isomorphism. Therefore (3) holds. 
Proof of Theorem 3.6. Because the image of R[X ] in R[[X ]]/(f) is (X)-adically
dense, statements (1) and (2) are equivalent by Lemma 3.4. Statements (2) and (3)
are equivalent by Lemma 3.5(2), and the rest of the theorem follows from Theorem
3.1 and Lemma 3.8. 
An alternative proof of Theorem 1.4 is provided in Section 7.
Next, let R be a UFD. For any f ∈ R[[X ]] we let the content c(f) of f be any
gcd in R of the coefficients of f , which is unique up to associate. Let a ∈ R. If
a 6= 0, write ω(a) = ω(a,R) for the total number of nonassociate primes in any
prime factorization of a in R, and write ω(0) = ω(0, R) = ∞. Note that ω(a) = 0
if and only if a is a unit in R, and ω(a) = 1 if and only if a is associate to pik for
some prime pi ∈ R and some positive integer k. Theorem 1.4 implies the following
irreducibility test for elements of R[[X ]].
Algorithm 3.9. Let R be a PID and f a nonzero nonunit in R[[X ]]. Choose a
prime pi ∈ R dividing f0. Let k denote the largest nonnegative integer such that pik |
c(f). Let l denote the number of irreducible polynomials, counting multiplicities, in
any irreducible factorization of Pf/c(f),R̂(pi) in R̂(pi)[X ]. Given ω(f0), ω(f1), k, l ∈
Z≥0 ∪ {∞}, the following algorithm determines whether or not f is irreducible in
R[[X ]].
(1) If ω(f0) =∞, then return IRREDUCIBLE if ω(f1) = 0 and REDUCIBLE
otherwise.
(2) If ω(f0) > 1, then return REDUCIBLE.
(3) If k+ l = 1, then return IRREDUCIBLE. Otherwise return REDUCIBLE.
Next we prove Theorem 1.1 of the introduction.
Lemma 3.10. Let a be an ideal of a ring R.
(1) Let f, gi ∈ R[X ] be monic polynomials with f = g1 · · · gk. Then f is a-
Weierstrass if gi is a-Weierstrass for each i.
(2) Let f, gi ∈ R[[X ]] with f = g1 · · · gk, and let n be a nonnegative integer.
Then f is a-distinguished of order n if each gi is a-distinguished of order
ni for some nonnegative integer ni and n = n1 + · · ·+ nk.
Moreover, the converses of statements (1) and (2) both hold if a is prime.
Proof. It suffices to prove (2) and its converse for a prime. We may assume without
loss of generality that k = 2. Say f = gh. If g and h are a-distinguished of order a
and b, respectively, then f is associate to XaXb = Xa+b in (R/a)[[X ]], whence f
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is a-distinguished of order n = a+ b. Conversely, suppose that f is p-distinguished
of order n, where p = a is prime. Then UXn = f = gh in (R/p)[[X ]] for some
unit U ∈ (R/p)[[X ]]. Since X is prime in the domain (R/p)[[X ]], it follows that
g = V Xa and h = UV −1Xb in (R/p)[[X ]], where a and b are nonnegative integers
with n = a+ b and V is a unit in (R/p)[[X ]]. Therefore g and h are p-distinguished
of order a and b, respectively. 
Proof of Theorem 1.1. By Corollary 2.3(2) we may assume f0 6= 0 and f0 is asso-
ciate to a power of some prime pi ∈ R. Write f = pikf ′, where pi ∤ f ′ ∈ R[X ].
Let P = Pf ′,R̂(pi) and U = Uf ′,R̂(pi) . By Lemma 3.5(1) we have U ∈ R̂(pi)[X ], so
f = pikPU is a factorization of f in the UFD R̂(pi)[X ]. Moreover, by Lemma 3.10
any monic factor of P is piR̂(pi)-Weierstrass. Therefore one has f = pi
kPU = gh for
some g, h ∈ R̂(pi)[X ] with g0, h0 ∈ piR̂(pi) if and only if one of the following three
conditions holds: (1) k ≥ 2; (2) k = 1 and P 6= 1; or (3) k = 0 and P is reducible
in R̂(pi)[X ]. Finally, by Theorem 1.4, one of these three conditions holds if and only
if f is reducible in R[[X ]]. 
Theorem 1.1 may be expressed alternatively as follows.
Algorithm 3.11. Let R be a PID and f a nonzero polynomial in R[X ] with f0
a nonunit in R. Choose a prime pi ∈ R dividing f0. Let χ ∈ {0, 1} be equal
to 0 if f = gh for g, h ∈ R̂(pi)[X ] with g0, h0 ∈ piR̂(pi), and 1 otherwise. Given
ω(f0), ω(f1), χ ∈ Z≥0 ∪ {∞}, the following algorithm determines whether or not f
is irreducible in R[[X ]].
(1) If ω(f0) =∞, then return IRREDUCIBLE if ω(f1) = 0 and REDUCIBLE
otherwise.
(2) If ω(f0) > 1, then return REDUCIBLE.
(3) If χ = 0 then return REDUCIBLE. Otherwise return IRREDUCIBLE.
4. Integral domains arising as quotient rings
In this section we prove Theorem 1.2 of the introduction from the following three
lemmas. The first generalizes [15, Lemma 3.1.4].
Lemma 4.1. Let R ⊆ S be rings and f ∈ S[[X ]]. Suppose that f0 is a nonzero-
divisor in S and the R-algebra homomorphism R −→ S/f0S is surjective, and let
d ∈ R ∩ f0S.
(1) There exist g ∈ R[[X ]] with g0 = d and h ∈ S[[X ]] such that g = hf .
Moreover, if R ∩ f0S ⊆ dS then any such h is a unit in S[[X ]].
(2) The gn and hn may be defined recursively as follows. Let Π ⊆ R be a
system of representatives for S/f0S, and for any s ∈ S/f0S let s mod f0
denote the unique element of Π with image s in S/f0S. Set g0 = d ∈ R
and h0 = f
−1
0 d ∈ S ⊆ S[1/f0], and for any positive integer n define gn and
hn recursively as follows:
(a) gn =
(∑n−1
i=0 hifn−i
)
mod f0 ∈ R.
(b) hn = f
−1
0
(
gn −
∑n−1
i=0 hifn−i
)
∈ S ⊆ S[1/f0].
(3) Let f ′ ∈ S[[X ]] with f ′0S = f0S, and let g′, h′ be defined as g, h are defined
in (2) so that g′ = h′f ′. If f ′ ≡ f (mod (f0, X)N) for some positive integer
N , then g′ ≡ g (mod XNR[[X ]]) and h′ ≡ h (mod (f0, X)N−1).
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Proof. The series g ∈ R[[X ]] and h ∈ S[[X ]] as defined in (2) are clearly well-defined
and satisfy the equation g = hf . If R∩f0S ⊆ dS, then f0R ⊆ R∩f0S ⊆ dS ⊆ f0S,
so f0S = dS, and therefore any h as in statement (1) is a unit in S[[X ]]. An easy
induction shows that, if f ′i ≡ fi (mod fN−i0 S) for all i ≤ N , then g′i = gi and
h′i ≡ hi (mod fN−1−i0 S) for all i ≤ N − 1. This proves (3). 
Statement (3) of the above lemma implies that the result is effective in the sense
that g and h can be computed to any desired degree of accuracy by computing f to
a corresponding specified degree of accuracy. See Algorithm 6.3 for an algorithm
based on the lemma.
Our second lemma is an alternative version of Theorem 1.2.
Lemma 4.2. Let R be a PID. The integral domains arising as quotient rings of
R[[X ]] are, up to isomorphism, precisely the following: R[[X ]], R, (R/m)[[X ]],
R/m, and R̂m[α], where m is any maximal ideal of R and α is any element of the
algebraic closure of the quotient field of R̂m that is a root of some m̂-Weierstrass
polynomial in R̂m[X ].
Proof. The maximal ideals of R[[X ]] are of height two and of the form (pi,X), where
pi ∈ R is prime [14, Section 1.1 Example 1], and one has R[[X ]]/(pi,X) ∼= R/(pi).
Since R[[X ]] is a UFD, every height one prime ideal p of R[[X ]] is principal [14,
Theorem 20.1], equal to (f) for some irreducible element f of R[[X ]] and contained
in (pi,X) for some prime pi ∈ R. If f0 = 0 then p = (X) and R[[X ]]/p ∼= R.
Otherwise by Corollary 2.3(2) f0 is equal to a unit times a power of pi. If pi | f then
p = (pi) and R[[X ]]/p ∼= (R/(pi))[[X ]]. Otherwise f ∈ R[[X ]]\piR[[X ]] and therefore
by Theorem 1.4 one has R[[X ]]/p ∼= R̂m[α], where m = (pi) and α is a root in the
algebraic closure K of the quotient field of R̂m of the Weierstrass polynomial in
R̂m[X ] associated to f .
Conversely, suppose that α ∈ K is a root of some irreducible m̂-Weierstrass
polynomial P in R̂m[X ]. If P0 = 0, then α = 0 and R̂m[α] = R̂m ∼= R[[X ]]/(pi−X).
If P0 6= 0, then by Lemma 4.1 there exist f ∈ R[[X ]] and a unit U ∈ R̂m[[X ]] such
that f = UP and f0 is equal to a power of pi, and therefore since P = Pf one has
R̂m[α] ∼= R̂m[X ]/(P ) ∼= R[[X ]]/(f) by Theorem 1.4. Thus in either case R̂m[α] is
isomorphic to a quotient ring of R[[X ]]. 
Our third lemma generalizes [15, Lemma 3.1.5].
Lemma 4.3. Let R be an integral domain with quotient field K and with absolute
integral closure R+, let α ∈ R+, let a be a proper ideal of R, and let n be a positive
integer. The following conditions are equivalent.
(1) α is a root of some a-Weierstrass polynomial in R[X ] of degree n.
(2) αn ∈ aR[α].
Suppose, furthermore, that a is prime. Then the above conditions are equivalent to
the following.
(3) The minimal polynomial of α over K is an a-Weierstrass polynomial in
R[X ] of degree d ≤ n.
Finally, suppose that R is a Henselian local ring with maximal ideal a = m. Then
R+ is a local ring with maximal ideal m+ lying over m, and the above conditions
are equivalent to the following.
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(4) The minimal polynomial of α over K has degree d ≤ n and its constant
term is in m.
(5) α ∈ m+ and deg(α,K) ≤ n.
Proof. Let f denote the minimal polynomial α over K and d its degree. Suppose
that α is a root of an a-Weierstrass polynomial P ∈ R[X ] of degree n. Then
αn = −(P0 + · · · + Pn−1αn−1) ∈ aR[α]. Conversely, suppose that αn ∈ aR[α].
Since f is monic of degree d every element of R[α] may be written in the form
a0 + · · · + an−1αd−1 with each ai ∈ R, and since αn ∈ aR[α] we may write αn
in the same form with each ai ∈ a. Thus α is a root of the polynomial F =
a0 + a1X + · · · + ad−1Xd−1 − Xn in R[X ]. Since f has degree d, if n < d then
F = 0 and therefore an − 1 = 0, contradicting a 6= R. It follows that n ≥ d and
F is a-Weierstrass. This proves (1) and (2) equivalent. Next, under these same
hypotheses, if a is prime then f is a-Weierstrass by Lemma 3.10 since f divides
F and F is a-Weierstrass. Thus (1) implies (3). Conversely, if (3) holds, then,
multiplying f by any a-Weierstrass polynomial of degree n − d, we see that α is
a root of an a-Weierstrass polynomial of degree n. Thus (1), (2), and (3) are
equivalent if a is prime.
Now suppose that R is a Henselian local ring with maximal ideal a = m. It
is proved in [1] that R+ is a local ring with maximal ideal m+ lying over m. If
condition (3) (and therefore (2)) holds, then deg(α,K) = d ≤ n and α ∈
√
mR[α] ⊆√
m+ = m+, so (5) holds. Next, supposing that condition (5) holds, one has
f0 = −α(f1 + f2α+ · · ·+ αd−1) ∈ m+ ∩R = m. Therefore (5) implies (4). Finally,
we show that (4) implies (3). Suppose that (4) holds, and suppose to obtain a
contradiction that f is not m-Weierstrass. Let k be the smallest nonnegative integer
such that fk /∈ m, so 1 ≤ k ≤ d − 1. Then f = XkG in (R/m)[X ] for some
G ∈ (R/m)[X ] with G0 6= 0. Since (Xk, G) = (R/m)[X ] and R is Henselian it
follows that f = hg for monic polynomials h, g ∈ R[X ] with h ≡ Xk (mod mR[X ])
and g ≡ G (mod mR[X ]), contradicting the irreducibility of f in R[X ]. 
Finally, we obtain Theorem 1.2.
Proof of Theorem 1.2. The theorem follows immediately from Lemmas 4.2 and 4.3.

Remark 4.4. The ring R̂m[α] for any α as in Theorem 1.2 is a complete local one-
dimensional Noetherian domain with maximal ideal (pi, α) =
√
(pi) and residue field
R/m, where pi is a generator of m. Moreover, R̂m[α] is a DVR if and only if it is
integrally closed, if and only if its maximal ideal (pi, α) is principal, if and only if (by
[19, Proposition 18]) R̂m[α] = R̂m[β] for some β ∈ R̂+m whose minimal polynomial
in R̂m[X ] is Eisenstein. Thus, the quotient rings of R[[X ]] that are DVRs, besides
possibly R[[X ]]/(X) ∼= R, are precisely those integral domains isomorphic for some
maximal ideal m of R to (R/m)[[X ]] or to OK for some totally ramified finite
extension K of the quotient field of R̂m.
5. Computing Weierstrass polynomials
Let R be a ring and a an ideal of R, let
A = aR[[X ]] +XR[[X ]] = {f ∈ R[[X ]] : f0 ∈ a},
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and let k be a positive integer. For all i ≤ k let Πi ⊆ R be a system of rep-
resentatives for R/ai. For all r ∈ R and all i ≤ k we let r mod ai denote the
unique element of Πi congruent to r modulo a
i. Moreover, for all f ∈ R[[X ]] we let
f mod Ak denote the unique polynomial in R[X ] of degree at most k− 1 congruent
to f modulo Ak with ith coefficient in Πk−i for all i < k. One has
f mod Ak =
k−1∑
i=0
(fi mod a
k−i)X i,
and therefore the function mod Ak : R[[X ]] −→ R[X ] is completely determined by
the set of functions mod ai : R −→ Πi for i ≤ k, and vice versa.
The following proposition and algorithm, which are inspired by [20, Proposition
3] and its proof, show that Pf and Uf are stable under approximations of f and can
be approximated to any desired degree of accuracy provided that one can perform
the ring operations in R/ai for sufficiently large i.
Proposition 5.1. Let R be a ring and a an ideal of R such that R is complete
with respect to some a-filtration of R. Let A = aR[[X ]] +XR[[X ]], and let n be a
nonnegative integer and N a positive integer. Let f, g ∈ R[[X ]] be a-distinguished
of order n with f ≡ g (mod A(n+1)N ). Then
Pf ≡ Pg (mod AN+1)
and
Uf ≡ Ug (mod AN ).
Moreover, for all i ≤ (n+ 1)N let Πi ⊆ R be a system of representatives for R/ai.
Assume g = f mod A(n+1)N . Let t = τn(g)
−1 modA(n+1)N−n. Define Si ∈ R[[X ]]
recursively, with S0 = 1 and
Si = τn(tαn(g)Si−1) mod A
(n+1)N−n(i+1)
for all positive integers i ≤ N − 1. Then one has
U−1f ≡ t
N−1∑
i=0
(−1)iSi (mod AN )
and
Pf ≡ gt
N−1∑
i=0
(−1)iSi (mod AN ).
Proof. We use the notation as in the proof of Theorem 1.3. Let Vf = U
−1
f and
Tf = τ ◦ (α(f)τ(f)−1−), and define Vg and Tg similarly. One has
(5.1) Vf = τ(f)
−1
∞∑
i=0
(−1)iT if (1) ≡ τ(f)−1
N−1∑
i=0
(−1)iT if (1) (mod aNR[[X ]])
and a similar congruence for Vg. Now, α(A
i) ⊆ Ai for all i and τ(Ai) = Ai−n for
all i ≥ n. Thus α(f) ≡ α(g) (mod A(n+1)N) and τ(f) ≡ τ(g) (mod A(n+1)N−n),
whence
Tf (1) ≡ Tg(1) (mod A(n+1)N−2n).
By induction on i one has
T if (1) ≡ T ig(1) (mod A(n+1)N−n(i+1))
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for all i ≤ N − 1. Therefore, since (n + 1)N − nN = N , by the congruence (5.1)
above one has Vf ≡ Vg (mod AN ) and thus Uf ≡ Ug (mod AN ). If f is a unit then
Pf = 1 = Pg; otherwise f ∈ A and one has
Pf − Pg = (Vf − Vg)f + Vg(f − g) ∈ AN+1.
Therefore Pf ≡ Pg (mod AN+1). Finally, by induction on i one has Si ≡ T if (1) (mod A(n+1)N−n(i+1))
for all i ≤ N − 1, and the congruences for U−1f and Pf stated in the proposition
follow from the congruence (5.1) above. 
Algorithm 5.2. Let R be a ring and a an ideal of R such that R is complete with
respect to some a-filtration of R. Let A = aR[[X ]]+XR[[X ]], let n be a nonnegative
integer and N a positive integer, and let f ∈ R[[X ]] be a-distinguished of order n.
For all i ≤ (n + 1)N let Πi ⊆ R be a system of representatives for R/ai, and
let g = f mod A(n+1)N . Given the data (R, n,N, g) and (mod ai)i≤(n+1)N , the
following algorithm returns U−1f mod A
N and Pf mod A
N .
(1) Compute t = τn(g)
−1 mod A(n+1)N−n.
(2) Set S0 = 1. Compute
Si = τn(tαn(g)Si−1) mod A
(n+1)N−n(i+1)
for all positive integers i ≤ N − 1.
(3) Compute
V =
(
t
N−1∑
i=0
(−1)iSi
)
mod AN
and
P = (gV ) mod AN .
(4) Return U−1f mod A
N = V and Pf mod A
N = P .
Proof. This follows immediately from Proposition 5.1. 
Next, in the case where R is a UFD and a is prime, we provide an alternative
algorithm for computing associated Weierstrass polynomials to any desired degree
of accuracy, given any algorithm for factoring polynomials in R[X ] to any desired
degree of accuracy. The algorithm is based on a suggestion by Chase Franks for
computing Weierstrass polynomials over R = OK , where K is a finite extension of
Qp.
Let R be a ring and a ∈ R. We say that a prime factorization of a in R is a
sequence Φ = (pi0, pi1, pi2, . . . , pik) such that a = pi0pi1pi2 · · ·pik, where pi0 ∈ R is a
unit and pii ∈ R is prime for i > 0. The nonnegative integer k is called the length of
the prime factorization Φ, which we denote by l(Φ). Write Φi = pii for all i ≤ l(Φ).
If a is a nonzerodivisor, then all prime factorizations of a in R are unique in the
obvious sense.
Proposition 5.3. Let R be a UFD and p a prime ideal of R such that R is com-
plete with respect to some p-filtration of R. Let f ∈ R[X ] be p-distinguished,
and suppose that f0 6= 0 and Φ is a prime factorization of f in R[X ], where
the Φi are indexed so that (Φi)0 for i > 0 is a unit in R if and only if i > k,
where k ∈ Z≥0. Let u be the leading coefficient of the polynomial Φ1 · · ·Φk. Then
(u−1,Φ1, . . . ,Φk) is a prime factorization of Pf in R[X ]. Also, one has Uf ∈ R[X ],
and (uΦ0,Φk+1,Φk+2, . . . ,Φl(Φ)) is a prime factorization of Uf in R[X ].
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Proof. Let P = Pf and U = Uf . One has U ∈ R[X ] by Lemma 3.5(1), so PU =
f = Φ0(Φ1 · · ·Φk)(Φk+1 · · ·Φl(Φ)) in R[X ], with Φi irreducible in R[X ] for all i > 0.
For all i > k, clearly Φi is not a unit in R times a p-Weierstrass polynomial, and
therefore by Lemma 3.10 one has Φi ∤ P in R[X ]. Also, for all 0 < i ≤ k, since
(Φi)0 ∤ U0, one has Φi ∤ U . It follows that Φ1 · · ·Φk divides P and Φk+1 · · ·Φl(Φ)
divides U in R[X ]; let the quotients in R[X ] be P ′ and U ′, respectively, so P ′U ′ =
Φ0 is a unit in R[X ]. Thus P
′ and P ′−1Φ0 are units in R[X ], hence units in R,
whence P ′ = u−1 and U ′ = uΦ0. 
Let R be a ring and a an ideal of R, and let a ∈ R. Let us say that a mod a
prime factorization of a in R is a list Ψ = (a0, a1, . . . , ak) of elements of R, with
a0 a unit in R, such that a has a prime factorization (pi0, pi1, . . . , pik) in R with
pii ≡ ai (mod a) for all i. Write Ψi = ai for all i ≤ k.
Algorithm 5.4. Let R be a UFD and p a prime ideal of R such that R is complete
with respect to some p-filtration of R. Let P = pR[X ] +XR[X ], and let N be an
positive integer. Let f ∈ R[[X ]] be p-distinguished of order n with f0 6= 0. For all
i ≤ (n+1)N let Πi ⊆ R be a system of representatives for R/pi. Suppose that Ψ is
a mod P(n+1)N prime factorization of g = f mod P(n+1)NR[[X ]] in R[X ], where
the Ψi are indexed so that (Ψi)0 for i > 0 is a unit in R if and only if i > k. Given
the data (R,Ψ, k), the following algorithm returns a mod PN prime factorization
of Pg in R[X ] with Pg ≡ Pf (modPN ).
(1) Let u be the leading coefficient of the polynomial Ψ1 · · ·Ψk.
(2) Return (u−1,Ψ1, . . . ,Ψk).
Proof. This follows from Propositions 5.1 and 5.3. 
6. Factoring algorithms
In this section we provide an algorithm for computing any number of coefficients
of the irreducible factors, counting multiplicities, of a polynomial in R[[X ]] for a
PID R.
The following algorithm computes a prime factorization of any power series in
R[[X ]], provided that one can factor corresponding Weierstrass polynomials over
the relevant completions of R to infinite precision, where R is a PID.
Algorithm 6.1. Let R be a PID with quotient field K and f a nonzero formal
power series in R[[X ]]. Let Φ(c(f)) be a prime factorization of c(f) in R. Let r be
the least nonnegative integer such that fr 6= 0. Let P be a complete set of nonas-
sociate prime factors of fr/c(f) in R. For each pi ∈ P, let (1,Φpi,1, · · · ,Φpi,lpi)
be a prime factorization of Pf/c(f)Xr,R̂(pi) in R̂(pi)[X ], and for each i ≤ lpi let
φpi,i be an element of R[[X ]] such that φpi,i = Vpi,iΦpi,i for some unit Vpi,i ∈
R̂(pi)[[X ]] and (φpi,i)0 is a power of pi, defined as in Lemma 4.1(2). Let V =
(f/c(f)Xr)
(∏
pi∈P
∏
i≤lpi
φpi,i
)−1
∈ K[[X ]]. Given the data (f, r,Φ(c(f)), V ) and
(φpi,i)pi∈P,i≤lpi , the following algorithm returns a prime factorization of f in R[[X ]].
(1) Write Φ(c(f)) = (u, τ1, . . . , τs) and (φpi,i)pi∈P,i≤lpi = (g1, . . . , gt).
(2) Return (uV, τ1, . . . , τs, X,X, . . . , X, g1, . . . , gt).
Proof. Replacing f with f/c(f)Xr, we may assume without loss of generality that
r = 0 and c(f) = 1. Factor f0 as a unit u times a product
∏
pi∈P pi
npi . Replacing f
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with u−1f , we may assume that u = 1. Choose bpi ∈ R with
∑
pi∈P bpi
∏
σ∈P\{pi} σ
nσ =
1. By Proposition 2.4 there is a unique g ∈ XR[[X ]] such that f = ∏pi∈P(pinpi +
bpig). Let fpi = pi
npi + bpig and f
′
pi = f/fpi =
∏
σ∈P\{pi}(σ
nσ + bσg). In R̂(pi)[X ] one
has Pfpi = Pf = Φpi,1 · · ·Φpi,lpi and fpiUf = fUfpi . By Lemma 3.10 each Φpi,i is a
unit upi,i in R̂(pi) times a piR̂(pi)-Weierstrass polynomial. Since Pφpi,i = u
−1
pi,iΦpi,i and
(φpi,i)0 is a power of pi, by Theorem 1.4 each φpi,i is irreducible in R[[X ]]. Moreover,
one has
fpi = UfpiPfpi = f
′−1
pi UfΦpi,1 · · ·Φpi,lpi = Vpiφpi,1 · · ·φpi,lpi ,
with each φpi,i irreducible in R[[X ]], where Vpi = (f
′
piVpi,1 · · ·Vpi,lpi)−1Uf is a unit in
R̂(pi)[[X ]]; by Lemma 3.7 one has Vpi ∈ R[[X ]]; and since (Vpi)0 divides pinpi in R and
(Vpi)0 is a unit in R̂(pi), it follows that (Vpi)0 is a unit in R and therefore Vpi is a unit
in R[[X ]]. Thus f =
∏
pi∈P fpi = (
∏
pi∈P Vpi)(
∏
pi∈P
∏
i≤lpi
φpi,i) and V =
∏
pi∈P Vpi
is a unit in R[[X ]], whence (V, g1, . . . , gt) is a prime factorization of f in R[[X ]]. 
For polynomials the algorithm above simplifies as follows.
Algorithm 6.2. Let R be a PID with quotient field K and f a nonzero polyno-
mial in R[X ]. Let Φ(c(f)) be a prime factorization of c(f) in R. Let r be the
least nonnegative integer such that fr 6= 0. Let P be a complete set of nonas-
sociate prime factors of fr/c(f) in R. For each pi ∈ P, let (1,Φpi,1, · · · ,Φpi,lpi)
be a prime factorization of f/c(f)Xr in R̂(pi)[X ], where the Φpi,i are indexed so
that (Φpi,i)0 a unit in R̂(pi) if and only if i > kpi, where kpi ∈ Z≥0. For each
i ≤ kpi let φpi,i be an element of R[[X ]] such that φpi,i = Vpi,iΦpi,i for some unit
Vpi,i ∈ R̂(pi)[[X ]] and (φpi,i)0 is a power of pi, defined as in Lemma 4.1(2). Let
V = (f/c(f)Xr)
(∏
pi∈P
∏
i≤kpi
φpi,i
)−1
∈ K[[X ]]. Given the data (f, r,Φ(c(f)), V )
and (φpi,i)pi∈P,i≤kpi , the following algorithm returns a prime factorization of f in
R[[X ]].
(1) Write Φ(c(f)) = (u, τ1, . . . , τs) and (φpi,i)pi∈P,i≤kpi = (g1, . . . , gt).
(2) Return (uV, τ1, . . . , τs, X,X, . . . , X, g1, . . . , gt).
Proof. The proof is similar to that of Algorithm 6.1. 
The following algorithm follows as in the proof of Lemma 4.1.
Algorithm 6.3. Let R ⊆ S be rings and f ∈ S[[X ]]. Suppose that f0 is a
nonzerodivisor in S and the R-algebra homomorphism R −→ S/f0S is surjec-
tive, and let d ∈ R ∩ f0S. Let N > 1 be an integer. For all i ≤ N − 1 let
Πi ⊆ S be a system of representatives of S/f i0S, with Π1 ⊆ R, and for any
s ∈ S/f i0S let s mod f i0 denote the unique element of Πi with image s in S/f i0S. Let
R′ = R[Π] ⊆ S, where Π =
⋃
i≤N−1
Πi. Let f
′ = f mod (f0, X)
N ∈ R′[X ]. Given
the data (R′[f−10 ], d,N, f
′) and (mod f i0)i≤N−1, the following algorithm returns
g mod XN and h mod (f0, X)
N−1 ∈ R′[X ] for some g ∈ R[[X ]] and h ∈ S[[X ]]
with g0 = d and g = hf .
(1) Set g′0 = d and h
′
0 = f
−1
0 d.
(2) For any positive integer n ≤ N − 1 define g′n and h′n recursively as follows:
g′n =
(
n−1∑
i=0
h′if
′
n−i
)
mod f0,
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h′n = f
−1
0
(
g′n −
n−1∑
i=0
h′if
′
n−i
)
mod fN−1−n0 .
(3) Return
g mod XN =
N−1∑
i=0
g′iX
i
and
h mod (f0, X)
N−1 =
N−2∑
i=0
h′iX
i.
Finally, in the following algorithm, which is our main result on factoring formal
power series, we indicate how to implement Algorithm 6.2 to any desired degree of
accuracy without requiring infinite precision in R[[X ]] or in the completions of R.
Algorithm 6.4. Let R be a PID, let f be a nonzero polynomial in R[X ], and let
N > 1 an integer. Let Φ(c(f)) be a prime factorization of c(f) in R. Let r be the
least nonnegative integer such that fr 6= 0. Let f ′ = f mod XN+rR[[X ]] ∈ R[X ].
Let P be a complete set of nonassociate prime factors of fr/c(f) in R. For all pi ∈
P, let (1,Ψpi,1, . . . ,Ψpi,lpi) be a mod (fr/c(f), X)N prime factorization of f/c(f)Xr
in R̂(pi)[X ]. Let R
′ = R[(Ψpi,i)
−1
0 : pi ∈ P , i ≤ lpi}]. For each i ≤ lpi, let tpi,i ∈ Z≥0
with (Ψpi,i)0R̂(pi) = pi
tpi,iR̂(pi). Let v = (fr/c(f))
∏
pi∈P
∏
i≤lpi
pi−tpi,i ∈ R. For each
j ≤ mpi = (N − 1)max{tpi,i : i ≤ lpi}, let Πpi,j ⊆ R be a system of representa-
tives for R/pijR, and for any s ∈ R̂(pi)/pijR̂(pi) let s mod pij denote the unique ele-
ment of Πpi,j with image s in R̂(pi)/pi
jR̂(pi). Given the data (R
′, N, r, f ′,Φ(c(f)), v),
(Ψpi,i, tpi,i)pi∈P,i≤lpi , and (mod pi
j)pi∈P,j≤mpi , the following algorithm returns a mod
XNR[[X ]] prime factorization of f in R[[X ]].
(1) For each pi ∈ P reindex the Ψpi,i so that tpi,i = 0 if and only if i > kpi, where
kpi ∈ Z≥0.
(2) Using Algorithm 6.3, for all i ≤ kpi compute ψ′pi,i = ψpi,i modXNR[[X ]],
where ψpi,i = Wpi,iΨpi,i ∈ R[[X ]] for some unit Wpi,i ∈ R̂(pi)[[X ]] and
(ψpi,i)0 = pi
tpi,i .
(3) Write Φ(c(f)) = (u, τ1, . . . , τs) and (ψ
′
pi,i)pi∈P,i≤kpi = (g1, . . . , gt).
(4) Compute
V = (f ′/c(f)Xr) (g1 · · · gt)−1 mod XN+rR[[X ]]
by recursion on the coefficients of V , noting that V0 = v is a unit in R.
(5) Return (uV, τ1, . . . , τs, X,X, . . . , X, g1, . . . , gt).
Proof. For each pi ∈ P there exists a prime factorization (1,Φpi,1, . . . ,Φpi,lpi) of
f/c(f)Xr in R̂(pi)[X ] with Φpi,i ≡ Ψpi,i (mod (fr/c(f), X)N) for all i ≤ lpi. Let
i ≤ kpi. Then Ψpi,i ≡ Φpi,i (mod ((Φpi,i)0, X)N), which in turn implies (Ψpi,i)0 ≡
(Φpi,i)0 (mod ((Φpi,i)0)
2) and therefore (Ψpi,i)0R̂(pi) = (Φpi,i)0R̂(pi). By Lemma
4.1(3), then, it follows that
ψ′pi,i = ψpi,i mod X
NR[[X ]] = φpi,i mod X
NR[[X ]],
where φpi,i = Vpi,iΦpi,i ∈ R[[X ]] for some unit Vpi,i ∈ R̂(pi)[[X ]]. Therefore, by the
notation introduced in step (3) we may write (φpi,i)pi∈P,i≤kpi = (G1, . . . , Gt) with
FACTORING FORMAL POWER SERIES OVER PRINCIPAL IDEAL DOMAINS 19
Gi ≡ gi (mod XNR[[X ]]) for all i. By Algorithm 6.2,
(uW, τ1, . . . , τs, X,X, . . . , X,G1, . . . , Gt)
is a prime factorization of f in R[[X ]], whereW = (f/c(f)Xr)(G1 . . .Gt)
−1. More-
over, one has
V c(f)Xrg1 · · · gt ≡ f ′ ≡ f ≡Wc(f)Xrg1 · · · gt (modXN+rR[[X ]]),
and therefore V ≡W (modXNR[[X ]]). Therefore
(uV, τ1, . . . , τs, X,X, . . . , X, g1, . . . , gt)
is a mod XNR[[X ] prime factorization of f in R[[X ]]. 
7. Irreducibility criteria
In this section we provide an alternative (and shorter) proof of Theorem 1.4. Our
main result in this section is the following theorem, which, together with Corollary
2.3(2), yields Theorem 1.4.
Theorem 7.1. Let R be an integral domain and p a prime ideal of R such that
R̂p is an integral domain containing R, and let f ∈ R[[X ]] be p̂-distinguished in
R̂p[[X ]]. Suppose that R̂p/f0R̂p ∼= R/f0R as R-algebras and any divisor of f0 in
R̂p is associate in R̂p to a divisor of f0 in R. Then f is irreducible in R[[X ]] if
and only if the Weierstrass polynomial Pf associated to f in R̂p[X ] is irreducible
in R̂p[X ]; in fact, one has the following.
(1) If f = gh for nonunits g, h ∈ R[[X ]], then g and h are p̂-distinguished in
R̂p[[X ]], one has Pf = PgPh, and Pg and Ph are nonunits in R̂p[X ].
(2) If Pf = GH for nonunits G,H in R̂p[X ], then f = gh for nonunits g, h ∈
R[[X ]] with G = uPg and H = u
−1Ph for a unique unit u ∈ R̂p.
Remark 7.2. The hypotheses of Theorem 7.1 hold if R is any integral domain,
p = (pi) a principal prime ideal of R such that R̂p is an integral domain containing
R, and f ∈ R[[X ]] is any p̂-distinguished series in R̂p[[X ]] with f0 associate in R
to a power of pi.
To prove Theorem 7.1 we use Lemmas 3.7, 3.10, 4.1, and the following lemma.
Lemma 7.3. Let R be an integral domain and p a prime ideal of R such that R̂p
is an integral domain containing R. For any f ∈ R[[X ]] that is p̂-distinguished in
R̂p[[X ]], one has the following.
(1) If f = gh with g, h ∈ R[[X ]], then g and h are p̂-distinguished in R̂p[[X ]],
and one has Pf = PgPh and Uf = UgUh.
Moreover, if every nonunit divisor of f0 in R is a nonunit in R̂p, then we have the
following.
(2) If f = gh for nonunits g, h in R[[X ]], then Pg and Ph are nonunits in
R̂p[X ].
(3) If Pf is irreducible in R̂p[X ], then f is irreducible in R[[X ]].
Proof. Suppose that f = gh, where g, h ∈ R[[X ]]. Since p̂ is prime, the series g and
h are p̂-distinguished by Lemma 3.10, and we have
UfPf = f = gh = (UgPg)(UhPh) = (UgUh)(PgPh),
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and UgUh is a unit in R̂p[[X ]] and PgPh is a p̂-Weierstrass polynomial in R̂p[X ].
By uniqueness it follows that Uf = UgUh and Pf = PgPh. This proves (1).
Suppose now that every nonunit divisor of f0 in R is a nonunit in R̂p and that
f = gh, where g and h are nonunits in R[[X ]]. Since Pg is monic, if it is constant
then Pg = 1 and so g = Ug, whence g0 is a unit in R̂p and a nonunit divisor
of f0 in R, contradicting the hypothesis on f0. Therefore Pg, and likewise Ph, is
nonconstant, hence a nonunit in R̂p[X ], and Pf = PgPh is reducible in R̂p[X ]. This
proves (2) and (3). 
Proof of Theorem 7.1. If d is any divisor of f0 in R, then R̂p/dR̂p ∼= R/dR, so d is
a nonunit in R̂p if and only if d is a nonunit in R. Therefore statement (1) holds
by Lemma 7.3. Suppose that Pf = GH , where G,H are nonunits in R̂p[X ]. Since
Pf is monic, there is a unique unit u ∈ R̂p such that G′ = u−1G and H ′ = uH are
monic. By Lemma 3.10 it follows that G′ and H ′ are p̂-Weierstrass polynomials,
say, of degree a and b, respectively. If a = 0 then G′ = 1 and G is a unit in R̂p[X ],
which is a contradiction. Therefore a, and likewise b, is a positive integer. Now,
G′0 and H
′
0 are divisors of f0 in R̂p. Therefore they are associate, respectively, to
divisors r and s of f0 in R. Since R̂p/rR̂p ∼= R/rR, and likewise for s, by Lemma
4.1 there exist g, h ∈ R[[X ]] with g0 = r and h0 = s and units U, V ∈ R̂p[[X ]] such
that g = UG′ and h = V H ′. Then g and h are p̂-distinguished of degree a and
b, respectively, with Pg = G
′ and Ph = H
′. Therefore G = uPg and H = u
−1Ph.
Moreover, we have f = UfPf = UfG
′H ′ =Wgh, where g, h are nonunits in R[[X ]],
and where W = UfU
−1V −1 ∈ R̂p[[X ]] is a unit. Since f = Wgh, the constant
term W0 divides f0 in R and is a unit in R̂p and is therefore a unit in R. Therefore
f0R = (gh)0R, and since R ∩ f0R̂p = f0R, by Lemma 3.7 we have W ∈ R[[X ]].
Thus W is a unit in R[[X ]]. Finally, setting g′ = Wg, we see that Pg′ = Pg and
f = g′h is reducible in R[[X ]]. 
8. Towards an effective irreducibility test
In this section we provide an algorithm for testing the irreducibility of a formal
power series in R[[X ]] with no nonunit constant or square divisors, where R is the
ring of integers in a number field with class number 1.
Let K be a finite extension of Qp, and let | · | denote the unique absolute value
on K extending the p-adic absolute value on Qp. Let λ be a positive real number.
For all f ∈ K[X ] let ||f ||λ = maxi |ai|λi. Then || · ||λ is a nonarchimedean absolute
value on K[X ]. Denote the discriminant of a polynomial f ∈ K[X ] by ∆(f).
Lemma 8.1. Let R = OK be the ring of integers in a finite extension K of Qp
with uniformizing parameter pi ∈ R, let f be a polynomial in R[X ] of degree n with
f0 6= 0 and |fn| = 1, and let λ = |f0|1/n. If g is any polynomial in R[X ] of degree
n with ||f − g||λ < min(|f0|, |∆(f)|2/|f0|4n−3), then f is irreducible in R[X ] if and
only if g is irreducible in R[X ].
Proof. Note first that |f0 − g0| ≤ ||f − g||λ < |f0|, so |f0| = |g0| and λ = |g0|1/n.
Let F = f/f0 and G = g/f0. By hypothesis one has
||F −G||λ = |1/f0| ||f − g||λ < min(1, |∆(f)|2/|f0|4n−4) = min(1, |∆(F )|2).
Suppose that g is irreducible in R[X ]. Then G is irreducible inK[X ], so the Newton
diagram of G is a line of slope −r = −v(g0)/n ≤ 0, and one has λ = |pi|r. It then
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follows from the remark after Definition 4.1 of [7] that ||G||λ = |G0| = |g0/f0| = 1.
Moreover, since ||F − G||λ < 1 = ||G||λ, one has ||F ||λ = 1, and by [7, Lemma
8.18], the Newton diagram of F is the same as that of G. Therefore, since G is
irreducible in K[X ], by [7, Corollary 8.19] the polynomial F is irreducible in K[X ],
so f = f0F is irreducible in R[X ] since f is primitive, as |fn| = 1.
Conversely, suppose that f is irreducible in R[X ]. As above it follows that
||F ||λ = ||G||λ = 1 and the Newton diagram of both F and G is a line of slope −r,
where λ = |pi|r. By the proof of [7, Corollary 8.19] one has |∆(F )| = |∆(G)|, and
therefore
||F −G||λ < min(1, |∆(G)|2).
Therefore, again by [7, Corollary 8.19], the polynomial G is irreducible in K[X ].
Finally, one has |fn − gn||f0| = |fn − gn|λn < |f0|, whence |fn − gn| < 1 and so
|gn| = |fn| = 1 and therefore the polynomial g = f0G is primitive. Thus g is
irreducible in R[X ]. 
Let R be a ring and a an ideal of R. For any f ∈ R[[X ]] that is â-distinguished
in R̂a[[X ]] we define ∆a(f) to be the discriminant ∆(P ) ∈ R̂a of the associated
Weierstrasss polynomial P = Pf,R̂a . Suppose that m = a is maximal. Although
R̂m may not be a complete local ring, it is necessarily a Henselian local ring, by the
proof of [14, Theorem 8.3 Hensel’s lemma]. Suppose that R̂m is an integral domain.
Let R̂+m be the absolute integral closure of R̂m and m̂
+ its unique maximal ideal. Let
R˜m = (̂R̂
+
m)m̂+ denote the completion of R̂
+
m with respect to m̂
+ and m˜ its unique
maximal ideal, and suppose that R˜m is also an integral domain. Since U = Uf,R̂m
converges in m˜ and has no zeros in m˜, the roots of P in R̂+m coincide with the zeros
of f = UP in m˜. If these roots are α1, . . . , αn (counting multiplicities) then one
has ∆m(f) =
∏
i<j(αi − αj)2. In particular, ∆m(f) ∈ R̂m can be computed from
the zeros of f (or approximated from approximate zeros of f) in R˜m, without a
priori knowledge of the Weierstrass polynomial Pf,R̂p , assuming that R̂m and R˜m
are integral domains.
The following algorithm avails itself of standard algorithms in algebraic number
theory.
Algorithm 8.2. Let K be a number field with class number 1 and ring of integers
R = OK . Let f ∈ R[[X ]], and suppose that f has no nonunit constant or square
factors and f0 is a nonzero nonunit of R. Let pi be a prime in R dividing f0, and
let D be a positive lower bound for |∆(pi)(f)|, where | · | is the unique absolute value
on R̂(pi) with |p| = 1/p, where p is the characteristic of the residue field R/(pi). Let
n be the least nonnegative integer so that pi ∤ fn. Let B = min(|f0|, D2/|f0|4n−3),
and choose a positive integer N so that |pi|N < B|pi|n. Let g = f mod (X(n+1)N ).
Given the data (R, g, pi, n,N), the following algorithm determines whether or not f
is irreducible in R[[X ]].
(1) If g0 = 0, then return IRREDUCIBLE if g1 is a unit in R and return
REDUCIBLE otherwise.
(2) If g0 has at least two nonassociate prime factors in R, then return RE-
DUCIBLE.
(3) For each i ≤ (n + 1)N , compute a system Πi ⊆ R of representatives for
R/(pii) with 0 ∈ Πi.
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(4) Using Algorithm 5.2, compute Q = Pg mod (pi,X)
N ∈ R[X ], where Pg is
the Weierstrass polynomial in R̂(pi)[X ] associated to g.
(5) Test whether or not Q is irreducible in R̂(pi)[X ] using known irreducibil-
ity tests, as in [7] [8] [10] [11] [12] [18]. Return IRREDUCIBLE if Q is
irreducible in R̂(pi)[X ] and return REDUCIBLE otherwise.
Proof. Since f has no nonunit square factors, by Theorem 7.1(2) the same is true of
the polynomial P = Pf , and ∆(pi)(f) = ∆(P ) is therefore nonzero. Since steps (1)
and (2) are clearly justified, we may assume without loss of generality that f0 = g0
is nonzero and does not have two nonassociate prime factors. By Algorithm 5.2
and the construction of Q in step (4) one has P = Pf ≡ Pg ≡ Q (mod (pi,X)N ).
Moreover, since 0 ∈ Πi for each i and P has degree n < N , it follows that Q also
has degree n. Let λ = |f0|1/n. One has
||P −Q||λ = max
i≤n
|Pi −Qi|λi ≤ max
i≤n
|Pi −Qi| ≤ max
i≤n
|pi|N−i < B,
and therefore since |f0| = |P0| and ∆(pi)(f) = ∆(P ) one has
||P −Q||λ < B ≤ min(|P0|, |∆(P )|2/|P0|4n−3).
By Lemma 8.1 it follows that P is irreducible in R̂p[X ] if and only if Q is irreducible
in R̂p[X ]. Finally, by Theorem 1.4, P = Pf is irreducible in R̂p[X ] if and only if f
is irreducible in R[[X ]]. This justifies step (5) of the algorithm and concludes the
proof. 
Remark 8.3. Algorithm 8.2 could be implemented if one had an effective algorithm
for computing a positive lower bound for |∆(pi)(f)|.
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