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We study the quantum dynamics of the kicked Dicke model(KDM) in terms of the Floquet op-
erator and analyze the connection between the chaos and thermalization in this context. The
Hamiltonian map is constructed by taking the classical limit of the Heisenberg equation of motion
suitably to study the corresponding phase space dynamics which shows a crossover from regular
to chaotic motion by tuning the kicking strength. The fixed point analysis and calculation of the
Lyapunov exponent(LE) provides us a complete picture of the onset of chaos in phase space dy-
namics. We carry out the spectral analysis of the Floquet operator which include the calculation
of quasienergy spacing distribution, structural entropy and show the correspondence to the random
matrix theory in the chaotic regime. Finally, we analyze the thermodynamics and statistical proper-
ties of the bosonic sector as well as the spin sector and discuss how such periodically kicked system
relaxes to a thermalized state in accordance with the laws of statistical mechanics. We introduce
the notion of an effective temperature and show that a microcanonical picture is emerging out in
the thermodynamic limit indicating the thermalization occurring in such system.
PACS numbers: 05.30.-d, 05.45.Mt
I. INTRODUCTION
The emergence of chaos in classical dynamical systems,
in the long time limit, can often be related to the ergodic
properties of the phase space [1], however, the process of
equilibration of an isolated quantum system is not fully
understood. The progress in quantifying the signature of
chaos in quantum dynamics [2] have generated interests
towards understanding thermalization in isolated quan-
tum systems [3, 4]. In an important foray, it had been
shown that statistical properties of a closed quantum sys-
tem under non-equilibrium evolution can be explained by
eigenstate thermalization hypothesis(ETH) which pro-
poses that thermalization happens at the level of indi-
vidual many-body eigenstates [5, 6]. In a number of the-
oretical works it has been shown that strongly interacting
many-body systems thermalize [6, 7] typically by energy
sharing between many interacting modes [8, 9]. An al-
ternative viewpoint has been proposed in understanding
thermalization of two-level interacting systems, namely
the ‘Dicke model’(DM) [10], by analyzing the semiclassi-
cal dynamics of a classically chaotic counterpart [11, 12].
This work indicates that the low-dimensional chaotic dy-
namics is the main criteria and route to thermalization
in contrast to the complexity of the many body systems.
This also opens the possibility to study thermalization
in relatively simple kicked systems with few degrees of
freedom exhibiting chaotic dynamics [2, 13, 14]. It is
thus important to investigate the fate of thermalization
in a simple entangled system in the presence of kicks.
Furthermore we ask the question whether it is possible
to predict equilibration in such kicked systems from the
underlying chaotic classical dynamics. To answer these
questions, in this work we consider the Dicke model sub-
jected to periodic kicks and demonstrate that this sim-
ple generalization induces rich dynamical features in the
classical as well as in the quantum regimes leading to the
process of thermalization.
Originally, Dicke model was proposed to describe an
ensemble of two-level atoms interacting with a single
mode of electromagnetic field, which shows a quantum
phase transition from the normal phase of the atoms
to the superradiant phase at a critical coupling strength
[10, 16]. In recent experiments on ultracold atoms, Dicke
like models have also been realized by coupling a Bose-
Einstein condensate with the cavity mode [17, 18]. These
experiments also generated a new impetus to study non-
equilibrium dynamics and quantum phases of Dicke like
models [19–24]. In another set of recent experiments on a
system of ultra-cold atoms [25, 26] have further renewed
interests in studying many-body dynamics in the pres-
ence of kicking [27–29] and thermalization induced by
periodic drive [30–32]. The above experiments motivate
us to consider the Dicke model subjected to temporal
perturbation by introducing a time periodic impulsive in-
teraction between the spin and the bosonic mode. Thus
by proposing the ‘kicked Dicked model’ the aim of the
present work is twofold: i) to present a detailed com-
parative analysis of classical and quantum dynamics of
KDM; ii) to study the spectral statistics of such kicked
quantum system and elucidate the dynamical route to
thermalization.
The rest of the paper is organized as follows. In Sec.
II we introduce the Hamiltonian of the KDM and obtain
the Heisenberg equation of motion for the correspond-
ing observables. This is followed by Sec. III where we
analyze the classical phase space dynamics by construct-
ing a classical Hamiltonian map. Next, in Sec. IV we
discuss the quantum dynamics of KDM in terms of the
Floquet operator and its spectral statistics. This anal-
ysis is carried out in two subsections : in subsection.
IVA, a comparison between classical and quantum dy-
namics is presented. This is followed by subsection. IVB
where we discuss the signature of chaos in terms of the
2spectral statistics of the Floquet operator and show the
correspondence to the random matrix theory for large
strength of kicking. The fate of thermalization in such
periodically kicked system and the emergence of statis-
tical distribution in both the bosonic bath and the spin
sub-system are presented in Sec. V. Finally in Sec. VI,
we summarize our results, discuss possible experiments
relevant to our theory, and conclude.
II. THE MODEL
The Dicke Model describes an ensemble of the two level
atoms with an energy gap ~ω0 represented by the spin-
1/2 objects interacting with a single cavity mode. Hence
the collection of such ‘N’ atoms can be represented by
Sˆi =
∑N
j=1 σˆ
(j)
i /2 where Sˆi(i = x, y, z) represents the
components of the total spin S. Thus at zero tempera-
ture DM represents a large spin of magnitude S = N/2
interacting with a single bosonic mode described by the
Hamiltonian, Hˆ = Hˆ0 + Hˆc [10, 16] with
Hˆ0 = ω0Sˆz +Ωaˆ
†aˆ (1a)
Hˆc =
λ√
S
(aˆ† + aˆ)Sˆx (1b)
where aˆ(aˆ†) are the annihilation(creation) operators of
the bosonic mode of frequency Ω and Hˆc represents the
coupling term with the coupling constant λ. The single
bosonic mode can be alternatively viewed as a quantum
harmonic oscillator with mass ‘m’ and the canonically
conjugate position and momenta are given by QˆH =√
1
2mΩ(aˆ
† + aˆ) and PˆH = i
√
mΩ
2 (aˆ
† − aˆ) respectively.
Here and in the rest of the paper we set ~ = 1, mea-
sure all energy(time) in units of ω0(1/ω0) e.g. Ω ≡ Ω/ω0
and introduce the dimensionless variables of the oscilla-
tor(bosonic mode) Qˆ ≡ √mΩQˆH and Pˆ ≡ PˆH/
√
mΩ.
As a time-dependent generalization of the Dicke model
we introduce a periodic kicking to the interaction be-
tween the spin and the bosonic mode. Thus the Hamil-
tonian of the kicked Dicke model is described by,
Hˆ(t) = Hˆ0 + Hˆc(t), (2a)
Hˆc(t) =
λ0√
S
(aˆ† + aˆ)Sˆx
∞∑
n=−∞
δ(t− nT ), (2b)
where λ0 represents the kicking strength(equivalently
the coupling strength) and T is the time period be-
tween the two consecutive kicking. The generic unitary
time evolution of a system under the time-dependent
Hamiltonian Hˆ(t) can be described by, |Ψ(t)〉 =
Tˆ e−i
∫
t
0
Hˆ(t)dt|Ψ(0)〉, where Tˆ is the time ordering opera-
tor and Ψ(t) is the wavefunction at time t. We note that,
in the KDM the system evolves freely in between the suc-
cessive kicks under Hˆ0; this free time evolution is gov-
erned by the unitary operator Uˆ0 = e
−iHˆ0T . This is fol-
lowed by the instantaneous kick to the system which can
be described by the unitary operator Uˆc = e
−i
λ0√
S
(aˆ†+aˆ)Sˆx .
So the total time evolution of the system within a com-
plete cycle under Hˆ(t)2 is described by the Floquet op-
erator [2, 13] which is given by,
Fˆ = UˆcUˆ0 (3)
Having defined the Floquet operator, it is now easy
to describe the discrete time evolution of any operator
Oˆ in the Heisenberg picture; the corresponding equation
of motion can be written as Oˆ(n+1) = Fˆ†Oˆ(n)Fˆ , where
Oˆ(n) is the operator at the time t = nT. Following such
procedure, we obtain the stroboscopic time evolution of
the operators corresponding to the spin components and
the bosonic mode(harmonic oscillator) given by,
Sˆ(n+1)x = Sˆ
(n)
x cosT − Sˆ(n)y sinT (4a)
Sˆ(n+1)y = cos zˆ(Sˆ
(n)
x sinT + Sˆ
(n)
y cosT )− Sˆ(n)z sin zˆ (4b)
Sˆ(n+1)z = sin zˆ(Sˆ
(n)
x sinT + Sˆ
(n)
y cosT ) + Sˆ
(n)
z cos zˆ (4c)
Qˆ(n+1) = Qˆ(n) cosΩT + Pˆ (n) sinΩT (4d)
Pˆ (n+1) = Pˆ (n) cosΩT − Qˆ(n) sinΩT − λ0
√
2
S
[
Sˆ(n)x cosT
−Sˆ(n)y sinT
]
(4e)
where zˆ = λ0
√
2
S
[
Qˆ(n) cosΩT + Pˆ (n) sinΩT
]
(4f)
III. CLASSICAL DYNAMICS AND FIXED
POINT ANALYSIS
In this section we analyze the classical counterpart
of the Kicked Dicke Model by taking the classical
limit of the corresponding Heisenberg equations of mo-
tion obtained in Eq. 4. The classical limit can be
achieved for the large spin i.e. S → ∞. It can be
noted that the spin variables(Sˆx,y,z) can be classically
described by the components of a spin vector ~S ≡
(S sin θ cosφ, S sin θ sinφ, S cos θ), where θ and φ are the
polar and the azimuthal angles respectively, representing
the orientation of the spin vector. We rescale the classi-
cal spin variables by S i.e. si ≡ Sˆi/S; the conservation of
the total spin leads to the constraint s2x+ s
2
y+ s
2
z = 1. In
addition to rescaling the spin variables, we appropriately
scale the canonically conjugate variables of the oscillator
Pˆ and Qˆ by
√
S, i.e., q ≡ Qˆ/
√
S and p ≡ Pˆ /
√
S. With
these transformations, we note that [si, sj] = iǫijksk/S
and [q, p] = i/S; hence in the limit S → ∞ it is easy to
see that the commutators vanish as the variables become
3classical. From Eq. 4, the stroboscopic time evolution
of the corresponding classical dynamical variables in be-
tween the consecutive kicks are described by the following
Hamiltonian map,
s(n+1)x = s
(n)
x cosT − s(n)y sinT (5a)
s(n+1)y = cos z(s
(n)
x sinT + s
(n)
y cosT )− s(n)z sin z (5b)
s(n+1)z = sin z(s
(n)
x sinT + s
(n)
y cosT ) + s
(n)
z cos z (5c)
q(n+1) = q(n) cosΩT + p(n) sinΩT (5d)
p(n+1) = −q(n) sinΩT + p(n) cosΩT −
√
2λ0
[
s(n)x cosT
−s(n)y sinT
]
(5e)
where z =
√
2λ0
(
q(n) cosΩT + p(n) sinΩT
)
(5f)
By iterating the Hamiltonian map described in Eq. 5
we obtain the phase space dynamics of the bosonic sector
as well as the spin dynamics projected in x-y plane of the
Bloch sphere. We observe that for smaller values of the
kicking strength λ0 phase space trajectories are regular
whereas the system crosses over to a chaotic phase space
dynamics (for both spin and oscillator) with increasing
λ0 as depicted in Fig. 1.
(a) (b) (c)
(d) (f)(e)
FIG. 1. Phase portrait obtained by iterating the Hamiltonian
map in Eq. 5 has been shown for increasing kicking strength
λ0. Top panel represents the phase portraits in the pro-
jected spin space(sx-sy plane) and bottom panel represents
the phase portraits in the bosonic space(q-p plane). Columns
from left to right correspond to λ0 = 0.01, 0.05 and 0.6 re-
spectively. We have set Ω = 0.5, T = 1.0.
To quantify the onset of chaos we analyze the Hamil-
tonian map given in Eq. 5. The fixed points are obtained
from the condition s
(n+1)
i = s
(n)
i = s
∗
i , q
(n+1) = q(n) = q∗
and p(n+1) = p(n) = p∗. We note the existence of
the trivial fixed points given by {s∗x, s∗y, s∗z, q∗, p∗} ≡
{0, 0,±1, 0, 0} ≡ s∗± corresponding to the excited state
and ground state of the DM(Eq. 1) for all values of the
kicking strength λ0. Apart from that, the non-trivial
fixed points can be obtained by solving the non-linear
equation for q∗ which is given as follows,
(q∗)2 tan2
(
ΩT
2
)
cos2
(
T
2
) [1 + cot2(λ0q∗√
2
)
sin2
(
T
2
)]
= λ20/2.
(6)
We note that Eq. 6 admits only the non-zero solution
of q∗. The non-zero values of the other variables corre-
sponding to this fixed point are given by,
p∗ = tan
(
ΩT
2
)
q∗ (7a)
s∗x = −(
√
2/λ0) tan
(
ΩT
2
)
q∗ (7b)
s∗y = tan
(
T
2
)
(
√
2/λ0) tan
(
ΩT
2
)
q∗ (7c)
s∗z = cot
(
λ0q
∗
√
2
)[
sin(T )s∗x + cos(T )s
∗
y
]
(7d)
From Eq. 6 we note that the non-trivial fixed points
always appear in pairs (with equal magnitude and op-
posite sign). By solving Eq. 6 we notice that the first
pair of non-trivial fixed points appear above the critical
coupling strength λc given by,
λc =
√
2 tan(ΩT/2) tan(T/2). (8)
Additional pairs of non-trivial fixed points appear at
λ0 ≈ λc
√
(2n+1)pi
2 sin(T/2) where n is a positive integer denoting
the no of pair as shown in Fig. 2(a). Next we analyze the
linear stability of these fixed points; to do that we con-
struct the Jacobian matrix J whose elements are given
by, Jij = ∂A
(n+1)
i /∂A
(n)
j where {A1, A2, A3, A4, A5} ≡
{sx, sy, sz, q, p} and study the nature of the eigenvalues
of J [33]. We find that out of the five complex eigenvalues
of J, one always comes out to be 1 as a consequence of
the fixed magnitude of the spin vector and the remain-
ing four eigenvalues appear in pairs (complex conjugate
of each other). Stability of the fixed points are ensured
if the magnitudes of the eigenvalues are unity [2, 33].
First we note that the two trivial fixed points s∗+ and
s∗− corresponding to the excited and ground state of the
DM respectively remain dynamically stable for smaller
kicking strength. With the increase in λ0, s
∗
+ loses the
stability at the critical kicking strength λ′c given by,
λ′c =
√
(cosT − cosΩT )2/(2 sinT sinΩT ) (9)
Further increase in λ0 results in the instability of the
fixed point s∗− corresponding to the ground state at the
critical kicking strength λc(Eq. 8). In Fig. 2(a) q
∗ has
been shown as a function of λ0; we see that s
∗
+ loses
the stability at λ′c(shown in arrowhead) much before λc
4at which the other trivial fixed point s∗− becomes unsta-
ble. For λ0 > λc the non-trivial fixed points obtained
uniquely from non-zero q∗ becomes dynamically stable.
We further notice that the region of stability of these
non-trivial fixed points decrease with increasing coupling
strength and finally the phase space becomes completely
chaotic for large λ0 with no such stable fixed point in the
system.
0 1 2 3 4
λ0
-10
-5
0
5
10
q*
Stable Fixed Points
Unstable Fixed Points
0 0.3 0.6 0.9
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0
0.1
0.2
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(a) (b)
FIG. 2. (a) Fixed points q∗ has been shown as a function of λ0.
The bold points(black) indicate the stable fixed points and
dots(red) indicate the unstable fixed points. The arrowhead
indicates the critical kicking strength λ′c ∼ 0.39 at which s∗+
loses the stability. (b) The two positive Lyapunov exponents
Λ1 and Λ2 have been shown as a function of λ0. The other
parameters we have set for this figure are Ω = 0.5, T = pi/3.
In a dynamical system the ‘Lyapunov Exponent’(LE)
is a measure to quantify the onset of chaos. In the
present case the LE’s of the Hamiltonian map(Eq. 5) are
estimated by the method of QR decomposition of the
corresponding linearized system [34]. We represent the
converged values of the Lyapunov exponents as (0,±Λ2,
±Λ1) where Λ1 > Λ2. In Fig. 2(b) we have shown the two
positive Lyapunov exponents Λ1,2 (averaged over 1000
initial conditions) as a function of the coupling strength
λ0. We note that for small kicking strength Λ1,2 ∼ 0;
LEs start rising around the kicking strength λ′c and in-
crease with increasing λ0 as depicted in Fig. 2(b). From
the above analysis, it has become clear that the classi-
cal counterpart of the KDM undergoes a crossover from
regular to chaotic phase space dynamics by tuning the
kicking strength and the onset of chaos can be quantified
in terms of the average LE.
IV. QUANTUM DYNAMICS
In this section we study the stroboscopic quantum dy-
namics of the kicked Dicke model in terms of the Flo-
quet operator and discuss its spectral properties. Such
an analysis is carried out considering the computational
basis as |χ〉 which is the simultaneous eigenstate of Sˆz
and aˆ†aˆ. In the Schro¨dinger picture the state of the sys-
tem at t = nT , being evolved under the kicked Dicke
Hamiltonian(Eq. 2), can be written as follows,
|ψ(nT )〉 = Fˆn|ψ(0)〉 (10)
where Fˆ is the Floquet operator (see Eq. 3) and |ψ(0)〉 is
the initial state. Now the spectral decomposition of the
wavefunction in the eigenbasis of Fˆ allows to write down
the time evolved state at t = nT in the following way,
|ψ(nT )〉 =
∑
ν
cνe
−iφνn|Φν〉 (11)
where the co-efficient cj = 〈Φj |ψ(0)〉, e−iφν and |Φν〉
are the eigenvalue and the eigenvector corresponding to
the νth mode, φν being the eigenphase, of the Floquet
operator Fˆ . At any time instant t = nT the expectation
value of any observable Oˆ can be obtained from 〈Oˆ〉 =
〈ψ(nT )|Oˆ|ψ(nT )〉.
Following such prescription, we aim to present the
classical-quantum correspondence and discuss the fate
of classicality in terms of the coherent state in different
regimes of the coupling strength λ0 in section IVA. Next,
in section IVB we will analyze the spectral properties of
the Floquet operator Fˆ and discuss the correspondence
to the phase space dynamics.
A. Classical-Quantum Correspondence
In this subsection we compare the classical dynam-
ics obtained by iterating the Hamiltonian map (Eq. 5)
with the stroboscopic quantum dynamics in the differ-
ent regime of the kicking strength. A suitable classical
representation of the quantum state |ψ〉 is given by the
coherent state |α; θ, φ〉 = |α〉 ⊗ |θ, φ〉, where |α〉 repre-
sents the coherent state of the harmonic oscillator [35]
given by
|α〉 = e−|α|2/2eαaˆ† |0〉 (12)
where α is the classical variable corresponding to the op-
erator aˆ. |θ, φ〉 is the spin coherent state [36] given by,
|θ, φ〉 = (1 + |z|2)−SezSˆ+ |S,−S〉 (13)
where θ and φ are polar and azimuthal angles respec-
tively, representing the orientation of the spin variables
of magnitude S and z = e−iφ tan θ/2.
We choose the initial state |ψ(0)〉 as the coherent state
|α; θ, φ〉 which is constructed from the values of the corre-
sponding classical variables. Such a choice of the initial
state is relevant to analyze the classical-quantum cor-
respondence. First, we compute the average values of
the relevant observables e.g. 〈Sˆx〉, 〈Qˆ〉 which has been
shown as a function of time in Fig. 3 for different coupling
strengths. We see that for weak kicking strength, the
time evolution of both the quantities are in good agree-
ment with the corresponding classical variables obtained
by iterating the Hamiltonian map. Whereas for large
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FIG. 3. Time evolution of 〈Sˆx〉/S and 〈Qˆ〉/
√
S have been
shown for λ0 = 0.05 in (a,b) and for λ0 = 1.0 in (c,d).
Solid lines(red) correspond to the time evolution of the respec-
tive quantities obtained from quantum dynamics and dashed
lines(black) represent the same obtained by iterating the clas-
sical dynamical map in Eq. 5. We have chosen S = 20 and
Nmax = 30 for the quantum dynamics. Other parameters
chosen for this plot are T = pi/3, Ω = 0.5 and the initial co-
herent state has been constructed using q = 0.11, p = 0.14,
θ = 1.2 and φ = 0.5.
kicking strength, the results obtained from quantum dy-
namics deviates significantly from its classical counter-
part. We further emphasize on the fluctuations around
these mean values calculated in the regular regime (for
small λ0) and in the chaotic regime (for large λ0). The
root mean square deviation around the mean values of
an observable Oˆ can be written as,
δO =
(
〈Oˆ2〉 − 〈Oˆ〉2
)1/2
(14)
In Fig. 4(a,b) we have shown δQ and δP as a function of
time for different kicking strength. We find that in the
weak coupling regime, the fluctuations are very small,
whereas these increase with increasing kicking strength.
This result originates from the fact that in the weak cou-
pling regime the coherent nature of the wavefunction per-
sists, whereas in the strong coupling regime it indicates
the loss of the classicality in terms of the coherent state.
To further elucidate this fact we compute ‘coherence
factor’ which gives the estimate of the overlap of the
time-evolved wavefunction with the corresponding coher-
ent state and is defined in the following way,
C(t) = |〈α; θ, φ|ψ(t)〉|2 (15)
where we construct the coherent state |α; θ, φ〉 at each
instant of time where α, θ and φ are computed from 〈Qˆ〉,
〈Pˆ 〉 and 〈Sˆx,y,z〉. In Fig. 4(c) we have shown the quan-
tity 1-C(t) as a function of time t to quantify the devi-
ation of |ψ(nT )〉 from the coherent state at that instant
of time. We see that for smaller value of λ0, 1−C(t) ∼ 0
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FIG. 4. (a)-(b) δQ and δP have been shown as a function
of time. (c) The deviation of the time evolved wavefunction
from the coherent state, characterized by 1-C(t) as a function
of the time step(n) has been shown for different values of the
coupling strength λ0. (d) Rate of loss of coherence (γ) and
its resemblance with the highest LE (Λ) has been shown as a
function of λ0. The other parameters are same as in Fig. 3.
in the course of time evolution which is consistent with
the fact that the two subspaces of the system remains
non-entangled in the weak coupling regime and the semi-
classical dynamics can be a good prescription to capture
the dynamical features [11, 12]. On the other hand in the
chaotic regime, 1-C(t) grows faster with time and even-
tually saturates at 1.0. Furthermore, the growth rate of
1-C(t) or equivalently the rate of loss of coherence can be
quantified by the exponential fitting parameter γ which
is surprisingly in strong resemblance with the Lyapunov
exponent obtained from the classical dynamics and in-
creases with λ0 (see Fig. 4d). This observation indicates
the fact that in the strong coupling regime when the cor-
responding phase space is chaotic, the coherent nature of
the wavefunction is completely lost and this results in the
loss of classicality of the system in terms of the coherent
state prescription.
B. Spectral Statistics
Two broad class of dynamics can also be character-
ized by the spectral statistics of the corresponding quan-
tum Hamiltonian. As a consequence of Berry-Tabor con-
jecture, Poisson distribution of the energy level spacing
implies regular phase-space dynamics[37]. On the other
hand, according to BGS conjecture [38] Wigner-Dyson
distribution of energy level spacing is an indicator of
the onset of chaos in the classical dynamics. In a pe-
riodically driven quantum system the onset of chaos can
alternatively be captured by studying the level statis-
tics of the quasi-energies of the corresponding Floquet
6operator[2, 15]. We recall that due to unitarity, the eigen-
values of the Floquet operator Fˆ can be written in the
form of e−iφν , where φν is called ‘eigenphase’ correspond-
ing to the νth eigenvalue of Fˆ . In this subsection we
focus on the statistical properties of the eigenphases and
eigenvectors of the Floquet operator(Fˆ).
We note that the Dicke Hamiltonian in Eq. 1 has a
conserved parity corresponding to the parity operator
Πˆ = exp(iπNˆ) [16], where Nˆ = aˆ†aˆ + Sˆz + S. The
parity operator possess two eigenvalues P = ±1 corre-
sponding to the odd or even eigenvalues of Nˆ . We also
observed that the parity is conserved in the Floquet dy-
namics. We separate out the eigenmodes of Uˆ based on
the eigenvalues(P) of the parity operator Πˆ and call the
subspace to be even(odd) according as P = 1(−1). The
statistical analysis is performed separately for two sym-
metry sectors.
We numerically diagonalize the Floquet operator to ob-
tain the eigenphases φν corresponding to a fixed symme-
try sector and sort them in ascending order and calculate
the level spacing δν = φν+1 − φν . The normalized spac-
ing distribution of the eigenphases(φν) is shown in Fig.
5. We note that for small value of the coupling strength
λ0 the distribution follows the Poisson statistics given by
P (δ) = exp(−δ), whereas in the limit of strong coupling,
this distribution is in agreement with the prediction of
orthogonal class RMT which can be effectively described
by the Wigner-Surmise given by P (δ) = piδ2 exp
(
−piδ24
)
[2, 39] exhibiting the fact of level repulsion in the chaotic
regime.
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FIG. 5. Spacing distribution of the eigenphases are shown
for λ0(= 0.1) in (a) and for λ0(= 10.0) in (b) considering
the even subspace of Fˆ . For smaller kicking strength the
distribution follows Poisson statistics, whereas for higher λ0
the distribution follows Wigner-Surmise; the corresponding
probability distributions are shown in solid curve(red). We
have set Ω = 0.5, T = pi/3, S = 25 and truncate the bosonic
Hilbert space at Nmax = 80 for this figure.
To study the crossover from Poisson to the Wigner-
Dyson statistics of spacing distribution of the eigenphases
we further calculate a dimensionless quantity rν , which
is defined as [40, 41],
rν =
min(δν+1, δν)
max(δν+1, δν)
(16)
where δν is the gap between consecutive eigenphases. For
Poisson distribution of level spacing, it can be shown that
〈rν〉 = 2 ln 2 − 1 ≈ 0.386, whereas in case of circular or-
thogonal ensemble of RMT, 〈rν〉 ≈ 0.527 [31]. In Fig. 6,
the variation of 〈rν〉 with the licking strength λ0 is de-
picted, which clearly indicates the crossover from Poisson
to the Wigner-Dyson statistics resulting from level repul-
sion with increasing λ0.
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FIG. 6. Average value of the ratio rν of the level spacing is
shown as a function of λ0 for S = 30, Nmax = 60. The other
parameters chosen for this plot are same as in Fig. 5.
More evidence of chaos can also be obtained from the
study of eigenvectors of the Floquet operator Uˆ . We de-
compose the eigenvectors |Φν〉 of Uˆ in terms of the com-
putational basis |χ〉 of corresponding symmetry sector,
|Φν〉 =
∑
χ
cνχ|χ〉, (17)
where |χ〉 is simultaneous eigenstate of Sˆz and aˆ†aˆ.
The degree of delocalization of the eigenmodes can
be quantified by calculating the inverse participation ra-
tio(IPR),
ξν =
1∑
χ |cνχ|4
. (18)
To capture the crossover phenomena we calculate the
average participation ratio which is given by Pr =∑
ν Pν/
∑
ν ν where Pν = 1/ξν and the sum runs over the
number of eigenmodes in the even(odd) subspace. From
Fig. 7(b), we see that with increasing λ0, the participa-
tion ratio Pr decreases and finally it vanishes indicating
delocalization in chaotic regime which is evident from the
growth of the Lyapunov exponent Λ obtained from the
classical dynamics. We note that all the eigenmodes of
the Floquet operator equally participate in the classically
chaotic regime.
To analyze the degree of mixing of the Floquet eigen-
vectors and its correspondence to RMT, we compute the
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FIG. 7. (a) Distribution of the structural entropy Sstrν of
different eigenmodes(ν) of Fˆ is shown for λ0 = 0.4 (black
solid line) and λ0 = 5.0 (red dotted line) for S = 25 and
Nmax = 70. In the chaotic regime(for large λ0) the distri-
bution is peaked around ∼ 0.3646 (pointed out by the ar-
rowhead) which is consistent with the orthogonal ensemble
of RMT. (b) Average participation ratio Pr has been shown
as a function of λ0 exhibiting a strong resemblance with the
highest Lyapunov exponent Λ.
structural entropy which is defined as [42],
Sstrν = −
∑
χ
|cνχ|2 ln |cνχ|2 − ln ξν , (19)
where Sν is the structural entropy corresponding to the
νth eigenmode. It can be shown that for eigenvectors of
the random matrices of orthogonal class, Sstr approaches
to an universal value ≈ 0.3646 irrespective of the dimen-
sion [4]. In Fig. 7(a) we have shown the distribution of
Sstrν for small and large values of λ0, which clearly shows
that the distribution becomes sharply peaked around
the value 0.3646 for large λ0. The results presented in
this section establish the connection between dynamical
chaos in the kicked DM and the spectral statistics of the
corresponding Floquet operator which exhibits its corre-
spondence to RMT of orthogonal class for large kicking
strength.
V. CHAOS AND THERMALIZATION
The analysis in previous sections reveals that the
kicked DM undergoes a crossover from regular motion
to chaotic dynamics by tuning the kicking strength λ0.
To this end we investigate how the spin sub-system and
the bosonic bath thermalize as a consequence of chaos.
First, we focus on the bosonic bath and calculate the
thermodynamic quantities related to it. In Fig. 4(a) we
have seen that for large λ0 when the corresponding phase
space is chaotic, although 〈Qˆ〉, 〈Pˆ 〉 ≈ 0, but the fluctu-
ations δQ and δP take non-vanishing values which in-
dicates a diffusive motion of the oscillator covering the
full phase space. We study the partitioning of energy
between the degrees of freedom P and Q of the oscilla-
tor(bosonic mode). As shown in Fig. 8(b), the steady
state fluctuations satisfy the relation 〈Qˆ2〉 ≃ 〈Pˆ 2〉, indi-
cating the equipartition of energy in the chaotic regime;
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FIG. 8. 〈Pˆ 2〉 and 〈Qˆ2〉 as a function of the time step n is
shown for (a) λ0 = 0.4 and (b) λ0 = 3.0 for S = 15 and
Nmax = 30. The dashed-dot lines(blue) in (a) and (b) denote
the energy of the oscillator obtained from microcanonical en-
semble approach i.e. EB/Ω = Nmax/2. The linear growth
of EB/Ω with Nmax has been shown in (c); filled circles de-
note the saturated value of the average energy of the bosonic
space(EB/Ω) after long time evolution and the solid straight
line represents the energy of the oscillator obtained from mi-
crocanonical ensemble i.e. EB/Ω = Nmax/2. (d) Distribution
of the diagonal elements of ρB has been shown. Other param-
eters chosen are T = pi/3 and Ω = 0.5.
whereas for small λ0 the respective quantities saturate to
different values (see Fig. 8(a)). Although a preliminary
signature of thermalization in chaotic regime is observed,
more quantitative information can be obtained from the
density matrices of the corresponding subsystems. The
reduced density matrix ρˆB(S) of the boson(spin) at time
t = nT can be calculated from the relation,
ρˆB(S) = TrS(B) (|ψ(nT )〉〈ψ(nT )|) , (20)
where |ψ(nT )〉 represents the dynamical state of the total
system and TrS(B)(.) denotes partial trace with respect
to spin(bosonic) degrees of freedom. In the regime of
strong coupling, we notice that starting from an arbitrary
initial state the reduced density matrices evolve into a
diagonal form in the basis of corresponding Hamiltonians
of the subsystems. A microcanonical picture emerges for
the bosonic mode with equal probability of occupancy for
each energy eigenstate µ〉 with eigenvalue µ as shown in
Fig. 8(d), and the diagonal density matrix reduces to the
form ρB(µ, µ) = 1/(Nmax + 1), where Nmax denotes the
largest eigenvalue at which the basis state of the boson
is truncated for numerical calculation. We also calculate
the energy of the bosonic mode EB =
1
2Ω(〈Qˆ2〉+〈Pˆ 2〉) at
the steady state for different values of Nmax exhibiting
a linear dependence with Nmax as seen from Fig. 8(c).
This result confirms the microcanonical distribution of
the bosonic mode which leads to the analytically obtained
8expression of its energy EB =
1
2ΩNmax. This allows us
to draw the notion of an effective temperature Teff and
from the equipartition theorem we see that in this case
Teff is directly related to the dimension Nmax of the
Hilbert space of the oscillator and is given by,
Teff = ΩNmax/2. (21)
This result is important since it implies that the KDM
thermalize at infinite temperature in the thermodynamic
limit i.e Nmax → ∞ which has also been observed for
other driven many-body systems.
(a)
(b) (c)
n=1000 n=1000
FIG. 9. Time evolution of the reduced density matrix in spin
space, ρS has been shown for different kicking strength. (a)
The initial density matrix |ψ(0)〉〈ψ(0)| has been constructed
for S = 25 and Nmax = 40 using the initial values q = 0.11,
p = 0.14, θ = 1.2, φ = 0.5. The time evolved reduced spin
density matrix has been shown for λ0 = 0.4 in (b) and λ0 =
5.0 in (c) after the time evolution for n = 1000.
Next, we focus on the emergence of thermodynamic
distribution of the spin subsystem, which is coupled to
the bosonic bath. Dynamical evolution of an initially pre-
pared coherent state reveals that in the chaotic regime
(with large λ0) the reduced density matrix ρS becomes
diagonal in the basis of Sˆz; on the contrary, non vanishing
off-diagonal elements of ρS implies absence of thermaliza-
tion for small coupling strength. Clear manifestation of
thermalization in the pattern of the density matrix ρS
in two different dynamical regimes is depicted in Fig. 9.
Since the spin part of DM is entangled with the bosonic
bath, it is natural to calculate the entanglement entropy
Sen = −TrρˆS ln ρˆS to quantify the degree entanglement
and disorder generated in the spin sub-system.
The time evolution of Sen for different coupling
strength λ0 is shown in Fig. 10(a). Smallness of the
entanglement entropy Sen in the weak coupling regime
signifies the validity of approximating the full wavefunc-
tion as product wavefunctions of the sub-systems. For
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FIG. 10. (a) Entanglement entropy of the spin space Sen as
a function of the time step n is shown for different values of
λ0 with S = 25 and Nmax = 50. (b) The saturated value of
Sen is plotted as a function of 1/Nmax for λ0 = 5.0; different
point types correspond to different values of S and the corre-
sponding lines are obtained from the expression of Scen given
in Eq. 22. Other parameters chosen for this plot are same as
in Fig. 8.
large values of λ0, we observe that Sen increases lin-
early with time and finally saturates to a steady value
(see Fig. 10). The linear growth of Sen and its steady
value in long time dynamics are important signatures of
thermalization in chaotic regime[3, 4]. Interestingly, we
notice the steady state value of the entropy Sen of the
spin with fixed magnitude S increases with the dimen-
sionality Nmax of the bosonic subspace and finally ap-
proaches to its maximum value log(2S+1) corresponding
to the microcanonical ensemble in the thermodynamic
limit Nmax → ∞. This variation of Sen with Nmax can
be explained from the fact that the diagonal density ma-
trix ρS follows canonical distribution with the same ef-
fective temperature Teff = ΩNmax/2 set by the bosonic
bath. Hence the analytical expression of entropy is given
by,
Scen = ln
(
sinhβ
(
S + 12
)
sinh β2
)
+ β
[
1
2
coth
β
2
−
(
S +
1
2
)
cothβ
(
S +
1
2
)]
(22)
where β = 1/Teff . In the thermodynamic limit of the
bath, i.e Nmax →∞ (equivalently β → 0), the canonical
distribution reduces to the microcanonical one; hence the
entropy Sen converges to its maximum value log(2S+1).
From Fig. 10(b), we notice that the saturated values of
the entropy Sen and its variation with Nmax are well
represented by the analytical expression of Sen obtained
from canonical distribution. However for large Nmax
there is no appreciable difference between canonical and
microcanonical distribution of ρS , it is possible to differ-
entiate between two ensembles from the deviation of the
entropy from its maximum value. It is important to note
that the canonical description of the spin sub-system is
valid as long as its dimensionality is much smaller com-
pared to that of bosonic bath, i.e S << Nmax.
9VI. CONCLUSION
In this work we present a detailed analysis of quan-
tum and classical dynamics of kicked Dicke model. It is
possible to characterize the dynamics in terms of spec-
tral properties of the Floquet operator. In the regime
of strong kicking strength, the classical system is chaotic
and the corresponding quantum system thermalizes to an
equilibrium state.
First we have constructed the classical Hamiltonian
map from the Heisenberg equation of motion of the cor-
responding observables in an appropriately chosen limit
of large spin (S → ∞) . We obtain the fixed points of
the classical map for increasing coupling strength which
shows an interesting pattern and perform their stability
analysis. A critical coupling strength is obtained analyti-
cally above which the trivial fixed point becomes unstable
and non trivial fixed points appear in pairs; region of sta-
bility of these new fixed points decreases with increasing
coupling strength. By increasing the strength of kicking
the phase space trajectories change from regular periodic
motion to chaotic dynamics.
Stroboscopic quantum dynamics is studied using the
Floquet operator and a comparison with classical dynam-
ics is presented. The average values of the observables
obtained from the quantum dynamics are in good agree-
ment with the corresponding quantities calculated from
classical map for small values of kicking strength but de-
viates significantly for increasing coupling strength, par-
ticularly in the chaotic regime. From the time evolu-
tion of an initially prepared coherent state, the classi-
cality and coherence of the dynamics is quantified by
introducing coherence factor, which interestingly in the
chaotic regime rapidly decays with a time scale in re-
semblance to the Lyapunov exponent. This particular
observation is also important for other quantum systems
since it raises a question on the validity of semiclassical
dynamics in terms of coherent states particularly in the
chaotic regime.
We have shown that the phase space properties of the
classical system can be equivalently captured by the spec-
tral properties of quasienergies of the Floquet operator.
For small λ0 the phase space dynamics is regular and
the level spacing distribution of the eigenphases follows
the Poisson distribution, whereas in the regime of strong
chaos (for large λ0) the corresponding level statistics fol-
lows the Wigner distribution. As the coupling strength is
varied there is a crossover from Poisson to Wigner distri-
bution that can be further quantified by computing the
average ratio between consecutive level spacing 〈r〉 which
interpolates between two limiting values 0.386 (Poisson)
and 0.529 (COE). The chaotic phase space dynamics is
further manifested by the delocalization of the eigenvec-
tors of the Floquet operator; the degree of delocaliza-
tion is quantified by computing the IPR. It is noted that
in the strong chaotic regime, the eigenbasis distribution
of the structural entropy becomes highly peaked around
∼ 0.3646 which is in agreement with the prediction of
the random matrix theory. This feature suggests that in
the regime of strong chaos all eigenmodes of the Floquet
operators have equal contribution.
Finally, motivated by the fact that the system exhibits
chaotic phase space dynamics for large coupling strength
and the corresponding spectral statistics follows the re-
sults of RMT, we have explored whether the chaotic dy-
namics leads the system to thermalize over time. Since in
the Dicke model the two subsystems, the spin sector and
the bosonic part, are entangled it is very relevant to com-
pute the entanglement entropy for the subsystems. For
weak kicking strength the entanglement entropy for the
spin sector is very small, justifying the product wavefunc-
tion in the coherent state representation. In the strong
coupling regime, the entanglement entropy increases lin-
early with time and converges to a steady-state value;
this linear growth of the entanglement entropy is an in-
dication that the spin sector thermalizes for large kicking
strength in the course of time evolution [3, 4]. We have
further calculated the reduced density matrices(ρB(S)) of
the spin subspace and the bosonic mode; for large kick-
ing strength the time evolved density matrices turns out
to be completely diagonal in the basis of corresponding
Hamiltonian. This is in contrast to the structure of ρB(S)
in the weak coupling regime where the off-diagonal ele-
ments have significant values even after the long time evo-
lution. This again strongly indicates that thermalization
occurs in the the spin sector for large kicking strength.
Since in the chaotic regime the two subspaces are
strongly entangled, it is also important to explore the
bosonic subsystem. Here also we find that for large kick-
ing strength the reduced density matrix in the bosonic
sector, in the long time limit, turns out to be diagonal
with each element equally weighted by ∼ 1/(Nmax + 1),
Furthermore in the the strong coupling regime, 〈Pˆ 2〉 ≃
〈Qˆ2〉 exhibiting the equipartition of energy, and the total
energy in the bosonic subsystem EOS ∼ Nmax. These
results lead to the conclusion that for large coupling
strength an underlying microcanonical ensemble picture
is emerging with equal probability of occupation in each
number state. In the microcanonical ensemble, it is
meaningful to introduce the notion of temperature by
T ∼ EOS , which can be related to the dimensionality of
the bosonic subspace i.e. T ∼ Nmax. In the thermody-
namic limit, as the dimensionality Nmax →∞, the effec-
tive temperature of the bosonic bath approaches inifinity
[31, 32]. Now the signature of canonical distribution in
the spin sector, considered to be in contact with a ther-
mal bosonic bath, is captured from the variation of the
entanglement entropy Sen with Nmax. In the limit of
infinite temperature the canonical distribution reduces
to the microcanonical distribution and the entropy ap-
proaches the well known value log(2S + 1). This is re-
markable in a sense that it illustrates that the chaotic
dynamics of a kicked Dicke model has an equivalent and
simple statistical mechanical description of canonical dis-
tribution in a smaller subsystem(spin) in the presence of
a microcanonical bath.
10
The analysis presented in this work leads us to con-
clude that such a simple quantum system like the kicked
Dicke model with a few collective degrees of freedom
can indeed thermalize as a result of chaotic dynamics of
its classical counterpart. In recent experiments on cold
atoms the Dicke model have been realized by coupling
the BEC with the optical cavity mode[17]. In the similar
lines, kicking and periodic drive can also be experimen-
tally generated by using the pulsed cavity mode or by
modulating the trap frequency of the condensate. The
scenario of thermalization shown in this work can be pos-
sibly tested from the statistics of the photon mode.
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