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SIMPLIFIED CALCULUS FOR SEMIMARTINGALES: MULTIPLICATIVE
COMPENSATORS AND CHANGES OF MEASURE
ALESˇ CˇERNY´ AND JOHANNES RUF
Abstract. The paper develops multiplicative compensation for complex-valued semimartin-
gales and studies some of its consequences. It is shown that the stochastic exponential of any
complex-valued semimartingale with independent increments becomes a true martingale after
multiplicative compensation, where such compensation is meaningful. This generalization of the
Le´vy–Khintchin formula fills an existing gap in the literature. We further report Girsanov-type
results based on non-negative multiplicatively compensated semimartingales. In particular, we
obtain a simplified expression for the multiplicative compensator under the new measure.
1. Introduction
In this paper we examine some of the consequences of multiplicative compensation for signed
(and even complex-valued) semimartingales. For example, it is shown that the stochastic ex-
ponential of a special complex-valued semimartingale with independent increments that does
not predictably jump by −1 becomes a true martingale after multiplicative compensation. As a
corollary, the expectation of a stochastic exponential of a process with independent increments
equals its multiplicative compensator when the latter exists. As an application of the new re-
sult, we show how one may compute the Mellin transforms of the positive and negative parts,
respectively, of a signed stochastic exponential of a Le´vy process. The standard Le´vy-Khintchin
formula is unable to deliver such a result. Finally, we derive Girsanov-type results relying on
non-negative multiplicatively compensated semimartingales.
Let us now summarize some of the results in this paper. We let E (Y ) denote the stochastic
exponential of a semimartingale Y and BY the predictable part in the additive Doob-Meyer
decomposition of a special semimartingale Y .
Theorem 1.1. Let Y be a special C–valued semimartingale such that ∆BY 6= −1. Then E (BY )
is a multiplicative compensator of E (Y ), that is, E (Y )/E (BY ) is a local martingale.
In the main body of the paper (see Theorem 3.1) we allow E (Y ) to explode on approach to a
stopping time, which later allows study of a larger class of non-equivalent changes of measure.
When Y is a semimartingale with independent increments, we prove E (Y )/E (BY ) is in fact
a true martingale. This yields the following very pleasing generalization of the Le´vy-Khintchin
formula (see also Theorem 4.1).
Theorem 1.2. Let Y be a special C–valued semimartingale with independent increments. Then
E[E (Y )t] = E (BY )t, t > 0.
On combining the previous observations with Girsanov-type results one obtains a simple
expression for the multiplicative compensator under a new measure (see also Corollary 5.7).
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Theorem 1.3. Consider a semimartingale Y with ∆BY 6= −1 such that M = E (Y )/E (BY ) is a
real-valued, non-negative uniformly integrable martingale. Define a new measure Q by setting
dQ/dP =M∞. Let V be a P–semimartingale that is Q–special. Then
E
(
BVQ
)
=
E
(
BY +BV+[V,Y ]
)
E (BY )
is a Q–multiplicative compensator of E (V ).
The work closest in spirit to ours is Kallsen and Shiryaev (2002), where measure changes
are generated from an exponential real-valued (therefore strictly positive) semimartingale by
multiplicative compensation.
We proceed as follows. Section 2 provides the setup of this paper. Section 3 discusses the
construction of multiplicative compensators. Section 4 considers multiplicative compensation
for stochastic exponentials of processes with independent increments. Section 5 introduces a
version of Girsanov’s theorem and considers additive and multiplicative compensation after a
change of measure. Finally, Section 6 concludes.
2. Setup and notation
We follow the setup of Cˇerny´ and Ruf (2020), hereafter CRII. Moreover we mostly rely on
the notation of Jacod and Shiryaev (2003), hereafter JS. Throughout this section, let m ∈ N
denote an integer.
2.1. Preliminaries. We explicitly shall allow quantities to be complex-valued. The reader
interested only in real-valued calculus can easily always replace the general ‘C–valued’ by the
special case ‘R–valued’ in their mind. We write Cm = Cm
⋃
{NaN} for some ‘non-number’
NaN /∈
⋃
k∈NC
k. We introduce the functions id : Cm → Cm and iˆd : Cm → R2m ∪ {NaN} by
id(x) = x for all x ∈ Cm and by
iˆd(x) = (Re x1, Imx1, . . . ,Re xm, Im xm)
⊤, x ∈ Cm; iˆd(NaN) = NaN,
respectively. Observe that iˆd(x) ∈ R2m for x ∈ Cm contains the values of Rex and Imx,
interlaced.
We fix a probability space (Ω,F ,P) with a right-continuous filtration F. We shall assume,
without loss of generality, that all semimartingales are right-continuous, and have left limits
almost surely. For a brief review of standard results without the assumption that the filtration
is augmented by null sets, see Perkowski and Ruf (2015, Appendix A).
We denote the left-limit process of a (complex-valued) semimartingale X by X− and use the
convention X0− = X0. We also set ∆X = X−X−. We write Xˆ = iˆd(X) and X
τ for X stopped
at some stopping time τ .
For C–valued semimartingales X and Y we set
[X,Y ] = [ReX,Re Y ]− [ImX, Im Y ] + i ([ReX, Im Y ] + [ImX,Re Y ]) .
If X is Cm–valued, then [X,X] denotes the corresponding Cm×m–valued quadratic variation,
formally given by
[X,X] = (Im ⊗ [1 i])
[
Xˆ, Xˆ
] (
Im ⊗
[
1
i
])
,
where Im denotes the m×m identity matrix and ⊗ the Kronecker product. Furthermore, we
write [X,X]c for the continuous part of the quadratic variation [X,X].
Let µX denote the jump measure of a semimartingale X and νX its predictable compensator
(under a fixed probability measure P). Then for a C–valued bounded predictable function ξ
with ξ(0) = 0 we have
ξ ∗ µX = (ξ ◦ iˆd−1) ∗ µXˆ =
∑
t≤·
ξt(∆Xt),
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provided |ξ| ∗ µX < ∞. If X is special, we let BX denote the predictable finite-variation part
of the Doob-Meyer decomposition of X, always assumed to start in zero, i.e., BX0 = 0. Recall
from JS, II.2.29a that
X is special ⇐⇒
(
|id|2 ∧ |id|
)
∗ νX <∞. (2.1)
In this paper we call a time-constant deterministic function h : Cm → Cm a truncation
function for X if |id− h| ∗ µX <∞ and if
X[h] = X − (id− h) ∗ µX
is special.
Next, let us briefly discuss stochastic integrals. Consider a C1×m–valued process ζ and a Cm–
valued semimartingale X. If X is real-valued then we write ζ ∈ L(X) if both Re ζ and Im ζ are
integrable with respect toX (in the standard sense). We then write ζ ·X = (Re ζ)·X+i(Im ζ)·X.
If X is complex–valued then we say ζ ∈ L(X) if (ζ ⊗ [1 i]) ∈ L(Xˆ), where ⊗ represents the
Kronecker product. We then write
ζ ·X = (ζ ⊗ [1 i]) · Xˆ
for the stochastic integral of ζ with respect to X.
We sometimes shall work on stochastic intervals [[0, τ [[, where τ is a foretellable time, i.e.,
a stopping time that is almost surely equal to a predictable time. An example is discussed in
Subsection 2.3, where this setup allows to define the stochastic logarithm of a semimartingale
that hits zero. Let τ be a foretellable time with announcing sequence (τk)k∈N, i.e., limk↑∞ τk = τ
and τk < τ on {τ > 0}. Then we say a process X is a semimartingale (local martingale, etc.) on
[[0, τ [[ if Xτk is a semimartingale (local martingale, etc.) for each k ∈ N. We refer to Carr et al.
(2014) and Larsson and Ruf (2020) for more details.
2.2. Decomposition of a semimartingale into ‘continuous-time’ and ‘discrete-time’
components. Denote by V the set of finite variation semimartingales; by V d the subset of
X ∈ V such that X = X0 + id ∗ µ
X ; and by V dσ the set of semimartingales that belong
sigma-locally to the class of pure-jump finite variation processes V d.
The following proposition recalls a unique decomposition of a semimartingale X into a semi-
martingale Xdp that jumps at predictable times and a quasi-left-continuous semimartingale
Xqc.
Proposition 2.1 (Cˇerny´ and Ruf 2019, Proposition 3.14). Every semimartingale X has the
unique decomposition
X = X0 +X
qc +Xdp,
where Xqc0 = X
dp
0 = 0, X
qc is a quasi-left-continuous semimartingale, Xdp jumps only at
predictable times, and Xdp ∈ V dσ . We then have [X
qc,Xdp] = 0.
2.3. Stochastic exponentials and logarithms. If X is a C–valued semimartingale, then the
stochastic exponential E (X) of X is given by the formula (JS, I.4.62)
E (X) = eX−X0−
1
2
[X,X]c
∏
s≤·
e−∆Xs(1 + ∆Xs). (2.2)
In order to handle non-equivalent changes of measures, we extend the definition of stochastic
logarithm (JS, II.8.3) to (complex-valued) processes that can hit zero. To this end, for a C–
valued semimartingale X define the stopping times1
τX = inf
{
t ≥ 0 : inf
s≤t
|Xs| = 0
}
;
1Since we have not assumed the filtration to be complete, the Debut theorem may not be applied. Hence,
τX and τXc themselves might not be stopping times. However, there always exist modifications of τ
X and τXc
that are stopping times. Without loss of generality, we shall assume to work with such modifications.
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τXc =
{
τX , limt↑τX Xt = 0
∞, limt↑τX Xt 6= 0
.
Here τXc is the first time the running infimum of |X| reaches zero continuously. The stochastic
logarithm L(X) of X is given by
L(X) =
1
X−
1{X− 6=0} ·X on [[0, τ
X
c [[,
where 1{Xt− 6=0}/Xt− is defined to be zero on the set {Xt− = 0}, for all t ≥ 0; see also Larsson and Ruf
(2019).
2.4. Predictable functions. For this subsection, fix some n ∈ N. As in JS, II.1.4, we consider
the notion of a predictable function on Ω
m
= Ω × [0,∞) × Cm. For two predictable functions
ξ : Ω
m
→ Cn and ψ : Ω
n
→ C we shall write ψ ◦ ξ or ψ(ξ) to denote the function (ω, t, x) 7→
ψ(ω, t, ξ(ω, t, x)) with the convention ψ(ω, t,NaN) = NaN. If ψ and ξ are predictable, then so
is ψ ◦ ξ.
For a predictable function ξ : Ω
m
→ Cn we shall write ξˆ = iˆd ◦ ξ and ξ(k) for the k–th
component of ξ, where k ∈ {1, · · · , n}. We also write Dˆξ and Dˆ2ξ for the real derivatives of ξ,
i.e., Dˆiξ
(k) is the composition of the i–th element of the gradient of ξ(k) ◦ iˆd−1 and the lift iˆd and
Dˆ2i,jξ
(k) is the composition of the (i, j)–th element of the Hessian of ξ(k) ◦ iˆd−1 and the lift iˆd, for
i, j ∈ {1, · · · , 2m}. Note that Dˆξ has dimension n× (2m), Dˆ2ξ has dimension n× (2m)× (2m),
and the domains of Dˆξ, Dˆ2ξ equal that of ξ, i.e., Ω
m
. If ξ is analytic at a point, say 0, then we
also write Dξ(0) and D2ξ(0) for the corresponding derivatives.
We want to allow for predictable functions such as ξ = log(1 + id) whose effective domain is
not the entire C. To this end, we say that
a predictable function ξ is compatible with X if ξ(∆X) is Cn–valued,P–almost surely.
2.5. Semimartingale representation. Often it will be useful to rely on representing a semi-
martingale with respect to another one. Such representations are worked out in CRII. Through-
out this section let X denote an m–dimensional semimartingale.
The following class I0 is the core class of predictable functions enjoying closedness with
respect to common operations and a certain universality. A more general definition is possible
(CRII, Definition 3.2), but for our purposes, this core class will suffice.
Definition 2.2 (CRII, Definition 3.4). Let In0 denote the set of all predictable functions ξ :
Ωd → Cn such that the following properties hold.
(1) ξt(0) = 0, for all t ≥ 0, P–almost surely.
(2) there is a predictable locally bounded process K > 0 such that
(a) x 7→ ξt(x) is twice real-differentiable if |x| ≤ 1/K(t), for all t ≥ 0, P–almost surely;
(b) sup|x|≤1/K |Dˆ
2ξ(x)| is locally bounded.
(3) Dˆξ(0) is locally bounded.
We write I0 =
⋃
n∈N I
n
0 . 
Definition 2.3 (CRII, Definition 3.4). For a predictable function ξ ∈ I0 compatible with X
we use the notation
ξ ◦X = Dˆξ(0) · Xˆ +
1
2
Dˆ2ξ(0) ·
[
Xˆ, Xˆ
]c
+
(
ξ − Dˆξ(0) iˆd
)
⋆ µX . 
If ξ is analytic or if X is real-valued, then we may omit the hats on top of D, D2, X, and id
in the previous two definitions. Moreover, note that we always have
∆(ξ ◦X) = ξ(∆X).
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Example 2.4 (CRII, Proposition 3.12(3)). We have idi, idi idj ∈ I
1
0, for all i, j ∈ {1, · · · ,m},
with
X(i) = X
(i)
0 + idi ◦X;[
X(i),X(j)
]
= (idi idj) ◦X. 
Proposition 2.5 (CRII, Proposition 3.12(6)). Let Y be a predictable semimartingale of finite
variation. Consider some ξ ∈ I0 compatible with [X Y ]
⊤ and assume ξ(0, ·) = 0. Then ξ(·,∆Y )
is in I0 and compatible with X. Furthermore,
ξ ◦ (X,Y ) = ξ(·,∆Y ) ◦X.
Proposition 2.6 (Adapted from CRII, Proposition 3.13). Let ζ be a locally bounded C1×m–
valued predictable process. Then ζ id ∈ I0 and
ζ ·X = (ζ id) ◦X.
Proposition 2.7 (CRII, Proposition 3.14). Let U ⊂ Cm be an open set such that X−,X ∈ U
and let f : U → Cn be twice continuously real-differentiable. Then the predictable function
ξf,X : Ωm → Cn defined by
ξf,X(x) =
{
f (X− + x)− f (X−) , X− + x ∈ U
NaN, X− + x /∈ U
, x ∈ Cm,
belongs to In0 and is compatible with X. Moreover,
f(X) = f(X0) + ξ
f,X ◦X. 
Theorem 2.8 (CRII, Theorem 3.16). The space I0 is closed under (dimensionally correct)
composition, i.e., if ξ ∈ In0 and ψ : Ω
n → C is another predictable function with ψ ∈ I0 then
ψ ◦ ξ ∈ I0.
Proposition 2.9 (CRII, Proposition 4.1). Assume m ≥ 2. If ∆X(2) 6= −1 then
E
(
X(1)
)
E
(
X(2)
) = E ( id1 − id2
1 + id2
◦X
)
.
Next assume instead that X
(2)
− 6= 0 and X
(2) 6= 0. Then
L
(
X(1)
X(2)
)
=
id1 − id2
1 + id2
◦ (L(X(1)),L(X(2))).
Proposition 2.10 (CRII, Proposition 4.2). We have
L(eX) = (eid − 1) ◦X;
|E (X)| = E ((|1 + id| − 1) ◦X) . (2.3)
If ∆X 6= −1, then
E (X) = elog(1+id)◦X ;
log|E (X)| = log|1 + id| ◦X,
where log denotes the principal value logarithm.
Proposition 2.11 (CRII, Proposition 5.6). Fix ξ ∈ I0 compatible with X and let h (resp., g)
be a truncation function for X (resp., ξ ◦ X). Then the following terms are well defined and
the predictable compensator of (ξ ◦X)[g] is given by
B(ξ◦X)[g] = Dˆξ(0) ·BX̂[h] +
1
2
Dˆ2ξ(0) ·
[
Xˆ, Xˆ
]c
+
(
g ◦ ξ − Dˆξ(0)hˆ
)
∗ νX .
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If ξ is analytic at 0, (P×AX)–a.e., the following terms are well defined and
B(ξ◦X)[g] = Dξ(0) ·BX[h] +
1
2
D2ξ(0) · [X,X]c + (g ◦ ξ −Dξ(0)h) ∗ νX .
Remark 2.12 (CRII, Remark 5.7). Let us denote by TX a countable family of stopping times
that exhausts the jumps of Xdp. For each X there are many ways to choose TX ; it shall be
sufficient to fix an arbitrary such family for each X. Suppose now ξ ◦X is special. Then the
drift of ξ ◦X at predictable jump times takes a particularly simple form, namely
Bξ◦X
dp
=
∑
τ∈TX
Eτ−[ξτ (∆Xτ )]1[[τ,∞[[.
Therefore, in practice, Proposition 2.11 is used with X = Xqc to obtain Bξ◦X
qc
. One then has
Bξ◦X = Bξ◦X
qc
+Bξ◦X
dp
. 
Corollary 2.13 (CRII, Corollary 5.8). Let Y = Y0+ ξ ◦X for some ξ ∈ I0 compatible with X.
Then the following holds.
νY is the push-forward measure of νX under ξ, that is, ψ ∗ νY = ψ(ξ) ∗ νX
for all non-negative bounded predictable functions ψ with ψ(0) = 0.
Proposition 2.14. If X has independent increments and if ξ ∈ I0 is compatible with X and
deterministic, then ξ ◦X, too, has independent increments. Moreover, if X is a Le´vy process
and ξ is deterministic and time-constant, then ξ ◦X is also a Le´vy process.
Proof. By JS, II.4.15–19, X has independent increments (respectively, is a Le´vy process) if
and only if its characteristics are deterministic (respectively, the characteristics are absolutely
continuous with respect to time and their Radon-Nikodym derivatives with respect to time are
time-constant) relative to a truncation function for X. The claim now follows from Proposi-
tion 2.11 and Corollary 2.13. 
3. Multiplicative compensator
In many applications one seeks, for a given C–valued semimartingale Z, a predictable process
of finite variation KZ that starts at 1 and turns Z/KZ into a local martingale. For example,
changes of measure are frequently of the form Z/KZ where Z is a real-valued process that after
hitting zero remains in zero. Another application arises when KZ happens to be deterministic
and Z/KZ to be a martingale. Then the multiplicative compensator is a device for computing
expectations, namely,
E
[
Zt
Z0
]
= KZt , t ≥ 0.
We will see in Section 4 that the Le´vy-Khintchin formula is but a special case of such setup.
Although we have in mind a situation where Z has further structure, it transpires that one
may express KZ directly in terms of BL(Z). This result (Theorem 3.1) is of independent interest
because it simplifies and generalizes existing characterizations of multiplicative compensators,
see JS, II.8.21 and Kallsen and Shiryaev (2002, Theorem 2.19).
Theorem 3.1 (Multiplicative compensator). Let Z be a C–valued semimartingale absorbed in
zero after hitting zero. Assume that L(Z) is special on [[0, τZc [[. Then the process E (B
L(Z)) is
predictable and of finite variation. Assume next that
∆BL(Z) 6= −1 on [[0, τZc [[. (3.1)
Then the following statements hold.
(1) We have E (BL(Z)) 6= 0 on [[0, τZc [[ and the process M = Z/E (BL(Z))1[[0,τZc [[ is a local
martingale on [[0, τZc [[.
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(2) If M is special (e.g., if Z is special and lim inft↑τZc |E (B
L(Z))t| > 0 on {τ
Z
c <∞}), then
M is a local martingale on the whole positive real line.
Example 3.7 below illustrates how M can fail to be a local martingale on the whole positive
real line without the assumptions of (2).
Proof of Theorem 3.1. From (3.1) one obtains L(E (BL(Z))) = BL(Z) and from Proposition 2.9
that
L(M) = L
(
Z
E (BL(Z))
)
=
id1 − id2
1 + id2
◦
(
L(Z), BL(Z)
)
on [[0, τZc [[. (3.2)
Consequently, Proposition 2.11 yields
BL(M) = BL(Z) −BL(Z) +
(
id1 − id2
1 + id2
− id1 + id2
)
∗ ν(L(Z),B
L(Z))
=
(∆BL(Z))
2
− id∆BL(Z)
1 +∆BL(Z)
∗ νL(Z) = 0 on [[0, τZc [[,
which proves M is a local martingale on [[0, τZc [[.
Assume now that lim inft↑τZc |E (B
L(Z))t| > 0 on {τ
Z
c < ∞}. As E (B
L(Z)) is predictable,
we may assume by localization that |E (BL(Z))| > δ for some δ > 0 (Larsson and Ruf 2020,
Lemma 3.2). If additionally Z is special, then clearly so is M . Let us now assume that M
is special. Then we may assume that M is uniformly integrable. Let now (τk)k∈N denote a
non-decreasing sequence of stopping times such that M τk is a uniformly integrable martingale
and such that limk↑∞ τk = τ
Z
c . With these localizations in place, we now fix s, t ≥ 0 with s < t
and some C ∈ Fs and observe that
E[Mt1C ] = E
[
lim
k↑∞
M τkt 1C
]
= lim
k↑∞
E [M τkt 1C ] = lim
k↑∞
E [M τks 1C ] = E
[
lim
k↑∞
M τks 1C
]
= E[Ms1C ],
proving the claim. 
Remark 3.2. The previous theorem shows that M = Z/E (BL(Z))1[[0,τZc [[ is a local martingale pro-
vided (3.1) holds, Z is special, and lim inft↑τZc E (B
L(Z))t > 0. Conversely Z =ME (B
L(Z))1[[0,τZc [[
yields the multiplicative Doob–Meyer decomposition of the semimartingale Z; see Jacod (1978)
and Me´min (1978). 
When Z is R–valued, condition (3.1) makes sure that the expected percentage change in Z is
never equal to −100%. The next remark deals with the case where Re Z/Z− is strictly positive.
Note that Z and Z− themselves may be C–valued.
Remark 3.3. If Z− 6= 0 and Re Z/Z− > 0 then (3.1) is automatically satisfied. Indeed, for any
predictable time τ we have
0 < Eτ−
[
Re
Zτ
Zτ−
]
= 1 + Re∆BL(Z)τ .
Hence, Re∆BL(Z) > −1 and (3.1) holds. 
Remark 3.4. When Z can jump to zero, its multiplicative compensator on the interval [[τZ , τZc [[
is not defined uniquely. One may obtain another multiplicative compensator of Z by replacing
E (BL(Z)) in Theorem 3.1 with another special semimartingale that is indistinguishable from
E (BL(Z)) on the interval [[0, τZ ]] and satisfies a condition analogous to (3.1). This insight is
used in the statement of Theorem 4.1. 
The next proposition contains some auxiliary results concerning the drift of the stochastic
logarithm. These results contain sufficient conditions for the statements in Theorem 3.1 to hold.
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Proposition 3.5 (Drift of stochastic logarithm). Let Z be a C–valued semimartingale absorbed
in zero after hitting zero. If Z is special then L(Z) is special on [[0, τZc [[. Moreover, if (3.1)
holds then{
lim inf
t↑τZc
∣∣∣E (BL(Z))∣∣∣ > 0} =
lim inft↑τZc
(
ReB
L(Z)qc
t +
∑
s≤t
log |1 + ∆BL(Z)s |
)
> −∞
 .
As Example 3.7 below shows, L(Z) being special on [[0, τZc [[ in conjunction with (3.1) does
not guarantee that Z is special (on the whole positive real line).
Proof of Proposition 3.5. Note that the process 1/Z−1{Z− 6=0} is locally bounded on [[0, τ
Z
c [[.
Hence, if BZ exists, then, with the help of Proposition 2.11, so does
BL(Z) =
1
Z−
1{Z− 6=0} ·B
Z on [[0, τZc [[.
This yields the first part of the statement.
Assume now that (3.1) holds. Then ξ = log |1 + id| is in I0 and compatible with B
L(Z). We
conclude from Proposition 2.10 that
log
∣∣∣E (BL(Z))∣∣∣ = log|1 + id| ◦BL(Z) = ReBL(Z) + (log |1 + id| − Re id) ∗ µBL(Z) ,
yielding the statement. 
Example 3.6 (Multiplicative compensator of an exponential process). Assume that Z is a
special semimartingale of the form Z = eξ ◦X for some Cm–valued semimartingale X and com-
patible ξ ∈ I0. Assume for simplicity that ξ is analytic at 0. Thanks to Proposition 2.10 and
Theorem 2.8 we have L(Z) = (eξ − 1) ◦X. Proposition 2.11 now yields for h = id1|id|≤1 that
BL(Z) = B(e
ξ−1)◦X = Dξ(0) ·BX[h] +
1
2
(
D2ξ(0) +Dξ(0)⊤Dξ(0)
)
· [X,X]c
+
(
eξ − 1−Dξ(0)h
)
∗ νX .
(3.3)
This also gives
∆BL(Z) =
∫
Cm
(
eξ(x) − 1
)
νX({·},dx) 6= −1.
Theorem 3.1 now yields E (B(e
ξ−1)◦X) 6= 0 and
eξ ◦X
E (B(eξ−1)◦X )
is a local martingale.
Consider now the special case of the above with ξ = ζ id for some locally bounded ζ.2 By
Proposition 2.6, we have (ζ id) ◦X = ζ ·X while (3.3) simplifies to
BL(Z) = BL(e
ζ·X) = ζ ·BX[h] +
1
2
ζ⊤ζ · [X,X]c +
(
eζ id − 1− ζh
)
∗ νX .
Hence, by (2.2) and Remark 2.12 the multiplicative compensator of Z equals
E
(
BL(e
ζ·X)
)
= exp
(
ζ ·BX[h]
qc
+
1
2
ζ⊤ζ · [X,X]c +
(
eζ id − 1− ζh
)
⋆ νX
qc
)
×
∏
τ∈TX
Eτ−
[
eζτ∆Xτ
]
1[[τ,∞[[.
(3.4)
Kallsen and Shiryaev (2002, Theorem 2.19) obtain (3.4) for real-valued ζ and X. In their work,
the process log (E (BL(e
ζ·X))) is called the exponential compensator of ζ ·X. 
2The following results also hold for general ζ ∈ L(X). However, for simplicity, in this paper we only dis-
cuss representations using the core class I0, which requires the local boundedness of ζ. For more details on
generalizations, see the concluding Section 6.
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Example 3.7. Fix ρ ∈ (0, e−1) and consider the function
f(t) = − log(ρ− t) > 1, 0 ≤ t < ρ.
Here ρ is the explosion time (to ∞) of f . Observe that f satisfies f ′(t) = ef(t) for all t ∈ [0, ρ).
Let now N denote a non-negative continuous local martingale with E[Nt] = 1, Nt ≥ 1/f(t) for
all t ∈ [0, ρ), and Nt = 0 for all t ≥ ρ. Such a local martingale can be obtained, for example,
by appropriately time-changing a Brownian motion started at one. Moreover, let V denote an
independent Poisson process with unit intensity. Define next the non-negative process
Z = N
∏
t≤·
(
1 + ef(t)∆Vt
)
,
which is a semimartingale as the product of a continuous local martingale and a process of finite
variation. Then τZc = ρ and L(Z) is special on [[0, τ
Z
c [[ with
BL(Z) = Be
f(·)·V =
∫ ·
0
ef(t)dt = f(·)− f(0) on [[0, τZc [[.
Hence E (BL(Z)) = ef(·)−f(0) and Theorem 3.1 yields
M = ef(0)−f(·)N
∏
t≤·
(
1 + ef(t)∆Vt
)
1[[0,τZc [[
is a local martingale on [[0, τZc [[ with jumps
∆M = ef(0)N∆V 1[[0,τZc [[ = e
f(0)N∆V.
Hence
id2 ∗ νM = e2f(0)
∫ ·
0
N2t dt <∞
and M is special by (2.1). However,
∆Z = ef(·)N∆V 1[[0,τZc [[ ≥
ef(·)
f(·)
∆V 1[[0,τZc [[,
yields
(id2 ∧ |id|) ∗ νZρ = id ∗ ν
Z
ρ ≥
∫ ρ
0
ef(t)
f(t)
dt =
∫ ∞
f(0)
1
u
du =∞; (3.5)
thus Z is not special, again by (2.1).
This now shows that requiring M to be special is strictly weaker than requiring Z to be
special. This also gives an example where L(Z) is special on [[0, τZc [[ but Z is not special (on
the whole positive line).
We now modify this example slightly to illustrate that M in Theorem 3.1 is not always a
local martingale (on the whole positive line) if it is not required to be special a-priori. To see
this, take V to be a compound Poisson process with jumps of size ±1 with equal intensity, still
independent of N . Now BL(Z) = 0 on [[0, τZc [[, hence M = Z. However, as in (3.5), the jumps
of M = Z are not locally integrable, hence, a-fortiori, M cannot be a local martingale. 
4. Compensators of processes with independent increments
The following generalization of the Le´vy-Khintchin formula in Theorem 4.1(1) seems to be
missing in the literature. Kallsen and Muhle-Karbe (2010, Proposition 3.12) prove a special case
of Theorem 4.1(2), assuming strict positivity (and real-valuedness) of the stochastic exponential,
which allows an application of a measure change technique in their proof.
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Theorem 4.1 (Stochastic exponential of a process with independent increments). Let Y denote
a C–valued semimartingale with independent increments and define the deterministic time
τ = min {t ≥ 0 : P[∆Yt = −1] = 1} .
Then the following statements hold.
(1) Y is special on [[0, τ [[ if and only if E[|E (Y )|t] <∞ for all t ≥ 0. Moreover, in this case
we have E[E (Y )t] = E (B
Y )t1[[0,τ [[(t) for all t ≥ 0.
(2) E (Y ) is a local martingale if and only if it is a martingale.
Proof. Define first the process
V = (|1 + id| − 1) ◦ Y. (4.1)
By Proposition 2.10, we have |E (Y )| = E (V ) and by Proposition 2.14, V has independent
increments. Moreover, by (2.1) and Corollary 2.13 it is clear that Y is special if and only if V
is special on [[0, τ [[. Hence it suffices to argue the equivalence assertion in (1) with Y replaced
by V .
For the first implication, assume now that V is special on [[0, τ [[. For t ≥ τ we have E[E (V )t] =
0, hence we may assume that τ = ∞ and that we have ∆BV > −1. Thanks to Theorem 3.1
and Remark 3.4, the process E (V )/E (BV ) is a strictly positive local martingale; in particular
its expectation is bounded by one. By JS, I.4.15–19, E (BV ) is deterministic, we thus have
E[E (V )t] ≤ E (B
V )t <∞ for all t ≥ 0, concluding the proof of the first implication.
Assume now that E[E (V )t] <∞ for all t ≥ 0. To show that V is special on [[0, τ [[ it suffices to
prove V T is special for any T ∈ [0, τ). We now fix such T . Next, we set U = −1id=−1◦V
T . Then
U is special with ∆BU > −1. Theorem 3.1 and Remark 3.4 now yield that M = E (U)/E (BU ) is a
local martingale. Since M is bounded by the deterministic process 1/E (BU ), we have E[Mt] = 1
for all t ≥ 0. This yields E[E (U)t] = E[Mt]E (B
U )t = E (B
U )t > 0 for all t ≥ 0. Since
E (V T ) = E (V T − U)E (U) and since E (V T − U) > 0, we get E[E (V T )t] > 0 for all t ≥ 0.
Next, fix two times s, t ≥ 0 with s < t ≤ T . We then have E (V T ) = E (V T )sE (V
T − V s) and
E
[
E (V T )t
]
= lim
n↑∞
E
[
E (V T )s
(
E (V T − V s)t ∧ n
)]
= lim
n↑∞
(
E
[
E (V T )s
]
E
[
E (V T − V s)t ∧ n
])
= E
[
E (V T )s
]
E
[
E (V T − V s)t
]
;
hence also E[E (V T − V s)t] <∞ by independence of increments. Define now the process
N =
(
E (V T )u
E[E (V T )u]
)
u≥0
.
and fix C ∈ Fs. Then again by the independence of increments we have
E [Nt1C ] = E [Ns1C ]E
[
E (V T − V s)t
E [E (V T − V s)t]
]
= E [Ns1C ] ,
hence N is an F–martingale. Thus (E[E (V T )u])u≥0 = E (V
T )/N is a (strictly positive) determin-
istic semimartingale, which in turn shows that E (V T ) = (NuE[E (V
T )u])u≥0, being the product
of a martingale and a predictable semimartingale of finite variation, is special. Proposition 3.5
now yields V T is special, proving the reverse implication.
Let us now consider the last assertion in (1), namely E[E (Y )t] = E (B
Y )t1[[0,τ [[(t) for all t ≥ 0,
provided Y is special on [[0, τ [[. First consider the time ρ = inf{t ∈ [0, τ) : ∆BYt = −1} ∧ τ .
Then ρ is deterministic. It is clear by independence of increments that
E[E (Y )t] = E[E (Y )ρ−]E[1 + ∆Yρ]E[E (Y − Y
ρ)t] = 0 = E (B
Y )t, t ∈ [ρ, τ);
therefore we have E[E (Y )t] = E (B
Y )t1[[0,τ [[(t) for all t ≥ ρ. Hence we may assume, without
loss of generality, that τ = ρ = ∞, i.e., ∆BY 6= −1; hence E (BY ) 6= 0. Recall the process V
from (4.1) and note that it is special now. Then the local martingale E (Y )/E (BY ) is bounded by
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((E (V )u/E[E (V )u])(E[E (V )u]/|E (BY )u|))u≥0, the product of a non-negative martingale and a determin-
istic semimartingale. This shows that E (Y )/E (BY ) itself is a martingale, yielding the assertion.
Finally, let us argue (2) and let us assume that E (Y ) is a local martingale. We may assume
that Y is constant after its first jump by −1. Then Y is a local martingale; hence Et−[∆Yt] =
0 for all t ≥ 0, yielding τ = ∞. As above, the local martingale E (Y ) is again bounded
by ((E (V )t/E[E (V )t])E[E (V )t])t≥0, the product of a non-negative martingale and a deterministic
semimartingale. This yields that E (Y ) is a martingale, concluding the proof. 
Corollary 4.2 (Le´vy–Khintchin formula). Fix u ∈ R1×d and assume X is an Rd–valued semi-
martingale with independent increments. Then
E[eiuXt] = E
(
B(e
iu id−1)◦X
)
t
, t ≥ 0.
Furthermore, if h is a truncation function for X and if X is a Le´vy process with drift rate bX[h]
(relative to h) and jump measure FX one obtains
E[eiuXt] = exp
(
iubX[h]t−
1
2
u [X,X]ct u
⊤+ t
∫
Rd
(eiux − 1− iuh(x))FX (dx)
)
, t ≥ 0.
Proof. Proposition 2.10 yields eiuX = E
((
eiu id − 1
)
◦X
)
. Since the jumps of eiuX are bounded,
an application of Theorem 4.1(1) yields the first statement. An application of Proposition 2.11
then concludes. 
Example 4.3 (Mellin transform of a signed stochastic exponential of an R–valued process with
independent increments). Fix α ∈ C and for j ∈ {1, 2} let fj, ξj : R → C denote the functions
ξj = fj(1 + id)− 1 with
f1 = |id|
α1id6=0; f2 = |id|
α (1id>0 − 1id<0) .
The functions ξ1 and ξ2 are now extended to Ω in the natural way by considering them to be
constant in t, ω, and in the imaginary component. Note that ξ1, ξ2 ∈ I
1
0. Moreover, from Propo-
sitions 2.6 and 2.7, and Theorem 2.8 we obtain, for j ∈ {1, 2} and any R–valued semimartingale
Y ,
L(fj(E (Y ))) =
1{E (Y )− 6=0}
fj(E (Y )−)
· fj(E (Y ))
=
1{E (Y )− 6=0}
fj(E (Y )−)
· ((fj (E (Y )−(1 + id))− fj (E (Y )−)) ◦ Y )
= ξj1{E (Y )− 6=0} ◦ Y,
(4.2)
yielding
fj(E (Y )) = E (ξj ◦ Y ),
which is a further generalization of (2.3) for real-valued X.3
Next, assume that ξj ◦ Y is special for j ∈ {1, 2}; for example, this holds when Reα = 0
because the jumps of ξj ◦ Y are then bounded. Then, for j ∈ {1, 2}, Proposition 2.11 yields
Bξj◦Y = αBY [h] +
α
2
(α− 1)[Y, Y ]c + (ξj − αh) ∗ ν
Y , (4.3)
3In this setting, ξj ◦ Y is defined for any C–valued semimartingale Y but the value of ξj ◦ Y is insensitive
to the imaginary part of Y by construction, so Y is real-valued for all practical purposes. Observe that one
can extend the functions f1 and f2 from R to C differently to get some action on the imaginary part of Y . For
example, one could set, on C,
f1 = |id|
α
1Re id6=0; f2 = |id|
α (1Re id>0 − 1Re id<0) ,
keep the same definition of ξ1 and ξ2, and then extend to Ω by making these functions constant in t and ω. In
such case, the first two equalities in (4.2) remain valid for arbitrary C–valued Y and the left-hand side is sensitive
to ImY but the third equality in (4.2) still only works for real-valued Y . Hence, in the context of this example,
the computations in (4.3) are specialized to real-valued Y and no longer hold for arbitrary C–valued Y .
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where we may take h = id1|id|≤1. Assume now that Y has independent increments. An appli-
cation of Theorem 4.1(1) together with (2.2) and Remark 2.12 yields for j ∈ {1, 2} that
E [fj (E (Y )t)] = E (Bξj◦Y )t = exp
(
B
ξj◦Y
qc
t
)∏
s≤t
E [fj(1 + ∆Ys)] , t ≥ 0, (4.4)
where from (4.3) one has
Bξj◦Y
qc
= αBY [h]
qc
+
1
2
α(α− 1)[Y, Y ]c + (ξj − αh) ∗ ν
Y qc .
From now on we shall fix t ≥ 0 and acknowledge the explicit dependence on α by writing
fj( · ;α) and ξj( · ;α) for j ∈ {1, 2}. Next define
g+(α) = E
[
|E (Y )t|
α1{E (Y )t>0}
]
; g−(α) = E
[
|E (Y )t|
α1{E (Y )t<0}
]
.
From (4.4) we then have
2g+(α) = E [f1 (E (Y )t;α)] + E [f2 (E (Y )t;α)] = E (Bξ1( · ;α)◦Y )t + E (B
ξ2( · ;α)◦Y )t,
and similarly,
2g−(α) = E [f1 (E (Y )t;α)]− E [f2 (E (Y )t;α)] = E (Bξ1( · ;α)◦Y )t − E (B
ξ2( · ;α)◦Y )t.
Next, define the following two conditional expectations:
if P[E (Y )t > 0] > 0 : φ+(u) = E
[
|E (Y )t|
iu
∣∣∣E (Y )t > 0] , u ∈ R;
if P[E (Y )t < 0] > 0 : φ−(u) = E
[
|E (Y )t|
iu
∣∣∣E (Y )t < 0] , u ∈ R.
We can then compute
φ+(u) =
g+(iu)
g+(0)
; φ−(u) =
g−(iu)
g−(0)
, u ∈ R,
provided g+(0) = P[E (Y )t > 0] > 0 and g−(0) = P[E (Y )t < 0] > 0. We have now obtained
the Fourier transform of the the random variable log|E (Y )t| conditional on E (Y )t ≷ 0. One is
thus able to characterize the distribution of E (Y )t via Mellin/Fourier inversion methods; see
for example Galambos and Simonelli (2004).
Observe also that although the distribution of |E (Y )t| conditional on E (Y )t ≷ 0 corresponds
to a strictly positive random variable, it cannot be thought of as a natural exponential of a
process with independent increments (except in the trivial case when E (Y )t ≷ 0, P–almost
surely). Hence the characteristic functions φ+ and φ− cannot be obtained from the classical
Le´vy-Khintchin formula or from its generalization for processes with independent increments in
Kallsen and Muhle-Karbe (2010, Proposition 3.12). 
The next example illustrates how, in a general semimartingale model, the drift computation
can be performed separately on predictable jump times.
Example 4.4 (Multiplicative compensator calculation with predictable times of jumps). Let
V denote a compound Poisson process with rate θ whose jumps have cumulative distribution
function F . Denote the jump times of V by (ρk)k∈N and set ρ0 = 0. Let L denote an independent
special Le´vy process with drift rate µ, variance rate σ2, and jump measure Π and setX = L+V .
Next, let F denote the smallest right-continuous filtration such that X is adapted and ρk is
Fρk−1–measurable, for each k ∈ N. Then X is an F–semimartingale and ρk is F–predictable,
for each k ∈ N. Moreover, its ‘continuous-time component’ is precisely the Le´vy process; i.e.,
Xqc = L. The ‘discrete times’ lie in the set of predictable times of jumps, i.e., TX =
⋃
k∈N{ρk}.
We now interpret X as the logarithmic price of an asset. Maximization of exponential utility
calls for the multiplicative compensator of the utility process Z = e−λ·R where R = L(eX) is
the cumulative yield of 1$ investment in asset with price eX . Due to the presence of jumps at
predictable times, the optimal investment strategy λ will no longer be a constant dollar amount
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at all times, instead we will have one constant amount, say λL, on the ‘continuous’ times, i.e.,
outside TX , and a different constant amount, say λV , on the ‘discrete’ time set TX .
By Proposition 2.10 and Theorem 2.8 we obtain
L(Z) =
(
e−λid − 1
)
◦R =
(
e−λ(e
id−1) − 1
)
◦X.
Observe that L(Z)qc =
(
e−λ(e
id−1) − 1
)
◦ Xqc is a Le´vy process by Proposition 2.14. For its
drift rate we obtain by Proposition 2.11 that
bL(Z)
qc
= −λLµ+
σ2λL
2
(λL − 1) +
∫
R
(
e−λL(e
x−1) − 1 + λLx
)
Π(dx). (4.5)
This yields by (2.2) and Remark 2.12 that
E (BL(Z))t = e
bL(Z)
qc
t
∏
τ∈TX
Eτ−
[
e−λV (e
∆Xτ−1)
]
1{τ≤t}
= eb
L(Z)qct
(∫
R
e−λV (e
x−1)F (dx)
)Nt
, t ≥ 0,
where Nt counts all predictable times of jumps in the interval [0, t].
Let us now fix a time horizon T > 0. By conditioning on N and applying Theorem 4.1(1) we
observe that E[ZT ] = E[E (B
L(Z))T ]. This yields an explicit expression for the expected utility
E
[
e−λ·RT
]
= E[ZT ] = E
[
E (B
L(Z)
T )
]
= eb
L(Z)qcT e
κθ
(
log
(∫
R
e−λV (e
x−1)F (dx)
)
T
)
= eb
L(Z)qcT e
θ
(
T
∫
R
e−λV (e
x−1)F (dx)−1
)
,
where bL(Z)
qc
is given in (4.5) and κθ = θ(eid−1) is the cumulant function of a Poisson variable
with parameter θ. 
Example 4.5. In the setting of Example 3.6, assume that ξ is deterministic. Thanks to
Theorem 4.1(1) and (2.2) we get
E
[
eξ◦Xt
]
= exp
(
B
L(Z)qc
t
)∏
s≤t
E[eξs(∆Xs)], t ≥ 0,
where B
L(Z)qc
t is obtained from (3.3). See also JS, II.4.26 for the special case when ξ is time-
constant and zero in a neighborhood of zero and X is real-valued. 
5. Change of measure and its representation
We now discuss how to compute drifts after an absolutely continuous change of measure.
Since the collection of null sets of the new measure, say Q, may be larger than that of P, one
is compelled to study Q–drifts of processes that a-priori are not P–semimartingales. The next
lemma addresses this issue by offering a specific way to ‘lift’ Q–semimartingales back up to P.
Lemma 5.1. Let M be a real-valued, non-negative uniformly integrable P–martingale with
M0 = 1 and define the probability measure Q by dQ/dP = M∞. Let V be a Q–semimartingale.
Then V↑ = V 1{M>0} is a P–semimartingale on [[0, τ
M
c [[ and a Q–version of V .
The proof of this lemma is provided at the end of this section.
We now proceed to formulate a relevant version of Girsanov’s theorem.
Proposition 5.2 (Girsanov’s theorem). Let M be a real-valued, non-negative uniformly inte-
grable P–martingale with M0 = 1 and define the probability measure Q by dQ/dP = M∞. For a
Q–semimartingale V and its lift V↑ from Lemma 5.1 the following are then equivalent.
(1) V is Q–special.
(2) V↑ + [V↑,L(M)] is P–special on [[0, τ
M
c [[.
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If either condition holds then the corresponding compensators are equal, i.e.,
BVQ = B
V↑+[V↑,L(M)], Q–almost surely.
Proof. By taking the lifted Q–version V↑ defined in Lemma 5.1, we may assume without loss of
generality that the Q–semimartingale V is also a P–semimartingale on the interval [[0, τMc [[. Let
B be a predictable process on [[0, τMc [[. As in JS, III.3.8 we have V −B is a local Q–martingale
if and only if (V −B)M is a local P–martingale on [[0, τMc [[. Next, applying integration by parts,
together with JS, I.4.49c, shows that (V −B)M is a local P–martingale on [[0, τMc [[ if and only
if
M− · (V + [V,L(M)] −B) is a local P–martingale on [[0, τ
M
c [[.
Assume now that (1) holds. Then (2) follows from the considerations above with B = BVQ and
the uniqueness of the canonical decomposition of a special semimartingale (JS, I.3.17, I.4.22).
The other implication follows in the same manner. 
Theorem 5.3 (Drift after a change of measure). Let Z be a semimartingale with Z0 = 1 and
∆BL(Z) 6= −1 on [[0, τZc [[. Assume that M = Z/E (BL(Z))1[[0,τZc [[ is a real-valued, non-negative
uniformly integrable martingale and define the probability measure Q by dQ/dP = M∞. Fix a
Q–special semimartingale V . By Lemma 5.1 we may assume that V is also a (not necessarily
special) P–semimartingale. Then
V + [V,L(M)] =
id1(1 + id2)
1 + ∆BL(Z)
◦ (V,L(Z)) on [[0, τZc [[. (5.1)
Furthermore, for any truncation function h for V we have
BVQ =
1
1 +∆BL(Z)
· BV+[V,L(Z)] (5.2)
= BV [h] + [V,L(Z)]c +
(
id1(1 + id2)
1 + ∆BL(Z)
− h ◦ id1
)
∗ νV,L(Z), Q–almost surely. (5.3)
Proof. Note that Theorem 2.8, Example 2.4, and (3.2) give
V + [V,L(M)] = id1(1 + id2) ◦ (V,L(M)) =
id1(1 + id2)
1 + id3
◦
(
V,L(Z), BL(Z)
)
on [[0, τZc [[.
This yields (5.1) by Proposition 2.5. Next, (5.1), Example 2.4, and Theorem 2.8 yield
V + [V,L(M)] =
id
1 + ∆BL(Z)
◦ (V + [V,L(Z)]) on [[0, τZc [[.
Formula (5.2) now follows by Propositions 2.6 and 5.2. Finally, (5.3) is obtained by applying
Proposition 2.11 to (5.1). 
The following statement is helpful when V and L(Z) are represented in terms of some common
process X because it delivers the same result as Theorem 5.3 without requiring the joint P–
characteristics of V and L(Z) as an input.
Corollary 5.4. In the setting of Theorem 5.3, suppose there are ξ, ψ ∈ I0 compatible with a
P–semimartingale X such that
V = V0 + ξ ◦X; L(Z) = ψ ◦X.
Then
BV
qc
Q = B
ξ(1+ψ)◦Xqc ; BV
dp
Q =
∑
τ∈TX
Eτ− [ξ(∆Xτ )(1 + ψτ (∆Xτ ))]
Eτ− [1 + ψτ (∆Xτ )]
1[[τ,∞[[, Q–almost surely.
Proof. This follows from Proposition 5.2, (5.1), Theorem 2.8, and Remark 2.12. 
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For completeness, we now compute the full set of Q–characteristics of V . The second charac-
teristic remains trivially unchanged. The third characteristic can be obtained from the following
corollary. Note that JS, III.3.17 provides an alternative expression to the formula (5.4) below.
Corollary 5.5 (Predictable compensator under the new measure). Under the same assumptions
as in Theorem 5.3, but without requiring that the Q–semimartingale V is special, we have
νVQ =
∫
R
1 + z
1 + ∆BL(Z)
νV,L(Z)(·,dz), Q–almost surely. (5.4)
Proof. Let n denote the dimension of V ; i.e., assume that V is an Cn–valued process. Consider
the set G = G1 ×G2 with G1 ⊂ [0,∞) predictable and G2 a closed set in C
n not containing a
neighbourhood of zero. Then (5.3) with h = id yields
νVQ (G) = B
1G◦V
Q
= 1G(·, id) ∗ ν
V + 0 +
(
id1(1 + id2)
1 + ∆BL(Z)
− id1
)
∗ ν1G◦V,L(Z)
= 1G(·, id1)
1 + id2
1 + ∆BL(Z)
∗ νV,L(Z) = 1G ∗
(∫
R
1 + z
1 + ∆BL(Z)
νV,L(Z)(·,dz)
)
,
Q–almost surely. This proves the statement. 
Remark 5.6. In the setup of Corollary 5.5, assume V = V0 + ξ
V ◦ L(Z) for some ξV ∈ I0
compatible with L(Z). Then (5.4) can be written as follows.
νVQ is the push-forward measure, under ξ
V , of
1 + id
1 +∆BL(Z)
νL(Z), Q–almost surely.
To see this, consider first the formula (5.4) with V = L(Z) and then apply Corollary 2.13 under
the measure Q. 
Corollary 5.7 (Multiplicative compensator after a change of measure). Assume the setup of
Theorem 5.3 and that W is C–valued and Q–almost surely absorbed in zero after hitting zero.
Moreover, suppose that L(W ) is special under Q on [[0, τWc [[ and
∆B
L(W )
Q
6= −1, on [[0, τWc [[, Q–almost surely.
Then the multiplicative compensator of W under Q is given by
E
(
B
L(W )
Q
)
=
E (BL(Z) +BL(W )+[L(W ),L(Z)])
E (BL(Z))
on [[0, τWc [[, Q–almost surely.
Proof. This is an application of Theorem 3.1(1) under Q. Thanks to (5.2) and Proposition 2.6
we have
E
(
B
L(W )
Q
)
= E
(
id
1 + ∆BL(Z)
◦BL(W )+[L(W ),L(Z)]
)
= E
(
id1
1 + id2
◦
(
BL(W )+[L(W ),L(Z)], BL(Z)
))
= E
((
1 + id2 + id1
1 + id2
− 1
)
◦
(
BL(W )+[L(W ),L(Z)], BL(Z)
))
on [[0, τWc [[,
Q–almost surely, which yields the claim by the generalized Yor formula in Proposition 2.9. 
Corollary 5.8 (Independent increments after a change of measure). Assume the setup of Theo-
rem 5.3 and that Z = E (Y ) for some semimartingale Y (hence τZc =∞). Consider a C–valued
semimartingale V with independent increments under Q (e.g., if V and Y have independent
increments under P). Then
EQ[E (V )t] =
E (BY +BV+[V,Y ])t
E (BY )t
, t ≥ 0.
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Proof. Thanks to Theorem 5.3 and Corollary 5.5, V has indeed independent increments under
Q if V and Y have independent increments under P. Then the corollary follows from Theo-
rem 4.1(1) and Corollary 5.7. 
We conclude with an explicit example of drift calculation after a non-equivalent change of
measure where Z is allowed to attain zero continuously.
Example 5.9. Let Z, M , and Q be as in Theorem 5.3. We shall compute the Q–drift of two
Q–semimartingales, V and U .
(i) We first consider the Q–semimartingale V = L(1/Z). Proposition 2.9 yields the repre-
sentation
V = L
(
1
Z
)
=
(
1
1 + id
− 1
)
Q
◦ L(Z),
where we use
Q
◦ to emphasize that this representation only holds under Q. Thanks to
Lemma 5.1 the lifted version of V can be taken equal to
V↑ =
(
1
1 + id
1id6=−1 − 1
)
◦ L(Z) on [[0, τZc [[.
Then (5.1) yields
V↑ + [V↑,L(M)] =
1 + id
1 + ∆BL(Z)
(
1
1 + id
1id6=−1 − 1
)
◦ L(Z)
= −
id1id6=−1
1 + ∆BL(Z)
◦ L(Z) on [[0, τZc [[.
Hence, by Proposition 5.2 we have
B
L(1/Z)
Q
= BV↑+[V↑,L(M)]
= −BL(Z)
qc
− 1id=−1 ∗ ν
L(Z)qc −
∑
τ∈TZ
∆B
L(Z)
τ + Eτ− [1{∆L(Z)τ=−1}]
1 + ∆B
L(Z)
τ
1[[τ,∞[[,
Q–almost surely. In particular, if Z is a uniformly integrable martingale, then M = Z,
BL(Z) = 0, and
B
L(1/Z)
Q
= −1id=−1 ∗ ν
L(Z), Q–almost surely.
(ii) Let us now consider a second example in this setup. Assume that id2 ∗ νZ < ∞ and
consider the process
U =
1
2
(
Z2 − 1− [Z,Z]
)
=
1
2
(
(Z− + id)
2 − Z2− − id
2
)
◦ Z = (Z−id) ◦ Z.
Note that U is a P–semimartingale. This then yields
U + [U,L(Z)] = Z−id
(
1 +
id
Z−
1{Z− 6=0}
)
◦ Z =
(
Z−id + id
2 1{Z− 6=0}
)
◦ Z on [[0, τZc [[.
Since id21{Z−=0} ◦ Z = 0 we may omit the indicator in the last display. Hence, by
Theorem 5.3 we have
BUQ =
1
1 +∆BL(Z)
· BV+[V,L(Z)]
= Z− ·B
Zqc + [Z,Z]c + id2 ∗ νZ
qc
+
∑
τ∈TZ
Zτ−∆B
Z
τ + Eτ− [∆Z
2
τ ]
1 + ∆B
L(Z)
τ
1[[τ,∞[[,
Q–almost surely. In particular, if Z is a uniformly integrable martingale, then again
M = Z, BL(Z) = 0, and
BUQ = [Z,Z]
c + id2 ∗ νZ , Q–almost surely. 
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Proof of Lemma 5.1. By localization, we may and shall assume, without loss of generality, that
τMc =∞. To show the assertion we shall argue the following four statements.
(I) Let (τk)k∈N denote a non-decreasing sequence of finite stopping times such that
lim
k↑∞
τk =∞, Q–almost surely.
Then there exists a sequence (τk↑)k∈N such that Q[τk = τk↑] = 1 and limk↑∞ τk↑ = ∞
under P.
(II) If V is a Q–semimartingale then V 1{M>0} is right-continuous with left limits under P.
(III) If V is a non-decreasing Q–semimartingale then V 1{M>0} is a P–semimartingale.
(IV) If V is a Q–local martingale then V 1{M>0} is a P–semimartingale.
These three statements put together then yield the assertion.
To prove (I) consider some sequence (τk)k∈N of finite stopping times such that limk↑∞ τk =∞
under Q. Let us then define the stopping times
τ ′k = τk1{τk<τM} + k1{τk≥τM}, k ∈ N,
which satisfy Q[τk = τ
′
k] = 1. For the limit τ
′ = limk↑∞ τ
′
k, we have P[τ
′ ∈ {τM ,∞}] = 1; hence
P[τ ′k < τ
′] = 1 for each k ∈ N. Therefore τ ′ is P–almost surely equal to a predictable time
and we have Eτ ′−[∆Mτ ′ ] = 0 on {τ
′ < ∞} by JS, I.2.31. Hence if P[τ ′ < ∞] > 0 then also
P[τ ′ < τM ] > 0, leading to a contradiction. We conclude that P[τ ′ =∞] = 1.
Next, (II) is clear by standard arguments. Indeed, if τ denotes the first time that V 1{M>0}
fails to be right-continuous then τ ≥ τM , hence τ = ∞, P–almost surely. Moreover, if τ is the
first time that a left limit does not exist then τ equals P–almost surely a predictable time and
we conclude, as in (I), that P[τ =∞] = 1.
Now (III) follows directly from (II).
To argue (IV), note that (I), (II), and JS, III.3.8a yield that MV 1{M>0} is a P–local mar-
tingale. Next, consider the strictly positive P–semimartingale M = M + 1[[τM ,∞[[ and observe
that V 1{M>0} = (MV 1{M>0})/M is a P–semimartingale, concluding the proof. 
6. Concluding remarks
We have presented the computation of (i) multiplicative compensators; and (ii) additive and
multiplicative compensators under a new measure obtained by the multiplicative compensation
of a given non-negative semimartingale. In Theorems 3.1 and 5.3 we have treated these tasks
as problems in their own right. In practice, the inputs to these computations are likely to
come with more structure than indicated in the two theorems: the input processes Y and V
will typically be represented with respect to some common underlying, possibly multivariate,
process, say X. This is illustrated in Example 3.6 and Corollary 5.4, respectively. One should
observe that one may use the more general class of representing functions I(X) introduced in
CRII, Definition 3.2. The same logic allows the use of general integrands ζ in Example 3.6.
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