Abstract. We define a new type of Hardy-Orlicz spaces of conformal mappings on the unit disk where in place of the value |f (x)| we consider the intrinsic path distance between f (x) and f (0) in the image domain. We show that if the Orlicz function is doubling then these two spaces are actually the same, and we give an example when the intrinsic Hardy-Orlicz space is strictly smaller.
is the maximum modulus function on 0 < r < 1. Some results on Hardy-Orlicz spaces can be found in [2] , [3] , [6] , [7] , [11] , and [13] , however the exact definition of the spaces varies and the theory is not limited to conformal mappings on D. In the case ψ(t) = t p , 0 < p < ∞, see [8] .
Since a conformal map induces a change of metric in D, the intrinsic path distance d I (f (x), f (0)) in f (Ω) is in many occasions more natural than |f (x)|, see for example [4] . We abbreviate |f (x)| I = d I (f (x), f (0)) and say that f belongs to the intrinsic HardyOrlicz space H If f (D) is a bounded domain then f ∈ H ∞ by definition. It is easy to see that there are conformal mappings that belong to H ∞ but do not belong to H ∞ I ; one only has to consider a conformal mapping of the unit disk onto a bounded domain that spirals inward ad infinitum. For general ψ it is not obvious whether there are conformal mappings belonging to H ψ but not to H ψ I . In this paper we show somewhat surprisingly that if ψ is doubling then there are no such mappings. We will give examples to show that if the ψ is not doubling then the result may fail, see Section 5.
The authors would like to dedicate this paper to both Kari Astala and Michel Zinsmeister, whose ideas in [1] and [15] respectively have contributed to several of the techniques used in this paper.
Basic Definitions
Denote by D = {x ∈ C : |x| < 1} the open unit disk in the complex plane, by ∂D its boundary the unit circle, by B(x, r) the open disk centered at x ∈ C with radius r > 0 and by ∂B(x, r) its boundary. An analytic function f : Ω → C on a domain Ω ⊂ C is called conformal if it is also injective. In this paper the conformal mappings we consider will all have as domain D.
A curve in a domain Ω ⊂ C is a continuous mapping γ : Given a simply connected domain Ω strictly contained in C, the Riemann Mapping Theorem asserts the existence of a conformal function f mapping D onto Ω. Recall that if γ is a curve in D then f • γ is a curve in Ω, and when integrating with respect to arc length we have
Given u, v ∈ Ω the intrinsic path distance between u and v in Ω is
where the infimum is taken over all curves γ in Ω with endpoints u and v. This defines a metric on Ω. If f maps D conformally onto Ω and
where the infimum is taken over all curves in D with endpoints x and y. We abbreviate then d I (f (x), f (0)) to |f (x)| I for each x ∈ D, and we denote usual metric space notions with respect to d I with the addition of the subscript I . For instance, the diameter of a set E ⊂ Ω in the metric d I will be denoted by diam I (E).
It is well known that if f is a conformal mapping of D then the radial limit
exists and length(f ([0, ω)) < ∞ for almost every ω ∈ ∂D, see for example [12] . If f (ω) exists we define for each x ∈ D the intrinsic path distance
where the infimum is taken over all curves γ in D with endpoints x and ω, and we abbreviate like before
We will mostly be maneuvering through D via 'Whitney-type disks,' their corresponding 'shadows' on ∂D as well as the related Stolz cones, which we define here. Given x ∈ D let the Whitney disk centered at x be defined as B x = B(x, 1−|x| 2
), and let
be the Stolz cone at ω. We associate with each conformal mapping f : D → C its non-tangential maximal function with respect to the euclidean metric as
and its non-tangential maximal function with respect to d I as
.
Koebe, Modulus estimates, and Gehring-Hayman
We begin this section by stating two corollaries to the well-known Koebe distortion theorem, see [12, Corollaries 1.4 and 1.5].
Lemma 3.1. There exists a universal constant C such that if f is a conformal mapping
The notation d h (x, y) in the next statement denotes the hyperbolic metric on D.
for any x, y ∈ D.
This lemma tells us that |f ′ | is roughly constant on Whitney disks B x = B(x,
), x ∈ D. Indeed if x, y ∈ B z for some z ∈ D then d h (x, y) ≤ 2, and so by setting C = e 12 we have
It follows easily that there is an absolute constant C such that
for all x ∈ D.
We collect some basic facts about modulus of curve families, needed for the lemmas that follow. If Γ is a family of locally rectifiable curves in a domain Ω ⊆ C, a Borel function ρ :
for every curve γ ∈ Γ. The modulus Mod(Γ) ∈ [0, ∞] of the curve family Γ is then defined as
where the infimum is taken over all admissible ρ. Here dm denotes integration with respect to Lebesgue measure in the plane. An important property of the modulus of curve families is that it is a conformal invariant. That is, when f : Ω → Ω ′ is a conformal map between domains and Γ is a family of curves in Ω, then
It is possible to compute the modulus or at least arrive at a useful estimate for certain families of curves. If E is a Borel set in ∂D, 0 < r < 1, and Γ is the family of radial segments joining ∂B(0, r) to E then
More generally, the upper bound
is valid whenever each γ ∈ Γ joins ∂B(x, r) to ∂B(x, R), 0 < r < R. These and other basic properties of the modulus can be found in [14] .
The next lemma is simply a special case of [4, Lemma 3.2] , and so we omit its proof here. Lemma 3.3. There exists a universal constant C with the following property. Let Ω be a simply connected domain in C equipped with the intrinsic metric d I , E a non-empty subset of Ω and suppose L ≥ δ > 0. Assume that diam I (E) ≤ δ and that Γ is a family of curves in Ω so that each curve γ ∈ Γ has one endpoint in E and length(γ) ≥ L. Then
The next two lemmas are used in Section 4 for our main result. Their proofs are similar, using basic modulus of curve families techniques. 
First suppose |x| < 1/4 and let Γ E be the set of radial segments that have one endpoint in E and the other in B x ∩ ∂B(0, 1/4). By (3.3) and the definition of E each curve in f (Γ E ) has one endpoint in B I (f (x), Cd), where C is absolute, and the other other endpoint in C \ B I (f (x), Md). Assume 2 ≤ C and C 2 < M. Then by basic modulus estimates and Lemma 3.3 we have σ(E)(log 4)
If |x| ≥ 1/4 then we choose Γ E to be the family of radial segments with one endpoint in E and the other in B x ∩ ∂B(0, |x|). Proceeding like before, the case 1 < M ≤ C 2 is trivial and if C 2 < M then
Noting that in this case log(1/|x|) ≈ σ(S x ), we are done.
Lemma 3.5. Let f : D → C be conformal map such that f (x) = 0 for all x ∈ D, φ a growth function and δ > 0. There is an absolute constant C such that for each x ∈ D and M > 1,
Proof. Let x ∈ D and ω ∈ S x . Since φ is strictly increasing, φ(δ|f 
H
In this section we prove our main theorem, showing that if ψ is a doubling growth function then H ψ and H ψ I contain the same conformal mappings. The main work is done in Lemma 4.3, but first we need the following results involving the nontangential maximal functions f * and f * I . We handle the classical setting first. Lemma 4.1. Let ψ be a growth function and f : D → C a conformal mapping. If there exists δ > 0 such that
Proof. First assume that f (x) = 0 for all x ∈ D and let φ = ψ 1/2 . By Lemma 3.5, there exists an absolute constant C such that
for every x ∈ D. Then given any x ∈ D we have
Let M denote the non-centered Hardy-Littlewood maximal function on ∂D. By the previous inequality
and so recalling that M is a bounded operator on L 2 (∂D) (c.f. [9] ) we now have
This completes the proof for the case that f (x) = 0 on D. The other case is handled easily by applying the above result to g(x) = f (x) − y, where y is some fixed point in
The intrinsic version of the lemma can be stated in a nicer form than in the classical setting, since there is no need to consider separate cases.
Lemma 4.2. There exists a universal constant C such that if ψ is a growth function, f is a conformal mapping of D and δ > 0 then
Proof. The Gehring-Hayman theorem and (3.2) imply that there is a universal constant C such that
for every ω ∈ ∂D and all x ∈ Γ(ω). The desired inequality follows.
Given a growth function ψ, if there exists a constant C such that ψ(2t) ≤ Cψ(t) for all t ∈ [0, ∞] then ψ is called doubling. We refer to the infimum of all such C as the doubling constant of ψ. 
for some constant C and almost every ω ∈ ∂D then f ∈ H ψ I .
Proof. Set U(λ) = {ω ∈ ∂D : f * I (ω) > λ}. We can use the generalized form of the Whitney decomposition [5, Theorem III.1.3] to write U(λ) as the union of caps
where the caps have uniformly bounded overlap and there is an absolute constant C such that for all j
Suppose ω ∈ S x j and v(ω) ≤ γ. Then the initial assumption along with inequalities (3.3) and (4.1) imply that there is ω ′ ∈ ∂D \ U(λ) and a corresponding x where C ψ denotes the doubling constant of ψ.
To finish the proof note that we can apply the above to the functions f t (x) = f (tx) for each 0 < t < 1:
