Abstract. Let F be a field of characteristic p and let E/F be a purely inseparable field extension. We study the group H n+1 p
Introduction
One important aspect in the theory of quadratic and bilinear forms is to determine the behavior under field extensions, i.e. we want to determine which nonsingular quadratic form becomes hyperbolic and which symmetric bilinear form becomes metabolic under a given field extension. The main goal of this work is to classify these forms for purely inseparable extensions by using differential forms. For ), we will determine generating systems for H n+1 p (E/F ), Ω n (E ′ /F ) and ν n (E ′ /F ), where E/F resp. E ′ /F denotes a purely inseparable extension resp. a modular purely inseparable extension. These results are given in Theorem 3.13 and Theorem 4.1. The kernels will be translated to quadratic and bilinear forms in characteristic 2 by the famous isomorphisms H n+1 2 (F ) ∼ = I n W q (F )/I n+1 W q (F ) and ν n (F ) ∼ = I n (F )/I n+1 (F ) due to Kato. With this, we will determine the quadratic resp. bilinear Witt kernel for the given extension, which are stated in Theorem 5.3 and Theorem 5.8.
There has already been some progress in determining bilinear and quadratic Witt kernels for some given field extensions in characteristic 2. A nice short overview of some of the known Witt kernels in characteristic 2 can for example be found in [Dolphin and Hoffmann, 2015] .
We note that in the case p = 2, the same result as our main Theorem 3.13 was computed by Laghribi, Aravire and O'Ryan using somewhat different methods independently of this work.
A short introduction to differential forms
We refer to [Arason et al., 2007] , [Cartier, 1958] or [Aravire and Baeza, 2003a] (for p = 2) for any undefined terminology or any basic facts about differential forms that we do not mention explicitly. We will assume 0 ∈ N.
Let us now start by recalling some basic facts about differential forms. Let F always be a field of characteristic p > 0, if not stated otherwise. Further, let Ω 1 F be the F -vector space of absolute differential 1-forms, i.e. Ω 1 F is the F -vector space generated by the symbols da with a ∈ F , together with the relations d(a + b) = da + db and d(ab) = a db + b da for all a, b ∈ F . Since d(F p ) = 0 we readily see that the map d : F → Ω 1 F , a → da is a F p -derivation. By Ω n F we denote the n-exterior power n Ω 1 F , which means Ω n F is a F -vector space generated by the symbols da 1 ∧ . . . ∧ da n with a 1 , . . . , a n ∈ F . With this, the map d can be extended to a For further details on p-bases see [Cartier, 1958] . We may assume that the index set I is well-ordered and transfer this ordering to B by setting b i < b j iff i < j. We further define the set Σ n := {σ : {1, . . . , n} → I | σ(i) < σ(j) for i < j} and equip it with the lexicographic ordering, i.e. we set σ ≤ δ iff σ(j) ≤ δ(j) and σ(i) = δ(i) for some j ∈ {1, . . . , n} and all i < j. Then it is well known that the logarithmic differential forms { dbσ bσ | σ ∈ Σ n } form a F -basis of Ω . We further define F j resp. F <j to be the subfield of F generated over F p by the elements b i with i ≤ j resp. i < j. We also set Ω n F,α resp. Ω n F,<α to be the subspace of Ω n F generated by the elements dbσ bσ with σ ≤ α resp. σ < α. This gives rise to a filtration of the space Ω n F . After fixing a p-basis of F , we can define the additive homomorphism
Using this, we can extend the usual Artin-Schreier map ℘ : F → F to ℘ := s p − id : Ω 
We will often freely use the following well known result and will prove it for the reader's convenience.
Proof: For a v ∈ Ω n F , the following equation holds
).
An induction on i ∈ N finishes the proof.
Since we will start by studying the behavior of differential forms under purely inseparable field extensions, we will close this section with a well known fact for these kinds of field extensions. For this, let us recall that a field extension L/F is called purely inseparable if, for all ℓ ∈ L, there exists a k ≥ 0 with ℓ p k ∈ F . Using this definition together with H 1 p (F ) = F/℘(F ), the following lemma can be viewed as a corollary of Lemma 2.1.
Lemma 2.2 Let L/F be a purely inseparable field extension and x
∈ F . If x ∈ ℘(L), then x ∈ ℘(F ). In particular, we have H 1 p (L/F ) = {0}.
The kernel H n+1 p (E/F ) for purely inseparable field extensions
In this section, our main goal is to compute the kernel H n+1 p (E/F ) where E is a finite purely inseparable field extension of F . For that let us recall that each purely inseparable field extension of F can be realized as E = F (
we have e = max{m 1 , . . . , m r }. To find generators of H n+1 p (E/F ), we will need the following two cases as intermediate steps
• r = 1 and exp(E/F ) = 1, • r arbitrary and exp(E/F ) = 1, which will be discussed in 3.6 and 3.7. These results are known for p = 2 and were proven in [Aravire and Baeza, 2003a] and [Aravire and Laghribi, 2013] . For the generalization of the known results to an arbitrary prime p, we will use the following lemmas.
Lemma 3.1 ( [Arason et al., 2007] 
The next lemma is a weaker version of the famous lemma of Kato. The original Kato's lemma [Kato, 1982, Lemma 2] can only be used for fields which are p − 1 closed, i.e. F p−1 = F . The following weaker version does not need this assumption and will suffice for all the upcoming computations in this section.
Lemma 3.2 ( [Arason et al., 2007] , Lemma 3.2) Let B = {b i | i ∈ I} be a p-basis of the field F , α ∈ Σ n and u ∈ F such that
Then we have
With Lemma 3.2, it is easy to show that ν n (F ) is additively generated by the logarithmic differential forms
an with a 1 , . . . , a n ∈ F . Since we will need the original version of Kato's Lemma in the last section, we will state it here for easy reference.
Note that the condition F p−1 = F is obviously true for all fields of characteristic 2.
Remark 3.4 In most of the upcoming proofs and computations, we will have one single element ω ∈ H n+1 p (L/F ) for some finitely generated algebraic field extension L = F (β 1 , . . . , β r )/F . Since the minimal polynomial over F of each β i , the form ω and the relation
only need a finite number of coefficients of F to be described, we may assume that ω is defined over a field F ′ , which is generated by finitely many elements over F p . By setting
. Following these ideas, we may always assume that ω is defined over a field with a finite p-basis. Note that the polynomials of the β i over F ′ are the same as over the field F .
Remark 3.5 (i) Let B = {c i | i ∈ I} be a p-basis of F with well-ordered indexset I. For a fixed s ∈ N, let i 1 , . . . , i s ∈ I be the smallest elements in I with i 1 < . . . < i s . By this we have Σ n = Σ n,>s∪ Σ n≤s with
Thus, for every ω ∈ Ω n F , we can find unique forms ω >s , ω ≤s ∈ Ω n F with ω = ω >s + ω ≤s where in the basis expansion of ω >s none of the summands is divided by any of dc i1 , . . . , dc is and in the basis expansion of ω ≤s every summand is divided by at least one of the forms dc i1 , . . . , dc is . If there is no confusion about the number n, we omit it as an index.
(ii) Let b 1 , . . . , b r ∈ F be p-independent and B a p-basis of F containing b 1 , . . . , b r . An easy computation shows that a p-basis of the purely inseparable field extension
. . , p mr √ b r are the first r elements of B E , this decomposition coincides with the one given above.
In [Dolphin and Hoffmann, 2015, Lemma 7 .1] Hoffmann and Dolphin showed that for the extension F (
This will be used to prove the following 
with ω E = ℘(u) + dv. Using the basis described above, let γ be the maximal multiindex in the basis expansion of ω, i.e. ω = σ≤γ ω σ dbσ bσ . Since we already know that db = 0 in E, by Remark 3.5 we may assume that the basis expansion of ω is free of forms containing db, which means we have σ ∈ Σ n,>1 for all the multiindices σ used to describe ω. With this assumption, this representation of ω is also the unique representation of ω E using the p-basis B E over the field E. Let δ be the maximal multiindex in the basis expansion of u, i.e. u = σ≤δ u σ dbσ bσ . Using Remark 3.4, we may assume that there are only finitely many multiindices lower than γ resp. δ. Assume δ > γ. Then we have
We can now apply Lemma 3.2 to get
with some suitable a ij ∈ E and u <δ ∈ Ω n E,<δ . Since u can be written as u = u δ
Thus we can lower the maximal multiindex of u and because of Remark 3.4, after a finite number of repetitions, we get δ ≤ γ.
So let us now assume δ ≤ γ. With this we have
which means
Since by assumption both ω and ω E have the same basis representation, we have
2), we have ℘(u γ ) ∈ F , so by using Lemma 2.2, we may assume u γ = u 0 ∈ F . With this, we get
with t ∈ Ω n−1 F and because M ij ∈ E <γ(i) . So now we have
By inserting Equation (3) 
F,<γ . This shows ω = ω ′′ , thus we can also lower the maximal multiindex of the form ω over E without changing its class in H n+1 p (E). Repeating this together with lowering the maximal multiindex of u whenever possible and by using 3.4, after a finite number of reductions we may assume
Under the assumption we made on ω and by using Equation (1), we obtain ω = 0. With this we readily get
The second description of the kernel can be easily seen by db
Since we now have found the kernel for purely inseparable field extensions of degree p, our next step is to generalize this result to field extensions of type
To check the reverse inclusion, we use induction on r. The case r = 1 is covered by Proposition 3.6, so let us assume r > 1. 
we get by the induction hypothesis
M . Let δ be the maximal multiindex in Equation (4) using the basis B M and assume δ(1) > i r . Then we have
Using Lemma 3.2, we get
, thus we can lower the maximal multiindex of u. Iterating this process whenever possible, we may assume that the Equation (4) does not contain a slot dβ, i.e. c δ(n) < β.
As a next step, we will show that we may assume v ∈ Ω n−1 F . Say
With this we get
Since Equation (4) does not contain a slot dβ and β is part of the p-basis of M , we get
So we may assume v ∈ Ω n−1 F and t
F,<δ . Iterating this process, after a finite number of steps, we find
, thus we can find forms
Using 3.6 and by choosing a suitable
from which we finally obtain
Note that we have 
To generalize 3.7 to a purely inseparable extension of arbitrary exponent, we will need a few more results and notations.
Lemma 3.8 For
Proof: For r = 1, we will prove the lemma by induction on k 1 . For k 1 = 1 there is nothing to prove, so assume k 1 ≥ 2 and set b 1 = b and k 1 = k. Then we have
and we also have
Now assume r > 1. With this, we have
Using the induction hypothesis on these terms finishes the proof. 
so that the following equation holds
. This computation can be repeated until the exponent of b 1 is smaller than p t and the last summand can be rewritten using Lemma 3.8. When this is done, we can make the same steps to lower the exponents of b 2 , . . . b r if necessary, to finish the proof. , m 1 ) , . . . , (b r , m r )) to be the subgroup of H n+1 p (F ) which is additively generated by the forms
Note that for n = 0, we have
In the upcoming results, we will show that the group
For this reason, we will need some properties of these groups.
Because of (i), for (ii) it is enough to prove
be an arbitrary form throughout the whole proof. Let us start with K 1 ⊂ K 2 for which we will show, that each generator of K 1 can be found in K 2 . Let us start with the generators of type (i). For i = 2, . . . , r the forms
obviously holds as well. So now let us start with a generator of type (ii) in K 1 given by 
Now we can apply Lemma 3.9 on equation (5) to find forms ω, ω i ∈ Ω n−1 F and
Note that for k(m, 1) < p m−1 we have s 1 = 0, ω = v and ω i = 0, since we do not need to lower the exponent of b 1 . We will now show that the first term of the right hand side of the new equation is a generator of K 2 . For m = 1 the term can be readily rewritten using Lemma 3.8. So let us assume m > 1. We will check that the exponent of b 1 satisfies the necessary conditions for generators in 
with 1 ≤ t ≤ m − 1 and 0 ≤ k(t, i) ≤ p t − 1 with max{1, p t−mi+1 } k(t, i) for i = 2, . . . , r and max{1, p t−m1 } k(t, 1). Applying Lemma 3.9 on this generator, we find forms ω,
Note once more, that for pk(t, 1) < p t , we do not need to lower the exponent of b 1 and may choose s 1 = 0, ω = v and ω i = 0. We will now check once again, that the first term of the right hand side of this equation is a generator of K 2 . Like above, for t = 1 we use Lemma 3.8 to rewrite this term only using generators of type (i). So now assume t > 1. 
Let us now prove that K 2 ⊂ K 1 is also true. For that we will check once again that each generator of K 2 can be found in K 1 . Let us start with the generators of type (i). For i = 2, . . . , r b i dv ∈ K 1 is clearly true. Since max{m 1 + 1, m 2 , . . . , m r } ≥ 2, we have b
Case 1: p k(t, 1) In this case we can find ℓ(t, 1) ∈ N with k(t, 1) = pℓ(t, 1). Thus we can rewrite (6) as
and we will now prove that this is a generator of
) by the choice of the k(t, i). Fir i = 1 it suffices to check that max{1, p t−(m1+1)+1 } ℓ(t, 1) is true, since 0 ≤ ℓ(t, 1) ≤ p t − 1 clearly holds. This condition is true for m 1 ≥ t, and for m 1 < t, we get k(t, 1) = p t−m1+1 q(t, 1) for some q(t, 1) ∈ N, thus ℓ(t, 1) = p t−m1 q(t, 1) which is clearly divisible by p t−m1 = max{1, p t−m1 }. Case 2: p k(t, 1) Applying Lemma 2.1 to equation (6), we get (7) b
Will will now check, that the right hand side (7) k(t, 1) . This finishes the proof of (ii).
Before checking that the group K F ((b 1 , m 1 ), . . . , (b r , m r ) ) is actually the kernel of the extension F (
/F , we need to check this claim for the cases discussed in 3.6 and 3.7. This will be done in the following Lemma. 
Lemma 3.12 Let
, which has degree p 2 over F , which again leads to [E : F ] ≥ p 2 . Using Lemma 3.11, without loss of generality we may assume j = 1 and write
For all i = 1, one of the following cases hold
By using Lemma 3.11 once more, we may rearrange the b i so that we can find s, 2 ≤ s ≤ r, such that b 2 , . . . , b s meet condition (b) and b s+1 , . . . , b r meet condition (a). All that is now left to prove is 
Lastly, if i = s + 1, . . . , r we get 
≡ c
where step (1) 
for some y k ∈ F . Using this, we finally see
which finishes the proof of (i). The assertions (ii) is an easy consequence of the definition of K F ((b 1 , m 1 ) , . . . , (b r , m r )), since no generators of type (ii) appear.
Using the notions from the proof above, we just showed that for [E :
(E/F ). And if max{m 1 , . . . , m r } = 1, obviously K F ((b 1 , m 1 ) , . . . , (b r , m r )) = H n+1 p (E/F ). With these two cases covered, we can now prove the following result. 
Theorem 3.13 Let
Step (1) 
So changing (b j , m j ) ∈ F * × N >0 to (c j , m j − 1) has no influence on the field extension E, hence it does not change the kernel H n+1 p (E/F ). By Lemma 3.11, the group K F ((b 1 , m 1 ) 
Note that some of the b j might be p th powers over M . Also note that [E : M ] = p h−1 . For t = 1, . . . , m − 1 set
The sets Q t contain all the possible exponents of the elements b 2 , . . . , b r for generators of type (ii) as defined in K for a fixed t. 
Thus, using the decomposition of Ω n M described in Remark 3.5(ii), for every i = 0, . . . , p − 1 we can find unique
Applying the additive maps ℘, d and (s p ) t , we obtain
Inserting this in Equation (8), we get
By Remark 3.5, we have
Using this decomposition on the equation above, we get 2p different equation, but we are only interested in those not containing the slot d
and for i = 1, . . . , p − 1
Inserting these in Equation (9) and reducing it mod (℘Ω n F + dΩ
Even though only containing forms defined over F , this equation is still defined over the field M . By reducing it to the field F , we have to add some element of
Using Lemma 3.9 on the last two sums to lower the exponents whenever needed (i.e. whenever an exponent is larger than p resp. p t ), we see that ω can be expressed as a sum of generators of K. 
. The forms of type (i) can then be replaced by the forms
(ii) Now assume b 1 , . . . , b r ∈ F \ F p (which can be assumed with every purely inseparable extension). The exponent exp(E/F ) is then given by max{m 1 , . . . , m r }, which shows that the exponent of E/F has direct influence on the generators given in Theorem 3.13. Further choose s ∈ {1, . . . , e} and set s i = min{s, m i } for i = 1 . . . , r. It is easy to see that F (
With this we obviously have
(iii) One should also note that not all possible combinations of the t and k(t, j) in Theorem 3.13 produce different forms. For example assume t ≥ 1 and all the k(t, j) are divisible by p, let us say k(t, j) = pℓ(t, j). Then we readily get for each
(iv) In the case p = 2 Theorem 3.13 was obtained independently by Aravire, Laghribi and O'Ryan using somewhat different methods. 
Our result on kernels H n+1 p (E/F ) for finite purely inseparable extensions can be readily extended to possibly infinite purely inseparable extension. For that recall that every purely inseparable extension can be written as E = F (β i | i ∈ I) with a suitable indexset I and elements β i ∈ E. Further we define the exponent of x ∈ E by exp(x/F ) := min{k ∈ N | x p k ∈ F }. With this we can easily generalize Theorem 3.13 to the following.
Theorem 3.16 Let E/F be a purely inseparable extension with
(E/F ). Since the relation ω E = 0 only uses a finite number of elements of E, it is clear that there exists already a finite indexset J ⊂ I,
Applying Theorem 3.13 on the finite extension F (β j | j ∈ J)/F finishes the proof.
Using the notations from Theorem 3.16, note that for a finite J ⊂ I with e(J) ≤ 1, there are no generators of type (ii).
We want to finish this chapter by finding a different representation for the generators of the kernel H n+1 p (E/F ), so they can be used more easily in the later sections.
For that, let us call a generator of H k(t, 1) , . . . , k(t, r) are divisible by p). By using this notation and combining Theorem 3.13 with Remark 3.14(ii), we get the following useful result. 
Corollary 3.17 Let
In particular, we have
Proof: Because of b j ∈ E p for all j = 1, . . . , r, we have (db j ) E = 0 which readily shows the first inclusion. So let us now prove the reverse inclusion. 
Since each form dcτ cτ with τ ∈ Σ ≤r contains at least one of the forms db 1 , . . . , db s , which all become zero in E, we readily get
Using the fact that the forms
are part of a basis of Ω n E , we get x ε = 0 for all ε ∈ Σ >r . Inserting this in Equation (10), we see
The fact that this kernel is independent of the m 1 , . . . , m r is not surprising at all, since in [Hoffmann, 2006, Theorem 5.2] Hoffmann showed a similar result for the isotropy behavior of bilinear forms, which is in some way similar to the behavior of differential forms. (see the next section)
In the last section we saw that for E = F 
Note that this is a non modular extension. It is commonly known that eight is the smallest possible degree of a purely inseparable field extension in characteristic 2, such that there exists a non modular extension. Set n = 2 and assume
Quadratic and bilinear forms in characteristic 2
In this last section, we will translate the kernels we computed to quadratic and bilinear forms in characteristic two. To do so, we will start by recapping some basic facts about these forms. We refer to [Elman et al., 2008] for any undefined terminology or any other facts that we do not mention explicitly.
In this section, F will always denote a field of characteristic 2, if not stated otherwise. By W (F ) resp. W q (F ), we denote the Witt ring of non degenerated symmetric bilinear forms over F resp. the Witt group of nonsingular quadratic forms over F . The group W q (F ) is endowed with a W (F )-modul structure by the following multiplication: For a symmetric bilinear form (b, V ) ∈ W (F ) and a nonsingular quadratic form (ϕ, W ) ∈ W q (F ), we set b ⊗ ϕ to be the quadratic form
Let I(F ) denote the fundamental ideal of even dimensional bilinear forms of W (F ). For an integer n ≥ 1, set I n (F ) := (I(F )) n and let
It is well known that I n (F ) resp. I n W q (F ) is generated by n-fold bilinear Pfister forms a 1 , . . . , a n b := 1, −a 1 b ⊗ . . . ⊗ 1, −a n b resp. by the (n + 1)-fold quadratic Pfister forms a 1 , . . . , a n , b ]] := a 1 , . . . , a n b ⊗ [1, b] 
To transport the results from the previous section to bilinear and quadratic forms, we will use the following famous result due to Kazuya Kato in 1982.
Theorem 5.1 ([Kato, 1982] , p. 494) Let F be a field of characteristic 2. For every n ∈ N there exists isomorphisms
Note that f 0 can be chosen as the Arf-Invariant, since we have
To simplify notations, for every field extension L/F we define the following
We will start by transferring the kernel H n+1 2 (E/F ) for a finite purely inseparable field extension. Since we already found a suitable representation of the generators of this kernel ans since we know how f n acts on generators, Theorem 5.1 readily leads to the following result. , 1) , . . . , k(t, r)) ∈ N r as described in the theorem, we have to prove that the form s, s
becomes hyperbolic over the field E. Due to the assumption, the r-tupel γ := (2 m1 k(t, 1), . . . , 2 mr k(t, r)) can be written as γ = 2 t+1 ε with ε ∈ N r . Using this together with the fact that the forms [1, x] and [1, x 2 u ] are isometric for all u ∈ N by comparing the Arf-Invariant (see [Elman et al., 2008] ), over the field E we get s, s
To see that forms of type (i) also become hyperbolic over E can be proven in a similar way. Now let ϕ be an arbitrary element of W q (E/F ). Without loss of generality, we may choose ϕ to be anisotropic. Using analogous arguments as in the case of the determination of the kernels H n+1 p (E/F ), we may assume that F has a finite 2-basis B with |B| = N < ∞ (see Remark 3.4).
Using the basis of Ω n F introduced on page 2, it is easy to see that we have Ω k W q (F ). This is possible, because of ϕ E = 0, the form ϕ E has a trivial Arf-Invariant over E. From Lemma 2.2 we see that ϕ has a trivial Arf-Invariant over F as well, hence ϕ ∈ IW q (F ). So we may assume ϕ ∈ I k W q (E/F ), which leads to ϕ ∈ I k q (E/F ). Using Corollary 5.2 and setting G = {g i | i ∈ I}, we can find a finite subset I 0 ⊂ I and bilinear forms b The form ϕ + i0∈I0 b 0 i0 ⊗g i0 is obviously hyperbolic over the field E, since both ϕ and the g i0 are hyperbolic over E. If it also hyperbolic over the field F , we are finished. If not, we can repeat this step to find another finite subset I 1 ⊂ I and forms b 1 i1 ∈ I k (F ) for i 1 ∈ I 1 with
We can repeat this step until we find finite subsets I f ⊂ I and forms b f i f ∈ I k−1+f (F ) with i f ∈ I f for f = 0, . . . , N − k with
Hence we have
The second statement can easily be seen by slightly changing the above proof.
Let us now check the reverse inclusion. Choose ω ∈ r i=1 db i ∧ Ω n−1 F ∩ ν n (F ). Since b 1 , . . . , b r are 2-independent, we can extent these elements to a 2-basis of F given by B = {c i | i ∈ I}. We further assume that the elements b 1 , . . . , b r are the first r elements of B with ordering b 1 < . . . < b r . Note that by Remark 3.4, we may assume this 2-basis to be finite. Using the F -basis of Ω 
. . , b r ) * and ν n (E/F ) = ν 1 (E/F ) ∧ ν n−1 (F ).
If we now use Kato's isomorphism 5.1 on ν n (E/F ) with its new system of generators and follow steps similar to those that were made in the proof of Theorem 5.3, we get our final result. We omit the proof, since it is similar to the one from 5.3.
Remark 5.9 (i) Theorem 5.8 can be easily generalized to infinite purely inseparable extension E/F , where E is generated over F by roots of 2-independent elements. This is left to the reader.
(ii) The kernel given in Theorem 5.8(ii) was also computed by Hoffmann in [Hoffmann, 2006] , only using the theory of bilinear forms.
(iii) As a final application we want to note that, using the same notations as in 5.8, we have ν 1 (E/F ) ∼ = I 1 (E/F ) ∼ = ker F/F 2 → E/E 2 , where the second isomorphism is done using the determinant. So for every f ∈ F \ F 2 , we have f ∈ E 2 if and only if f ∈ F 2 (b 1 , . . . , b r ).
