Abstract. We study the regularity of minima of scalar variational integrals of p-growth, 1 < p < ∞, in the Heisenberg group.
Introduction
In this paper, we study the regularity of minima of scalar variational integrals in the Heisenberg group H n , n ≥ 1. We consider the variational problem (1.1)
Here Ω is a domain in H n , u : Ω → R is a function and Xu = (X 1 u, X 2 u, . . . , X 2n u) its horizontal gradient. The convex integrand function f ∈ C 2 (R 2n ; R) is of p-growth, 1 < p < ∞. It satisfies the following growth and ellipticity conditions
for all z, ξ ∈ R 2n , where δ ≥ 0, L ≥ 1 are constants. The natural domain of variational problem (1.1) is the horizontal Sobolev space HW 1,p (Ω), see Section 2 for the definition. By the direct method in Calculus of Variations, we can easily prove the existence of minimizers in HW 1,p (Ω) with prescribed boundary value for functional (1.1) under the structure condition (1.2). The corresponding Euler-Lagrange equation of (1.1) is
where Df = (D 1 f, D 2 f, . . . , D 2n f ) is the Euclidean gradient of f . It is easy to see that a function in HW 1,p (Ω) is a local minimizer of (1.1) if and only if it is a weak solution of equation (1.3), see Section 2 for the definitions of local minimizers and weak solutions.
A typical example of (1.1) is the following p-energy functional When p = 2n + 2, the Hausdorff dimension of H n , equation (1.6) is tightly connected with the conformal mappings, and equation (1. 3) the quasiconformal mappings in the Heisenberg group. We refer these connections and the study of quasiconformal mappings in Carnot groups to the work of Korànyi and Reimann [28, 29] , Heinonen and Holopainen [22] , Capogna [4] , and Capogna and Cowling [7] . Other two interesting cases are p = 1 and p = ∞, which are excluded in this work. We refer to [5, 6, 1] and the references therein for the study of mean curvature equation and infinite Laplacian equation in Carnot groups.
The regularity theory for equation (1. 3) is well established in the case p = 2. The study of regularity goes back to the work of Hörmander. The classical paper [24] of Hörmander treated the linear equation with a general vector fields. We also mention the remarkable work [19, 18, 27] for the linear equation. We refer to the monograph [2] for the explosive studies and historic notes for the linear equations in the Heisenberg group, or more generally in the Carnot groups. In the case p = 2, when equation (1.3) is not linear, Capogna obtained the Hölder continuity for the gradient of weak solutions [3, 4] , under the structure condition (1.2).
For p = 2, equation (1.3) is quasilinear. It is known that the weak solutions of equation (1.3) are Hölder continuous [8] . Concerning the gradient of the weak solutions, the partial regularity result (regularity outside a set of measure zero) was obtained in [10] , see also [17] . By the Cordes perturbation techniques, Domokos and Manfrendi [14, 15] proved the Hölder continuity of the gradient of p-harmonic functions when p is close to 2. No explicit bound on p was given.
Other regularity results concerning equation (1. 3) for p = 2 include the following ones. Domokos [13] showed that the vertical derivative T u ∈ L p loc (Ω), if 1 < p < 4, for the weak solutions u of equation (1.3) . He also showed the integrability of second order horizontal derivatives of u. This extends an earlier result of Marchi [34] . The Lipschitz continuity of u was obtained in [35] for p in the range [2, 4) . This result is true not only for the non-degenerate case (δ > 0) but also for the degenerate one (δ = 0). This extends an earlier result of Manfredi and Mingione [33] concerning the Lipschitz continuity for the non-degenerate case (δ > 0) with p in a smaller range. Both of the proofs in [33, 35] use Domokos' result on the integrability of T u. The restriction on p, p < 4, was unavoidable. Now a natural question arises: is there a regularity theory for equation (1. 3) in the Heisenberg group, which is similar to that in the Euclidean setting? This is the case for p = 2. For p = 2, it is well known that weak solutions of equations of type (1.3) in the Euclidean spaces have Hölder continuous derivatives, see [40, 30, 16, 12, 31, 38] . The sharp Hölder exponent was obtained in [25] for the p-harmonic functions in the plane. The C 1,α regularity is optimal when p ≥ 2. In this paper, we study the regularity of weak solutions of equation (1.3) both in the non-degenerate case and in the degenerate case. First, we prove the boundedness of the horizontal gradient, and hence the Lipschitz continuity of weak solutions for all 1 < p < ∞. We remark that this result holds both for the non-degenerate case δ > 0 and for the degenerate one δ = 0.
Moreover, for any ball B 2r ⊂ Ω, we have that
where c > 0 depends only on n, p, L.
Corollary 1.1. Let 1 < p < ∞, δ ≥ 0 and u ∈ HW 1,p (Ω) be a weak solution of equation (1.3) . Then u is locally Lipschitz continuous in Ω. Moreover, for any ball B 2r ⊂ Ω, we have that
for all x, y ∈ B r , where c > 0 depends only on n, p, L.
Here and in the following, the ball B r is defined with respect to the CarnotCarathèodory metric (CC-metric) d; B 2r is the double size ball with the same center, see Section 2 for the definitions.
Second, we show that the horizontal gradient of weak solutions of equation (1.3) is Hölder continuous when p ≥ 2. THEOREM 1.2. Let 2 ≤ p < ∞, δ ≥ 0 and u ∈ HW 1,p (Ω) be a weak solution of equation (1.3) . Then the horizontal gradient Xu is Hölder continuous. Moreover, there is a positive exponent α = α(n, p, L) ≤ 1 such that for any ball B r 0 ⊂ Ω and any 0 < r ≤ r 0 , we have
This leaves open the Hölder continuity of horizontal gradient of weak solutions for equation (1.3) in the case 1 < p < 2. Our approach does not work for this case. It seems that it requires new ideas to handle this case.
We comment on our proofs of Theorem 1.1 and Theorem 1.2. We first prove the theorems for the case δ > 0, and then for the case δ = 0 by an approximation argument. The crucial point is that in the estimates (1.7) and (1.9), the constants c and the exponent α are independent of δ. We prove Theorem 1.1 in Section 3 and Theorem 1.2 in Section 4, under the supplementary assumption that the solution u is Lipschitz continuous. This additional assumption is removed by the Hilbert-Haar existence theory for functional (1.1) in Section 5. One good point to make this supplementary assmption is that we have enough regularity for the solution u to carry out all of our proofs. Our proofs do not involve the difference quotient.
We use Moser's iteration to prove the Lipschitz continuity of u. The essential point is to prove a Caccioppoli type inequality for Xu in Theorem 3.1. It is an analogous version of that in the setting of Euclidean spaces. This is somehow surprising, since the vertical derivative T u is not involved. We should compare it with the usual version, Lemma 3.4, where T u is involved. The reason that we can remove the item involving T u is due to the reverse inequality for T u, obtained in Lemma 3.5. Roughly speaking, Lemma 3.5 shows that the vertical derivative T u, comparing with XXu, is somehow small. We have a good control on T u. This opens a way to handle the quasilinear elliptic equations and systems in the Heisenberg group.
We use De Giorgi's method to prove the Hölder continuity of Xu, which is similar to the approach by DiBenedetto [12] . One crucial point is to obtain the Caccioppoli inequality in Lemma 4.3, which is based on the integrability of T u in Corollary 3.2 and on the repeating applications of the equation for T u.
The ideas in this paper can be also applied to study the regularity of minima of vectorial variational integrals of the following form
where u : Ω → R N , N > 1, is a vector valued function and g : [0, ∞) → R is of p-growth.
Finally, we remark that the regularity results for the functional (1.1) in this paper can be applied to study more general functionals like
where f : R 2n+1 × R × R 2n → R satisfies suitable growth and ellipticity conditions. We refer to [32] for this kind of treatments in the setting of Euclidean spaces.
Preliminaries
In this section, we fix our notation and introduce the Heisenberg group H n and the sub-elliptic equations.
Throughout this paper, we denote by c a positive constant, that may vary from line to line. Except explicitly being specified, it depends only on the dimension n of the Heisenberg group that we work with, and on the constants p and L in the structure condition (1.2). But, it does not depend on δ in (1.2).
Heisenberg group H
n . We identify the Heisenberg group H n with the Euclidean space R 2n+1 , n ≥ 1. The group multiplication is given by
for points x = (x 1 , . . . , x 2n , t), y = (y 1 , . . . , y 2n , s) ∈ H n . The left invariant vector fields corresponding to the canonical basis of the Lie algebra are
and the only non-trivial commutator 
the average of an integrable function f over set E.
In this paper, all of the balls B ρ (x) = {y ∈ H n : d(y, x) < ρ} are defined with respect to the Carnot-Carathèodory metric (CC-metric) d. The CC-distance of two points in H n is the length of the shortest horizontal curve joining them. The CCmetric is equivalent to the Korànyi metric
Since these two metrics are equivalent, we may state our theorems in Section 1 by the Korànyi balls
is a Banach space with respect to the norm
(Ω) with this norm. In an obivous way, we define the local space HW 
and therefore the ellipticity condition
for all z, w ∈ R 2n . Here L > 0 is a constant, depending only on p and L. We say a function u ∈ HW 1,p (Ω) is a weak solution of equation (1.3) if
It is easy to prove that u is a weak solution of equation (1.3) if and only if it is a local minimizer of functional (1.1), that is,
By the strong monotonicity (2.2), it is easy to prove that the solution to the following Dirichlet problem is unique
It is also easy to prove the following comparison principle: let u, v ∈ HW 1,p (Ω) be weak solutions of equation (1.3). If u ≥ v on ∂Ω in the sense of Sobolev, then we have u ≥ v a.e. in Ω.
Lipschitz continuity
In this section, we prove Theorem 1.1 for the case δ > 0 under the additional assumption that the weak solution is Lipschitz continuous. This section has three subsections. We prove several Caccioppoli type inequalities for the horizontal gradient and the vertical derivative in the first subsection. The second subsection contains the main lemma, from which Theorem 3.1 follows. The proofs of Theorem 3.1 and Theorem 1.1 are given in the last subsection.
Throughout this section, u ∈ HW 1,p (Ω) is a weak solution of equation (1.3) satisfying the structure condition (1.2) with δ > 0. We make the following supplementary assumption: Xu is bounded in Ω, that is,
for a constant M > 0. We remark here that in Section 5 we will remove this assumption. Under this additional assumption, it follows from (1.2) that f satisfies
for all ξ ∈ R 2n , where ν > 0 is a constant, depending on p, L, δ, M. Now, we can apply Capogna's results in [3] . Theorem 1.1 and Theorem 3.1 of [3] show that Xu and T u are Hölder continuous in Ω, and that
The above regularity is enough for us to carry out all of the proofs in this section. We should keep (3.3) in the mind. We remark here that the constants M and ν do not enter all of the estimates in this section. Because of this fact, we are able to remove the supplementary assumption (3.1) in Section 5.
3.1. Caccioppoli type inequalities. The following two lemmas are straight forward; the proofs are easy. For the sake of completeness, we give the proofs here.
Proof. We only prove (3.4). The proof of (3.5) is similar. Let ϕ ∈ C ∞ 0 (Ω) and fix l ∈ {1, 2, . . . , n}. We use X l ϕ as a test-function in (1.3) and obtain that
which, together with
proves the lemma.
Lemma 3.2. T u is a weak solution of
which proves the lemma. The second equality follows from integration by parts, and the third from the fact that u is a weak solution of equation (1.3).
We need the following Caccioppoli inequality for T u. It was proved in [33] by the difference quotient. Since we have the regularity assumption (3.3), we can prove it directly without using the difference quotient. The proof is standard and easy. We provide a proof in the Appendix for the readers' convenience.
|T u| β+2 dx.
We also need the following Caccioppoli type inequality for Xu. Comparing with the one for T u in Lemma 3.3, it is much more delicate, mainly due to the noncommutativity of the horizontal vector fields X i . When 2 ≤ p < 4, it was proved in Lemma 5.1 of [35] , based on the earlier result in [33] . The proof relies on Domokos' result on the integrability on T u: T u ∈ L p loc (Ω). The proofs there involve the difference quotient. Again, since we have the regularity assumption (3.3), we can prove it directly without using difference quotient. We provide a proof in the Appendix. 
The following lemma gives a reverse type inequality for T u, from which we obtain the integrability result for T u. Eventually, Corollary 3.1 allows us to remove the last integral in Lemma 3.4 to obtain Theorem 3.1. It is crucial for the proof of the Lipschitz continuity of u. To prove this main lemma, we use a special test function and we invoke the weak formula (3.6), instead of the equations (3.4) and (3.5) for X l u. This allows us to apply Lemma 3.3 to conclude the proof.
Lemma 3.5. For any β ≥ 2 and all non-negative η ∈ C ∞ 0 (Ω), we have
(Ω) be a non-negative cut-off function. Fix β ≥ 2 and l ∈ {1, 2, . . . , n}. Let ϕ = η β+2 |T u| β X l u. We use ϕ as a test function in (3.6). Note that
and that X n+l X l = X l X n+l − T . We obtain that (3.8)
Here and in the following, all of the sums for i are from 1 to 2n. We will estimate both sides of (3.8) as follows. For the left hand side, the structure condition (1.2) implies that
For the right hand side, we will show that the following estimate is true for each item.
, where c = c(n, p, L) > 0 and τ > 0 is a constant. By the above estimates for both sides of (3.8), we end up with
The above inequality is true for all l = 1, 2, . . . , n. Similarly, we can prove that it is true also for all l = n + 1, . . . , 2n. Then we may sum up these estimates for all l = 1, 2, · · · , 2n. Now, by choosing τ > 0 small enough, we complete the proof of the lemma, modulo the proof of (3.9). Now we prove (3.9). First, we start with I 4 . By the structure condition (1.2) and the Cauchy-Schwarz inequality
We then apply Lemma 3.3 to estimate the first integral in the right hand side. By Lemma 3.3, we have (3.10)
Thus,
Note that |T u| ≤ 2|XXu|. (3.11) implies that I 4 satisfies (3.9). Second, we prove (3.9) for I 1 . Integration by parts yields
We will show that (3.9) holds for both I 11 and I 12 . For I 11 , by Young's inequality,
which, together with (3.10) and the fact |T u| ≤ 2|XXu|, implies that (3.9) holds for I 11 . For I 12 , (3.9) follows from
|T u| β+1 dx, and Young's inequality. This proves that I 1 satisfies (3.9), too.
Third, for I 2 , we have
from which, together with Young's inequality and the fact |T u| ≤ 2|XXu|, (3.9) for I 2 follows. Finally, I 3 has the same bound as that of I 11 .
|T u| β |XT u| dx.
Thus, I 3 satisfies (3.9), too. This completes the proof of (3.9), and hence that of the lemma.
By Hölder's inequality, the following corollary is an easy consequence of Lemma 3.5. 
where c = c(n, p, L) > 0.
3.3.
Proof of Theorem 1.1. We will prove the following surprising Caccioppoli type inequality for Xu, from which the Lipschitz continuity of u follows by the well-known Moser iteration. It is similar to that for weak solutions of Riemannian elliptic equations. The following theorem is an easy consequence of Lemma 3.4 and Corollary 3.1.
THEOREM 3.1. Let 1 < p < ∞. Then for any β ≥ 2 and all non-negative η ∈ C ∞ 0 (Ω), we have that
Our goal is to prove (3.12). By Lemma 3.4, we only need to estimate the
|T u| 2 dx. To this end, by Hölder's inequality,
.
Note that |T u| ≤ 2|XXu|. We can continue to estimate to first integral in the right hand side by Corollary 3.1. Then plugging this estimate to the inequality in Lemma 3.4, we obtain by Young's inequality
This proves the theorem.
Combining Corollary 3.1 and Theorem 3.1, we obtain the following estimate for T u, which is critical for the proof of the Hölder continuity of the horizontal gradient of solutions in Section 4.
Corollary 3.2. For any β ≥ 2 and all non-negative η ∈ C ∞ 0 (Ω), we have that [23] . We give the outline here. The Caccioppoli inequality (3.12) and the Sobolev inequality (2.1) yield (3.13)
for all β ≥ 2 and for non-negative
Let B r ⊂ Ω and 0 < σ < 1 be fixed. We define
By choosing a standard cut-off function η ∈ C ∞ 0 (B r i ) with η = 1 in B r i+1 and letting β = β i in (3.13), we obtain (3.14)
− 
Hölder continuity of the horizontal gradient
In this section, we assume that p ≥ 2, and we will prove the Hölder continuity of the horizontal gradient of solutions of equation (1.3) for this range of p, under the supplementary assumption (3.1). This section is divided into three subsections. First, we introduce the De Giorgi's class of functions in the setting of Heisenberg group in subsection 4.1. Second, we show that the gradient of solutions of equation (1.3) satisfies a Caccioppoli inequality in subsection 4.2, and finally, we prove Theorem 1.2 in subsection 4.3.
De Giorgi's class of functions.
The fundamental work of De Giorgi [11] showed the local boundedness and Hölder continuity for functions satisfying certain integral inequalities, nowadays known as De Giorgi's class of functions. In this section, we consider this class of functions defined in the Heisenberg group. Let B ρ 0 ⊂ H n be a ball and k 0 ∈ R be a constant. The De Giorgi's class DG
, which satisfy for any balls B ρ ′ , B ρ with the same center as B ρ 0 and 0 < ρ ′ < ρ ≤ ρ 0 , and for any k ∈ R, the following inequality (4.1)
where
The parameters γ, χ are arbitrary non-negative numbers. We require that q > Q = 2n + 2, the Hausdorff dimension of H n . We do not exclude the case q = ∞. Similarly, we define the class
. The following lemma is true for a bigger class of functions than DG + (B ρ 0 ). We denote by SDG + (B ρ 0 ) the class of functions
for any k ∈ R, and for all balls B ρ ′ , B ρ with the same center as B ρ 0 and 0 < ρ ′ < ρ ≤ ρ 0 . Here M(ρ 0 ) is a positive constant. Note that (4.1) implies (4.2) with M(ρ 0 ) = 2 sup Bρ 0 |v|.
The proof of the following lemma is similar to that of Lemma 6.1 of [30] . We omit the proof. implies that sup
The proof of the following lemma is similar to that of Lemma 6.2 of [30] . We need only minor modifications. We omit the proof. 
implies that
Here we remark that we can relax the assumption v ∈ DG + (B ρ 0 ) in Lemma 4.2. We only need to assume that v satisfies inequality (4.1) for all k ≥ k 0 , where k 0 is as in Lemma 4.2. The reason is that in the proof of Lemma 4.2 we only apply inequality (4.1) for k ≥ k 0 .
The following theorem follows easily from Lemma 4.2. From it follows the Hölder continuity of functions in the De Giorgi class DG(B ρ 0 ). 
Caccioppoli inequality.
In this section, we assume that p ≥ 2. Let u ∈ HW 1,p (Ω) be a solution of equation (1.3) satisfying the structure condition (1.2) with δ > 0. As in Section 3, we make the supplementary assumption (3.1) that u is Lipschitz continuous in Ω. Thus we have the regularity (3.3) for u. Keeping this in our mind, we will show that X l u, l = 1, 2, . . . , 2n, satisfies the Caccioppoli inequality (4.3) in the following lemma. The proof of the lemma is based on the estimate of T u in Corollary 3.2. It also involves an iteration argument.
We fix a ball B r 0 ⊂ Ω. We denote by
Consider the balls B r ′ , B r with the same center as B r 0 and 0 < r ′ < r ≤ r 0 /2. Denote as before A
Lemma 4.3. For any q ≥ 4, there exists c = c(n, p, L, q) > 0 such that the following inequality holds for any 1 ≤ l ≤ 2n, for any k ∈ R and for any 0 < r ′ < r ≤ r 0 /2
Proof. We only prove the lemma for l = 1, 2, · · · , n; we can prove similarly the lemma for l = n + 1, n + 2, · · · , 2n. We observe that we only need to prove (4.3) for k such that |k| ≤ µ(r 0 ). Now fix l ∈ {1, 2, . . . , n}, and k ∈ R such that |k| ≤ µ(r 0 ) and fix 0 < r
is a cut-off function such that η = 1 in B r ′ and |Xη| ≤ 2/(r − r ′ ). We use ϕ as a test-function in (3.4) to obtain that
By Young's inequality and the structure condition (1.2), we arrive at
|XT u|v dx
Observe that to prove lemma, we only need to estimate I 2 and I 3 . We estimate I 2 as follows. By Hölder's inequality,
Recall that Corollary 3.2 gives
where c = c(n, p, L, q) > 0. Note that p ≥ 2. Thus I 2 is bounded from above by the last term of inequality (4.3), (4.5)
The estimate of I 3 is involved. We will show that (4.6)
where c = c(n, p, L, q) > 0 and
Now the estimates (4.4), (4.5) and (4.6) give us
from which (4.3) follows. This proves the lemma, modulo the proof of (4.6). Now we prove (4.6). First, for β ≥ 0, letφ = η 2 v 2 |T u| β T u, where η is as before. We test equation (3.7) withφ to obtain that (β + 1)
v|T u| β+1 |Xv||XT u| dx, where c = c(n, p, L, q) > 0. By Young's inequality, we obtained that
where M is defined as in (4.7). Second, we iterate (4.8) as follows. Let
Then (4.8) gives us (4.9)
. We then estimate a m+1 as follows. Note that |k| ≤ µ(r 0 ). Thus
We continue to estimate by Lemma 3.3 and Corollary 3.2 the integral in the right hand side. We have that
, where c(m) > 0 depends not only on n, p, L, but also on m. Thus we arrive at the following estimate for a m+1 .
Finally, the estimate (4.6) for I 3 follows from the ones (4.9), (4.10) for a 1 and a m+1 . By Hölder's inequality,
Here we also used the fact that p ≥ 2. Now combining the above estimate with (4.9), we arrive at
, where in the second inequality we used Young's inequality. Then we plug the estimate (4.10) to the above inequality, and we obtain that (4.11)
Now we may choose m big enough such that 2
Then (4.11) becomes
where c = c(n, p, L, q) > 0. This proves (4.6). We finished the proof of (4.3).
Remark 4.1. Similarly, we can obtain the corresponding inequality (4.3) for (
In the subsection, we prove Theorem 1.2 for the case δ > 0. Let u ∈ HW 1,p (Ω) be a weak solution of equation (1.3). We assume (3.1). We fix a ball B r 0 ⊂ Ω. For all balls B r , r ≤ r 0 , with the same center as B r 0 , we denote for l = 1, . . . , 2n, 
Actually, the power 1/p in (4.12) is not essential; any number in the interval (0, 2/p) will do. In the remaining of this subsection, we prove Theorem 4.2. During the proof, we will specify a fixed and finite number of lower bounds for s, required for the proof to work. These lower bounds depend only on n, p, L. We then take s to be equal to the maximum of this finite collections of lower bounds. We fix a ball B r with the same center as B r 0 and with 0 < r ≤ r 0 /16. To prove Theorem 4.2, note that we may assume
since, otherwise Theorem 4.2 is true with s = 1 and we are done. In the following, we assume that (4.13) is true. We divide the proof into two cases. Case 1. We assume that there exists a number τ > 0, small and depending only on n, p, L, such that for at least one l ∈ {1, 2, . . . , 2n}, we have either (4.14)
|{x ∈ B 4r :
The constant τ will be determined in the following lemma. 
Analogously, if (4.15) holds for an index l, then
We postpone the proof of Lemma 4.4 and continue the proof of Theorem 4.2. In each case of conclusions of Lemma 4.4, we have for all x ∈ B 2r (4.16)
2 , for some constants 0 < c 1 < c 2 , depending only on n, p. We will apply Lemma 4.3 with q = 2Q. Due to (4.16), (4.3) becomes
for all j ∈ {1, 2, . . . , 2n}, and all 0 < r ′′ < r ′ ≤ 2r, where c = c(n, p, L) > 0 and K is as in Lemma 4.3. We remark here that the above inequality is true for all j ∈ {1, 2, . . . , 2n}. Now, for each j, X j u belongs to DG + (B 2r ) with q = 2Q and χ = cK
. The corresponding version of Lemma 4.3 for (X j u − k) − , see Remark 4.1, shows that X j u also belongs to DG − (B 2r ). So, X j u ∈ DG(B 2r ). We are now in the position to apply Theorem 4.1 to conclude that (4.17) osc
for some s 0 = s 0 (n, p, L) > 0. Now taking into account of the assumptions p ≥ 2 and (4.13), we have
, where in the first inequality we used the fact that µ(8r) ≥ ω(8r)/2 ≥ ω(r)/2, which follows easily from the definitions of µ and ω. Thus 
with τ = τ (n, p, L) > 0, as determined in Lemma 4.4. We will prove (4.12) also in this case. First, note that on the set {x ∈ B 8r : X l u > 1 8 µ(8r)}, we have
for some constants 0 < c 3 < c 4 , depending only on n, p. We will apply Lemma 4.3 with q = 2Q for all k
where K is as in Lemma 4.3. The above inequality is true for all l ∈ {1, 2, . . . , 2n} and for all k ≥ k 0 . We are now in the position to apply Lemma 4.2. Due to (4.20) , the assumption of Lemma 4.2 is satisfied. We conclude that sup B 2r 
Now the above two inequalities yield
and hence
We notice from the conditions (4.19) and (4.20) that
Then the above two inequalities yield 
Thus we can rewrite (4.22) as (4.23)
Thus v ∈ SDG + (B 4r ). We can now apply Lemma 4.1 for a small constant b > 0, to be chosen soon. Let k 0 = − Note that if we choose b = b(n, p, L) > 0 small enough, the conclusion (4.24) yields
which is equivalent to the desired result in the lemma sup B 2r
Fix such a number b. We check the assumptions (4.25) and (4.26) . Observe that (4.26) follows from (4.13) and from the fact that µ(8r) ≥ ω(r)/2, since
We also observe that
So, if we choose τ = 4 Q θ, then (4.14) is equivalent to (4.25) . Let θ be as in Lemma 4.1. Then Lemma 4.4 is true for τ = 4 Q θ. This finishes the proof of Lemma 4.4.
Approximation
In Section 3 and 4, we proved Theorem 1.1 and Theorem 1.2 for the case δ > 0, under the additional assumption that the weak solutions are Lipschitz continuous. We will remove this additional assumption and prove Theorem 1.1 and Theorem 1.2 for the case δ > 0 in subsection 5.2. The proof is based on the Hilbert-Haar existence theory for functional (1.1) in the setting of Heisenberg group, which is established in subsection 5.1. Finally, in subsection 5.3 we prove Theorem 1.1 and Theorem 1.2 for the case δ = 0, by an approximation argument.
5.1. Hilbert-Haar existence theory. In the setting of Euclidean spaces, the Hilbert-Haar theory gives the existence of Lipschitz continuous minimizers for convex functional with smooth boundary value in strictly convex domain. In this subsection, we establish the analogous existence theory for functional (1.1) in the setting of Heisenberg group. Our approach is quite similar to that in the Euclidean setting.
Let D ⊂ H n be a bounded domain. We consider D to be a domain in R 2n+1 . We assume that D is a convex domain in R 2n+1 , and that there exists a constant ε > 0 such that the following holds: for every y ∈ ∂D, there is a vector b ∈ R 2n+1 with |b| = 1 such that
Here ·, · denotes the inner product of two vectors in R 2n+1 and | · | the Eclidean norm. The following theorem gives the existence of Lipschitz continuous solutions with C 2 smooth boundary value in such domains D. 
Then there is a constant M, depending only on n, ε, max D (|Dφ| + |D 2 φ|) and the
Proof. We will show that u is Lipschitz continuous in D with repect to the CarnotCarathèodory metric, that is,
for a constant M, depending on n, ε, max D (|Dφ| + |D 2 φ|) and the diameter of D. Then the conclusion of Theorem 5.1 follows.
First, we prove (5.3) for all y ∈ ∂D and all x ∈ D. To this end, we fix a point y ∈ ∂D and b ∈ R 2n+1 be the vector satisfying condition (5.1). The essential point of the proof is to consider the following linear function
for a big constant K > 0, to be determined soon. One good point to consider this function is that we have
Indeed, by the Taylor formular, we have
where ξ is a convenient point between x = (x 1 , . . . , x 2n+1 ) and y = (y 1 , . . . , y 2n+1 ).
for all x ∈ D, in particular for all x ∈ ∂D.
Another good point to consider L + (x) is that it is a solution of equation (1.3) in D. This is easy to check. Indeed, since L + (x) is a smooth function, we can write
By a direct calculation, we can show that the horizontal Hessian matrix XXL + is anti-symmetric. We have for all i = 1, 2, . . . , 2n, X i X n+i L + (x) = −X n+i X i L + (x) and X i X j L + (x) = X j X i L + (x) = 0 if j = n + i. Note that the Hessian matrix D 2 f is symmetric. Thus, the inner product of D 2 f and XXL + is zero. This shows that L + (x) is a solution of equation (1.3). We claim that u(x) ≤ L + (x) for all x ∈ D, where u is the solution of equation (5.2). This follows from the comparison principle. Since D is a regularity domain and the boundary value φ is continuous, we know that the solution u of equation (5.2) is continuous up to the boundary and u(x) = φ(x) for all x ∈ ∂D. Thus, we have u(x) = φ(x) ≤ L + (x) for all x ∈ ∂D. Since u and L + are both solutions of equation (1.3), the claim follows from the comparison principle. Now, we observe that L + (x) is Lipschitz continuous, that is, Since w ∈ ∂(D z ∩D) implies that w ∈ ∂D or zw ∈ ∂D, the above inequality, together with the arbitrariness of z, implies the maximun princilpe for the differential ratio. This proves the theorem.
5.2.
Proofs of Theorem 1.1 and Theorem 1.2 for the case δ > 0. Let u ∈ HW 1,p (Ω) be a weak solution of equation (1.3). We fix a ball B r (x 0 ) ⊂ Ω. We may assume that x 0 = 0, and we write B r = B r (0). Since C ∞ (B r ) is dense in HW 1,p (B r ), we can find a sequence of functions φ ε ∈ C ∞ (B r ) such that φ ε converges to u in HW 1,p (B r ). Now, since the Carnot-Carathèodory metric and the Korànyi metric are equivalent, we can find a Korànyi ball K σr ⋐ B r , centered at 0, with a constant σ = σ(n) > 0. The reason that we consider the Korànyi ball K σr is that it is convex (in R 2n+1 ) and it satisfies condition (5.1). Now we solve the Direchlet problem on ∂Ω.
Then we may apply Theorem 1.1 and Theorem 1.2 to the weak solutions u δ . We can obtain the uniform estimates in these theorems. Eventually, letting δ → 0, we conclude the proof.
Appendix
Proof of Lemma 3.3 . Let η ∈ C ∞ 0 (Ω) and ϕ = η 2 |T u| β T u. We use ϕ as a testfunction in the equation (3.7) for T u to obtain that (β + 1)
η|T u| β T uD j D i f (Xu)X j T uX i η dx.
from which, together with the Cauchy-Schwarz inequality, (6.5) for I l
