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Abstract. Toric topology emerged in the end of the 1990s on the borders
of equivariant topology, algebraic and symplectic geometry, combinatorics and
commutative algebra. It has quickly grown up into a very active area with
many interdisciplinary links and applications, and continues to attract experts
from different fields.
The key players in toric topology are moment-angle manifolds, a family of
manifolds with torus actions defined in combinatorial terms. Their construc-
tion links to combinatorial geometry and algebraic geometry of toric varieties
via the related notion of a quasitoric manifold. Discovery of remarkable geo-
metric structures on moment-angle manifolds led to seminal connections with
the classical and modern areas of symplectic, Lagrangian and non-Ka¨hler com-
plex geometry. A related categorical construction of moment-angle complexes
and their generalisations, polyhedral products, provides a universal framework
for many fundamental constructions of homotopical topology. The study of
polyhedral products is now evolving into a separate area of homotopy theory,
with strong links to other areas of toric topology. A new perspective on torus
action has also contributed to the development of classical areas of algebraic
topology, such as complex cobordism.
The book contains lots of open problems and is addressed to experts
interested in new ideas linking all the subjects involved, as well as to graduate
students and young researchers ready to enter into a beautiful new area.
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Introduction
Traditionally, the study of torus actions on topological spaces has been consid-
ered as a classical field of algebraic topology. Specific problems connected with torus
actions arise in different areas of mathematics and mathematical physics, which re-
sults in permanent interest in the theory, constant source of new applications and
penetration of new ideas into topology.
Since the 1970s, algebraic and symplectic viewpoints on torus actions have
enriched the subject with new combinatorial ideas and methods, largely based on
the convex-geometric concept of polytopes.
The study of algebraic torus actions on algebraic varieties has quickly developed
into a much successful branch of algebraic geometry, known as toric geometry. It
gives a bijection between, on the one hand, toric varieties, which are complex
algebraic varieties equipped with an action of an algebraic torus with a dense orbit,
and on the other hand, fans, which are combinatorial objects. The fan allows
one to completely translate various algebraic-geometric notions into combinatorics.
Projective toric varieties correspond to fans which arise from convex polytopes. A
valuable aspect of this theory is that it provides many explicit examples of algebraic
varieties, leading to applications in deep subjects such as the singularity theory and
mirror symmetry.
In symplectic geometry, since the early 1980s there has been much activity in
the field of Hamiltonian group actions on symplectic manifolds. Such an action
defines the moment map from the manifold to a Euclidean space (more precisely,
the dual Lie algebra of the torus) whose image is a convex polytope. If the torus has
half the dimension of the manifold the moment map image determines the manifold
up to equivariant symplectomorphism. The class of polytopes which can arise as
the images of moment maps can be described explicitly, together with an effective
procedure of recovering a symplectic manifold from such a polytope. In symplectic
geometry, as in algebraic geometry, one translates various geometric constructions
into the language of convex polytopes and combinatorics.
There is a tight relationship between the algebraic and the symplectic pictures:
a projective embedding of a toric manifold determines a symplectic form and a
moment map. The image of the moment map is a convex polytope that is dual to
the fan. In both the smooth algebraic-geometric and the symplectic situations, the
compact torus action is locally isomorphic to the standard action of (S1)n on Cn
by rotation of the coordinates. Thus the quotient of the manifold by this action
is naturally a manifold with corners, stratified according to the dimension of the
stabilisers, and each stratum can be equipped with data that encodes the isotropy
torus action along that stratum. Not only does this structure of the quotient provide
a powerful means of investigating the action, but some of its subtler combinatorial
properties may also be illuminated by a careful study of the equivariant topology
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of the manifold. Thus, it should come as no surprise that since the beginning of the
1990s, the ideas and methodology of toric varieties and Hamiltonian torus actions
have started penetrating back into algebraic topology.
By 2000, several constructions of topological analogues of toric varieties and
symplectic toric manifolds have appeared in the literature, together with different
seemingly unrelated realisations of what later has become known as the moment-
angle manifolds. We tried to systematise both known and emerging links between
torus actions and combinatorics in our 2000 paper [54] in Russian Mathematical
Surveys, where the terms ‘moment-angle manifold’ and ‘moment-angle complex’
first appeared. Two years later it grew up into a book ‘Torus Actions and Their
Applications in Topology and Combinatorics’ [55] published by the AMS in 2002
(the extended Russian edition [57] appeared in 2004). The title ‘Toric Topology’
coined by our colleague Nigel Ray became official after the 2006 Osaka conference
under the same name. Its proceedings volume [150] contained many important
contributions to the subject, as well as the introductory survey ‘An invitation to
toric topology: vertex four of a remarkable tetrahedron’ by Buchstaber and Ray.
The vertices of the ‘toric tetrahedron’ are topology, combinatorics, algebraic and
symplectic geometry, and it symbolised much strengthened links between these
subjects. With many young researchers entering the subject and conferences held
around the world every year, toric topology has definitely grown up into a mature
area. Its various aspects are presented in this monograph, with an intention to
consolidate the foundations and stimulate further applications.
Chapter guide
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At the heart of toric topology lies a class of torus actions whose orbit spaces
are highly structured in combinatorial terms, that is, have lots of orbit types tied
together in a nice combinatorial way. We use the generic terms toric space and toric
object to refer to a topological space with a nice torus action, or to a space produced
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from a torus action via different standard topological or categorical constructions.
Examples of toric spaces include toric varieties, toric and quasitoric manifolds and
their generalisations, moment-angle manifolds, moment-angle complexes and their
Borel constructions, polyhedral products, complements of coordinate subspace ar-
rangements, intersections of real or Hermitian quadrics, etc.
Each chapter and most sections have their own introductions with more specific
information about the contents.
In Chapter 1 we collect background material related to convex polytopes, in-
cluding basic convex-geometric constructions and the combinatorial theory of face
vectors. The famous g-theorem describing integer sequences that can be the face
vectors of simple (or simplicial) polytopes was one of the most striking applications
of toric geometry to combinatorics. The concept of Gale duality and Gale diagrams
are important tools for the study of moment-angle manifolds via intersections of
quadrics. In the additional sections we describe several combinatorial constructions
providing families of simple polytopes, including nestohedra, graph associahedra,
flagtopes and truncated cubes. The classical series of permutahedra and associahe-
dra (Stasheff polytopes) are particular examples. The construction of nestohedra
takes its origin in singularity and representation theory. We develop a differential
algebraic formalism which links the generating series of nestohedra to classical par-
tial differential equations. The potential of truncated cubes in toric topology is yet
to be fully exploited, as they provide an immense source of explicitly constructed
toric spaces.
In Chapter 2 we describe systematically combinatorial structures that appear
in the orbit spaces of toric objects. Besides convex polytopes, these include fans,
simplicial and cubical complexes, simplicial posets. All these structures are objects
of independent interest for combinatorialists, and we emphasised the aspects of
their combinatorial theory most relevant to subsequent topological applications.
The subject of Chapter 3 is the algebraic theory of face rings (also known as
Stanley–Reisner rings) of simplicial complexes, and their generalisations to simpli-
cial posets. With the appearance of the face rings in the beginning of the 1970s in
the work of Reisner and Stanley many combinatorial problems were translated into
the language of commutative algebra, which paved the way for their solution using
the extensive machinery of algebraic and homological methods. Algebraic tools used
for attacking combinatorial problems included regular sequences, Cohen–Macaulay
and Gorenstein rings, Tor-algebras, local cohomology, etc. A whole new thriving
field appeared on the borders of combinatorics and algebra, which has since become
known as combinatorial commutative algebra.
Chapter 4 is the first ‘toric’ chapter of the book; it links the combinatorial
and algebraic constructions of the previous chapters to the world of toric spaces.
The concept of the moment-angle complex ZK is introduced as a functor from the
category of simplicial complexes K to the category of topological spaces with torus
actions and equivariant maps. When K is a triangulated manifold, the moment-
angle complex ZK consists a free orbit Z∅ consisting of singular points. Removing
this orbit we obtain an open manifold ZK\Z∅, which satisfies the relative version of
Poincare´ duality. Combinatorial invariants of simplicial complexes K therefore can
be described in terms of topological characteristics of the corresponding moment-
angle complexes ZK. In particular, the face numbers of K, as well as the more
subtle bigraded Betti numbers of the face ring Z[K] can be expressed in terms of
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the cellular cohomology groups of ZK. The integral cohomology ring H∗(ZK) is
shown to be isomorphic to the Tor-algebra TorZ[v1,...,vm](Z[K],Z). The proof builds
upon a construction of a ring model for cellular cochains of ZK and the corre-
sponding cellular diagonal approximation, which is functorial with respect to maps
of moment-angle complexes induced by simplicial maps of K. This functorial prop-
erty of the cellular diagonal approximation for ZK is quite special, due to the lack of
such a construction for general cell complexes. Another result of Chapter 4 is a ho-
motopy equivalence (an equivariant deformation retraction) from the complement
U(K) of the arrangement of coordinate subspaces in Cm determined by K to the
moment-angle complex ZK. Particular cases of this result are known in toric geom-
etry and geometric invariant theory. It opens a new perspective on moment-angle
complexes, linking them to the theory of configuration spaces and arrangements.
We tried to make the material of the first four chapters of the book accessible
for an undergraduate student, or a reader with a very basis knowledge of algebra
and topology. The general algebraic and topological constructions required here
are collected in Appendices A and B respectively. More experienced readers may
refer to these appendices purely for terminology and notation.
Toric varieties are the subject of Chapter 5. This is an extensive area with vast
literature available. We outline the influence of toric geometry on the emergence
of toric topology and emphasise combinatorial, topological and symplectic aspects
of toric varieties. The construction of moment-angle manifolds via nondegenerate
intersections of Hermitian quadrics in Cm, motivated by symplectic geometry, is
also discussed here. Some basic knowledge of algebraic geometry may be required
in Chapter 5. Appropriate references are given in the introduction to the chapter.
Geometry of moment-angle manifolds is studied in Chapter 6. The construc-
tion of moment-angle manifolds as the level sets of toric moment maps is taken as
the starting point for the systematic study of intersections of Hermitian quadrics
via Gale duality. Following a remarkable discovery by Bosio and Meersseman of
complex-analytic structures on moment-angle manifolds corresponding to simple
polytopes, we proceed by showing that moment-angle manifolds corresponding to
a more general class of complete simplicial fans can also be endowed with complex-
analytic structures. The resulting family of non-Ka¨hler complex manifolds includes
the classical series of Hopf and Calabi–Eckmann manifolds. We also describe im-
portant invariants of these complex structures, such as the Hodge numbers and
Dolbeault cohomology rings, study holomorphic torus principal bundles over toric
varieties, and establish collapse results for the relevant spectral sequences. We
conclude by exploring the construction of A. E. Mironov providing a vast family
of Lagrangian submanifolds with special minimality properties in complex space,
complex projective space and other toric varieties. Like many other geometric
constructions in this chapter, it builds upon the realisation of the moment-angle
manifold as an intersection of quadrics.
In Chapter 7 we discuss several topological constructions of even-dimensional
manifolds with an effective action of a torus of half the dimension of the manifold.
They can be viewed as topological analogues and generalisations of compact non-
singular toric varieties (or toric manifolds). These include quasitoric manifolds of
Davis and Januszkiewicz, torus manifolds of Hattori and Masuda, and topological
toric manifolds of Ishida, Fukukawa and Masuda. For all these classes of toric
objects, the equivariant topology of the action and the combinatorics of the orbit
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spaces interact in a nice and peculiar way, leading to a host of results linking
topology with combinatorics. We also discuss the relationship with GKM-manifolds
(named after Goresky, Kottwitz and MacPherson), another class of toric objects
taking its origin in symplectic topology.
Homotopy-theoretical aspects of toric topology are the subject of Chapter 8.
This is now a very active area. Homotopy techniques brought to bear on the study
of polyhedral products and other toric spaces include model categories, homotopy
limits and colimits, higher Whitehead and Samelson products. The required infor-
mation about categorical methods in topology is collected in Appendix C.
The final Chapter 9 we review applications of toric methods in the classical
field of algebraic topology, complex bordism and cobordism. It is a generalised
cohomology theory that combines both geometric intuition and elaborated algebraic
techniques. The toric viewpoint brings an entirely new perspective on complex
bordism theory in both its non-equivariant and equivariant versions.
The later chapters require more specific knowledge of algebraic topology, such
as characteristic classes and spectral sequences, for which we recommend respec-
tively the classical book of Milnor and Stasheff [227] and the excellent guide by
McCleary [215]. Basic facts and constructions from bordism and cobordism theory
are given in Appendix D, while the related techniques of formal group laws and
genera are reviewed in Appendix E.
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CHAPTER 1
Geometry and combinatorics of polytopes
This chapter is an introductory survey of the geometric and combinatorial
theory of convex polytopes, with the emphasis on those of its aspects related to the
topological applications later in the book. We do not assume any specific knowledge
of the reader here. Algebraic definitions (graded rings and algebras) required in the
end of this chapter are contained in Section A.1 of the Appendix.
Convex polytopes have been studied since ancient times. Nowadays both combi-
natorial and geometrical aspects of polytopes are presented in numerous textbooks
and monographs. Among them are the classical monograph [139] by Gru¨nbaum and
Ziegler’s more recent lectures [325]. Face vectors and other combinatorial topics
are discussed in books by McMullen–Shephard [221], Brønsted [42], and the survey
article [187] by Klee and Kleinschmidt; while Yemelichev–Kovalev–Kravtsov [319]
focus on applications to linear programming and optimisation. All these sources
may be recommended for the subsequent study of the theory of polytopes, and
contain a host of further references.
1.1. Convex polytopes
Definitions and basic constructions. Let Rn be n-dimensional Euclidean
space with the scalar product 〈 , 〉. There are two constructively different ways to
define a convex polytope in Rn:
Definition 1.1.1. A convex polytope is the convex hull conv(v1, . . . , vq) of a
finite set of points v1, . . . , vq ∈ Rn.
Definition 1.1.2. A convex polyhedron P is a nonempty intersection of finitely
many half-spaces in some Rn:
(1.1) P =
{
x ∈ Rn : 〈a i, x 〉+ bi > 0 for i = 1, . . . ,m
}
,
where a i ∈ Rn and bi ∈ R. A convex polytope is a bounded convex polyhedron.
All polytopes in this book will be convex. The two definitions above produce
the same geometrical object, i.e. a subset of Rn is the convex hull of a finite point
set if and only if it is a bounded intersection of finitely many half-spaces. This
classical fact is proved in many textbooks on polytopes and convex geometry, and
it lies at the heart of many applications of polytope theory to linear programming
and optimisation, see e.g. [325, Theorem 1.1].
The dimension of a polyhedron is the dimension of its affine hull. We often
abbreviate a ‘polyhedron of dimension n’ to n-polyhedron. A supporting hyperplane
of P is an affine hyperplane H which has common points with P and for which
the polyhedron is contained in one of the two closed half-spaces determined by
the hyperplane. The intersection P ∩ H with a supporting hyperplane is called
a face of the polyhedron. Denote by ∂P and intP = P \ ∂P the topological
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boundary and interior of P respectively. In the case dimP = n the boundary ∂P
is the union of all faces of P . Each face of an n-polyhedron (n-polytope) is itself a
polyhedron (polytope) of dimension 6 n. Zero-dimensional faces are called vertices,
one-dimensional faces are edges, and faces of codimension one are facets .
Two polytopes P ⊂ Rn1 and Q ⊂ Rn2 of the same dimension are said to
be affinely equivalent (or affinely isomorphic) if there is an affine map Rn1 → Rn2
establishing a bijection between the points of the two polytopes. Two polytopes are
combinatorially equivalent if there is a bijection between their faces preserving the
inclusion relation. Note that two affinely isomorphic polytopes are combinatorially
equivalent, but the opposite is not true.
The faces of a given polytope P form a partially ordered set (a poset) with
respect to inclusion. It is called the face poset of P . Two polytopes are combina-
torially equivalent if and only if their face posets are isomorphic.
Definition 1.1.3. A combinatorial polytope is a class of combinatorially equiv-
alent polytopes.
Many topological constructions later in this book will depend only on the com-
binatorial equivalence class of a polytope. Nevertheless, it is always helpful, and
sometimes necessary, to keep in mind a particular geometric representative P rather
than thinking in terms of abstract posets. Depending on the context, we shall de-
note by P , Q, etc., geometric polytopes or their combinatorial equivalent classes
(combinatorial polytopes). Whenever we consider both geometric and combinato-
rial polytopes, we shall use the notation P ≈ Q for combinatorial equivalence.
We refer to (1.1) as a presentation of the polyhedron P by inequalities. These
inequalities contain more information than the polyhedron P , for the following
reason. It may happen that some of the inequalities 〈a i, x〉 + bi > 0 can be re-
moved from the presentation without changing P ; we refer to such inequalities as
redundant. A presentation without redundant inequalities is called irredundant. An
irredundant presentation of a given polyhedron is unique up to multiplication of
pairs (a i, bi) by positive numbers.
Example 1.1.4 (simplex and cube). An n-dimensional simplex ∆n is the con-
vex hull of n + 1 points in Rn that do not lie on a common affine hyperplane.
All faces of an n-simplex are simplices of dimension 6 n. Any two n-simplices
are affinely equivalent. Let e1, . . . , en be the standard basis in Rn. The n-simplex
conv(0, e1, . . . , en) is called standard. Equivalently, the standard n-simplex is spec-
ified by the n+ 1 inequalities
(1.2) xi > 0 for i = 1, . . . , n, and − x1 − · · · − xn + 1 > 0.
The regular n-simplex is the convex hull of the endpoints of e1, . . . , en+1 in Rn+1.
The standard n-cube is given by
(1.3) In = [0, 1]n = {(x1, . . . , xn) ∈ Rn : 0 6 xi 6 1 for i = 1, . . . , n}.
Equivalently, the standard n-cube is the convex hull of 2n points (ε1, . . . , εn) ∈ Rn,
where εi = 0 or 1.Whenever we work with combinatorial polytopes, we shall refer
to any polytope combinatorially equivalent to In as a cube, and denote it by In.
The cube In has 2n facets. We denote by F 0k the facet specified by the equation
xk = 0, and by F
1
k that specified by the equation xk = 1, for 1 6 k 6 n.
1.1. CONVEX POLYTOPES 9
Simple and simplicial polytopes. Polarity. The notion of a generic poly-
tope depends on the choice of definition. Below we describe the two possibilities.
A set of q > n points in Rn is in general position if no n + 1 of them lie on
a common affine hyperplane. Now, assuming Definition 1.1.1, we may say that a
polytope is generic if it is the convex hull of a set of generally positioned points.
This implies that all faces of the polytope are simplices, i.e. every facet has the
minimal number of vertices (namely, n). Polytopes with this property are called
simplicial .
Assuming Definition 1.1.2, a presentation (1.1) is said to be generic if P is
nonempty and the hyperplanes defined by the equations 〈a i, x 〉 + bi = 0 are in
general position at any point of P (that is, for any x ∈ P the normal vectors a i
of the hyperplanes containing x are linearly independent). If presentation (1.1) is
generic, then P is n-dimensional. If P is a polytope, then the existence of a generic
presentation implies that P is simple, that is, exactly n facets meet at each vertex
of P . Each face of a simple polytope is again a simple polytope. Every vertex of
a simple polytope has a neighbourhood affinely equivalent to a neighbourhood of
0 in the positive orthant Rn>. It follows that every vertex is contained in exactly n
edges, and each subset of k edges with a common vertex spans a k-face.
A generic presentation may contain redundant inequalities, but, for any such
inequality, the intersection of the corresponding hyperplane with P is empty (i.e.,
the inequality is strict at any x ∈ P ). We set
Fi =
{
x ∈ P : 〈a i, x 〉+ bi = 0
}
.
If presentation (1.1) is generic, then each Fi is either a facet of P or is empty.
The polar set of a polyhedron P ⊂ Rn is defined as
(1.4) P ∗ =
{
u ∈ Rn : 〈u , x 〉+ 1 > 0 for all x ∈ P}.
The set P ∗ is a convex polyhedron with 0 ∈ P ∗.
Remark. P ∗ is naturally a subset in the dual space (Rn)∗, but we shall not
make this distinction until later on, assuming Rn to be Euclidean. Also, in convex
geometry the inequality 〈u , x 〉 6 1 is usually used in the definition of polarity, but
the definition above is better suited for applications in toric geometry. These two
ways of defining the polar set are taken into each other by the central symmetry.
The following properties are well known in convex geometry:
Theorem 1.1.5 (see [42, §2.9] or [325, Th. 2.11]).
(a) P ∗ is bounded if and only if 0 ∈ intP ;
(b) P ⊂ (P ∗)∗, and (P ∗)∗ = P if and only if 0 ∈ P ;
(c) if a polytope Q is given as a convex hull, Q = conv(a1, . . . ,am), then Q
∗
is given by inequalities (1.1) with bi = 1 for 1 6 i 6 m; in particular, Q
∗
is a convex polyhedron, but not necessarily bounded;
(d) if a polytope P is given by inequalities (1.1) with bi = 1, then P
∗ =
conv(a1, . . . ,am); furthermore, 〈ai, x 〉 + 1 > 0 is a redundant inequality
if and only if ai ∈ conv(aj : j 6= i).
Remark. A polyhedron P admits a presentation (1.1) with bi = 1 if and only
if 0 ∈ intP . In general, (P ∗)∗ = conv(P,0).
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Example 1.1.6. The difference between the situations 0 ∈ P and 0 ∈ intP may
be illustrated by the following example. Let Q = conv(0, e1, e2) be the standard
2-simplex in R2. By Theorem 1.1.5 (c), Q∗ is specified by the three inequalities
〈0, x 〉+ 1 > 0, 〈e1, x 〉+ 1 > 0, 〈e2, x 〉+ 1 > 0,
of which the first is satisfied for all x , so we obtain an unbounded polyhedron. Its
dual is conv(0, e1, e2) by Theorem 1.1.5 (d), giving back the standard 2-simplex.
Any combinatorial polytope P has a presentation (1.1) with bi = 1 (take the
origin to the interior of P by a parallel transform, an then divide each of the
inequalities in (1.1) by the corresponding bi). Then P
∗ is also a polytope with
0 ∈ P ∗, and (P ∗)∗ = P . We refer to the combinatorial polytope P ∗ as the dual of
the combinatorial polytope P . (We shall not introduce a new notation for the dual
polytope, keeping in mind that polarity is a convex-geometric notion, while duality
of polytopes is combinatorial.)
Theorem 1.1.7 (see [42, §2.10]). If P and P ∗ are dual polytopes, then the face
poset of P ∗ is obtained from the face poset of P by reversing the inclusion relation.
As a corollary, we obtain that P is simple if and only if its dual polytope P ∗ is
simplicial. Any polygon is both simple and simplicial.
Proposition 1.1.8. In dimensions n > 3 a simplex is the only polytope which
is both simple and simplicial.
Proof. Let be P be a polytope which is both simple and simplicial. Choose a
vertex v ∈ P . Since P is simple, v is connected by edges to exactly n other vertices,
say v1, . . . , vn. We claim that there are no other vertices in P . To prove this it
is enough to show that all vertices v1, . . . , vn are pairwise connected by edges, as
then every vertex from v, v1, . . . , vn will be connected to the remaining n vertices.
Indeed, take a pair vi, vj . Since P is simple and v is connected to both vi and vj ,
all these three vertices belong to a 2-face. Since P is simplicial and n > 3, this face
is a 2-simplex, in which vi and vj are connected by an edge. We conclude that P
has n+ 1 vertices, so it is an n-simplex. 
The proof above also shows that if all 2-faces of a simple polytope are triangular,
then P is a simplex. A similar property is valid for a cube: if all 2-faces of a simple
polytope P are quadrangular, then P is a cube (an exercise).
Example 1.1.9. The dual of a simplex is again a simplex. To describe the
dual of a cube, we consider the cube [−1, 1]n (the standard cube (1.3) is not good
as 0 is not in its interior). Then the polar set is the convex hull of the endpoints
of 2n vectors ±ek, 1 6 k 6 n. It is called the cross-polytope. The 3-dimensional
cross-polytope is the octahedron.
A combinatorial polytope P is called self-dual if P ∗ is combinatorially equiva-
lent to P . There are many examples of self-dual non-simple polytopes; an infinite
family of them is given by k-gonal pyramids for k > 4. Here is a more interesting
regular example:
Example 1.1.10 (24-cell). Let Q be the 4-polytope obtained by taking the
convex hull of the following 24 points in R4: endpoints of 8 vectors ±ei, 1 6 i 6 4,
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and 16 points of the form (± 12 ,± 12 ,± 12 ,± 12 ). By Theorem 1.1.5 (c), the polar
polytope Q∗ is given by the following 24 inequalities:
(1.5) ± xi + 1 > 0 for i = 1, . . . , 4, and 12 (± x1 ± x2 ± x3 ± x4) + 1 > 0.
Each of these inequalities turns into equality in exactly one of the specified 24
points, so it defines a supporting hyperplane whose intersection with Q is only one
point. This implies that Q has exactly 24 vertices. The vertices of Q∗ may be
determined by applying the ‘elimination process’ to (1.5) (see [325, §1.2]), and as
a result we obtain 24 points of the form ± e i ± ej for 1 6 i < j 6 4. Each
supporting hyperplane defined by (1.5) contains exactly 6 vertices of Q∗, which
form an octahedron. So both Q and Q∗ have 24-vertices and 24 octahedral facets.
In fact, both Q and Q∗ provide examples of a regular 4-polytope called a 24-cell. It
is the only regular self-dual polytope different from a simplex. For more details on
the 24-cell and other regular polytopes see [85].
Products, hyperplane cuts and connected sums.
Construction 1.1.11 (Product). The product P1×P2 of two simple polytopes
P1 and P2 is again a simple polytope. The dual operation on simplicial polytopes
can be described as follows. Let S1 ⊂ Rn1 and S2 ⊂ Rn2 be two simplicial polytopes.
Assume that both S1 and S2 contain 0 in their interiors. Now define
S1 ◦ S2 = conv
(
S1 × 0 ∪ 0× S2
) ⊂ Rn1+n2 .
Then S1 ◦ S2 is again a simplicial polytope. For any two simple polytopes P1, P2
containing 0 in their interiors the following identity holds:
P ∗1 ◦ P ∗2 = (P1 × P2)∗.
Both operations × and ◦ are also defined on combinatorial polytopes; in this case
the above formula holds without any restrictions.
Construction 1.1.12 (Hyperplane cuts and face truncations). Assume given
a simple polytope (1.1) and a hyperplane H = {x ∈ Rn : 〈a , x 〉+ b = 0} that does
not contain any vertex of P . Then the intersections P ∩H> and P ∩H6 of P with
either of the halfspaces determined by H are simple polytopes; we refer to them as
hyperplane cuts of P . To see that P ∩ H> and P ∩ H6 are simple we note that
their new vertices are transverse intersections of H with the edges of P . Since P
is simple, each of those edges is contained in n − 1 facets, so each new vertex of
P ∩H> or P ∩H6 is contained in exactly n facets.
If H separates all vertices of a certain i-face G ⊂ P from the other vertices of P
and G ⊂ H>, then P ∩H> is combinatorially equivalent to G×∆n−i (an exercise),
and we say that the polytope P ∩H6 is obtained from P by a face truncation.
In particular, if the cut off face G is a vertex, the result is a vertex truncation
of P . When the choice of the cut off vertex is clear or irrelevant we use the notation
vt(P ). We also use the notation vtk(P ) for a polytope obtained from P by a k-fold
iteration of the vertex truncation.
We can describe the face poset of the simple polytope P˜ obtained by truncating
P at a face G ⊂ P as follows. Let F1, . . . , Fm be the facets of P , and assume that
G = Fi1 ∩ · · · ∩ Fik . The polytope P˜ has m facets corresponding to F1, . . . , Fm
(and obtained from them by truncation), which we denote by the same letters for
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simplicity, and a new facet F = P ∩H . Then we have
Fj1 ∩ · · · ∩ Fjℓ 6= ∅ in P˜
⇐⇒ Fj1 ∩ · · · ∩ Fjℓ 6= ∅ in P, and Fj1 ∩ · · · ∩ Fjℓ 6⊂ G,
F ∩ Fj1 ∩ · · · ∩ Fjℓ 6= ∅ in P˜
⇐⇒ G ∩ Fj1 ∩ · · · ∩ Fjℓ 6= ∅ in P, and Fj1 ∩ · · · ∩ Fjℓ 6⊂ G.
Note that Fj1 ∩ · · · ∩ Fjℓ 6⊂ G if and only if {i1, . . . , ik} 6⊂ {j1, . . . , jℓ}.
The two previous construction worked for geometric polytopes. Here is an
example of a construction which is more suitable for combinatorial ones.
Construction 1.1.13 (Connected sum of polytopes). Suppose we are given
two simple polytopes P and Q, both of dimension n, with distinguished vertices
v and w respectively. An informal way to obtain the connected sum P #v,w Q of
P at v and Q at w is as follows. We cut off v from P and w from Q; then, after
a projective transformation, we can glue the rest of P to the rest of Q along the
new simplex facets to obtain P #v,w Q. A more formal definition is given below,
following [62, §6].
First, we introduce an n-dimensional polyhedron Γ , which will be used as a
template for the construction; it arises by considering the standard (n− 1)-simplex
∆n−1 in the subspace {x : x1 = 0} ⊂ Rn, and taking its cartesian product with the
first coordinate axis. The facets Gr of Γ therefore have the form R × Dr, where
Dr, 1 ≤ r ≤ n, are the facets of ∆n−1. Both Γ and the Gr are divided into positive
and negative halves, determined by the sign of the coordinate x1.
We order the facets of P meeting in v as E1, . . . , En, and the facets of Qmeeting
in w as F1, . . . , Fn. Denote the complementary sets of facets by Cv and Cw; those
in Cv avoid v, and those in Cw avoid w.
We now choose projective transformations ϕP and ϕQ of Rn, whose purpose is
to map v and w to the infinity of the x1 axis. We insist that ϕP embeds P in Γ so as
to satisfy two conditions; firstly, that the hyperplane defining Er is identified with
the hyperplane defining Gr, for each 1 ≤ r ≤ n, and secondly, that the images of
the hyperplanes defining Cv meet Γ in its negative half. Similarly, ϕQ identifies the
hyperplane defining Fr with that defining Gr, for each 1 ≤ r ≤ n, but the images
of the hyperplanes defining Cw meet Γ in its positive half. We define the connected
sum P #v,w Q of P at v and Q at w to be the simple n-polytope determined by
the images of the hyperplanes defining Cv and Cw and hyperplanes defining Gr,
1 6 r 6 n. It is defined only up to combinatorial equivalence; moreover, different
choices for either of v and w, or either of the orderings for Er and Fr, are likely
to affect the combinatorial type. When the choices are clear, or their effect on the
result irrelevant, we use the abbreviation P #Q.
The related construction of connected sum P # S of a simple polytope P and
a simplicial polytope S is described in [325, Example 8.41].
Example 1.1.14.
1. If P is an m1-gon and Q is an m2-gon then P #Q is an (m1 +m2 − 2)-gon.
2. If P is an n-simplex, then P #Q ≈ vt(P ).
3. If both P and Q are n-simplices, then P #Q ≈ vt(∆n) ≈ ∆n−1 ×∆1. The
combinatorial type of vt(∆n) does not depend on the choice of the cut off vertex.
All the vertices of the resulting polytope ∆n−1 ×∆1 are equivalent, therefore, the
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combinatorial type of vt2(∆n) ≈ ∆n#∆n#∆n is still independent of the choices.
The choice of the cut off vertex becomes significant from the next step, i.e. for
vt3(∆n), see Exercise 1.1.25.
Neighbourly polytopes.
Definition 1.1.15. A polytope is called k-neighbourly if any set of its k or fewer
vertices spans a face. According to Exercise 1.1.26, the only n-polytope which is
more than
[
n
2
]
-neighbourly is a simplex. An n-polytope which is
[
n
2
]
-neighbourly is
called simply neighbourly.
Example 1.1.16 (neighbourly 4-polytope). Let P = ∆2 ×∆2, the product of
two triangles. Then P is simple, and it is easy to see that any two facets of P share
a common 2-face. Therefore, any two vertices of P ∗ are connected by an edge, so
P ∗ is a neighbourly simplicial 4-polytope.
More generally, if P ∗1 is k1-neighbourly and P
∗
2 is k2-neighbourly, then (P1 ×
P2)
∗ is min(k1, k2)-neighbourly. It follows that (∆
n ×∆n)∗ and (∆n ×∆n+1)∗ are
neighbourly 2n- and (2n + 1)-polytopes respectively. The next example gives a
neighbourly polytope with an arbitrary number of vertices.
Example 1.1.17 (cyclic polytopes). The moment curve in Rn is given by
x : R −→ Rn, t 7→ x (t) = (t, t2, . . . , tn) ∈ Rn.
For any m > n define the cyclic polytope Cn(t1, . . . , tm) as the convex hull of m
distinct points x (ti), t1 < t2 < · · · < tm, on the moment curve.
Theorem 1.1.18.
(a) Cn(t1, . . . , tm) is a simplicial n-polytope;
(b) Cn(t1, . . . , tm) has exactly m vertices x(ti), 1 6 i 6 m;
(c) the combinatorial type of Cn(t1, . . . , tm) does not depend on the specific
choice of parameters t1, . . . , tm;
(d) Cn(t1, . . . , tm) is a neighbourly polytope.
Proof. This proof is taken from [325, Theorem 0.7]. Recall the well-known
Vandermonde determinant identity
det
(
1 1 · · · 1
x (t0) x (t1) · · · x (tn)
)
=
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
t0 t1 · · · tn
...
...
. . .
...
tn−10 t
n−1
1 · · · tn−1n
tn0 t
n
1 · · · tnn
∣∣∣∣∣∣∣∣∣∣∣
=
∏
06i<j6n
(tj − ti).
This implies that no n+ 1 points on the moment curve belong to a common affine
hyperplane, proving (a). Denote [m] = {1, . . . ,m}. Properties (b) and (c) follow
from the following statement: an n-element subset ω ⊂ [m] corresponds to the
vertex set of a facet of Cn(t1, . . . , tm) if and only if the following ‘Gale’s evenness
condition’ is satisfied:
If elements i < j are not in ω, then the number of elements k ∈ ω
between i and j is even.
To prove this we write ω = {i1, . . . , in} and consider the hyperplane Hω through
the corresponding points x (tis), 1 6 s 6 n, on the moment curve. We have
Hω = {x ∈ Rn : Fω(x ) = 0},
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where
Fω(x ) = det
(
1 1 . . . 1
x x (ti1) . . . x (tin)
)
.
(The latter is exactly the linear function vanishing on the prescribed points.) Now
let the point x (t) move on the moment curve. Then Fω(x (t)) is a polynomial in t
of degree n. It has n different roots ti1 , . . . , tin , and changes sign at each of them.
Now ω corresponds to the vertex set of a facet if and only if Fω(x (ti)) has the same
sign for all the points x (ti) with i /∈ ω; that is, if Fω(x (t)) has an even number of
sign changes between t = ti and t = tj , for i < j and i, j /∈ ω. This proves Gale’s
condition, and statements (b) and (c).
It remains to prove (d). We need to check that any subset τ = {i1, . . . , ik} ⊂ [m]
of cardinality k 6
[
n
2
]
corresponds to the vertex set of a face. Choose some ε > 0
so that ti < ti + ε < ti+1 for all i < m, and some N > tm + ε. Define a linear
function Fτ (x ) as
det
(
x , x (ti1), x (ti1 + ε), . . . , x (tik), x (tik + ε), x (N + 1), . . . , x (N + n− 2k)
)
.
It vanishes on x (ti) with i ∈ τ . Now Fτ (x (t)) is a polynomial in t of degree n, and
it has n different roots
ti1 , ti1 + ε, . . . , tik , tik + ε,N + 1, . . . , N + n− 2k.
If i, j /∈ τ , then there is an even number of roots between t = ti and t = tj , because
a root t = tl always come in a pair with the root t = tl+ε. Thus, the linear function
Fτ (x ) has the same sign on all the points x (ti) with i /∈ τ . This linear function
defines a supporting hyperplane, so τ corresponds to the vertex set of a face. 
We shall denote the combinatorial cyclic n-polytope with m vertices by Cn(m).
The vertices and edges of a polytope P determine a graph, which is called the
graph of polytope and denoted Γ(P ). This graph is simple, that is, it has no loops
and multiple edges. The following theorem is due to Blind and Mani, see also [325,
§3.4] for a simpler proof given by Kalai.
Theorem 1.1.19. The combinatorial type of a simple polytope P is determined
by its graph Γ(P ). In other words, two simple polytopes are combinatorially equiv-
alent if their graphs are isomorphic.
This theorem fails for general polytopes: the graph of a neighbourly polytope
is isomorphic to that of a simplex with the same number of vertices. In general,
simplicial n-polytopes are determined by their [n2 ]-skeleta. General n-polytopes are
determined by their (n−2)-skeleta. See [325, §3.4] for more history and references.
Exercises.
1.1.20. Show that if P and Q are n-polytopes, and the face poset of P is a
subposet of the face poset of Q, then P and Q are combinatorially equivalent.
1.1.21. The polyhedron P defined by (1.1) has a vertex if and only if the vectors
a1, . . . ,am span the whole Rn.
1.1.22. Show that a simple n-polytope all of whose 2-faces are quadrangular is
combinatorially equivalent to an n-cube.
1.2. GALE DUALITY AND GALE DIAGRAMS 15
1.1.23. Show that any hyperplane cut of ∆n is combinatorially equivalent to
a product of two simplices. Conclude that any combinatorial simple n-polytope
with n+ 2 facets is combinatorially equivalent (in fact, projectively equivalent) to
a product of two simplices.
1.1.24. Let P be a simple polytope. Show that if a hyperplane H separates all
vertices of a certain i-face G ⊂ P from the other vertices of P and G ⊂ H>, then
P ∩H> ≈ G×∆n−i.
1.1.25. How many combinatorially different polytopes may be obtained
as vt3(∆n)?
1.1.26. Show that if a polytope is k-neighbourly, then every (2k − 1)-face is
a simplex. Conclude that if an n-polytope is (
[
n
2
]
+ 1)-neighbourly, then it is a
simplex. Conclude also that a neighbourly 2k-polytope is simplicial. Are there
neighbourly non-simplicial polytopes of odd dimension?
1.1.27. Are the polytopes (∆n×∆n)∗ and (∆n×∆n+1)∗ combinatorially equiv-
alent to cyclic polytopes?
1.2. Gale duality and Gale diagrams
The following construction realises any polytope (1.1) of dimension n by the
intersection of the orthant
(1.6) Rm> =
{
(y1, . . . , ym) ∈ Rm : yi > 0 for i = 1, . . . ,m
} ⊂ Rm
with an affine n-plane.
Construction 1.2.1. Let (1.1) be a presentation of a polyhedron. Consider
the linear map A : Rm → Rn sending the ith basis vector e i to a i. It is given
by the n ×m-matrix (which we also denote by A) whose columns are the vectors
ai written in the standard basis of Rn. The dual map A∗ : Rn → Rm is given by
x 7→ (〈a1, x〉, . . . , 〈am, x 〉). Note that A is of rank n if and only if the polyhedron
P has a vertex (e.g., when P is a polytope, see Exercise 1.1.21). Also, let b =
(b1, . . . , bm)
t ∈ Rm be the column vector of bis. Then we can write (1.1) as
P = P (A, b) =
{
x ∈ Rn : (A∗x + b)i > 0 for i = 1, . . . ,m},
where x = (x1, . . . , xn)
t is the column of coordinates. Consider the affine map
iA,b : R
n → Rm, iA,b(x ) = A∗x + b =
(〈a1, x 〉+ b1, . . . , 〈am, x 〉+ bm)t.
If P has a vertex, then the image of Rn under iA,b is an n-dimensional affine plane
in Rm, which we can write by m− n linear equations:
(1.7)
iA,b(R
n) = {y ∈ Rm : y = A∗x + b for some x ∈ Rn}
= {y ∈ Rm : Γy = Γb},
where Γ = (γjk) is an (m−n)×m-matrix whose rows form a basis of linear relations
between the vectors a i. That is, Γ is of full rank and satisfies the identity ΓA
∗ = 0.
The polytopes P and iA,b(P ) = Rm> ∩ iA,b(Rn) are affinely equivalent.
Example 1.2.2. Consider the standard n-simplex ∆n ⊂ Rn, see (1.2). It is
given by (1.1) with a i = ei (the ith standard basis vector) for i = 1, . . . , n and
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an+1 = −e1−· · ·−en; b1 = · · · = bn = 0 and bn+1 = 1. We may take Γ = (1, . . . , 1)
in Construction 1.2.1. Then Γy = y1 + · · ·+ ym, Γb = 1, and we have
iA,b(∆
n) =
{
y ∈ Rn+1 : y1 + · · ·+ yn+1 = 1, yi > 0 for i = 1, . . . , n
}
.
This is the regular n-simplex in Rn+1.
Construction 1.2.3 (Gale duality). Let a1, . . . ,am be a configuration of vec-
tors that span the whole Rn. Form an (m− n) ×m-matrix Γ = (γjk) whose rows
form a basis in the space of linear relations between the vectors a i. The set of
columns γ1, . . . , γm of Γ is called a Gale dual configuration of a1, . . . ,am. The
transition from the configuration of vectors a1, . . . ,am in Rn to the configuration
of vectors γ1, . . . , γm in Rm−n is called the (linear) Gale transform. Each configu-
ration determines the other uniquely up to isomorphism of its ambient space. In
other words, each of the matrices A and Γ determines the other uniquely up to
multiplication by an invertible matrix from the left.
Using the coordinate-free notation, we may think of a1, . . . ,am as a set of
linear functions on an n-dimensional space W . Then we have an exact sequence
0→W A
∗
−→ Rm Γ−→ L→ 0,
where A∗ is given by x 7→ (〈a1, x 〉, . . . , 〈am, x 〉), and the map Γ takes ei to
γi ∈ L ∼= Rm−n. Similarly, in the dual exact sequence
0→ L∗ Γ
∗
−→ Rm A−→W ∗ → 0,
the map A takes e i to a i ∈ W ∗ ∼= Rn. Therefore, two configurations a1, . . . ,am
and γ1, . . . , γm are Gale dual if they are obtained as the images of the standard
basis of Rm under the maps A and Γ in a pair of dual short exact sequences.
Here is an important property of Gale dual configurations:
Theorem 1.2.4. Let a1, . . . ,am and γ1, . . . , γm be Gale dual configurations of
vectors in Rn and Rm−n respectively, and let I = {i1, . . . , ik} ⊂ [m]. Then the
subset {ai : i ∈ I} is linearly independent if and only if the subset {γj : j /∈ I} spans
the whole Rm−n.
The proof uses an algebraic lemma:
Lemma 1.2.5. Let k be a field or Z, and assume given a diagram
0
↓
Uyi1
0 −−−−→ R i2−−−−→ S p2−−−−→ T −−−−→ 0yp1
V
↓
0
in which both vertical and horizontal lines are short exact sequences of k-vector
spaces or free abelian groups. Then p1i2 is surjective (respectively, injective or split
injective) if and only if p2i1 is surjective (respectively, injective or split injective).
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Proof. This is a simple diagram chase. Assume first that p1i2 is surjective.
Take α ∈ T ; we need to cover it by an element in U . There is β ∈ S such that
p2(β) = α. If β ∈ i1(U), then we are done. Otherwise set γ = p1(β) 6= 0. Since
p1i2 is surjective, we can choose δ ∈ R such that p1i2(δ) = γ. Set η = i2(δ) 6= 0.
Hence, p1(η) = p1(β)(= γ) and there is ξ ∈ U such that i1(ξ) = β − η. Then
p2i1(ξ) = p2(β − η) = α− p2i2(δ) = α. Thus, p2i1 is surjective.
Now assume that p1i2 is injective. Suppose p2i1(α) = 0 for a nonzero α ∈ U .
Set β = i1(α) 6= 0. Since p2(β) = 0, there is a nonzero γ ∈ R such that i2(γ) = β.
Then p1i2(γ) = p1(β) = p1i1(α) = 0. This contradicts the assumption that p1i2 is
injective. Thus, p2i1 is injective.
Finally, if p1i2 is split injective, then its dual map i
∗
2p
∗
1 : V
∗ → R∗ is surjective.
Then i∗1p
∗
2 : T
∗ → U∗ is also surjective. Thus, p2i1 is split injective. 
Proof of Theorem 1.2.4. Let A be the n×m-matrix with column vectors
a1, . . . ,am, and let Γ be the (m−n)×m-matrix with columns γ1, . . . , γm. Denote
by AI the n×k-submatrix formed by the columns {a i : i ∈ I} and denote by ΓÎ the
(m−n)× (m− k)-submatrix formed by the columns {γj : j /∈ I}. We also consider
the corresponding maps AI : Rk → Rn and ΓÎ : Rm−k → Rm−n.
Let i : Rk → Rm be the inclusion of the coordinate subspace spanned by the
vectors ei, i ∈ I, and let p : Rm → Rm−k the projection sending every such ei
to zero. Then AI = A · i and Γ ∗Î = p · Γ ∗. The vectors {a i : i ∈ I} are linearly
independent if and only if AI = A · i is injective, and the vectors {γj : j /∈ I}
span Rm−n if and only if Γ ∗
Î
= p·Γ ∗ is injective. These two conditions are equivalent
by Lemma 1.2.5. 
Construction 1.2.6 (Gale diagram). Let P be a polytope (1.1) with bi = 1
and let P ∗ = conv(a1, . . . ,am) be the polar polytope. Let A˜
∗ = (A∗ 1) be the
m × (n + 1)-matrix obtained by appending a column of units to A∗. The matrix
A˜∗ has full rank n+ 1 (indeed, otherwise there is x ∈ Rn such that 〈a i, x〉 = 1 for
all i, and then λx is in P for any λ > 1, so that P is unbounded). A configuration
of vectors G = (g1, . . . , gm) in R
m−n−1 which is Gale dual to A˜ is called a Gale
diagram of P ∗. A Gale diagram G = (g1, . . . , gm) of P
∗ is therefore determined by
the conditions
GA∗ = 0, rankG = m− n− 1, and
m∑
i=1
g i = 0.
The rows of the matrix G from a basis of affine dependencies between the vectors
a1, . . . ,am, i.e. a basis in the space of y = (y1, . . . , ym)
t satisfying
y1a1 + · · ·+ ymam = 0, y1 + · · ·+ ym = 0.
Proposition 1.2.7. The polyhedron P = P (A, b) is bounded if and only if the
matrix Γ = (γjk) can be chosen so that the affine plane iA,b(Rn) is given by
(1.8) iA,b(R
n) =
{
y ∈ Rm : γ11y1 + · · ·+ γ1mym = c,
γj1y1 + · · ·+ γjmym = 0, 2 6 j 6 m− n.
}
,
where c > 0 and γ1k > 0 for all k.
Furthermore, if bi = 1 in (1.1), then the vectors gi = (γ2i, . . . , γm−n,i)
t, i =
1, . . . ,m, form a Gale diagram of the polar polytope P ∗ = conv(a1, . . . ,am).
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Proof. The image iA,b(P ) is the intersection of the n-plane L = iA,b(Rn) with
Rm> . It is bounded if and only if L0∩Rm> = {0}, where L0 is the n-plane through 0
parallel to L. Choose a hyperplaneH0 through 0 such that L0 ⊂ H0 and H0∩Rm> =
{0}. Let H be the affine hyperplane parallel to H0 and containing L. Since L ⊂ H ,
we may take the equation defining H as the first equation in the system Γy = Γb
defining L. The conditions on H0 imply that H ∩ Rm> is nonempty and bounded,
that is, c > 0 and γ1k > 0 for all k. Now, subtracting the first equation from the
other equations of the system Γy = Γb with appropriate coefficients, we achieve
that the right hand sides of the last m− n− 1 equations become zero.
To prove the last statement, we observe that in our case
Γ =
(
γ11 · · · γ1m
g1 · · · gm
)
.
The conditions ΓAt = 0 and rankΓ = m − n imply that GAt = 0 and rankG =
m − n − 1. Finally, by comparing (1.7) with (1.8) we obtain Γb =
(
c
0
)
. Since
bi = 1, we get
∑m
i=1 g i = 0. Thus, G = (g1, . . . , gm) is a Gale diagram of P
∗. 
Corollary 1.2.8. A polyhedron P = P (A, b) is bounded if and only if the
vectors a1, . . . ,am satisfy α1a1 + · · ·+ αmam = 0 for some positive numbers αk.
Proof. If a1, . . . ,am satisfy
∑m
k=1 αkak = 0 with positive αk, then we can
take
∑m
k=1 αkyk =
∑m
k=1 αkbk as the first equation defining the n-plane iA,b(R
n)
in Rm. It follows that iA,b(P ) is contained in the intersection of the hyperplane∑m
k=1 αkyk =
∑m
k=1 αkbk with R
m
> , which is bounded since all αk are positive.
Therefore, P is bounded.
Conversely, if P is bounded, then it follows from Proposition 1.2.7 and Gale
duality that a1, . . . ,am satisfy γ11a1 + · · ·+ γ1mam = 0 with γ1k > 0. 
A Gale diagram of P ∗ encodes its combinatorics (and the combinatorics of P )
completely. We give the corresponding statement in the generic case only:
Proposition 1.2.9. Assume that (1.1) is a generic presentation with bi = 1.
Let P ∗ = conv(a1, . . . ,am) be the polar simplicial polytope and G = (g1, . . . , gm)
be its Gale diagram. Then the following conditions are equivalent:
(a) Fi1 ∩ · · · ∩ Fik 6= ∅ in P = P (A,1);
(b) conv(ai1 , . . . ,aik) is a face of P
∗;
(c) 0 ∈ conv(gj : j /∈ {i1, . . . , ik}).
Proof. The equivalence (a)⇔ (b) follows from Theorems 1.1.5 and 1.1.7.
(b)⇒ (c). Let conv(a i1 , . . . ,a ik) be a face of P ∗. We first observe that each of
ai1 , . . . ,a ik is a vertex of this face, as otherwise presentation (1.1) is not generic.
By definition of a face, there exists a linear function ξ such that ξ(aj) = 0 for
j ∈ {i1, . . . , ik} and ξ(aj) > 0 otherwise. The condition 0 ∈ intP ∗ implies that
ξ(0) > 0, and we may assume that ξ has the form ξ(u) = 〈u , x 〉 + 1 for some
x ∈ Rn. Set yj = ξ(a j) = 〈aj , x 〉+ 1, i.e. y = A∗x + 1. We have∑
j /∈{i1,...,ik}
g jyj =
m∑
j=1
g jyj = Gy = G(A
∗x + 1) = G1 =
m∑
j=1
g j = 0,
where yj > 0 for j /∈ {i1, . . . , ik}. It follows that 0 ∈ conv(g j : j /∈ {i1, . . . , ik}).
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(c)⇒ (b). Let ∑j /∈{i1,...,ik} g jyj = 0 with yj > 0 and at least one yj nonzero.
This is a linear relation between the vectors g j . The space of such linear relations
has basis formed by the columns of the matrix A˜∗ = (A∗ 1) Hence, there exists
x ∈ Rn and b ∈ R such that yj = 〈a j , x 〉+ b. The linear function ξ(u) = 〈u , x 〉+ b
takes zero values on aj with j ∈ {i1, . . . , ik} and takes nonnegative values on the
other aj . Hence, a i1 , . . . ,a ik is a subset of the vertex set of a face. Since P
∗ is
simplicial, a i1 , . . . ,aik is a vertex set of a face. 
Remark. We allow redundant inequalities in Proposition (1.2.9). In this case
we obtain the equivalences
Fi = ∅ ⇔ a i ∈ conv(a j : j 6= i) ⇔ 0 /∈ conv(g j : j 6= i).
A configuration of vectors G = (g1, . . . , gm) in R
m−n−1 with the property
0 ∈ conv(gj : j /∈ {i1, . . . , ik}) ⇔ conv(a i1 , . . . ,a ik) is a face of P ∗
is called a combinatorial Gale diagram of P ∗ = conv(a1, . . . ,am). For example, a
configuration obtained by multiplying each vector in a Gale diagram by a positive
number is a combinatorial Gale diagram. Also, the vectors of a combinatorial Gale
diagram can be moved as long as the origin does not cross the ‘walls’, i.e. affine
hyperplanes spanned by subsets of g1, . . . , gm. A combinatorial Gale diagram of
P ∗ is a Gale diagram of a polytope which is combinatorially equivalent to P ∗.
Example 1.2.10.
1. The Gale diagram of ∆n (when m = n+1) consists of n+1 points 0 in R0,
i.e. g i = 0, i = 1, . . . ,m.
2. Let P = ∆p−1 ×∆q−1, p+ q = m, i.e. m = n+ 2. Then P ∗ is a hyperplane
cut of a simplex ∆m−2 by a hyperplane that separates some p−1 of its vertices from
the other q − 1. A combinatorial Gale diagram of P ∗ consists of p points 1 ∈ R1
and q points −1 ∈ R1. The cases p = 1 or q = 1 correspond to a presentation of
∆m−2 with one redundant inequality.
3. A combinatorial Gale diagram of a pentagon (m = n+3) is shown in Fig. 1.1.
The property that conv(a1,a2) is a face translates to 0 ∈ conv(g3, g4, g5).
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Figure 1.1. A pentagon and its Gale diagram.
Gale diagrams provide an efficient tool for studying the combinatorics of higher-
dimensional polytopes with few vertices, as in this case a Gale diagram translates
the higher-dimensional structure to a low-dimensional one. For example, Gale
diagrams are used to classify n-polytopes with up to n + 3 vertices and to find
unusual examples when the number of vertices is n+ 4, see [325, §6.5].
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Exercises.
1.2.11. Describe combinatorial Gale diagrams of polytopes shown in Fig. 1.2.
1.3. Face vectors and Dehn–Sommerville relations
The notion of the f -vector (or face vector) is a central concept in the combi-
natorial theory of polytopes. It has been studied since the time of Euler.
Definition 1.3.1. Let P be a convex n-polytope. Denote by fi the number
of i-dimensional faces of P . The integer sequence f (P ) = (f0, f1, . . . , fn) is known
as the f -vector (or the face vector) of P . Note that fn = 1. The homogeneous
F -polynomial of P is defined by
F (P )(s, t) = sn + fn−1s
n−1t+ · · ·+ f1stn−1 + f0tn.
The h-vector h(P ) = (h0, h1, . . . , hn) and the H-polynomial of P are defined by
(1.9)
h0s
n + h1s
n−1t+ · · ·+ hntn = (s− t)n + fn−1(s− t)n−1t+ · · ·+ f0tn,
H(P )(s, t) = h0s
n + h1s
n−1t+ · · ·+ hn−1stn−1 + hntn = F (P )(s− t, t).
The g-vector of a simple polytope P is the vector g(P ) = (g0, g1, . . . , g[n
2
]), where
g0 = 1 and gi = hi − hi−1 for i = 1, . . . , [n/2].
Example 1.3.2. We have
F (∆n) = sn +
(
n+ 1
1
)
sn−1t+
(
n+ 1
2
)
sn−2t2 + · · ·+ tn = (s+ t)
n+1 − tn+1
s
,
H(∆n) = sn + sn−1t+ sn−2t2 + · · ·+ tn = s
n+1 − tn+1
s− t .
Obviously, the f -vector is a combinatorial invariant of a polytope, that is, it
depends only on the face poset. This invariant is far from being complete, even for
simple polytopes:
Example 1.3.3. Two different combinatorial simple polytopes may have same
f -vectors. For instance, let P be the 3-cube and Q a simple 3-polytope with 2
triangular, 2 quadrangular and 2 pentagonal facets, see Figure 1.2. (Note that Q
is obtained by truncating a tetrahedron at two vertices, it is also dual to the cyclic
polytope C3(6) from Definition 1.1.17.) Then f (P ) = f (Q) = (8, 12, 6).
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Figure 1.2. Two combinatorially non-equivalent simple polytopes
with the same f -vectors.
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The f -vector and the h-vector contain equivalent combinatorial information,
and determine each other by means of linear relations, namely
(1.10) hk =
k∑
i=0
(−1)k−i
(
n− i
n− k
)
fn−i, fk =
n∑
q=k
(
q
k
)
hn−q, for 0 6 k 6 n.
In particular, h0 = 1 and hn = f0 − f1 + · · ·+ (−1)nfn. By the Euler formula,
(1.11) f0 − f1 + · · ·+ (−1)nfn = 1,
which is equivalent to hn = h0. This is the first evidence of the fact that many
combinatorial relations for the face numbers have much simpler form when written
in terms of the h-vector. Another example of this phenomenon is given by the
following generalisation of the Euler formula for simple or simplicial polytopes.
Theorem 1.3.4 (Dehn–Sommerville relations). The h-vector of any simple n-
polytope is symmetric, that is,
H(s, t) = H(t, s), or hi = hn−i for 0 6 i 6 n.
The Dehn–Sommerville relations can be proved in many different ways. We
present a proof from [42], which can be viewed as a combinatorial version of Morse-
theoretic arguments. An alternative proof will be given in Section 1.7.
Proof of Theorem 1.3.4. Let P ⊂ Rn be a simple polytope. Choose a
generic linear function ϕ : Rn → R which distinguishes the vertices of P . Write
ϕ(x ) = 〈ν, x 〉 for some vector ν in Rn. The assumption on ϕ implies that ν is
parallel to no edge of P . We can view ϕ as a height function on P and turn the
1-skeleton of P into a directed graph by orienting each edge in such a way that ϕ
increases along it, see Figure 1.3. For each vertex v of P define the index indν(v) as
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Figure 1.3. Orienting the 1-skeleton of P .
the number of incident edges that point towards v. Denote the number of vertices
of index i by Iν(i). We claim that Iν(i) = hn−i. Indeed, each face of P has a
unique top vertex (the maximum of the height function ϕ restricted to the face)
and a unique bottom vertex (the minimum of ϕ). Let G be a k-face of P , and v
G
its
top vertex. Since P is simple, there are exactly k edges of G meeting at v
G
, whence
ind(v
G
) > k. On the other hand, each vertex of index q > k is the top vertex for
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exactly
(
q
k
)
faces of dimension k. It follows that the number of k-faces of P can be
calculated as
fk =
∑
q>k
(
q
k
)
Iν(q).
Now the second identity from (1.10) shows that Iν(q) = hn−q, as claimed. In
particular, the number Iν(q) does not depend on ν . At the same time, we have
indν(v) = n− ind−ν(v) for any vertex v, which implies that
hn−q = Iν(q) = I−ν(n− q) = hq. 
Remark. The above proof also shows that the numbers hk = Iν(n − k) are
nonnegative, which is not evident from (1.10). On the other hand, the nonnegativity
of the h-vector translates into certain conditions on the f -vector. This will be
important in the subsequent study of f -vectors for combinatorial objects more
general than simple polytopes.
Theorem 1.3.5. The f -vector of a simple n-polytope satisfies
(1.12) fk =
k∑
i=0
(−1)i
(
n− i
n− k
)
fi, for 0 6 k 6 n.
Proof. By the Dehn–Sommerville relations,
F (s− t, t) = H(s, t) = H(t, s) = F (t− s, s).
By substituting u = s− t we obtain F (u, t) = F (−u, t+ u), or
un + fn−1u
n−1t+ · · ·+ f1utn−1 + f0un
= (−u)n + fn−1(−u)n−1(t+ u) + · · ·+ f1(−u)(t+ u)n−1 + f0(t+ u)n.
Calculating the coefficient of uktn−k in both sides above yields (1.12). 
By Theorem 1.1.7, the f -vector of the dual n-polytope P ∗ satisfies
fi(P
∗) = fn−1−i(P ), for 0 6 i 6 n− 1.
Then it follows from (1.12) that the f -vector of a simplicial polytope satisfies the
relations fn−1−k =
∑k
i=0(−1)i
(
n−i
n−k
)
fn−1−i or, equivalently,
fq−1 =
n∑
j=q
(−1)n−j
(
j
q
)
fj−1, for 1 6 q 6 n+ 1.
Proposition 1.3.6. The F - and H-polynomial are multiplicative, i.e.
(1.13) F (P1 × P2) = F (P1)F (P2), H(P1 × P2) = H(P1)H(P2).
for any convex polytopes P1 and P2.
Proof. Let dimP1 = n1 and dimP2 = n2. Each k-face of P1 × P2 is the
product of an i-face of P1 and a (k − i)-face of P2 for some i, whence
(1.14) fk(P1 × P2) =
n1∑
i=0
fi(P1)fk−i(P2), for 0 6 k 6 n1 + n2.
This implies the first identity, and the second follows from (1.9). 
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Example 1.3.7. We have F (In) = (F (∆1))n and H(In) = (H(∆1))n, i.e.
F (In) = (s+ 2t)n, H(In) = (s+ t)n.
We can also express the f -vector and the h-vector of the connected sum P #Q
in terms of those of P and Q (the proof is left as an exercise):
Proposition 1.3.8. Let P and Q be simple n-polytopes. Then
f0(P #Q) = f0(P ) + f0(Q)− 2; h0(P #Q) = hn(P #Q) = 1;
fi(P #Q) = fi(P ) + fi(Q)−
(
n
i
)
, for 1 6 i 6 n;
hi(P #Q) = hi(P ) + hi(Q), for 1 6 i 6 n− 1.
Using the Dehn–Sommerville relations we can show that a simplicial polytope
cannot be ‘too neighbourly’ (see Definition 1.1.15) if it is not a simplex.
Proposition 1.3.9. Let S be a q-neighbourly simplicial n-polytope, and let
S 6= ∆n. Then q 6 [n2].
Proof. Let S∗ be the dual polytope. By Theorem 1.1.7, fn−i(S
∗) = fi−1(S) =(
m
i
)
for 1 6 i 6 q, where m is the number of vertices of S. From (1.10) we get
(1.15) hk(S
∗) =
k∑
i=0
(−1)k−i
(
n− i
k − i
)(
m
i
)
=
(
m− n+ k − 1
k
)
, for k 6 q,
The second equality is obtained by calculating the coefficient of tk on both sides of
1
(1 + t)n−k+1
(1 + t)m = (1 + t)m−n+k−1.
If S 6= ∆n, then m > n + 1, which together with (1.15) gives h0(S∗) < h1(S∗) <
· · · < hq(S∗). It then follows from the Dehn–Sommerville relations that q 6
[
n
2
]
. 
Since the H-polynomial of a simple n-polytope P satisfies the identity
H(P )(s, t) = H(P )(t, s), we can express it in terms of elementary symmetric
functions as follows:
(1.16) H(P )(s, t) =
[n/2]∑
i=0
γi(s+ t)
n−2i(st)i.
The identity h0 = hn = 1 implies that γ0 = 1.
Definition 1.3.10. The integer sequence γ(P ) = (γ0, . . . , γ[n/2]) is called the
γ-vector of P . We refer to
γ(P )(τ) = γ0 + γ1τ + · · ·+ γ[n/2]τ [n/2]
as the γ-polynomial of P .
Example 1.3.11. We have γ(I1)(τ) = 1. If P 2m is an m-gon, then γ(P
2
m)(τ) =
1 + (m− 4)τ .
The components of the γ-vector can be expressed via the components of any
of the f -, h- or g-vector by means of linear relations, and vice versa. The explicit
transition formulae between the g- and γ-vectors are given by the next lemma.
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Lemma 1.3.12. Let P be a simple n-polytope. Then
gi = (n− 2i+ 1)
i∑
j=0
1
n− i− j + 1
(
n− 2j
i− j
)
γj ;
γi = (−1)i
i∑
j=0
(−1)j
(
n− i− j
i− j
)
gj , 0 6 i 6
[
n
2
]
.
Proof. Using the formulae of Examples 1.3.2 and 1.3.7 we calculate
H(P ) =
[n/2]∑
j=0
γj(st)
jH(In−2j),
H(Iq) =
q∑
j=0
(
q
j
)
sjtq−j =
[q/2]∑
k=0
ck,q(st)
kH(∆q−2k),
where c0,q = 1 and ck,q =
(
q
k
)− ( qk−1) = q−2k+1q−k+1 (qk) > 0 for k = 1, . . . , [ q2 ]. Hence
H(P )(s, t) =
[n/2]∑
i=0
( i∑
j=0
ci−j,n−2jγj
)
(st)iH(∆n−2i).
On the other hand,
H(P )(s, t) =
[n/2]∑
i=0
gi(st)
iH(∆n−2i).
Comparing the last two formulae we obtain gi =
∑i
j=0 ci−j,n−2jγj , which is equiv-
alent to the first required formula. The second is left as an exercise. 
Proposition 1.3.13. Let P,Q be two simple n-polytopes, and consider the
following four conditions:
(a) fi(P ) > fi(Q) for i = 0, 1, . . . , n;
(b) hi(P ) > hi(Q) for i = 0, 1, . . . , n;
(c) gi(P ) > gi(Q) for i = 0, 1, . . . ,
[
n
2
]
;
(d) γi(P ) > γi(Q) for i = 0, 1, . . . ,
[
n
2
]
.
Then (d)⇒(c)⇒(b)⇒(a).
Proof. The first of equations (1.10) implies that the components of f (P )
are expressed via the components of h(P ) with positive coefficients, which proves
the implication (b)⇒(a). We have hk =
∑k
i=0 gi for 0 6 k 6
[
n
2
]
, which gives
the implication (c)⇒(b). The implication (d)⇒(c) follows similarly from the first
formula of Lemma 1.3.12. 
The components of the f -vector of any polytope are nonnegative. The nonneg-
ativity of the components of the h-vector of a simple polytope follows from their
geometric interpretation obtained in the proof of Theorem 1.3.4; the h-vector of
a non-simple polytope may have negative components (e.g. for the octahedron).
The nonnegativity of the g-vector of a simple n-polytope (that is, the inequalities
gi(P ) > gi(∆
n)) is a much more subtle property; it follows from the g-theorem
discussed in the next section. The γ-vector of a simple polytope may have nega-
tive components (e.g. for P = ∆2); its nonnegativity for special classes of simple
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polytopes will be discussed in Section 1.6. The nonnegativity of the γ-vector can
be expressed by the inequalities γi(P ) > γi(I
n), see Exercise 1.3.17.
Exercises.
1.3.14. Show that any 3-polytope has a face with 6 5 vertices.
1.3.15. Prove Proposition 1.3.8.
1.3.16. Prove the second transition formula of Lemma 1.3.12.
1.3.17. Show that the γ-polynomial is multiplicative, that is,
γ(P ×Q)(τ) = γ(P )(τ) · γ(Q)(τ)
In particular, γ(In)(τ) = 1, i.e. γ(In) = (1, 0, . . . , 0).
1.4. Characterising the face vectors of polytopes
The face numbers are the simplest combinatorial invariants of polytopes, and
they arise in many hard problems of combinatorial geometry. One of the most
natural and basic questions is to describe all possible face numbers, or, more pre-
cisely, determine which integer vectors arise as the f -vectors of polytopes. In the
general case this questions is probably intractable (see the end of this section), but
a particularly nice answer exists in the case of simple (or, equivalently, simplicial)
polytopes. Obviously, the Dehn–Sommerville relations provide a necessary condi-
tion. As far as only linear equations are concerned, there are no further restrictions:
Proposition 1.4.1 (Klee [186]). The Dehn–Sommerville relations are the most
general linear equations satisfied by the face numbers of all simple polytopes.
Proof. Once again, the use of the h-vector simplifies the proof significantly.
Given a simple polytope P , we set
h(P )(t) = H(P )(1, t) = h0(P ) + h1(P )t+ · · ·+ hn(P )tn.
It is enough to prove that the affine hull of the h-vectors (h0, h1, . . . , hn) of simple
n-polytopes is an
[
n
2
]
-dimensional plane. This can be done by presenting
[
n
2
]
+ 1
simple polytopes with affinely independent h-vectors. Take Qk = ∆
k ×∆n−k for
0 6 k 6
[
n
2
]
. Since h(∆k)(t) = 1 + t+ · · ·+ tk, formula (1.13) gives
h(Qk)(t) =
1− tk+1
1− t ·
1− tn−k+1
1− t .
It follows that the lowest degree term in the polynomial h(Qk+1)(t) − h(Qk)(t) is
tk+1, for 0 6 k 6
[
n
2
] − 1. Therefore, the vectors h(Qk) are affinely independent
for these values of k. 
Example 1.4.2. Let P be a simple polytope. Since every vertex is contained
in exactly n edges and each edge connects two vertices, we have a linear relation
(1.17) 2f1 = nf0.
By Proposition 1.4.1 this must be a consequence of the Dehn–Sommerville relations
(in fact, it is equation (1.12) for k = 1.)
Equation (1.17) together with the Euler identity (1.11) shows that the f -vector
of a simple 3-polytope P 3 is completely determined by the number of facets, namely,
f (P 3) = (2f2 − 4, 3f2 − 6, f2, 1).
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Similarly, the f -vector of a simplicial 3-polytope S3 is determined by the number
of vertices, namely,
f (S3) = (f0, 3f0 − 6, 2f0 − 4, 1).
Remark. Euler’s formula (1.11) is the only linear relation satisfied by the face
vectors of general polytopes. This can be proved similarly to Proposition 1.4.1, by
specifying sufficiently many polytopes with affinely independent face vectors.
Apart from the linear equations, the f -vectors of polytopes satisfy certain in-
equalities. Here are some of the simplest of them.
Example 1.4.3. There are the following obvious lower bounds for the number
of vertices and the number of facets of an n-polytope:
f0 > n+ 1, fn−1 > n+ 1.
Since every pair of vertices is joined by at most one edge, and every pair of facets
intersect at most one face of codimension 2, we have the upper bounds
f1 6
(
f0
2
)
, fn−2 6
(
fn−1
2
)
.
If the polytope is simplicial, then there is also the following lower bound for f1:
f1 > nf0 −
(
n+1
2
)
.
It is much more difficult to prove though, even for 4-polytopes. For simplicial
3-polytopes the inequality above turns into identity.
Historically, the most important inequality-type results preceding the general
characterisation of f -vectors were the Upper Bound Theorem (UBT) and the Lower
Bound Theorem (LBT). They give respectively an upper and a lower bound for the
number of faces in a simplicial polytope with the given number of vertices.
Theorem 1.4.4 (UBT for simplicial polytopes). Among all simplicial n-
polytopes S with m vertices the cyclic polytope Cn(m) (Example 1.1.17) has the
maximal number of i-faces for 1 6 i 6 n. That is, if f0(S) = m, then
fi(S) 6 fi
(
Cn(m)
)
for i = 1, . . . , n.
Equality is achieved for all i if and only if S is a neighbourly polytope.
The UBT was conjectured by Motzkin and proved by McMullen [217] in 1970.
Since Cn(m) is neighbourly, we have
fi
(
Cn(m)
)
=
(
m
i+1
)
for 0 6 i 6
[
n
2
]− 1.
Due to the Dehn–Sommerville relations, this determines the full f -vector of Cn(m).
The exact values are given by the following lemma.
Lemma 1.4.5. The number of i-faces of the cyclic polytope Cn(m) (or any
neighbourly n-polytope with m vertices) is given by
fi =
[
n
2
]∑
q=0
(
q
n− 1− i
)(
m− n+ q − 1
q
)
+
[
n−1
2
]∑
p=0
(
n− p
n− 1− i
)(
m− n+ p− 1
p
)
for 0 6 i 6 n, where we set
(
p
q
)
= 0 for p < q or q < 0.
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Proof. We set C = Cn(m). Using the second identity from (1.10), the identity[
n
2
]
+1 = n−[n−12 ], the Dehn–Sommerville relations for C∗, and (1.15), we calculate
fi(C) = fn−1−i(C
∗) =
n∑
q=0
(
q
n−1−i
)
hn−q(C
∗)
=
[n/2]∑
q=0
(
q
n−1−i
)
hq(C
∗) +
n∑
q=[n/2]+1
(
q
n−1−i
)
hn−q(C
∗)
=
[n/2]∑
q=0
(
q
n−1−i
)(
m−n+q−1
q
)
+
[(n−1)/2]∑
p=0
(
n−p
n−1−i
)(
m−n+p−1
p
)
. 
Lemma 1.4.6. Assume that the inequalities
hi(P ) 6
(
m−n+i−1
i
)
, i = 0, . . . ,
[
n
2
]
hold for the h-vector of a simple polytope P with m facets. Then the dual simplicial
polytope P ∗ satisfies the UBT inequalities fi(P
∗) 6 fi
(
Cn(m)
)
for i = 1, . . . , n.
Proof. Since hi
(
(Cn(m))∗
)
=
(
m−n+i−1
i
)
for i = 0, . . . ,
[
n
2
]
, the statement
follows from Proposition 1.3.13. Alternatively, replace the last ‘=’ in the calculation
from the proof of Lemma 1.4.5 by ‘6’. 
This was one of the key observations in McMullen’s original proof [217] of the
UBT for simplicial polytopes (the whole proof can also be found in [42, §18] and
[325, §8.4]). R. Stanley gave an algebraic argument establishing the inequalities
from Lemma 1.4.6, and therefore the UBT, in a much more general setting of
triangulated spheres. We shall discuss Stanley’s approach and conclude the proof
of the UBT in Section 3.3.
Remark. The UBT holds for all convex polytopes. That is, the cyclic polytope
Cn(m) has the maximal number of i-faces among all convex n-polytopes with m
vertices. The argument for this builds on the following observation of Klee and
McMullen, which we reproduce from [325, Lemma 8.24].
Lemma 1.4.7. By a small perturbation of vertices of an n-polytope P one can
achieve that the resulting polytope P ′ is simplicial, and
fi(P ) 6 fi(P
′) for i = 1, . . . , n− 1.
Definition 1.4.8. A simplicial n-polytope S is called stacked if there is a
sequence S0, S1, . . . , Sk = S of n-polytopes such that S0 is an n-simplex and Si+1
is obtained from Si by adding a pyramid over a facet of Si (the vertex of the
added pyramid is chosen close enough to its base, so that the whole construction
remains convex and simplicial). The polar simple polytopes are those obtained
from a simplex by iterating the vertex cut operation of Example 1.1.14.2. These
are sometimes called truncation polytopes.
The f -vector of a stacked polytope is easy to calculate (see Exercise 1.4.17).
Theorem 1.4.9 (LBT for simplicial polytopes). Among all simplicial n-
polytopes S with m vertices a stacked polytope has the minimal number of i-faces
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for 2 6 i 6 n− 1. That is, if f0(S) = m, then
fi(S) >
(
n
i
)
m− (n+1i+1)i for i = 1, . . . , n− 2;
fn−1(S) > (n− 1)m− (n+ 1)(n− 2).
For n 6= 3 equality is achieved for all i if and only if S is a stacked polytope.
Remark. For n = 3 the LBT inequalities f1 > 3m− 6 and f2 > 2m− 4 turn
into equalities for all simplicial polytopes.
An inductive argument by McMullen, Perles and Walkup [222] reduced the
LBT to the case i = 1, namely, to the inequality f1 > nm−
(
n+1
2
)
. It was finally
proved by Barnette [19], [20]. Barnette’s proof of the LBT, with some simplifica-
tions, can also be found in [42]. The fact that equality is achieved only for stacked
polytopes (if n 6= 3) was proved by Billera and Lee [30].
Remark. Unlike the UBT, little is know about generalisations of the LBT
to non-simplicial convex polytopes. Some results in this direction were obtained
in [177] along with generalisations of the LBT to triangulated spheres and mani-
folds, which we also discuss later in this book.
An easy calculation shows that the inequalities fn−1 > n+ 1 and and fn−2 >
nfn−1 −
(
n+1
2
)
for simple polytopes from Example 1.4.3 can be written in terms
of the h-vector as follows: h0 6 h1 6 h2. Having reduced the whole LBT to the
inequality h1 6 h2, McMullen and Walkup [222] conjectured that the components
of the h-vector ‘grow up to the middle’, that is the inequalities
(1.18) h0 6 h1 6 · · · 6 h[n
2
]
hold for a simple n-polytope. It has since become known as the Generalised Lower
Bound Conjecture (GLBC).
McMullen also suggested a generalisation to the UBT, whose formulation re-
quires an algebraic digression.
Definition 1.4.10. For any two positive integers a, i there exists a unique
binomial i-expansion of a of the form
a =
(
ai
i
)
+
(
ai−1
i−1
)
+ · · ·+ (ajj ),
where ai > ai−1 > · · · > aj > j > 1.
The binomial i-expansion of a can be constructed by choosing ai as the unique
number satisfying
(
ai
i
)
6 a <
(
ai+1
i
)
, then choosing ai−1, and so on. One needs
only to check that ai > ai−1, which is straightforward.
Now define the ith pseudopower of a as
a〈i〉 =
(
ai+1
i+1
)
+
(
ai−1+1
i
)
+ · · ·+ (aj+1j+1 ), 0〈i〉 = 0.
Example 1.4.11.
1. For a > 0, a〈1〉 =
(
a+1
2
)
.
2. If i > a then the binomial expansion has the form
a =
(
i
i
)
+
(
i−1
i−1
)
+ · · ·+ (i−a+1i−a+1) = 1 + · · ·+ 1,
and therefore a〈i〉 = a.
3. Let a = 28, i = 4. Then
28 =
(
6
4
)
+
(
5
3
)
+
(
3
2
)
, 28〈4〉 =
(
7
5
)
+
(
6
4
)
+
(
4
3
)
= 40.
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The importance of the binomial expansion and pseudopowers comes from the
following fundamental result of combinatorial commutative algebra.
Theorem 1.4.12 (Macaulay, Stanley). The following two conditions are equiv-
alent for a sequence of integers (k0, k1, k2, . . .):
(a) k0 = 1 and 0 6 ki+1 6 k
〈i〉
i for i > 1;
(b) there exists a connected commutative graded algebra A = A0⊕A1⊕A2⊕· · ·
over a field k such that A is generated by its degree-one elements and
dimkA
i = ki for i > 0.
Macaulay’s original theorem [202] says that (b) above is equivalent to the
existence of a multicomplex whose h-vector is given by (k0, k1, k2, . . .). The original
proof is long and complicated. The reformulation of Macaulay’s condition in terms
of pseudopowers, i.e. condition (a), is due to Stanley [293, Theorem 2.2]. Simpler
proofs of Theorem 1.4.12 can be found in [79] and [45, §4.2].
Definition 1.4.13. A sequence of integers satisfying either of the conditions
of Theorem 1.4.12 is called an M-sequence. Finite M -sequences are M-vectors.
Now observe that the number
(
m−n+i−1
i
)
on the right hand side of the inequality
of Lemma 1.4.6 equals the number of degree i monomials in h1 = m−n generators.
It follows that the inequalities of Lemma 1.4.6, and therefore the UBT, hold if the
h-vector is an M -vector.
In 1970McMullen [218] combined all known and conjectured information about
the f -vectors, including the Dehn–Sommerville relations and the generalisations to
the LBT and UBT discussed above, into a (conjectured) complete characterisation.
McMullen’s conjecture is now proved, and remains up to the present time perhaps
the most impressive achievement of the combinatorial theory of face numbers:
Theorem 1.4.14 (g-theorem). An integer vector (f0, f1, . . . , fn) is the f -vec-
tor of a simple n-polytope if and only if the corresponding sequence (h0, . . . , hn)
determined by (1.9) satisfies the following three conditions:
(a) hi = hn−i for i = 0, 1, . . . , n (the Dehn–Sommerville relations);
(b) h0 6 h1 6 · · · 6 h[n
2
];
(c) h0 = 1, hi+1 − hi 6 (hi − hi−1)〈i〉 for i = 1, . . . ,
[
n
2
]− 1.
Remark. Condition (b) says that the components of the h-vector ‘grow up to
the middle’, while (c) gives a restriction on the rate of this growth. Both (b) and (c)
can be reformulated by saying that the g-vector (g0, . . . , g[n/2]) (see Definition 1.3.1)
is an M -vector; this explains the name ‘g-theorem’. The fact that the g-vector is
an M -vector implies that the h-vector is also an M -vector (see Exercise 1.4.18).
Both necessity and sufficiency parts of the g-theorem were proved almost si-
multaneously (around 1980), although by radically different methods.
The sufficiency part was proved by Billera and Lee [29], [30]. The proof is quite
elementary and relies upon a remarkable combinatorial-geometrical construction
combining cyclic polytopes (achieving the upper bound for the number of faces)
with the operation of ‘adding a pyramid’ (used to produce polytopes achieving
the lower bound). As a result, a simplicial polytope can be produced with any
prescribed g-vector between the minimal and the maximal ones. Another important
consequence of the results of [222] and [30] is that the GLBC inequalities (1.18) are
the most general linear inequalities satisfied by the f -vectors of simplicial polytopes.
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On the other hand, Stanley’s proof [289] of the necessity part of g-theorem
(i.e. that the g-vector of a simple polytope is an M -vector) used deep results from
algebraic geometry, in particular, the Hard Lefschetz theorem for the cohomology
of toric varieties. We shall give this argument in Section 5.3. After the appear-
ance of Stanley’s paper combinatorists had been looking for a more elementary
combinatorial proof of his theorem, until in 1993 a first such proof was found by
McMullen [219]. It builds upon the notion of the polytope algebra, which may be
thought of as a combinatorial model for the cohomology algebras of toric varieties.
Despite being elementary, it was a complicated proof. Later McMullen simplified
his approach in [220]. Yet another elementary proof of the g-theorem was given by
Timorin [307]. It relies on an interpretation of McMullen’s polytope algebra as the
algebra of differential operators with constant coefficients vanishing on the volume
polynomial of the polytope.
By duality, the UBT and the LBT provide upper and lower bounds for the num-
ber of faces of a simple polytope with the given number of facets. Similarly, the
g-theorem also provides a characterisation for the f -vectors of simplicial polytopes.
During the last three decades some work was done in extending the g-theorem
to objects more general than simplicial (or simple) polytopes, although the most
important conjecture here remains open since 1971 (see Section 2.5). There are
basically two diverging routes for generalisations of the g-theorem: towards non-
polytopal objects (like triangulations of spheres or manifolds), and towards general
convex polytopes which are neither simple nor simplicial. The former requires ma-
chinery from combinatorial topology and commutative algebra; we shall discuss the
corresponding generalisations in more detail in the next chapters. The generalisa-
tions of the g-theorem to non-simplicial convex polytopes are mostly beyond the
scope of this book; they require algebraic geometry techniques such as intersection
homology, which we only briefly discuss in Section 5.3.
Exercises.
1.4.15. Prove the following upper bound for the number of k-faces in a simple
n-polytope P with f0 vertices:
fk 6
1
k + 1
(
n
k
)
f0, for k = 1, . . . , n,
where the equality is achieved only for P = ∆n. Observe that this inequality gives
a better upper bound for simple polytopes that the UBT.
1.4.16. Prove Lemma 1.4.7.
1.4.17. Show that the numbers of faces of a stacked n-polytope S with m = f0
vertices are given by
fi(S) =
(
n
i
)
m− (n+1i+1)i for 1 6 i 6 n− 2;
fn−1(S) = (n− 1)m− (n+ 1)(n− 2).
1.4.18. Let h = (h0, h1, . . . , hn) be an integer vector with h0 = 1 and hi = hn−i
for 0 6 i 6 n, and let g = (g0, g1, . . . , g[n/2]) where g0 = 1, gi = hi− hi−1 for i > 0.
Show that if g is an M -vector, then h is also an M -vector.
1.4.19. Prove directly that parts (a) and (b) of the g-theorem imply the LBT,
while parts (a) and (c) imply the UBT.
Polytopes: additional topics
1.5. Nestohedra and graph-associahedra
Several constructions of series of simple polytopes with remarkable properties
appeared in the beginning of the 1990s under the common name of ‘generalised as-
sociahedra’. (The original associahedron, or Stasheff polytope, was first introduced
in homotopy theory [295].) Nowadays generalised associahedra find numerous ap-
plications in algebraic geometry [125], the theory of knot and link invariants [38],
representation theory and cluster algebras [116], and the theory of operads and
geometric ‘field theories’ originating from quantum physics [296].
Without attempting to overview all aspects of generalised associahedra, we
describe one particular construction which uses the Minkowski sum and the combi-
natorial concept of a building set. Our exposition is much influenced by the original
works of Feichtner–Sturmfels [110] and Postnikov [265]. The resulting family of
polytopes is known as nestohedra. Although it does not include all possible gener-
alisations of associahedra, this family is wide enough to contain all classical series,
and its construction is elementary enough so that it requires no specific knowledge.
The Minkowski sum is a classical geometric construction allowing one to pro-
duce new polytopes from known ones, just like the product, hyperplane cut and
connected sum described in Section 1.1. However, a Minkowski sum of simple poly-
topes usually fails to be simple. Interesting examples of polytopes can be obtained
by taking Minkowski sums of regular simplices. Simplices in such a Minkowski
sum are indexed by a collection S of subsets in a finite set. It was shown in [110]
and [265] that a Minkowski sum of regular simplices is a simple polytope if S sat-
isfies certain combinatorial condition, identifying it as a building set . The resulting
family of simple polytopes was called nestohedra in [266] because of its connection
to nested sets considered by De Concini and Procesi [91] in the context of subspace
arrangements. An example of a building set is provided by the collection of subsets
of vertices which span connected subgraphs in a given graph. The correspond-
ing nestohedra are called graph-associahedra; they were introduced and studied in
the work of Carr and Devadoss [67], and independently in the work of Toledano
Laredo [308] under the name De Concini–Procesi associahedra. These include the
classical series of permutahedra and associahedra.
Minkowski sums of simplices. Recall that the Minkowski sum of two sub-
sets A,B ⊂ Rn is defined as
A+B = {x + y : x ∈ A, y ∈ B}.
Proposition 1.5.1. The Minkowski sum of two polytopes is a polytope. More-
over, if P = conv(v1, . . . , vk) and Q = conv(w1, . . . ,wl), then
P +Q = conv(v1 +w1, . . . , vi +wj , . . . , vk +wl).
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Proof. Follows directly from the definition of Minkowski sum. 
For every subset S ⊂ [n+ 1] = {1, . . . , n+ 1} consider the regular simplex
∆S = conv(ei : i ∈ S) ⊂ Rn+1.
Let F be a collection of nonempty subsets of [n+1]. We assume that F contains
all singletons {i}, 1 6 i 6 n+ 1. As usual, denote by |F| the number of elements
in F . Given a subset N ⊂ [n+ 1], denote by F|N the restriction of F to N , i.e.
F|N = {S ∈ F : S ⊂ N}
of subsets in N . A collection F is connected if [n + 1] cannot be represented as a
disjoint union of nonempty subsets N1 and N2 such that for every S ∈ F either
S ⊂ N1 or S ⊂ N2. Obviously, every collection F splits into the disjoint union of
its connected components.
Remark. In some further considerations we shall allow F to contain some
subsets of [n+ 1] with multiplicities.
Now consider the convex polytope
(1.19) PF =
∑
S∈F
∆S ⊂ Rn+1.
The following statement gives some of its basic properties.
Proposition 1.5.2. Let F = F1⊔· · · ⊔Fq be the decomposition into connected
components. Then
(a) PF = PF1 × · · · × PFq ;
(b) dimPF = n+ 1− q.
Proof. Statement (a) follows from the fact that the polytopes PFi are con-
tained in complementary subspaces for 1 6 i 6 q, so their Minkowski sum is the
product. Because of (a), it is enough to verify (b) for connected F only. Then we
need to prove that dimPF = n. Observe that PF is contained in the hyperplane
HF =
{
x ∈ Rn+1 : ∑n+1i=1 xi = |F|}, and therefore dimPF 6 n. If F has a unique
maximal element, then this element is [n+ 1], because F is connected. Hence, PF
has an n-simplex as a Minkowski summand, and therefore dimPF = n. We shall
only need this case in the further considerations, so we skip the rest of the proof
and leave it as an exercise. 
We now describe two extreme examples of polytopes PF , corresponding to the
minimal and the maximal connected collections.
Example 1.5.3 (Simplex). Let S be the collection consisting of all singletons
and the whole set [n+ 1]. Then PS is the regular n-simplex ∆[n+1] shifted by the
vector e1 + · · ·+ en+1.
Permutahedron. Let C be the complete collection, consisting of all subsets
in [n+ 1]. The polytope PC is n-dimensional by Proposition 1.5.2.
Theorem 1.5.4. PC can be described as the intersection of the hyperplane
HC =
{
x ∈ Rn+1 :
n+1∑
i=1
xi = 2
n+1 − 1}
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with the halfspaces
HS,> =
{
x ∈ Rn+1 :
∑
i∈S
xi > 2
|S| − 1}
for all proper subsets S ( [n+ 1]. Moreover, every halfspace above is irredundant,
i.e. determines a facet FS of PC, so there are |C| = 2n+1 − 2 facets in total.
Proof. By definition, every point x = (x1, . . . , xn+1) ∈ PC can be written as
x =
∑
S∈C x
S where xS = (xS1 , . . . , x
S
n+1) ∈ ∆S . Then
n+1∑
i=1
xi =
∑
S∈C
n+1∑
i=1
xSi =
∑
S∈C
1 = |C| = 2n+1 − 1,
which implies that PC ⊂ HC . Similarly,
(1.20)
∑
i∈S
xi =
∑
T∈C
∑
i∈S
xTi >
∑
T⊂S
∑
i∈S
xTi =
∑
T⊂S
1 =
∣∣C|S∣∣ = 2|S| − 1,
so PC is contained in all subspaces HS,>.
It remains to show that any facet of PC has the form PC ∩ HS , where HS is
the bounding hyperplane for HS,>. Since PC is a Minkowski sum of simplices, each
of its faces G is a Minkowski sum of faces of these simplices. We therefore may
write G as
∑
S∈C∆TS where TS ⊂ S. By Proposition 1.5.2, if G is a facet (i.e.
dimG = n− 1), then the collection T = {TS} of subsets in [n+ 1] has exactly two
connected components. (Note that T may contain some subsets more than once.)
Let [n+1] = N1⊔N2 and T = T |N1 ⊔T |N2 be the decomposition into components.
Then the hyperplane containing the facet G is defined by each of the two equations
(1.21)
∑
i∈N1
xi =
∣∣T |N1∣∣ or ∑
i∈N2
xi =
∣∣T |N2∣∣.
Since every TS is contained in the corresponding S, we have
(1.22)
∣∣T |N1∣∣ > ∣∣C|N1∣∣ and ∣∣T |N2∣∣ > ∣∣C|N2∣∣.
We claim that at least one of these inequalities turns into equality. Indeed, assume
the converse. By (1.20) the minimum of the linear function
∑
i∈N1
xi on PC is∣∣C|N1∣∣, so there is a point x ′ ∈ PC with
(1.23)
∑
i∈N1
x′i =
∣∣C|N1∣∣ < ∣∣T |N1∣∣.
Similarly, there is a point x ′′ ∈ PC with∑
i∈N2
x′′i =
∣∣C|N2∣∣ < ∣∣T |N2∣∣.
Since N1 ⊔N2 = [n+ 1], the latter inequality is equivalent to
∑
i∈N1
x′′i >
∣∣T |N1 ∣∣.
This together with (1.23) implies that there are points of PC in both open halfspaces
determined by the first of the equations (1.21), which contradicts the assumption
that G is a facet. So at least one of (1.22) is an equality, which implies that the
hyperplane (1.21) containing G has the form HS (where S is either N1 or N2).
It follows that every facet is contained in the hyperplaneHS for some S. On the
other hand, every subset S can be taken as N1 in the construction of the preceding
paragraph, which shows that every HS contains a facet. 
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Having identified the facets, we may derive the following description of the
whole face poset of PC .
Proposition 1.5.5. Faces of PC of dimension k are in one-to-one correspon-
dence with ordered partitions of the set [n+ 1] into n+ 1 − k nonempty parts. An
inclusion of faces G ⊂ F occurs whenever the ordered partition corresponding to G
can be obtained by refining the ordered partition corresponding to F .
Proof. This follows from the fact that two facets FS1 and FS2 of PC have
nonempty intersection if and only if S1 ⊂ S2 or S2 ⊂ S1. We skip the details to
avoid repetitive arguments; see Theorem 1.5.13 below for a more general result. 
Corollary 1.5.6.
(a) PC is a simple polytope;
(b) the vertices of PC are obtained by all permutations of the coordinates of
the point (1, 2, 4, . . . , 2n) ∈ Rn+1.
The polytope whose vertices are obtained by permuting the coordinates of a
given point is known as the permutahedron; it has been studied by convex ge-
ometers since the beginning of the 20th century. More precisely, given a point
a = (a1, . . . , an+1) ∈ Rn+1 with a1 < a2 < · · · < an+1, define the corresponding
permutahedron as
Pen(a) = conv
(
σ(a1), . . . , σ(an+1) : σ ∈ Σn+1
)
,
where Σn+1 denotes the group of permutations of n + 1 elements. In particular,
PC = Pe
n(1, 2, . . . , 2n). All n-dimensional permutahedra Pen(a) are combinatori-
ally equivalent; this follows from the following description of their faces:
Theorem 1.5.7.
(a) Every facet of Pen(a) is the intersection of Pen(a) with the hyperplane
HS =
{
x ∈ Rn+1 :
∑
i∈S
xi = a1 + a2 + · · ·+ a|S|
}
for a proper subset S ( [n+ 1].
(b) The faces of Pen(a) are described in the same way as in Proposition 1.5.5.
Proof. This can be proved by mimicking the proof of Theorem 1.5.4. Another
way to proceed is as follows. Every face of Pen(a) is a set of points where a certain
linear function ϕb = (b, · ) restricted to the polytope achieves its minimum. We
denote this face by Gb . Then b = (b1, . . . , bn+1) defines an ordered partition
[n+ 1] = N1 ⊔ · · · ⊔Nk according to the sets of equal coordinates of b. Namely, if
bk = bl then k and l are in the same Ni, while if bk < bl then k ∈ Ni and l ∈ Nj with
i < j. It can be shown that (a) dimGb = n+1−k, and (b) the face Gb only depends
on the ordered partition above and does not depend on the particular values of bk.
In particular, the vertices of Pen(a) correspond to ϕb where all coordinates of b
are different, while the facets correspond to ϕb where all coordinates of b are either
0 or 1. We leave the details to the reader. 
We shall denote an n-dimensional combinatorial permutahedron by Pen. The
classical permutahedron corresponds to a = (1, 2, . . . , n+1). It can also be obtained
as a Minkowski sum (1.19) as follows (we leave the proof as an exercise):
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Proposition 1.5.8. Let I be the collection of all subsets of cardinality 6 2
in [n+ 1]. Then
PI = Pe
n(1, 2, . . . , n+ 1).
The polytope PI is the Minkowski sum of segments of the form conv(ei, ej)
for 1 6 i < j 6 n + 1, shifted by the vector e1 + · · · + en+1. Minkowski sums of
segments are known as zonotopes ; this family of polytopes has many remarkable
properties [325, §7.3]. However, general zonotopes are rarely simple; the permuta-
hedron is one of the few exceptions.
Building sets and nestohedra. We now return to general Minkowski
sums (1.19). The next statement gives a description of PF in terms of inequalities,
and generalises the first part of Theorem 1.5.4.
Proposition 1.5.9 ([110, Proposition 3.12]). PF can be described as the in-
tersection of the hyperplane
HF =
{
x ∈ Rn+1 :
n+1∑
i=1
xi = |F|
}
with the halfspaces
HT,> =
{
x ∈ Rn+1 :
∑
i∈T
xi >
∣∣F|T ∣∣}
corresponding to all proper subsets T ( [n+ 1].
Proof. Since PF is a Minkowski summand in the permutahedron PC , it is
defined by inequalities of the form
∑
i∈T xi > bT for some parameters bT . The
minimum value of the linear function
∑
i∈T xi on a simplex ∆S equals one if S ⊂ T ,
and equals zero otherwise. Therefore, bT =
∣∣F|T ∣∣, as needed. 
It follows that PF can be obtained by iteratively cutting the n-simplex
HF ∩ {x : xi > 1 for i = 1, . . . , n+ 1}
by the hyperplanes HT,> corresponding to subsets T of cardinality > 2. In the case
of the permutahedron, each of these cuts is nontrivial, that is, the corresponding
hyperplane is not redundant. In general, the description of PF in Proposition 1.5.9
is redundant. The concept of a building set will allow us to achieve an irredundant
description of PF for certain F and therefore describe the face posets. The resulting
polytopes PF will be simple; furthermore they will be obtained from a simplex by
a sequence of face truncations.
Definition 1.5.10. A collection B of nonempty subsets of [n + 1] is called a
building set on [n+ 1] if the following two conditions are satisfied:
(a) S′, S′′ ∈ B with S′ ∩ S′′ 6= ∅ implies S′ ∪ S′′ ∈ B;
(b) {i} ∈ B for all i ∈ [n+ 1].
Remark. The terminology comes from a more general notion of a building set
in a finite lattice, so that the building set above corresponds to the case of the
Boolean lattice 2[n+1]. We do not give the general definition because it requires too
much poset terminology. See [110, §3] for the details.
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Note that a building set B on [n + 1] is connected if and only if [n + 1] ∈ B.
Given S ( [n+ 1] define the contraction of S from B as
B/S = {T \ S : T ∈ B, T \ S 6= ∅} = {S′ ⊂ [n+ 1]\S : S′ ∈ B or S′ ∪ S ∈ B}.
The restriction B|S and the contraction B/S are building sets on S and [n+ 1] \ S
respectively. Note that B|S is connected if and only if S ∈ B. If B is connected,
then B/S is also connected for any S.
We now consider polytopes PB (1.19) corresponding to building sets B. The
following specification of Proposition 1.5.9 gives an irredundant description of PB
as an intersection of halfspaces.
Proposition 1.5.11 ([110], [265]). We have
PB =
{
x ∈ Rn+1 :
n+1∑
i=1
xi = |B|,
∑
i∈S
xi >
∣∣B|S∣∣ for every S ∈ B}.
If B is connected, then this representation is irredundant, that is, every hyperplane
HS =
{
x ∈ Rn+1 : ∑i∈S xi = ∣∣B|S∣∣} with S 6= [n+ 1] defines a facet FS of PB (so
that the number of facets of PB is |B| − 1).
Proof. The halfspace HT,> in the presentation of PB from Proposition 1.5.9
is irredundant if the intersection of PB with the corresponding hyperplane HT is a
facet. This intersection is a face of PB given by
PB|T + PB/T
(since PB|T and PB/T lie in complementary subspaces, their Minkowski sum is actu-
ally a product). In order for this face to have codimension one in PB, it is necessary,
by Proposition 1.5.2, that the collection B|T is connected. This condition is equiva-
lent to T ∈ B. If B is connected, then this condition is also sufficient, because then
B/T is also connected, and dim(PB|T + PB/T ) = n− 1 by Proposition 1.5.2. 
Corollary 1.5.12. If B is a connected building set on [n+1], then every facet
of PB can be written as
PB|T × PB/T
for some T ∈ B \ [n+ 1].
Theorem 1.5.13. The intersection of facets FS1∩ · · · ∩ FSk is nonempty (and
therefore is a face of PB) if and only if the following two conditions are satisfied:
(a) for any i, j, 1 6 i < j 6 k, either Si ⊂ Sj, or Sj ⊂ Si, or Si ∩ Sj = ∅;
(b) if the sets Si1 , . . . , Sip are pairwise nonintersecting, then Si1⊔· · ·⊔Sip /∈ B.
Definition 1.5.14. A subcollection {S1, . . . , Sk} ⊂ B satisfying conditions (a)
and (b) of Theorem 1.5.13 is called a nested set. Following [266], we refer to
polytopes PB (1.19) corresponding to building sets B as nestohedra.
Proof of Theorem 1.5.13. Assume FS1∩ · · · ∩ FSk 6= ∅.
If (a) fails, then Si ∪ Sj ∈ B, and for any x ∈ FSi ∩ FSj we have∑
k∈Si
xk =
∣∣B|Si∣∣, ∑
k∈Sj
xk =
∣∣B|Sj ∣∣, ∑
k∈Si∪Sj
xk >
∣∣B|Si∪Sj ∣∣.
Adding the first two equalities and subtracting the third inequality we obtain∑
k∈Si∩Sj
xk 6
∣∣B|Si∣∣+ ∣∣B|Sj ∣∣− ∣∣B|Si∪Sj ∣∣ < ∣∣B|Si∣∣+ ∣∣B|Sj ∣∣− ∣∣B|Si ∪B|Sj ∣∣ = ∣∣B|Si∩Sj ∣∣
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where the second inequality is strict because B|Si ∪ B|Sj ( B|Si∪Sj . Now the
inequality
∑
k∈Si∩Sj
xk <
∣∣B|Si∩Sj ∣∣ contradicts Proposition 1.5.9.
If (b) fails, then Si1 ⊔ · · · ⊔ Sip ∈ B, and for any x ∈ FSi1∩ · · · ∩ FSip we have∑
k∈Siq
xk =
∣∣B|Siq ∣∣ for 1 6 q 6 p, and ∑
k∈Si1⊔···⊔Sip
xk >
∣∣B|Si1⊔···⊔Sip ∣∣.
Subtracting the first p equalities from the last inequality we obtain∣∣B|Si1 ∣∣+ · · ·+ ∣∣B|Sip ∣∣ > ∣∣B|Si1⊔···⊔Sip ∣∣.
This leads to a contradiction because Si1 ⊔ · · · ⊔ Sip ∈ B.
Now assume that both (a) and (b) are satisfied. We need to show that FS1 ∩
· · · ∩ FSk 6= ∅.
We write x =
∑
T∈B x
T and note that the inequality
∑
i∈S xi >
∣∣B|S∣∣ defining
the facet FS turns into equality if and only if x
T
i = 0 for every T ∈ B, T 6⊂ S and
i ∈ S (this follows from (1.20)). Hence,
(1.24) x =
∑
T∈B
xT ∈ FS1∩ · · · ∩ FSk
⇐⇒ xTi = 0 whenever T ∈ B, T 6⊂ Sj , i ∈ Sj , for 1 6 j 6 k.
We therefore need to find x whose coordinates satisfy the k conditions on the right
hand side of (1.24). Given T ∈ B, the jth condition is not void only if T 6⊂ Sj
and T ∩ Sj 6= ∅. We may assume without the loss of generality that the first
k′ conditions in (1.24) are not void, and the rest are void. That is, T 6⊂ Sj and
T ∩ Sj 6= ∅ for 1 6 j 6 k′, while T ⊂ Sj or T ∩ Sj = ∅ for j > k′. Then we
claim that T \ (S1 ∪ · · · ∪ Sk′ ) 6= ∅. Indeed, otherwise choosing among S1, . . . , Sk′
the maximal subsets Si1 , . . . , Sip (which are pairwise disjoint by (a)) we obtain
Si1 ⊔ · · · ⊔Sip = T ∪Si1 ∪ · · · ∪ Sip ∈ B, which contradicts (b). Now setting xTi = 1
for only one i ∈ T \ (S1 ∪ · · · ∪ Sk′) and xTi = 0 for the rest, we obtain the required
point x in the intersection FS1∩ · · · ∩ FSk . 
From the description of the face lattice of nestohedra in Theorem 1.5.13 it is
easy to deduce their following main property.
Theorem 1.5.15. Every nestohedron PB is a simple polytope.
Proof. By Proposition 1.5.2 we may assume that B is connected. A collection
S1, . . . , Sk may satisfy both conditions of Theorem 1.5.13 only if k 6 n. 
Example 1.5.16. If B is a connected building set on a 2-element set, then PB
is an interval I1. If B is a connected building set on a 3-element set, then PB is a
polygon, and only m-gons with 3 6 m 6 6 arise in this way.
More examples will appear in the next subsections.
Proposition 1.5.11 gives a particular way to obtain a nestohedron PB from
a simplex by a sequence of hyperplane cuts. The next result shows that these
hyperplane cuts can be organised in such a way that we get a sequence of face
truncations (see Construction 1.1.12).
Let B0 ⊂ B1 be building sets on [n+1], and S ∈ B1. We define a decomposition
of S into elements of B0 as S = S1⊔· · ·⊔Sk, where Sj are pairwise nonintersecting
elements of B0 and k is minimal among such disjoint representations of S. It can
be easily seen that this decomposition exists and is unique.
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Lemma 1.5.17. Let B0 ⊂ B1 be connected building sets on [n+1]. Then PB1 is
obtained from PB0 by a sequence of truncations at faces Gi =
⋂ki
j=1 FSij correspond-
ing to the decompositions Si = Si1 ⊔ · · · ⊔Siki of elements Si ∈ B1 \B0, numbered in
any order that is reverse to inclusion (i.e. Si ⊇ Si′ ⇒ i 6 i′).
Proof. We use induction on the number N = |B1|− |B0|. For N = 1, we have
B1 = B0∪{S1}. We shall show that PB1 is obtained from PB0 by a single truncation
at the face G = FS11 ∩· · ·∩FS1k , where S1 = S11 ⊔· · ·⊔S1k is the decomposition of S1
into elements of B0. Let P˜B0 denote the polytope obtained by truncating PB0 at G.
Since both P˜B0 and PB1 are n-dimensional polytopes (here we use the assumption
that both B0 and B1 are connected), it is enough to verify that the face poset of
PB1 is a subposet of the face poset of P˜B0 (see Exercise 1.1.20).
The facets of PB1 are FS1 and FSj with Sj ∈ B0. We first consider a nonempty
intersection of the form FS1 ∩ . . . ∩ FSℓ in PB1 , i.e. a nested set {S1, . . . , Sℓ} of B1,
with all Sj ∈ B0. Then obviously, {S1, . . . , Sℓ} is a nested set of B0, i.e. FS1 ∩ . . .∩
FSℓ 6= ∅ in PB0 . Furthermore, since S1 is the only element of B1 \B0, we have that
Sj1 ⊔ · · · ⊔ Sjp 6= S1 = S11 ⊔ · · · ⊔ S1k
for any {j1, . . . , jp} ⊂ [ℓ]. The latter condition implies that {S11 , . . . , S1k} 6⊂
{S1, . . . , Sℓ}, i.e. FS1 ∩ . . . ∩ FSℓ 6⊂ G in the face poset of PB0 . By the de-
scription of the face poset of P˜B0 given in Construction 1.1.12, this implies that
FS1 ∩ . . . ∩ FSℓ 6= ∅ in P˜B0 .
Now we consider a nonempty intersection of the form FS1 ∩ FS1 ∩ . . . ∩ FSℓ in
PB1 , i.e. a nested set {S1, S1, . . . , Sℓ} of B1, with Sj ∈ B0 and S1 ∈ B1 \ B0. We
claim that {S11 , . . . , S1k, S1, . . . , Sℓ} is a nested set of B0, i.e. G∩FS1 ∩ . . .∩FSℓ 6= ∅
in PB0 . To do this we need to verify (a) and (b) of Theorem 1.5.13.
We need to check condition (a) for pairs of the form S1p , Sq; for other pairs it
is obvious. That is, we need to check that if S1p ∩ Sq 6= ∅, then one of S1p , Sq is
contained in the other. The condition S1p ∩Sq 6= ∅ implies that S1 ∩Sq 6= ∅. Since
{S1, S1, . . . , Sℓ} is a nested set of B1, we obtain that S1p ⊂ S1 ⊂ Sq or Sq ⊂ S1.
By the minimality of the decomposition S1 = S11 ⊔ · · · ⊔ S1k, the inclusion Sq ⊂ S1
implies that Sq is contained in some S
1
r , which can be only S
1
p , since S
1
p ∩ Sq 6= ∅.
To verify condition (b) of Theorem 1.5.13 for {S11 , . . . , S1k, S1, . . . , Sℓ}, we con-
sider a subcollection {S1i1 , . . . , S1ip , Sj1 , . . . , Sjq} consisting of pairwise nonintersect-
ing subsets. We need to check that its union is not in B0. For obvious reasons, we
may assume that p > 0 and q > 0. Since {S1, S1, . . . , Sℓ} is a nested set of B1,
we have that either Sji ⊂ S1 or Sji ∩ S1 = ∅ for each i = 1, . . . , q. Suppose that
S1i1 ⊔· · · ⊔S1ip ⊔Sj1 ⊔· · · ⊔Sjq ∈ B0. Then S1⊔Sj1 ⊔· · · ⊔Sjq ∈ B1 by the definition
of the building set. If any of Sji is disjoint with S
1, then we get a contradiction
with condition (b) for the nested set {S1, S1, . . . , Sℓ} of B1. Therefore, Sji ⊂ S1 for
i = 1, . . . , q, so that S1i1⊔· · ·⊔S1ip⊔Sj1⊔· · ·⊔Sjq ⊂ S1. By the argument of the previ-
ous paragraph, for each Sji we have that Sji ⊂ S1r or S1r ⊂ Sji for some r = 1, . . . , k.
Then it follows from the minimality of the decomposition S1 = S11 ⊔ · · · ⊔ S1k and
the definition of a building set that S1i1 ⊔ · · · ⊔ S1ip ⊔ Sj1 ⊔ · · · ⊔ Sjq = S1, which
contradicts the assumption that S1 /∈ B0.
Hence, {S11 , . . . , S1k, S1, . . . , Sℓ} is a nested set of B0. Similarly to the case
considered in the previous paragraph, we also obtain that FS1 ∩ . . . ∩ FSℓ 6⊂ G in
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the face poset of PB0 . Once again, by the description of the face poset of P˜B0 given
in Construction 1.1.12, this implies that FS1 ∩ FS1 ∩ . . . ∩ FSℓ 6= ∅ in P˜B0 .
It follows that the face poset of PB1 is indeed contained as a subposet in the
face poset of P˜B0 , and thus PB1 = P˜B0 .
It now remains to finish the induction. Assuming the theorem holds forM < N ,
we shall prove it forM = N . Since S1 is not contained in any other Si, the collection
of sets B′0 = B0 ∪ {S1} is a building set. By the induction assumption, PB′0 is
obtained from PB0 by truncation at the face corresponding to the decomposition
of S1, and PB1 is obtained from PB′0 by a sequence of truncations corresponding to
the decompositions of Si for i = 2, . . . , N . 
Remark. The proof given above only establishes a combinatorial equivalence
between PB1 and P˜B0 . Since Proposition 1.5.11 gives a geometric presentation
of nestohedra by a sequence of hyperplane cuts, it follows easily that the face
truncations of PB0 giving PB1 are also geometric.
Theorem 1.5.18. Every nestohedron PB corresponding to a connected building
set B can be obtained from a simplex by a sequence of face truncations.
Proof. Assume that B is a connected building set on [n + 1]. Then we have
S ⊂ B, where S is the connected building set of Example 1.5.3, whose corresponding
nestohedron is an n-simplex. Now apply Lemma 1.5.17. 
The following construction, suggested by N. Erokhovets, will allow us to show
that every nestohedron can be obtained from a connected building set, up to com-
binatorial equivalence.
Construction 1.5.19 (Substitution of building sets). Let B1, . . . ,Bn+1 be
connected building sets on [k1], . . . , [kn+1]. Then, for every connected building set B
on [n+1], we define a connected building set B(B1, . . . ,Bn+1) on [k1]⊔. . .⊔[kn+1] =
[k1 + . . .+ kn+1], consisting of elements S
i ∈ Bi and
⊔
i∈S
[ki], where S ∈ B.
When B1, . . . ,Bn are singletons {1}, . . . , {n}, we shall write B(1, 2, . . . , n,Bn+1)
instead of B({1}, {2}, . . . , {n},Bn+1).
Lemma 1.5.20. Let B, B1, . . . ,Bn+1 be connected building sets on [n + 1],
[k1], . . . , [kn+1], and let B′ = B(B1, . . . ,Bn+1). Then PB′ ≈ PB×PB1 × · · ·×PBn+1.
Proof. Set B′′ = B ⊔ B1 ⊔ · · · ⊔ Bn+1 and define the map ϕ : B′′ → B′ by
ϕ(S) =
S if S ∈ Bi⊔
i∈S
[ki] if S ∈ B .
Then ϕ generates a bijection between B′′ \ B′′max and B′ \ [k1 + · · ·+ kn+1], where
B′′max = {[n+ 1], [k1], . . . , [kn+1]} denotes the collection of maximal sets of B′′. Let
S ⊂ B \ [n + 1] and Si ⊂ Bi \ [ki]. Notice that ϕ(S) ∪
⋃n+1
i=1 ϕ(Si) is a nested set
of B′ if and only if S is a nested set of B and Si is a nested set of Bi for all i. It
follows that PB′ ≈ PB′′ = PB × PB1 × · · · × PBn+1 . 
Example 1.5.21. Assume that each of B, B1, B2 is the building set
{{1}, {2}, {1, 2}} corresponding to the segment I. Let us describe the build-
ing set B(B1,B2). In the building set {{a}, {b}, {a, b}}, we substitute a by
B1 = {{1}, {2}, {1, 2}} and b by B2 = {{3}, {4}, {3, 4}}. As a result, we obtain the
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connected building set B′, consisting of {1}, {2}, {3}, {4}, {1, 2}, {3, 4}, [4]. Its cor-
responding nestohedron is obtained by truncating a 3-simplex at two nonadjacent
edges; it is combinatorially equivalent to a 3-cube.
The facet correspondence ϕ between the combinatorial cubes PB × PB1 × PB2
and PB′ is given by
{1} ∈ B1 7→ {1} ∈ B′, {2} ∈ B1 7→ {2} ∈ B′,
{3} ∈ B2 7→ {3} ∈ B′, {4} ∈ B2 7→ {4} ∈ B′,
{a} ∈ B2 7→ {1, 2} ∈ B′, {b} ∈ B2 7→ {3, 4} ∈ B′.
Example 1.5.22. Let B = {{1}, . . . , {n+1}, [n+1]} be the building set corre-
sponding to the simplex ∆n and let B1, . . . ,Bn+1 be arbitrary connected building
sets on [k1], . . . , [kn+1]. Then
B′ = B(B1, . . . ,Bn+1) = (B1 ⊔ · · · ⊔ Bn+1) ∪ [k1 + · · ·+ kn+1],
and PB′ ≈ ∆n × PB1 × · · · × PBn+1 .
Proposition 1.5.23. For each nestohedron PB there exists a connected building
set B′ such that PB ≈ PB′ .
Proof. Indeed, any building set B can be written as B1 ⊔ · · · ⊔ Bk, where Bi
are connected building sets on [ki+1]. Define a building set B˜ = B1(1, . . . , k1,B2)⊔
B3⊔· · ·⊔Bk, giving the same combinatorial polytope. We have that B˜ is a product
(disjoint union) of k−1 connected building sets. Then we apply again a substitution
to B˜, and so on. At the end we obtain a connected building set B′. 
Graph associahedra.
Definition 1.5.24. Let Γ be a graph on the vertex set [n + 1] without loops
and multiple edges (a simple graph). The graphical building set BΓ consists of all
nonempty subsets S ⊂ [n+ 1] such that the graph Γ|S is connected.
The nestohedron PΓ = PBΓ corresponding to a graphical building set is called
a graph-associahedron [67].
Example 1.5.25 (associahedron). Let Γ be a ‘path’ with n edges {i, i+ 1} for
1 6 i 6 n. Then BΓ consists of all ‘segments’ of the form [i, j] = {i, i+ 1, . . . , j}
where 1 6 i 6 j 6 n+ 1. To describe the face poset of the corresponding polytope
PΓ it is convenient to use brackets in a string of n + 2 letters a1a2 · · ·an+2. We
associate with a segment [i, j] a pair of brackets before ai and after aj+1. Using The-
orem 1.5.13 it is easy to see that the facets corresponding to n different segments
intersect at a vertex if and only if the corresponding bracketing of a1a2 · · ·an+2
with n pairs of brackets is correct. In particular, the vertices of BΓ correspond
to all different ways to obtain a product a1a2 · · · an+2 when multiplication is not
associative. The number of vertices is therefore equal to 1n+2
(
2n+2
n+1
)
, the (n + 1)th
Catalan number. Two vertices are adjacent if and only if the bracketing correspond-
ing to one vertex can be obtained from the bracketing corresponding to the other
vertex by deleting a pair of brackets and inserting, in a unique way, another pair of
brackets different from the deleted one. That is, two vertices are adjacent if they
correspond to a single application of the associative law. This explains the name
associahedron for the polytope PΓ of this example; we shall denote it Asn.
1.5. NESTOHEDRA AND GRAPH-ASSOCIAHEDRA 41
Figure 1.4. 3-dimensional associahedron and the corresponding graph.
Proposition 1.5.11 describes the associahedron as the result of consecutive hy-
perplane cuts of a simplex, see Figure 1.4 for the case n = 3. It can also be obtained
by hyperplane cuts from a cube, as described in the next theorem.
Theorem 1.5.26. The image of Asn under a certain affine transformation
Rn+1 → Rn is the intersection of the cube{
y ∈ Rn : 0 6 yj 6 j(n+ 1− j) for 1 6 j 6 n
}
with the halfspaces {
y ∈ Rn : yj − yk + (j − k)k > 0
}
for 1 6 k < j 6 n.
Proof. Proposition 1.5.11 gives the following presentation:
(1.25) Asn =
{
x ∈ Rn+1 :
n+1∑
k=1
xk =
(n+ 1)(n+ 2)
2
,
j∑
k=i
xk >
(j − i+ 1)(j − i+ 2)
2
for 1 6 i 6 j 6 n+ 1
}
.
Apply the affine transformation Rn+1 → Rn given by
(x1, . . . , xn+1) 7→ (z1, . . . , zn) where zl =
l∑
k=1
xk, for 1 6 l 6 n.
Now we rewrite the inequalities of (1.25) in the new coordinates (z1, . . . , zn). The
inequalities with i = 1 (corresponding to the facets FS with {1} ∈ S) become
(1.26) zj >
j(j + 1)
2
, for 1 6 j 6 n.
Inequalities (1.25) with j = n+ 1 (corresponding to FS with {n+ 1} ∈ S) become
(n+ 1)(n+ 2)
2
− zi−1 > (n+ 2− i)(n+ 3− i)
2
, for 2 6 i 6 n+ 1,
or equivalently,
(1.27) zj 6 (n+ 2)j − j(j + 1)
2
, for 1 6 j 6 n.
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The remaining inequalities (1.25) take the form
(1.28) zj − zi−1 > (j − i+ 1)(j − i+ 2)
2
for 1 < i 6 j < n+ 1.
Now the required presentation is obtained from (1.26), (1.27) and (1.28) by applying
the shift yj = zj − j(j+1)2 and setting k = i− 1. 
Example 1.5.27. The case n = 3 of Theorem 1.5.26 is shown in Figure 1.5
(right). We start with a 3-cube (more precisely, a parallelepiped) given by the
F{1}
F{2}
F{3}
F{4}
F{1,2}
F{2,3}
F{3,4}
F{1,2,3}
F{2,3,4}
Figure 1.5. 3-dimensional associahedron cut from a cube.
inequalities
0 6 y1 6 3, 0 6 y2 6 4, 0 6 y3 6 3,
and cut it by the three hyperplanes
y2 − y1 + 1 = 0, y3 − y1 + 2 = 0, y3 − y2 + 2 = 0.
Another way to cut a 3-dimensional combinatorial associahedron from a 3-cube
is shown in Figure 1.5 (left); this time we cut three nonadjacent and pairwise
orthogonal edges. The two associahedra in Figure 1.5 are not affinely equivalent.
The associahedronAsn first appeared (as a combinatorial object) in the work of
Stasheff [295] as the space of parameters for the higher associativity of the (n+2)-
fold product map in an H-space. For more information about the associahedra we
refer to [125] and [49, Lec. II], where the reader may find other geometric and
combinatorial realisations of Asn.
Example 1.5.28 (permutahedron revisited). Let Γ be a complete graph; then
BΓ is the complete building set C and PΓ is the permutahedron Pen, see Figure 1.6
for the case n = 3.
Example 1.5.29 (cyclohedron). Let Γ be a ‘cycle’ consisting of n + 1 edges
{i, i + 1} for 1 6 i 6 n and {n + 1, 1}. The corresponding PΓ is known as the
cyclohedron Cyn, or Bott–Taubes polytope, see Figure 1.7. It was first introduced
in [38] in connection with the study of link invariants.
Example 1.5.30 (stellahedron). Let Γ be a ‘star’ consisting of n edges
{i, n+ 1}, 1 6 i 6 n, emanating from the point n + 1. The corresponding PΓ
is known as the stellahedron Stn, see Figure 1.8.
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Figure 1.6. 3-dimensional permutahedron and the corresponding graph.
Figure 1.7. 3-dimensional cyclohedron and the corresponding graph.
Figure 1.8. 3-dimensional stellahedron and the corresponding graph.
Exercises.
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1.5.31. Every collection F of subsets in [n+ 1] may be completed in a unique
way to a building set by iteratively adding to F the unions S1 ∪ S2 of intersecting
sets (S1 ∩ S2 6= ∅) until the process stops. Denote the resulting building set by F̂ .
Show that F̂ is connected if and only if F is connected, and that dimPF̂ = dimPF
(hint: for a pair of intersecting sets S1, S2 compare the polytopes ∆S1 +∆S2 and
∆S1 +∆S2 +∆S1∪S2). Use this fact to complete the proof of Proposition 1.5.2.
1.5.32. Finish the argument in the proof of Proposition 1.5.5.
1.5.33. Complete the details in the proof of Theorem 1.5.7.
1.5.34. Prove Proposition 1.5.8.
1.5.35. Given two building sets B0 ⊂ B1, show that a decomposition S =
S1 ⊔ · · · ⊔ Sk of S ∈ B1 into elements Si ∈ B0 with minimal k is unique.
1.5.36. A combinatorial polytope obtained from a simplex by a sequence of
face truncations is called a truncated simplex. Notice that a truncated simplex
is a simple polytope. By Theorem 1.5.18, every nestohedron corresponding to a
connected nested set is a truncated simplex. Give an example of
(a) a simple polytope which is not a truncated simplex;
(b) a truncated simplex which is not a nestohedron;
(c) a Minkowski sum of simplices PF given by (1.19) which is not a truncated
simplex.
1.5.37. Consider the following connected building set on [4]:
B = {{1}, {2}, {3}, {4}, {1, 2, 3}, {2, 3, 4}, [4]}.
Then PB is combinatorially equivalent to the polytope shown in Fig. 1.2, right.
1.6. Flagtopes and truncated cubes
Definition 1.6.1. A simple polytope P is called a flagtope (or flag polytope)
if every collection of its pairwise intersecting facets has a nonempty intersection.
(The origins of this terminology will be explained in Section 2.3.)
Flagtopes and flag simplicial complexes (which are the subject of Section 2.3)
feature in the well-known Charney–Davis conjecture [69] and its generalisation due
to Gal [123]. According to the Gal conjecture, the components of the γ-vector of
a flagtope are nonnegative.
Gal’s conjecture is important as it connects the combinatorial study of poly-
topes and sphere triangulations to differential geometry and topology of manifolds.
This conjecture has been proved in special cases.
Although not all nestohedra are flagtopes (a simplex is the easiest counterex-
ample), flag nestohedra constitute an important family. In particular, all graph-
associahedra (and therefore, the classical series of associahedra and permutahedra)
are flagtopes, see Proposition 1.6.6.
As we have seen in Theorem 1.5.26, the associahedron can be obtained by
hyperplane cuts from a cube. In this section we give a proof of a much more general
and precise result: a nestohedron is a flagtope if and only if it can be obtained from
a cube by a sequence of truncations at faces of codimension 2 (we refer to such
polytopes as 2-truncated cubes), see Theorem 1.6.16. This result was proved by
Buchstaber and Volodin in [64, Theorem 6.6]. On the other hand, it can be easily
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seen that the Gal conjecture is valid for 2-truncated cubes (see Proposition 1.6.12).
This observation (formulated in terms of the dual operation of stellar subdivision
at an edge) was present in the work of Charney–Davis and later Gal, and used to
support their conjectures. As a corollary we obtain that the Gal conjecture holds
for all flag nestohedra.
Example 1.6.2.
1. The cube In is a flagtope, but the simplex ∆n is not if n > 1.
2. The product P ×Q of two flagtopes is a flagtope.
3. The connected sum P # Q of two simple n-polytopes and the vertex trun-
cation vt(P ) are not flagtopes if n > 1.
A polytope P is said to be triangle-free if it does not contain a triangular 2-face.
Proposition 1.6.3. A flagtope is triangle-free.
Proof. Assume that a flagtope P of dimension n contains a triangular 2-face T
with vertices v1, v2, v3 and edges e1, e2, e3, where vi is opposite to ei. Since P is
simple, each ei is an intersection of n−1 facets. Hence, for each i = 1, 2, 3 there is a
unique facet, say Fi, which contains the edge ei but not the triangle T . Also, T is an
intersection of n−2 facets, and we may assume that T = ⋂n+1i=4 Fi. Now we observe
that
⋂n+1
i=1,i6=j Fi = vj for j = 1, 2, 3. This implies that the intersection of any pair of
facets among F1, . . . , Fn+1 is nonempty. On the other hand,
⋂n+1
i=1 Fi = ∅ because
P is simple and n-dimensional. Therefore P cannot be a flagtope. 
The converse to Proposition 1.6.3 does not hold in general (see exercises), but
it is valid for polytopes with few facets:
Theorem 1.6.4 ([33]). If P is a triangle-free convex n-polytope then fi(P ) >
fi(I
n) for i = 0, . . . , n. In particular, such P has at least 2n facets. Furthermore if
P is simple then
(a) fn−1(P ) = 2n implies that P = I
n;
(b) fn−1(P ) = 2n+ 1 implies that P = P5 × In−2 where P5 is a pentagon;
(c) fn−1(P ) = 2n + 2 implies that P = P6 × In−2 or P = Q × In−3 or
P = P5×P5× In−4 where P6 is a hexagon and Q is a 3-polytope obtained
by truncating a pentagonal prism at one of its edges forming a pentagonal
facet.
Corollary 1.6.5. A triangle-free simple n-polytope with at most 2n+2 facets
is a flagtope.
Another source of examples of flagtopes is provided by graph-associahedra (see
Definition 1.5.24):
Proposition 1.6.6. Every graph-associahedron PΓ is a flagtope.
Proof. Let FS1 , . . . , FSk be a set of facets of PΓ with nonempty pairwise in-
tersections. We need to check that FS1 ∩ · · · ∩ FSk 6= ∅, i.e. that condition (b) of
Theorem 1.5.13 is satisfied (condition (a) holds automatically as it depends only
on pairwise intersections). Let Si1 , . . . , Sip be pairwise nonintersecting sets among
S1, . . . , Sk; then Sir ∪ Sis /∈ BΓ for 1 6 r < s 6 p because FSir ∩ FSis 6= ∅. There-
fore, all subgraphs Γ|Sir∪Sis are disconnected, which implies that Γ|Si1∪···∪Sip is
also disconnected. Thus, Si1 ∪ · · · ∪ Sip /∈ BΓ, and FS1 ∩ · · · ∩ FSk 6= ∅ by Theo-
rem 1.5.13. 
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The main conjecture about the face numbers of flagtopes uses the notion of the
γ-vector γ(P ) = (γ0, . . . , γ[n/2]) (see Definition 1.3.10):
Conjecture 1.6.7 (Gal [123]). A flagtope P of dimension n satisfies γi(P ) >
0 for i = 0, . . . ,
[
n
2
]
.
We shall verify the Gal conjecture for all flag nestohedra. To do this we shall
show that any flag nestohedron can be obtained by consecutively truncating a cube
at codimension-2 faces.
Our first task is therefore to describe how the γ-vector changes under face
truncations. For this it is convenient to use the H-polynomial given by (1.9), and
the γ-polynomial
γ(P )(τ) = γ0 + γ1τ + · · ·+ γ[n/2]τ [n/2].
Proposition 1.6.8. Let Q be the polytope obtained by truncating a simple n-
polytope P at a k-dimensional face G. Then
(a) H(Q) = H(P )(s, t) + stH(G)H(∆n−k−2),
(b) γ(Q) = γ(P ) + τγ(G)γ(∆n−k−2).
Proof. The truncation removes G and creates a face G×∆n−k−1, so that
fi(Q) = fi(P ) + fi(G×∆n−k−1)− fi(G), for 0 6 i 6 n.
Hence, F (Q) = F (P ) + tF (G)F (∆n−k−1)− tn−kF (G), and
H(Q) = H(P ) + tH(G)H(∆n−k−1)− tn−kH(G)
= H(P ) + tH(G)
(
n−k−1∑
i=0
sitn−k−1−i − tn−k−1
)
= H(P ) + stH(G)
n−k−2∑
j=0
sjtn−k−2−j
 = H(P ) + stH(G)H(∆n−k−2) ,
which proves (a). Furthermore,
[n2 ]∑
i=0
γi(Q)(st)
i(s+ t)n−2i = H(Q) =
[n2 ]∑
i=0
γi(P )(st)
i(s+ t)n−2i
+ st
 [ k2 ]∑
p=0
γp(G)(st)
p(s+ t)k−2p
[n−k−22 ]∑
q=0
γq(∆
n−k−2)(st)q(s+ t)n−k−2−2q

=
[n2 ]∑
i=0
γi(P )(st)
i(s+t)n−2i+
[ k2 ]∑
p=0
[n−k−22 ]∑
p=0
γp(G)γq(∆
n−k−2)(st)p+q+1(s+t)n−2(p+q+1).
Hence, γi(Q) = γi(P ) +
∑
p+q=i−1 γp(G)γq(∆
n−k−2), which proves (b). 
Definition 1.6.9. We refer to a truncation at a codimension-2 face as a 2-
truncation. A combinatorial polytope obtained from a cube by 2-truncations will
be called a 2-truncated cube.
The following corollary is the dual of a result from [123]:
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Corollary 1.6.10. Let the polytope Q be obtained from a simple polytope P
by 2-truncation at a face G. Then
(a) H(Q) = H(P ) + stH(G),
(b) γ(Q) = γ(P ) + τγ(G).
Proposition 1.6.11. Each face of a 2-truncated cube is a 2-truncated cube.
Proof. It is enough to show that if P is a 2-truncated cube, then all the
facets of P are 2-truncated cubes. The proof is by induction on the number of
face truncations. Let the polytope Q be obtained from a 2-truncated cube P by
2-truncation at a face G of codimension 2. Then the new facet is G × I, and it
is a 2-truncated cube by the induction assumption. Every other facet F ′ of the
polytope Q is either a facet of P , or obtained from a facet F ′′ of P by 2-truncation
at a face G′ ⊂ F ′′. 
Proposition 1.6.12. Any 2-truncated cube P satisfies γi(P ) ≥ 0, i.e. the Gal
conjecture holds for 2-truncated cubes.
Proof. We proceed by induction on the dimension of P , using Proposi-
tion 1.6.11 and the formula γ(Q) = γ(P ) + τγ(G). 
Here is a criterion for a nestohedron to be a flagtope.
Proposition 1.6.13 ([64], [266]). Let B be a building set on [n+1]. Then the
nestohedron PB is a flagtope if and only if for every element S ∈ B with |S| > 1
there exist elements S′, S′′ ∈ B such that S′ ⊔ S′′ = S.
Proof. Suppose PB is a flagtope. Consider an element S ∈ B. Then we
may write S = S1 ⊔ · · · ⊔ Sk, where S1, . . . , Sk ∈ B \ {S} and k is minimal among
such decompositions of S. Then for any subset J ⊂ [k] with 1 < |J | < k we
have that
⊔
j∈J Sj /∈ B, since otherwise k can be decreased. If k > 2 then, by
Theorem 1.5.13, the facets FS1 , . . . , FSk of PB intersect pairwise, but have empty
common intersection. Therefore, k = 2.
Suppose for each element S ∈ B with |S| > 1, there exist elements S′, S′′ ∈ B
such that S′ ⊔ S′′ = S. Let FS1 , . . . , FSk , k > 3, be a minimal collection of facets
that intersect pairwise but have empty common intersection. We shall lead this
to a contradiction by finding a nontrivial subcollection of FS1 , . . . , FSk with empty
common intersection.
Assume there is a set S˜ ∈ B|S intersecting more than one Si, but not intersect-
ing every Si. Then the subcollection of facets FSi satisfying Si ∩ S˜ 6= ∅ will have
empty common intersection, since ⊔
Si : Si∩S˜ 6=∅
Si ∈ B
by definition of a building set.
It remains to find S˜ ∈ B|S intersecting more than one Si, but not intersecting
every Si. By Theorem 1.5.13, S1 ⊔ · · · ⊔ Sk = S ∈ B. Therefore, we can write
S = S′⊔S′′, where S′, S′′ ∈ B. Let S1 be that of the sets S′ and S′′ which intersects
more elements Si than the other. Then S
1 intersects more than one Si. If S
1 does
not intersect all of Si, then we are done. Otherwise we write S
1 = S′1 ⊔S′′1, where
S′1, S′′1 ∈ B, and choose as S2 that of the sets S′1 and S′′1 which intersects more
elements Si than the other. If S
2 intersects all the sets Si, choose S
3 in the same
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way, and so on. Since the cardinality of the sets S1, S2, S3, . . . strictly decreases,
at some point this process stops, and we get that one of the sets S′i, S′′i intersects
more than one Si, but does not intersect every Si. 
Proposition 1.6.14 ([266]). Let B be a building set on [n+1] such that PB is
a flagtope. Then there exists a building set B0 ⊂ B such that PB0 is a combinatorial
cube with dimPB0 = dimPB.
Proof. By Proposition 1.5.2, we need to consider only connected building sets.
For n = 1, the proposition is true. Assuming that the assertion holds for m < n,
we shall prove it for m = n. By Proposition 1.6.13, we have [n + 1] = S′ ⊔ S′′,
where S′, S′′ ∈ B. By the induction assumption, the building sets B|S′ and B|S′′
have subsets B′0 and B′′0 whose corresponding nestohedra are cubes. The building
set B0 = (B′0 ⊔ B′′0 ) ∪ [n+ 1] is the desired one (see Example 1.5.22). 
It now follows from Lemma 1.5.17 that a flag nestohedron can be obtained from
a cube by a sequence of face truncations. The following lemma shows that there is
a sequence consisting only of codimension-2 face truncations:
Lemma 1.6.15. Let B1 ⊂ B2 be connected building sets on [n+ 1] whose corre-
sponding nestohedra PB1 and PB2 are flagtopes. Then
(a) PB2 is obtained from PB1 by a sequence of 2-truncations;
(b) γi(PB1) 6 γi(PB2) for i = 0, 1, . . . , [n/2].
Furthermore, if B1 6= B2, then the inequality above is strict for some i.
Proof. Let S be a minimal (by inclusion) element of B2 \ B1. We set B′ =
̂B1 ∪ {S} to be the minimal (by inclusion) building set containing B1 ∪ {S}. By
Proposition 1.6.13, there exist S′, S′′ ∈ B2 such that S′ ⊔ S′′ = S. It follows from
the choice of S that S′, S′′ ∈ B1. It is easy to show that B′ is the collection of sets
B1 ∪ {T = T ′ ⊔ T ′′ : T ′, T ′′ ∈ B1, S′ ⊂ T ′, S′′ ⊂ T ′′}. Hence, the decomposition of
any element of B′ \ B1 consists of two elements. Therefore, by Lemma 1.5.17, the
nestohedron PB′ is obtained from PB1 by a sequence of 2-truncations.
Since B1 ( B′ ⊂ B2, we can finish the proof of (a) by induction on the number
of elements in B2 \ B1. Statement (b) follows from Corollary 1.6.10. 
Finally we can prove the main result of this section, giving a characterisation
of flag nestohedra:
Theorem 1.6.16 ([64]). A nestohedron PB is a flagtope if and only if it is a
2-truncated cube.
More precisely, if PB is a flagtope, then there exists a sequence of building sets
B0 ⊂ B1 ⊂ · · · ⊂ BN = B, where PB0 is a combinatorial cube, Bi = Bi−1 ∪ {Si},
and PBi is obtained from PBi−1 by 2-truncation at the face FSj1 ∩ FSj2 ⊂ PBi−1 ,
where Si = Sj1 ⊔ Sj2 , and Sj1 , Sj2 ∈ Bi−1.
Proof. By Proposition 1.5.23, we need to consider only connected building
sets. The ‘only if’ statement follows from Proposition 1.6.14 and Lemma 1.6.15.
To prove the ‘if’ statement we need to check that a polytope obtained from a
flagtope by a 2-truncation is a flagtope. This is left as an exercise. 
Together with Proposition 1.6.12, Theorem 1.6.16 implies
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Corollary 1.6.17. The Gal conjecture holds for all flag nestohedra PB, i.e.
γi(PB) > 0.
Example 1.6.18. Let us see how Theorem 1.6.16 works in the case of the
3-dimensional associahedron. The building set corresponding to As3 is given by
B = {{1}, {2}, {3}, {4}, {1, 2}, {2, 3}, {3, 4}, {1, 2, 3}, {2, 3, 4}, {1, 2, 3, 4}}
(see Fig. 1.5, right). In order to obtain As3 from I3 by 2-truncations, we have to
specify a building set B0 ⊂ B, such that PB0 ≈ I3, and to order the elements of
B \ B0 in such a way that adding a new element to the building set corresponds to
a 2-truncation.
First let B0 consist of {i}, {1, 2}, {3, 4}, [4]. The associahedron PB is then ob-
tained from PB0 ≈ I3 by consecutive truncation at the faces F{1,2} ∩ F{3}, F{2} ∩
F{3,4}, F{2} ∩ F{3} in this order. (Warning: PB0 is not the rectangular paral-
lelepiped, it is a tetrahedron with two opposite edges truncated. However the three
2-truncations of PB0 described here and the three 2-truncations of the rectangular
parallelepiped described in Example 1.5.27 give the same (up to affine equivalence)
polytope As3 shown in Fig. 1.5, right.)
Another option is to let B0 consist of {i}, {1, 2}, {1, 2, 3}, [4]. Then PB0 is
obtained from a tetrahedron by truncating a vertex and then truncating an edge
which contained this vertex; we have that PB0 ≈ I3. To obtain the associahedron
PB from PB0 we first truncate the face F{2} ∩ F{3} of PB0 ≈ I3 and get the new
facet F{2,3}. Then we truncate the faces F{2,3} ∩ F{4} and F{3} ∩ F{4}.
Exercises.
1.6.19. In a flagtope, a collection of pairwise intersecting faces (of any dimen-
sion) has a nonempty intersection.
1.6.20. A face of a flagtope is a flagtope. This generalises Proposition 1.6.3.
1.6.21. Give an example of a triangle-free simple n-polytope with 2n+3 facets
which is not a flagtope.
1.6.22. Give an example of a non-flag simple polytope P with γi(P ) > 0.
1.6.23. A polytope obtained from a flagtope by a 2-truncation is a flagtope.
1.6.24 ([64, Theorem 9.1]). The face vectors of n-dimensional flag nestohedra
PB satisfy
(a) γi(I
n) 6 γi(PB) 6 γi(Pe
n) for i = 0, 1, . . . , [n/2];
(b) gi(I
n) 6 gi(PB) 6 gi(Pe
n) for i = 0, 1, . . . , [n/2];
(c) hi(I
n) 6 hi(PB) 6 hi(Pe
n) for i = 0, 1, . . . , n;
(d) fi(I
n) 6 fi(PB) 6 fi(Pe
n) for i = 0, 1, . . . , n.
Furthermore, the lower bounds are achieved only for PB = I
n and the upper bounds
are achieved only for PB = Pe
n. (Hint: to prove (a) use Lemma 1.6.15. The other
inequalities follow from Proposition 1.3.13.)
1.6.25 ([64, Theorem 9.2]). The face vectors of graph associahedra PΓ corre-
sponding to connected graphs Γ on [n+ 1] satisfy
(a) γi(As
n) 6 γi(PΓ) 6 γi(Pe
n) for i = 0, 1, . . . , [n/2];
(b) gi(As
n) 6 gi(PΓ) 6 gi(Pe
n) for i = 0, 1, . . . , [n/2];
(c) hi(As
n) 6 hi(PΓ) 6 hi(Pe
n) for i = 0, 1, . . . , n;
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(d) fi(As
n) 6 fi(PΓ) 6 fi(Pe
n) for i = 0, 1, . . . , n.
Furthermore, the lower bounds are achieved only for PB = As
n and the upper
bounds are achieved only for PB = Pe
n.
1.7. Differential algebra of combinatorial polytopes
Here we develop a differential-algebraic formalism that will allow us to analyse
the combinatorics of families of polytopes and their face numbers from the viewpoint
of differential equations. All polytopes in this section are combinatorial.
Ring of polytopes. Denote by P2n the free abelian group generated by all
combinatorial n-polytopes. The group P2n is infinitely generated for n > 1, and it
splits into a direct sum of finitely generated components as follows:
P2n =
⊕
m>n+1
P2n,2(m−n)
where P2n,2(m−n) is the group generated by n-polytopes with m facets. (The fact
that there are finitely many combinatorial polytopes with a given number of facets
is left as an exercise.)
Definition 1.7.1. The product of polytopes turns the direct sum
P =
⊕
n>0
P2n = P0 +
⊕
m> 2
m−1⊕
n=1
P2n,2(m−n)
into a bigraded commutative ring, the ring of polytopes. The unit is P 0, a point.
Simple polytopes generate a bigraded subring of P, which we denote by S.
A polytope is indecomposable if it cannot be represented as a product of two
other polytopes of positive dimension.
Proposition 1.7.2 ([50, Proposition 2.22]). P is a polynomial ring generated
by indecomposable combinatorial polytopes.
Proof. We need to show that any polytope P of positive dimension can be
represented as a product of indecomposable polytopes, P = P1 × · · · × Pk, and
this representation is unique up to reordering the factors. The existence of such a
decomposition is clear. Now assume that P1×· · ·×Pk ≈ Q1×· · ·×Qs. Fix a vertex
v = v1×· · ·× vk = w1×· · ·×ws, where vi ∈ P and wj ∈ Qj . The faces of the form
v1 × · · · × Pi × · · · × vk and w1 × · · · ×Qj × · · · × ws are maximal indecomposable
faces of P containing the vertex v, and therefore they bijectively correspond to each
other under the combinatorial equivalence. It follows that k = s and Pi ≈ Qi for
i = 1, . . . , k up to a permutation of factors.
Since P is a free abelian group generated by combinatorial polytopes, and each
polytope can be uniquely represented by a monomial in indecomposable polytopes,
it follows that P is a polynomial ring on indecomposable polytopes. 
Given P ∈ P2n, denote by dP ∈ P2(n−1) the sum of all facets of P in the
ring P. The following lemma is straightforward.
Lemma 1.7.3. d : P→ P is a linear operator of degree −2 satisfying the identity
d(P1P2) = (dP1)P2 + P1(dP2).
Therefore, P is a differential ring, and S is its differential subring.
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Example 1.7.4. We have
dIn = n(dI)In−1 = 2nIn−1, and d∆n = (n+ 1)∆n−1.
Face-polynomials revisited. By Proposition 1.3.6, the F -polynomial and
the H-polynomial define ring homomorphisms
F : P −→ Z[s, t], H : P −→ Z[s, t],
which send P ∈ P to F (P )(s, t) and H(P )(s, t) respectively.
Theorem 1.7.5. For any simple polytope P we have
(1.29) F (dP ) =
∂
∂t
F (P ).
Proof. Assume that P is a simple n-polytopse with facets P1, . . . , Pm. Then
F (dP ) =
m∑
i=1
F (Pi) =
m∑
i=1
n−1∑
k=0
fk(Pi)s
ktn−1−k.
On the other hand,
∂
∂t
F (P ) =
n−1∑
k=0
(n− k)fk(P )sktn−1−k.
Comparing the coefficients in the two sums above we reduce (1.29) to
(1.30)
m∑
i=1
fk(Pi) = (n− k)fk(P ).
Since P is simple, every k-face is contained in exactly n− k facets, so it is counted
n− k times on the left hand side of the above identity. 
Corollary 1.7.6. Let P1 and P2 be two simple n-polytopes such that dP1 =
dP2 in S. Then F (P1) = F (P2).
Proof. Indeed, F (dP1) = F (dP2) implies that
∂F (P1)
∂t =
∂F (P2)
∂t . Using that
F (P )(s, 0) = sn we obtain F (P1) = F (P2). 
Proposition 1.7.7. Let F˜ : S→ Z[s, t] be a linear map such that
F˜ (dP ) =
∂
∂t
F˜ (P ) and F˜ (P )|t=0 = sn.
Then F˜ (P ) = F (P ).
Proof. We have F˜ (P 0) = 1 = F (P 0). Assume by induction the state-
ment is true in dimensions 6 n − 1, and let P be a simple n-polytope. Then
F˜ (dP )(s, t) = F (dP )(s, t). It follows that ∂∂t F˜ (P ) =
∂
∂tF (P ). Therefore,
F˜ (P )(s, t) = F (P )(s, t) + C(s). Setting t = 0, we obtain sn = sn + C(s), whence
C(s) = 0. 
Theorem 1.7.5 also allows us to reduce the Dehn–Sommerville relations (1.12)
to the Euler formula:
Theorem 1.7.8. The following identity holds for any simple n-polytope P :
(1.31) F (P )(s, t) = F (P )(−s, s+ t).
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Proof. We have F (P 0)(s, t) = 1 = F (P 0)(−s, s + t). Assume by induction
the identity holds in dimensions 6 n − 1. Then for a given P of dimension n we
have F (dP )(s, t) = F (dP )(−s, s+ t). Therefore, ∂∂tF (P )(s, t) = ∂∂tF (P )(−s, s+ t)
and F (P )(s, t)− F (P )(−s, s+ t) = C(s). By Euler’s formula (1.11),
F (−s, s) = (f0 − f1 + · · ·+ (−1)nfn)sn = sn.
Therefore, C(s) = F (P )(s, 0)− F (P )(−s, s) = 0. 
Example 1.7.9. For a simple 3-polytope P 3 with m = f2 facets we have
f1 = 3(m− 2), f0 = 2(m− 2). Assume that all facets are k-gons, so dP 3 = mP 2k .
Then by Theorem 1.7.5,
m(s2 + kst+ kt2) =
∂
∂t
(
s3 +ms2t+ 3(m− 2)st2 + 2(m− 2)t3),
which implies m(6 − k) = 12. It follows that the pair (k,m) may only take values
(3, 4), (4, 6) and (5,12) corresponding to a simplex, cube and dodecahedron.
For general polytopes the difference δ = Fd − ∂∂tF measures the failure of
identity (1.29).
A polytope is said to be k-simple (for k > 0) if each of its k-faces is an inter-
section of exactly n − k facets. For example, a simple polytope is 0-simple, while
1-simple polytopes are also known as simple in edges. Every n-polytope is (n− 1)-
and (n− 2)-simple.
A polytope is k-simplicial if each of its k-dimensional faces is a simplex. A
simplicial n-polytope is (n − 1)-simplicial, and every polytope is 1-simplicial. By
polarity, if an n-polytope P is k-simple, then P ∗ is (n− 1− k)-simplicial.
Theorem 1.7.10. Let P ∈ P. Then the following identity holds:
F (dP ) =
∂
∂t
F (P ) + δ(P ),
where δ : P→ Z[s, t] is an F -derivation, i.e. it is linear and satisfies the identity
δ(P1P2) = δ(P1)F (P2) + F (P1)δ(P2).
Moreover, if P is an n-polytope, then δ(P ) = δ2s
n−3t2 + · · ·+ δn−1tn−1 and δi > 0
for 2 6 i 6 n− 1. Also, P is k-simple if and only if δn−1−k = 0; in this case δi = 0
for 2 6 i 6 n− 1− k.
Proof. The fact that δ = Fd− ∂∂tF is an F -derivation is verified by a direct
computation. By (1.30) the coefficient of sktn−1−k in δ(P ) is given by
δn−1−k =
m∑
i=1
fk(Pi)− (n− k)fk(P ).
It vanishes for k = n − 1 and k = n − 2 (as each codimension-two face of P is
contained in exactly two facets). Also, δn−1−k is non-negative because every k-face
is contained in at least n − k facets. Finally, if P is k-simple, then every j-face is
contained in exactly n− j facets for j > k, so δn−1−j vanishes for j > k. 
Example 1.7.11. Let P be a simple n-polytope, and P ∗ the dual simplicial
polytope. Since the face poset of P ∗ is the opposite to the face poset of P ,
F (P ∗)(s, t) = sn + t
F (P )(t, s)− tn
s
= sn +
n−1∑
k=0
fk(P )s
n−1−ktk+1 .
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We have dP ∗ = f0(P )∆
n−1, therefore,
δ(P ∗) = f0(P )
(s+ t)n − tn
s
− ∂
∂t
n∑
k=0
fk(P )s
n−1−ktk+1.
The coefficient of sn−1−ktk on the right hand side above is given by
δk(P
∗) =
(
n
k
)
f0(P )− (k + 1)fk(P ), for 1 6 k 6 n.
This is non-negative by Theorem 1.7.10 or by Exercise 1.4.15.
The following properties of H(P ) follow from the corresponding properties of
F (P ) established above and the identity H(P )(s, t) = F (P )(s− t, t).
Theorem 1.7.12.
(a) The ring homomorphism H : P −→ Z[s, t] satisfies H(P )∣∣
t=0
= sn. The
restriction of H to the subring S of simple polytopes satisfies the equation
H(dP ) = ∂H(P )
where ∂ = ∂∂s +
∂
∂t .
(b) The image of H is generated by H(∆1) = s+ t and H(∆2) = s2+ st+ t2.
(c) If H˜ : S −→ Z[s, t] is a linear map satisfying H˜(dP ) = ∂H˜(P ) and
H˜(P )
∣∣
t=0
= sn for any simple n-polytope P , then H˜(P ) = H(P ).
Ring of building sets. Let B1 and B2 be building sets on [n1] and [n2] re-
spectively. A map f : B1 → B2 of building sets is a map f : [n1] → [n2] satisfying
f−1(S) ∈ B1 for every S ∈ B2. Two building sets B1 and B2 are said to be equiva-
lent, if there exist maps f : B1 → B2 and g : B2 → B1 of building sets such that the
compositions f ◦ g and g ◦ f are the identity maps.
The product of B1 and B2 is the building set B1 · B2 on [n1 + n2] induced by
appending the interval [n2] to the interval [n1].
Example 1.7.13. The collection S of Example 1.5.3 and the complete collec-
tion C are both connected building sets on [n + 1]. They are initial and terminal
connected building sets respectively, since for every connected building set B on
[n + 1] there are maps C → B → S of building sets induced by the identity map
on [n+ 1].
Definition 1.7.14. Denote by B2n the free abelian group generated by the
equivalence classes of building sets on [k] for k 6 n+ 1. Since B1 · B2 is equivalent
to B2 · B1, the product turns B =
⊕
n>0B
2n into a commutative associative ring.
Given a connected building set B on [n+ 1], define
(1.32) dB =
∑
S∈B\[n+1]
B|S · B/S
where the sum is taken in the ring B. Since B is generated by connected building
sets, we may extend d to a linear map d : B→ B using the Leibniz formula
(1.33) d(B1 · B2) = (dB1) · B2 + B1 · (dB2).
We therefore get a derivation of B.
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Proposition 1.7.15. The map B 7→ PB induces a differential ring homomor-
phism β : B → P. Its image is a graded subring with unit in P multiplicatively
generated by nestohedra PB corresponding to connected building sets B.
Proof. The fact that β is a ring homomorphism is obvious. It follows from
Corollary 1.5.12 and (1.33) that β commutes with the differentials. Every building
set consisting only of singletons is mapped to P 0 which represents a unit in P.
Finally, it follows from Proposition 1.5.2 (a) that the image β(B) is generated by
PB with connected B. 
Remark. The ring B does not have unit, and the map β is not injective.
Given a subset S ⊂ [n + 1], denote by Γ|S the restriction of Γ to the vertex
set S, and denote by Γ/S the graph with the vertex set [n + 1]\S having an edge
between two vertices i and j whenever they are path connected in ΓS∪{i,j}.
Proposition 1.7.16. For a connected graph Γ on n+ 1 vertices, we have
dPΓ =
∑
S([n+1]
Γ|S is connected
P (Γ|S)× P (Γ/S).
Proof. Follows directly from (1.32). 
Example 1.7.17. We have the following formulae for the differentials of the
four graph-associahedra defined in Section 1.5:
dAsn =
∑
i+j=n−1
(i + 2)Asi ×Asj ;
dPen =
∑
i+j=n−1
(
n+ 1
i+ 1
)
Pei × Pej ;
dCyn = (n+ 1)
∑
i+j=n−1
As i × Cyj ;
dStn = n · Stn−1 +
n−1∑
i=0
(
n
i
)
Sti × Pen−i−1.
For example (see Figs. 1.4–1.8),
dAs3 = 2As0 ×As2 + 3As1 ×As1 + 4As2 ×As0 ;
dPe3 = 4Pe0 × Pe2 + 6Pe1 × Pe1 + 4Pe2 × Pe0 ;
dCy3 = 4(As0 × Cy2 +As1 × Cy1 +As2 × Cy0) ;
dSt3 = 3St2 + St0 × Pe2 + 3St1 × Pe1 + 3St2 × Pe0 .
Exercises.
1.7.18. Show that there are finitely many combinatorial polytopes with a given
number of facets.
1.7.19. Show that δ = Fd− ∂∂tF is an F -derivation.
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1.8. Families of polytopes and differential equations
In this section, using the language of generating series, we interpret the for-
mulae for the differential of nestohedra and graph-associahedra as certain partial
differential equations. These differential equations encode the combinatorial infor-
mation of the face structure of nestohedra. This exposition builds upon the results
of [51] and [48].
Denote byP[q] the polynomial ring in an indeterminate q with coefficients in P.
Proposition 1.8.1. Let
Q : P→ P[q], P 7→ Q(P ; q)
be a linear map such that
Q(dP ; q) =
∂
∂q
Q(P ; q) and Q(P ; 0) = P
for any polytope P . Then
Q(P ; q) =
n∑
k=0
(dkP )
qk
k!
.
Proof. Use induction by dimension, as in the proof of Proposition 1.7.7. 
Now assume given a sequence P = {Pn, n > 0} of polytopes, one in each
dimension. We define its generating series as the formal power series
P(x) =
∑
n>0
λnP
nxn+n0
in P ⊗ Q[[x]]. The parameter n0 and the coefficients λn will be chosen depending
on a particular sequence P . Using the transformation Q of the previous proposition
we may define the following 2-parameter extension of the generating series:
(1.34) P(q, x) =
∑
n>0
λnQ(P
n; q)xn+n0 .
We have P(0, x) = P(x).
We consider the following generating series of the six sequences of nestohedra:
(1.35)
∆(x) =
∑
n>0
∆n
xn+1
(n+ 1)!
; I(x) =
∑
n>0
In
xn
n!
;
As(x) =
∑
n>0
Asnxn+2 ; Pe(x) =
∑
n>0
Pen
xn+1
(n+ 1)!
;
Cy(x) =
∑
n>0
Cyn
xn+1
n+ 1
; St(x) =
∑
n>0
Stn
xn
n!
.
Lemma 1.8.2. The differentials of the generating series above are given by
d∆(x) = x∆(x) ; dI(x) = 2xI(x) ;
dAs(x) = As(x)
d
dx
As(x) ; dPe(x) = Pe2(x) ;
dCy(x) = As(x)
d
dx
Cy(x) ; dSt(x) =
(
x+ Pe(x)
)
St(x) .
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Proof. This follows from the formulae of Examples 1.7.4 and 1.7.17. 
Theorem 1.8.3. The two-parameter extensions of the generating series (1.35)
satisfy the following partial differential equations:
∂
∂q
∆(q, x) = x∆(q, x) ;
∂
∂q
I(q, x) = 2xI(q, x) ;
∂
∂q
As(q, x) = As(q, x)
∂
∂x
As(q, x) ;
∂
∂q
Pe(q, x) = Pe2(q, x) ;
∂
∂q
Cy(q, x) = As(q, x)
∂
∂x
Cy(q, x) ;
∂
∂q
St(q, x) =
(
x+ Pe(q, x)
)
St(q, x) .
Proof. A direct calculation using formulae (1.34) and (1.35). 
Remark. The role of the parameters λn in (1.34) can be illustrated as follows.
If we replace the first series ∆(x) of (1.35) by
∆̂(x) =
∑
n>0
∆n
xn+1
n+ 1
,
then the first equations of Lemma 1.8.2 and Theorem 1.8.3 take the form
d∆̂(x) = x2
d
dx
∆̂(x),
∂
∂q
∆̂(q, x) = x2
d
dx
∆̂(q, x).
Four of the equations of Theorem 1.8.3, namely those corresponding to the
series ∆, I, Pe and St, are ordinary differential equations. Their solutions are
completely determined by the initial data P(0, x) = P(x) and are given by the
explicit formulae
∆(q, x) = ∆(x)eqx ; I(q, x) = I(x)e2qx ;
Pe(q, x) =
Pe(x)
1− qPe(x) ; St(q, x) = St(x)
eqx
1− qPe(x) .
The equation for U = As(q, x) has the form Uq = UUx. This classical quasilin-
ear partial differential equation was considered by E. Hopf, and therefore became
known as the Hopf equation.
Theorem 1.8.4.
(a) The series As(q, x) is given by the solution of the functional equation
( equation on characteristics)
(1.36) As(q, x) = As(x + qAs(q, x)),
where As(x) = As(0, x).
(b) The series Cy(q, x) is given by the solution of
(1.37) Cy(q, x) = Cy(x + qAs(q, x)),
where Cy(x) = Cy(0, x).
Proof. Set U = As(q, x) and Asx =
d
dxAs(x). If U is a solution to (1.36),
then we obtain by differentiating
Uq = (U + qUq)Asx, Ux = (1 + qUx)Asx.
1.8. FAMILIES OF POLYTOPES AND DIFFERENTIAL EQUATIONS 57
Therefore, (1 − qAsx)Uq = UAsx and (1 − qAsx)Ux = Asx, which implies that
U satisfies the Hopf equation Uq = UUx. Its solution with the initial condition
U(0, x) = As(x) is unique by the general theory of quasilinear equations (in our case
the uniqueness can be also verified using standard arguments with power series).
Similarly, by differentiating (1.37) we obtain for V = Cy(q, x):
Vq = (U + qUq)Cyx, Vx = (1 + qUx)Cyx.
Using that Uq = UUx we rewrite the first equation above as Vq = U(1 + qUx)Cyx,
which implies Vq = UVx as claimed. This is exactly the equation for V = Cy(q, x)
given by Theorem 1.8.3, and its solution with V (0, x) = Cy(x) is unique. 
We can also use Lemma 1.8.2 to calculate the face-polynomials F (s, t) of graph-
associahedra. Let P(x) be one of the generating series (1.35), and set
FP = F (P(x)) =
∑
n>0
λnxn+n0
n∑
k=0
fk(P
n)sktn−k.
We refer to FP = FP (s, t;x) as the generating series of face-polynomials; it is a
series in x whose coefficients are polynomials in s and t.
Theorem 1.8.5. The generating series of face-polynomials corresponding
to (1.35) satisfy the following differential equations, with the initial conditions
given in the second column:
∂
∂t
F∆ = xF∆, F∆(s, 0;x) =
esx − 1
s
;
∂
∂t
FI = 2xFI , FI(s, 0;x) = e
sx ;
∂
∂t
FAs = FAs
∂
∂x
FAs, FAs(s, 0;x) =
x2
1− sx ;
∂
∂t
FPe = F
2
Pe, FPe(s, 0;x) =
esx − 1
s
;
∂
∂t
FCy = FAs
∂
∂x
FCy, FCy(s, 0;x) = − ln(1− sx)
s
;
∂
∂t
FSt =
(
x+ FPe
)
FSt, FSt(s, 0;x) = e
sx .
Proof. The differential equations are obtained by applying F to the equations
of Lemma 1.8.2 and using the fact that F (dP ) = ∂∂tF (P ). The initial conditions
follow by substituting sn for Pn in (1.35) and calculating the resulting series. 
Again, the four equations for the series F∆, FI , FPe and FSt are ordinary
differential equations. Their solutions are completely determined by the initial data;
the explicit formulae are left as exercises. The remaining two partial differential
equations for the series FAs and FCy can be explicitly solved as follows.
Theorem 1.8.6.
(a) The series U = FAs satisfies the quadratic equation
(1.38) t(s+ t)U2 + (2tx+ sx− 1)U + x2 = 0.
The initial condition FAs(s, 0;x) =
x2
1−sx determines its solution uniquely.
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(b) The series FCy is given by
FCy = −1
s
ln
(
1− s(x+ tFAs ))
)
.
Proof. (a) By analogy with (1.36) we show that U = FAs satisfies
U = ϕ(x+ tU),
where ϕ(x) = FAs(s, 0;x) =
x2
1−sx . It is equivalent to (1.38).
(b) We have that V = FCy is given by the solution to Vt = UVx. By analogy
with (1.37) we show that it is given by
V = ψ(x+ tU),
where U = FAs and ψ(x) = FCy(s, 0;x) = − ln(1−sx)s . 
As a corollary, we shall derive a formula for the number of k-faces in Asn,
which equals the number of bracketing of a word of n+ 2 letters with n− k pairs
of brackets. These numbers were first calculated by Cayley in 1891:
Theorem 1.8.7. The number of k-dimensional faces in an n-dimensional as-
sociahedron is given by
fk(As
n) =
1
n+ 2
(
n
k
)(
2n− k + 2
n+ 1
)
.
Proof. We use the fact that FAs satisfies the Hopf equation, whose solutions
may be obtained using conservation laws. Let
U(t, x) =
∑
k>0
Uk(x)t
k
be the solution of the Cauchy problem for the Hopf equation:
(1.39) Ut = UUx, U(0, x) = ϕ(x).
This equation has the following conservation laws(
Uk
k
)
t
=
(
Uk+1
k + 1
)
x
, for k > 1.
Hence,
dk
dtk
U =
dk−1
dtk−1
(
U2
2
)
x
=
dk−2
dtk−2
(
U3
3
)
xx
= · · · = d
k
dxk
(
Uk+1
k + 1
)
, for k > 1.
Evaluating at t = 0 we obtain
dk
dtk
U
∣∣∣∣
t=0
= k!Uk(x) =
dk
dxk
(
Uk+10 (x)
k + 1
)
.
Therefore,
Uk(x) =
1
(k + 1)!
dk
dxk
ϕk+1(x).
By Theorem 1.8.5 the function
(1.40) U = FAs(s, t;x) =
∑
n>0
n∑
k=0
fn−k(As
n)sn−ktkxn+2
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satisfies the Hopf equation (1.39) with the initial function ϕ(s;x) = x
2
1−sx . We
therefore calculate
Uk(s;x) =
1
(k + 1)!
dk
dxk
(
x2(k+1)
(1 − sx)k+1
)
=
1
(k + 1)!
dk
dxk
(
x2(k+1)
∑
l>0
(
l + k
l
)
slxl
)
=
1
(k + 1)!
∑
l>0
(
l + k
k
)
(2k + l+ 2)!
(k + l + 2)!
slxk+l+2
=
∑
n>k
1
n+ 2
(
n
k
)(
n+ k + 2
n+ 1
)
sn−kxn+2.
On the other hand, it follows from (1.40) that
Uk(s;x) =
∑
n>k
fn−k(As
n)sn−kxn+2.
Comparing the last two formulae we obtain
fn−k(As
n) =
1
n+ 2
(
n
k
)(
n+ k + 2
n+ 1
)
,
which is equivalent to the required formula. 
Exercises.
1.8.8. By solving the first two differential equations of Theorem 1.8.5 show that
the generating series for the F -polynomials of simplices and cubes are given by
F∆(s, t;x) =
∑
n>0
F (∆n)
xn+1
(n+ 1)!
= etx
esx − 1
s
,
FI(s, t;x) =
∑
n>0
F (In)
xn
n!
= etxe(s+t)x.
Compare this with the formulae for F (∆n) and F (In).
1.8.9. Show by solving the corresponding differential equations from Theo-
rem 1.8.5 that the generating series for the face-polynomials of permutahedra and
stellahedra are given by
FPe(s, t;x) =
∑
n>0
F (Pen)
xn+1
(n+ 1)!
=
esx − 1
s− t(esx − 1) ,
FSt (s, t;x) =
∑
n>0
F (Stn)
xn
n!
=
se(s+t)x
s− t(esx − 1) .
Compute the face-polynomials F (Pen) and F (Stn) and the face numbers explicitly.
1.8.10. Define the generating series HP(s, t;x) of H-polynomials by analogy
with the generating series of face-polynomials. Deduce the following formulae for
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sequences of nestohedra:
H∆(s, t;x) =
∑
n>0
H(∆n)
xn+1
(n+ 1)!
=
esx − etx
s− t ,
HI(s, t;x) =
∑
n>0
H(In)
xn
n!
= e(s+t)x,
HPe(s, t;x) =
∑
n>0
H(Pen)
xn+1
(n+ 1)!
=
esx − etx
setx − tesx ,
HSt (s, t;x) =
∑
n>0
H(Stn)
xn
n!
=
(s− t)e(s+t)x
setx − tesx .
1.8.11. The series Y = HAs (s, t;x) =
∑
n>0H(As
n)xn+2 satisfies the quadratic
equation
Y = (x+ sY )(x + tY ).
The initial condition HAs (s, 0;x) =
x2
1−sx determines its solution uniquely.
1.8.12. The components of the h-vector of Asn are given by
hk =
1
n+ 1
(
n+ 1
k
)(
n+ 1
k + 1
)
, 0 6 k 6 n.
CHAPTER 2
Combinatorial structures
The face poset of a convex polytope is a classical example of a combinatorial
structure underlying a decomposition of a geometric object. With the development
of combinatorial topology several new combinatorial structures emerged, such as
simplicial and cubical complexes, simplicial posets and other types of regular cellu-
lar (or CW) complexes. Many of these structures have eventually become objects
of independent study in geometric combinatorics.
A simplicial complex is the abstract combinatorial structure behind a simpli-
cial subdivision (or triangulation) of a topological space. Triangulations were first
introduced by Poincare´ and provide a rigorous and convenient tool for studying
topological invariants of smooth manifolds by combinatorial methods. The notion
of a nerve of a covering of a topological space, introduced by Alexandroff, provides
another source of examples of simplicial complexes.
The study of triangulations stimulated the development of first combinatorial
and then algebraic topology in the first half of the XXth century. With the ap-
pearance of cellular complexes algebraic tools gradually replaced the combinatorial
ones in mainstream topology. Simplicial complexes still play a pivotal role in PL
(piecewise linear) topology, however nowadays the main source of interest in them
is in discrete and computational geometry. One reason for that is the emergence of
computers, since simplicial complexes provide the most effective way to translate
geometric and topological structures into machine language.
We therefore may distinguish two different views on the role of simplicial com-
plexes and triangulations. In topology, simplicial complexes and their different
derivatives such as singular chains and simplicial sets are used as technical tools
to study the topology of the underlying space. Most combinatorial invariants of
nerves or triangulations (such as the number of faces of a given dimension) do not
have meaning in topology, as they do not reflect any topological feature of the
underlying space. Topologists therefore tend not to distinguish between simplicial
complexes that have the same underlying topology. For instance, refining a trian-
gulation (such as passing to the barycentric subdivision) changes the combinatorics
drastically, but does not affect the underlying topology. On the other hand, in
combinatorial geometry the combinatorics of a simplicial complex is what really
matters, while the underlying topology is often simple or irrelevant.
In toric topology the combinatorist’s point of view on triangulations and simi-
lar decompositions is enriched by elaborate topological techniques. Combinatorial
invariants of triangulations therefore can be analysed by topological methods, and
at the same time combinatorial structures such as simplicial complexes or posets
become a source of examples of topological spaces and manifolds with nice features
and lots of symmetry, e.g. bearing a torus action. The combinatorial structures
are the subject of this chapter; the associated topological objects will come later.
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Here we assume only minimal knowledge of topology. The reader may also
check Appendix B for the definition of simplicial homology groups, etc.
2.1. Polyhedral fans
Like convex polytopes, polyhedral fans encode both geometrical and combina-
torial information. The geometry of fans is poorer than that of convex polytopes,
but this geometry is still a part of the structure of a fan, which distinguishes fans
from the purely combinatorial objects considered later in this chapter.
Although fans were considered in convex geometry independently, the main
source of interest to them is in the theory of toric varieties, which are classified by
rational fans. Toric varieties are the subject of Chapter 5, and here we describe the
terminology and constructions related to fans.
Definition 2.1.1. A set of vectors a1, . . . ,ak ∈ Rn defines a convex polyhedral
cone, or simply cone,
σ = R>〈a1, . . . ,ak〉 = {µ1a1 + · · ·+ µkak : µi ∈ R>}.
Here a1, . . .ak are referred to as generating vectors (or generators) of σ. A minimal
set of generators of a cone is defined up to multiplication of vectors by positive
constants. A cone is rational if its generators can be chosen from the integer lattice
Zn ⊂ Rn. If σ is a rational cone, then its generators a1, . . .ak are usually chosen
to be primitive, i.e. each a i is the smallest lattice vector in the ray defined by it.
A cone is strongly convex if it does not contain a line. A cone is simplicial if it
is generated by a part of basis of Rn, and is regular if it is generated by a part of
basis of Zn. (Regular cones play a special role in the theory of toric varieties, see
Chapter 5.)
A cone is also an (unbounded) intersection of finitely many halfspaces in Rn, so
it is a convex polyhedron in the sense of Definition 1.1.2. We therefore may define
face of a cone in the same way as we did for polytopes, as intersections of σ with
supporting hyperplanes. We can only consider supporting hyperplanes containing 0;
such a hyperplane is defined by a linear function u and will be denoted by u⊥. A
face τ of a cone σ is therefore an intersection of σ with a supporting hyperplane
u⊥, i.e. τ = σ∩u⊥. Every face of a cone is itself a cone. If σ 6= Rn, then σ has the
smallest face σ ∩ (−σ); it is a vertex 0 if and only if σ strongly convex. A minimal
generator set of a cone consists of nonzero vectors along its edges.
A fan is a finite collection Σ = {σ1, . . . , σs} of strongly convex cones in some
Rn such that every face of a cone in Σ belongs to Σ and the intersection of any two
cones in Σ is a face of each. A fan Σ is rational (respectively, simplicial, regular) if
every cone in Σ is rational (respectively, simplicial, regular). A fan Σ = {σ1, . . . , σs}
is called complete if σ1 ∪ · · · ∪ σs = Rn.
Given a cone σ ⊂ Rn, define its dual as
(2.1) σv =
{
x ∈ Rn : 〈u , x〉 > 0 for all u ∈ σ}.
(Note the difference with the definition of the polar set of a polyhedron, see (1.4).)
Observe that if u ∈ σv , then u⊥ is a supporting hyperplane of σ. It can be shown
that σv is indeed a cone, (σv)v = σ, and σv is strongly convex if and only if
dimσ = n.
Cones in a fan can be separated by hyperplanes (or linear functions):
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Lemma 2.1.2 (Separation Lemma). Let σ and σ′ be two cones whose intersec-
tion τ is a face of each. Then there exists u ∈ σv ∩ (−σ′)v such that
τ = σ ∩ u⊥ = σ′ ∩ u⊥.
In other words, a supporting hyperplane defining τ can be chosen so as to separate
σ and σ′.
Proof. We only sketch a proof; the details can be found, e.g. in [122, §1.2].
The fact that σ and σ′ intersect in a face implies that the cone ξ = σ−σ′ = σ+(−σ′)
is not the whole space. Let u⊥ be a supporting hyperplane defining the smallest
face of ξ, that is,
ξ ∩ u⊥ = ξ ∩ (−ξ) = (σ − σ′) ∩ (σ′ − σ).
We claim that this u has the required properties. Indeed, σ ⊂ ξ implies u ∈ σv ,
and τ ⊂ ξ∩ (−ξ) implies τ ⊂ σ∩u⊥. Conversely, if x ∈ σ∩u⊥, then x is in σ′−σ,
so that x = y ′− y for y ′ ∈ σ′, y ∈ σ. Then x + y ∈ σ ∩σ′ = τ , which implies that
both x and y are in τ . Hence σ ∩ u⊥ = τ , and the same argument for −u shows
that u ∈ (−σ′)v and σ′ ∩ u⊥ = τ . 
Miraculously, the convex-geometrical separation property above will translate
into topological separation (Hausdorffness) of algebraic varieties and topological
spaces constructed from fans in the latter chapters.
The next construction assigns a complete fan to every convex polytope.
Construction 2.1.3 (Normal fan). Let P be a polytope (1.1) with m facets
F1, . . . , Fm and normal vectors a1, . . . ,am. Given a face Q ⊂ P define the cone
(2.2) σQ = {u ∈ Rn : 〈u , x ′〉 6 〈u , x 〉 for all x ′ ∈ Q and x ∈ P}.
The dual cone σvQ is generated by vectors x − x ′ where x ∈ P and x ′ ∈ Q. In other
words, σvQ is the “polyhedral angle” at the face Q consisting of all vectors pointing
from points of Q to points of P .
We say that a vector a i is normal to the face Q if Q ⊂ Fi. The cone σQ is
generated by those a i which are normal to Q (this is an exercise). Then
ΣP = {σQ : Q is a face of P}
is a complete fan ΣP in Rn (this is another exercise), which is denoted by ΣP and
is referred to as the normal fan of the polytope P . If 0 is contained in the interior
of P then ΣP may be also described as the set of cones over the faces of the polar
polytope P ∗ (yet another exercise).
It is clear from the above descriptions that the normal fan ΣP is simplicial if
and only if P is simple. In this case the definition of ΣP may be simplified: the
cones of ΣP are generated by those sets {a i1 , . . . ,a ik} for which the intersection
Fi1 ∩ · · · ∩ Fik is nonempty.
If all vertices of P are in the lattice Zn then the normal fan ΣP is rational,
but the converse is not true. Polytopes whose normal fans are regular are called
Delzant (this name comes from a symplectic geometry construction discussed in
Section 5.5). Therefore, P is a Delzant polytope if and only if for every vertex
x ∈ P the normal vectors to the facets meeting at x can be chosen to form a basis
of Zn. In this definition one may replace ‘normal vectors to the facets meeting at x ’
by ‘vectors along the edges meeting at x ’. A Delzant polytope is necessarily simple.
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The normal fan ΣP of a polytope P contains the information about the normals
to the facets (the generators a i of the edges of ΣP ) and the combinatorial structure
of P (which sets of vectors ai span a cone of ΣP is determined by which facets
intersect at a face), however the scalars bi in (1.1) are lost. Not any complete fan
can be obtained by ‘forgetting the numbers bi’ from a presentation of a polytope by
inequalities, i.e. not any complete fan is a normal fan. This is fails even for regular
fans, as is shown by the next example, which is taken from [122].
Example 2.1.4. Consider the complete three-dimensional fan Σ with 7 edges
generated by the vectors a1 = e1, a2 = e2, a3 = e3, a4 = −e1 − e2 − e3,
a5 = −e1 − e2, a6 = −e2 − e3, a7 = −e1 − e3, and 10 three-dimensional cones
with vertex 0 over the faces of the triangulated boundary of the tetrahedron shown
in Fig. 2.1. It is easy to verify that Σ is regular.
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Figure 2.1. Complete regular fan not coming from a polytope.
Assume that Σ = ΣP is the normal fan of a polytope P . Consider the function
ψ : Rn → R given by
ψ(u) = min
x∈P
〈u , x 〉 = min
v∈V (P )
〈u , v 〉,
where V (P ) is the set of vertices of P . This function is continuous and its re-
striction to every 3-dimensional cone of ΣP is linear. Indeed, 3-dimensional cones
σv correspond to vertices v ∈ V (P ), and we have ψ(u) = 〈u , v〉 for u ∈ σv by
definition (2.2) of σv .
Now consider the two 3-dimensional cones of ΣP generated by the triples
a1,a3,a5 and a1,a5,a6, and let v and v
′ be the corresponding vertices of P .
Then ψ(a1) = 〈a1, v 〉, ψ(a3) = 〈a3, v 〉, ψ(a5) = 〈a5, v〉, ψ(a6) = 〈a6, v ′〉, hence,
ψ(a1) + ψ(a5)− ψ(a3) = 〈a1 + a5 − a3, v〉 = 〈a6, v〉 > 〈a6, v ′〉 = ψ(a6).
Therefore,
ψ(a1) + ψ(a5) > ψ(a3) + ψ(a6).
Similarly,
ψ(a2) + ψ(a6) > ψ(a1) + ψ(a7),
ψ(a3) + ψ(a7) > ψ(a2) + ψ(a5).
Adding the last three inequalities together we get a contradiction.
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Exercises.
2.1.5. Let σ be a cone in Rn. Show that σv is also a cone, (σv)v = σ, and σv
is strongly convex if and only if dimσ = n.
2.1.6. The cone σQ given by (2.2) is generated by those vectors among
a1, . . . ,am which are normal to Q.
2.1.7. The set {σQ : Q is a face of P} is a complete fan in Rn.
2.1.8. If 0 is contained in the interior of P then ΣP consists of cones over the
faces of the polar polytope P ∗.
2.1.9. Let P be a convex polytope (not necessarily simple). Does the collection
of cones generated by the sets {a i1 , . . . ,a ik} of normal vectors for which Fi1 ∩· · ·∩
Fik 6= ∅ form a fan?
2.2. Simplicial complexes
A simplex is the convex hull of a set of affinely independent points in Rn.
Definition 2.2.1. A geometric simplicial complex in Rn is a collection P of
simplices of arbitrary dimension such that every face of a simplex in P belongs to
P and the intersection of any two simplices in P is either empty or a face of each.
To make the exposition more streamlined and without creating much ambigu-
ity we shall not distinguish between the collection P (which is an abstract set of
simplices) and the union of its simplices (which is a subset in Rn). In PL (piece-
wise linear) topology the latter union is usually referred to as ‘the polyhedron of P ’.
Although we have already reserved the term ‘polyhedron’ for a finite intersection of
halfspaces (1.1), we shall also occasionally use it in the PL topological sense (when
it creates no ambiguity).
A face of P is a face of any of its simplices. The dimension of P is the maximal
dimension of its faces.
If we know the set of vertices of P in Rn then we may recover the whole P by
specifying which subsets of vertices span simplices. This observation leads to the
following definition.
Definition 2.2.2. An abstract simplicial complex on a set V is a collection
K of subsets I ⊂ V such that if I ∈ K then any subset of I also belongs to K.
We always assume that the empty set ∅ belongs to K. We refer to I ∈ K as an
(abstract) simplex of K.
One-element simplices are called vertices of K. If K contains all one-element
subsets of V , then we say that K is a simplicial complex on the vertex set V .
It is sometimes convenient to consider simplicial complexes K whose vertex sets
are proper subsets of V . In this case we refer to a one-element subset of V which is
not a vertex of K as a ghost vertex .
The dimension of a simplex I ∈ K is dim I = |I| − 1, where |I| denotes the
number of elements in I. The dimension of K is the maximal dimension of its
simplices. A simplicial complex K is pure if all its maximal simplices have the same
dimension. A subcollection K′ ⊂ K which is itself a simplicial complex is called a
subcomplex of K.
A geometric simplicial complex P is said to be a geometric realisation of an
abstract simplicial complex K on a set V if there is a bijection between V and the
vertex set of P which maps abstract simplices of K to vertex sets of faces of P .
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Both geometric and abstract simplicial complexes will be assumed to be finite,
unless we explicitly specify otherwise. In most constructions we identify the set
V with the index set [m] = {1, . . . ,m} and consider abstract simplicial complexes
on [m]. An identification of V with [m] fixes an order of vertices, although this
order will be irrelevant in most cases. We drop the parentheses in the notation of
one-element subsets {i} ⊂ [m], so that i ∈ K means that {i} is a vertex of K, and
i /∈ K means that {i} is a ghost vertex.
We shall use the common notation ∆m−1 for any of the following three objects:
an (m−1)-simplex (a convex polytope), the geometric simplicial complex consisting
of all faces in an (m− 1)-simplex, and the abstract simplicial complex consisting of
all subsets of [m].
Construction 2.2.3. Every abstract simplicial complex K on [m] can be re-
alised geometrically in Rm as follows. Let e1, . . . , em be the standard basis in Rm,
and for each I ⊂ [m] denote by ∆I the convex hull of points ei with i ∈ I. Then⋃
I∈K
∆I ⊂ Rm
is a geometric realisation of K.
The above construction is just a geometrical interpretation of the fact that any
simplicial complex on [m] is a subcomplex of the simplex ∆m−1. Also, by a clas-
sical result [263], a d-dimensional abstract simplicial complex admits a geometric
realisation in R2d+1.
Example 2.2.4. The boundary of a simplicial n-polytope is a simplicial com-
plex of dimension n − 1. For a simple polytope P , we shall denote by KP the
boundary complex ∂P ∗ of the dual polytope. It coincides with the nerve of the
covering of ∂P by the facets. That is, the vertices of KP are the facets of P , and a
set of vertices spans a simplex whenever the intersection of the corresponding facets
is nonempty. We refer to KP as the nerve complex of P .
Definition 2.2.5. The f -vector of an (n− 1)-dimensional simplicial complex
K is f (K) = (f0, f1, . . . , fn−1), where fi is the number of i-dimensional simplices
in K. We also set f−1 = 1; to justify this convention one can assign dimension
−1 to the empty simplex. The h-vector h(K) = (h0, h1, . . . , hn) is defined by the
identity
(2.3) h0s
n + h1s
n−1 + · · ·+ hn = (s− 1)n + f0(s− 1)n−1 + · · ·+ fn−1.
(Warning: this is not the identity obtained by substituting t = 1 in (1.9).) The
g-vector g(K) = (g0, g1, . . . , g[n/2]) is defined by g0 = 1 and gi = hi − hi−1 for
i = 1, . . . , [n/2].
Remark. If K = KP is the nerve complex of a simple polytope P , then f (K) =
f (P ∗) and h(K) = h(P ). This our notational convention may look artificial, but it
seems to be the best possible way to treat the face vectors of both polytopes and
simplicial complexes consistently.
Definition 2.2.6. Let K1, K2 be simplicial complexes on the sets [m1], [m2]
respectively, and P1, P2 their geometric realisations. A map ϕ : [m1]→ [m2] induces
a simplicial map between K1 and K2 if ϕ(I) ∈ K2 for any I ∈ K1. A simplicial map
ϕ is said to be nondegenerate if |ϕ(I)| = |I| for any I ∈ K1. On the geometric level,
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a simplicial map extends linearly on the faces of P1 to a map P1 → P2, which we
continue to denote by ϕ. A simplicial isomorphism is a simplicial map for which
there exists a simplicial inverse.
There is an obvious isomorphism between any two geometric realisations of an
abstract simplicial complex K. We therefore shall use the common notation |K| for
any geometric realisation of K. Whenever it is safe, we shall not distinguish between
abstract simplicial complexes and their geometric realisations. For example, we
shall say ‘simplicial complex K is homeomorphic to X ’ instead of ‘the geometric
realisation of K is homeomorphic to X ’.
We shall refer to a simplicial complex homeomorphic to a topological space X
as a triangulation of X , or a simplicial subdivision of X .
A subdivision of a geometric simplicial complex P is a geometric simplicial
complex P ′ such that each simplex of P ′ is contained in a simplex of P and each
simplex of P is a union of finitely many simplices of P ′. A PL map ϕ : P1 →
P2 is a simplicial map from a subdivision of P1 to a subdivision of P2. A PL
homeomorphism is a PL map for which there exists a PL inverse. In other words,
two simplicial complexes are PL homeomorphic if there is a simplicial complex
isomorphic to a subdivision of each of them.
Remark. For a topological approach to PL maps (where a PL map is defined
between spaces rather than their triangulations) we refer to standard sources on
PL topology, such as [165] and [277].
Example 2.2.7.
1. If P is a simple n-polytope then the nerve complex KP (see Example 2.2.4)
is a triangulation of an (n− 1)-dimensional sphere Sn−1.
2. Let Σ be a simplicial fan in Rn withm edges generated by vectors a1, . . . ,am.
Its underlying simplicial complex is defined by
KΣ =
{{i1, . . . , ik} ⊂ [m] : a i1 , . . . ,aik span a cone of Σ}.
Informally, KΣ may be viewed as the intersection of Σ with a unit sphere. The fan
Σ is complete if and only if KΣ is a triangulation of Sn−1. If Σ is a normal fan of
a simple n-polytope P , then KΣ = KP .
Construction 2.2.8 (join). Let K1 and K2 be simplicial complexes on sets
V1 and V2 respectively. The join of K1 and K2 is the simplicial complex
K1 ∗ K2 =
{
I ⊂ V1 ⊔ V2 : I = I1 ∪ I2, I1 ∈ K1, I2 ∈ K2
}
on the set V1 ⊔ V2. The join operation is associative by inspection.
Example 2.2.9.
1. If K1 = ∆m1−1, K2 = ∆m2−1, then K1 ∗ K2 = ∆m1+m2−1.
2. The simplicial complex ∆0 ∗K (the join of K and a point) is called the cone
over K and denoted coneK.
3. Let S0 be a pair of disjoint points (a 0-sphere). Then S0 ∗ K is called the
suspension of K and denoted ΣK. Geometric realisations of coneK and ΣK are the
topological cone and suspension over |K| respectively.
4. Let P1 and P2 be simple polytopes. Then
KP1×P2 = KP1 ∗ KP2 .
(see Construction 1.1.11).
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Construction 2.2.10. The fact that the product of two simplices is not a
simplex makes triangulations of products of spaces more subtle. There is the fol-
lowing canonical way to triangulate the product of two simplicial complexes whose
vertices are ordered. Let K1 and K2 be simplicial complexes on [m1] and [m2]
respectively (this is one of the few constructions where the order of vertices is im-
portant: here it is an additional structure). We construct a simplicial complex
K1 ×˜ K2 on [m1] × [m2] as follows. By definition, simplices of K1 ×˜ K2 are those
subsets in products I1 × I2 of I1 ∈ K1 and I2 ∈ K2 which establish non-decreasing
relations between I1 and I2. More formally,
K1 ×˜ K2 =
{
I ⊂ I1 × I2 : I1 ∈ K1, I2 ∈ K2,
and i 6 i′ implies j 6 j′ for any two pairs (i, j), (i′, j′) ∈ I}.
We leave it as an exercise to check that |K1×˜K2| defines a triangulation of |K1|×|K2|.
Note that K1 ×˜ K2 6= K2 ×˜ K1 in general. Note also that if K1 = K2 = K, then the
diagonal is naturally a subcomplex in the triangulation of |K| × |K|.
Construction 2.2.11 (connected sum of simplicial complexes). Let K1 and
K2 be two pure d-dimensional simplicial complexes on sets V1 and V2 respectively,
where |V1| = m1, |V2| = m2. Choose two maximal simplices I1 ∈ K1, I2 ∈ K2 and
fix an identification of I1 with I2. Let V1 ∪I V2 be the union of V1 and V2 in which
I1 is identified with I2, and denote by I the subset created by the identification.
We have |V1 ∪I V2| = m1 + m2 − d − 1. Both K1 and K2 now can be viewed as
simplicial complexes on the set V1 ∪I V2. We define the connected sum of K1 and
K2 at I1 and I2 as the simplicial complex
K1 #I1,I2 K2 = (K1 ∪ K2) \ {I}
on the set V1 ∪I V2. When the choices are clear, or their effect on the result
irrelevant, we use the abbreviation K1 # K2. Geometrically, the connected sum
of |K1| and |K2| is produced by attaching |K1| to |K2| along I1 and I2 and then
removing the face I obtained by the identification.
Example 2.2.12. Connected sum of simple polytopes defined in Construc-
tion 1.1.13 is dual to the operation described above. Namely, if P and Q are two
simple n-polytopes, then
KP #KQ = KP#Q.
Definition 2.2.13. Let K be a simplicial complex on a set V . The link and
the star of a simplex I ∈ K are the subcomplexes
lkK I =
{
J ∈ K : I ∪ J ∈ K, I ∩ J = ∅};
stK I =
{
J ∈ K : I ∪ J ∈ K}.
We also define the subcomplex
∂ stK I =
{
J ∈ K : I ∪ J ∈ K, I 6⊂ J}.
Then we have a sequence of inclusions
lkK I ⊂ ∂ stK I ⊂ stK I.
For any vertex v ∈ K, the subcomplex stK v is the cone over lkK v = ∂ stK v. Also,
| stK v| is the union of all faces of |K| that contain v. We omit the subscript K in
the notation of link and star whenever the ambient simplicial complex is clear.
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The links of simplices determine the topological structure of the space |K|
near any of its points. In particular, the following proposition describes the ‘local
cohomology’ of |K|.
Proposition 2.2.14. Let x be an interior point of a simplex I ∈ K. Then
Hi
(|K|, |K| \ x) ∼= H˜i−|I|(lk I),
where Hi(X,A) denotes the ith relative singular cohomology group of a pair A ⊂ X,
and H˜i(K) denotes the ith reduced simplicial cohomology group of K.
Proof. We have
Hi
(|K|, |K| \ x) ∼= Hi(st I, (st I) \ x) ∼= Hi(st I, (∂I) ∗ (lk I)) ∼=
∼= H˜i−1((∂I) ∗ (lk I)) ∼= H˜i−|I|(lk I).
Here the first isomorphism follows from the excision property, the second uses the
fact that (∂I)∗ (lk I) is a deformation retract of (st I)\x, the third follows from the
homology sequence of pair, and the fourth is by the suspension isomorphism. 
Given a subcomplex L ⊂ K, define the closed combinatorial neighbourhood of
L in K by
UK(L) =
⋃
I∈L
stK I.
That is, UK(L) consists of all simplices of K, together with all their faces, having
some simplex of L as a face. Define also the open combinatorial neighbourhood
◦
UK(L) of |L| in |K| as the union of relative interiors of simplices of |K| having some
simplex of |L| as a face.
Definition 2.2.15. Given a subset I ⊂ V , define the corresponding full sub-
complex of K (or the restriction of K to I) as
(2.4) KI =
{
J ∈ K : J ⊂ I}.
Set coreV = {v ∈ V : st v 6= K}. The core of K is the subcomplex coreK = KcoreV .
Then we may write K = core(K) ∗ ∆s−1, where ∆s−1 is the simplex on the set
V \ coreV .
Example 2.2.16.
1. lkK∅ = K.
2. Let K = ∂∆3 be the boundary of the tetrahedron on four vertices 1, 2, 3, 4,
and I = {1, 2}. Then lk I consists of two disjoint points 3 and 4.
3. Let K be the cone over L with vertex v. Then lk v = L, st v = K, and
coreK = coreL.
Exercises.
2.2.17. Assume that K1 is realised geometrically in Rn1 and K2 in Rn2 . Con-
struct a realisation of the join K1 ∗ K2 in Rn1+n2+1.
2.2.18. Show that |K1 ×˜ K2| is a triangulation of |K1| × |K2|.
2.2.19. Let K be a pure simplicial complex. Then lk I is pure of dimension
dimK − |I| for any I ∈ K.
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2.3. Barycentric subdivision and flag complexes
Definition 2.3.1. The barycentric subdivision of an abstract simplicial com-
plex K is the simplicial complex K′ defined as follows. The vertex set of K′ is the
set {I ∈ K, I 6= ∅} of nonempty simplices of K. Simplices of K′ are chains of em-
bedded simplices of K. That is, {I1, . . . , Ir} ∈ K′ if and only if I1 ⊂ I2 ⊂ · · · ⊂ Ir
in K (after possible reordering) and I1 6= ∅.
The barycentre of a geometric simplex in Rd with vertices v1, . . . , vd+1 is the
point 1d+1(v1 + · · · + vd+1). A geometric realisation of K′ may be obtained by
mapping every vertex of K′ to the barycentre of the corresponding simplex of |K|;
simplices of |K′| are therefore spanned by the sets of barycentres of chains of em-
bedded simplices of |K|.
Example 2.3.2. For any (n−1)-dimensional simplicial complex K on [m], there
is a nondegenerate simplicial map K′ → ∆n−1 defined on the vertices by I 7→ |I|
for I ∈ K, where |I| denotes the cardinality of I. Here I is viewed as a vertex of K′
and |I| as a vertex of ∆n−1.
Example 2.3.3. Let K be a simplicial complex on a set V , and assume we
are given a choice function c : K → V assigning to each simplex I ∈ K one of its
vertices. For instance, if V = [m] we can define c(I) as the minimal element of I.
For every such f there is a canonical simplicial map ϕc : K′ → K constructed as
follows. We define ϕc on the vertices of K′ by ϕc(I) = c(I) and then extend it to
simplices of K′ by the formula
ϕc(I1 ⊂ I2 ⊂ · · · ⊂ Ir) = {c(I1), c(I2), . . . , c(Ir)}.
The right hand side is a subset of Ir, and therefore it is a simplex of K.
We shall need explicit formulae for the transformation of the f - and h-vectors
under the barycentric subdivision. Introduce the matrix
B = (bij), 0 6 i, j 6 n− 1; bij =
i∑
k=0
(−1)k
(
i+ 1
k
)
(i− k + 1)j+1.
It can be shown that bij = 0 for i > j and bii = (i+1)!, so that B is a nonsingular
upper triangular matrix.
Lemma 2.3.4. Let K′ be the barycentric subdivision of an (n− 1)-dimensional
simplicial complex K. Then the f -vectors of K and K′ are related by the identity
fi(K′) =
n−1∑
j=i
bijfj(K), 0 6 i 6 n− 1,
that is, f t(K′) = Bf t(K) where f t(K) is the column vector with entries fi(K).
Proof. Consider the barycentric subdivision of a j-simplex ∆j , and let b′ij be
the number of its i-simplices which lie inside ∆j , i.e. not contained in ∂∆j . Then
we have fi(K′) =
∑n−1
j=i b
′
ijfj(K). It remains to show that bij = b′ij . Indeed, it is
easy to see that the numbers b′ij satisfy the following recurrence relation:
b′ij = (j + 1)b
′
i−1,j−1 +
(
j+1
2
)
b′i−1,j−2 + · · ·+
(
j+1
j−i+1
)
b′i−1,i−1.
It follows by induction that b′ij is given by the same formula as bij . 
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Now introduce the matrix
D = (dpq), 0 6 p, q 6 n; dpq =
p∑
k=0
(−1)k
(
n+ 1
k
)
(p− k)q(p− k + 1)n−q,
where we set 00 = 1.
Lemma 2.3.5. The h-vectors of K and K′ are related by the identity:
hp(K′) =
n∑
q=0
dpqhq(K), 0 6 p 6 n,
that is, ht(K′) = Dht(K). Moreover, the matrix D is nonsingular.
Proof. The formula for hp(K′) is established by a routine check using
Lemma 2.3.4, relations (2.3) and identities for the binomial coefficients. If we add
the component f−1 = 1 to the f -vector and change the matrix B appropriately,
then we obtain D = C−1BC, where C is the transition matrix from the h-vector
to the f -vector (its explicit form can be obtained easily from relations (2.3)). This
implies the nonsingularity of D. 
Definition 2.3.6. Let P be a poset (partially ordered set) with strict order
relation <. Its order complex ord(P) is the collection of all totally ordered chains
x1 < x2 < · · · < xk (or flags), xi ∈ P . Clearly, ord(P) is a simplicial complex.
The following proposition is clear from the definition.
Proposition 2.3.7. Let K be a simplicial complex, viewed as the poset of its
simplices with respect to inclusion. Then ord(K \ ∅) is the barycentric subdivi-
sion K′. The order complex of K (with the empty simplex included) is cone(K′).
This observation may be used to define the barycentric subdivision of other
combinatorial objects. For example, let Q be a convex polytope, and Q the poset of
its proper faces. Then ord(Q) is a simplicial complex; moreover, it is the boundary
complex of a simplicial polytope Q′ (an exercise), called the barycentric subdivision
of Q. The vertices of Q′ correspond to the barycentres of proper faces of Q.
Proposition 2.3.8. Let P be a simple polytope and let K = KP be its nerve
complex. Given a facet F ⊂ P , let v be the corresponding vertex of K. Then stK′ v
is a triangulation of F .
Proof. We identify ∂P with K′ by mapping the barycentre of each proper
face of P to the corresponding vertex of K′. Under this identification, F is mapped
to the union of simplices of K′ corresponding to chains G1 ⊂ · · · ⊂ Gk = F of faces
of P ending at F . This union is exactly the star of v in K′. 
Definition 2.3.9. A simplicial complex K is called a flag complex if any set
of vertices of K which are pairwise connected by edges spans a simplex.
A flag complex is therefore completely determined by its 1-skeleton, which is
a simple graph. Given such a graph Γ, we may reconstruct the flag complex KΓ,
whose simplices are the vertex sets of complete subgraphs (or cliques) of Γ.
Flag complexes may be characterised in terms of their missing faces. A missing
face of K is a subset I ⊂ [m] such that I /∈ K, but every proper subset of I is a
simplex of K. Then K is flag if and only if each of its missing faces has two vertices.
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Therefore, P is a flag simple n-polytope if and only if any set of its facets whose
pairwise intersections are nonempty intersects at a face.
Example 2.3.10.
1. The order complex of a poset is a flag complex.
2. A simple polytope P is a flag polytope (see Definition 1.6.1) if and only if
its nerve complex KP is a flag complex.
3. The boundary of a 5-gon is a flag complex, but it is not the order complex
of a poset.
4. The boundary of a d-simplex is not flag for d > 1.
5. The join K1 ∗ K2 of two flag complexes (see Construction 2.2.8) is flag (an
exercise). Therefore, the product P ×Q of two flag simple polytopes is flag.
6. The connected sum K1#K2 of two d-dimensional complexes (see Construc-
tion 2.2.11) is not flag if d > 1.
Since the h-vector of a sphere triangulation is symmetric, the γ-vector γ(K) =
(γ0, γ1, . . . , γ[n/2]) of an (n− 1)-dimensional sphere triangulation K can be defined
by the equation
(2.5)
n∑
i=0
his
itn−i =
[n/2]∑
i=0
γi(s+ t)
n−2i(st)i.
Conjecture 2.3.11 (Gal [123]). Let K be a flag triangulation of an (n − 1)-
sphere. Then γi(K) > 0 for i = 0, . . . ,
[
n
2
]
.
Substituting n = 2q, s = 1 and t = −1 into (2.5) we obtain
2q∑
i=0
(−1)ihi = (−1)qγq .
The top inequality γq > 0 from the Gal conjecture therefore implies the following:
Conjecture 2.3.12 (Charney–Davis [69]). The inequality
(−1)q
2q∑
i=0
(−1)ihi(K) > 0
holds for any flag triangulation K of a (2q − 1)-sphere.
The Charney–Davis conjecture is a discrete analogue of the well-known Hopf
conjecture of differential geometry, which states that the Euler characteristic χ of
a closed nonpositively curved Riemannian manifold M2q satisfies the inequality
(−1)qχ > 0. Due to a theorem of Gromov [136], a piecewise Euclidean cubical
complex satisfies the discrete analogue of the nonpositive curvature condition, the
so-called CAT(0) inequality, if and only if the links of all vertices are flag complexes.
As was observed in [69], the Hopf conjecture for piecewise Euclidean cubical man-
ifolds translates into Conjecture 2.3.12.
The Hopf and Charney–Davis conjectures are valid for q = 1, 2. In [123] the
Gal conjecture was verified for n 6 5.
Exercises.
2.3.13. Show that the matrix B of Lemma 2.3.4 satisfies bij = 0 for i > j and
bii = (i+ 1)!.
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2.3.14. Prove the formula for hp(K′) of Lemma 2.3.5.
2.3.15. Show that the order complex of the poset of proper faces of a polytope
is the boundary complex of a simplicial polytope. (Hint: use stellar subdivisions,
see Section 2.7 and the exercises there.)
2.3.16. The join of two flag complexes is flag.
2.3.17. Links of simplices in a flag complex are flag.
2.4. Alexander duality
For any simplicial complex, a dual complex may be defined on the same set.
This duality has many important combinatorial and topological consequences.
Definition 2.4.1 (dual complex). Let K be a simplicial complex on [m] and
K 6= ∆m−1. Define
K̂ = {I ⊂ [m] : [m] \ I /∈ K}.
Then K̂ is also a simplicial complex on [m], which we refer to as the Alexander dual
of K. Obviously, the dual of K̂ is K.
Construction 2.4.2. The barycentric subdivisions of both K and K̂ can be
realised as subcomplexes in the barycentric subdivision of the boundary of the
standard simplex on the set [m] in the following way.
A face of (∂∆m−1)′ corresponds to a chain I1 ⊂ · · · ⊂ Ir of included subsets
in [m] with I1 6= ∅ and Ir 6= [m]. We denote this face by ∆I1⊂···⊂Ir . (For example,
∆{i} is the ith vertex of ∆
m−1 regarded as a vertex of (∂∆m−1)′.) Then
(2.6) G(K) =
⋃
I1⊂···⊂Ir, Ir∈K
∆I1⊂···⊂Ir
is a geometric realisation of K′. Denote î = [m]\{i} and, more generally, Î = [m]\I
for any subset I ⊂ [m]. Define the following subcomplex in (∂∆m−1)′:
D(K) =
⋃
I1⊂···⊂Ir , Îr /∈K
∆Îr⊂···⊂Î1 .
Proposition 2.4.3. For any simplicial complex K 6= ∆m−1 on the set [m],
D(K) is a geometric realisation of the barycentric subdivision of the dual complex:
(2.7) D(K) = |K̂′|.
Moreover, the open combinatorial neighbourhood of complex (2.6) realising K′ in
(∂∆m−1)′ coincides with the complement of the complex D(K) realising K̂′:
◦
U (∂∆m−1)′
(|K′|) = (∂∆m−1)′ \ |K̂′|.
In particular, |K′| is a deformation retract of the complement to |K̂′| in (∂∆m−1)′.
Proof. We map a vertex {i} of K̂ to the vertex î = ∆î of (∂∆m−1)′, and map
the barycentre of a face I ∈ K̂ to the vertex ∆Î . Then the whole complex K̂′ is
mapped to the subcomplex ⋃
I1⊂···⊂Ir, Ir∈K̂
∆Îr⊂···⊂Î1 ,
which is the same as D(K). The second statement is left as an exercise. 
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Example 2.4.4. Let K be the boundary of a 4-gon with vertices 1, 2, 3, 4 (see
Fig. 2.2). Then K̂ consists of two disjoint segments. The picture shows both K′
and K̂′ as subcomplexes in (∂∆3)′.
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Figure 2.2. Dual complex and Alexander duality.
Theorem 2.4.5 (Combinatorial Alexander duality). For any simplicial complex
K 6= ∆m−1 on the set [m] there is an isomorphism
H˜j(K) ∼= H˜m−3−j(K̂), for − 1 6 j 6 m− 2,
where H˜k(·) and H˜k(·) denote the kth reduced simplicial homology and cohomol-
ogy group (with integer coefficients) respectively. Here we assume that H˜−1(∅) =
H˜−1(∅) = Z.
Proof. Since (∂∆m−1)′ is homeomorphic to Sm−2, the Alexander duality the-
orem [151, Theorem 3.44] and Proposition 2.4.3 imply that
H˜j(K) = H˜j( ◦U (∂∆m−1)′(|K′|)) = H˜j((∂∆m−1)′ \ |K̂′|)
= H˜j
(
Sm−2 \ |K̂|) ∼= H˜m−3−j(K̂). 
A more direct topological proof is outlined in Exercise 2.4.10. Theorem 2.4.5
can be also proved in a purely combinatorial way, see [32]. There is also a proof
within ‘combinatorial commutative algebra’ (which is the subject of Chapter 3),
see Exercise 3.2.15 or [225, Theorem 5.6].
The duality between K and K̂ extends to a duality between full subcomplexes
of K and links of simplices in K̂:
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Corollary 2.4.6. Let K 6= ∆m−1 be a simplicial complex on [m] and I /∈ K,
that is, Î ∈ K̂. Then there is an isomorphism
H˜j(KI) ∼= H˜|I|−3−j
(
lkK̂ Î
)
, for − 1 6 j 6 |I| − 2.
Proof. We apply Theorem 2.4.5 to the complex KI , viewed as a simplicial
complex on the set I of |I| elements. It follows from the definition that the dual
complex is lkK̂ Î, which also can be viewed as a simplicial complex on the set I. 
Example 2.4.7. Let K be the boundary of a pentagon. Then K̂ is a Mo¨bius
band triangulated as shown on Fig. 2.3. Note that this K̂ can be realised as a
subcomplex in ∂∆4, and therefore it can be realised in R3 as a subcomplex in the
Schlegel diagram of ∆4, see Construction 2.5.2.
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Figure 2.3. The boundary of a pentagon and its dual complex.
Adding a ghost vertex to K results in suspending K̂, up to homotopy. The
precise statement is as follows (the proof is clear and is omitted).
Proposition 2.4.8. Let K be a simplicial complex on [m] and K◦ be the complex
on [m+1] obtained by adding one ghost vertex ◦ = m+1 to K. Then the maximal
simplices of K̂◦ are [m] and I ∪ ◦ for I ∈ K̂, that is,
K̂◦ = ∆m−1 ∪K̂ cone K̂.
In particular, K̂◦ is homotopy equivalent to the suspension ΣK̂.
Exercises.
2.4.9. Show that
◦
U (∂∆m−1)′
(|K′|) = (∂∆m−1)′ \ |K̂′|.
2.4.10. Complete the details in the following direct proof of combinatorial
Alexander duality (Theorem 2.4.5).
There is a simplicial map
ϕ : (∂∆m−1)′ → K′ ∗ K̂′
which is constructed as follows. We identify |K′| with G(K) and |K̂′| with D(K),
see (2.6) and (2.7). The vertex sets of these two subcomplexes split the vertex set
of (∂∆m−1)′ into two nonintersecting subsets. Therefore, ϕ is uniquely determined
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on the vertices. Check that ϕ is indeed a simplicial map. It induces a map of
simplicial cochains
ϕ∗ : Cj(K′)⊗ Cm−3−j(K̂′)→ Cm−2((∂∆m−1)′),
or, equivalently,
Cj(K′)→ Cm−3−j(K̂′)⊗ Cm−2
(
(∂∆m−1)′
)
.
By evaluating on the fundamental cycle of (∂∆m−1)′ in Cm−2 and passing to sim-
plicial (co)homology, we obtain the required isomorphism
Hj(K) ∼=−→ Hm−3−j(K̂).
2.5. Classes of triangulated spheres
Boundary complexes of simplicial polytopes form an important albeit restricted
class of triangulated spheres. In this section we review several other classes of trian-
gulated spheres and related complexes, and discuss their role in topology, geometry
and combinatorics.
Definition 2.5.1. A triangulated sphere (also known as a sphere triangulation
or simplicial sphere) of dimension d is a simplicial complex K homeomorphic to a
d-sphere Sd. A PL sphere is a triangulated sphere K which is PL homeomorphic to
the boundary of a simplex (equivalently, there exists a subdivision of K isomorphic
to a subdivision of the boundary of a simplex).
Remark. A PL sphere is not the same as a ‘PL manifold homeomorphic to
a sphere’, but rather a ‘PL manifold which is PL homeomorphic to the standard
sphere’, where the standard PL structure on a sphere is defined by triangulating it
as the boundary of a simplex. Nevertheless, the two notions coincide in dimensions
other than 4, see the discussion in the next section.
In small dimensions, triangulated spheres can be effectively visualised using
Schlegel diagrams and their generalisations, which we describe below.
Definition 2.5.2. By analogy with the notion of a geometric simplicial com-
plex, we define a polyhedral complex as a collection C of convex polytopes in a
space Rn such that every face of a polytope in C belongs to C and the intersection
of any two polytopes in C is either empty or a face of each. Two polyhedral com-
plexes C1 and C2 are said to be combinatorially equivalent if there is a one-to-one
correspondence between their polytopes respecting the inclusion of faces.
The boundary ∂P of a convex polytope P is a polyhedral complex. Another
important polyhedral complex associated with P can be constructed as follows.
Choose a facet F of P and a point p /∈ P ‘close enough’ to F so that any segment
connecting p to a point in P \ F intersects the relative interior of F (see Fig. 2.4
for the case P = I3). Now project the complex ∂P onto F from the point p.
The projection images of faces of P different from F form a polyhedral complex C
subdividing F . We refer to C, and also to any polyhedral complex combinatorially
equivalent to it, as a Schlegel diagram of the polytope P .
An n-diagram is a polyhedral complex C consisting of n-polytopes and their
faces and satisfying the following conditions:
(a) the union of all polytopes in C is an n-polytope Q;
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Figure 2.4. Schlegel diagram of I3.
(b) every nonempty intersection of a polytope from C with the boundary of
Q belongs to C.
We refer to Q as the base of the n-diagram C. An n-diagram is simplicial if it
consists of simplices and its base is a simplex.
By definition, a Schlegel diagram of an n-polytope is an (n− 1)-diagram.
Proposition 2.5.3. Let C be a simplicial (n − 1)-diagram with base Q. Then
C ∪∂Q Q is an (n− 1)-dimensional PL sphere.
Proof. We need to construct a simplicial complex which is a subdivision of
both C ∪∂Q Q and ∂∆n. This can be done as follows. Replace one of the facets of
∂∆n by the diagram C. The resulting simplicial complex K is a subdivision of ∂∆n.
On the other hand, K is isomorphic to the subdivision of C ∪∂Q Q obtained by
replacing Q by a Schlegel diagram of ∆n. 
Corollary 2.5.4. The boundary of a simplicial n-polytope is an (n − 1)-
dimensional PL sphere.
In dimensions n 6 3 every (n − 1)-diagram is a Schlegel diagram of an n-
polytope. Indeed, for n 6 2 this is obvious, and for n = 3 this is one of equivalent
formulations of the well-known Steinitz Theorem (see [325, Theorem 5.8]). The first
example of a 3-diagramwhich is not a Schlegel diagram of a 4-polytope was found by
Gru¨nbaum ([139, §11.5], see also [140]) as a correction of Bru¨ckner’s result of 1909
on the classification of simplicial 4-polytopes with 8 vertices. Another example was
found by Barnette [18]. We describe Barnette’s example below. For the original
example of Gru¨nbaum, see Exercise 2.5.15.
Construction 2.5.5 (Barnette’s 3-diagram). Here a certain simplicial 3-
diagram C will be constructed. Consider the octahedron Q obtained by twisting
the top face (abc) of a triangular prism (Fig. 2.5 (a)) slightly so that the vertices
a, b, c, d, e and f are in general position. Assume that the edges (bd), (ce) and
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Figure 2.5. Barnette’s 3-diagram.
(af) lie inside Q. The tetrahedra (abde), (bcef) and (acdf) will be included in the
complex C. Each of these tetrahedra has two faces which lie inside Q. These 6 tri-
angles together with (abc) and (def) form a triangulated 2-sphere inside Q, which
we denote by S. Now place a point p inside S so that the line segments from p to
the vertices of S lie inside S. We add to C the eight tetrahedra obtained by taking
cones with vertex p over the faces of S (namely, the tetrahedra (pabc), (pdef),
(pabd), (pbed), (pbce), (pcef), (pacf) and (padf)). Note that S = lk p. Applying
a projective transformation if necessary, we may assume that there is a point p′
outside the octahedron Q with the property that the segments joining p′ with the
vertices of Q lie outside Q (see Fig. 2.5 (b)). Finally, we add to C the tetrahedra
obtained by taking cones with vertex p′ over the faces of Q other than the face (def)
(there are 7 such tetrahedra: (p′abc), (p′abe), (p′ade), (p′acd), (p′cdf), (p′bcf) and
(p′bef)). The union of all tetrahedra in C is the tetrahedron (p′def); hence, C is a
simplicial 3-diagram. It has 8 vertices and 18 tetrahedra.
Proposition 2.5.6. The 3-diagram C from the previous construction is not a
Schlegel diagram.
Proof. Suppose there is a polytope P whose Schlegel diagram is C. Since P
is simplicial, we may assume that its vertices are in general position. We label the
vertices of P with the same letters as the corresponding vertices in C. Consider the
complex S = lk p. Let P ′ be the convex hull of all vertices of P other than p. Then
P ′ is still a simplicial polytope, and S is a subcomplex in ∂P ′. In the complex ∂P ′
the sphere S is filled with tetrahedra whose vertices belong to S. Then at least one
edge of one of these tetrahedra lies inside S. However, any two vertices of S which
are not joined by an edge on S are joined by an edge of C lying outside S. Since
the polytope P ′ cannot contain a double edge we have reached a contradiction. 
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Now we can introduce two more classes of triangulated spheres.
Definition 2.5.7. A polytopal sphere is a triangulated sphere isomorphic to
the boundary complex of a simplicial polytope.
A starshaped sphere is a triangulated sphere isomorphic to the underlying com-
plex of a complete simplicial fan. Equivalently, a triangulated sphere K of dimension
n− 1 is starshaped if there is a geometric realisation of K in Rn and a point p ∈ Rn
with the property that each ray emanating from p meets |K| in exactly one point.
The set of points such p ∈ Rn is called the kernel of |K|.
Example 2.5.8. The triangulated 3-sphere coming from Barnette’s 3-diagram
is known as the Barnette sphere. It is starshaped. Indeed, in the construction of
Barnette’s 3-diagram we have the octahedron Q ⊂ R3 and a vertex p′ outside Q
such that lk p′ = ∂Q. If we choose the vertex p′ in R4 \ R3, then the Barnette
sphere can be realised in R4 as the boundary complex of the pyramid with vertex
p′ and base Q (subdivided as described in Construction 2.5.5). This realisation is
obviously starshaped.
We therefore have the following hierarchy of triangulations:
(2.8)
polytopal
spheres
⊂ starshaped
spheres
⊂ PL
spheres
⊂ triangulated
spheres
Here the first inclusion follows from the construction of the normal fan (Construc-
tion 2.1.3), and the second is left as an exercise.
In dimension 2 any triangulated sphere is polytopal (this is another corollary
of the Steinitz theorem). Also, by the result of Mani [205], any triangulated d-
dimensional sphere with up to d + 4 vertices is polytopal. However, in general all
inclusions above are strict.
The first inclusion in (2.8) is strict already in dimension 3, as is seen from
Example 2.5.8. There are 39 combinatorially different triangulations of a 3-sphere
with 8 vertices, among which exactly two are nonpolytopal (namely, the Barnette
and Bru¨ckner spheres); this classification was completed by Barnette [21].
The second inclusion in (2.8) is also strict in dimension 3. The first example
of a nonstarshaped sphere triangulation was found by Ewald and Schulz [109]. We
sketch this example below, following [108, Theorem 5.5].
Example 2.5.9 (Nonstarshaped sphere triangulation). We use the fact, ob-
served by Barnette, that not every tetrahedron in Barnette’s 3-diagram can be
chosen as the base of a 3-diagram of the Barnette sphere (see Exercise 2.5.16). For
instance, the tetrahedron (abcd) cannot be chosen as the base.
Now let K be a connected sum of two copies of the Barnette sphere along the
tetrahedra (abcd) (the identification of vertices in the two tetrahedra is irrelevant).
Assume that K has a starshaped realisation in R4. The hyperplane H through the
points a, b, c, d splits |K| into two parts |K1| and |K2|. Since the kernel of |K| is an
open set, it contains a point p not lying in H . Then by projecting either |K1| or
|K2| onto H from p, we obtain a 3-diagram of the Barnette sphere with base (abcd).
This is a contradiction.
The fact that K is a PL sphere is an exercise.
The third inclusion in (2.8) is the subtlest one. It is known that in dimension 3
any triangulated sphere is PL. In dimension 4 the corresponding question is open,
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but starting from dimension 5 there exist non-PL sphere triangulations. See the
discussion in the next section and Example 2.6.3.
Many important open problems of combinatorial geometry arise from analysing
the relationships between different classes of sphere triangulations. We end this
section by discussing some of these problems.
In connection with the condition of realisability of a triangulated (n−1)-sphere
in Rn in the definition of a starshaped sphere, we note that the existence of such a
realisation is open in general:
Problem 2.5.10. Does every PL (n− 1)-sphere admit a geometric realisation
in an n-dimensional space?
The g-theorem (Theorem 1.4.14) gives a complete characterisation of integral
vectors arising as the f -vectors of polytopal spheres. It is therefore natural to
ask whether the g-theorem extends to all sphere triangulations. This question was
posed by McMullen [218] as an extension of his conjecture for simplicial polytopes.
Since 1980, when McMullen’s conjecture for simplicial polytopes was proved by
Billera, Lee, and Stanley, its generalisation to spheres has been regarded as the
main open problem in the theory of f -vectors:
Problem 2.5.11 (g-conjecture for triangulated spheres). Does Theorem 1.4.14
hold for triangulated spheres?
The g-conjecture is open even for starshaped spheres. Note that only the
necessity of the conditions in the g-theorem (that is, the fact that every g-vector is
anM -vector) has to be verified for triangulated spheres. If correct, the g-conjecture
would imply a complete characterisation of f -vectors of triangulated spheres.
The Dehn–Sommerville relations (condition (a) in Theorem 1.4.14) hold for
arbitrary sphere triangulations (see Corollary 3.4.7 below). The f -vectors of trian-
gulated spheres also satisfy the UBT and LBT inequalities given in Theorems 1.4.4
and 1.4.9 respectively. The proof of the Lower Bound Theorem for simplicial poly-
topes given by Barnette in [20] extends to all triangulated spheres (see also [177]).
In particular, this implies the second GLBC inequality h1 6 h2, see (1.18). The
Upper Bound Theorem for triangulated spheres was proved by Stanley [288] (we
shall give his argument in Section 3.3). This implies that the g-conjecture is true
for triangulated spheres of dimension 6 4. The third GLBC inequality h2 6 h3 (for
spheres of dimension > 5) is open.
Many attempts to prove the g-conjecture were made after 1980. Though un-
successful, these attempts resulted in some very interesting reformulations of the
g-conjecture. The results of Pachner [253] reduce the g-conjecture (for PL spheres)
to some properties of bistellar moves ; see the discussion after Theorem 2.7.3 below.
The lack of progress in proving the g-conjecture motivated Bjo¨rner and Lutz to
launch a computer-aided search for counterexamples [31]. Though their bistellar
flip algorithm and BISTELLAR software produced many remarkable results on
triangulations of manifolds, no counterexamples to the g-conjecture were found.
More information on the g-conjecture and related questions may be found in [293]
and [325, Lecture 8].
We may extend the hierarchy (2.8) by considering polyhedral complexes homeo-
morphic to spheres (the so-called polyhedral spheres) instead of triangulated spheres.
There are obvious analogues of polytopal and PL spheres in this generality. How-
ever, unlike the case of triangulations, the two definitions of a starshaped sphere
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(namely, the one using fans and the one using the kernel points) no longer pro-
duce the same classes of objects, see [108, § III.5] for the corresponding examples.
One of the most notorious and long standing problems is to find a proper higher
dimensional analogue to the Steinitz theorem. This theorem characterises graphs
of 3-dimensional polytopes, and one of its equivalent formulations is that every
polyhedral 2-sphere is polytopal. In higher dimensions, identification of the class
of polytopal spheres inside all polyhedral spheres is known as the Steinitz problem:
Problem 2.5.12 (Steinitz Problem). Find necessary and sufficient conditions
for a polyhedral decomposition of a sphere to be combinatorially equivalent to the
boundary complex of a convex polytope.
This is far from being solved even in the case of triangulated spheres. For more
information on the relationships between different classes of polyhedral spheres and
complexes see the above cited book of Ewald [108] and the survey article by Klee
and Kleinschmidt [187].
Exercises.
2.5.13. Show that K is the underlying complex of a complete simplicial fan if
and only if there is a geometric realisation of K in Rn and a point p ∈ Rn with the
property that each ray emanating from p meets |K| in exactly one point.
2.5.14. Prove that every starshaped sphere is a PL sphere.
2.5.15 (Bru¨ckner sphere). The Bru¨ckner sphere is obtained by replacing two
tetrahedra (pabc) and (p′abc) in the Barnette sphere by three tetrahedra (pp′ab),
(pp′ac) and (pp′bc) (this is an example of a bistellar 1-move considered in Sec-
tion 2.7). Show that the Bru¨ckner sphere is starshaped but not polytopal. Note
that the 1-skeleton of the Bru¨ckner sphere is a complete graph (that is, the Bru¨ckner
sphere is a neighbourly triangulation, see Definition 1.1.15).
2.5.16. Show that the tetrahedron (abcd) in Barnette’s 3-diagram (Construc-
tion 2.5.5) cannot be chosen as the base of a 3-diagram of the Barnette sphere.
Which tetrahedra can be chosen as the base?
2.5.17. The connected sum of two PL spheres is a PL sphere.
2.6. Triangulated manifolds
Piecewise linear topology experienced an intensive development during the sec-
ond half of the 20th century, thanks to the efforts of many topologists. Surgery
theory for simply connected manifolds of dimension > 5 originated from the early
work of Milnor, Kervaire, Browder, Novikov andWall, culminated in the proof of the
topological invariance of rational Pontryagin classes given by Novikov in 1965, and
was further developed in the work of Lashof, Rothenberg, Sullivan, Kirby, Sieben-
mann, and others. It led to a better understanding of the place of PL manifolds
between the topological and smooth categories. Without attempting to overview
the current state of the subject, which is generally beyond the scope of this book,
we include several important results on the triangulation of topological manifolds,
with a particular emphasis on various nonexamples. We also provide references for
further reading.
All manifolds here are compact, connected and closed, unless otherwise stated.
82 2. COMBINATORIAL STRUCTURES
Definition 2.6.1. A triangulated manifold (or simplicial manifold) is a sim-
plicial complex K whose geometric realisation |K| is a topological manifold.
A PL manifold is a simplicial complex K of dimension d such that lk I is a PL
sphere of dimension d− |I| for every nonempty simplex I ∈ K.
Every PLmanifold |K| of dimension d is a triangulated manifold: it has an atlas
whose change of coordinates functions are piecewise linear. Indeed, for each vertex
v ∈ |K| the (d− 1)-dimensional PL sphere lk v bounds an open neighbourhood Uv
which is homeomorphic to an open d-ball. Since any point of |K| is contained in
Uv for some v, this defines an atlas for |K|.
Remark. The term ‘PL manifold’ is often used for a manifold with a PL
atlas, while its particular triangulation with the property above is referred to as a
combinatorial manifold. We shall not distinguish between these two notions.
Does every triangulation of a topological manifold yield a simplicial complex
which is a PL manifold? The answer is ‘no’, and the question itself ascends to a
famous conjecture of the dawn of topology, known as the Hauptvermutung, which
is German for ‘main conjecture’. Below we briefly review the current status of this
conjecture, referring to the survey article [274] by Ranicki for a much more detailed
historical account and more references.
In the early days of topology all of the known topological invariants were defined
in combinatorial terms, and it was very important to find out whether the topol-
ogy of a triangulated space fully determines the combinatorial equivalence class of
the triangulation (in the sense of Definition 2.2.6). In the modern terminology,
the Hauptvermutung states that any two homeomorphic simplicial complexes are
combinatorially equivalent (PL homeomorphic). This is valid in dimensions 6 3;
the result is due to Rado (1926) for 2-manifolds, Papakyriakopoulos (1943) for 2-
complexes, Moise (1953) for 3-manifolds, and E. Brown (1963) for 3-complexes [43];
see [233] for a detailed exposition. The first examples of complexes disproving the
Hauptvermutung in dimensions > 6 were found by Milnor in the early 1960s. How-
ever, the manifold Hauptvermutung, namely the question of whether two homeo-
morphic triangulated manifolds are combinatorially equivalent, remained open until
the end of the 1960s. The first counterexamples were found by Siebenmann in 1969,
and relied heavily on the topological surgery theory. The ‘double suspension theo-
rem’, which we state as Theorem 2.6.2 below, appeared around 1975 and provided
much more explicit counterexamples to the manifold Hauptvermutung.
A d-dimensional homology sphere (or simply homology d-sphere) is a topological
d-manifold whose integral homology groups are isomorphic to those of a d-sphere Sd.
Theorem 2.6.2 (Edwards, Cannon). The double suspension of any homology
d-sphere is homeomorphic to Sd+2.
This theorem was proved for most double suspensions and all triple suspensions
by Edwards [103]; the general case was done by Cannon [65]. One of its most im-
portant consequences is the existence of non-PL triangulations of 5-spheres, which
also disproves the manifold Hauptvermutung in dimensions > 5.
Example 2.6.3 (non-PL triangulated 5-sphere). Let M be a triangulated ho-
mology 3-sphere which is not homeomorphic to S3. An example of such M is
provided by the Poincare´ sphere. It is the homogeneous space SO(3)/A5, where
the alternating group A5 is represented in R
3 as the group of self-transformations
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of a dodecahedron. A particular symmetric triangulation of the Poincare´ sphere
is given in [31]. By Theorem 2.6.2, the double suspension Σ2M is homeomorphic
to S5 (and, more generally, ΣkM is homeomorphic to Sk+3 for k > 2). However,
Σ2M cannot be a PL sphere, since M appears as the link of a 1-simplex in Σ2M .
Also, according to a result of Bjo¨rner and Lutz [31], for any d > 5 there is a
non-PL triangulation of Sd with d+ 13 vertices.
Theorem 2.6.2 led to progress in the following ‘manifold recognition problem’:
given a simplicial complex, how one can decide whether its geometric realisation is
a topological manifold? In higher dimensions there is the following result, which
can be viewed as a generalisation of the double suspension theorem.
Theorem 2.6.4 (Edwards [104]). For d > 5 the realisation of a simplicial com-
plex K is a topological manifold of dimension d if and only if lk I has the homology
of a (d− |I|)-sphere for each nonempty simplex I ∈ K, and lk v is simply connected
for each vertex v of K.
Remark. From the algorithmic point of view, the homology of links is easily
computable, but their simply connectedness seems to be undecidable. There is a
related result of Novikov [318, Appendix] that a triangulated 5-sphere cannot be
algorithmically recognised. On the other hand, the algorithmic recognition problem
for a triangulated 3-sphere has a positive solution, with the first algorithm provided
by Rubinstein [278]. See detailed exposition in Matveev’s book [213], which also
contains a proof that all 3-dimensional Haken manifolds can be recognised and fully
classified algorithmically.
With the discovery of exotic smooth structures on 7-spheres by Milnor and
the disproval of the Hauptvermutung it had become important to understand bet-
ter the relationship between PL and smooth structures on topological manifolds.
Since a PL structure implies the existence of a particular sort of triangulation, the
related question of whether a topological manifold admits any triangulation (not
necessarily PL) had also become important.
Triangulations of 2-manifolds have been known from the early days of topology.
A proof that any 3-manifold can be triangulated was obtained independently by
Moise and Bing in the end of 1950s (the proof can be found in [233]). Since the
link of a vertex in a triangulated 3-sphere is a 2-sphere, and a 2-sphere is always
PL, all topological 3-manifolds are PL.
A smooth manifold of any dimension has a PL triangulation by a theorem
of Whitney (a proof can be found in [235]). Moreover, in dimensions 6 3 every
topological manifold has a unique smooth structure, see [233] for a proof. All these
considerations show that in dimensions up to 3 the categories of topological, PL
and smooth manifolds are equivalent.
The situation in dimension 4 is quite different. There exist topological 4-
manifolds that do not admit a PL triangulation. An example is provided by Freed-
man’s fake CP 2 [118, §8.3, §10.1], a topological manifold which is homeomorphic,
but not diffeomorphic to the complex projective plane CP 2. This example also
shows that the Hauptvermutung is false in dimension 4. Even worse, some topo-
logical 4-manifolds do not admit any triangulation; an example is the topological
4-manifold with the intersection form E8, see [3].
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In dimension 4 the categories of PL and smooth manifolds agree, that is, there
is exactly one smooth structure on every PL manifold. However, the classifica-
tion of PL (or equivalently, smooth) structures is wide open even for the simplest
topological manifolds. The most notable problem here is the following.
Problem 2.6.5. Is a PL (or smooth) structure on a 4-sphere unique?
In dimensions > 5 the PL structure on a topological sphere is unique (that is,
a PL manifold which is homeomorphic to a sphere is a PL sphere).
For the discussion of the classification of PL structures on topological man-
ifolds we refer to Ranicki’s survey [274], the original essay [185] by Kirby and
Siebenmann, and a more recent survey by Rudyak [279].
2.7. Stellar subdivisions and bistellar moves
By a theorem of Alexander, a common subdivision of two PL homeomorphic
PL manifolds can be obtained by iterating operations from a very simple and ex-
plicit list, known as stellar subdivisions. An even more concrete iterative description
of PL homeomorphisms was obtained by Pachner [252], who introduced the no-
tion of bistellar moves (in other terminology, bistellar flips or bistellar operations),
generalising the 2- and 3-dimensional flips from low-dimensional topology. These
operations allow us to decompose a PL homeomorphism into a sequence of simple
‘moves’ and thus provide a very convenient way to compute and handle topological
invariants of PL manifolds. Starting from a given PL triangulation, bistellar op-
erations may be used to construct new triangulations with some good properties,
such as ones that are symmetric or have a small number of vertices. On the other
hand, bistellar moves can be used to produce some nasty triangulations if we start
from a non-PL triangulation. Both approaches were used in the work of Bjo¨rner–
Lutz [31] and Lutz [200] to find many interesting triangulations of low-dimensional
manifolds. In our exposition of bistellar moves we follow the terminology of [200].
Bistellar moves also provide a combinatorial interpretation for algebraic flop op-
erations for projective toric varieties and for certain surgery operations on moment-
angle complexes and torus manifolds. Finally, bistellar moves may be used to define
a metric on the space of PL triangulations of a given PL manifold, see [238].
Definition 2.7.1 (stellar subdivisions and bistellar moves). Let I ∈ K be a
nonempty simplex of a simplicial complex K. The stellar subdivision of K at I is
obtained by replacing the star of I by the cone over its boundary:
ssI K = (K \ stK I) ∪ (cone ∂ stK I).
If dim I = 0 then ssI K = K. Otherwise the complex ssI K acquires an additional
vertex (the vertex of the cone) whose link is ∂ stK I. Two possible stellar subdivi-
sions of a 2-dimensional complex are shown in Fig. 2.6.
Now let K be a triangulated manifold of dimension d. Assume that I ∈ K is a
(d − j)-face such that the simplicial complex lkK I is the boundary of a j-simplex
J which is not a face of K. Then the operation bmI on K defined by
bmI K =
(K \ (I ∗ ∂J)) ∪ (∂I ∗ J)
is called a bistellar j-move. Since I ∗ ∂J = stK I and ∂I ∗ J = stK˜ J , where
K˜ = bmI K, the bistellar j-move is the composition of a stellar subdivision at I
and the inverse stellar subdivision at J , which explains the term. In particular,
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Figure 2.6. Stellar subdivisions at a 2-simplex and at an edge.
the stellar subdivision ssI K is a common subdivision of K and K˜, so that K and K˜
are combinatorially equivalent. Note that a 0-move is the stellar subdivision at a
maximal simplex (we assume that the boundary of a 0-simplex is empty).
Bistellar j-moves with i >
[
d
2
]
are also called reverse (d− j)-moves. A 0-move
adds a new vertex to the triangulation, a d-move (reverse 0-move) deletes a vertex,
and all other bistellar moves do not change the number of vertices. The bistellar
moves in dimension 2 and 3 are shown in Figures 2.7 and 2.8. The bistellar 1-move
in dimension 3 replaces two tetrahedra with a common face by 3 tetrahedra with a
common edge.
Two simplicial complexes are said to be bistellarly equivalent if one can be
transformed to another by a finite sequence of bistellar moves.
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Figure 2.7. Bistellar moves for q = 2.
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Figure 2.8. Bistellar moves for q = 3.
We have seen that bistellar equivalence implies PL homeomorphism. The fol-
lowing result shows that for PL manifolds the converse is also true.
Theorem 2.7.2 (Pachner [252, Theorem 1], [253, (5.5)]). Two PL manifolds
are bistellarly equivalent if and only if they are PL homeomorphic.
The behaviour of the face numbers of a triangulation under bistellar moves
is easily controlled. It can be most effectively described in terms of the g-vector,
gi(K) = hi(K) − hi−1(K), 0 < i 6
[
d
2
]
:
Theorem 2.7.3 (Pachner [252]). If a triangulated d-manifold K˜ is obtained
from K by a bistellar k-move, 0 6 k 6 [d−12 ], then
gk+1(K˜) = gk+1(K) + 1;
gi(K˜) = gi(K) for all i 6= k + 1.
Furthermore, if d is even and K˜ is obtained from K by a bistellar [d2]-move, then
gi(K˜) = gi(K) for all i.
This theorem allows us to interpret the inequalities from the g-conjecture for
PL spheres (see Theorem 1.4.14) in terms of the numbers of bistellar k-moves
needed to transform a given PL sphere to the boundary of a simplex. For instance,
the inequality h1 6 h2, n > 4, is equivalent to the statement that the number
of 1-moves in the sequence of bistellar moves taking a given (n − 1)-dimensional
PL sphere to the boundary of an n-simplex is less than or equal to the number of
reverse 1-moves. (Note that the g-vector of ∂∆n is (1, 0, . . . , 0).)
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Remark. There is also a generalisation of Theorem 2.7.2 to PL manifolds with
boundary, see [253, (6.3)].
In the case of polytopal sphere triangulations a stellar subdivision is related to
another familiar operation:
Proposition 2.7.4. Assume given a simple polytope P and a proper face G ⊂
P . Let P ∗ be the dual simplicial polytope, KP = ∂P ∗ its nerve complex, and J ⊂ P ∗
the face dual to G. Then the stellar subdivision ssJ KP is the nerve complex of the
polytope P˜ obtained by the face truncation at G.
Proof. This follows directly by comparing the face poset of P˜ , described in
Construction 1.1.12, with that of ssJ KP . 
Exercises.
2.7.5. The barycentric subdivision of K can be obtained as a sequence of stellar
subdivisions at all faces I ∈ K, starting from the maximal ones.
2.7.6. Deduce formulae for the transformation of the f -, h- and g-vector of K
under a stellar subdivision. Deduce similar formulae for a bistellar move (the case
of the g-vector is Theorem 2.7.3).
2.8. Simplicial posets and simplicial cell complexes
Simplicial posets describe the combinatorial structures underlying ‘generalised
simplicial complexes’ whose faces are still simplices, but two faces are allowed to
intersect in any subcomplex of their boundary, rather than just in a single face.
These are also known as ‘ideal triangulations’ in low-dimensional topology, or as
‘simplicial cell complexes’.
Definition 2.8.1. A poset (partially ordered set) S with order relation 6 is
called simplicial if it has an initial element 0ˆ and for each σ ∈ S the lower segment
[0ˆ, σ] = {τ ∈ S : 0ˆ 6 τ 6 σ}
is the face poset of a simplex. (The latter poset is also known as a Boolean lattice,
and simplicial posets are sometimes called Boolean posets.) We assume all our
posets to be finite. The rank function | · | on S is defined by setting |σ| = k if [0ˆ, σ]
is the face poset of a (k − 1)-dimensional simplex. The rank of S is the maximum
of ranks of its elements, and the dimension of S is its rank minus one. A vertex of
S is an element of rank one. We assume that S has m vertices, denote the vertex
set by V (S), and usually identify it with [m] = {1, . . . ,m}. Similarly, we denote by
V (σ) the vertex set of σ, that is the set of i with i 6 σ.
The face poset of a simplicial complex is a simplicial poset, but there are
many simplicial posets that do not arise in this way (see Example 2.8.2 below).
We identify a simplicial complex with its face poset, thereby regarding simplicial
complexes as particular cases of simplicial posets.
To each σ ∈ S we assign a geometric simplex ∆σ whose face poset is [0ˆ, σ], and
glue these geometric simplices together according to the order relation in S. As a
result we get a regular cell complex in which the closure of each cell is identified
with a simplex preserving the face structure, and all attaching and characteristic
maps are inclusions (see [151, Appendix] for the terminology of cell complexes).
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We call it the simplicial cell complex associated with S and denote its underlying
space by |S|.
In the case when S is (the face poset of) a simplicial complex K the space |S|
is the geometric realisation |K|.
Remark. Using a more formal categorical language, we consider the face cat-
egory (S) whose objects are elements σ ∈ S and there is a morphism from σ to τ
whenever σ 6 τ . Define a diagram (covariant functor) ∆S from (S) to topological
spaces by sending σ ∈ S to the geometric simplex ∆σ and sending every morphism
σ 6 τ to the inclusion ∆σ →֒ ∆τ . Then we may write
|S| = colim∆S ,
where the colimit (or direct limit) is taken in the category of topological spaces.
This is the first example of colimit construction over the face category (S). Many
other examples of this sort will appear later.
In most circumstances we shall not distinguish between simplicial posets and
simplicial cell complexes. We shall also sometimes refer to elements σ ∈ S as
simplices or faces of S.
Example 2.8.2. Consider the simplicial cell complex obtained by attaching
two d-dimensional simplices along their boundaries. Its corresponding simplicial
poset is not the face poset of a simplicial complex if d > 0.
Three cellular subdivisions of a circle are shown in Fig. 2.9. The first is not a
simplicial cell complex. The second is a simplicial cell complex, but not a simplicial
complex (it corresponds to d = 1 in the previous paragraph). The third one is a
simplicial complex.
✫✪
✬✩s
(1)
✫✪
✬✩s s
(2)
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s
s s
(3)
Figure 2.9. Cellular subdivisions of a circle.
Construction 2.8.3 (folding a simplicial poset onto a simplicial complex).
For every simplicial poset S there is the associated simplicial complex KS on the
same vertex set V (S), whose simplices are sets V (σ), σ ∈ S. There is a folding
map of simplicial posets
(2.9) S −→ KS , σ 7→ V (σ).
It is identical on the vertices, and every simplex in KS gets covered by a finite
number of simplices of S.
For any two elements σ, τ ∈ S, denote by σ ∨ τ the set of their least common
upper bounds (joins), and denote by σ ∧ τ the set of their greatest common lower
bounds (meets). Since S is a simplicial poset, σ ∧ τ consists of a single element
whenever σ ∨ τ is nonempty. It is easy to observe that S is a simplicial complex
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if and only if for any σ, τ ∈ S the set σ ∨ τ is either empty or consists of a single
element. In this case S coincides with KS .
Applying barycentric subdivision to every simplex σ ∈ S we obtain a new
simplicial cell complex S ′, called the barycentric subdivision of S. From Proposi-
tion 2.3.7 it is clear that S ′ can be identified with the (geometric realisation of the)
order complex ord(S \ 0ˆ). We therefore obtain the following.
Proposition 2.8.4. The barycentric subdivision S ′ of a simplicial cell complex
is a simplicial complex.
Exercises.
2.8.5. Show that the following conditions are equivalent for a simplicial poset S:
(a) S is (the face poset of) a simplicial complex;
(b) for any σ, τ ∈ S the set σ ∧ τ consists of a single element;
(c) for any σ, τ ∈ S the set σ∨τ is either empty or consists of a single element.
2.9. Cubical complexes
At some stage of the development of combinatorial topology, cubical complexes
were considered as an alternative to triangulations, a new way to study topological
invariants combinatorially. Their nice feature is that the product of cubes is again a
cube, which makes subdivisions of products easier and leads to a more straightfor-
ward definition of the multiplication in cohomology. Later it turned out, however,
that the cubical (co)homomology itself is not particularly advantageous in compar-
ison with the simplicial one. Currently combinatorial geometry is the main field of
applications of cubical complexes; moreover, subdivisions into cubes sometimes are
very helpful in various geometrical and topological considerations. In this section
we collect the necessary definitions and notation, and then proceed to describe some
important cubical decompositions of simple polytopes and simplical complexes.
Definitions and examples. As in the case of simplicial complexes, a cubical
complex can be defined either abstractly (as a poset) or geometrically (as a cell
complex).
Definition 2.9.1. An abstract cubical complex is a finite poset (C,⊂) contain-
ing an initial element ∅ and satisfying the following two conditions:
(a) for every element G ∈ C the segment [∅, G] is isomorphic to the face poset
of a cube;
(b) for every two elements G1, G2 ∈ C there is a unique meet (greatest lower
bound).
Elements G ∈ C are faces of the cubical complex. If [∅, G] is the face poset of
the k-cube Ik, then the face G is of k-dimensional. The dimension of C is the
maximal dimension of its faces. The meet of any two faces G1, G2 is also called
their intersection and denoted G1 ∩G2.
A d-dimensional topological cube is a d-ball with a face structure defined by a
homeomorphism with the standard cube Id. A face of a topological d-cube is thus
the homeomorphic image of a face of Id.
Definition 2.9.2. A topological cubical complex is a set U of topological cubes
of arbitrary dimensions which are all embedded in the same space Rn and satisfy
the following conditions:
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(a) every face of a cube in U belongs to U ;
(b) The intersection of any two cubes in U is a face of each.
Every abstract cubical complex C has a geometric realisation, a topological
cubical complex U whose faces form a poset isomorphic to C. Such U can be
constructed by taking a disjoint union of topological cubes corresponding to all
segments [∅, G] ⊂ C and identifying faces according to the poset relation.
From now on we shall not distinguish between abstract cubical complexes and
their geometric realisations.
By analogy with simplicial complexes, define the f -vector of a cubical complex
C by f (C) = (f0, f1, . . .) where fi is the number of i-dimensional faces. There
are also notions of h- and g-vectors, and cubical analogues of the UBC, LBC and
g-conjecture. See [2], [13] and [294] for more details and references.
The difference between Definition 2.9.2 of a geometric cubical complex and
Definition 2.2.1 of a geometric simplicial complex is that we realise abstract cubes
by topological complexes rather than polytopes. This difference is substantial: if
we replace topological cubes by combinatorial ones (i.e. by convex polytopes com-
binatorially equivalent to a cube) in Definition 2.9.2, then we obtain the definition
of a polyhedral cubical complex . Although this notion is also important in combina-
torial geometry, not every abstract cubical complex can be realised by a polyhedral
complex, as shown by the next example.
Example 2.9.3. Consider the decomposition of a Mo¨bius strip into 3 squares
shown in Fig. 2.10.
✻
❄
A F E B
B C D A
Figure 2.10. Cubical complex which does not admit a polyhedral realisation.
Proposition 2.9.4. The topological cubical complex shown in Fig. 2.10 does
not admit a polyhedral cubical realisation.
Proof. Assume that such a realisation exists. Then since ABED is a convex
4-gon, the points A andD are in the same halfplane with respect to the line BE, and
therefore A and D are in the same halfspace defined by the plane BCE. Similarly,
since ABCF is a convex 4-gon, the points A and F are in the same halfspace with
respect to BCE. Hence, D and F are also in the same halfspace with respect to
BCE. On the other hand, since CDEF is a convex 4-gon, the points D and F
must be in different subspaces with respect to BCE. A contradiction. 
The example above shows that, unlike the case of simplicial complexes, the
theory of abstract cubical complexes cannot be described by using only convex-
geometric considerations. Another simple manifestation of this is the fact that not
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every cubical complex may be realised as a subcomplex in a standard cube, in con-
trast to simplicial complexes which are always embeddable in a standard simplex.
The boundary of a triangle is the simplest example of a cubical complex not em-
beddable in a cube. It is also not embeddable into the standard cubical lattice in
Rn (for any n). On the other hand, every cubical complex admits a cubical sub-
division which is embeddable in a standard cube, as shown in the next subsection.
Without subdivision the question of embeddability in a standard cube or cubical
lattice is nontrivial. The importance of studying cubical maps (in particular, cu-
bical embeddings) of 2-dimensional cubical complexes to the cubical lattice in R3
was pointed out by S. Novikov in connection with the 3-dimensional Ising model.
In [97] necessary and sufficient conditions were obtained for a cubical complex to
admit a cubical map to the standard lattice.
Cubical subdivisions of simple polytopes and simplicial complexes.
The particular constructions of cubical complexes given here will be important
in the definition of moment-angle complexes. Neither of these constructions is
particularly new, but they are probably not well recorded in the literature (see
however the references at the end of the section).
Any face of Im has the form
CJ⊂I = {(y1, . . . , ym) ∈ Im : yj = 0 for j ∈ J, yj = 1 for j /∈ I}
where J ⊂ I is a pair of embedded (possibly empty) subsets of [m]. We also set
(2.10) CI = C∅⊂I = {(y1, . . . , ym) ∈ Im : yj = 1 for j /∈ I}
to simplify the notation.
Construction 2.9.5 (canonical triangulation of Im). Denote by ∆ = ∆m−1
the simplex on [m]. We assign to a subset I = {i1, . . . , ik} ⊂ [m] the vertex
vI = CI⊂I of Im. That is, vI = (ε1, . . . , εm) where εi = 0 if i ∈ I and εi = 1
otherwise. Regarding each I as a vertex of the barycentric subdivision of ∆, we can
extend the correspondence I 7→ vI to a piecewise linear embedding ic : ∆′ → Im.
Under this embedding the vertices of ∆ are mapped to the vertices of Im with
exactly one zero coordinate, and the barycentre of ∆ is mapped to (0, . . . , 0) ∈ Im
(see Fig. 2.11). The image ic(∆
′) is the union of m facets of Im meeting at the
vertex (0, . . . , 0). For each pair I ⊂ J , all simplices of ∆′ of the form I = I1 ⊂
I2 ⊂ · · · ⊂ Ik = J are mapped to the same face CI⊂J of Im. The map ic : ∆′ → Im
extends to cone(∆′) by mapping the cone vertex to (1, . . . , 1) ∈ Im. The image of
the resulting map cone(ic) is the whole cube Im. Thus, cone(ic) : cone(∆′) → Im
is a PL homeomorphism which is linear on simplices of cone(∆′). This defines a
canonical triangulation of Im, the ‘triangulation along the main diagonal’.
The subdivisions which appear above can be summarised as follows:
Proposition 2.9.6. The PL map cone(ic) : cone(∆
′)→ Im gives rise to
(a) a cubical subdivision of ∆m−1 isomorphic to “half of the boundary of Im”
(the union of facets of Im containing the zero vertex);
(b) a cubical subdivision of cone∆m−1 (which is ∆m) isomorphic to Im;
(c) a simplicial subdivision of Im isomorphic to cone((∆m−1)′).
Construction 2.9.7 (cubical subdivision of a simple polytope). Let P be a
simple n-polytope with m facets F1, . . . , Fm. We shall construct a piecewise linear
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Figure 2.11. Taking cone over the barycentric subdivision of sim-
plex defines a triangulation of the cube.
embedding of P into the standard cube Im, thereby inducing a cubical subdivision
C(P ) of P by the preimages of faces of Im.
Denote by S the set of barycentres of faces of P , including the vertices and
the barycentre of the whole polytope. This will be the vertex set of C(P ). Every
(n − k)-face G of P is an intersection of k facets: G = Fi1 ∩ · · · ∩ Fik . We map
the barycentre of G to the vertex (ε1, . . . , εm) ∈ Im, where εi = 0 if i ∈ {i1, . . . , ik}
and εi = 1 otherwise. The resulting map S → Im can be extended linearly on the
simplices of the barycentric subdivision of P to an embedding cP : P → Im. The
case n = 2, m = 3 is shown in Fig. 2.12.
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Figure 2.12. Embedding cP : P → Im for n = 2, m = 3.
The image cP (P ) ⊂ Im is the union of all faces CJ⊂I such that
⋂
i∈I Fi 6= ∅.
For such CJ⊂I , the preimage c
−1
P (CJ⊂I) is declared to be a face of the cubical com-
plex C(P ). The vertex set of c−1P (CJ⊂I) is the subset of S consisting of barycentres
of all faces between the faces G and H of P , where G =
⋂
j∈J Fj and H =
⋂
i∈I Fi.
Therefore, faces of C(P ) correspond to pairs of embedded faces G ⊃ H of P , and
we denote them by CG⊃H . In particular, maximal (n-dimensional) faces of C(P )
correspond to pairs G = P , H = v, where v is a vertex of P . For these maximal
faces we use the abbreviated notation Cv = CP⊃v.
For every vertex v = Fi1 ∩ · · · ∩ Fin ∈ P with Iv = {i1, . . . , in} we have
(2.11) cP (Cv) = CIv =
{
(y1, . . . , ym) ∈ Im : yj = 1 whenever v /∈ Fj
}
.
We therefore obtain:
Proposition 2.9.8. A simple polytope P with m facets admits a cubical decom-
position whose maximal faces Cv correspond to the vertices v ∈ P . The resulting
cubical complex C(P ) embeds canonically into Im, as described by (2.11).
Lemma 2.9.9. The number of k-faces of the cubical complex C(P ) is given by
fk
(C(P )) = n−k∑
i=0
(
n− i
k
)
fi(P ), for 0 6 k 6 n.
Proof. The formula follows from the fact that the k-faces of C(P ) are in one-
to-one correspondence with the pairs Gi+k ⊃ Hi of faces of P . 
Construction 2.9.10 (cubical subdivision of a simplicial complex). Let K be
a simplicial complex on [m]. Then K is naturally a subcomplex of ∆m−1 and its
barycentric subdivision K′ is a subcomplex of (∆m−1)′. Restricting the PL map
from Construction 2.9.5 to K′, we obtain the embedding ic|K′ : |K′| → Im. Its image
is a cubical subcomplex in Im, which we denote cub(K). Then cub(K) is the union
of faces CI⊂J ⊂ Im over all pairs I ⊂ J of nonempty simplices of K:
(2.12) cub(K) =
⋃
∅ 6=I⊂J∈K
CI⊂J ⊂ Im.
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Construction 2.9.11. Since cone(K′) is a subcomplex of cone((∆m−1)′), Con-
struction 2.9.5 also provides a PL embedding
cone(ic)|cone(K′) : | cone(K′)| → Im.
The image of this embedding is an n-dimensional cubical subcomplex of Im, which
we denote cc(K). It is easy to see that
(2.13) cc(K) =
⋃
I⊂J∈K
CI⊂J =
⋃
J∈K
CJ .
Remark. If i ∈ [m] is not a vertex of K (a ghost vertex), then cc(K) is con-
tained in the facet {yi = 1} of Im.
Here is a summary of the two previous constructions.
Proposition 2.9.12. For any simplicial complex K on the set [m], there is
a PL embedding of |K| into Im linear on the simplices of K′. The image of this
embedding is the cubical subcomplex (2.12). Moreover, there is a PL embedding of
| coneK| into Im linear on the simplices of cone(K′), whose image is the cubical
subcomplex (2.13).
A cubical complex C′ is called a cubical subdivision of a cubical complex C if
each face of C′ is contained in a face of C, and each face of C is a union of finitely
many faces of C′.
Proposition 2.9.13. For every cubical complex C with q vertices, there exists
a cubical subdivision that is embeddable as a subcomplex in Iq.
Proof. We first construct a simplicial complex KC which subdivides the cu-
bical complex C and has the same vertices. This can be done by induction on the
skeleta of C, by extending the triangulation from the k-dimensional skeleton to the
interiors of (k + 1)-dimensional faces using a generic convex function f : Rk → R,
see [325, §5.1] (note that the 1-skeleton of C is already a simplicial complex). Then
applying Construction 2.9.10 to KC we get cubical complex cub(KC) that subdivides
KC and therefore C. It is embeddable into Iq by Proposition 2.9.12. 
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(b) K = ∂∆2
Figure 2.13. Cubical complex cub(K).
Example 2.9.14. The cubical complexes cub(K) and cc(K) when K is a disjoint
union of 3 vertices or the boundary of a triangle are shown in Figs. 2.13–2.14.
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(b) K = ∂∆2
Figure 2.14. Cubical complex cc(K).
Remark. Let P be a simple n-polytope, and let KP be its nerve complex.
Then cc(KP ) = cP (P ), i.e. cc(KP ) coincides with the cubical complex C(P ) from
Construction 2.9.7.
Different versions of Construction 2.9.11 can be found in [13, p. 299]. A similar
construction was also considered in [90, p. 434]. Finally, a version of cubical sub-
complex cub(K) ⊂ Im appeared in [97] in connection with the problems described
in the end of the previous subsection.
Exercises.
2.9.15. Show that the triangulation of Im from Construction 2.9.5 coincides
with the triangulation of the product of m one-dimensional simplices from Con-
struction 2.2.10.
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CHAPTER 3
Combinatorial algebra of face rings
In this chapter we collect the wealth of algebraic notions and constructions
related to face rings. Our choice of material and notation was guided by the topo-
logical applications in the later chapters of the book. (This explains the unusual for
algebraists even grading in the polynomial rings and their homogeneous quotients,
and also the nonpositive homological grading in free resolutions and Tor.) In the
first sections we review standard results and constructions of combinatorial commu-
tative algebra, including the Tor-algebras and algebraic Betti numbers of face rings,
Cohen–Macaulay and Gorenstein complexes. The later sections contain some more
recent developments, including the face rings of simplicial posets, different charac-
terisations of Cohen–Macaulay and Gorenstein simplicial posets in terms of their
face rings and h-vectors, and generalisations of the Dehn–Sommerville relations.
Although all these algebraic and combinatorial results have a strong topological
flavour and were indeed originally motivated by topological constructions, we have
tried to keep this chapter mostly algebraic and do not require much topological
knowledge from the reader here.
The preliminary algebraic material of a more general sort, not directly or ex-
clusively related to the face rings (such as resolutions and the functor Tor, and
Cohen–Macaulay rings) is collected in Appendix A.
Alongside the monograph by Stanley [293], an extensive survey of Cohen–
Macaulay rings by Bruns and Herzog [45] and a more recent monograph [225] by
Miller and Sturmfels may be recommended for a deeper study of algebraic methods
in combinatorics.
We use the common notation k for the ground ring, which is always assumed
to be the ring Z of integers or a field. The former is preferable for topological
applications, but the latter is more common in the algebraic literature. We shall
often refer to k-modules as ‘k-vector spaces’; in the case k = Z the latter means
‘abelian groups’.
We assume graded commutativity instead of commutativity; algebras commuta-
tive in the standard sense will be those whose nontrivial graded components appear
only in even degrees. In particular, the polynomial algebra k[v1, . . . , vm], which we
often abbreviate to k[m], has deg vi = 2. The exterior algebra Λ[u1, . . . , um] has
deg ui = 1. Given a subset I = {i1, . . . , ik} ⊂ [m] we denote by vI the square-free
monomial vi1 · · · vik in k[m]. We also denote by uI the exterior monomial ui1 · · ·uik
where i1 < · · · < ik.
97
98 3. COMBINATORIAL ALGEBRA OF FACE RINGS
3.1. Face rings of simplicial complexes
Definition 3.1.1. The face ring (or the Stanley–Reisner ring) of a simplicial
complex K on the set [m] is the quotient graded ring
k[K] = k[v1, . . . , vm]/IK,
where IK = (vI : I /∈ K) is the ideal generated by those monomials vI for which I
is not a simplex of K. The ideal IK is known as the Stanley–Reisner ideal of K.
Example 3.1.2.
1. Let K be the 2-dimensional simplicial complex shown in Fig. 3.1. Then
IK = (v1v5, v3v4, v1v2v3, v2v4v5).
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Figure 3.1.
2. The face ring k[K] is a quadratic algebra (that is, the ideal IK is generated
by quadratic monomials) if and only if K is a flag complex (an exercise).
3. Let K1 ∗ K2 be the join of K1 and K2 (see Construction 2.2.8). Then
k[K1 ∗ K2] = k[K1]⊗ k[K2].
Here and below ⊗ denotes the tensor product over k.
We note that IK is a monomial ideal, and it has a basis consisting of square-free
monomials vI corresponding to the missing faces of K.
Proposition 3.1.3. Every square-free monomial ideal I in the polynomial ring
is the Stanley–Reisner ideal of a simplicial complex K.
Proof. We set
K = {I ⊂ [m] : vI /∈ I}.
Then K is a simplicial complex and I = IK. 
Let P be a simple n-polytope and let KP be its nerve complex (see Exam-
ple 2.2.4). We define the face ring k[P ] as the face ring of KP . Explicitly,
k[P ] = k[v1, . . . , vm]/IP ,
where IP is the ideal generated by those square-free monomials vi1vi2 · · · vis whose
corresponding facets intersect trivially, Fi1 ∩ · · · ∩ Fis = ∅.
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Example 3.1.4.
1. Let P be an n-simplex (viewed as a simple polytope). Then
k[P ] = k[v1, . . . , vn+1]/(v1v2 · · · vn+1).
2. Let P be a 3-cube I3. Then
k[P ] = k[v1, v2, . . . , v6]/(v1v4, v2v5, v3v6).
3. Let P be an m-gon, m > 4. Then
IP = (vivj : i− j 6= 0,±1 mod m).
4. Given two simple polytopes P1 and P2, we have
k[P1 × P2] = k[P1]⊗ k[P2].
Proposition 3.1.5. Let ϕ : K → L be a simplicial map between simplicial
complexes K and L on the vertex sets [m] and [l] respectively. Define the map
ϕ∗ : k[w1, . . . , wl]→ k[v1, . . . , vm] by
ϕ∗(wj) =
∑
i∈ϕ−1(j)
vi.
Then ϕ∗ descends to a homomorphism k[L] → k[K], which we continue to de-
note ϕ∗.
Proof. We only need to check that ϕ∗(IL) ⊂ IK. Suppose J = {j1, . . . , js} ⊂
[l] is not a simplex of L. We have
ϕ∗(wj1 . . . wjs) =
∑
i1∈ϕ−1(j1),...,is∈ϕ−1(js)
vi1 . . . vis .
We claim that the right hand side above belongs to IK, i.e. for any monomial
vi1 . . . vis in the right hand side the set I = {i1, . . . , is} is not a simplex of K.
Indeed, otherwise we would have ϕ(I) = J ∈ L by the definition of a simplicial
map, which contradicts the assumption. 
Example 3.1.6. The face ring of the barycentric subdivision K′ of K is
k[K′] = k[bI : I ∈ K \∅]/IK′ ,
where bI is the polynomial generator of degree 2 corresponding to a nonempty
simplex I ∈ K, and IK′ is generated by quadratic monomials bIbJ for which I 6⊂ J
and J 6⊂ I. The simplicial map ∇ : K′ → K from Example 2.3.3 induces a map ∇∗
of the face ring, given on the generators vj ∈ k[K] by
∇∗(vj) =
∑
I∈K : minI=j
bI .
Example 3.1.7. The nondegenerate map K′ → ∆n−1 from Example 2.3.2
induces the following map of the corresponding face rings:
k[v1, . . . , vn] −→ k[K′]
vi 7−→
∑
|I|=i
bI .
This defines a canonical k[v1, . . . , vn]-module structure on k[K′].
100 3. COMBINATORIAL ALGEBRA OF FACE RINGS
An important tool arising from the functoriality of the face ring is the restriction
homomorphism. For any simplex I ∈ K, the corresponding full subcomplex KI is
∆|I|−1 and k[KI ] is the polynomial ring k[vi : i ∈ I] on |I| generators. The inclusion
KI ⊂ K induces the restriction homomorphism
sI : k[K]→ k[vi : i ∈ I],
which maps vi to zero whenever i /∈ I.
The following simple proposition will be used in several algebraic and topolo-
gical arguments of the later chapters.
Proposition 3.1.8. The direct sum
s =
⊕
I∈K
sI : k[K] −→
⊕
I∈K
k[vi : i ∈ I]
of all restriction maps is a monomorphism.
Proof. Consider the composite map
k[v1, . . . , vm]
p−−−−→ k[K] s−−−−→ ⊕I∈K k[vi : i ∈ I]
where p is the quotient projection. Suppose s p(Q) = 0 where Q = Q(v1, . . . , vm)
is a polynomial. Then for any monomial vα1i1 · · · vαkik which enters Q with a nonzero
coefficient we have I = {i1, . . . , ik} /∈ K (as otherwise the Ith component of the
image under s p is nonzero). Hence p(Q) = 0 and s is injective. 
Proposition 3.1.9. The face ring k[K] has the k-vector space basis consisting
of monomials vα1j1 · · · vαkjk where αi > 0 and {j1, . . . , jk} ∈ K.
Proof. Indeed, the polynomial algebra k[m] has the k-vector space basis con-
sisting of all monomials vα1j1 · · · vαkjk , and such a monomial maps to zero under the
projection k[m]→ k[K] precisely when {j1, . . . , jk} /∈ K. 
Recall that the Poincare´ series of a nonnegatively graded k-vector space V =⊕∞
i=0 V
i is given by F (V ;λ) =
∑∞
i=0(dimk V
i)λi. Since k[K] is graded by even
integers, its Poincare´ series is even.
Theorem 3.1.10 (Stanley). Let K be an (n−1)-dimensional simplicial complex
with f -vector (f0, . . . , fn−1) and h-vector (h0, . . . , hn). Then the Poincare´ series of
the face ring k[K] is
F
(
k[K];λ) = n∑
k=0
fk−1
(
λ2
1− λ2
)k
=
h0 + h1λ
2 + · · ·+ hnλ2n
(1− λ2)n .
Proof. By Proposition 3.1.9, a (k − 1)-dimensional simplex {i1, . . . , ik} ∈ K
contributes a summand λ
2k
(1−λ2)k to the Poincare´ series of K (this summand is just
the Poincare´ series of the subspace generated by monomials vα1i1 · · · vαkik with positive
exponents αi). This proves the first identity, and the second follows from (2.3). 
Example 3.1.11.
1. Let K = ∆n−1. Then fi =
(
n
i+1
)
for −1 6 i 6 n − 1, h0 = 1 and hi = 0
for i > 0. Since every subset of [n] is a simplex of ∆n−1, we have k[∆n−1] =
k[v1, . . . , vn] and F (k[∆
n−1];λ) = (1− λ2)−n.
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2. Let K = ∂∆n be the boundary of an n-simplex. Then hi = 1 for 0 6 i 6 n,
and k[∂∆n] = k[v1, . . . , vn+1]/(v1v2 · · · vn+1). By Theorem 3.1.10,
F
(
k[∂∆n];λ
)
=
1 + λ2 + · · ·+ λ2n
(1− λ2)n .
The affine algebraic variety corresponding to the commutative finitely generated
k-algebra k[K] = k[m]/IK (i.e. the set of common zeros of elements of IK, viewed
as algebraic functions on km) can be easily identified as follows.
Proposition 3.1.12. The affine variety corresponding to k[K] is given by
X(K) =
⋃
I∈K
SI ,
where SI = k〈ei : i ∈ I〉 is the coordinate subspace in km spanned by the set of
standard basis vectors corresponding to I.
Proof. The statement obviously holds in the case K = ∆m−1. So we assume
K 6= ∆m−1. We shall use the following notation from Section 2.4: Î = [m] \ I, the
complement of I ⊂ [m], and K̂ = {Î ∈ [m] : I /∈ K}, the dual complex of K. Given
a point z = (z1, . . . , zm) ∈ km, we denote by
ω(z ) = {i : zi = 0} ⊂ [m],
the set of zero coordinates of z .
By the definition of the algebraic variety X(K) corresponding to k[K],
X(K) =
⋂
J /∈K
⋃
j∈J
{z : zj = 0} =
⋂
J /∈K
{
z : ω(z ) ∩ J 6= ∅}
=
⋂
Ĵ∈K̂
{
z : ω(z ) 6⊂ Ĵ} = {z : ω(z ) /∈ K̂}.
On the other hand,⋃
I∈K
SI =
⋃
I∈K
⋂
j∈Î
{z : zj = 0} =
⋃
I∈K
{
z : Î ⊂ ω(z )}
=
⋃
Î /∈K̂
{
z : ω(z ) ⊃ Î} = {z : ω(z ) /∈ K̂}.
The required identity follows by comparing the two formulae above. 
Remark. The variety X(K) is an example of an arrangement of coordinate
subspaces, which will be studied further in Section 4.7.
We finish this section with a result showing that the face ring determines its
underlying simplicial complex:
Theorem 3.1.13 (Bruns–Gubeladze [44]). Let k be a field, and K1 and K2
be two simplicial complexes on the vertex sets [m1] and [m2] respectively. Suppose
k[K1] and k[K2] are isomorphic as k-algebras. Then there exists a bijective map
[m1]→ [m2] which induces an isomorphism between K1 and K2.
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Proof. Let f : k[K1] → k[K2] be an isomorphism of k-algebras. An easy
argument shows that we can assume that f is a graded isomorphism (an exercise,
or see [44, p. 316]).
Since f is graded, by restriction to the linear components we observe that
m1 = m2 and that f is induced by a linear isomorphism F : k[m1] → k[m2]. This
is described by the commutative diagram
k[v1, . . . , vm1 ]
F //

k[v1, . . . , vm2 ]

k[K1] f // k[K2]
By passing to the associated affine varieties, we observe that the isomorphism
f∗ : X(K2)→ X(K1) is the restriction of the k-linear isomorphism F ∗ : km2 → km1 .
This is described by the commutative diagram
k
m2 F
∗
// km1
X(K2)
OO
f∗ // X(K1)
OO
The isomorphism f∗ establishes a bijective correspondence
Φ : {maximal faces of K2} → {maximal faces of K1}
which is defined by the formula f∗(SI) = SΦ(I), where I is a maximal face of K2.
It is also clear that |Φ(I)| = |I| = dimSI .
We denote by P1 the intersection poset of the subspaces SI , I ∈ K1, with
respect to inclusion (i.e. the elements of P1 are nonempty intersections SI1∩· · ·∩SIk
with Ij ∈ K1). The poset P1 can be also viewed as the intersection poset of the
maximal faces of K1. We define the poset P2 corresponding to K2 similarly. The
correspondenceΦ obviously extends to an isomorphism of posets Φ : P2 → P1, which
preserves the dimension of spaces (or the number of elements in the intersections
of maximal faces).
Now introduce the following equivalence relation on the vertex sets [m1] and
[m2]: for i1, i2 ∈ [m1] (or j1, j2 ∈ [m2]) we put i1 ∼ i2 if and only if the two sets
of maximal faces K1 containing i1 and i2 respectively coincide (and similarly for j1
and j2). The equivalence classes in [m1] are the minimal (with respect to inclusion)
nonempty intersections of maximal faces of K1, and similarly for [m2]. Since Φ
is an isomorphism of posets, the two systems of equivalence classes are in natural
bijective correspondence, and the corresponding equivalence classes have the same
numbers of elements. This gives rise to the bijective map ϕ : [m2] → [m1] which
satisfies the condition that i ∈ I if and only if ϕ(i) ∈ Φ(I), where i ∈ [m2] and
I ∈ K2 is a maximal face. Since any face of a simplicial complex is contained in a
maximal face, we obtain that ψ = ϕ−1 : [m1]→ [m2] is the required map. 
Exercises.
3.1.14. Show that the Stanley–Reisner ideal IK is generated by quadratic mono-
mials if and only if K is a flag complex.
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3.1.15 (see [261, (4.7)]). Let cat(K) be the face category of K (objects are
simplices, morphisms are inclusions), catop(K) the opposite category (in which the
morphisms are reverted), and cga the category of commutative graded algebras.
(See Appendix C.1 for basics of categories and diagrams.) Consider the diagram
k[ · ]K : catop(K) −→ cga,
I 7−→ k[vi : i ∈ I]
whose value on a morphism I ⊂ J is the surjection k[vj : j ∈ J ] → k[vi : i ∈ I]
sending each vj with j /∈ I to zero. Show that
k[K] = limk[ · ]K
where the limit is taken in the category cga.
3.1.16. If k[K1] and k[K2] are isomorphic as k-algebras, then there is also
a graded isomorphism k[K1] → k[K2]. (Hint: Show first that k[K1] and k[K2]
are isomorphic as augmented k-algebras, and then pass to the associated graded
algebras with respect to the augmentation ideals.)
3.2. Tor-algebras and Betti numbers
The algebraic Betti numbers of the face ring k[K] are the dimensions of the
Tor-groups of k[K] viewed as a module over the polynomial ring. These basic
homological invariants of a simplicial complex K appear to be of great importance
both for combinatorial commutative algebra and toric topology.
The face ring k[K] acquires a canonical k[m]-module structure via the quotient
projection k[m]→ k[K]. We therefore may consider the corresponding Tor-modules
(see Appendix, Section A.2):
Tork[v1,...,vm]
(
k[K],k) = ⊕
i,j>0
Tor−i,2j
k[v1,...,vm]
(
k[K],k).
From Lemma A.2.10 we obtain that Tork[m](k[K],k) is a bigraded algebra in a
natural way, and there is the following isomorphism of bigraded algebras:
Tork[v1,...,vm]
(
k[K],k) ∼= H[Λ[u1, . . . , um]⊗ k[K], d],
where the bigrading and differential on the right hand side are given by
(3.1)
bideg ui = (−1, 2), bideg vi = (0, 2),
dui = vi, dvi = 0.
Definition 3.2.1. We refer to Tork[v1,...,vm](k[K],k) as the Tor-algebra of a
simplicial complex K.
The bigraded Betti numbers of k[K] are defined by
(3.2) β−i,2j
(
k[K]) = dimk Tor−i,2jk[v1,...,vm](k[K],k), for i, j > 0.
We also set
β−i
(
k[K]) = dimk Tor−ik[v1,...,vm](k[K],k) =∑
j
β−i,2j
(
k[K]).
The Tor-algebra has the following functorial property:
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Proposition 3.2.2. A simplicial map ϕ : K → L between simplicial complexes
on the sets [m] and [l] respectively induces a homomorphism
ϕ∗Tor : Tork[w1,...,wl]
(
k[L],k)→ Tork[v1,...,vm](k[K],k)
of the corresponding Tor-algebras.
Proof. This follows from Proposition 3.1.5 and Theorem A.2.5 (b). 
Consider the minimal resolution (Rmin, d) of the k[m]-module k[K] (see Con-
struction A.2.2). Then R0min
∼= 1 · k[m] is a free module with one generator
of degree 0. The basis of R−1min is a minimal generator set for IK, and these
minimal generators correspond to the missing faces of K. Given a missing face
{i1, . . . , ik} ⊂ [m], denote by ri1,...,ik the corresponding generator of R−1min. Then the
map d : R−1min → R0min takes ri1,...,ik to vi1 . . . vik . By Proposition A.2.6, β−1,2j(k[K])
is equal to the number of missing faces with j elements.
Example 3.2.3. Let K = rr rr1 24 3 , the boundary of a 4-gon. Then
k[K] ∼= k[v1, . . . , v4]/(v1v3, v2v4).
Let us construct a minimal resolution of k[K]. The module R0min has one generator
1 (of degree 0). The module R−1min has two generators r13 and r24 of degree 4,
and the differential d : R−1min → R0min takes r13 to v1v3 and r24 to v2v4. The kernel
R−1min → R0min is generated by one element v2v4r13 − v1v3r24. Hence, R−2min has
one generator of degree 8, which we denote by a, and the map d : R−2min → R−1min is
injective and takes a to v2v4r13 − v1v3r24. Thus, the minimal resolution is
0 −−−−→ R−2min −−−−→ R−1min −−−−→ R0min −−−−→ M −−−−→ 0,
where rankR0min = β
0,0(k[K]) = 1, rankR−1min = β−1,4(k[K]) = 2, rankR−2min =
β−2,8(k[K]) = 1.
The following fundamental result of Hochster reduces the calculation of the
Betti numbers β−i,2j(k[K]) to the calculation of reduced simplicial cohomology of
full subcomplexes in K.
Theorem 3.2.4 (Hochster [162]). We have
Tor−i,2j
k[v1,...,vm]
(
k[K],k) = ⊕
J⊂[m] : |J|=j
H˜j−i−1(KJ ;k),
where KJ is the full subcomplex of K obtained by restricting to J ⊂ [m]. We assume
H˜−1(K∅;k) = k above.
We shall give a proof of Hochster’s formula following [257]. The idea is to first
reduce the Koszul algebra (Λ[u1, . . . , um]⊗ k[K], d) to a certain finite dimensional
quotient R∗(K), without changing the cohomology, and then identify R∗(K) with
the sum of simplicial cochain complexes of all full subcomplexes in K. The alge-
bra R∗(K) will also be used in the cohomological calculations for moment-angle
complexes in Chapter 4.
We use simplified notation uJvI for a monomial uJ ⊗ vI in the Koszul algebra
Λ[u1, . . . , um]⊗ k[K].
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Construction 3.2.5. We introduce the quotient algebra
R∗(K) = Λ[u1, . . . , um]⊗ k[K]
/
(v2i = uivi = 0, 1 6 i 6 m).
Since the ideal generated by v2i and uivi is homogeneous and invariant with respect
to the differential (since d(uivi) = 0 and d(v
2
i ) = 0), we obtain that R
∗(K) has
differential and bigrading (3.1). We also have the quotient projection
̺ : Λ[u1, . . . , um]⊗ k[K]→ R∗(K).
By definition, the algebra R∗(K) has a k-vector space basis consisting of monomials
uJvI where J ⊂ [m], I ∈ K and J ∩ I = ∅. Therefore,
(3.3) dimkR
−p,2q = fq−p−1
(
m−q+p
p
)
,
where (f0, f1, . . . , fn−1) is the f -vector of K and f−1 = 1. We have a k-linear map
ι : R∗(K)→ Λ[u1, . . . , um]⊗ k[K]
sending each uJvI identically. The map ι commutes with the differentials, and
therefore defines a homomorphism of bigraded differential k-vector spaces satisfying
the relation ̺ · ι = id. Note that ι is not a map of algebras.
Lemma 3.2.6. The projection homomorphism ̺ : Λ[u1, . . . , um]⊗k[K]→ R∗(K)
induces an isomorphism in cohomology.
Proof. The argument is similar to that used for the Koszul resolution (see
Construction A.2.4). We shall construct a cochain homotopy between the maps id
and ι · ̺ from Λ[u1, . . . , um]⊗ k[K] to itself, that is, a map s satisfying the identity
(3.4) ds+ sd = id− ι · ̺.
We first consider the case K = ∆m−1. Then Λ[u1, . . . , um] ⊗ k[∆m−1] is the
Koszul resolution (A.5), which will be denoted by
(3.5) E = Em = Λ[u1, . . . , um]⊗ k[v1, . . . , vm],
and the algebra R∗(∆m−1) is isomorphic to
(3.6)
(
Λ[u]⊗ k[v]/(v2, uv))⊗m.
For m = 1, we define the map s1 : E
0,∗
1 = k[v]→ E−1,∗1 by the formula
s1(a0 + a1v + · · ·+ ajvj) = u(a2v + a3v2 + · · ·+ ajvj−1).
We need to check identity (3.4) for x = a0 + a1v + · · · + ajvj ∈ E0,∗1 and for
ux ∈ E−1,∗1 , as each element of E1 is the sum of elements of these two types. In the
first case we have ds1x = x− a0− a1v = x− ι̺x, and s1dx = 0. In the second case,
i.e. for ux ∈ E−1,∗1 , we have ds1(ux) = 0, and s1d(ux) = ux − a0u = ux− ι̺(ux).
In both cases (3.4) holds.
Now we may assume by induction that a cochain homotopy sm : Em → Em has
been already constructed for m = k − 1. Since Ek = Ek−1 ⊗ E1, ̺k = ̺k−1 ⊗ ̺1
and ιk = ιk−1 ⊗ ι1, a direct calculation shows that the map
(3.7) sk = sk−1 ⊗ id + ιk−1̺k−1 ⊗ s1
is a cochain homotopy between id and ιk̺k, which finishes the proof for K = ∆m−1.
In the case of arbitrary K the algebras Λ[u1, . . . , um]⊗k[K] and R∗(K) are ob-
tained by factorising (3.5) and (3.6) respectively by the ideal IK in Λ[u1, . . . , um]⊗
k[m]. Observe that IK is generated by vI with I /∈ K as an ideal, and it has
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a k-vector space basis of monomials uJv
α1
i1
· · · vαkik with I = {i1, . . . , ik} /∈ K and
αi > 0. We need to check that
d(IK) ⊂ IK, ι̺(IK) ⊂ IK, s(IK) ⊂ IK.
The first inclusion is obvious: since d is a derivation, we only need to check that
dvI ∈ IK for I /∈ K, but dvI = 0. The second inclusion is also clear, since
ι̺(uJv
α1
i1
· · · vαkik ) =
{
uJvi1 · · · vik , if αi = 1 and J ∩ {i1, . . . , ik} = ∅;
0, otherwise.
It remains to check the third inclusion. By expanding the inductive formula (3.7)
we obtain
sm = s1 ⊗ id⊗ · · · ⊗ id + ι1̺1 ⊗ s1 ⊗ id⊗ · · · ⊗ id + ι1̺1 ⊗ · · · ⊗ ι1̺1 ⊗ s1.
It follows that
sm(uJv
α1
i1
· · · vαkik ) =
∑
p : αp>1
±uJuipvα1i1 · · · v
αp−1
ip
· · · vαkik .
Therefore, s(IK) ⊂ IK, and identity (3.4) holds in Λ[u1, . . . , um]⊗ k[K]. 
As an immediate consequence of Lemma 3.2.6 we obtain
Corollary 3.2.7. We have that β−i,2j
(
k[K]) = 0 if i > m or j > m.
Proof. Indeed, R−i,2j(K) = 0 if either i or j is greater than m. 
Now, in order to prove Theorem 3.2.4, we need to show that the cohomology of
R∗(K) is isomorphic to the direct sum of the reduced cohomology of the full subcom-
plexes on the right hand side of Hochster’s formula. We shall see that this is true
even without passing to cohomology, i.e. R∗(K) is isomorphic to ⊕I⊂m C∗(KI),
with the appropriate shift in dimensions, where C∗ denotes the simplicial cochain
groups. To do this, it is convenient to refine the grading in k[K] as follows.
Construction 3.2.8 (multigraded structure in face rings and Tor-algebras). A
multigrading (more precisely, an Nm-grading) is defined in k[v1, . . . , vm] by setting
mdeg vi11 · · · vimm = (2i1, . . . , 2im).
Since k[K] is the quotient of the polynomial ring by a monomial ideal, it inherits
the multigrading. We may assume that all free modules in the resolution (A.2)
are multigraded and the differentials preserve the multidegree. Then the algebra
Tork[m](k[K],k) acquires the canonical Z⊕ Nm-grading, i.e.
Tork[v1,...,vm]
(
k[K],k) = ⊕
i>0, a∈Nm
Tor−i,2a
k[v1,...,vm]
(
k[K],k).
The differential algebra R∗(K) also acquires a Z ⊕ Nm-grading, and Lemma 3.2.6
implies that
(3.8) Tor−i,2a
k[v1,...,vm]
(
k[K],k) ∼= H−i,2a (R∗(K), d).
We may view a subset J ⊂ [m] as a (0, 1)-vector in Nm whose jth coordinate
is 1 if j ∈ J and is 0 otherwise. Then there is the following multigraded version of
Hochster’s formula:
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Theorem 3.2.9. For any subset J ⊂ [m] we have
Tor−i,2J
k[v1,...,vm]
(
k[K],k) ∼= H˜ |J|−i−1(KJ ),
and Tor−i,2a
k[m] (k[K],k) = 0 if a is not a (0, 1)-vector.
Proof of Theorem 3.2.4 and Theorem 3.2.9. Let Cq(KJ ) denote the qth
simplicial cochain group with coefficients in k. Denote by αL ∈ Cp−1(KJ ) the basis
cochain corresponding to an oriented simplex L = (l1, . . . , lp) ∈ KJ ; it takes value 1
on L and vanishes on all other simplices. Now we define a k-linear map
(3.9)
f : Cp−1(KJ ) −→ Rp−|J|,2J(K),
αL 7−→ ε(L, J)uJ\LvL,
where ε(L, J) is the sign defined by
ε(L, J) =
∏
j∈L
ε(j, J),
and ε(j, J) = (−1)r−1 if j is the rth element of the set J ⊂ [m], written in increasing
order. Obviously, f is an isomorphism of k-vector spaces, and a direct check shows
that it commutes with the differentials. Indeed, we have
f(dαL) = f
( ∑
j∈J\L, j∪L∈KJ
ε(j, j ∪ L)αj∪L
)
=
∑
j∈J\L
ε(j ∪ L, J)ε(j, j ∪ L)uJ\(j∪L)vj∪L
(note that vj∪L ∈ k[K], and hence it is zero unless j∪L ∈ KJ ). On the other hand,
df(αL) =
∑
j∈J\L
ε(L, J)ε(j, J \ L)uJ\(j∪L)vj∪L.
By the definition of ε(L, J),
ε(j ∪ L, J)ε(j, j ∪ L) = ε(L, J)ε(j, J)ε(j, j ∪ L) = ε(L, J)ε(j, J \ L),
which implies that f(dαL) = df(αL). Therefore, f together with the map k →
R−|J|,2J(K), 1 7→ uJ , defines an isomorphism of cochain complexes
0→ k d−→ C0(KJ) d−→ · · · d−→ Cp−1(KJ ) d−→ · · ·
↓∼= ↓∼= ↓∼=
0→ R−|J|,2J(K) d−→ R1−|J|,2J(K) d−→ · · · d−→ Rp−|J|,2J(K) d−→ · · ·
Then it follows from (3.8) that
H˜p−1(KJ) ∼= Torp−|J|,2Jk[v1,...,vm]
(
k[K],k),
which is equivalent to the first isomorphism of Theorem 3.2.9. Since R−i,2a (K) = 0
if a is not a (0, 1)-vector, Tor−i,2a
k[m] (k[K],k) vanishes for such a . 
Since Tork[m](k[K],k) is an algebra, the isomorphisms of Theorem 3.2.4 turn
the direct sum
(3.10)
⊕
p>0
J⊂[m]
H˜p−1(KJ )
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into a (multigraded) k-algebra. Consider the product in the simplicial cochains of
full subcomplexes given by
(3.11)
µ : Cp−1(KI)⊗ Cq−1(KJ ) −→ Cp+q−1(KI∪J ),
αL ⊗ αM 7−→
{
αL⊔M , if I ∩ J = ∅;
0, otherwise.
Here αL⊔M ∈ Cp+q−1(KI⊔J ) denotes the basis simplicial cochain corresponding to
L ⊔M if the latter is a simplex of KI⊔J and zero otherwise. If I ∩ J = ∅, then
KI⊔J is a subcomplex in the join KI ∗ KJ , and the above product is the restriction
to KI⊔J of the standard exterior product
Cp−1(KI)⊗ Cq−1(KJ ) −→ Cp+q−1(KI ∗ KJ ).
Proposition 3.2.10. The product in the direct sum
⊕
p>0, J⊂[m] H˜
p−1(KJ )
induced by the isomorphisms from Hochster’s theorem coincides up to a sign with
the product given by (3.11).
Proof. This is a direct calculation. We use the isomorphism f given by (3.9):
αL · αM = f−1
(
f(αL) · f(αM )
)
= f−1
(
ε(L, I)uI\LvL ε(M,J)uJ\MvM
)
If I∩J 6= ∅, then the product uI\LvLuJ\MvM is zero in R∗(K). Otherwise we have
that uI\LvLuJ\MvM = ζ u(I∪J)\(L∪M)vL∪M , where ζ =
∏
k∈I\L ε(k, k∪J \M), and
we can continue the above identity as
αL · αM = ε(L, I) ε(M,J) ζ ε(L ∪M, I ∪ J)αL⊔M .
Note that this calculation also gives the explicit value for the correcting sign, but
we shall not need this. 
Let P be a simple polytope. The multigraded components of Tork[m](k[P ],k)
can be expressed directly in terms of P as follows. Let {F1, . . . , Fm} be the set of
facets of P . Given I ⊂ [m], we define the following subset of the boundary of P :
PI =
⋃
i∈I
Fi.
Proposition 3.2.11. For any subset J ⊂ [m] we have
Tor−i,2J
k[v1,...,vm]
(
k[P ],k
) ∼= H˜ |J|−i−1(PJ),
and Tor−i,2a
k[m] (k[P ],k) = 0 if a is not a (0, 1)-vector.
Proof. Let K = KP be the nerve complex of P . Then the statement follows
from Theorem 3.2.9 and the fact that KJ is a deformation retract of PJ . The
latter is because P is simple, and therefore, PJ =
⋃
i∈J FJ =
⋃
i∈J stK′{i} (by
Proposition 2.3.8), which is the combinatorial neighbourhood of (KJ )′ in K′. 
For a description of the multiplication in Tork[m](k[P ],k) in terms of P , see
Exercise 3.2.14.
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Example 3.2.12.
1. Let P be a 4-gon, so that KP = rr rr1 24 3 , as in Example 3.2.3. This time we
calculate the Betti numbers β−i,2j(k[P ]) using Hochster’s formula. We have
β0,0
(
k[P ]
)
= dim H˜−1(∅) = 1 1
β−1,4
(
k[P ]
)
= dim H˜0
(
P{1,3}
)⊕ H˜0(P{2,4}) = 2 u1v3, u2v4
β−2,8
(
k[P ]
)
= dim H˜1
(
P{1,2,3,4}
)
= 1 u1u2v3v4
where in the right column we include cocycles in the Koszul algebra Λ[u1, . . . , um]⊗
k[P ] representing generators of the corresponding cohomology groups. All other
Betti numbers are zero. We have a nontrivial product [u1v3] · [u2v4] = [u1u2v3v4];
all other products of positive-dimensional classes are zero. Note that in this example
all Tor-groups have bases represented by monomials in the Koszul algebra. This is
not the case in general, as is shown by the next example.
2. Now let K = r r r r1 2 3 4 be the union of two segments. Then the
generator of
Tor−3,8
k[v1,...,v4]
(
k[K],k) ∼= H˜0(K{1,2,3,4};k) ∼= k
is represented by the cocycle u1u2u3v4 − u1u2u4v3 in the Koszul algebra, and it
cannot be represented by a monomial.
3. Let us calculate the Betti numbers (both bigraded and multigraded) of k[K]
for the complex shown in Fig. 3.1, using Hochster’s formula. We have
β0,0 = dim H˜0(∅) = 1,
β−1,4 = β−1,(2,0,0,0,2) + β−1,(0,0,2,2,0) = dim H˜0
(K{1,5})⊕ H˜0(K{3,4}) = 2,
β−1,6 = β−1,(2,2,2,0,0) + β−1,(0,2,0,2,2) = dim H˜1
(K{1,2,3})⊕ H˜1(K{2,4,5}) = 2,
β−2,8 = β−2,(0,2,2,2,2) + β−2,(2,0,2,2,2) + · · ·+ β−2,(2,2,2,2,0)
= dim H˜1
(K{2,3,4,5})⊕ · · · ⊕ H˜1(K{1,2,3,4}) = 5,
β−3,10 = β−3,(2,2,2,2,2) = dim H˜1
(K{1,2,3,4,5}) = 2.
All other Betti numbers are zero.
4. LetK be a triangulation of the real projective plane RP 2 withm vertices (the
minimal example has m = 6, see Fig. 3.2, where the vertices with the same labels
are identified, and the boundary edges are identified according to the orientation
shown). Then, by Hochster’s formula,
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2
3 1
❍❍
❍❍
❍❍❨
✻
✟✟
✟✟
✟✟✯❍❍❍❍❍❍❥
❄✟✟✟✟✟✟✙❅
❅
❅
 
 
 
❆
❆
❆
❆
❆
❆
✁
✁
✁
✁
✁
✁
❆
❆
❆
❆
❆
❆
✁
✁
✁
✁
✁
✁
Figure 3.2. 6-vertex triangulation of RP 2.
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Tor3−m,2m
k[v1,...,vm]
(
k[K],k) = H˜2(K[m];k) = H˜2(RP 2;k) = 0
if the characteristic of k is not 2. On the other hand,
Tor3−m,2mZ2[v1,...,vm]
(
Z2[K],Z2
)
= H˜2(K[m];Z2) = H˜2(RP 2;Z2) = Z2.
This example shows that the Tor-groups of k[K], and even the algebraic Betti
numbers, depend on k. A similar example shows that TorZ[m](Z[K],Z) may have
an arbitrary amount of additive torsion. (This is a well-known fact for the usual
cohomology of spaces, and so we may take K to be a triangulation of a space with
the appropriate torsion in cohomology.)
Exercises.
3.2.13. Let P be a pentagon. Calculate the bigraded Betti numbers of k[P ]
and the multiplication in Tork[m](k[P ],k)
(a) using algebra R∗(KP ) and Lemma 3.2.6;
(b) using Hochster’s theorem and Proposition 3.2.10,
and compare the results.
3.2.14. Use Proposition 3.2.11 and the isomorphism
H˜ |J|−i−1(PJ ) ∼= H |J|−i(P, PJ )
to show that the multiplication induced from Tork[m](k[P ],k) in the direct sum⊕
p>0
J⊂[m]
Hp(P, PJ )
comes from the standard exterior multiplication
Hp(P, PI)⊗Hq(P, PJ ) −→ Hp+q(P, PI ∪ PJ)
when I ∩ J = ∅ and is zero otherwise.
3.2.15. Complete the details in the following algebraic proof of the Alexan-
der duality (Theorem 2.4.5); this argument goes back to the original work of
Hochster [162]:
1. Choose J /∈ K, that is, Ĵ = [m] \ J ∈ K̂, and show that for any L =
{l1, . . . , lq} ⊂ J ,
J \ L /∈ K ⇐⇒ L ∈ lkK̂ Ĵ .
2. Consider the Koszul algebra
S(K) = [Λ[u1, . . . , um]⊗ IK, d]
of the Stanley–Reisner ideal IK (see Lemma A.2.10 and the remark after it), and
show that its multigraded component S−q,2J(K) has a k-basis consisting of mono-
mials uLvJ\L where L ∈ lkK̂ Ĵ .
3. Consider the k-vector space isomorphism
g : Cq−1(lkK̂ Ĵ) −→ S−q,2J(K),
[L] 7−→ uLvJ\L,
where [L] ∈ Cq−1(lkK̂ Ĵ) is the basis simplicial chain corresponding to L. Show that
g commutes with the differentials, and therefore defines an isomorphism of chain
complexes (in analogy with (3.9), but with no correction sign).
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4. Deduce that
H˜q−1(lkK̂ Ĵ)
∼= Tor−q,2J
k[m] (IK,k) ∼= Tor−q−1,2Jk[m] (k[K],k) ∼= H˜ |J|−q−2(KJ ),
where the first isomorphism is obtained by passing to homology in step 3, the
second follows from the long exact sequence of Theorem A.2.5 (e), and the third is
Theorem 3.2.4. It remains to note that the resulting isomorphism is equivalent to
that of Corollary 2.4.6.
3.3. Cohen–Macaulay complexes
It is usually quite difficult to determine whether a given ring is Cohen–Macaulay
(see Appendix, Section A.3). One of the key results of combinatorial commu-
tative algebra, the Reisner Theorem, gives an effective criterion for the Cohen–
Macaulayness of face rings, in terms of simplicial cohomology of K. A reformula-
tion of Reisner’s criterion, due to Munkres and Stanley, tells us that the Cohen–
Macaulayness of the face ring k[K] is a topological property of K, i.e. it depends
only on the topology of the realisation |K|. These results have many important
applications in both combinatorial commutative algebra and toric topology.
Here we assume that k is a field, unless otherwise stated. If K is of dimension
n − 1, then the Krull dimension of k[K] is n (an exercise). We start with the
following combinatorial description of homogeneous systems of parameters (hsop’s)
in k[K] in terms of the restriction homomorphisms sI : k[K] → k[vi : i ∈ I] (see
Proposition 3.1.8).
Lemma 3.3.1. Let K be a simplicial complex of dimension n − 1. A sequence
of homogeneous elements t = (t1, . . . , tn) of the face ring k[K] is a homogeneous
system of parameters if and only if
dimk
(
k[vi : i ∈ I]/sI(t)
)
<∞
for each simplex I ∈ K, where sI(t) is the image of the sequence t under the
restriction map sI .
Proof. Assume that t is an hsop. By applying the right exact functor ⊗k[t] to
the epimorphism sI : k[K]→ k[vi : i ∈ I] we obtain that k[K]/t → k[vi : i ∈ I]/sI(t)
is also an epimorphism. Hence,
dimk
(
k[vi : i ∈ I]/sI(t)
)
6 dimk
(
k[K]/t) <∞.
For the opposite statement, assume that
dimk
⊕
I∈K
k[vi : i ∈ I]/sI(t) <∞.
Consider the short exact sequence of k[t ]-modules
0 −→ k[K] ⊕sI−→
⊕
I∈K
k[vi : i ∈ I] −→ Q −→ 0,
where Q is the quotient module, and the following fragment of the corresponding
long exact sequence for Tor (Theorem A.2.5 (e)):
· · · −→ Tor−1
k[t ](Q,k) −→ k[K]/t −→
⊕
I∈K
k[vi : i ∈ I]/sI(t) −→ · · · .
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Since
⊕
I∈K k[vi : i ∈ I] is a finitely generated k[t ]-module, its quotient Q is also
finitely generated. Hence dimk Tor
−1
k[t ](Q,k) <∞ (see Proposition A.2.6), and, by
the exact sequence above, dimk
(
k[K]/t) <∞. Therefore, t is an hsop in k[K]. 
Recall that we refer to a sequence t = (t1, . . . , tn) ∈ k[K] as linear if deg ti = 2
for all i. We may write a linear sequence as
(3.12) ti = λi1v1 + · · ·+ λimvm, for 1 6 i 6 n.
Here is a simple characterisation of lsops in a face ring (see Definition A.3.9):
Lemma 3.3.2. A linear sequence t = (t1, . . . , tn) ⊂ k[K], dimK = n − 1, is
an lsop if and only if the restriction sI(t) to each simplex of I ∈ K generates the
polynomial algebra k[vi : i ∈ I] (i.e. the rank of the n × |I| matrix ΛI = (λij),
1 6 i 6 n, j ∈ I, is equal to |I|).
Proof. Indeed, if t is linear, then the conditions dimk k[vi : i ∈ I]/sI(t) <∞
and k[vi : i ∈ I]/sI(t) ∼= k are equivalent. The latter means that sI(t) generates
k[vi : i ∈ I] as a k-algebra. 
Note that it is enough to verify the conditions of Lemmata 3.3.1 and 3.3.2 only
for maximal simplices I ∈ K.
Definition 3.3.3. A linear sequence t = (t1, . . . , tn) ⊂ Z[K] is referred to
as a integral lsop if its reduction modulo p is an lsop in Zp[K] for any prime p.
Equivalently, t is an integral lsop if n = dimK+1 and the restriction sI(t) to each
simplex I ∈ K generates the polynomial ring Z[vi : i ∈ I] (the equivalence of these
two conditions is an exercise).
Although the rational face ring Q[K] always admit an lsop by Theorem A.3.10,
an lsop in Zp[K] for a prime p (or an integral lsop in Z[K]) may fail to exist, as is
shown by the next example.
Example 3.3.4.
1. Let K be a simplicial complex of dimension n− 1 on m > 2n vertices whose
1-skeleton is a complete graph. Then the face ring Z2[K] does not admit an lsop.
Indeed, assume that (3.12) is an lsop. Then, by Corollary 3.3.2, each column vector
of the n×m-matrix (λij) is nonzero, and all column vectors are pairwise different
(since each pair of vertices of K spans an edge). This is a contradiction, since the
number of different nonzero vectors in Zn2 is 2
n − 1. By considering the reduction
modulo 2 we obtain that Z[K] also does not admit an integral lsop.
2. There are also simple polytopes P whose face rings k[P ] do not admit
an lsop over Z2 or Z. Indeed, let P be the dual of a 2-neighbourly simplicial n-
polytope (e.g., a cyclic polytope of dimension n > 4, see Example 1.1.17) with
m > 2n vertices. Then the 1-skeleton of KP is a complete graph, and therefore
Z[P ] = Z[KP ] does not admit an lsop. This example is taken from [90].
By considering the reduction modulo 2 we observe that the ring Z[K] for K from
the previous example also does not admit an integral lsop. Existence of integral
lsop’s in the face rings Z[K] is a very subtle question of great importance for toric
topology; it will be discussed in more detail in Section 4.8.
Definition 3.3.5. K is a Cohen–Macaulay complex over a field k if k[K] is a
Cohen–Macaulay algebra. We say that K is a Cohen–Macaulay complex over Z, or
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simply a Cohen–Macaulay complex, if k[K] is a Cohen–Macaulay algebra for k = Q
and any finite field.
Remark. We shall often consider k[K] as a k[m]-module rather than a k-
algebra. However, this does not affect regular sequences and the Cohen–Macaulay
property: it is an easy exercise to show that a sequence t ⊂ k[m] is k[m]-regular
for k[K] as a k[m]-module if and only the image of t in k[K] is k[K]-regular. In
particular, k[K] is a Cohen–Macaulay algebra if and only if it is a Cohen–Macaulay
k[m]-module. We shall therefore not distinguish between these two notions.
Example 3.3.6. Let K = ∂∆2. Then k[K] = k[v1, v2, v3]/(v1v2v3) and
the Krull dimension is dimk[K] = 2. The elements v1, v2 ∈ k[K] are alge-
braically independent, but do not form an lsop, since k[K]/(v1, v2) ∼= k[v3] and
dim
(
k[K]/(v1, v2)
)
= 1. On the other hand, the elements t1 = v1 − v3, t2 = v2 − v3
form an lsop, since k[K]/(t1, t2) ∼= k[t]/t3. It is easy to see that k[K] is a free
k[t1, t2]-module on the basis {1, v1, v21}. Therefore, k[K] is a Cohen–Macaulay ring
and (t1, t2) is a regular sequence.
Cohen–Macaulay complexes can be characterised homologically as follows:
Proposition 3.3.7. The following conditions are equivalent for a simplicial
complex K of dimension n− 1 with m vertices:
(a) K is Cohen–Macaulay over a field k;
(b) β−i(k[K]) = 0 for i > m− n and β−(m−n)(k[K]) 6= 0.
Proof. By definition, condition (a) is that depthk[K] = n. Condition (b)
is equivalent to the equality pdimk[K] = m − n, by Corollary A.2.7. Since
depthk[m] = m, the two conditions are equivalent by Theorem A.3.8. 
Example 3.3.8. Let K be the 6-vertex triangulation of RP 2, see Exam-
ple 3.2.12.4 and Figure 3.2. Then m− n = 3, and, by Theorem 3.2.4,
β−4
(
Z2[K]
)
= dimZ2 H˜
1(RP 2;Z2) = 1,
so K is not Cohen–Macaulay over Z2. On the other hand, a similar calculation
shows that if the characteristic of k is not 2, then β−i(k[K]) = 0 for i > 3 and
β−3(k[K]) = 6, i.e. K is Cohen–Macaulay over such fields.
Proposition 3.3.9 (Stanley). If K is a Cohen–Macaulay complex of dimension
n− 1, then h(K) = (h0, . . . , hn) is an M -vector (see Definition 1.4.13).
Proof. Let K be Cohen–Macaulay, and let t = (t1, . . . , tn) be an lsop in k[K],
where k is a field of zero characteristic. Then, by Proposition A.3.14,
F
(
k[K], λ) = F (k[K]/t ;λ)
(1 − λ2)n .
On the other hand, the Poincare´ series of k[K] is given by Theorem 3.1.10, which
implies that
F
(
k[K]/t ;λ) = h0 + h1λ2 + · · ·+ hnλ2n.
Now, A = k[K]/t is a graded algebra generated by its degree-two elements and
dimkA
2i = hi, so (h0, . . . , hn) is an M -vector by definition. 
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Remark. According to a result of Stanley [293, Theorem II.3.3], if (h0, . . . , hn)
is an M -vector, then there exists an (n− 1)-dimensional Cohen–Macaulay complex
K such that hi(K) = hi. Together with Proposition 3.3.9, this gives a complete
characterisation of face vectors of Cohen–Macaulay complexes.
The following fundamental result gives a combinatorial characterisation of
Cohen–Macaulay complexes:
Theorem 3.3.10 (Reisner [276]). Let k = Z or a field. A simplicial complex K
is Cohen–Macaulay over k if and only if for any simplex I ∈ K (including I = ∅)
and i < dim(lk I), we have H˜i(lk I;k) = 0.
The proof can be found in many texts on combinatorial commutative algebra,
see e.g. [293, §II.4] or [225, Chapter 13]. It is not very hard, but uses the notion
of local cohomology, which is beyond the scope of this book.
The following reformulation of Reisner’s Theorem shows that the Cohen–
Macaulayness is a topological property of a simplicial complex.
Proposition 3.3.11 (Munkres, Stanley). A simplicial complex K is Cohen–
Macaulay over k if and only if for any point x ∈ |K|, we have
Hi(|K|, |K|\ x;k) = H˜i(K;k) = 0 for i < dimK.
Proof. Let I ∈ K. If I = ∅, then H˜i(K;k) = H˜i(lk I;k). If I 6= ∅, then
(3.13) Hi(|K|, |K|\ x;k) = H˜i−|I|(lk I;k)
for any x in the interior of I, by Proposition 2.2.14.
If K is Cohen–Macaulay, then it is pure (Exercise 3.3.20) and therefore lk I is
pure of dimension dimK − |I| (Exercise 2.2.19). Hence, i < dimK implies that
i− |I| < dim lk I and Hi(|K|, |K|\ x;k) = 0 by (3.13) and Theorem 3.3.10.
On the other hand, if Hi(|K|, |K|\ x;k) = 0 for i < dimK, then H˜j(lk I;k) =
Hj+|I|(|K|, |K|\ x;k) = 0 for j < dim lk I, since j + |I| < dim lk I + |I| 6 dimK.
Thus, K is Cohen–Macaulay by Theorem 3.3.10. 
Corollary 3.3.12. If a triangulation of a space X is a Cohen–Macaulay com-
plex, then any other triangulation of X is Cohen–Macaulay as well.
Corollary 3.3.13. Any triangulated sphere is a Cohen–Macaulay complex.
In particular, the h-vector of a triangulated sphere is an M -vector. This fact
was used by Stanley in his generalisation of the UBT (Theorem 1.4.4) to arbitrary
sphere triangulations:
Theorem 3.3.14 (UBT for spheres). For any triangulated (n− 1)-dimensional
sphere K with m vertices, the h-vector (h0, h1, . . . , hn) satisfies the inequalities
hi(K) 6
(
m−n+i−1
i
)
.
Therefore, the UBT holds for triangulated spheres, that is,
fi(K) 6 fi
(
Cn(m)
)
for i = 1, . . . , n− 1.
Proof. Let A = k[K]/t be the algebra from the proof of Proposition 3.3.9, so
that dimkA
2i = hi. In particular, dimkA
2 = h1 = m − n. Since A is generated
by A2, the number hi cannot exceed the number of monomials of degree i in m−n
generators, i.e. hi 6
(
m−n+i−1
i
)
. The rest follows from Lemma 1.4.6. 
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Exercises.
3.3.15. If K is a simplicial complex of dimension n− 1, then dimk[K] = n.
3.3.16. Let t be an lsop in k[K]. Then the k-vector space k[K]/t is generated
by monomials vI for I ∈ K. (Hint: prove that vivI = 0 in k[K]/t for any i ∈ [m]
and for any maximal simplex I ∈ K, and then use Proposition 3.1.9).
3.3.17. A sequence t ⊂ k[m] is k[m]-regular for k[K] as a k[m]-module if and
only the image of t in k[K] is k[K]-regular.
3.3.18. Let t = (t1, . . . , tn) ⊂ Z[K] be a linear sequence, dimK = n − 1. The
following conditions are equivalent:
(a) the reduction of t modulo p is an lsop in Zp[K] for any prime p;
(b) the restriction sI(t) to each simplex I ∈ K generates the polynomial ring
Z[vi : i ∈ I];
(c) for each I ∈ K the columns of the n× |I| matrix (λij), 1 6 i 6 n, j ∈ I,
generate the integer lattice Z|I|.
3.3.19. A finitely generated commutative k-algebra is called a complete inter-
section algebra if it is the quotient of a polynomial algebra by a regular sequence.
Observe that a complete intersection algebra is Cohen–Macaulay. Show that a face
ring k[K] is a complete intersection algebra if and only if it is isomorphic to the
quotient of the form
k[v1, . . . , vm]/(v1v2· · · vk1 , vk1+1vk1+2· · · vk1+k2 , . . . , vk1+···+kp−1+1· · · vk1+···+kp).
This is equivalent to K being decomposable into a join of the form
∂∆k1−1 ∗ ∂∆k2−1 ∗ · · · ∗ ∂∆kp−1 ∗∆m−s−1,
where s = k1 + · · ·+ kp and the join factor ∆m−s−1 is void if s = m.
3.3.20. A Cohen–Macaulay complex is pure. (Hint: given a maximal simplex
J ∈ K, consider the ideal IJ = (vi : i /∈ J) in k[m], and show that
depthk[K] 6 dim(k[m]/IJ) = dimk[vj : j ∈ J ] = |J |.)
3.4. Gorenstein complexes and Dehn–Sommerville relations
Gorenstein rings are a class of Cohen–Macaulay rings with a special duality
property. As in the case of Cohen–Macaulayness, simplicial complexes whose face
rings are Gorenstein play an important role in combinatorial commutative algebra.
In a sense, non-acyclic Gorenstein complexes provide a ‘best possible algebraic ap-
proximation’ to sphere triangulations. We review here the most important aspects
of Gorenstein complexes. The proofs of the main results of this section, in particular
Theorems 3.4.2 and 3.4.4, require considerably more commutative algebraic tech-
niques than those from the previous sections. We refer the reader to [45, Chapter 3]
for the general theory of Gorenstein rings and the missing proofs.
We recall from Proposition 3.3.7 that nonzero Betti numbers of a Cohen–
Macaulay complex K of dimension n− 1 with m vertices appear up to homological
degree −(m− n), and β−(m−n)(k[K]) 6= 0.
Definition 3.4.1. A Cohen–Macaulay complex K of dimension n − 1 with
m vertices is called Gorenstein (over a field k) if β−(m−n)(k[K]) = 1, that is, if
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Tor
−(m−n)
k[m] (k[K],k) ∼= k. Furthermore, K is Gorenstein* if K is Gorenstein and
K = coreK (see Definition 2.2.15).
Since K = core(K) ∗∆s−1 for some s, we have k[K] = k[core(K)] ⊗ k[s]. Then
Lemma A.3.5 implies that
Tor−i
k[m]
(
k[K],k) ∼= Tor−i
k[m−s]
(
k[coreK],k).
Therefore, K is Gorenstein if and only if coreK is Gorenstein*.
As in the case of Cohen–Macaulay complexes, Gorenstein* complexes can be
characterised topologically as follows.
Theorem 3.4.2 ([293, §II.5] or [45, Theorem 5.6.1]). The following conditions
are equivalent:
(a) K is a Gorenstein* complex over k;
(b) for any simplex I ∈ K (including I = ∅) the subcomplex lk I has homology
of a sphere of dimension dim(lk I);
(c) for any x ∈ |K|,
Hi
(|K|, |K|\ x;k) = H˜i(K;k) = {k if i = dimK;
0 otherwise.
In topology, polyhedra |K| satisfying the conditions of the previous theorem are
sometimes called generalised homology spheres (‘generalised’ because a homology
sphere is usually assumed to be a manifold). In particular, triangulated spheres
are Gorenstein* complexes. Triangulated manifolds are not Gorenstein* or even
Cohen–Macaulay in general (Buchsbaum complexes provide a proper algebraic ap-
proximation to triangulated manifolds, see [293, § II.8]). Nevertheless, the Tor-
algebra of a Gorenstein* complex behaves like the cohomology algebra of a mani-
fold: it satisfies Poincare´ duality. This fundamental result was proved by Avramov
and Golod for Noetherian local rings; here we state the graded version of their
theorem in the case of face rings.
Definition 3.4.3. A graded commutative connected k-algebra A is called a
Poincare´ algebra if it is finite dimensional over k, i.e. A =
⊕d
i=0A
i, and the
k-linear maps
Ai → Homk(Ad−i, Ad),
a 7→ ϕa, where ϕa(b) = ab
are isomorphisms for 0 6 i 6 d. The classical example of a Poincare´ algebra is the
cohomology algebra of a manifold.
Theorem 3.4.4 (Avramov–Golod, [45, Theorem 3.4.5]). A simplicial com-
plex K is Gorenstein* if and only if the algebra T = ⊕di=0 T i, where T i =
Tor−i
k[m](k[K],k) and d = max{j : Tor−jk[m](k[K],k) 6= 0}, is a Poincare´ algebra.
Corollary 3.4.5. Let K be a Gorensten* complex of dimension n− 1 on the
set [m]. Then the Betti numbers and the Poincare´ series of the Tor groups satisfy
β−i, 2j
(
k[K]) = β−(m−n)+i, 2(m−j)(k[K]), 0 6 i 6 m− n, 0 6 j 6 m,
F
(
Tor−i
k[m](k[K],k); λ
)
= λ2mF
(
Tor
−(m−n)+i
k[m] (k[K],k); 1λ
)
.
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Proof. Theorems 3.2.4 and 3.4.2 imply that
β−(m−n)
(
k[K]) = β−(m−n),2m(k[K]) = 1.
We therefore have d = m − n and T d = Tor−(m−n), 2m
k[m] (k[K],k) ∼= k in the nota-
tion of Theorem 3.4.4. Since the multiplication in the Tor-algebra preserves the
bigrading, the isomorphisms T i
∼=→ Homk(Tm−n−i, Tm−n) from the definition of a
Poincare´ algebra can be refined to isomorphisms
T i, 2j
∼=−→ Homk(Tm−n−i, 2(m−j), Tm−n, 2m),
where Tm−n, 2m ∼= k. This implies the first identity, and the second is a direct
corollary. 
As a further corollary we obtain the following symmetry property for the
Poincare´ series of the face ring:
Corollary 3.4.6. If K is Gorenstein* of dimension n− 1, then
F
(
k[K], λ) = (−1)nF (k[K], 1λ).
Proof. We apply Proposition A.2.1 to the minimal resolution of the k[m]-
module k[K]. Note that F (k[m];λ) = (1 − λ2)−m. It follows from the formula for
the Poincare´ series from Proposition A.2.1 and Proposition A.2.6 that
F
(
k[K];λ) = (1− λ2)−m m−n∑
i=0
(−1)iF
(
Tor−i
k[m]
(
k[K],k);λ).
Using Corollary 3.4.5, we calculate
F
(
k[K];λ) = (1− λ2)−m m−n∑
i=0
(−1)iλ2mF
(
Tor
−(m−n)+i
k[m]
(
k[K],k); 1λ) =
=
(
1− ( 1λ)2
)−m
(−1)m
m−n∑
j=0
(−1)m−n−jF
(
Tor−j
k[m]
(
k[K],k); 1λ) =
= (−1)nF (k[K]; 1λ). 
Corollary 3.4.7. The Dehn–Sommerville relations hi = hn−i hold for any
Gorenstein* complex of dimension n− 1 (in particular, for any triangulation of an
(n− 1)-sphere).
Proof. This follows from the explicit form of the Poincare´ series for k[K]
(Theorem 3.1.10) and the previous corollary. 
The Dehn–Sommerville relations may be further generalised to wider classes of
complexes and posets; we give some of these generalisations in Section 3.8 below.
Unlike the situation with Cohen–Macaulay complexes, a characterisation of
h-vectors (or, equivalently, f -vectors) of Gorenstein complexes is not known:
Problem 3.4.8 (Stanley). Characterise the h-vectors of Gorenstein complexes.
If the g-conjecture (i.e. the inequalities of Theorem 1.4.14 (b) and (c)) holds
for Gorenstein complexes, then this would imply a solution to the above problem.
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Exercises.
3.4.9. A Gorenstein complex K is Gorenstein* if and only if it is non-acyclic
(i.e. H˜∗(K;k) 6= 0).
3.4.10 ([293, Theorem II.5.1]). Show that K is Gorenstein* if and only if the
following three conditions are satisfied:
(a) K is Cohen–Macaulay;
(b) every (n− 2)-dimensional simplex is contained in exactly two (n− 1)-di-
mensional simplices;
(c) χ(K) = χ(Sn−1), where χ( · ) denotes the Euler characteristic.
3.4.11. Let K be a Gorenstein* complex of dimension n− 1 on [m]. Show that
H˜k(KJ ) ∼= H˜n−2−k(KĴ )
for any J ⊂ [m], where Ĵ = [m] \ J . This is known as Alexander duality for
non-acyclic Gorenstein complexes .
3.5. Face rings of simplicial posets
The whole theory of face rings may be extended to simplicial posets (defined
in Section 2.8), thereby leading to new important classes of rings in combinatorial
commutative algebra and applications in toric topology.
The face ring k[S] of a simplicial poset S was introduced by Stanley [292] as a
quotient of a certain graded polynomial ring by a homogeneous ideal determined by
the poset relation in S. The rings k[S] have remarkable algebraic and homological
properties, albeit they are much more complicated than the Stanley–Reisner face
rings k[K]. Unlike k[K], the ring k[S] is not generated in the lowest positive degree.
Face rings of simplicial posets were further studied by Duval [101] and Maeda–
Masuda–Panov [209], [204], among others. Cohen–Macaulay and Gorenstein* face
rings are particularly important; both properties are topological, that is, depend
only on the topological type of the geometric realisation |S|.
As usual, we shall not distinguish between simplicial posets S and their geo-
metric realisations (simplicial cell complexes) |S|. Given two elements σ, τ ∈ S, we
denote by σ ∨ τ the set of their joins, and denote by σ ∧ τ the set of their meets.
Whenever either of these sets consists of a single element, we use the same notation
for this particular element of S.
To make clear the idea behind the definition of the face ring of a simplicial
poset, we first consider the case when S is a simplicial complex K. Then σ ∧ τ
consists of a single element (possibly ∅), and σ ∨ τ is either empty or consists
of a single element. We consider the graded polynomial ring k[vσ : σ ∈ K] with
one generator vσ of degree deg vσ = 2|σ| for each simplex σ ∈ K. The following
proposition provides an alternative presentation of the face ring k[K], with a larger
set of generators:
Proposition 3.5.1. There is a canonical isomorphism of graded rings
k[K] ∼= k[vσ : σ ∈ K]/I ′K,
where I ′K is the ideal generated by the element v∅ − 1 and all elements of the form
vσvτ − vσ∧τvσ∨τ .
Here we set vσ∨τ = 0 whenever σ ∨ τ is empty.
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Figure 3.3. Simplicial cell complexes.
Proof. The isomorphism is established by the map taking vσ to
∏
i∈σ vi. The
rest is left as an exercise. 
Now let S be an arbitrary simplicial poset with the vertex set V (S) = [m]. In
this case both σ ∨ τ and σ ∧ τ may consist of more than one element, but σ ∧ τ
consists of a single element whenever σ ∨ τ is nonempty.
We consider the graded polynomial ring k[vσ : σ ∈ S] with one generator vσ of
degree deg vσ = 2|σ| for every element σ ∈ S.
Definition 3.5.2 ([292]). The face ring of a simplicial poset S is the quotient
k[S] = k[vσ : σ ∈ S] / IS ,
where IS is the ideal generated by the elements v0ˆ − 1 and
(3.14) vσvτ − vσ∧τ ·
∑
η∈σ∨τ
vη.
The sum over the empty set is zero, so we have vσvτ = 0 in k[S] if σ ∨ τ is empty.
The grading may be refined to an Nm-grading by setting mdeg vσ = 2V (σ).
Here V (σ) ⊂ [m] is the vertex set of σ, and we identify subsets of [m] with (0, 1)-
vectors in {0, 1}m ⊂ Nm as usual. In particular, mdeg vi = 2ei.
Example 3.5.3.
1. The simplicial cell complex shown in Fig. 3.3 (a) is obtained by gluing two
segments along their boundaries and has rank 2. The vertices are 1, 2 and we denote
the 1-dimensional simplices by σ and τ . Then the face ring k[S] is the quotient of
the graded polynomial ring
k[v1, v2, vσ, vτ ], deg v1 = deg v2 = 2, deg vσ = deg vτ = 4
by the two relations
v1v2 = vσ + vτ , vσvτ = 0.
2. The simplicial cell complex in Fig. 3.3 (b) is obtained by gluing two triangles
along their boundaries and has rank 3. The vertices are 1, 2, 3 and we denote the
1-dimensional simplices (edges) by e, f and g, and the 2-dimensional simplices by
σ and τ . The face ring k[S] is isomorphic to the quotient of the polynomial ring
k[v1, v2, v3, vσ, vτ ], deg v1 = deg v2 = deg v3 = 2, deg vσ = deg vτ = 6
by the two relations
v1v2v3 = vσ + vτ , vσvτ = 0.
The generators corresponding to the edges can be excluded because of the relations
ve = v1v2, vf = v2v3 and vg = v1v3.
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Remark. The ideal IS is generated by straightening relations (3.14); these
relations allow us to express the product of any pair of generators via products
of generators corresponding to pairs of ordered elements of the poset. This can
be restated by saying that k[S] is an example of an algebra with straightening law
(ASL for short, also known as a Hodge algebra). Lemma 3.5.4 and Theorem 3.5.7
below reflect algebraic properties of ASL’s, and may be restated in this generality.
For more on the theory of ASL’s see [293, § III.6] and [45, Chapter 7].
A monomial vi1σ1v
i2
σ2 · · · vikσk ∈ k[vσ : σ ∈ S] is standard if σ1 < σ2 < · · · < σk.
Lemma 3.5.4. Any element of k[S] can be written as a linear combination of
standard monomials.
Proof. It is enough to prove the statement for elements of k[S] represented
by monomials in generators vσ. We write such a monomial as a = vτ1vτ2 · · · vτk
where some of the τi may coincide. We need to show that any such monomial can
be expressed as a sum of monomials
∑
vσ1 · · · vσl with σ1 6 · · · 6 σl. We may
assume by induction that τ2 6 · · · 6 τk. Using relation (3.14) we can replace a by
vτ1∧τ2
( ∑
ρ∈τ1∨τ2
vρ
)
vτ3 · · · vτk .
Now the first two factors in each summand above correspond to ordered elements
of S. We proceed by replacing the products vρvτ3 by vρ∧τ3(
∑
π∈ρ∨τ3
vπ). Since
τ1∧τ2 6 ρ∧τ3, now the first three factors in each monomial are in order. Continuing
this process, we obtain in the end a sum of monomials corresponding to totally
ordered sets of elements of S. 
We refer to the presentation from Lemma 3.5.4 as a standard representation of
an element a ∈ k[S].
Given σ ∈ S, we define the corresponding restriction homomorphism as
sσ : k[S]→ k[S]/(vτ : τ 6 σ).
The following result is straightforward.
Proposition 3.5.5. Let |σ| = k with V (σ) = {i1, . . . , ik}. Then the image of
the homomorphism sσ is the polynomial ring k[vi1 , . . . , vik ].
The next result generalises Proposition 3.1.8 to simplicial posets.
Theorem 3.5.6. The direct sum
s =
⊕
σ∈Ssσ : k[S] −→
⊕
σ∈S
k[vi : i ∈ V (σ)]
of all restriction maps is a monomorphism.
Proof. Take a nonzero element a ∈ k[S] and write its standard representation.
Fix a standard monomial vi1σ1 · · · vikσk which enters into this decomposition with a
nonzero coefficient. Allowing some of the exponents ij to be zero, we may assume
that σk is a maximal element in S and |σj | = j for 1 6 j 6 k. We shall prove
that sσk(a) 6= 0. Identify sσk(k[S]) with the polynomial ring k[t1, . . . , tk] (so that
tj = vij in the notation of Proposition 3.5.5). Then sσk(vσk) = t1 · · · tk, and we may
assume without loss of generality that sσk(vσj ) = t1 · · · tj for 1 6 j 6 k. Hence,
sσk
(
vi1σ1 · · · vikσk
)
= ti11 (t1t2)
i2 · · · (t1 · · · tk)ik .
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If we prove that no other monomial vj1τ1 · · · vjmτm is mapped by sσk to the same element
of k[t1, . . . , tk], then this would imply that sσk(a) 6= 0. Note that
sσk(v
j1
τ1 · · · vjmτm) = 0 if τi 6 σk for some i with ji 6= 0,
so that we may assume that m = k. Now suppose that
(3.15) sσk
(
vi1σ1 · · · vikσk
)
= sσk
(
vj1τ1 · · · vjkτk
)
.
We shall prove that vi1σ1 · · · vikσk = vj1τ1 . . . vjkτk . We may assume by induction that the
‘tails’ of these monomial coincide, that is, there is some q, 1 6 q 6 k, such that
ip = jp and σp = τp for ip 6= 0 whenever p > q. We shall prove that iq = jq and
σq = τq if iq 6= 0. We obtain from (3.15) that
sσk
(
vi1σ1 · · · viqσq
)
(t1 · · · tq+1)iq+1 · · · (t1 · · · tk)ik =
= sσk
(
vj1τ1 · · · vjqτq
)
(t1 · · · tq+1)iq+1 · · · (t1 · · · tk)jk ,
hence, sσk(v
i1
σ1 · · · v
iq
σq ) = sσk(v
j1
τ1 · · · v
jq
τq ). Let jl be the last nonzero exponent in
vj1τ1 · · · v
jq
τq (i.e. jl+1 = · · · = jq = 0). Then we also have il+1 = · · · = iq = 0,
as otherwise sσk(v
i1
σ1 · · · v
iq
σq ) is divisible by t1 · · · tl+1, while sσk(vj1τ1 · · · v
jq
τq ) is not.
We also have il = jl and σl = τl, since il is the maximal power of the monomial
t1 · · · tl which divides sσk(vi1σ1 · · · v
iq
σq ). We conclude by induction that v
i1
σ1 · · · vikσk =
vj1τ1 · · · vjkτk , and sσk(a) 6= 0. 
Remark. The proof above also shows that the map s =
⊕
σ sσ in Theo-
rem 3.5.6 can be defined as the sum over only the maximal elements σ ∈ S.
Theorem 3.5.7. The standard representation of an element a ∈ k[S] is unique.
In other words, the standard monomials vi1σ1 · · · vikσk form a k-basis of k[S].
Proof. This follows directly from Lemma 3.5.4 and Theorem 3.5.6. 
Lemma 3.3.1, which describes hsop’s in the face rings of simplicial complexes,
can be readily extended to simplicial posets (the same proof based on the properties
of the restriction map s works):
Lemma 3.5.8. Let S be a simplicial poset of rank n. A sequence of homogeneous
elements t = (t1, . . . , tn) of k[S] is a homogeneous system of parameters if and only
dimk
(
k[vi : i ∈ V (σ)]/sσ(t)
)
<∞
for each element σ ∈ S.
The f -vector of a simplicial poset S is f (S) = (f0, . . . , fn−1), where n − 1 =
dimS and fi is the number of elements of rank i + 1 (i.e. the number of faces of
dimension i in the simplicial cell complex). We also set f−1 = 1. The h-vector
h(S) = (h0, . . . , hn) is then defined by (2.3).
The Poincare´ series of the face ring k[S] has exactly the same form as in the
case of simplicial complexes:
Theorem 3.5.9. We have
F
(
k[S];λ) = n∑
k=0
fk−1λ
2k
(1− λ2)k =
h0 + h1λ
2 + · · ·+ hnλ2n
(1− λ2)n .
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Proof. By Theorem 3.5.7, we need to calculate the Poincare´ series of the k-
vector space generated by the monomials vi1σ1 · · · vikσk with σ1 < · · · < σk. For every
σ ∈ S denote byMσ the set of such monomials with σk = σ and ik > 0. Let |σ| = k;
consider the restriction homomorphism sσ to the polynomial ring k[t1, . . . , tk]. Then
sσ(Mσ) is the set of monomials in k[t1, . . . , tk] which are divisible by t1 · · · tk.
Therefore, the Poincare´ series of the subspace generated by the set Mσ is λ2k(1−λ2)k .
Now, to finish the proof of the first identity we note that S is the union ⋃σ∈SMσ
of the nonintersecting subsets Mσ. The second identity follows from (2.3). 
As we have seen in Exercise 3.1.15, the face ring k[K] of a simplicial complex
can be realised as the limit of a diagram of polynomial algebras over catop(K). A
similar description exists for the face ring k[S]:
Construction 3.5.10 (k[S] as a limit). We consider the diagram k[ ·]S similar
to that of Exercise 3.1.15:
k[ · ]S : catop(S) −→ cga,
σ 7−→ k[vi : i ∈ V (σ)],
whose value on a morphism σ 6 τ is the surjection
k[vi : i ∈ V (τ)]→ k[vi : i ∈ V (σ)]
sending each vi with i /∈ V (σ) to zero.
Lemma 3.5.11. We have
k[S] = limk[ · ]S
where the limit is taken in the category cga.
Proof. We set up a total order on the elements of S so that the rank func-
tion does not decrease, and proceed by induction. We therefore may assume the
statement is proved for a simplicial poset T , and need to prove it for S which is
obtained from T by adding one element σ. Then S<σ = {τ ∈ S : τ < σ} is the face
poset of the boundary of the simplex ∆σ. Geometrically, we may think of |S| as
obtained from |T | by attaching one simplex ∆σ along its boundary (if |σ| = 1, then
∆σ is a single point, so |S| is a disjoint union of |T | and a point). We therefore
need to prove that the following is a pullback diagram:
(3.16)
k[S] −−−−→ k[S6σ]y y
k[T ] −−−−→ k[S<σ ].
Here the vertical arrows map vσ to 0, while the horizontal ones map vτ to 0 for
τ 6 σ. Denote by A the pullback of (3.16) with k[S] dropped. We need to show
that the natural map k[S]→ A is an isomorphism.
Since the limits in cga are created in the underlying category of graded k-
vector spaces, the space of A is the direct sum of k[T ] and k[S6σ ] with the pieces
k[S<σ] identified in both spaces. In other words,
(3.17) A = T ⊕ k[S<σ]⊕ S,
where T is the complement to k[S<σ] in k[T ], and S is the complement to k[S<σ]
in k[S6σ ]. By Theorem 3.5.7, the space k[S<σ] has basis of standard monomials
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vj1τ1v
j2
τ2 · · · vjkτk with τk < σ. Similarly, S has basis of those monomials with τk = σ and
jk > 0, while T has basis of those monomials with τk 6 σ and jk > 0. Yet another
application of Theorem 3.5.7 gives a decomposition of k[S] identical to (3.17): a
standard basis monomial vj1τ1v
j2
τ2 · · · vjkτk with jk > 0 has either τk 6 σ, or τk < σ, or
τk = σ. These three possibilities map to T , k[S<σ] and S respectively. It follows
that k[S]→ A is an isomorphism of k-vector spaces. Since it is an algebra map, it
is also an isomorphism of algebras, thus finishing the proof. 
The description of k[S] as a limit has the following important corollary, describ-
ing the functorial properties of the face rings and generalising Proposition 3.1.5.
Proposition 3.5.12. Let f : S → T be a rank-preserving map of simplicial
posets. Define a homomorphism
f∗ : k[wτ : τ ∈ T ]→ k[vσ : σ ∈ S], f∗(wτ ) =
∑
σ∈f−1(τ), |σ|=|τ |
vσ.
Then f∗ descends to a ring homomorphism k[T ] → k[S], which we continue to
denote by f∗.
Proof. The poset map f gives rise to a functor f : catop(S)→ catop(T ) and
therefore to a natural transformation
f∗ : [catop(T ),cga]→ [catop(S),cga],
where [catop(S),cga] denotes the functors from catop(S) to cga. It is easy to
see that f∗ k[ · ]T = k[ · ]S in the notation of Construction 3.5.10, so we have the
induced map of limits f∗ : k[T ]→ k[S]. We also have that f∗(wτ ) =
∑
σ∈f−1(τ) vσ
by the construction of lim in cga. 
Example 3.5.13. The folding map (2.9) induces a monomorphism k[KS ] →
k[S], which embeds k[KS ] in k[S] as the subring generated by the elements vi.
Remark. An attempt to prove Proposition 3.5.12 directly from the definition,
by showing that f∗(IT ) ⊂ IS , runs into a complicated combinatorial analysis of
the poset structure. This is an example of a situation where the use of an abstract
categorical description of k[S] proves to be beneficial.
Let k[m] = k[v1, . . . , vm] be the polynomial algebra on m generators of degree 2
corresponding to the vertices of S. The face ring k[S] acquires a k[m]-algebra
structure via the map k[m] → k[S] sending each vi identically. (Unlike the case
of simplicial complexes, this map is generally not surjective.) We thereby obtain a
Z⊕ Nm-graded Tor-algebra of k[S]:
Tork[v1,...,vm]
(
k[S],k) = ⊕
i>0,a∈Nm
Tor−i, 2a
k[v1,...,vm]
(
k[S],k),
by analogy with Construction 3.2.8 for simplicial complexes.
We finish this section by stating a generalisation of Hochster’s theorem to
simplicial posets, and deriving some of its corollaries.
Theorem 3.5.14 (Duval [101], see also [199]). For any subset J ⊂ [m] we
have
Tor−i,2J
k[v1,...,vm]
(
k[S],k) ∼= H˜ |J|−i−1(|SJ |;k),
where SJ the subposet of S consisting of those σ for which V (σ) ⊂ J . Also,
Tor−i,2a
k[m] (k[S],k) = 0 if a is not a (0, 1)-vector.
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Proof. The argument follows the lines of the proof of Theorem 3.2.9. We
define the quotient differential graded algebra
R∗(S) = Λ[u1, . . . , um]⊗ k[S]/IR
where IR is the ideal generated by the elements
uivσ with i ∈ V (σ), and vσvτ with σ ∧ τ 6= 0ˆ.
Note that the latter condition is equivalent to V (σ) ∩ V (τ) 6= ∅.
Then we need to prove the analogue of Lemma 3.2.6, that is, to show that the
quotient projection
̺ : Λ[u1, . . . , um]⊗ k[S] → R∗(S)
induces an isomorphism in cohomology. This can be done by providing the appro-
priate chain homotopy, as in the proof of Lemma 3.2.6, but the formulae will be
more complicated. Alternatively, we can use a topological argument, see the proof
of Theorem 4.10.6 below.
Let Cp−1(|SJ |) denote the (p − 1)th cellular cochain group of |SJ | with coeffi-
cients in k. It has a basis of cochains ασ corresponding to elements σ ∈ SJ with
|σ| = p. We define a k-linear map
f : Cp−1(|SJ |) −→ Rp−|J|,2J(S), ασ 7−→ ε(V (σ), J)uJ\V (σ)vσ,
where ε(V (σ), J) is the sign from the proof of Theorem 3.2.9. This map is an
isomorphism of cochain complexes; the details are left to the reader. Therefore,
H˜p−1(|SJ |) ∼= Torp−|J|,2Jk[v1,...,vm]
(
k[S],k),
which is equivalent to the first required isomorphism. Since R−i,2a (S) = 0 if a is
not a (0, 1)-vector, Tor−i,2a
k[m] (k[K],k) vanishes for such a . 
We define the multigraded algebraic Betti numbers of k[S] as
β−i, 2a
(
k[S]) = dimk Tor−i, 2ak[v1,...,vm](k[S],k),
for 0 6 i 6 m, a ∈ Nm. We also set
β−i
(
k[S]) = dimkTor−ik[v1,...,vm](k[S],k) = ∑
a∈Nm
β−i, 2a
(
k[S]).
Example 3.5.15. Let S be the simplicial poset of Example 3.5.3.1. By The-
orem 3.5.14, β0,(0,0)(k[S]) = β0,(2,2)(k[S]) = 1, and the other Betti numbers are
zero. This implies that k[S] is a free k[v1, v2]-module with two generators, 1 and vσ,
of degree 0 and 4 respectively.
Note that unlike the case of simplicial complexes, β0(k[S]) may be larger than 1.
In fact, the following proposition follows easily from Theorem 3.5.14.
Proposition 3.5.16. The number of generators of k[S] as a k[m]-module equals
β0(k[S]) =
∑
J⊂[m]
dim H˜ |J|−1
(|SJ |).
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Exercises.
3.5.17. Finish the proof of Proposition 3.5.1.
3.5.18. Fill in the details in the proof of Theorem 3.5.14.
3.5.19. Calculate the multigraded Betti numbers for the simplicial poset of
Example 3.5.3.2.

Face rings: additional topics
3.6. Cohen–Macaulay simplicial posets
Assume given a property A of simplicial complexes. Then we can extend this
property to posets by postulating that a poset P has the property A if the order
complex ord(P) (see Definition 2.3.6) has the property A. In particular, Cohen–
Macaulay and Gorenstein posets can be defined in this way. Simplicial posets S
are of particular interest to us; in this case the order complex is identified with
the barycentric subdivision S ′ (to be precise, with the cone over the barycentric
subdivision, as we include the empty simplex, but this difference is inessential for
the definitions to follow).
Definition 3.6.1. A simplicial poset S is Cohen–Macaulay (over k) if its
barycentric subdivision S ′ is a Cohen–Macaulay simplicial complex.
By definition, S is a Cohen–Macaulay simplicial poset if and only if the face ring
k[S ′] is Cohen–Macaulay. Since the face ring is also defined for the face poset S itself
(and not only for its barycentric subdivision), it is perfectly natural to ask whether
the class of Cohen–Macaulay simplicial posets admits an intrinsic description in
terms of their face rings k[S]. One would achieve such a description by proving that
the ring k[S ′] is Cohen–Macaulay if and only if the ring k[S] is Cohen–Macaulay.
The ‘if’ part follows from the general theory of ASL’s, see [292, Corollary 3.7].
The ‘only if’ part was proved in [204]; the proof uses the decomposition of the
barycentric subdivision into a sequence of stellar subdivisions and then goes on to
show that the Cohen–Macaulay property is preserved under stellar subdivisions.
We include this characterisation of Cohen–Macaulay simplicial posets in terms of
their face rings in Theorem 3.6.7 below.
Since many of the constructions in this section are geometric, we often talk
about simplicial cell complexes rather than simplicial posets. We say that a simpli-
cial subdivision of a simplicial cell complex S is regular if it is a simplicial complex.
For instance, the barycentric subdivision is regular. Since the Cohen–Macaulayness
of a simplicial complex is a topological property (see Proposition 3.3.11), we have
the following statement.
Proposition 3.6.2. The following conditions are equivalent:
(a) the barycentric subdivision of a simplicial cell complex S is a Cohen–
Macaulay complex;
(b) any regular subdivision of S is a Cohen–Macaulay complex;
(c) a regular subdivision of S is a Cohen–Macaulay complex.
As a further corollary we obtain that Proposition 3.3.11 itself extends to sim-
plicial cell complexes, i.e. the property of a simplicial cell complex to be Cohen–
Macaulay is also topological.
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By analogy with Definition 2.2.13, we define the star and the link of σ ∈ S as
the following subcomplexes:
stS σ = {τ ∈ S : σ ∨ τ is nonempty};
lkS σ = {τ ∈ S : σ ∨ τ is nonempty, and τ ∧ σ = 0ˆ}.
Remark. If S is a simplicial complex, then the poset lkS σ is isomorphic to
the open semi-interval
S>σ = {ρ ∈ S : ρ > σ},
and | stS σ| ∼= ∆σ ∗ | lkS σ|, where ∗ denotes the join. However, none of these
isomorphisms holds for general S, see Example 3.6.5 below.
Because of this remark, we cannot simply extend the definition of stellar subdi-
visions (Definition 2.7.1) to simplicial cell complexes. Instead, we define the stellar
subdivision ssσ S of S at σ as the simplicial cell complex obtained by stellarly
subdividing each face containing σ in a compatible way.
Proposition 3.6.3. The barycentric subdivision S ′ can be obtained as a se-
quence of stellar subdivisions, one at each face σ ∈ S, starting from the maximal
faces. Moreover, each stellar subdivision in the sequence is applied to a face whose
star is a simplicial complex.
Proof. Assume dimS = n− 1. We start by applying to S stellar subdivisions
at all (n− 1)-dimensional faces. Denote the resulting complex by S1. The (n− 2)-
faces of S1 are of two types: the “old” ones, remaining from S, and the “new” ones,
appearing as the result of the stellar subdivisions. Then we take stellar subdivisions
of S1 at all “old” (n − 2)-faces, and denote the result by S2. Next we apply to S2
stellar subdivisions at all (n−3)-faces remaining from S. Proceeding in this way, at
the end we get Sn−1 = S ′. To prove the second statement, consider two subsequent
complexes R and R˜ in the sequence, so that R˜ is obtained from R by a single
stellar subdivision at some σ ∈ S. Then stR σ is isomorphic to ∆σ ∗ (S>σ)′ and
therefore it is a simplicial complex. 
We proceed with two lemmata necessary to prove our main result.
Lemma 3.6.4. Let S be a simplicial poset of rank n with vertex set V (S) = [m],
and assume that the first k vertices span a face σ. Assume further that stS σ is a
simplicial complex, and let S˜ be the stellar subdivision of S at σ. Let v denote the
degree-two generator of k[S˜] corresponding to the added vertex. Then there exists
a unique homomorphism β : k[S]→ k[S˜] such that
vτ 7→ vτ for τ /∈ stS σ;
vi 7→ v + vi, for i = 1, . . . , k;
vi 7→ vi, for i = k + 1 . . . ,m.
Moreover, β is injective, and if t is an hsop in k[S], then β(t) is an hsop in k[S˜].
Proof. In order to define the map β we first need to specify the images of vτ
for all τ ∈ stS σ. Choose such a vτ and let V (τ) = {i1, . . . , iℓ} be its vertex set.
Then we have the following identity in the ring k[S] = k[vτ : τ ∈ S]/IS :
(3.18) vi1 · · · viℓ = vτ +
∑
η : V (η)=V (τ), η 6=τ
vη.
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For any vη in the latter sum we have η /∈ stS σ, since stS σ is a simplicial complex,
in which any set of vertices spans at most one face. Since β is already defined on
the product on the left hand side and on the sum on the right hand side above, this
determines β(vτ ) uniquely.
We therefore obtain a map of polynomial algebras k[vτ : τ ∈ S]→ k[vτ : τ ∈ S˜]
(which we denote by the same letter β for a moment), and need to check that it
descends to a map of face rings, k[S] → k[S˜]. In other words, we need to verify
that β(IS) ⊂ IS˜ .
It is clear from the definition of β that we have the commutative diagram
k[vτ : τ ∈ S] p //
β

k[S] s //
β
✤
✤
✤
⊕
τ∈S k[vi : i ∈ V (τ)]
s(β)

k[vτ : τ ∈ S˜] p˜ // k[S˜] s˜ //
⊕
τ∈S˜ k[vi : i ∈ V (τ)],
in which the middle vertical map is not yet defined. Here by s and s˜ we denote
the restriction maps from Theorem 3.5.6, and s(β) is the map induced by β on the
direct sum of polynomial algebras. Now let x ∈ IS , i.e. p(x) = 0. Then, by the
commutativity of the diagram, s˜p˜β(x) = 0. Since s˜ is injective, we have p˜β(x) = 0.
Hence, β(x) ∈ IS˜ , which implies that the middle vertical map is well defined.
The last statement also follows from the commutative diagram above. The
map s(β) sends each direct summand of its domain isomorphically to at least one
summand of its range, and therefore it is injective. Thus, β : k[S] → k[S ′] is also
injective. The statement about hsop’s then follows Lemma 3.5.8. 
Remark. If we defined the map β by sending each vi identically, then it would
still give rise to a ring homomorphism k[S] → k[S˜], but the latter would not be
injective (for example, it would map vσ ∈ k[S] to zero).
Example 3.6.5. The assumption on stS σ in Lemma 3.6.4 is not always sat-
isfied. For example, if S is obtained by identifying two 2-simplices along their
boundaries, and σ is any edge, then stS σ = S, which is not a simplicial complex.
Note also that if stS σ is not a simplicial complex, then the map β : k[S]→ k[S ′]
is not determined uniquely by the conditions specified in Lemma 3.6.4 (we cannot
determine the images of vτ with τ ∈ stS σ). Nevertheless, it is still possible to
define the map β : k[S]→ k[S ′] for an arbitrary simplicial poset S, see Section 7.9.
Lemma 3.6.6. Assume that k[S] is a Cohen–Macaulay ring, and let S˜ be a
stellar subdivision of S at σ such that stS σ is a simplicial complex. Then k[S˜] is a
Cohen–Macaulay ring.
Proof. We first prove that stS σ is a Cohen–Macaulay complex. Since stS σ =
∆σ ∗ lkS σ, it is enough to verify that lkS σ is Cohen–Macaulay. This follows from
Reisner’s Theorem (Theorem 3.3.10) and the fact that simplicial cohomology of
lkS σ is a direct summand in local cohomology of k[S] (see [293, Theorem II.4.1]
or [45, Theorem 5.3.8]).
Choose an hsop t = (t1, . . . , tn) in k[S] and set t˜ = β(t). Let
p : k[S]→ k[S]/(vτ : τ /∈ stS σ) = k[stS σ]
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be the quotient projection. Set R = ker p. Similarly, set
R˜ = ker
(
p˜ : k[S˜]→ k[stS˜ v]
)
,
where v is the new vertex added in the process of stellar subdivision. Since the
simplicial cell complexes S and S˜ do not differ on the complements of stS σ and
stS˜ v respectively, the map β restricts to the identity isomorphism R → R˜. We
therefore have the following commutative diagram with exact rows:
0 −−−−→ R −−−−→ k[S] p−−−−→ k[stS σ] −−−−→ 0y∼= yβ y
0 −−−−→ R˜ −−−−→ k[S˜] p˜−−−−→ k[stS˜ v] −−−−→ 0,
Applying the functors ⊗k[t ]k and ⊗k[˜t ]k to the diagram above, we get a map
between the long exact sequences for Tor. Consider the following fragment:
Tor−2
k[t ](k[st σ],k)
f→ Tor−1
k[t ](R,k)→ Tor−1k[t ] k[S],k)→ Tor−1k[t ](k[st σ],k)
↓ ↓ ∼= ↓ ↓
Tor−2
k[˜t ]
(k[st v],k)
f˜→ Tor−1
k[˜t ]
(R˜,k)→ Tor−1
k[˜t ]
(k[S˜],k)→ Tor−1
k[˜t ]
(k[st v],k).
Since k[S] is Cohen–Macaulay, Tor−1
k[t ](k[S],k) = 0 and the map f is surjective.
Then f˜ is also surjective. Since stS σ is a Cohen–Macaulay simplicial complex and
| stS σ| ∼= | stS˜ v|, Proposition 3.3.11 implies that k[st v] is Cohen–Macaulay. There-
fore, Tor−1
k[˜t ]
(k[st v],k) = 0. Since f˜ is surjective, we also have Tor−1
k[˜t ]
(k[S˜],k) = 0.
Hence k[S˜] is free as a k[t˜ ]-module (see [203, Lemma VII.6.2]) and thereby is
Cohen–Macaulay. 
Now we can prove the main result of this section:
Theorem 3.6.7. A simplicial poset S is Cohen–Macaulay if and only if the
face ring k[S] is Cohen–Macaulay.
Proof. The fact that the face ring of a Cohen–Macaulay simplicial poset S is
Cohen–Macaulay is proved in [292, Corollary 3.7] (see also [293, § III.6]) using the
theory of ASL’s.
Assume now that k[S] is a Cohen–Macaulay ring. Since the barycentric subdi-
vision S ′ is obtained by a sequence of stellar subdivisions, subsequent application
of Lemma 3.6.6 shows that k[S ′] is also Cohen–Macaulay. Thus, S ′ is a Cohen–
Macaulay poset. 
We end this section by giving Stanley’s characterisation of h-vectors of Cohen–
Macaulay simplicial posets.
Theorem 3.6.8 (Stanley). The integer vector h = (h0, h1, . . . , hn) is the h-
vector of a Cohen–Macaulay simplicial poset if and only if h0 = 1 and hi > 0.
Proof. Let h = h(S) for a Cohen–Macaulay simplicial poset S. The condition
h0 = 1 follows from the definition of the h-vector, see (2.3). Let k be a field of zero
characteristic, and t = (t1, . . . , tn) an lsop in k[S] (since k[S] is not generated by
linear elements, the existence of an lsop is not automatic and is left as an exercise;
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alternatively, see [292, Lemma 3.9]). Comparing the formula for the Poincare´ series
from Proposition A.3.14 with that of Theorem 3.5.9, we obtain
F
(
k[S]/t ;λ) = h0 + h1λ2 + · · ·+ hnλ2n.
Hence, hi > 0, as needed.
Now we construct a Cohen–Macaulay simplicial cell complex S with any
given h-vector such that h0 = 1 and hi > 0. First note that h(∆
n−1) =
(1, 0, . . . , 0) and ∆n−1 is a Cohen–Macaulay simplicial (cell) complex. Now, given
an (n−1)-dimensional Cohen–Macaulay simplicial cell complex S with the h-vector
(h0, . . . , hn), it suffices to construct, for any k = 1, . . . , n, a new Cohen–Macaulay
simplicial cell complex Sk with the h-vector given by
(3.19) h(Sk) = (h0, . . . , hk−1, hk + 1, hk+1, . . . , hn).
To do this, we choose an (n− 1)-face of S, and in this face choose some k faces of
dimension n− 2. Then add to S a new (n− 1)-simplex by attaching it along some
k faces of dimension n − 2 to the chosen k faces of S. A direct check shows that
the h-vector of the resulting simplicial cell complex Sk is given by (3.19). The fact
that Sk is Cohen–Macaulay follows directly from Proposition 3.3.11. 
Note that this characterisation is substantially simpler than that for simplicial
complexes (see Propositions 3.3.9 and the remark after it).
Exercises.
3.6.9. The map of face rings k[S]→ k[S˜] of Lemma 3.6.4 is not induced by any
poset map S˜ → S.
3.6.10. Let S˜ be a stellar subdivision of S at σ such that stS σ is a simplicial
complex. Show that the ring k[S] is Cohen–Macaulay if and only if k[S˜] is Cohen–
Macaulay, i.e. the converse of Lemma 3.6.6 holds.
3.6.11. If k is of characteristic zero, then k[S] admits an lsop.
3.7. Gorenstein simplicial posets
Gorenstein simplicial posets arise in toric topology as the combinatorial struc-
tures associated to the orbit quotients of torus manifolds, which are the subject of
Chapter 7. It was exactly this particular feature of Gorenstein simplicial posets
which allowed Masuda [207] to complete the characterisation of their h-vectors,
conjectured by Stanley in [292]. We include Masuda’s result here as Theorem 3.7.4.
Definition 3.7.1. A simplicial poset S is Gorenstein (respectively, Goren-
stein* ) if its barycentric subdivision S ′ is a Gorenstein (respectively, Gorenstein*)
simplicial complex.
Like Cohen–Macaulayness, the property of a simplicial poset S being Goren-
stein* depends only on the topology of the realisation |S| (this follows from Theo-
rem 3.4.2). In particular, simplicial cell subdivisions of spheres are Gorenstein*.
The problem of characterisation of h-vectors of Gorenstein* simplicial posets
is more subtle than the corresponding question in the Cohen–Macaulay case. (Al-
though this problem is much easier for simplicial posets than for simplicial com-
plexes, see the discussion of the g-conjecture in Sections 2.5 and 3.4.)
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Theorem 3.7.2. Let h(S) = (h0, h1, . . . , hn) be the h-vector of a Gorenstein*
simplicial poset of rank n. Then h0 = 1, hi > 0 and hi = hn−i for any i.
Proof. The inequalities hi > 0 follow from the fact that S is Cohen–Macaulay
(Theorem 3.6.8). The identities hi = hn−i will follow from the expression of the
h-vector of the barycentric subdivision S ′ via h(S) and from the Dehn–Sommerville
relations for the Gorenstein* simplicial complex S ′. Indeed, repeating the argument
from Lemmata 2.3.4 and 2.3.5 we obtain the identity h(S ′) = Dh(S), in which the
vector h(S ′) is symmetric, i.e. satisfies the Dehn–Sommerville relations. It can be
checked directly using some identities for binomial coefficients that the operator D
(and its inverse) takes symmetric vectors to symmetric ones (which is equivalent
to the identity dpq = dn+1−p,n+1−q). This calculation can be avoided by using
the following argument. The Dehn–Sommerville relations specify a linear subspace
W of dimension k =
[
n
2
]
+ 1 in the space Rn+1 with coordinates h0, . . . , hn. We
need to check that this subspace is D-invariant. To do this it suffices to choose
a basis e1, . . . , ek in W and check that De i ∈ W for all i. There is a basis in
W consisting of h-vectors of simplicial spheres (and even simplicial polytopes, see
the proof of Proposition 1.4.1). Since the barycentric subdivision of a simplicial
sphere is a simplicial sphere, the vectors Dei, 1 6 i 6 k, are also symmetric,
and W is a D-invariant subspace. Thus, the vector h(S) = D−1h(S ′) satisfies the
Dehn–Sommerville relations. 
Theorem 3.7.3 ([292, Theorem 4.3]). Let h = (h0, h1, . . . , hn) be an integer
vector with h0 = 1, hi > 0 and hi = hn−i. Any of the following (mutually exclusive)
conditions are sufficient for the existence of a Gorenstein* simplicial poset of rank
n and h-vector h(S) = h:
(a) n is odd;
(b) n is even and hn/2 is even;
(c) n is even, hn/2 is odd, and hi > 0 for all i.
Proof. We start with the following two basic examples of (n− 1)-dimensional
simplicial cell complexes of dimension: ∂∆n, with h-vector h(∂∆n) = (1, 1, . . . , 1);
and Sn, the simplicial cell complex obtained by identifying two (n − 1)-simplices
along their boundaries, with h(Sn) = (1, 0, . . . , 0, 1). By applying the standard
operations of join and connected sum (Constructions 2.2.8 and 2.2.11) to these two
complexes we can obtain a simplicial cell complex with any prescribed h-vector
satisfying the conditions of the theorem. Indeed, for k 6= n− k we have
h(Sk ∗ Sn−k) = (1, 0, . . . , 0, 1, 0, . . . , 0, 1, 0, . . . , 0, 1),
where hk = hn−k = 1, and the other entries are zero. Also, for n = 2k we have
h(Sk ∗ Sk) = (1, 0, . . . , 0, 2, 0, . . . , 0, 1),
where hk = 2. Now, by taking connected sum of the appropriate number of com-
plexes ∂∆n, Sn and Sk ∗ Sn−k and using the identity
hi(S # S˜) = hi(S) + hi(S˜) for 1 6 i 6 n− 1,
(see Example 1.3.8, which is valid for any two pure (n− 1)-dimensional simplicial
cell complexes), we obtain any required h-vector. 
The subtlest part of the characterisation of h-vectors of Gorenstein* simplicial
posets is the following result, which was proved by Masuda:
3.8. GENERALISED DEHN–SOMMERVILLE RELATIONS 133
Theorem 3.7.4 ([207]). Let h(S) = (h0, h1, . . . , hn) be the h-vector of a Goren-
stein* simplicial poset S of even rank n, and let hi = 0 for some i. Then the number
hn/2 is even.
Note that the evenness of hn/2 is equivalent to the evenness of the number
of facets fn−1 =
∑n
i=0 hi. The idea behind Masuda’s proof of Theorem 3.7.4 lies
within the topological theory of torus manifolds, which is the subject of Section 7.4.
We combine the results of Theorems 3.7.2, 3.7.3 and 3.7.4 in the following
characterisation result for the h-vectors of Gorenstein* simplicial posets.
Theorem 3.7.5. An integer vector h = (h0, h1, . . . , hn) is the h-vector of a
Gorenstein* simplicial poset of rank n (or a simplicial cell subdivision of an (n−1)-
sphere) if and only if the following conditions are satisfied:
(a) h0 = 1 and hi > 0;
(b) hi = hn−i for all i;
(c) either hi > 0 for all i or
∑n
i=0 hi is even.
3.8. Generalised Dehn–Sommerville relations
In this section we obtain some further generalisations of the Dehn–Sommerville
relations, in particular, to arbitrary triangulated manifolds.
Let S be a simplicial poset of rank n. Given σ ∈ S, consider the closed upper
semi-interval S>σ = {τ ∈ S : τ > σ} with the induced rank function, and set
(3.20) χ(S>σ) =
∑
τ>σ
(−1)|τ |−1.
A simplicial poset S of rank n satisfying χ(S>σ) = (−1)n−1 for all σ ∈ S
is called Eulerian. According to a result of [290, (3.40)], the Dehn–Sommerville
relations hi = hn−i hold for Eulerian posets. This can be generalised as follows.
Theorem 3.8.1 (see [204, Theorem 9.1]). The following identity holds for the
h-vector h(S) = (h0, . . . , hn) of a simplicial poset S of rank n:
n∑
i=0
(hn−i − hi)ti =
∑
σ∈S
(
1 + (−1)nχ(S>σ)
)
(t− 1)n−|σ|.
In particular, if S is Eulerian, then hi = hn−i.
Proof. We have
n∑
i=0
hit
i = tn
n∑
i=0
hi(
1
t )
n−i = tn
n∑
i=0
fi−1
(
1−t
t
)n−i
=
n∑
i=0
fi−1t
i(1− t)n−i =
∑
τ∈S
t|τ |(1− t)n−|τ |
=
∑
τ∈S
∑
σ6τ
(t− 1)|τ |−|σ|(1− t)n−|τ | =
∑
τ∈S
∑
σ6τ
(−1)n−|τ |(t− 1)n−|σ|
=
∑
σ∈S
(t− 1)n−|σ|
∑
τ>σ
(−1)n−|τ | =
∑
σ∈S
(t− 1)n−|σ|(−1)n−1χ(S>σ),
(3.21)
where the fifth identity follows from the binomial expansion of the right hand side
of the identity t|τ | = ((t − 1) + 1)|τ | and the fact that [0ˆ, τ ] = {σ ∈ S : σ 6 τ} is a
Boolean lattice of rank |τ |.
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On the other hand, we have
(3.22)
n∑
i=0
hn−it
i =
n∑
i=0
hit
n−i =
n∑
i=0
fi−1(t− 1)n−i =
∑
σ∈S
(t− 1)n−|σ|.
Subtracting (3.21) from (3.22) we obtain the required identity. 
As a corollary we obtain a generalisation of the Dehn–Sommerville relations
to triangulated manifolds. This formula appeared in [293, p. 74] (the orientability
assumption there can be removed by passing to the orientation double cover, see
also [54, Corollary 4.5.4]):
Theorem 3.8.2. Let K be a triangulation of a closed (n−1)-dimensional mani-
fold. Then the h-vector h(K) = (h0, . . . , hn) satisfies the identities
hn−i − hi = (−1)i
(
n
i
)(
χ(K)− χ(Sn−1)), 0 6 i 6 n.
Here χ(K) = f0−f1+· · ·+(−1)n−1fn−1 = 1+(−1)n−1hn is the Euler characteristic
of K and χ(Sn−1) = 1 + (−1)n−1.
Proof. Viewing K as a simplicial poset, we calculate
χ(K>σ) =
∑
τ>σ
(−1)|τ |−1 + (−1)|σ|−1 = (−1)|σ|
(∑
τ>σ
(−1)|τ |−|σ|−1 − 1
)
= (−1)|σ|
( ∑
∅ 6=ρ∈lkK σ
(−1)|ρ|−1 − 1
)
= (−1)|σ|(χ(lkK σ) − 1).
Here we have used the fact that the poset of nonempty faces of lkK σ is isomorphic
to S>σ, with the rank function shifted by |σ|. Now since K is a triangulated (n−1)-
dimensional manifold, the link of a nonempty face σ ∈ K has the homology of a
sphere of dimension (n−|σ|−1). Hence, χ(lkK σ) = 1+(−1)n−|σ|−1, and therefore
χ(K>σ) = (−1)n−1 for σ 6= ∅. Also, lkK∅ = K. Now using the identity of
Theorem 3.8.1 we calculate
n∑
i=0
(hn−i−hi)ti =
(
1+(−1)n(χ(K)−1))(t−1)n = (−1)n(χ(K)−χ(Sn−1))(t−1)n.
The required identity follows by comparing the coefficients of ti. 
For other generalisations of Dehn–Sommerville relations see [27] and [138].
Exercises.
3.8.3. The identity of Theorem 3.8.2 holds for simplicial posets.
CHAPTER 4
Moment-angle complexes
This is the first genuinely ‘toric’ chapter of this book; it links the combinatorial
and algebraic constructions of the previous chapters to the world of toric spaces.
The term ‘moment-angle complex’ refers to a decomposition of a certain toric
space ZK into products of polydiscs and tori parametrised by simplices in a given
simplicial complex K. The underlying space ZK features in several important al-
gebraic, symplectic and topological constructions of torus actions, which are the
subject of the next three chapters. The decomposition of ZK as the ‘moment-
angle complex’, which first appeared in [52], [53], provided an effective topological
instrument for studying these spaces.
The basic building block in the ‘moment-angle’ decomposition of ZK is the
pair (D2, S1) of a unit disc and circle, and the whole construction can be extended
naturally to arbitrary pairs of spaces (X,A). The resulting complex (X,A)K is
now known as the ‘polyhedral product space’ over a simplicial complex K; this
terminology was suggested by William Browder, cf. [14]. Many spaces important
for toric topology admit polyhedral product decompositions.
It has soon become clear that the construction of the moment-angle complex
ZK and its generalisation (X,A)K is of truly universal nature, and has remarkable
functorial properties. The most basic of these is that the construction of ZK es-
tablishes a functor from simplicial complexes and simplicial maps to spaces with
torus actions and equivariant maps. If K is a simplicial subdivision of a sphere (a
triangulated sphere), then ZK is a manifold, and most important geometric exam-
ples of ZK arise in this way. In the case when A is a point, the polyhedral product
(X, pt)K interpolates between the m-fold wedge, or bouquet, of X (corresponding
to m discrete points as K) and the m-fold product of X (corresponding to the full
simplex as K). Parallel to the topological and geometric study of moment-angle
complexes ZK and related toric spaces, a homotopy-theoretic study of polyhedral
products (X,A)K has now gained its own momentum. Basic homotopy properties of
moment-angle complexes are given in Section 4.3, while more advanced homotopy-
theoretic aspects of toric topology are the subject of Chapter 8.
The key result of this chapter is the calculation of the integral cohomology ring
of ZK, carried out in Section 4.5. The ringH∗(ZK) is shown to be isomorphic to the
Tor-algebra TorZ[v1,...,vm](Z[K],Z), where Z[K] is the face ring of K. The canonical
bigraded structure in the Tor groups thereby acquires a geometric interpretation
in terms of the bigraded cell decomposition of ZK. The calculation of H∗(ZK)
builds upon a construction of a ring model for cellular cochains of ZK and the
corresponding cellular diagonal approximation, which is functorial with respect to
maps of moment-angle complexes induced by simplicial maps of K. This functorial
property of the cellular diagonal approximation for ZK is quite special, due to the
lack of such a construction for general cell complexes.
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The construction of the moment-angle complex therefore brings the methods of
equivariant topology to bear on the study of combinatorics of simplicial complexes,
and gives a new geometric dimension to combinatorial commutative algebra. In
particular, homological invariants of face rings, such as Tor-algebras or algebraic
Betti numbers, can be now interpreted geometrically in terms of cohomology of
moment-angle complexes. This link is explored further in Sections 4.6 and 4.10.
Another important aspect of the theory of moment-angle complexes is their
connection to coordinate subspace arrangements and their complements. As we
have already seen in Proposition 3.1.12, coordinate subspace arrangements arise
as affine varieties corresponding to face rings. Their complements have played an
important role in toric geometry and singularity theory, and, more recently, in the
theory of linkages and robotic motion planning. Arrangements of coordinate sub-
spaces in Cm correspond bijectively to simplicial complexes K on the set [m], and
the complement of such an arrangement deformation retracts onto the correspond-
ing moment-angle complex ZK. In particular, the moment-angle complex and the
complement of the arrangement have the same homotopy type. We therefore may
use the results on moment-angle complexes to obtain a description of the coho-
mology groups and cup product structure of a coordinate subspace arrangement
complement. The formula obtained for the cohomology groups is related to the
general formula of Goresky–MacPherson [130] by means of Alexander duality.
The material of this chapter, with the exception of ‘Additional topics’, is mainly
a freshened and modernised exposition of the results obtained by the authors and
their collaborators in [53], [55], [24], [257].
Spaces with torus actions, or toric spaces , will be the main players throughout
the rest of this book. (See Appendix B.3 for the key concepts of the theory of
group actions on topological spaces.) The most basic example of a toric space is
the complex m-dimensional space Cm, on which the standard torus
Tm =
{
t = (t1, . . . , tm) ∈ Cm : |ti| = 1 for i = 1, . . . ,m
}
acts coordinatewise. That is, the action is given by
Tm × Cm −→ Cm,
(t1, . . . , tm) · (z1, . . . , zm) = (t1z1, . . . , tmzm).
The quotient Cm/Tm of this action is the positive orthant
Rm> =
{
(y1, . . . , ym) ∈ Rm : yi > 0 for i = 1, . . . ,m
}
,
with the quotient projection given by
µ : Cm −→ Rm> ,
(z1, . . . , zm) 7−→ (|z1|2, . . . , |zm|2)
(or by (z1, . . . , zm) 7−→ (|z1|, . . . , |zm|), but the former is usually more preferable).
We shall use the blackboard bold capital T in the notation for the standard torus
Tm only, and use italic Tm to denote an abstract m-torus, i.e. a compact abelian
Lie group isomorphic to a product of m circles. We shall also denote the standard
unit circle by S or T occasionally, to distinguish it from an abstract circle S1.
All homology and cohomology groups in this chapter are with integer coeffi-
cients, unless another coefficient group is explicitly specified.
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4.1. Basic definitions
Moment-angle complex ZK. We consider the unit polydisc in the m-
dimensional complex space Cm:
Dm =
{
(z1, . . . , zm) ∈ Cm : |zi|2 6 1 for i = 1, . . . ,m
}
.
The polydisc Dm is a Tm-invariant subspace of Cm, and the quotient Dm/Tm is
identified with the standard unit cube Im ⊂ Rm> .
Construction 4.1.1 (moment-angle complex). Let K be a simplicial com-
plex on the set [m]. We recall the cubical subcomplex cc(K) in Im from Construc-
tion 2.9.11, which subdivides coneK. Themoment-angle complex ZK corresponding
to K is defined from the pullback square
ZK 
 //

Dm
µ

cc(K)   // Im
Explicitly, ZK = µ−1(cc(K)). By construction, ZK is a Tm-invariant subspace in
the polydisc Dm, and the quotient ZK/Tm is homeomorphic to | coneK|.
Using the decomposition cc(K) = ⋃I∈KCI into faces, see (2.10), it follows that
(4.1) ZK =
⋃
I∈K
BI ,
where
BI = µ
−1(CI) =
{
(z1, . . . , zm) ∈ Dm : |zj |2 = 1 for j /∈ I
}
,
and the union in (4.1) is understood as the union of subsets inside the polydisc Dm.
Note that BI is a product of |I| discs and m− |I| circles. Following our notational
tradition, we denote a topological 2-disc (the underlying space of D) by D2. Then
we may rewrite (4.1) as the following decomposition of ZK into products of discs
and circles:
(4.2) ZK =
⋃
I∈K
(∏
i∈I
D2 ×
∏
i/∈I
S1
)
,
From now on we shall denote the space BI by (D
2, S1)I . Obviously, the union
in (4.1) or (4.2) can be taken over the maximal simplices I ∈ K only.
Using the categorical language, we may consider the face category cat(K), and
define the functor (or diagram, see Appendix C.1)
(4.3)
DK(D2, S1) : cat(K) −→ top,
I 7−→ BI = (D2, S1)I ,
which maps the morphism I ⊂ J of cat(K) to the inclusion of spaces (D2, S1)I ⊂
(D2, S1)J . Then we have
ZK = colimDK(D2, S1) = colim
I∈K
(D2, S1)I .
Example 4.1.2.
1. Let K = ∆m−1 be the full simplex. Then cc(K) = Im and ZK = Dm.
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2. Let K be a simplicial complex on [m], and let K◦ be the complex on [m+1]
obtained by adding one ghost vertex ◦ = {m+ 1} to K. Then the cubical complex
cc(K◦) is contained in the facet {ym+1 = 1} of the cube Im+1, and
ZK◦ = ZK × S1.
In particular, if K is the ‘empty’ simplicial complex on [m], consisting of the empty
simplex ∅ only, then cc(K) is the vertex (1, . . . , 1) ∈ Im and ZK = µ−1(1, . . . , 1) =
Tm is the standard m-torus.
For arbitrary K on [m], the moment-angle complex ZK contains the m-torus
Tm (corresponding to K = ∅) and is contained in the polydisc Dm (corresponding
to K = ∆m−1).
3. Let K be the complex consisting of two disjoint points. Then
ZK = (D2 × S1) ∪ (S1 ×D2) = ∂(D2 ×D2) ∼= S3,
the standard decomposition of a 3-sphere into the union of two solid tori.
4. More generally, if K = ∂∆m−1 (the boundary of a simplex), then
ZK = (D2 × · · · ×D2 × S1) ∪ (D2 × · · · × S1 ×D2) ∪ · · · ∪ (S1 × · · · ×D2 ×D2)
= ∂
(
(D2)m
) ∼= S2m−1.
5. Let K = rr rr1 34 2 , the boundary of a 4-gon. Then we have four maximal
simplices {1, 3}, {2, 3}, {1, 4} and {2, 4}, and
ZK = (D2 × S1 ×D2 × S1) ∪ (S1 ×D2 ×D2 × S1)
∪ (D2 × S1 × S1 ×D2) ∪ (S1 ×D2 × S1 ×D2)
=
(
(D2 × S1) ∪ (S1 ×D2))×D2 × S1 ∪ ((D2 × S1) ∪ (S1 ×D2))× S1 ×D2
=
(
(D2 × S1) ∪ (S1 ×D2))× ((D2 × S1) ∪ (S1 ×D2)) ∼= S3 × S3.
In the last example, K is the join of {1, 2} and {3, 4}. More generally,
Proposition 4.1.3. Let K = K1 ∗ K2; then
ZK = ZK1 ×ZK2 .
Proof. By the definition of join (Construction 2.2.8), we have
ZK1∗K2 =
⋃
I1∈K1, I2∈K2
(D2, S1)I1⊔I2 =
⋃
I1∈K1, I2∈K2
(D2, S1)I1 × (D2, S1)I2
=
( ⋃
I1∈K1
(D2, S1)I1
)
×
( ⋃
I2∈K2
(D2, S1)I2
)
= ZK1 ×ZK2 . 
The topological structure of ZK is quite complicated even for simplicial com-
plexes K with few vertices. Several different techniques will be developed to describe
the topology of ZK; this is one of the main subjects of the book. To get an idea on
how ZK may look like we included Exercises 4.2.9 and 4.2.10, in which the topo-
logical structure of ZK is more complicated than in the examples above, but which
are still accessible by relatively elementary topological methods. As we shall see
below, the cohomology of ZK may have an arbitrary torsion (Corollary 4.5.9), as
well as Massey products (Section 4.9).
Moment-angle complexes corresponding to triangulated spheres and manifolds
are of particular interest:
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Theorem 4.1.4. Let K be a triangulation of an (n−1)-dimensional sphere with
m vertices. Then ZK is a (closed) topological manifold of dimension m+ n.
If K is a triangulated manifold, then ZK \ µ−1(1, . . . , 1) is an (open) non-
compact manifold. Here (1, . . . , 1) ∈ Im is the cone vertex, and µ−1(1, . . . , 1) = Tm.
Proof. We first construct a decomposition of the polyhedron | cone(K′)| into
‘faces’ similar to the faces of a simple polytope (in fact, in the case of the nerve
complex K = KP , our faces will be exactly the faces of P ). The vertices i ∈ K are
also vertices of the barycentric subdivision K′, and we set
(4.4) Fi = stK′{i}, 1 6 i 6 m,
(i.e. Fi is the star of the ith vertex of K in the barycentric subdivision K′). We
refer to Fi as facets of our face decomposition, and define a face of codimension k
as a nonempty intersection of a set of k facets. In particular, the vertices of our face
decomposition are the barycentres of (n − 1)-dimensional simplices of K. Such a
barycentre b corresponds to a maximal simplex I = {i1, . . . , in} of K, and we denote
by UI the open subset in | cone(K′)| obtained by removing all faces not containing b.
We observe that any point of | coneK′| is contained in UI for some I ∈ K.
Under the map cone(ic) : | cone(K′)| → Im of Construction 2.9.11 the facet
Fi is mapped to the intersection of cc(K) with the ith coordinate plane yi = 0.
Therefore, the image of UI under the map cone(ic) is given by
(4.5) WI = cone(ic)(UI) = {(y1, . . . , ym) ∈ cc(K) : yi 6= 0 for i /∈ I}.
Assume now that K is a triangulated sphere. Then | coneK′| is homeomorphic
to an n-dimensional disc Dn, and each UI is homeomorphic to an open subset in
Rn> preserving the dimension of faces. (This means that | coneK′| is a manifold
with corners , see Section 7.1). By identifying | coneK′| with cc(K) and further
identifying cc(K) with the quotient ZK/Tm, we obtain that each point of ZK has
a neighbourhood of the form µ−1(WI). It follows from (4.5) that the latter is
homeomorphic to an open subset in µ−1n (R
n
>)× Tm−n = Cn × Tm−n, where Rn is
the coordinate n-plane corresponding to i1, . . . , in, the map µn : Cn → Rn> is the
restriction of µ : Cm → Rm> to the corresponding coordinate plane in Cm, and the
torus Tm−n sits in the complementary coordinate (m − n)-plane in Cm. An open
subset in Cn × Tm−n with n > 1 can be regarded as an open subset in Rm+n, and
therefore ZK is an (m+ n)-dimensional manifold.
If K is a triangulated manifold, then | coneK′| is not a manifold because of the
singularity at the cone vertex v. However, by removing this vertex we obtain a (non-
compact) manifold whose boundary is |K|. Using the face decomposition defined
by (4.4) we obtain that | coneK′| \ v is locally homeomorphic to Rn> preserving
the dimension of faces (i.e. | coneK′| \ v is a non-compact manifold with corners).
Under the identification of | coneK′| with cc(K) the vertex of the cone is mapped
to the vertex (1, . . . , 1) ∈ Im, and µ−1(1, . . . , 1) = Tm. Therefore,
µ−1
(
cc(K)\(1, . . . , 1)) = ZK \ µ−1(1, . . . , 1)
is an (m+ n)-dimensional non-compact manifold. 
Remark. A pair of spaces (X,A) where A is a compact subset in X is called
a Lefschetz pair if X \ A is an open (non-compact) manifold. We therefore obtain
that (ZK, µ−1(1, . . . , 1)) is a Lefschetz pair whenever K is a triangulated manifold.
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We therefore refer to moment-angle complexes ZK corresponding to triangu-
lated spheres as moment-angle manifolds. Polytopal moment-angle manifolds ZKP ,
corresponding to the nerve complexes KP of simple polytopes (see Example 2.2.4),
are particularly important. As we shall see in Chapter 6, polytopal moment-angle
manifolds are smooth. A smooth structure also exists on moment-angle manifolds
ZK corresponding to starshaped spheres K (i.e. underlying complexes of complete
simplicial fans, see Section 2.5). In general, the smoothness of ZK is open.
The geometry of moment-angle manifolds is nice and rich; it is the subject of
Chapter 6.
Real moment-angle complex RK. The construction of the moment-angle
complex ZK has a real analogue, in which the complex space Cm is replaced by the
real space Rm, the complex polydisc Dm is replaced by the ‘big’ cube
[−1, 1]m = {(u1, . . . , um) ∈ Rm : |ui|2 6 1 for i = 1, . . . ,m},
the standard torus Tm is replaced by the ‘real torus’ Zm2 (the product of m copies
of the group Z2 = {−1, 1}), and the pair (D2, S1) is replaced by (D1, S0), where
S0 (a pair of points) is the boundary of the segment D1. The group (Z2)m acts on
the big cube [−1, 1]m coordinatewise, with quotient the standard ‘small’ cube Im.
The quotient projection [−1, 1]m → Im may be described by the map
ρ : (u1, . . . , um) 7→ (u21, . . . , u2m).
Construction 4.1.5 (real moment-angle complex). Given a simplicial com-
plex K on [m], define the real moment-angle complex RK from the pullback square
RK 
 //

[−1, 1]m
ρ

cc(K)   // Im
Explicitly, RK = ρ−1(cc(K)). By construction, RK is a Zm2 -invariant subspace in
the ‘big’ cube [−1, 1]m, and the quotient RK/Zm2 is homeomorphic to | coneK|.
RK is a cubical subcomplex in [−1, 1]m obtained by reflecting the subcomplex
cc(K) ⊂ Im = [0, 1]m at all m coordinate hyperplanes of Rm. If K = KP is the
nerve complex of a simple polytope P , then cc(KP ) can be viewed as a cubical
subdivision of P embedded piecewise linearly into Rm> (see Construction 2.9.7). In
this case RKP is obtained by reflecting the image of P at all coordinate planes.
By analogy with (4.2), we have
RK =
⋃
I∈K
(∏
i∈I
D1 ×
∏
i/∈I
S0
)
.
Example 4.1.6.
1. LetK = ∂∆m−1 be the boundary of the standard simplex. ThenRK ∼= Sm−1
is the boundary of the cube [−1, 1]m. For m = 3 this complex is obtained by
reflecting the complex shown in Fig. 2.14 (b) at all 3 coordinate planes of R3.
2. Let K consist of m disjoint points. Then RK is the 1-dimensional skeleton
(graph) of the cube [−1, 1]m. For m = 3 this complex is obtained by reflecting the
complex shown in Fig. 2.14 (a) at all 3 coordinate planes of R3.
4.2. POLYHEDRAL PRODUCTS 141
3. More generally, let K = ski∆m−1 be the i-dimensional skeleton of∆m−1 (i.e.
the set of all faces of ∆m−1 of dimension 6 i). Then RK is the (i+ 1)-dimensional
skeleton of the cube [−1, 1]m.
The following analogue of Theorem 4.1.4 holds, and is proved similarly:
Theorem 4.1.7. Let K be a triangulation of an (n−1)-dimensional sphere with
m vertices. Then RK is a (closed) topological manifold of dimension n.
If K is a triangulated manifold, then RK \ ρ−1(1, . . . , 1) is an (open) non-
compact manifold, where ρ−1(1, . . . , 1) = {−1, 1}m.
The real moment-angle complexes corresponding to polygons can be identified
easily (compare Exercise 4.2.10):
Proposition 4.1.8. Let K be the boundary of an m-gon. Then RK is homeo-
morphic to an oriented surface Sg of genus g = 1 + (m− 4)2m−3.
Proof. We observe that the manifold RK is orientable (an exercise). Since
it is 2-dimensional, its topological type is determined by the Euler characteristic.
Now RK is obtained by reflecting the m-gon embedded into Rm> at m coordinate
hyperplanes, so that RK is patched from 2m polygons, meeting by 4 at each vertex.
Therefore, the number of vertices is m2m−2, the number of edges is m2m−1, and
the Euler characteristic is
χ(RK) = 2m−2(4 −m) = 2− 2g.
The result follows. 
4.2. Polyhedral products
Decomposition (4.2) of ZK which uses the disc and circle (D2, S1) is readily
generalised to arbitrary pairs of spaces:
Construction 4.2.1 (polyhedral product). Let K be a simplicial complex
on [m] and
(X ,A) = {(X1, A1), . . . , (Xm, Am)}
be a collection of m pairs of spaces, Ai ⊂ Xi. For each simplex I ∈ [m] we set
(4.6) (X ,A)I =
{
(x1, . . . , xm) ∈
m∏
j=1
Xj : xj ∈ Aj for j /∈ I
}
and define the polyhedral product of (X ,A) corresponding to K by
(X ,A)K =
⋃
I∈K
(X ,A)I =
⋃
I∈K
(∏
i∈I
Xi ×
∏
i/∈I
Ai
)
.
Using the categorical language, we can define the cat(K)-diagram
(4.7)
DK(X ,A) : cat(K) −→ top,
I 7−→ (X ,A)I ,
which maps the morphism I ⊂ J of cat(K) to the inclusion of spaces (X ,A)I ⊂
(X ,A)J . Then we have
(X ,A)K = colimDK(X ,A) = colim
I∈K
(X ,A)I .
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In the case when all the pairs (Xi, Ai) are the same, i.e. Xi = X and Ai = A
for i = 1, . . . ,m, we use the notation (X,A)K for (X ,A)K. Also, if each Xi is a
pointed space and Ai = pt , then we use the abbreviated notation X
K for (X , pt)K,
and XK for (X, pt)K.
Remark. The decomposition of ZK into a union of products of discs and
circles first appeared in [52] (in the polytopal case) and in [54] (in general). The
term ‘moment-angle complex’ for ZK = (D2, S1)K was also introduced in [54],
where several other examples of polyhedral products (X,A)K were considered. The
definition of (X,A)K for an arbitrary pair of spaces (X,A) was suggested to the
authors by N. Strickland (in a private communication, and also in an unpublished
note) as a general framework for the constructions of [54]; it was also included in
the final version of [54] and in [55]. Further generalisations of (X,A)K to a set
of pairs of spaces (X ,A) were studied in the work of Grbic´ and Theriault [133],
as well as Bahri, Bendersky, Cohen and Gitler [14], where the term ‘polyhedral
product’ was introduced (following a suggestion of W. Browder). Since 2000, the
terms ‘generalised moment-angle complex’, ‘K-product’ and ‘partial product space’
have been also used to refer to the spaces (X,A)K.
Recall that a map of pairs (X,A)→ (X ′, A′) is a commutative diagram
(4.8)
A →֒ X
↓ ↓
A′ →֒ X ′.
We refer to (X,A) as a monoid pair if X is a topological monoid (a space with a
continuous associative multiplication and unit), and A is a submonoid. A map of
monoid pairs is a map of pairs in which all maps in (4.8) are homomorphisms.
If (X,A) is a monoid pair, then a set map ϕ : [l]→ [m] induces a map
(4.9) ψ :
l∏
i=1
X →
m∏
i=1
X, (x1, . . . , xl) 7→ (y1, . . . , ym),
where
yj =
∏
i∈ϕ−1(j)
xi, for j = 1, . . . ,m,
and we set yj = 1 if ϕ
−1(j) = ∅.
Proposition 4.2.2. If (X,A) is a monoid pair, then (X,A)K is an invariant
subspace of
∏m
i=1X with respect to the coordinatewise action of
∏m
i=1 A on
∏m
i=1X.
Proof. Indeed, (X,A)I ⊂∏mi=1X is an invariant subset for each I ∈ K. 
The following proposition describes the functorial properties of the polyhedral
product in its K and (X ,A) arguments.
Proposition 4.2.3.
(a) A set of maps of pairs (X,A) → (X′,A′) induces a map of polyhedral
products (X,A)K → (X′,A′)K. If two sets of maps (X,A)→ (X′,A′) are
componentwise homotopic, then the induced maps (X,A)K → (X′,A′)K
are also homotopic.
(b) An inclusion of a simplicial subcomplex L →֒ K induces an inclusion of
polyhedral products (X,A)L →֒ (X,A)K.
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(c) If (X,A) is a monoid pair, then for any simplicial map ϕ : L → K of
simplicial complexes on the sets [l] and [m] respectively, the map (4.9)
restricts to a map of polyhedral products ϕZ : (X,A)
L → (X,A)K.
(d) If (X,A) is a commutative monoid pair, then the restriction
ψ|A :
l∏
i=1
A→
m∏
i=1
A
of (4.9) is a homomorphism, and the induced map ϕZ : (X,A)
L →
(X,A)K is ψ|A-equivariant, i.e.
ϕZ(a · x) = ψ|A(a) · ϕZ(x)
for all a = (a1, . . . , al) ∈
∏l
i=1A and x = (x1, . . . , xl) ∈ (X,A)L.
Proof. For (a), we observe that a set of maps (X ,A) → (X ′,A′) induces a
map (X ,A)I → (X ′,A′)I for each I ∈ K, and these maps corresponding to differ-
ent I, J ∈ K are compatible on the intersection (X ,A)I ∩ (X ,A)J = (X ,A)I∩J .
We therefore obtain a map (X ,A)K → (X ′,A′)K. A componentwise homotopy
between two maps (X ,A) → (X ′,A′) can be thought of as a map of pairs
(X × I,A × I) → (X ′,A′), where X × I consists of spaces Xi × I. It therefore
induces a map of polyhedral products
(X × I,A× I)K → (X ′,A′)K
where (X × I,A × I)K ∼= (X ,A)K × (I, I)K = (X ,A)K × Im. By restricting the
resulting map (X ,A)K× Im → (X ′,A′)K to the diagonal of the cube Im we obtain
a homotopy between the two induced maps (X ,A)K → (X ′,A′)K.
To prove (b) we just observe that if L is a subcomplex of K, then for each I ∈ L
we have (X ,A)I ⊂ ZK.
To prove (c) we observe that for any subset I ⊂ [m] we have ψ((X,A)I) ⊂
(X,A)ϕ(I). Let I ∈ L, so that (X,A)I ⊂ (X,A)L. Since ϕ is a simplicial map, we
have ϕ(I) ∈ K and (X,A)ϕ(I) ⊂ (X,A)K. Therefore, the map ψ restricts to a map
of polyhedral products (X,A)L → (X,A)K.
Statement (d) is proved by a direct calculation:
ϕZ(a · x ) = ϕZ(a1x1, . . . , alxl) =
( ∏
i∈ϕ−1(1)
aixi, . . . ,
∏
i∈ϕ−1(m)
aixi
)
=
( ∏
i∈ϕ−1(1)
ai
∏
i∈ϕ−1(1)
xi, . . . ,
∏
i∈ϕ−1(m)
ai
∏
i∈ϕ−1(m)
xi
)
=
( ∏
i∈ϕ−1(1)
ai, . . . ,
∏
i∈ϕ−1(m)
ai
)
·
( ∏
i∈ϕ−1(1)
xi, . . . ,
∏
i∈ϕ−1(m)
xi
)
= ψ|A(a) · ϕZ(x ).
Note that we have used the commutativity of X in the third identity. 
We state the most important particular case of Proposition 4.2.3 separately:
Proposition 4.2.4. A simplicial map L → K of simplicial complexes on the
sets [l] and [m] gives rise to a map of moment-angle complexes ZL → ZK which is
equivariant with respect to the induced homomorphism of tori Tl → Tm.
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The polyhedral product construction behaves nicely with respect to the join
operation (the proof is exactly the same as that of Proposition 4.1.3):
Proposition 4.2.5. We have that
(X,A)K1∗K2 = (X,A)K1 × (X,A)K2 .
Example 4.2.6.
1. The moment-angle complex ZK is the polyhedral product (D2, S1)K (when
considered abstractly) or (D, S)K (when viewed as a subcomplex in Dm).
2. For the cubical complex of (2.13) we have
cc(K) = (I1, 1)K,
where I1 = [0, 1] is the unit interval and 1 is its edge. The quotient map ZK →
| coneK| is the map of polyhedral products (D2, S1)K → (I1, 1)K induced by the
map of pairs (D2, S1)→ (I1, 1), which is the quotient map by the S1-action.
3. For the real moment-angle complex we have
RK = (D1, S0)K,
Where D1 = [−1, 1] is a 1-disc, and S0 = {−1, 1} is its boundary.
4. If K consists of m disjoint points and Ai = pt , then
(X , pt)K = XK = X1 ∨X2 ∨ · · · ∨Xm
is the wedge (or bouquet) of the Xi’s.
5. More generally, consider the sequence of inclusions of skeleta
sk0∆m−1 ⊂ · · · ⊂ skm−2∆m−1 ⊂ skm−1∆m−1 = ∆m−1.
It gives rise to a filtration in the product X1 ×X2 × · · · ×Xm:
X sk
0∆m−1 ⊂ · · · ⊂ X skm−2∆m−1 ⊂ X skm−1∆m−1
‖ ‖ ‖
X1 ∨X2 ∨ · · · ∨Xm X ∂∆
m−1
X1 ×X2 × · · · ×Xm
Its second-to-last term, X ∂∆
m−1
is known to topologists as the fat wedge of the
Xi’s. Explicitly, the fat wedge of a sequence of pointed spaces X1, . . . , Xm is
(X1 × · · · ×Xm−1 × pt) ∪ (X1 × · · · × pt ×Xm) ∪ · · · ∪ (pt × · · · ×Xm−1 ×Xm),
where the union is taken inside the product X1 ×X2 × · · · ×Xm.
The filtration above was considered by G. Porter [264], who obtained a decom-
position of its loop spaces into a wedge in the case when each Xi is a suspension,
generalising the Hilton–Milnor Theorem. We shall consider this decomposition in
more detail in Section 8.3.
Exercises.
4.2.7. Show that if K is a triangulated sphere, then the manifold RK is ori-
entable. (Hint: use the fact that RK is obtained by reflecting the n-ball | coneK|
at all m coordinate hyperplanes of Rm to extend the orientation from | coneK| to
the whole of RK.)
4.2.8. Show that if K = ski∆m−1, then RK is homotopy equivalent to a wedge
of (i+1)-dimensional spheres (see Example 4.1.6.3). The number of spheres is given
by
∑m
k=i+2
(
m
k
)(
k−1
i+1
)
.
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4.2.9. Let K be the complex consisting of three disjoint points. Show that ZK
is homotopy equivalent to the following wedge (bouquet) of spheres:
ZK ∼= S3 ∨ S3 ∨ S3 ∨ S4 ∨ S4.
(Hint: compare the case m = 3, i = 0 of the previous exercise; it may also help to
look at the realisation of ZK as the complement of a coordinate subspace arrange-
ment (up to homotopy), see Section 4.7.)
4.2.10. Let K be the boundary of a 5-gon. Show that the manifold ZK is
homeomorphic to (S3 × S4)#5, a connected sum of 5 copies of S3 × S4. (This may
be a difficult one; the general statement is given in Theorem 4.6.12 below. The
reader may return to this exercise after reading Section 6.2, see Exercise 6.2.15.)
4.2.11. If K is a triangulation of an (n−1)-sphere with m vertices, then for any
k > 0 the polyhedral product (Dk, Sk−1)K is a manifold of dimension m(k−1)+n.
4.2.12. More generally, if (M,∂M) is a manifold with boundary and K is a
triangulated sphere, then (M,∂M)K is a manifold (without boundary). If (M,∂M)
is a PL manifold, and K is a PL sphere, then the manifold (M,∂M)K is also PL.
4.2.13. Let KI be the full subcomplex corresponding to I ⊂ [m]. Then ZKI is
a retract of ZK.
4.3. Homotopical properties
Two key observations of this section constitute the basis for the subsequent
applications of the commutative algebra apparatus of Chapter 3 to toric topology.
First, the cohomology of the polyhedral product space of the form (CP∞)K =
(CP∞, pt)K is isomorphic to the face ring Z[K] (Proposition 4.3.1). Second, the
moment-angle complex ZK = (D2, S1)K is the homotopy fibre of the canonical
inclusion (CP∞)K →֒ (CP∞,CP∞)K = (CP∞)m (Theorem 4.3.2).
The classifying space BS1 of the circle S1 is the infinite-dimensional complex
projective space CP∞. The classifying space BTm of them-torus Tm is the product
(CP∞)m ofm copies of CP∞. The universal principal S1-bundle is the infinite Hopf
bundle S∞ → CP∞ (the direct limit of Hopf bundles S2k+1 → CP k), so the total
space ETm of the universal principal Tm-bundle over BTm can be identified with
the m-fold product of the infinite-dimensional sphere S∞.
The integral cohomology ring of BTm is isomorphic to the polynomial ring
Z[v1, . . . , vm], deg vi = 2 (this explains our choice of grading). The space BTm has
the canonical cell decomposition, in which each factor CP∞ has one cell in every
even dimension. The polyhedral product
(CP∞)K =
⋃
I∈K
(CP∞, pt)I
is a cellular subcomplex in BTm = (CP∞)m.
Proposition 4.3.1. The cohomology ring of (CP∞)K is isomorphic to the face
ring Z[K]. The inclusion of a cellular subcomplex
i : (CP∞)K →֒ (CP∞)m
induces the quotient projection in cohomology:
i∗ : Z[v1, . . . , vm]→ Z[v1, . . . , vm]/IK = Z[K].
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Proof. Since (CP∞)m has only even-dimensional cells and (CP∞)K is a cel-
lular subcomplex, the cohomology of both spaces coincides with their cellular
cochains. Let D2kj denote the 2k-dimensional cell in the jth factor of (CP
∞)m.
The cellular cochain group C∗((CP∞)m) has basis of cochains (D2k1j1 · · ·D2kpjp )∗
dual to the products of cells D2k1j1 × · · · ×D
2kp
jp
. The cochain map
C∗((CP∞)m)→ C∗((CP∞)K)
induced by the inclusion (CP∞)K →֒ (CP∞)m is an epimorphism with kernel
generated by those cochains
(
D2k1j1 · · ·D
2kp
jp
)∗
for which {j1, . . . , jp} /∈ K. Under
the identification of C∗((CP∞)m) with Z[v1, . . . , vm], a cochain
(
D2k1j1 · · ·D
2kp
jp
)∗
is
mapped to the monomial vk1j1 · · · v
kp
jp
. Therefore, C∗((CP∞)K) is identified with the
quotient of Z[v1, . . . , vm] by the subgroup generated by all monomials v
k1
j1
· · · vkpjp
with {j1, . . . , jp} /∈ K. By Proposition 3.1.9, this quotient is exactly Z[K]. 
We consider the Borel construction ETm ×Tm ZK for the Tm-space ZK (see
Appendix B.3).
Theorem 4.3.2. The inclusion i : (CP∞)K →֒ (CP∞)m is decomposed into a
composition of a homotopy equivalence
h : (CP∞)K
≃−→ ETm ×Tm ZK
and the fibration p : ETm ×Tm ZK → BTm = (CP∞)m with fibre ZK.
In particular, the moment-angle complex ZK is the homotopy fibre of the canon-
ical inclusion i : (CP∞)K →֒ (CP∞)m.
Proof. We use functoriality and homotopy invariance of the polyhedral prod-
uct construction (Proposition 4.2.3). We have ZK =
⋃
I∈K(D
2, S1)I , see (4.1), and
each subset (D2, S1)I is Tm-invariant. We therefore obtain the following decompo-
sition of the Borel construction as a polyhedral product:
ETm ×Tm ZK =
⋃
I∈K
(
ETm ×Tm (D2, S1)I
)
=
⋃
I∈K
(
S∞ ×S1 D2, S∞ ×S1 S1
)I
= (S∞ ×S1 D2, S∞ ×S1 S1
)K
,
where S∞ = ET 1 = ES1.
Now consider the commutative diagram
(4.10)
pt −−−−→ S∞ ×S1 S1 −−−−→ pty y y
CP∞
j−−−−→ S∞ ×S1 D2 f−−−−→ CP∞,
where j is the inclusion of the zero section in a disc bundle (note that CP∞ =
S∞/S1), and f is the projection map from the bundle to its Thom space,
f : S∞ ×S1 D2 → (S∞ ×S1 D2)/(S∞ ×S1 S1) ∼= CP∞.
Since S∞×S1 S1 = S∞ and D2 are contractible, the composite maps f ◦ j and j ◦f
are homotopic to the identity. It follows that we have a homotopy equivalence of
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pairs (CP∞, pt)→ (S∞×S1D2, S∞×S1 S1) which induces a homotopy equivalence
of polyhedral products
h : (CP∞)K → (S∞ ×S1 D2, S∞ ×S1 S1)K = ETm ×Tm ZK.
In order to establish the factorisation i = p ◦ h we consider the diagram
pt −−−−→ S∞ ×S1 S1 −−−−→ CP∞y y ∥∥∥
CP∞
j−−−−→ S∞ ×S1 D2 g−−−−→ CP∞,
where g is the projection of the disc bundle onto its base (note that his map is
different from the map f above). By passing to the induced maps of polyhedral
products we obtain the factorisation of
i : (CP∞)K
h−→ (S∞ ×S1 D2, S∞ ×S1 S1)K p−→ (CP∞,CP∞)K
into the composition of h and p. 
The following statement is originally due to Davis and Januszkiewicz [90, Theo-
rem 4.8] (they used a different model for ZK, which will be discussed in Section 6.2).
Corollary 4.3.3. The equivariant cohomology ring of the moment-angle com-
plex ZK is isomorphic to the face ring of K:
H∗Tm(ZK) ∼= Z[K].
In equivariant cohomology, the projection p : ETm ×Tm ZK → BTm induces the
quotient projection
p∗ : Z[v1, . . . , vm]→ Z[K] = Z[v1, . . . , vm]/IK.
Proof. This follows from Theorem 4.3.2 and Proposition 4.3.1. 
In view of this result, the Borel construction ETm ×Tm ZK is often called the
Davis–Januszkiewicz space and denoted by DJ (K). According to Theorem 4.3.2 it
is modelled (up to homotopy) on the polyhedral product (CP∞)K.
Example 4.3.4. Let K be the complex consisting of two disjoint points. Then
ZK ∼= S3 and (CP∞)K = CP∞ ∨ CP∞ (a wedge of two copies of CP∞). The
Borel construction ET 2×T 2 ZK can be identified with the total space of the sphere
bundle S(η × η) associated with the product of two universal (Hopf) complex line
bundles η over BT 1 = CP∞. By Theorem 4.3.2, the space ET 2×T 2ZK is homotopy
equivalent to CP∞ ∨ CP∞, and the bundle projection S(η × η) → CP∞ × CP∞
induces the quotient projection Z[v1, v2]→ Z[v1, v2]/(v1v2) in cohomology.
We have the following basic information about the homotopy groups of ZK:
Proposition 4.3.5.
(a) If K is a simplicial complex on the vertex set [m] (i.e. there are no
ghost vertices), then the moment-angle complex ZK is 2-connected (i.e.
π1(ZK) = π2(ZK) = 0), and
πi(ZK) = πi
(
(CP∞)K
)
for i > 3.
(b) If K is a q-neighbourly simplicial complex, then πi(ZK) = 0 for i < 2q+1.
Furthermore, π2q+1(ZK) is a free abelian group of rank equal to the number
of (q + 1)-element missing faces of K.
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Proof. We observe that (CP∞)m is the Eilenberg–Mac Lane space K(Zm, 2),
and the 3-dimensional skeleton of (CP∞)K coincides with the 3-skeleton of
(CP∞)m. If K is q-neighbourly, then the (2q+1)-skeletons of (CP∞)K and (CP∞)m
agree. Now both statements follow from the exact homotopy sequence of the map
(CP∞)K → (CP∞)m with homotopy fibre ZK. 
Example 4.3.6. Let K = sk1∆3 (a complete graph on 4 vertices). Then K is
2-neighbourly and has 4 missing triangles, so ZK is 4-connected and π5(ZK) = Z4.
Exercises.
4.3.7. By analogy with Proposition 4.3.1, show that
H∗
(
(RP∞)K,Z2
) ∼= Z2[v1, . . . , vm]/(vi1 · · · vik : {i1, . . . , ik /∈ K}), deg vi = 1.
4.3.8. Consider a sequence of pointed odd-dimensional spheres
S = (S2p1−1, . . . , S2pm−1).
Show that there is an isomorphism of rings
H∗
(
(S)K
) ∼= Λ[u1, . . . , um]/(ui1 · · ·uik : {i1, . . . , ik /∈ K}), deg ui = 2pi − 1.
This ring is known as the exterior face ring of K. In the case p1 = · · · = pm = 1
we obtain (S )K = (S1)K, which is a cell subcomplex in the torus Tm.
For a more general statement describing the cohomology of the polyhedral
product XK, see Theorem 8.3.7.
4.3.9 ([95, Lemma 2.3.1]). Assume given commutative diagrams
F ′i
//

E′i
//

Bi
Fi // Ei // Bi
of cell complexes where the horizontal arrows are fibrations and the vertical arrows
are inclusions of cell subcomplexes, for i = 1, . . . ,m. Denote by (F ,F ′), (E ,E ′)
and (B ,B) the corresponding sequences of pairs. Show that there is a fibration of
polyhedral products
(F ,F ′)K → (E ,E ′)K → (B ,B)K
where (B ,B)K = B1 × · · · ×Bm.
4.3.10. Use the previous exercise, the path-loop fibration ΩX → PX → X and
homotopy invariance of the polyhedral product (Proposition 4.2.3) to show that
the homotopy fibre of the inclusion XK → Xm is (PX , ΩX )K or, equivalently,
(coneΩX , ΩX )K. That is, construct a homotopy fibration
(PX , ΩX )K → (X , pt)K → (X ,X )K.
When Xi = CP∞ we obtain the homotopy fibration ZK → (CP∞)K → (CP∞)m
of Theorem 4.3.2.
4.3.11. When K is a pair of points and X = (X1, X2), show that (PX , ΩX )K
is homotopy equivalent to ΣΩX1∧ΩX2. Deduce Ganea’s Theorem identifying the
homotopy fibre of the inclusion X1 ∨X2 → X1 ×X2 with ΣΩX1 ∧ΩX2.
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4.3.12. In the setting of Example 4.3.4, consider the diagonal circle S1d ⊂ T 2.
Show that it acts freely on ZK ∼= S3. Deduce that the Borel construction ET 2×T 2
ZK is homotopy equivalent to ES1 ×S1 CP 1, where CP 1 = S3/S1d with S1-action
given by t · [z0 : z1] = [z0 : tz1]. It follows that ES1×S1 CP 1 ≃ CP∞∨CP∞. Show
that ES1 ×S1 CP 1 can be identified with the complex projectivisation CP (η ⊕ η¯),
where η is the tautological line bundle over CP∞ and η¯ is its complex conjugate.
What can be said about the complex projectivisation CP (η ⊕ η)?
4.4. Cell decomposition
We consider the following decomposition of the disc D into 3 cells: the point 1 ∈ D
is the 0-cell; the complement to 1 in the boundary circle is the 1-cell, which we
denote by T ; and the interior of D is the 2-cell, which we denote by D. By taking
product we obtain a cellular decomposition of Dm whose cells are parametrised by
pairs of subsets J, I ⊂ [m] with J ∩ I = ∅: the set J parametrises the T -cells in
the product and I parametrises the D-cells. We denote the cell of
Dm corresponding to a pair J, I by κ(J, I); it is a product of |J |
cells of T -type and |I| cells of D-type (the positions in [m] \ I ∪J
are filled by 0-cells). Then ZK embeds as a cellular subcomplex
in Dm; we have κ(J, I) ⊂ ZK whenever I ∈ K.✫✪
✬✩s1D
T
Let C∗(ZK) be the cellular cochains of ZK. It has a basis of cochains κ(J, I)∗
dual to the corresponding cells. We introduce the bigrading by setting
bidegκ(J, I)∗ = (−|J |, 2|I|+ 2|J |),
so that bidegD = (0, 2), bidegT = (−1, 2) and bideg 1 = (0, 0). Since the cellular
differential preserves the second grading, the complex C∗(ZK) splits into the sum
of its components with fixed second degree:
(4.11) C∗(ZK) =
m⊕
q=0
C∗,2q(ZK).
The cohomology of the moment-angle complex therefore acquires an additional
grading, and we define the bigraded Betti numbers of ZK by
(4.12) b−p,2q(ZK) = rankH−p,2q(ZK), for 1 6 p, q 6 m.
The ordinary Betti numbers of ZK therefore satisfy
(4.13) bk(ZK) =
∑
−p+2q=k
b−p,2q(ZK).
The map of the moment-angle complexes ZK → ZL induced by a simplicial
map K → L (see Proposition 4.2.4) is clearly a cellular map. We therefore obtain
Proposition 4.4.1. The correspondence K 7→ ZK gives rise to a functor from
the category of simplicial complexes and simplicial maps to the category of cell
complexes with torus actions and equivariant maps. It also induces a natural trans-
formation between the functor of simplicial cochains of K and the functor of cellular
cochains of ZK.
The map ZK → ZL induced by a simplicial map K → L preserves the cellular
bigrading, so that the bigraded cohomology groups are also functorial.
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4.5. Cohomology ring
The main result of this section, Theorem 4.5.4, establishes an isomorphism
between the integral cohomology ring of the moment-angle complex ZK and the
Tor-algebra of the simplicial complex K. This result was first proved in [53]
for field coefficients using the Eilenberg–Moore spectral sequence of the fibration
ZK → (CP∞)K → (CP∞)m. The proof given here is taken from [24] and [57]; it
establishes the isomorphism over the integers and works with the cellular cochains.
One of the key steps in the proof is the construction of a cellular approxima-
tion of the diagonal map ∆ : ZK → ZK × ZK which is functorial with respect to
maps of moment-angle complexes induced by simplicial maps. The resulting cel-
lular cochain algebra is isomorphic to the algebra R∗(K) from Construction 3.2.5
(obtained by factorising the Koszul algebra of the face ring Z[K] by an acyclic ideal);
its cohomology is isomorphic to the Tor-algebra of K.
Another proof of Theorem 4.5.4 was given by Franz [117].
Algebraic model for cellular cochains. We recall the algebra R∗(K) from
Construction 3.2.5:
R∗(K) = Λ[u1, . . . , um]⊗ Z[K]
/
(v2i = uivi = 0, 1 6 i 6 m),
with the bigrading and differential given by
bideg ui = (−1, 2), bideg vi = (0, 2), dui = vi, dvi = 0.
The algebra R∗(K) has finite rank as an abelian group, with a basis of monomials
uJvI where J ⊂ [m], I ∈ K and J ∩ I = ∅.
Comparing the differential graded module structures in R∗(K) and C∗(ZK) we
observe that they coincide, as described in the following statement:
Lemma 4.5.1. The map
g : R∗(K)→ C∗(ZK), uJvI 7→ κ(J, I)∗,
is an isomorphism of cochain complexes. Hence, there is an additive isomorphism
H [R∗(K)] ∼= H∗(ZK).
Proof. Since g arises from a bijective correspondence between bases of R∗(K)
and C∗(ZK), it is an isomorphism of bigraded modules (or groups). It also clearly
commutes with the differentials:
δg(ui) = δ(T
∗
i ) = D
∗
i = g(vi) = g(dui), δg(vi) = δ(D
∗
i ) = 0 = g(dvi),
where Ti denotes the cell κ({i},∅), and Di = κ(∅, {i}). 
Having identified the algebra R∗(K) with the cellular cochains of the moment-
angle complex, we can give a topological interpretation to the quasi-isomorphism of
Lemma 3.2.6. To do this we shall identify the Koszul algebra Λ[u1, . . . , um]⊗Z[K]
with the cellular cochains of a space homotopy equivalent to ZK.
The infinite-dimensional sphere S∞ is the direct limit (union) of standardly
embedded odd-dimensional spheres. Each odd sphere S2k+1 can be obtained from
S2k−1 by attaching two cells of dimensions 2k and 2k + 1:
S2k+1 ∼= (S2k−1 ∪f D2k) ∪g D2k+1.
Here the map f : ∂D2k → S2k−1 is the identity (and has degree 1), and the map
g : ∂D2k+1 = S2k → D2k is the projection of the standard sphere onto its equatorial
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plane (and has degree 0). This implies that S∞ is contractible and has a cell
decomposition with one cell in each dimension; the boundary of an even cell is the
closure of an odd cell, and the boundary of an odd cell is zero. The 2-dimensional
skeleton of this cell decomposition is the disc D2 decomposed into three cells as
described in Section 4.4. The cellular cochain complex of S∞ can be identified with
the Koszul algebra
Λ[u]⊗ Z[v], deg u = 1, deg v = 2, du = v, dv = 0.
The functoriality of the polyhedral product (Proposition 4.2.3 (a)) implies that
there is the following deformation retraction onto a cellular subcomplex:
ZK = (D2, S1)K →֒ (S∞, S1)K −→ (D2, S1)K.
Furthermore, the cellular cochains of the polyhedral product (S∞, S1)K are iden-
tified with the Koszul algebra Λ[u1, . . . , um] ⊗ Z[K], in the same way as C∗(ZK)
is identified with R∗(K). Since ZK ⊂ (S∞, S1)K is a deformation retract, the
corresponding cellular cochain map
Λ[u1, . . . , um]⊗ Z[K] = C∗
(
(S∞, S1)K
) −→ C∗(ZK) = R∗(K)
induces an isomorphism in cohomology. The above map is a homomorphism of alge-
bras, so it is a quasi-isomorphism. In fact, the cochain homotopy map constructed
in the proof of Lemma 3.2.6 is nothing but the cellular cochain map induced by the
homotopy above.
Cellular diagonal approximation. Here we establish the cohomology ring
isomorphism in Lemma 4.5.1. The difficulty of working with cellular cochains is
that they do not admit a functorial associative multiplication. The diagonal map
used in the definition of the cohomology product is not cellular, and a cellular
approximation cannot be made functorial with respect to arbitrary cellular maps.
Here we construct a canonical cellular diagonal approximation ∆˜ : ZK → ZK ×ZK
which is functorial with respect to maps of ZK induced by simplicial maps of K,
and show that the resulting product in the cellular cochains of ZK coincides with
the product in R∗(K).
The product in the cohomology of a cell complex X is defined as follows
(see [248], [151]). Consider the composite map of cellular cochain complexes
(4.14) C∗(X)⊗ C∗(X) ×−−−−→ C∗(X ×X) ∆˜∗−−−−→ C∗(X).
Here the map × sends a cellular cochain c1 ⊗ c2 ∈ Cq1(X)⊗ Cq2(X) to the cochain
c1×c2 ∈ Cq1+q2(X×X), whose value on a cell e1×e2 ∈ X×X is (−1)q1q2c1(e1)c2(e2).
The map ∆˜∗ is induced by a cellular map ∆˜ (a cellular diagonal approximation)
homotopic to the diagonal ∆ : X → X ×X . In cohomology, map (4.14) induces a
multiplication H∗(X) ⊗ H∗(X) → H∗(X) which does not depend on a choice of
cellular approximation and is functorial. However, map (4.14) itself is not functorial
because the choice of a cellular approximation is not canonical.
Nevertheless, in the case X = ZK we can use the following construction.
Construction 4.5.2 (cellular approximation for ∆ : ZK → ZK × ZK). Con-
sider the map ∆˜ : D→ D×D given in the polar coordinates z = ρeiϕ ∈ D, 0 6 ρ 6 1,
0 6 ϕ < 2π, by the formula
(4.15) ρeiϕ 7→
{
(1− ρ+ ρe2iϕ, 1) for 0 6 ϕ 6 π,
(1, 1− ρ+ ρe2iϕ) for π 6 ϕ < 2π.
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It is easy to see that this is a cellular map homotopic to the diagonal∆ : D→ D×D,
and its restriction to the boundary circle S is a diagonal approximation for S, as
described by the following diagram:
(4.16)
S −−−−→ D
∆˜
y y∆˜
S× S −−−−→ D× D
(explicit formulae for the homotopies involved can be found in Exercise 4.5.11).
Taking the m-fold product we obtain a cellular approximation ∆˜ : Dm → Dm×Dm.
Applying Proposition 4.2.3 (a) to the map of pairs ∆˜ : (D, S)→ (D×D, S× S) and
observing that (D × D, S × S)K ∼= ZK × ZK, we obtain that ∆˜ : Dm → Dm × Dm
restricts to a cellular approximation of the diagonal map of ZK, as described in the
following diagram:
ZK −−−−→ Dm
∆˜
y y∆˜
ZK ×ZK −−−−→ Dm × Dm.
Finally, applying Proposition 4.2.3 (c) to diagram (4.16) we obtain that the ap-
proximation ∆˜ is functorial with respect to the maps of moment-angle-complexes
ZK → ZL induced by simplicial maps K → L.
Lemma 4.5.3. The cellular cochain algebra C∗(ZK) with the product defined via
the diagonal approximation ∆˜ : ZK → ZK × ZK and map (4.14) is isomorphic to
the algebra R∗(K). We therefore have an isomorphism of cohomology rings
H [R∗(K)] ∼= H∗(ZK).
Proof. We first consider the case K = ∆0, i.e. ZK = D. The cellular cochain
complex has basis of cochains 1 ∈ C0(D), T ∗ ∈ C1(D) and D∗ ∈ C2(D) dual to the
cells introduced in Section 4.4. The multiplication defined by (4.14) in C∗(D) is
trivial, so we have a ring isomorphism
R∗(∆0) = Λ[u]⊗ Z[v]/(v2 = uv = 0) −→ C∗(D).
Taking an m-fold tensor product we obtain a ring isomorphism for K = ∆m−1:
f : R∗(∆m−1) = Λ[u1, . . . , um]⊗ Z[v1, . . . , vm]
/
(v2i = uivi = 0) −→ C∗(Dm).
Now for arbitrary K we have an inclusion ZK ⊂ Dm = Z∆m−1 of a cellu-
lar subcomplex and the corresponding ring homomorphism q : C∗(Dm) → C∗(ZK).
Consider the commutative diagram
R∗(∆m−1)
f−−−−→ C∗(Dm)
p
y yq
R∗(K) g−−−−→ C∗(ZK).
Here the maps p, f and q are ring homomorphisms, and g is an isomorphism of
groups by Lemma 4.5.1. We claim that g is also a ring isomorphism. Indeed, take
α, β ∈ R∗(K). Since p is onto, we have α = p(α′) and β = p(β′). Then
g(αβ) = gp(α′β′) = qf(α′β′) = qf(α′)qf(β′) = gp(α′)gp(β′) = g(α)g(β),
as claimed. Thus, g is a ring isomorphism. 
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Main result. By combining the results of Lemmata A.2.10, 3.2.6 and 4.5.3
we obtain the main result of this section:
Theorem 4.5.4. There are isomorphisms, functorial in K, of bigraded algebras
H∗,∗(ZK) ∼= TorZ[v1,...,vm]
(
Z[K],Z)
∼= H(Λ[u1, . . . , um]⊗ Z[K], d),
where the bigrading and the differential on the right hand side are defined by
bideg ui = (−1, 2), bideg vi = (0, 2), dui = vi, dvi = 0.
The algebraic Betti numbers (3.2) of the face ring Z[K] therefore acquire a
topological interpretation as the bigraded Betti numbers (4.12) of the moment-
angle complex ZK.
Now we combine results of Propositions 3.1.5, 3.2.2 and 4.4.1, Corollary 4.3.3
and Theorem 4.5.4 in the following statement describing the functorial properties
of the correspondence K 7→ ZK.
Proposition 4.5.5. Consider the following functors:
(a) Z, the covariant functor K 7→ ZK from the category of finite simplicial
complexes and simplicial maps to the category of spaces with torus actions
and equivariant maps (the moment-angle complex functor);
(b) k[·], the contravariant functor K 7→ k[K] from simplicial complexes to
graded k-algebras (the face ring functor);
(c) Tor-alg, the contravariant functor
K 7→ Tork[v1,...,vm]
(
k[K],k)
from simplicial complexes to bigraded k-algebras (the Tor-algebra functor;
it is the composition of k[·] and Tork[v1,...,vm](· ,k));
(d) H∗T , the contravariant functor X 7→ H∗T (X ;k) from spaces with torus
actions to k-algebras (the equivariant cohomology functor);
(e) H∗, the contravariant functor X 7→ H∗(X ;k) from spaces to k-algebras
(the ordinary cohomology functor).
Then we have the following identities:
H∗T ◦ Z = k[·], H∗ ◦ Z = Tor-alg.
The second identity implies that for any simplicial map ϕ : K → L the corresponding
cohomology map
ϕ∗Z : H
∗(ZL)→ H∗(ZK)
coincides with the induced homomorphism of Tor-algebras ϕ∗Tor from Proposi-
tion 3.2.2. In particular, the map ϕ gives rise to a map
H−q,2p(ZL)→ H−q,2p(ZK)
of bigraded cohomology.
In the case of Cohen–Macaulay complexes K (see Section 3.3) we have the
following version of Theorem 4.5.4.
Proposition 4.5.6. Let K be an (n−1)-dimensional Cohen–Macaulay complex,
and let t be an hsop in k[K]. Then we have the following isomorphism of algebras:
H∗(ZK;k) ∼= Tork[v1,...,vm]/t
(
k[K]/t,k).
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Proof. This follows from Theorem 4.5.4 and Lemma A.3.5. 
Note that the algebra k[K]/t is finite-dimensional as a k-vector space, unlike
k[K]. In some circumstances this observation allows us to calculate the cohomology
of ZK more effectively.
Description of the product in terms of full subcomplexes. The
Hochster formula (Theorem 3.2.4) for the components of the Tor-algebra can be
used to obtain an alternative description of the product structure in H∗(ZK).
We recall from Section 3.2 that the bigraded structure in the Tor-algebra is
refined to a multigrading, and the multigraded components of Tor can be calculated
in terms of the full subcomplexes of K:
Tor−i,2JZ[v1,...,vm]
(
Z[K],Z) ∼= H˜ |J|−i−1(KJ ),
where J ⊂ [m], see Theorem 3.2.9. Furthermore, the product in the Tor-algebra
defines a product in the direct sum
⊕
p>0, J⊂[m] H˜
p−1(KJ ) given by (3.11).
The bigraded structure in the cellular cochain complex of ZK defined in Sec-
tion 4.4 can be also refined to a multigrading (a Z⊕ Zm-grading):
C∗(ZK) =
⊕
J⊂[m]
C∗, 2J (ZK),
where C∗, 2J(ZK) is the subcomplex spanned by the cochains κ(J\I, I)∗ with I ⊂ J
and I ∈ K. The bigraded cohomology groups are decomposed as follows:
H−i, 2j(ZK) =
⊕
J⊂[m] : |J|=j
H−i, 2J(ZK),
where H−i, 2J(ZK) = H−i[C∗, 2J(ZK)].
Theorem 4.5.7 (Baskakov [22]). There are isomorphisms
H˜p−1(KJ )
∼=−→ Hp−|J|,2J(ZK),
which are functorial with respect to simplicial maps and induce a ring isomorphism
h :
∑
J⊂[m]
H˜∗(KJ )
∼=−→ H∗(ZK).
Proof. The statement about the additive isomorphisms follows from Theo-
rems 3.2.9 and 4.5.4. In explicit terms, the cohomology isomorphisms are induced
by the cochain isomorphisms given by
Cp−1(KJ ) −→ Cp−|J|,2J(ZK),
αL 7−→ ε(L, J)κ(J \ L,L)∗
similar to (3.9), where αL ∈ Cp−1(KJ ) is the cochain dual to a simplex L ∈ KJ .
The ring isomorphism follows from Proposition 3.2.10 and Theorem 4.5.4. 
We summarise the results above in the following description of the cohomology
groups and the product structure of H∗(ZK) in terms of full subcomplexes of K:
Theorem 4.5.8. There are isomorphisms of groups
H−i,2j(ZK) ∼=
⊕
J⊂[m] : |J|=j
H˜j−i−1(KJ ), Hℓ(ZK) ∼=
⊕
J⊂[m]
H˜ℓ−|J|−1(KJ ).
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These isomorphisms sum up into a ring isomorphism
H∗(ZK) ∼=
⊕
J⊂[m]
H˜∗(KJ ),
where the ring structure on the right hand side is given by the canonical maps
Hk−|I|−1(KI)⊗Hℓ−|J|−1(KJ)→ Hk+ℓ−|I|−|J|−1(KI∪J )
which are induced by simplicial maps KI∪J → KI ∗ KJ for I ∩ J = ∅ and zero
otherwise.
It follows that the cohomology of ZK may have arbitrary torsion:
Corollary 4.5.9. Any finite abelian group can appear as a summand in a
cohomology group of H∗(ZK) for some K.
Proof. It follows from the Theorem 4.5.8 that H˜∗(K) is a direct summand
in H∗(ZK) (with appropriate shifts in dimension). Therefore, we can take K whose
simplicial cohomology contains the appropriate torsion. 
Exercises.
4.5.10. Let S be the standard unit circle decomposed into two cells, where the
0-cell is the unit. The map
∆˜ : S→ S× S, eiϕ 7→
{
(e2iϕ, 1) for 0 6 ϕ 6 π,
(1, e2iϕ) for π 6 ϕ < 2π
is a cellular diagonal approximation. It is obtained by restricting map (4.15) to
the boundary circle (ρ = 1). A homotopy Ft between the diagonal ∆ : S → S × S
(t = 0) and its cellular approximation ∆˜ (t = 1) is given by
Ft : S→ S× S, eiϕ 7→
{ (
ei(1+t)ϕ, ei(1−t)ϕ
)
for 0 6 ϕ 6 π,(
ei(1−t)ϕ+2πit, ei(1+t)ϕ−2πit
)
for π 6 ϕ < 2π.
4.5.11. Show that the formula
ρeiϕ 7→
{ (
(1 − ρ)t+ ρei(1+t)ϕ, (1− ρ)t+ ρei(1−t)ϕ) for 0 6 ϕ 6 π,(
(1 − ρ)t+ ρei(1−t)ϕ+2πit, (1− ρ)t+ ρei(1+t)ϕ−2πit) for π 6 ϕ < 2π.
defines a homotopy Gt : D → D × D between the diagonal ∆ : D → D × D (t = 0)
and its approximation ∆˜ (4.16) (t = 1). For ρ = 1 the homotopy Gt restricts to
the homotopy Ft of the previous exercise.
4.6. Bigraded Betti numbers
Here we describe the main properties of the bigraded Betti numbers (4.12) of
moment-angle complexes and give some examples of explicit calculations.
Lemma 4.6.1. Let K be a simplicial complex of dimension n− 1 with f0 = m
vertices and f1 edges, so that dimZK = m+ n. We have
(a) b0,0(ZK) = b0(ZK) = 1 and b0, 2q(ZK) = 0 for q 6= 0;
(b) b−p, 2q = 0 for q > m or p > q;
(c) b1(ZK) = b2(ZK) = 0;
(d) b3(ZK) = b−1,4(ZK) =
(
m
2
)− f1;
(e) b−p, 2q(ZK) = 0 for p > q > 0 or q − p > n;
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(f) bm+n(ZK) = b−(m−n), 2m(ZK) = rank H˜n−1(K).
Proof. We consider the algebra R∗(K) whose cohomology is H∗(ZK). Recall
that R∗(K) has additive basis of monomials uJvI with I ∈ K and I ∩ J = ∅. Since
bideg vi = (0, 2), bideg uj = (−1, 2), the bigraded component R−p,2q(K) has basis
of monomials uJvI with |I| = q − p and |J | = p. In particular, R−p,2q(K) = 0 for
q > m or p > q, which implies (b). To prove (a) we observe that R0,0(K) = k and
each vI ∈ R0,2q(K) with q > 0 is a coboundary, hence, H0,2q(ZK) = 0 for q > 0.
Now we prove (e). Let uJvI ∈ R−p,2q(K); then |I| = q − p and I ∈ K. Since
a simplex of K has at most n vertices, R−p,2q(K) = 0 for q − p > n. We have
b−p,2q(ZK) = 0 for p > q by (b) so we need only to check that b−q,2q(ZK) = 0 for
q > 0. The group R−q,2q(K) has basis of monomials uJ with |J | = q. Since d(ui) =
vi, there are no nonzero cocycles in R
−q,2q(K) for q > 0, hence, H−q,2q(ZK) = 0.
Statement (c) follows from (e) and (4.13).
We also have H3(ZK) = H−1,4(ZK), by (e). There is a basis in R−1,4(K)
consisting of monomials ujvi with i 6= j. We have d(ujvi) = vivj and d(uiuj) =
ujvi − uivj . Hence, ujvi is a cocycle if and only if {i, j} /∈ K; in this case the two
cocycles ujvi and uivj represent the same cohomology class. This proves (d).
It remains to prove (f). The total degree of a monomial uJvI ∈ R∗(K) is
2|I| + |J |, and there are constraints |I| + |J | 6 m and |I| 6 n. Therefore, the
maximum of the total degree is achieved for |I| = n and |J | = m− n. This proves
the first identity of (f), and the second follows from Theorem 4.5.8. 
Lemma 4.6.1 shows that nonzero bigraded Betti numbers br,2q(ZK) with r 6= 0
appear only in the strip bounded by the lines r = −1, q = m, r + q = 1 and
r + q = n in the second quadrant, see Fig. 4.1 (a).
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(b) |K| ∼= Sn−1
Figure 4.1. Possible locations on nonzero b−p,2q(ZK) (marked by ∗).
The next result allows us to express the numbers of faces of K (i.e. its f - and
h-vectors) via the bigraded Betti numbers. We consider the Euler characteristics
of the complexes C∗,2q(ZK) (see (4.11)),
(4.17) χq(ZK) =
m∑
p=0
(−1)p rank C−p,2q(ZK) =
m∑
p=0
(−1)pb−p,2q(ZK)
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and define the generating series
χ(ZK; t) =
m∑
q=0
χq(ZK)t2q.
Theorem 4.6.2. The following identity holds for an (n− 1)-dimensional sim-
plicial complex K with m vertices:
χ(ZK; t) = (1 − t2)m−n(h0 + h1t2 + · · ·+ hnt2n).
Here (h0, h1, . . . , hn) is the h-vector of K.
Proof. The bigraded component C−p,2q(ZK) has basis of cellular cochains
κ(J, I)∗ with I ∈ K, |I| = q − p and |J | = p. Therefore, rank C−p,2q(ZK) =
fq−p−1
(
m−q+p
p
)
, where (f0, f1, . . . , fn−1) is the f -vector of K and f−1 = 1. By
substituting this into (4.17) we obtain
χq(ZK) =
m∑
j=0
(−1)q−jfj−1
(
m−j
q−j
)
.
Then
(4.18) χ(ZK; t) =
m∑
q=0
m∑
j=0
t2jt2(q−j)(−1)q−jfj−1
(
m−j
q−j
)
=
m∑
j=0
fj−1t
2j(1 − t2)m−j = (1− t2)m
n∑
j=0
fj−1(t
−2 − 1)−j.
Set h(t) = h0 + h1t+ · · ·+ hntn. Then it follows from (2.3) that
tnh(t−1) = (t− 1)n
n∑
j=0
fj−1(t− 1)−j .
By substituting t−2 for t in the identity above we finally rewrite (4.18) as
χ(ZK; t)
(1− t2)m =
t−2nh(t2)
(t−2 − 1)n =
h(t2)
(1− t2)n ,
which is equivalent to the required identity. 
Corollary 4.6.3. If K 6= ∆m−1, then the Euler characteristic of ZK is zero.
Proof. We have
χ(ZK) =
m∑
p,q=0
(−1)−p+2qb−p,2q(ZK) =
m∑
q=0
χq(ZK) = χ(ZK; 1) = 0
by Theorem 4.6.2 (note that K 6= ∆m−1 implies that m > n). 
We proceed by describing the properties of bigraded Betti numbers for partic-
ular classes of simplicial complexes.
Definition 4.6.4. A finite simplicial complex K is called a d-dimensional pseu-
domanifold if the following three conditions are satisfied:
(a) all maximal simplices of K have dimension d (i.e. K is pure d-dimensional);
(b) each (d− 1)-simplex of K is the face of exactly two d-simplices of K.
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(c) if I and I ′ are d-simplices of K, then there is a sequence I = I1, I2, . . . , Ik =
I ′ of d-simplices of K such that Ij and Ij+1 have a common (d − 1)-face
for 1 6 i 6 k − 1.
If K is a d-dimensional pseudomanifold, then either Hd(K) ∼= Z or 0 (an exer-
cise). In the former case the pseudomanifold K is called orientable.
Lemma 4.6.5. Let K be an orientable pseudomanifold of dimension n− 1 with
m vertices. Then
Hm+n(ZK) = H˜n−1(K) ∼= Z.
Under the isomorphism H∗(ZK) ∼= H [R∗(K)], the group above is generated by the
class of any monomial uJvI ∈ R∗(K) of bidegree (−(m − n), 2m) such that I ∈ K
and J = [m] \ I.
Proof. The isomorphism of groups follows from Theorem 4.5.8 and the fact
that K is orientable. We have Hm+n(ZK) = H−(m−n),2m(ZK). The group
R−(m−n),2m(K) has basis of monomials uJvI with I ∈ K, |I| = n and J = [m] \ I.
Each of these monomials is a cocycle. Let I, I ′ be two (n − 1)-simplices of K hav-
ing a common (n − 2)-face. Consider the corresponding cocycles uJvI and uJ′vI′
(where J = [m] \ I, J ′ = [m] \ I ′):
uJvI = uj1uj2 · · ·ujm−nvi1 · · · vin−1vin ,
uJ′vI′ = uinuj2 · · ·ujm−nvi1 · · · vin−1vj1 .
Since K is a pseudomanifold, the (n − 2)-face {i1, . . . , in−1} is contained in ex-
actly two (n − 1)-faces, namely I = {i1, . . . , in−1, in} and I ′ = {i1, . . . , in−1, j1}.
Therefore we have the following identity in R∗(K)
d(uinuj1uj2 · · ·ujm−nvi1 · · · vin−1) =
= uj1uj2 · · ·ujm−nvi1 · · · vin−1vin − uinuj2 · · ·ujm−nvi1 · · · vin−1vj1
Hence, [uJvI ] = [uJ′vI′ ] (as cohomology classes). Property (c) from the definition
of a pseudomanifold implies that all monomials uJvI ∈ R−(m−n),2m(K) represent
the same cohomology class up to sign. The isomorphism (3.9) takes uJvI to ±αI ∈
Cn−1(K), which represents a generator of H˜n−1(K) ∼= Z (see Exercise 4.6.17). 
Remark. If K is a non-orientable pseudomanifold, then the same argument
shows that any monomial uJvI ∈ R∗(K) as above represents the generator of
Hm+n(ZK) = Hn−1(K) ∼= Z2.
Proposition 4.6.6. Let K be a triangulated sphere of dimension n− 1. Then
Poincare´ duality for the moment-angle manifold ZK respects the bigrading in coho-
mology. In particular,
b−p, 2q(ZK) = b−(m−n)+p, 2(m−q)(ZK) for 0 6 p 6 m− n, 0 6 q 6 m.
Proof. The Poincare´ duality maps (see Definition 3.4.3) are defined via the
cohomology multiplication in H∗(ZK), which respects the bigrading. We have
dimZK = m+ n, and
Hm+n(ZK) = Tor−(m−n), 2mZ[v1,...,vm]
(
Z[K],Z) ∼= Z,
by Lemma 4.6.5. This implies the required identity for the Betti numbers. 
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Corollary 4.6.7. Let K be a triangulated (n − 1)-sphere and ZK the corre-
sponding moment-angle manifold, dimZK = m+ n. Then
(a) b−p,2q(ZK) = 0 for p > m− n, with the only exception b−(m−n),2m = 1;
(b) b−p,2q(ZK) = 0 for q − p > n, with the only exception b−(m−n),2m = 1.
It follows that if |K| ∼= Sn−1, then nonzero bigraded Betti numbers br,2q(ZK),
except b0,0(ZK) and b−(m−n),2m(ZK), appear only in the strip bounded by the lines
r = −(m− n− 1), r = −1, r + q = 1 and r + q = n− 1 in the second quadrant,
see Fig. 4.1 (b).
A space X is called a Poincare´ duality space (over k) if H∗(X ;k) is a Poincare´
algebra (see Definition 3.4.3). We have the following characterisation of moment-
angle complexes with Poincare´ duality, extending the result of Corollary 4.6.6.
Theorem 4.6.8. ZK is a Poincare´ duality space over a field k if and only K is
a Gorenstein complex over k.
Proof. Assume that K is a Gorenstein complex. Consider the algebra T
defined in Theorem 3.4.4, i.e. T =
⊕d
i=0 T
i, where T i = Tor−i
k[m](k[K],k) and
d = max{j : Tor−j
k[m](k[K],k) 6= 0}. Since T is Poincare´ algebra, k ∼= T 0 ∼=
Homk(T
d, T d), which implies that T d ∼= k. Since T has a bigrading, we obtain
T d = T d,2q for some q > 0. Since the multiplication in T respects the bigrading,
the isomorphisms T i
∼=→ Homk(T d−i, T d) from the definition of a Poincare´ algebra
split into isomorphisms
T i, 2j
∼=−→ Homk(T d−i, 2(q−j), T d,2q).
Let Hk = Hk(ZK;k) and H =
⊕r
k=0H
k; then Hk =
⊕
i+2j=k T
i, 2j and r = d+2q.
Therefore, we have the isomorphisms
Hk =
⊕
i+2j=k
T i,2j
∼=−→
⊕
i+2j=k
Homk(T
d−i,2(q−j), T d,2q) = Homk(H
r−k, Hr),
which imply that H is a Poincare´ algebra.
Now assume that H =
⊕r
k=0H
k is a Poincare´ algebra. Then
k ∼= Hr = Tor−d, 2q
k[v1,...,vm]
(
k[K],k) = T d, 2q
for some d, q > 0. Since the multiplication in the cohomology of ZK respects the
bigrading, the isomorphisms Hk
∼=→ Homk(Hr−k, Hr) split into isomorphisms
H−i, 2j = T i, 2j
∼=−→ Homk(T d−i, 2(q−j), T d, 2q),
which in their turn define the isomorphisms
T i =
⊕
j
T i, 2j
∼=−→
⊕
j
Homk(T
d−i, 2(q−j), T d) = Homk(T
d−i, T d).
Thus, T is a Poincare´ algebra. 
Remark. We do not assume that r = max{k : Hk(ZK;k) 6= 0} is equal to
dimZK = m + n in Theorem 4.6.8. It follows from the proof above that ZK is a
Poincare´ duality space with r = dimZK if and only if K is a Gorenstein* complex.
Here are some explicit examples of calculations ofH∗(ZK) using Theorem 4.5.4.
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Example 4.6.9. Let K = ∂∆m−1. Then
Z[K] = Z[v1, . . . , vm]/(v1 · · · vm).
The cocycle u1v2v3 · · · vm ∈ Λ[u1, . . . , um]⊗Z[K] of bidegree (−1, 2m) represents a
generator of the top degree cohomology group of ZK ∼= S2m−1.
Example 4.6.10. Let K be the boundary of 5-gon. We have dimZK = 7.
We enumerate the vertices of K clockwise. The face ring of K is given in Ex-
ample 3.1.4.3. The group H3(ZK) has 5 generators corresponding to the diag-
onals of the 5-gon; these generators are represented by the cocycles uivi+2 ∈
Z[K] ⊗ Λ[u1, . . . , u5], 1 6 i 6 5 (the summation of indices is modulo 5). A direct
calculation shows that H4(ZK) also has 5 generators, represented by the cocycles
ujuj+1vj+3, 1 6 j 6 5. The Betti vector of ZK is therefore given by(
b0(ZK), b1(ZK), . . . , b7(ZK)
)
= (1, 0, 0, 5, 5, 0, 0, 1).
By Lemma 4.6.5, the product of cocycles uivi+2 and ujuj+1vj+3 represents a gen-
erator of H7(ZK) if and only if all the indices i, i + 2, j, j + 1, j + 3 are differ-
ent. Hence, for each cohomology class [uivi+2] ∈ H3(ZK) there is a unique class
[ujuj+1vj+3] ∈ H4(ZK) such that the product [uivi+2] · [ujuj+1vj+3] is nonzero.
These calculations are summarised by the cohomology ring isomorphism
H∗(ZK) ∼= H∗
(
(S3 × S4)#5),
in accordance with Exercise 4.2.10.
Example 4.6.11. Now we calculate the Betti numbers and the cohomology
product for ZK in the case when K is a boundary of an m-gon with m > 4.
It follows from Corollary 4.6.7 that the only nonzero bigraded Betti numbers
of ZK are b−(p−1),2p for 2 6 p 6 m− 2 and b0,0(ZK) = b−(m−2),2m(ZK) = 1. The
ordinary Betti numbers are therefore given by
b0(ZK) = bm+2(ZK) = 1, bk(ZK) = b−(k−2),2(k−1)(ZK) for 3 6 k 6 m− 1.
To calculate b−(k−2),2(k−1)(ZK) for 3 6 k 6 m− 1 we use the algebra R∗(K) of
Construction 3.2.5. We have
(4.19) b−(k−2),2(k−1)(ZK) = rankH−(k−2),2(k−1)(R∗, d) =
rankker
[
d : R−(k−2),2(k−1) → R−(k−3),2(k−1)]− rankdR−(k−1),2(k−1).
Since H−(k−1),2(k−1)(ZK) = 0 for k > 1, the differential d from R−(k−1),2(k−1) is
monomorphic, and
rank dR−(k−1),2(k−1) = rankR−(k−1),2(k−1).
Similarly, since H−(k−3),2(k−1)(ZK) = 0 for k 6 m, the differential from
R−(k−2),2(k−1) is epimorphic, and
rank ker
[
d : R−(k−2),2(k−1) → R−(k−3),2(k−1)]
= rankR−(k−2),2(k−1) − rankR−(k−3),2(k−1).
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Substituting the above two expressions into (4.19) and using formula (3.3) for the
dimensions of R−p,2q, we calculate
bk(ZK) = b−(k−2),2(k−1)(ZK)
= rankR−(k−2),2(k−1) − rankR−(k−3),2(k−1) − rankR−(k−1),2(k−1)
= m
(
m−1
k−2
)−m(m−2k−3 )− ( mk−1)
= (k − 2)(m−2k−1 )+ (m− k)( m−2m−k+1) for 3 6 k 6 m− 1.
Note that the cohomology of ZK does not have torsion in this example (this
follows from Theorem 4.5.8).
The product of any three classes of positive degree in H∗(ZK) is zero (i.e.
the cohomology product length of ZK is 2). Indeed, if αi ∈ H−(pi−1),2pi(ZK) for
i = 1, 2, 3, then
α1α2α3 ∈ H−(p1+p2+p3−3),2(p1+p2+p3)(ZK),
which is zero by Lemma 4.6.1 (e) (note that n = 2 in this example). Hence all
nontrivial products in H∗(ZK) arise from Poincare´ duality.
The above calculations of the Betti numbers together with the observations
about the cohomology product can be summarised by saying that ZK cohomologi-
cally looks like a connected sum of sphere products, namely,
(4.20) H∗(ZK) ∼= H∗
(m−1
#
k=3
(
Sk × Sm+2−k)#(k−2)(m−2k−1 )),
as rings.
According to a result of McGavran [216], the cohomology isomorphism of (4.20)
is induced by a homeomorphism of manifolds. This is true even in a more general
situation, when K is the boundary of a stacked polytope (see Definition 1.4.8):
Theorem 4.6.12 ([216], [36, Theorem 6.3]). Let K be the boundary of a stacked
polytope of dimension n with m > n+1 vertices. Then the corresponding moment-
angle manifold is homeomorphic to a connected sum of sphere products,
ZK ∼=
m−n+1
#
k=3
(
Sk × Sm+n−k)#(k−2)(m−nk−1 ).
For n = 2 we obtain a homeomorphism of manifolds underlying the isomor-
phism (4.20) (note that any 2-polytope is stacked).
The bigraded Betti numbers for stacked polytopes can also be calculated:
Theorem 4.6.13 ([303], [72], [195]). Let K be as in Theorem 4.6.12 and n > 3.
Then the nonzero bigraded Betti numbers of ZK are given by
b0,0(ZK) = b−(m−n),2m(ZK) = 1,
b−i,2(i+1)(ZK) = i
(
m−n
i+1
)
for 1 6 i 6 m− n− 1,
b−i,2(i+n−1)(ZK) = (m− n− i)
(
m−n
m−n+1−i
)
for 1 6 i 6 m− n− 1.
Exercises.
4.6.14. A triangulated manifold K is a pseudomanifold.
4.6.15. If K is a d-dimensional pseudomanifold, then either Hd(K) ∼= Z
or Hd(K) ∼= 0. What happens for homology and cohomology with coefficients
in a field k?
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4.6.16. If K is an orientable d-dimensional pseudomanifold (i.e. Hd(K) ∼= Z)
then Hd(K) ∼= Z, and if K is non-orientable then Hd(K) ∼= Z2. What happens for
cohomology with coefficients in a field k?
4.6.17. Let K be an orientable d-dimensional pseudomanifold. The homology
groupHd(K) ∼= Z is generated by the class of simplicial chain 〈K〉 =
∑
I∈K, dim I=d I
where the d-simplices I ∈ K are oriented properly (the fundamental homology class
ofK). The cohomology groupHd(K) ∼= Z is generated by the class of any cochain αI
taking value 1 on an oriented d-simplex I ∈ K and vanishing on all other simplices.
4.6.18. Calculate H∗(ZK) where K is the boundary of a pentagon using Theo-
rem 4.5.8 and the description of the cohomology product given in Proposition 3.2.10
(or Exercise 3.2.14).
4.7. Coordinate subspace arrangements
Here we establish a homotopy equivalence between the moment-angle complex
ZK and the complement of the arrangement of coordinate subspaces in Cm corre-
sponding to a simplicial complex K. As a corollary we obtain an explicit description
of the cohomology ring of a coordinate subspace arrangement complement. In some
cases, knowing the cohomology ring allows us to identify the homotopy type of ar-
rangement complements.
Coordinate subspace arrangements already appeared in Section 3.1 as affine
algebraic varieties corresponding to face rings (see Proposition 3.1.12). Here we
consider these arrangements from the general point of view.
A coordinate subspace in Cm can be given as
(4.21) LI = {(z1, . . . , zm) ∈ Cm : zi1 = · · · = zik = 0},
where I = {i1, . . . , ik} is a subset of [m].
Construction 4.7.1. We assign to a simplicial complex K the arrangement
of complex coordinate subspaces (or coordinate subspace arrangement) given by
A(K) = {LI : I /∈ K}.
We denote by U(K) the complement to A(K) in Cm, that is,
(4.22) U(K) = Cm \
⋃
I /∈K
LI .
Observe that if K′ ⊂ K is a subcomplex, then U(K′) ⊂ U(K).
Proposition 4.7.2. The assignment K 7→ U(K) defines a bijective inclusion-
preserving correspondence between simplicial complexes on the set [m] and comple-
ments of coordinate subspace arrangements in Cm.
Proof. We need to reconstruct a simplicial complex from the complement
and check that it indeed defines the inverse correspondence. Let A be a coordinate
subspace arrangement in Cm, and let U be its complement. Set
K(U) = {I ⊂ [m] : LI ∩ U 6= ∅}.
It is easy to see that K(U) is a simplicial complex satisfying U(K(U)) = U and
K(U(K)) = K. 
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If {i} is a ghost vertex of K, then the coordinate subspace arrangement A(K)
contains the hyperplane {zi = 0}. The arrangement A(K) does not contain hyper-
planes if and only the vertex set of K is the whole [m].
The complement U(K) is an example of a polyhedral product space (see Con-
struction 4.2.1), as is shown by the next proposition.
Proposition 4.7.3. U(K) = (C,C×)K.
Proof. Given a point z = (z1, . . . , zm) ∈ Cm, consider its zero set ω(z ) =
{i ∈ [m] : zi = 0} ⊂ [m]. We have
U(K) = Cm \
⋃
I /∈K
LI = C
m \
⋃
I /∈K
{z : ω(z ) ⊃ I} = Cm \
⋃
I /∈K
{z : ω(z ) = I}
=
⋃
I∈K
{z : ω(z ) = I} =
⋃
I∈K
{z : ω(z ) ⊂ I} =
⋃
I∈K
(C,C×)I = (C,C×)K. 
Example 4.7.4.
1. If K = ∆m−1, then U(K) = Cm.
2. If K = ∂∆m−1, then U(K) = Cm \ {0}.
3. Let K be the discrete complex with m vertices. Then
U(K) = Cm \
⋃
16i<j6m
{zi = zj = 0}
is the complement to all coordinate subspaces of codimension two.
4. More generally, if K is the i-dimensional skeleton of ∆m−1, then U(K) is the
complement to all coordinate subspaces of codimension i+ 2.
Since each coordinate subspace is invariant under the standard action of Tm
on Cm, the complement U(K) is also a Tm-invariant subset in Cm.
A deformation retraction of a space X onto a subspace A is a homotopy
Ft : X → X , t ∈ I, such that F0 = id (the identity map), F1(X) = A and Ft|A = id
for all t. The term ‘deformation retraction’ is often used only for the last map
f = F1 : X → A; this map is a homotopy equivalence.
Theorem 4.7.5. The moment-angle complex ZK is a Tm-invariant subspace
of U(K), and there is a Tm-equivariant deformation retraction
ZK →֒ U(K) ≃−→ ZK.
Proof. We have ZK = (D, S)K ⊂ (C,C×)K = U(K) by the functoriality of the
polyhedral product, so the moment-angle complex ZK is indeed contained in the
complement U(K) as a Tm-invariant subset.
The deformation retraction U(K)→ ZK will be constructed by induction. We
remove simplices from ∆m−1 until we obtain K, in such a way that we get a sim-
plicial complex at each intermediate step.
The base of induction is clear: if K = ∆m−1, then U(K) = Cm, ZK = Dm, and
the retraction Cm → Dm is evident.
The orbit space ZK/Tm is the cubical complex cc(K) = (I, 1)K (see Construc-
tion 2.9.11). The orbit space U(K)/Tm can be identified with
U(K)> = U(K) ∩ Rm> = (R>,R>)K
where Rm> is viewed as a subset in C
m.
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We shall first construct a deformation retraction r : U(K)> → cc(K) of orbit
spaces, and then cover it by a deformation retraction r˜ : U(K)→ ZK.
Now assume that K is obtained from a simplicial complex K′ by removing one
maximal simplex J = {j1, . . . , jk}, i.e. K ∪ J = K′. Then the cubical complex
cc(K′) is obtained from cc(K) by adding a single k-dimensional face CJ = (I, 1)J .
We also have U(K) = U(K′) \ LJ , so that
U(K)> = U(K′)> \ {y : yj1 = · · · = yjk = 0}.
We may assume by induction that there is a deformation retraction r′ : U(K′)> →
cc(K′) such that ω(r′(y)) = ω(y), where ω(y) is the set of zero coordinates of y .
In particular, r′ restricts to a deformation retraction
r′ : U(K′)> \ {y : yj1 = · · · = yjk = 0} −→ cc(K′)\ yJ
where yJ is the point with coordinates yj1 = · · · = yjk = 0 and yj = 1 for j /∈ J .
Since J /∈ K, we have yJ /∈ cc(K). On the other hand, yJ belongs to the extra
face CJ = (I, 1)J of cc(K′). We therefore may apply the deformation retraction rJ
shown in Fig. 4.2 on the face CJ , with centre at yJ . In coordinates, a homotopy Ft
❡ ✉
✉ ✉
✲✘✘✘
✘✘✘
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✘
✟✟
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✟✟
✟
✚
✚
✚
✚
✚
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✚❃
✚
✚✚
 
 
 
 
 
 
 ✒
 
 
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✻
✄
✄
✄
✄
✄
✄
✄✗✄
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✄
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✁
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✁
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Figure 4.2. Retraction rJ : cc(K′)\ yJ → cc(K).
between the identity map cc(K′)\ yJ → cc(K′)\ yJ (for t = 0) and the retraction
rJ : cc(K′)\ yJ → cc(K) (for t = 1) is given by
Ft : cc(K′)\ yJ −→ cc(K′)\ yJ ,
(y1, . . . , ym, t) 7−→ (y1 + tα1y1, . . . , ym + tαmym)
where
αi =
{
1−maxj∈J yj
maxj∈J yj
, if i ∈ J ,
0, if i /∈ J , for 1 6 i 6 m.
We observe that ω(Ft(y)) = ω(y) for any t and y ∈ cc(K′). Now, the composition
(4.23) r : U(K)> = U(K′)>\ {y : yj1 = · · · = yjk = 0} r
′−→ cc(K′)\ yJ rJ−→ cc(K)
is a deformation retraction, and it satisfies ω(r(y)) = ω(y) as this is true for rJ
and r′. The inductive step is now complete. The required retraction r˜ : U(K)→ ZK
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covers r as shown in the following commutative diagram:
ZK 
 //
µ

U(K) r˜ //
µ

ZK
µ

cc(K)   // U>(K) r // cc(K)
Explicitly, r˜ is decomposed inductively in a way similar to (4.23),
r˜ : U(K) = U(K′)\LJ r˜
′−→ ZK′\µ−1(yJ ) r˜J−→ ZK,
where µ−1(yJ) =
∏
j∈J{0}×
∏
j /∈J S, and r˜J is given in coordinates (z1, . . . , zm) =(√
y1e
iϕ1 , . . . ,
√
yme
iϕm
)
by(√
y1e
iϕ1 , . . . ,
√
yme
iϕm
) 7→ (√y1 + α1y1eiϕ1 , . . . ,√ym + αmymeiϕm)
with αi as above. 
Since U(K) and ZK are homotopy equivalent, we can use the results on the
cohomology of ZK (such as Theorems 4.5.4 and 4.5.8) to describe the cohomology
rings of coordinate subspace arrangement complements. The additive isomorphism
Hk(U(K)) ∼=⊕−i+2j=k Tor−i,2jk[v1,...,vm](k[K],k) has been also proved in [124].
Example 4.7.6. Let K be the set of m disjoint points. Then ZK is homotopy
equivalent to the complement U(K) of Example 4.7.4.3, and
Z[K] = Z[v1, . . . , vm]/(vivj , i 6= j).
The subspace of cocycles in R∗(K) has basis of monomials
ui1ui2 · · ·uik−1vik with ip 6= iq for p 6= q.
Since the total degree of ui1ui2 · · ·uik−1vik is k + 1, the space of cocycles of degree
k + 1 has dimension m
(
m−1
k−1
)
. The subspace of coboundaries of degree k + 1 is
spanned by the elements of the form
d(ui1 · · ·uik)
and has dimension
(
m
k
)
. Therefore,
rankH0(U(K)) = 1,
rankH1(U(K)) = H2(U(K)) = 0,
rankHk+1(U(K)) = m(m−1k−1 )− (mk ) = (k − 1)(mk ), for 2 6 k 6 m,
and the multiplication in the cohomology of U(K) is trivial.
The calculation of the previous example shows that if K is the set of m points,
then there is a cohomology ring isomorphism
(4.24) H∗
(
U(K)) ∼= H∗( m∨
k=2
(
Sk+1
)∨(k−1)(mk )),
where X∨k denotes the k-fold wedge of a space X . This cohomology isomorphism
is induced by a homotopy equivalence, as is shown by the following result.
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Theorem 4.7.7 ([132], [133, Corollary 9.5]). Let K be the i-dimensional skele-
ton of the simplex ∆m−1, so that U(K) is the complement to all coordinate planes of
codimension i+2 in Cm. Then U(K) is homotopy equivalent to a wedge of spheres:
U(K) ≃
m∨
k=i+2
(
Si+k+1
)∨(mk)(k−1i+1).
The proof uses the homotopy fibration ZK → (CP∞)K → (CP∞)m (see The-
orem 4.3.2); it will be further discussed in Section 8.2. For i = 0 we obtain the
homotopy equivalence behind cohomology isomorphism (4.24).
Real coordinate subspace arrangements
UR(K) = (R,R×)K
in Rm are defined and treated similarly; there are real analogues of all results and
constructions of this section. (The real version of Theorem 4.7.7 is much simpler:
see Exercise 4.2.8).
A coordinate subspace can be given either by setting some coordinates to zero,
as in (4.21), or as the linear span of a subset of the standard basis e1, . . . , em.
The latter approach leads to an alternative way of parametrising complements of
coordinate subspace arrangements by simplicial complexes, which is related to the
former one by Alexander duality.
Given a subset I ⊂ [m] we set SI = C〈e i : i ∈ I〉 (the C-span of the basis vectors
corresponding to I), and use the notation Î = [m] \ I and K̂ = {Î ⊂ [m] : I /∈ K}
from Construction 2.4.1. Then the coordinate subspace arrangement corresponding
to a simplicial complex K can be written in the following two ways:
A(K) = {LI : I /∈ K} = {SÎ : Î ∈ K̂}.
Using Alexander duality we can reformulate the description of the cohomology
of U(K) in terms of full subcomplexes of K (Theorem 4.5.8) as follows.
Proposition 4.7.8. There are isomorphisms
H˜q
(
U(K)) ∼=⊕
Î∈K̂
H˜2m−2|Î|−q−2(lkK̂ Î).
Proof. By Theorems 4.7.5 and 4.5.8,
Hq
(
U(K)) ∼= ⊕
I⊂[m]
H˜q−|I|−1(KI).
Nonempty simplices I ∈ K do not contribute to the sum above, since the corre-
sponding subcomplexes KI are contractible. Since H˜−1(∅) = Z, the empty simplex
contributes Z to H0(U(K)). Therefore, we can rewrite the isomorphism above as
H˜q
(
U(K))∼=⊕
I /∈K
H˜q−|I|−1(KI).
Using Alexander duality (Proposition 2.4.6) we calculate
H˜q−|I|−1(KI) ∼= H˜|I|−3−q+|I|+1(lkK̂ Î) = H˜2m−2|Î|−q−2(lkK̂ Î),
where Î = [m]\I is a simplex of K̂. 
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Proposition 4.7.8 is a particular case of the well-known Goresky–MacPherson
formula [130, Chapter III], which calculates the (co)homology groups of the com-
plement of an arrangement of affine subspaces in terms of its intersection poset. In
the case of coordinate subspace arrangements A(K) the intersection poset is the
face poset of the dual complex K̂. For more on the relationships between general
affine subspace arrangements and moment-angle complexes see [55, Chapter 8].
Exercises.
4.7.9. The affine algebraic varietyX(K) corresponding to the face ring C[K] (see
Proposition 3.1.12) and the coordinate subspace arrangement A(K) of Construc-
tion 4.7.1 are related by the identity X(K̂) = A(K), where K̂ = {I ⊂ [m] : [m] \ I /∈
K} is the Alexander dual complex.
4.7.10. Show directly that the complement to the 3 coordinate lines in C3 is
homotopy equivalent to the wedge of spheres S3∨S3∨S3∨S4∨S4; this corresponds
to m = 3 in (4.24).
4.7.11. Show directly (without referring to Theorem 4.7.5 and Proposi-
tion 4.3.5) that the complement U(K) is 2-connected if K does not have ghost
vertices, and that U(K) is 2q-connected if K is q-neighbourly.

Moment-angle complexes: additional topics
4.8. Free and almost free torus actions on moment-angle complexes
Here consider free and almost free actions of toric subgroups T k ⊂ Tm on ZK.
As usual, K is an (n − 1)-dimensional simplicial complex on [m], and ZK is the
corresponding moment-angle complex.
We start with a simple characterisation of the isotropy subgroups of the stan-
dard Tm-action on ZK. For each I ⊂ [m] we consider the coordinate subtorus
TI = {(t1, . . . , tm) ∈ Tm : tj = 1 for j /∈ I} =
∏
i∈I
T ⊂ Tm
(note that TI = (T, 1)I in the notation of Construction 4.2.1).
Proposition 4.8.1. Let z ∈ ZK, and set ω(z) = {i ∈ [m] : zi = 0} ∈ K. Then
the isotropy subgroup of z with respect to the Tm-action is Tω(z). Furthermore, each
coordinate subtorus TI for I ∈ K is the isotropy subgroup for a point z ∈ ZK.
Proof. An element t = (t1, . . . , tm) ∈ Tm fixes z if and only if ti = 1 whenever
zi 6= 0, which is equivalent to that t ∈ Tω(z ). The last statement is also clear: TI
is the isotropy subgroup for any z ∈ (D, S)I ⊂ ZK with ω(z ) = I. 
Recall that an action of a group on a topological space is almost free if all
isotropy subgroups are finite.
Definition 4.8.2. We define the free toral rank of ZK, denoted ftrZK, as the
maximal dimension of toric subgroups T k ⊂ Tm acting on ZK freely. Similarly, the
almost free toral rank of ZK, denoted atrZK, is the maximal dimension of toric
subgroups T k ⊂ Tm acting on ZK almost freely.
Proposition 4.8.3. Let K be a simplicial complex of dimension n − 1 on m
vertices and K 6= ∆m−1. The toral ranks of ZK satisfy the following inequalities:
1 6 ftrZK 6 atrZK 6 m− n.
Proof. By Proposition 4.8.1, isotropy subgroups for the Tm-action on ZK are
coordinate subgroups of the form TI . The diagonal circle in Tm intersects each
of these coordinate subgroups trivially (since I 6= [m]), and therefore acts freely
on ZK. This proves the first inequality. The second is obvious. To prove the third
one, assume that T k ⊂ Tm acts almost freely on ZK. Then the intersection of T k
with every Tm-isotropy subgroup TI is a finite group. Choose a maximal simplex
I ∈ K, |I| = n. Then TI ∩ T k can be finite only if k 6 m− n. 
The map Rm → Tm, (ϕ1, . . . , ϕm) 7→ (e2πiϕ1 , . . . , e2πiϕm), identifies Tm with
the quotient Rm/Zm. Subtori T k ⊂ Tm of dimension k bijectively correspond to
unimodular sublattices L ⊂ Zm of rank k (a sublattice is unimodular if it is a direct
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summand in Zm). The inclusion T k ⊂ Tm can be viewed as LR/L ⊂ Rm/Zm, where
LR is the k-dimensional subspace in Rm spanned by L.
Choosing a basis in L we obtain an integer m×k-matrix S = (sij), 1 6 i 6 m,
1 6 j 6 k, so that L is identified with the image of S : Zk → Zm. The k-torus T k
is the image of the corresponding monomorphism of tori Tk → Tm, namely,
(4.25) T k =
{(
e2πi(s11ψ1+···+s1kψk), . . . , e2πi(sm1ψ1+···+smkψk)
)} ⊂ Tm,
where (ψ1, . . . , ψk) ∈ Rk. Since L is unimodular, the columns of S form a part of
basis of the lattice Zm.
Lemma 4.8.4. Let T k be a k-dimensional subtorus in Tm and let L be the
corresponding unimodular sublattice of rank k in Zm. Let S = (sij), 1 6 i 6 m,
1 6 j 6 k, be a matrix defining L, so that T k is given by (4.25).
(a) The torus T k acts on ZK almost freely if and only if for each I ∈ K
the intersection of subspaces LR and RI in Rm is zero. Equivalently, the
(m−|I|)×k-matrix SÎ obtained by deleting from S the rows with numbers
i ∈ I has rank k.
(b) The torus T k acts on ZK freely if and only if for each I ∈ K the sublattice
spanned by L and ZI in Zm is unimodular of rank k + |I|. Equivalently,
the columns of the (m− |I|)× k-matrix SÎ form a part of basis of Zm−|I|.
Proof. We prove (a) first. By Proposition 4.8.1, the T k-action on ZK is
almost free if and only if the intersection T k ∩ TI ⊂ Tm is finite for each I ∈ K.
This intersection can be identified with the kernel of the map f : T k × TI → Tm
(the product of the inclusion maps T k → Tm and TI → Tm). This kernel is finite
if and only if the corresponding map of real spaces LR × RI → Rm is injective,
which is equivalent to that LR ∩RI = {0}. Let I = {i1, . . . , ip}, then the matrix of
f has the form (S |e i1 | · · · |eip), where ei is the ith standard basis column vector.
Clearly, this matrix has rank k + |I| if and only if the matrix SÎ has rank k.
Now we prove (b). The T k-action on ZK is free if and only if the the kernel of
f : T k×TI → Tm is trivial for each I ∈ K, i.e. T k×TI embeds as a subtorus. This
is equivalent to the conditions stated in (b). 
Let t = (t1, . . . , tn) ∈ Z[K] be a linear sequence given by
(4.26) ti = λi1v1 + · · ·+ λimvm, for 1 6 i 6 n.
We consider the integer n×m-matrix Λ = (λij), 1 6 i 6 n, 1 6 j 6 m. It defines a
homomorphism of lattices Λ: Zm → Zn and a homomorphism of tori Λ: Tm → Tn.
Theorem 4.8.5. The following conditions are equivalent:
(a) the sequence (t1, . . . , tn) given by (4.26) is an lsop in the rational face ring
Q[K];
(b) the kernel TΛ = Ker(Λ: Tm → Tn) is a product of an (m − n)-torus and
a finite group, and TΛ acts almost freely on ZK.
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Proof. We first observe that under any of conditions (a) or (b) the rational
map Λ: Qm → Qn is surjective. For each simplex I ∈ K we consider the diagram
0
↓
Qm−nyi1
0 −−−−→ Q|I| i2−−−−→ Qm p2−−−−→ Qm−|I| −−−−→ 0yΛ
Qn
↓
0
where i2 is the inclusion of the coordinate subspace QI → Qm. The map Λi2 is
given by the n × |I| matrix ΛI = (λij), 1 6 i 6 n, j ∈ I. By Lemma 3.3.2, the
sequence (t1, . . . , tn) is a rational lsop if and only if the rank of ΛI is |I| for each
I ∈ K. Hence condition (a) of the theorem is equivalent to the injectivity of the
map Λi2 for each I ∈ K.
On the other hand, by Lemma 4.8.4 (a), the action of the (m− n)-torus TΛ on
ZK is almost free if and only if i1(Qm−n) ∩ QI = {0} for each I ∈ K. The latter
condition is equivalent to that i1(Qm−n) ∩Ker p2 = {0}, i.e. that p2i1 is injective.
Hence condition (b) of the theorem is equivalent to the injectivity of the map p2i1
for each I ∈ K. Now the theorem follows from Lemma 1.2.5. 
The almost free toral rank of ZK can now be easily determined:
Corollary 4.8.6. We have atrZK = m − n, i.e. for each simplicial complex
K of dimension (n − 1) on [m] there is an (m − n)-dimensional subtorus in Tm
acting on ZK almost freely.
Proof. Choose a rational lsop in Q[K] by Theorem A.3.10, and multiply it
by a common denominator to get an integral sequence (4.26). It is still an lsop in
Q[K] (but it may fail to be an lsop in Z[K]), and therefore the (m − n)-torus TΛ
acts on ZK almost freely by Theorem 4.8.5. 
There is an analogue of Theorem 4.8.5 for free torus actions:
Theorem 4.8.7. The following conditions are equivalent:
(a) the sequence (t1, . . . , tn) given by (4.26) is an lsop in Z[K];
(b) TΛ = Ker(Λ: Tm → Tn) is an (m− n)-torus acting freely on ZK.
Proof. The argument is the same as in the proof of Theorem 4.8.5:
Lemma 1.2.5 is now applied to the diagram of integral lattices instead of ratio-
nal vector spaces. 
Nevertheless, there is no analogue of Corollary 4.8.6 for free torus actions, as
integral lsop’s may fail to exist. Indeed, the free toral rank of ZK where K is the
boundary of a cyclic n-polytope with m > 2n vertices is strictly less than m−n, as
shown by Example 3.3.4. The free toral rank of ZK is a combinatorial characteristic
of K, also known as the Buchstaber invariant . Its determination is a very subtle
problem; see [107] and [120] for some partial results in this direction.
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There is the following important conjecture of equivariant topology and rational
homotopy theory concerning almost free torus action.
Conjecture 4.8.8 (Toral Rank Conjecture, Halperin [148]). Assume that a
torus T k acts almost freely on a finite-dimensional topological space X. Then
dimH∗(X ;Q) > 2k,
i.e. the total dimension of the cohomology of X is at least that of the torus T k.
The Toral Rank Conjecture is valid for k 6 3 and is open in general. See [269]
and [312] for the discussion of the current status of this conjecture.
In the case of moment-angle complexes we have the following result:
Theorem 4.8.9 ([66], [311]). Let K be a simplicial complex of dimension n−1
with m vertices, and let ZK be the corresponding moment-angle complex. Then
rankH∗(ZK) =
m+n∑
k=0
rankHk(ZK) > 2m−n.
The proof of this theorem given in [311] uses a construction of independent
interest and a couple of technical lemmata. We include this proof below.
Corollary 4.8.10. The Toral Rank Conjecture is valid for subtori T k ⊂ Tm
acting almost freely on ZK.
The following is a particular case of the so-called simplicial wedge construc-
tion [268]. It has been brought into toric topology by the work [15].
Construction 4.8.11 (Simplicial doubling). Let K be a simplicial complex
on the vertex set [m]. The double of K is the simplicial complex D(K) on the
vertex set [2m] = {1, 1′, 2, 2′, . . . ,m,m′} whose missing faces (minimal non-faces)
are {i1, i′1, . . . , ik, i′k} where {i1, . . . , ik} is a missing face of K. In other words, D(K)
is determined by its face ring given by
k
[D(K)] = k[v1, v1′ , . . . , vm, vm′ ]/({vi1vi′1 · · · vikvi′k} : {i1, . . . , ik} /∈ K).
Example 4.8.12.
1. If K = ∆m−1 (the full simplex on m vertices), then D(K) = ∆2m−1.
2. If K = ∂∆m−1, then D(K) = ∂∆2m−1.
The doubling construction interacts nicely with the polyhedral product:
Theorem 4.8.13. Let (X,A) be a pair of spaces, let K be a simplicial complex
on [m] and D(K) its double. Then
(X,A)D(K) = (X ×X,X ×A ∪ A×X)K.
Proof. Set (Y,B) = (X×X,X×A∪A×X). Given a point y = (y1, . . . , ym) ∈
Y m, we set
ωY (y) = {i ∈ [m] : yi /∈ B} ⊂ [m].
Similarly, given x = (x1, x1′ , . . . , xm, xm′) ∈ X2m, we set
ωX(x ) =
{
j ∈ {1, 1′, . . . ,m,m′} : xj /∈ A
} ⊂ {1, 1′, . . . ,m,m′}.
We identify y with x by the formula (y1, . . . , ym) = ((x1, x1′), . . . , (xm, xm′)) ∈
Y m = X2m. It follows from the definition of the polyhedral product that y /∈
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(Y,B)K if and only if ωY (y) /∈ K. The latter is equivalent to the condition ωX(x ) /∈
D(K), since if ωY (y) = {i1, . . . , ik} then ωX(x ) ⊃ {i1, i′1, . . . , ik, i′k}. Therefore,
y /∈ (Y,B)K ⇐⇒ x /∈ (X,A)D(K),
which implies that (X,A)D(K) = (Y,B)K. 
Remark. The simplicial wedge [268], [15] is a generalisation of the doubling
construction, in which the ith vertex of K is replaced by a ji-tuple of vertices,
for some vector j = (j1, . . . , jm) of natural numbers. The double corresponds to
j = (2, . . . , 2). There is an analogue of Theorem 4.8.13 in this setting, see [15, §7].
As an important consequence of Theorem 4.8.13 we obtain the following rela-
tionship between the moment-angle complex ZK and its real analogue RK:
Corollary 4.8.14. We have ZK ∼= RD(K).
Proof. Apply Theorem 4.8.13 to the pair (X,A) = (D1, S0), observing that
(D1 ×D1, D1 × S0 ∪ S0 ×D1) ∼= (D2, S1). 
Lemma 4.8.15. Let (X,A) be a pair of cell complexes such that A has a collar
neighbourhood U(A) in X (i.e. there is a homeomorphism of pairs (U(A), A) ∼=
(A × [0, 1), A × {0})). Let Y = X1 ∪A X2 be the space obtained by attaching two
copies of X along A. Then
rankH∗(Y ) > rankH∗(A).
Proof. The assumption on (X,A) implies that we can apply the Mayer–
Vietoris sequence to the decomposition Y = X1 ∪A X2:
· · · βk−1−→ Hk−1(A) δk−1−→ Hk(Y ) αk−→ Hk(X1)⊕Hk(X2) βk−→ Hk(A)→ · · · .
The map βk is i
∗
1 ⊕ (−i∗2), where i1 : A → X1 and i2 : A → X2 are the inclusions.
Since X1 = X2 = X , and the inclusions i1 and i2 coincide, we have rankKerβk >
rankHk(X) and rank Imβk 6 rankH
k(X). Using these inequalities we calculate
rankHk(Y ) = rankKerαk + rank Imαk = rank Im δk−1 + rankKerβk
> rankHk−1(A)− rank Imβk−1 + rankHk(X)
> rankHk−1(A)− rankHk−1(X) + rankHk(X).
The required inequality is obtained by summing up over k. 
Theorem 4.8.16. Let K be a simplicial complex of dimension n − 1 with m
vertices, and let RK be the corresponding real moment-angle complex. Then
rankH∗(RK) > 2m−n′ > 2m−n,
where n′ is the minimum of the cardinality of maximal simplices of K (so that
n′ = n = dimK + 1 if and only if K is pure).
Proofs of Theorems 4.8.9 and 4.8.16. We first prove the inequality for
RK, by induction on the number of vertices m. For m = 1 the statement is clear.
We embed RK as a subcomplex in the ‘big’ cube [−1, 1]m (see Construction 4.1.5)
with coordinates u = (u1, . . . , um), −1 6 ui 6 1. Assume that the first vertex
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of K belongs to an (n′ − 1)-dimensional maximal simplex of K, and consider the
following subspaces of RK:
X+ = {u ∈ RK : u1 > 0}, X− = {u ∈ RK : u1 6 0},
A = X+ ∩X− = {u ∈ RK : u1 = 0}.
Applying Lemma 4.8.15 to the decomposition RK = X+ ∪A X− we obtain
rankH∗(RK) > rankH∗(A).
On the other hand, A is the disjoint union of 2m−m1−1 copies of RlkK{1}, where m1
is the number of vertices of lkK{1}. Since {1} is a vertex of a maximal simplex of K
of minimal cardinality n′, the minimal cardinality of maximal simplices in lkK{1}
is n′1 = n
′ − 1. Now using the inductive hypothesis we obtain
rankH∗(A) = 2m−m1−1 rankH∗(RlkK{1}) > 2m−m1−12m1−n
′
1 = 2m−n
′
.
Theorem 4.8.16 is therefore proved.
To prove Theorem 4.8.9 we use the fact that ZK ∼= RD(K), and observe that
the numbers m− n (and m− n′) for K and D(K) coincide. 
Using Theorems 4.5.4 and 4.5.8 we may reformulate Theorem 4.8.9 in both
algebraic and combinatorial terms:
Theorem 4.8.17. Let K be a simplicial complex of dimension n − 1 with m
vertices, and let k be a field. Then
dimTork[v1,...,vm]
(
k[K],k) = ∑
J⊂[m], k>0
dim H˜k−|J|−1(KJ ;k) > 2m−n.
As a corollary we obtain that the weak Horrocks Conjecture (Conjecture A.2.12)
holds for a particular class of rings:
Corollary 4.8.18. Let K be a Cohen–Macaulay simplicial complex (over a
field k) of dimension n− 1 with m vertices. Let t = (t1, . . . , tn) be an lsop in k[K],
so that k[m]/t ∼= k[w1, . . . , wm−n] and dimk[K]/t <∞. Then
dimTork[w1,...,wm−n]
(
k[K]/t ,k) > 2m−n,
i.e. the weak Horrocks Conjecture holds for the rings k[K]/t.
Proof. This follows from the previous theorem and Proposition 4.5.6. 
Exercises.
4.8.19. Show that ftrZK = 1 if and only if K = ∂∆m−1.
4.8.20. The Toral Rank Conjecture fails if dimX =∞.
4.8.21. Show that the doubling operation respects the join, that is, D(K∗L) =
D(K) ∗ D(L).
4.8.22. Assume that K is the boundary complex of a simplicial n-polytope Q ⊂
Rn with m vertices v1, . . . , vm. Then D(K) is the boundary of a simplicial polytope
D(Q) of dimension m+n with 2m vertices, which can be obtained in the following
way. We embed Rn as the coordinate subspace in Rm+n on the last n coordinates.
For each vertex vi ∈ Q ⊂ Rn take the line li ⊂ Rm+n through vi parallel to the ith
coordinate line of Rm+n, for 1 6 i 6 m. Then replace each vi by a pair of points
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v′i, v
′′
i ∈ li such that vi the centre of the segment with the vertices v′i, v′′i . Then the
boundary of
D(Q) = conv(v′1, v′′1 , . . . , v′m, v′′m) ⊂ Rm+n
is D(K).
4.8.23. There is the following generalisation of Theorem 4.8.13. Let
(X ,A) =
{
(X1, A1), (X1′ , A1′), . . . , (Xm, Am), (Xm′ , Am′)
}
be a set of 2m pairs of spaces. Define a new set (Y ,B) = {(Y1, B1), . . . , (Ym, Bm)}
of m pairs, where
(Yi, Bi) =
(
Xi ×Xi′ , Xi ×Ai′ ∪ Ai ×Xi′
)
.
Then
(X ,A)D(K) ∼= (Y ,B)K.
Further generalisations can be found in [15, §7].
4.8.24. The inequality rankH∗(RK) > 2m−n of Theorem 4.8.16 (or the in-
equality rankH∗(ZK) > 2m−n) turns into identity if and only if
K = ∂∆k1−1 ∗ ∂∆k2−1 ∗ · · · ∗ ∂∆kp−1 ∗∆m−s−1,
where s = k1 + · · · + kp and the join factor ∆m−s−1 is void if s = m (compare
Exercise 3.3.19). In this case both RK and ZK are products of spheres and a disc.
4.9. Massey products in the cohomology of moment-angle complexes
Here we address the question of existence of nontrivial triple Massey products
in the Koszul complex
(Λ[u1, . . . , um]⊗ Z[K], d)
of the face ring, and therefore in the cohomology of ZK. The general definition of
Massey products in the cohomology of a differential graded algebra is reviewed in
Section A.4 of the Appendix. A geometrical approach to constructing nontrivial
triple Massey products in the Koszul complex of the face ring was developed by
Baskakov in [23] as an extension of the cohomology calculation in Theorem 4.5.7.
It is well-known that non-trivial higher Massey products obstruct the formality
of a differential graded algebra, which in our case leads to a family of nonformal
moment-angle manifolds ZK (see Section B.2 for the background material).
Construction 4.9.1 (Baskakov [23]). Let Ki be a triangulation of a sphere
Sni−1 with |Vi| = mi vertices, i = 1, 2, 3. Set m = m1+m2+m3, n = n1+n2+n3,
K = K1 ∗ K2 ∗ K3, ZK = ZK1 ×ZK2 ×ZK3 .
Then K is a triangulation of Sn−1 and therefore ZK is an (m+ n)-manifold.
We choose maximal simplices I1 ∈ K1, I ′2, I ′′2 ∈ K2 such that I ′2 ∩ I ′′2 = ∅, and
I3 ∈ K3. Set
K˜ = ssI1∪I′2(ssI′′2 ∪I3 K),
where ssI denotes the stellar subdivision at I, see Definition 2.7.1. Then K˜ is a
triangulation of Sn−1 with m+ 2 vertices. Take generators
βi ∈ H˜ni−1(K˜Vi) ∼= H˜ni−1(Sni−1), for i = 1, 2, 3,
where K˜Vi is the restriction of K˜ to the vertex set of Ki, and set
αi = h(βi) ∈ Hni−mi,2mi(ZK˜) ⊂ Hmi+ni(ZK˜),
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where h is the isomorphism of Theorem 4.5.7. Then
β1β2 ∈ H˜n1+n2−1(K˜V1⊔V2) ∼= H˜n1+n2−1(Sn1+n2−1 \ pt = 0,
hence α1α2 = h(β1β2) = 0, and similarly α2α3 = 0. Therefore, the triple Massey
product 〈α1, α2, α3〉 ⊂ Hm+n−1(ZK˜) is defined. By definition, it is the set of
cohomology classes represented by the cocycles (−1)deg a1+1a1f + ea3 where ai is a
cocycle representing αi, and e, f are cochains satisfying de = a1a2, df = a2a3.
For the simplest example of this series, take Ki = S0 (two points), so that K is
the boundary of an octahedron, and K˜ is obtained by applying stellar subdivisions
at two skew edges. We shall consider this example in more detail below.
Recall that a Massey product is trivial if it contains zero.
Theorem 4.9.2. The above defined triple Massey product
〈α1, α2, α3〉 ⊂ Hm+n−1(ZK˜)
is nontrivial.
Proof. Consider the subcomplex of K˜ consisting of the two new vertices added
to K in the process of stellar subdivision. By Proposition 4.2.3 (b), the inclusion of
this subcomplex induces an embedding of a 3-dimensional sphere S3 →֒ ZK˜ . Since
the two new vertices are not joined by an edge in ZK˜, the embedded 3-sphere defines
a non-trivial class x ∈ H3(ZK˜). Its Poincare´ dual cohomology class in Hm+n−1(ZK˜)
is contained in the Massey product 〈α1, α2, α3〉. We need only to check that this
element cannot be turned into zero by adding elements from the indeterminacy of
the Massey product, i.e. from the subspace
α1 ·Hm2+m3+n2+n3−1(ZK˜) + α3 ·Hm1+m2+n1+n2−1(ZK˜).
To do this we use the multigraded structure in H∗(ZK˜). The multigraded com-
ponents of the group Hm2+m3+n2+n3−1(ZK˜) different from the component deter-
mined by the full subcomplex K˜V2⊔V3 do not affect the nontriviality of the Massey
product, while the multigraded component corresponding to K˜V2⊔V3 is zero since
K˜V2⊔V3 ∼= Sn2+n3−1 \ pt is contractible. The group Hm1+m2+n1+n2−1(ZK˜) is con-
sidered similarly. It follows that the Massey product contains a unique nonzero
element in its multigraded component and therefore it is nontrivial. 
Corollary 4.9.3. Let K˜ be a triangulated sphere obtained from another sphere
K by applying two stellar subdivisions as described above. Then the corresponding
2-connected moment-angle manifold ZK˜ is non-formal.
In the proof of Theorem 4.9.2 the nontriviality of the Massey product is estab-
lished geometrically. A parallel argument may be carried out algebraically using the
Koszul complex or its quotient algebra R∗(K), as illustrated in the next example.
To be precise, the nonformality of a manifold ZK is equivalent to the nonformality
of its singular cochain algebra C∗(ZK;Q) (or Sullivan’s algebra APL(ZK)), while
the rational Koszul complex or the algebra R∗(K)⊗Q are quasi-isomorphic to the
cellular cochain algebra C∗(ZK;Q). However, this difference is irrelevant: it can be
easily seen that the existence of a nontrivial triple Massey product for the cellular
cochain algebra C∗(ZK;Q) implies that ZK is nonformal (an exercise, or see [95,
Proposition 5.6.1]).
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Example 4.9.4. We consider the simplest case of Construction 4.9.1, when K˜
is obtained from the boundary of an octahedron by applying stellar subdivisions
at two skew edges. Then K˜ = KP is the nerve complex of a simple 3-polytope P
obtained by truncating a cube at two edges as shown in Figure 4.3. The face ring
is given by
Z[KP ] = Z[v1, . . . , v6, w1, w2]/IKP ,
where vi, i = 1, . . . , 6, are the generators coming from the facets of the cube and
w1, w2 are the generators corresponding to the two new facets, and
IKP = (v1v2, v3v4, v5v6, w1w2, v1v3, v4v5, w1v3, w1v6, w2v2, w2v4).
We denote the corresponding exterior generators of R∗(KP ) by u1, . . . , u6, t1, t2;
v1
✻v2
v3
✲v4
v5
✛v6
w1
w2
Figure 4.3.
they satisfy dui = vi and dti = wi. Consider the cocycles
a = v1u2, b = v3u4, c = v5u6
and the corresponding cohomology classes α, β, γ ∈ H−1,4[R∗(K)]. The equations
ab = de, bc = df
have a solution e = 0, f = v5u3u4u6, so the triple Massey product 〈α, β, γ〉 ∈
H−4,12[R∗(K)] is defined. This Massey product is represented by the cocycle
af + ec = v1v5u2u3u4u6
and is nontrivial. The differential graded algebra R∗(KP ) and the 11-dimensional
manifold ZKP are not formal.
Remark. We can truncate the polytope P from the previous example at an-
other edge to obtain a 3-dimensional associahedron As3, shown in Figure 1.5 (left).
By considering similar nontrivial Massey products (now there will be three of them,
corresponding to each pair of cut off edges) we deduce that the 12-dimensional
moment-angle manifold corresponding to As3 is also nonformal.
In view of Theorem 4.9.2, the question arises of describing the class of sim-
plicial complexes K for which the algebra R∗(K) (equivalently, the Koszul algebra
(Λ[u1, . . . , um]⊗Z[K], d)) is formal. For example, this is the case if K is the bound-
ary of a polygon or, more generally, if K is of the form described in Theorem 4.6.12.
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Triple Massey products in the cohomology of ZK were further studied in the
work of Denham and Suciu [95]. According to [95, Theorem 6.1.1], there exists
a nontrivial triple Massey product of 3-dimensional cohomology classes α, β, γ ∈
H3(ZK) if and only if the 1-skeleton of K contains an induced subgraph isomorphic
to one of the five explicitly described ‘obstruction’ graphs. In [95, Example 8.5.1]
there is also constructed an example of K for which the corresponding ZK has an
indecomposable triple Massey product in the cohomology (a triple Massey product
is indecomposable if it does not contain a cohomology class that can be written as
a product of two cohomology classes of positive dimension).
To conclude this section, we mention that the algebraic study of Massey prod-
ucts in the cohomology of Koszul complexes has a long history. It goes back to the
work of Golod [128], who studied the Poincare´ series of TorR(k,k) for a No¨therian
local ring R. The main result of Golod is a calculation of the Poincare´ series
for the class of rings whose Koszul complexes have all Massey products vanish-
ing (including the cohomology multiplication). Such rings were called Golod in
the monograph [147] of Gulliksen and Levin, where the reader can find a detailed
exposition of Golod’s theorem together with several further applications.
Definition 4.9.5. We refer to a simplicial complex K as Golod (over a ring k)
if its face ring k[K] has the Golod property, i.e. if the multiplication and all higher
Massey products in Tork[v1,...,vm](k[K],k) = H(Λ[u1, . . . , um]⊗ k[K], d) are trivial.
Golod complexes were studied in [157], where several combinatorial criteria for
Golodness were given. The appearance of moment-angle complexes added a topo-
logical dimension to the whole study. In particular, Theorem 4.5.4 implies that K is
Golod whenever ZK is homotopy equivalent to a wedge of spheres. This observation
was used in [133, Theorems 9.1, 11.2] to produce new classes of Golod simplicial
complexes, including skeleta of simplices considered in Theorem 4.7.7, and, more
generally, all shifted complexes. For all such K the corresponding moment-angle
complex ZK is homotopy equivalent to a wedge of spheres. There are examples
of Golod complexes K for which ZK is not homotopy equivalent to a wedge of
spheres (see Exercise 4.9.7 and [131, Example 3.3]). More explicit series of Golod
complexes were constructed by Seyed Fakhari and Welker in [284].
By a result of Berglund and Jo¨llenbek [28, Theorem 5.1], the face ring k[K]
is Golod if and only if the multiplication in Tork[v1,...,vm](k[K],k) is trivial (i.e.
triviality of the cup-product implies that all higher Massey products are also trivial).
More details on the relationship between the Golod property for K and the
homotopy theory of moment-angle complexes ZK can be found in [133], [131], as
well as in Section 8.5.
Exercises.
4.9.6. If the cellular cochain algebra C∗(ZK;Q) carries a nontrivial triple Massey
product, then ZK is nonformal.
4.9.7. Let K be the triangulation of RP 2 from Example 3.2.12.4. Then K is a
Golod complex, but ZK is not homotopy equivalent to a wedge of spheres.
4.10. Moment-angle complexes from simplicial posets
Simplicial posets S generalise naturally abstract simplicial complexes (see Sec-
tion 2.8). Algebraic properties of their face rings k[S] were discussed in Section 3.5.
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Following the categorical description of the moment-angle complex ZK outlined in
the end of Construction 4.1.1, it is easy to extend the definition of ZK to simpli-
cial posets. The resulting space ZS carries a torus action, and its equivariant and
ordinary cohomology is expressed in terms of the face ring Z[S] in the same way
as for the standard moment-angle complexes ZK. Simplicial posets and associated
moment-angle complexes therefore provide a broader context for studying the link
between torus actions and combinatorial commutative algebra. These developments
are originally due to Lu¨ and Panov [199].
Let S be a finite simplicial poset with the vertex set V (S) = [m].
Construction 4.10.1 (moment-angle complex). We consider the face category
cat(S) whose objects are elements σ ∈ S and there is a morphism from σ to τ
whenever σ 6 τ . For each element σ ∈ S we define the following subset in the
standard unit polydisc Dm ⊂ Cm:
(D2, S1)σ =
{
(z1, . . . , zm) ∈ Dm : |zj |2 = 1 for j 6 σ
}
.
Then (D2, S1)σ is homeomorphic to a product of |σ| discs and m− |σ| circles. We
have an inclusion (D2, S1)τ ⊂ (D2, S1)σ whenever τ 6 σ. Now define a diagram
DS(D2, S1) : cat(S) −→ top,
σ 7−→ (D2, S1)σ,
which maps a morphism σ 6 τ of cat(S) to the inclusion (D2, S1)σ ⊂ (D2, S1)τ
(see Appendix C.1 for the definition of diagrams and their colimits).
We define the moment-angle complex corresponding to S by
ZS = colimDS(D2, S1) = colim
σ∈S
(D2, S1)σ.
The space ZS is therefore glued from the blocks (D2, S1)σ according to the poset
relation in S. When S is (the face poset of) a simplicial complex K it becomes the
standard moment-angle complex ZK.
Since every subset (D2, S1)σ ⊂ Dm is invariant with respect to the coordinate-
wise action of them-torus Tm, the moment-angle complex ZS acquires a Tm-action.
This definition extends to a set (X ,A) of m pairs of spaces (see Construc-
tion 4.2.1), so we define the polyhedral product of (X ,A) corresponding to S by
(X ,A)S = colimDS(X ,A) = colim
σ∈S
(X ,A)σ.
The construction of the polyhedral product (X ,A)S is functorial in all argu-
ments: there are straightforward analogues of Propositions 4.2.3 and 4.2.4, which
are proved in a similar way.
Example 4.10.2. Let S be the simplicial poset of Fig. 3.3 (a). Then ZS is
obtained by gluing two copies of D2 × D2 along their boundary S3 = D2 × S1 ∪
S1×D2. Therefore, ZS ∼= S4. Here, KS = ∆1 (a segment), and the moment-angle
complex map induced by the map S → KS (2.9) folds S4 onto D4. Similarly, if S
is of Fig. 3.3 (b), then ZS ∼= S6. Note that even-dimensional spheres do not appear
as moment-angle complexes ZK for simplicial complexes K.
The join of simplicial posets S1 and S2 is the simplicial poset S1 ∗ S2 whose
elements are pairs (σ1, σ2), with (σ1, σ2) 6 (τ1, τ2) whenever σ1 6 τ1 in S1 and
σ2 6 τ2 in S2. The following properties of ZS are similar to those of ZK.
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Theorem 4.10.3.
(a) ZS1∗S2 ∼= ZS1 ×ZS2 ;
(b) the quotient ZS/Tm is homeomorphic to the cone over |S|;
(c) if |S| ∼= Sn−1, then ZS is a manifold of dimension m+ n.
Proof. Statements (a) and (b) are proved in the same way as the correspond-
ing statements for simplicial complexes, see Section 4.1. To prove (c) we use the
‘dual’ decomposition of the boundary of the n-ball cone |S| into faces, in the same
way as in the proof of Theorem 4.1.4. 
Construction 4.10.4 (cell decomposition). We proceed by analogy with the
construction of Section 4.4. The disc D is decomposed into 3 cells: the point 1 ∈ D
is the 0-cell; the complement to 1 in the boundary circle is the 1-cell, which we
denote T ; and the interior of D is the 2-cell, which we denote D. The polydisc
Dm then acquires the product cell decomposition, with each (D2, S1)σ ⊂ (D2, S1)τ
being an inclusion of cellular subcomplexes for σ 6 τ . We therefore obtain a cell
decomposition of ZS (although this time it is not a subcomplex in Dm in general!).
Each cell in ZS is determined by an element σ ∈ S and a subset ω ∈ V (S) with
V (σ) ∩ ω = ∅. Such a cell is a product of |σ| cells of D-type, |ω| cells of T -type
and the rest of 1-type. We denote this cell by κ(ω, σ).
The resulting cellular cochain complex C∗(ZS) has an additive basis consisting
of cochains κ(ω, σ)∗ dual to the corresponding cells. We introduce a Z⊕Zm-grading
on the cochains by setting
mdeg κ(ω, σ)∗ = (−|ω|, 2V (σ) + 2ω),
where we think of both V (σ) and ω as vectors in {0, 1}m ⊂ Zm. The cellular
differential preserves the Zm-part of the multigrading, so we obtain a decomposition
C∗(ZS) =
⊕
a∈Zm
C∗,2a (ZK)
into a sum of subcomplexes. The only nontrivial subcomplexes are those for which
a is in {0, 1}m. The cellular cohomology of ZS thereby acquires a multigrading,
and we define the multigraded Betti numbers b−i,2a (ZS) by
b−i,2a (ZS) = rankH−i,2a (ZS), for 1 6 i 6 m, a ∈ Zm.
For the ordinary Betti numbers we have bk(ZS) =
∑
−i+2|a |=k b
−i,2a (ZS).
The map of moment-angle complexes ZS1 → ZS2 induced by a simplicial poset
map S1 → S2 is clearly a cellular map, and therefore the cellular cohomology is
functorial with respect to such maps.
We now recall from Section 3.5 that the face ring Z[S] is a Zm-graded
Z[v1, . . . , vm]-module via the map sending each vi identically, and we have the
Z⊕ Zm-graded Tor-algebra of Z[S]:
TorZ[v1,...,vm]
(
Z[S],Z) = ⊕
i>0,a∈Nm
Tor−i, 2aZ[v1,...,vm]
(
Z[S],Z).
Theorem 4.10.5. There is a graded ring isomorphism
H∗(ZS) ∼= TorZ[v1,...,vm](Z[S],Z)
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whose graded components are given by the group isomorphisms
(4.27) Hp(ZS) ∼=
⊕
−i+2|a|=p
Tor−i, 2aZ[v1,...,vm](Z[S],Z)
in each degree p. Here |a| = j1 + · · ·+ jm for a = (j1, . . . , jm).
Using the Koszul complex we restate the above theorem as follows:
Theorem 4.10.6. There is a graded ring isomorphism
H∗(ZS) ∼= H
(
Λ[u1, . . . , um]⊗ Z[S], d
)
,
where the Z⊕Zm-grading and the differential on the right hand side are defined by
mdeg ui = (−1, 2ei), mdeg vσ = (0, 2V (σ)), dui = vi, dvσ = 0,
and ei ∈ Zm is the ith basis vector, for i = 1, . . . ,m.
Proof. The proof follows the lines of the proof of Theorem 4.5.4, but the
analogues of Lemmata 3.2.6 and 4.5.3 are proved in a different way.
We first set up the quotient differential graded ring
R∗(S) = Λ[u1, . . . , um]⊗ Z[S]/IR
where IR is the ideal generated by the elements
uivσ with i ∈ V (σ), and vσvτ with σ ∧ τ 6= 0ˆ.
Note that the latter condition is equivalent to V (σ) ∩ V (τ) 6= ∅. The ring R∗(S)
will serve as an algebraic model for the cellular cochains of ZS .
We need to prove an analogue of Lemma 3.2.6, i.e. show that the quotient map
̺ : Λ[u1, . . . , um]⊗ Z[S]→ R∗(S)
induces an isomorphism in cohomology. Instead of constructing a chain homotopy
directly, we shall identify both R∗(S) and Λ[u1, . . . , um] ⊗ Z[S] with the cellular
cochains of homotopy equivalent spaces.
Theorem 3.5.7 implies that R∗(S) has basis of monomials uωvσ where ω ⊂
V (S), σ ∈ S, ω ∩ V (σ) = ∅, and uω = ui1 . . . uik for ω = {i1, . . . , ik}. In
particular, R∗(S) is a free abelian group of finite rank. The map
(4.28) g : R∗(S)→ C∗(ZS), uωvσ 7→ κ(ω, σ)∗
is an isomorphism of cochain complexes. Indeed, the additive bases of the two
groups are in one-to-one correspondence, and the differential in R∗(S) acts (in the
case |ω| = 1 and i /∈ V (σ)) as
d(uivσ) = vivσ =
∑
η∈i∨σ
vη.
This is exactly how the cellular differential in C∗(ZS) acts on κ(i, σ)∗. The case
of arbitrary ω is treated similarly. It follows that we have an isomorphism of
cohomology groups Hj [R∗(S)] ∼= Hj(ZS) for all j.
The differential algebra (Λ[u1, . . . , um] ⊗ Z[S], d) also may be identified with
the cellular cochains of a certain space. Namely, consider the polyhedral product
(S∞, S1)S . Then we show in the same way as in Subsection 4.5 that there is an
isomorphism of cochain complexes
g′ : Λ[u1, . . . , um]⊗ Z[S]→ C∗
(
(S∞, S1)S
)
.
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Furthermore, the standard functoriality arguments give a deformation retraction
ZS = (D2, S1)S →֒ (S∞, S1)S −→ (D2, S1)S
onto a cellular subcomplex. Hence the cochain map C∗((S∞, S1)S)→ C∗(ZS) corre-
sponding to the inclusion ZS →֒ (S∞, S1)S induces an isomorphism in cohomology.
Summarising the above observations we obtain the commutative square
(4.29)
Λ[u1, . . . , um]⊗ Z[S] g
′
−−−−→ C∗((S∞, S1)S)
̺
y y
R∗(S) g−−−−→ C∗(ZS)
in which the horizontal arrows are isomorphisms of cochain complexes, and the
right vertical arrow induces an isomorphism in cohomology. It follows that the left
arrow also induces an isomorphism in cohomology, as claimed.
The additive isomorphism of (4.27) now follows from (4.29). To establish the
ring isomorphism we need to analyse the multiplication of cellular cochains.
We consider the diagonal approximation map ∆˜ : Dm → Dm × Dm given on
each coordinate by (4.15). It restricts to a map (D2, S1)σ → (D2, S1)σ × (D2, S1)σ
for every σ ∈ S and gives rise to a map of diagrams
DS(D2, S1)→ DS(D2, S1)×DS(D2, S1).
By definition, the colimit of the latter is ZS ∗S , which is identified with ZS × ZS .
We therefore obtain a cellular approximation ∆˜ : ZS → ZS × ZS for the diagonal
map of ZS . It induces a ring structure on the cellular cochains via the composition
C∗(ZS)⊗ C∗(ZS) ×−−−−→ C∗(ZS ×ZS) ∆˜
∗−−−−→ C∗(ZS).
We claim that, with this multiplication in C∗(ZS), the map (4.28) becomes a ring
isomorphism. To see this we first observe that since (4.28) is a linear map, it is
enough to consider the product of two generators uωvσ and uψvτ . If any two of the
subsets ω, V (σ), ψ and V (τ) have nonempty intersection, then uωvσ · uψvτ = 0 in
R∗(S). Otherwise (if all four subsets are disjoint) we have
(4.30) g(uωvσ · uψvτ ) = g
(
uω⊔ψ ·
∑
η∈ σ∨τ
vη
)
=
∑
η∈σ∨τ
κ(ω ⊔ ψ, η)∗.
We also observe that for any cell κ(χ, η) of ZS (with χ ∩ V (η) = ∅) we have
∆˜κ(χ, η) =
∑
ω⊔ψ=χ
σ∨τ ∋ η
κ(ω, σ)× κ(ψ, τ).
Therefore,
g(uωvσ) · g(uψvτ ) = κ(ω, σ)∗ · κ(ψ, τ)∗
= ∆˜∗
(
κ(ω, σ)× κ(ψ, τ))∗ = ∑
η∈σ∨τ
κ(ω ⊔ ψ, η)∗.
Comparing this with (4.30) we deduce that (4.28) is a ring map. 
Remark. Using the monoid structure on D as in Proposition 4.2.4 one easily
sees that the construction of ZS is functorial with respect to maps of simplicial
posets. This together with Proposition 3.5.12 makes the isomorphism of Theo-
rem 4.10.5 functorial.
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Figure 4.4. ‘Ball with corners’ Q dual to the simplicial poset S.
Using Hochster’s formula for simplicial posets (Theorem 3.5.14) we can calcu-
late the cohomology of ZS via the cohomology of full subposets SJ ⊂ S. Here is
an example of calculation using this method.
Example 4.10.7. Let S be the simplicial poset shown on Fig. 4.4 (right). It
has m = 5 vertices, 9 edges and 6 triangular faces. The dual 3-dimensional ‘ball
with corners’ Q (see the proof of Theorem 4.10.3) is shown in Figure 4.4 (left). We
denote its facets F1, . . . , F5, edges e, f, g and the vertex σ = F3 ∩ f as shown. The
corresponding moment-angle complex ZS is an 8-dimensional manifold.
The face ring Z[S] is the quotient of the polynomial ring
Z[S] = Z[v1, . . . , v5, ve, vf , vg], deg vi = 2, deg ve = deg vf = deg ve = 4
by the relations
v1v2 = ve + vf + vg,
v3v4 = v3v5 = v4v5 = v3ve = v4vf = v5vg = vevf = vevg = vevf = 0.
The other generators and relations in the original presentation of Z[S] can be de-
rived from the above; e.g., vσ = v3vf .
Given J ⊂ [m] we define the following subset in the boundary of Q:
QJ =
⋃
j∈J
Fj ⊂ Q.
By analogy with Proposition 3.2.11 we prove that
(4.31) H−i, 2J (ZS) ∼= H˜ |J|−i−1(QJ ).
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Using this formula we calculate the nontrivial cohomology groups of ZS as follows:
H0,(0,0,0,0,0)(ZS) = H˜−1(∅) = Z 1
H−1,(0,0,2,2,0)(ZS) = H˜0(F3 ∪ F4) = Z u3v4
H−1,(0,0,2,0,2)(ZS) = H˜0(F3 ∪ F5) = Z u5v3
H−1,(0,0,0,2,2)(ZS) = H˜0(F4 ∪ F5) = Z u4v5
H−2,(0,0,2,2,2)(ZS) = H˜0(F3 ∪ F4 ∪ F5) = Z⊕ Z u5u3v4, u5u4v3
H0,(2,2,0,0,0)(ZS) = H˜1(F1 ∪ F2) = Z⊕ Z ve, vf
H−1,(2,2,2,0,0)(ZS) = H˜1(F1 ∪ F2 ∪ F3) = Z u3ve
H−1,(2,2,0,2,0)(ZS) = H˜1(F1 ∪ F2 ∪ F4) = Z u4vf
H−1,(2,2,0,0,2)(ZS) = H˜1(F1 ∪ F2 ∪ F5) = Z u5vg
H−2,(2,2,2,2,2)(ZS) = H˜2(F1 ∪ · · · ∪ F5) = Z u5u4v3vf = u5u4vσ
It follows that the ordinary (1-graded) Betti numbers of ZS are given by the se-
quence (1, 0, 0, 3, 4, 3, 0, 0, 1). In the right column of the table above we include
the cocycles in the differential graded ring Λ[u1, . . . , u5]⊗ Z[S] representing gener-
ators of the corresponding cohomology group. This allows us to determine the ring
structure in H∗(ZS). For example,
[u5u3v4] · [vf ] = [u5u3v4vf ] = 0 = [u5u4v3] · [ve].
On the other hand,
[u5u3v4] · [ve] = −[u3u5v4ve] = −[u3u4v5ve]
= [u3u4v5vf ] = [u5u4v3vf ] = [u5u4v3] · [vf ].
Here we have used the relations d(u3u4u5ve) = u3u4v5ve − u3u5v4ve and
d(u1u3u4v2v5) = u3u4v5ve+u3u4v5vf . All nontrivial products come from Poincare´
duality. These calculations are summarised by the cohomology ring isomorphism
H∗(ZS) ∼= H∗
(
(S3 × S5)#3 # (S4 × S4)#2)
where the manifold on the right hand side is the connected sum of three copies
of S3 × S5 and two copies of S4 × S4. We expect that the isomorphism above is
induced by a homeomorphism.
Exercises.
4.10.8. Generalise Proposition 4.3.1 to simplicial posets, i.e. establish a ring
isomorphism H∗
(
(CP∞, pt)S
) ∼= Z[S].
4.10.9. Construct a homotopy equivalence
h : (CP∞, pt)S
≃−→ ETm ×Tm ZS
by extending the argument of Theorem 4.3.2, and deduce that H∗Tm(ZS) ∼= Z[S].
CHAPTER 5
Toric varieties and manifolds
A toric variety is an algebraic variety on which an algebraic torus (C×)n acts
with a dense (Zariski open) orbit. An algebraic torus contains a (compact) torus
T n, so toric varieties are toric spaces in our usual sense. Toric varieties are de-
scribed by combinatorial-geometric objects, rational fans (see Section 2.1), and the
combinatorics of the fan determines the orbit structure of the torus action.
Toric varieties were introduced in 1970 in the pioneering work of Demazure on
Cremona group. The geometry of toric varieties, or toric geometry, very quickly
became one of the most fascinating topics in algebraic geometry and found applica-
tions in many other mathematical sciences, sometimes distant from each other. We
have already mentioned the proof for the necessity part of the g-theorem for sim-
plicial polytopes given by Stanley. Other remarkable applications include counting
lattice points and volumes of lattice polytopes; relations with Newton polytopes
and the number of solutions of a system of algebraic equations (after Khovan-
skii and Kushnirenko); discriminants, resultants and hypergeometric functions (af-
ter Gelfand, Kapranov and Zelevinsky); reflexive polytopes and mirror symme-
try for Calabi–Yau toric hypersurfaces and complete intersections (after Batyrev).
Standard references on toric geometry include Danilov’s survey [86] and books by
Oda [250], Fulton [122] and Ewald [108]. The most recent exhaustive account
by Cox, Little and Schenck [84] covers many new applications, including those
mentioned above. Without attempting to give another review of toric geometry,
in this chapter we collect the basic definitions and constructions, and emphasise
topological and combinatorial aspects of toric varieties.
We review the three main approaches to toric varieties in the appropriate sec-
tions: the ‘classical’ construction via fans, the ‘algebraic quotient’ construction, and
the ‘symplectic reduction’ construction. The intersection of Hermitian quadrics ap-
pearing in the symplectic construction of toric varieties links toric geometry to
moment-angle complexes. This link will be developed further in the next chapter.
A basic knowledge of algebraic geometry would much help the reader of this
chapter, although it is not absolutely necessary.
5.1. Classical construction from rational fans
An algebraic torus is a commutative complex algebraic group isomorphic to a
product (C×)n of copies of the multiplicative group C× = C \ {0}. It contains a
compact torus T n as a Lie (but not algebraic) subgroup.
We shall often identify an algebraic torus with the standard model (C×)n.
Definition 5.1.1. A toric variety is a normal complex algebraic variety V
containing an algebraic torus (C×)n as a Zariski open subset in such a way that
the natural action of (C×)n on itself extends to an action on V .
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It follows that (C×)n acts on V with a dense orbit. Toric varieties originally ap-
peared as equivariant compactifications of an algebraic torus, although non-compact
(e.g., affine) examples are now of equal importance.
Example 5.1.2. The algebraic torus (C×)n and the affine space Cn are the
simplest examples of toric varieties. A compact example is given by the projective
space CPn on which the torus acts in homogeneous coordinates as follows:
(t1, . . . , tn) · (z0 : z1 : . . . : zn) = (z0 : t1z1 : . . . : tnzn).
Algebraic geometry of toric varieties is translated completely into the language
of combinatorial and convex geometry. Namely, there is a bijective correspondence
between rational fans in n-dimensional space (see Section 2.1) and complex n-
dimensional toric varieties. Under this correspondence,
cones ←→ affine varieties
complete fans ←→ compact (complete) varieties
normal fans of polytopes←→ projective varieties
regular fans ←→ nonsingular varieties
simplicial fans ←→ orbifolds
We review this construction below; the details can be found in the sources men-
tioned above. Following the algebraic tradition, we use the coordinate-free notation.
We fix a lattice N of rank n (isomorphic to Zn), and denote by NR its ambient
n-dimensional real vector space N ⊗Z R ∼= Rn. Define the algebraic torus C×N =
N ⊗Z C× ∼= (C×)n. All cones and fans in this chapter are rational.
Construction 5.1.3. We first describe how to assign an affine toric variety
to a cone σ ⊂ NR. Consider the dual cone σv ⊂ N∗R (see (2.1)) and denote by
Sσ = σ
v ∩N∗
the set of its lattice points. Then Sσ is a finitely generated semigroup (with respect
to addition). Let Aσ = C[Sσ] be the semigroup ring of Sσ. It is a commutative
finitely generated C-algebra, with a C-vector space basis {χu : u ∈ Sσ}. The
multiplication in Aσ is defined via the addition in Sσ:
χu · χu ′ = χu+u ′ ,
so χ0 is the unit. The affine toric variety Vσ corresponding to σ is the affine
algebraic variety corresponding to Aσ:
Vσ = Spec(Aσ), Aσ = C[Vσ].
By choosing a multiplicative generator set in Aσ we represent it as a quotient
Aσ = C[x1, . . . , xr ]/I;
then the variety Vσ is the common zero set of polynomials from the ideal I. Each
point of Vσ corresponds to a semigroup homomorphism Homsg(Sσ,Cm), where
Cm = C× ∪ {0} is the multiplicative semigroup of complex numbers.
Now if τ is a face of σ, then σv ⊂ τ v, and the inclusion of semigroup algebras
C[Sσ]→ C[Sτ ] induces a morphism Vτ → Vσ, which is an inclusion of a Zariski open
subset. This allows us to glue the affine varieties Vσ corresponding to all cones σ in
a fan Σ into an algebraic variety VΣ, referred to as the toric variety corresponding
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to the fan Σ. More formally, VΣ may be defined as the colimit of algebraic varieties
Vσ over the partially ordered set of cones of Σ:
VΣ = colim
σ∈Σ
Vσ.
Here is the crucial point: the fact that the cones σ patch into a fan Σ guarantees
that the variety VΣ obtained by gluing the pieces Vσ is Hausdorff in the usual
topology. In algebraic geometry, the Hausdorffness is replaced by the related notion
of separatedness: a variety V is separated if the image of the diagonal map ∆ : V →
V × V is Zariski closed. A separated variety is Hausdorff in the usual topology.
Lemma 5.1.4. If a collection of cones {σ} forms a fan Σ, then the variety
VΣ = colimσ∈Σ Vσ is separated.
Proof. Using the separatedness criterion of [285, Ch. V, §4.3] (see also [86,
Proposition 5.4]), it is enough to verify the following: if cones σ and σ′ intersect
in a common face τ , then the diagonal map Vτ → Vσ × Vσ′ is a closed embedding.
This is equivalent to the assertion that the natural homomorphism Aσ ⊗Aσ′ → Aτ
is surjective. To prove this, we use Separation Lemma (Lemma 2.1.2). According
to it, there is a linear function u which is nonnegative on σ, nonpositive on σ′ and
the intersection of the hyperplane u⊥ with σ is τ . Now take u ′ ∈ τ v, i.e. u ′ is
nonnegative on τ . Then there is an integer k > 0 such that u ′ + ku is nonnegative
on σ, i.e. u ′ + ku ∈ σv. Then u ′ = (u ′ + ku) + (−ku) ∈ σv + σ′v. It follows
that Sσ ⊕ Sσ′ → Sτ is surjective map of vector spaces (or semigroups), hence
Aσ ⊗Aσ′ → Aτ is a surjective homomorphism. 
We shall consider only separated varieties in what follows.
The variety Vσ carries an algebraic action of the torus C
×
N = N ⊗Z C×
(5.1) C×N × Vσ → Vσ, (t , x) 7→ t · x
which is defined as follows. A point t ∈ C×N is determined by a group homomor-
phism N∗ → C×. In coordinates, the homomorphism Zn ∼= N∗ → C× correspond-
ing to t = (t1, . . . , tn) is given by
u = (u1, . . . , un) 7→ t(u) = (tu11 · · · tunn ).
A point x ∈ Vσ corresponds to a semigroup homomorphism Sσ → Cm. Then
we define t · x as the point in Vσ corresponding to the semigroup homomorphism
Sσ → Cm given by
u 7→ t(u)x(u).
The homomorphism of algebras Aσ → Aσ ⊗ C[N∗] dual to the action (5.1) maps
χu to χu ⊗ χu for u ∈ Sσ. If σ = {0}, then we obtain the multiplication in
the algebraic group C×N . The actions on the varieties Vσ are compatible with the
inclusions of open sets Vτ → Vσ corresponding to the inclusions of faces τ ⊂ σ.
Therefore, for each fan Σ we obtain a C×N -action on the variety VΣ, which extends
the C×N -action on itself.
Example 5.1.5. Let N = Zn and let σ be the cone spanned by the first k basis
vectors e1, . . . , ek, where 0 6 k 6 n. The semigroup Sσ = σ
v ∩N∗ is generated by
the dual elements e∗1, . . . , e
∗
k and ±e∗k+1, . . . ,±e∗n. Therefore,
Aσ ∼= C[x1, . . . , xk, xk+1, x−1k+1, . . . , xn, x−1n ],
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where we set xi = χ
e∗i . It follows that the corresponding affine variety is
Vσ ∼= C× · · · × C× C× × · · · × C× = Ck × (C×)n−k.
In particular, for k = n we obtain an n-dimensional affine space, and for k = 0 (i.e.
σ = {0}) we obtain the algebraic torus (C×)n.
Example 5.1.6. Let σ ⊂ R2 be the cone generated by the vectors e2 and
2e1 − e2 (note that these two vectors do not span Z2, so this cone is not regular).
The dual cone σv is generated by e∗1 and e
∗
1 +2e
∗
2. The semigroup Sσ is generated
by e∗1, e
∗
1 + e
∗
2 and e
∗
1 + 2e
∗
2, with one relation among them. Therefore,
Aσ = C[x, xy, xy
2] ∼= C[u, v, w]/(v2 − uw)
and Vσ is a quadratic cone (a singular variety).
 
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 
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Figure 5.1. Complete fans in R2
Example 5.1.7. Let Σ be the complete fan in R2 with the following three
maximal cones: the cone σ0 generated by e1 and e2, the cone σ1 generated by e2
and −e1 − e2, and the cone σ2 generated by −e1 − e2 and e1, see Fig. 5.1 (a).
Then each affine variety Vσi is isomorphic to C
2, with coordinates (x, y) for σ0,
(x−1, x−1y) for σ1, and (y
−1, xy−1) for σ2. These three affine charts glue together
into the complex projective plane VΣ = CP
2 in the standard way: if (z0 : z1 : z2)
are the homogeneous coordinats in CP 2, then we have x = z1/z0 and y = z2/z0.
Example 5.1.8. Fix k ∈ Z and consider the complete fan in R2 with the
four two-dimensional cones generated by the pairs of vectors (e1, e2), (e1,−e2),
(−e1 + ke2,−e2) and (−e1 + ke2, e2), see Fig 5.1 (b). It can be shown that the
corresponding toric variety Fk is the projectivisation CP (C⊕O(k)) of the sum of a
trivial line bundle C and the kth power O(k) = γ⊗k of the canonical line bundle γ
over CP 1 (an exercise). These 2-dimensional complex varieties Fk are known as
Hirzebruch surfaces.
Example 5.1.9. Let K be a simplicial complex on [m]. The complement U(K)
of the coordinate subspace arrangement corresponding to K (see (4.22)) is a (C×)m-
invariant subset in Cm, and therefore it is a nonsingular toric variety. This variety
is not affine in general; it is quasiaffine (the complement to a Zariski closed subset
in an affine variety).
The fan ΣK corresponding to U(K) consists of the cones σI ⊂ Rm generated by
the basis vectors ei1 , . . . , e ik , for all simplices I = {i1, . . . , ik} ∈ K. The affine toric
variety corresponding to σI is (C,C×)I , and the affine cover of U(K) is its polyhedral
product decomposition U(K) = ⋃I∈K(C,C×)I given by Proposition 4.7.3.
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The inclusion poset of closures of C×N -orbits of VΣ is isomorphic to the re-
versed inclusion poset of faces of Σ. That is, k-dimensional cones of Σ corre-
spond to codimension-k orbits of the algebraic torus action on VΣ. In particular,
n-dimensional cones correspond to fixed points, and the apex (the zero cone) cor-
responds to the dense orbit. Furthermore, if a subcollection of cones of Σ forms a
fan Σ′, then the toric variety VΣ′ is embedded into VΣ as a Zariski open subset.
We recall from Section 2.1 that a fan is called simplicial (respectively, regular)
if each of its cones is generated by a part of basis of the space NR (respectively, of
the lattice N), and a fan is called complete if the union of its cones is the whole NR.
A toric variety VΣ is compact (in usual topology) if and only if the fan Σ is
complete. If Σ is a simplicial fan, then VΣ is an orbifold , that is, it is locally
isomorphic to a quotient of Cn by a finite group action. A toric variety VΣ is
nonsingular (smooth) if and only if the fan Σ is regular.
Exercises.
5.1.10. Let Σ be the ‘multifan’ in R1 consisting of two identical 1-dimensional
cones generated by e1 and a 0-dimensional cone 0. Describe the algebraic variety
VΣ obtained by gluing the affine varieties corresponding to this ‘multifan’ and show
that VΣ is not separated (or non-Hausdorff in the usual topology).
5.1.11. Describe the toric variety corresponding to the fan with 3 one-
dimensional cones generated by the vectors e1, e2 and −e1 − e2.
5.1.12. Show that the toric variety of Example 5.1.8 is isomorphic to the Hirze-
bruch surface Fk = CP (C⊕O(k)).
5.1.13. Show that the Hirzebruch surface Fk is homeomorphic to S
2 × S2 for
even k and is homeomorphic to CP 2#CP 2 for odd k, where# denotes the connected
sum, and CP 2 is CP 2 with the orientation reversed.
5.2. Projective toric varieties and polytopes
Construction 5.2.1 (projective toric varieties). Let P be a convex polytope
with vertices in the dual lattice N∗ (a lattice polytope), and let ΣP be the normal fan
of P (see Construction 2.1.3). Since P ⊂ N∗R, the fan ΣP belongs to the space NR.
It has a maximal cone σv for each vertex v ∈ P . The dual cone σ∗v is the ‘vertex
cone’ at v, generated by all vectors pointing from v to other points of P .
Define the toric variety VP = VΣP . Since the normal fan ΣP does not depend on
the linear size of the polytope, we may assume that for each vertex v the semigroup
Sσv is generated by the lattice points of the polytope (this can always be achieved
by replacing P by kP with sufficiently large k). Since N∗ is the lattice of characters
of the algebraic torus C×N = N ⊗Z C× (that is, N∗ = HomZ(C×N ,C×)), the lattice
points of the polytope P ⊂ N∗ define an embedding
iP : C
×
N → (C×)|N
∗∩P |,
where |N∗ ∩ P | is the number of lattice points in P .
Proposition 5.2.2 (see [84, §2.2] or [122, §3.4]). The toric variety VP is
identified with the projective closure iP (C
×
N ) ⊂ CP |N
∗∩P |.
It follows that toric varieties arising from polytopes are projective, i.e. can be
defined by a set of homogeneous equations in a projective space. The converse is
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also true: the fan corresponding to a projective toric variety is the normal fan of a
lattice polytope.
The polytope P carries more geometric information than the normal fan ΣP :
different lattice polytopes with the same normal fan Σ correspond to different pro-
jective embeddings of the toric variety VΣ.
Nonsingular projective toric varieties correspond to lattice polytopes P which
are simple and Delzant (that is, for each vertex v, the normal vectors of facets
meeting at v form a basis of the lattice N).
Constructions of Chapter 1 provide explicit series of Delzant polytopes and
therefore nonsingular projective toric varieties. Basic examples include simplices
and cubes in all dimensions. The product of two Delzant polytopes is obviously
Delzant. If P is a Delzant polytope, then its face truncation P ∩ H> (Construc-
tion 1.1.12) by an appropriately chosen hyperplane H is also Delzant (an exercise).
All nestohedra (in particular, permutahedra and associahedra) admit Delzant real-
isations. This fact, first observed in [265, Proposition 7.10], can be proved either
by using the sequence of face truncations described in Lemma 1.5.17 or directly
from the presentation of nestohedra given in Proposition 1.5.11.
Example 5.2.3. The fan Σ described in Example 2.1.4 is regular, but cannot be
obtained as the normal fan of a simple polytope. The corresponding 3-dimensional
toric variety VΣ is compact and nonsingular, but not projective.
We note that although the fan Σ from the previous example cannot be realised
geometrically as the fan over the faces of a simplicial polytope (or, equivalently, as
the normal fan of a simple polytope), its underlying simplicial complex KΣ is never-
theless combinatorially equivalent to the boundary complex of a simplicial polytope
(namely, an octahedron with a pyramid over one of its facets, see Fig. 2.1). In other
words, using the terminology of Section 2.5, the starshaped sphere triangulation KΣ
is polytopal (in the combinatorial sense).
There are, of course, nonpolytopal starshaped spheres, such as the Barnette
sphere K (see Example 2.5.8). It is easy to see that a simplicial fan realising the
Barnette sphere can be chosen rational. However, to realise a nonpolytopal sphere
by a regular fan turned out to be a more difficult task. This question has been
finally settled by Suyama [299]; his example is obtained by subdividing a simplicial
fan realising the Barnette sphere. This is also important for the study of qua-
sitoric manifolds and other topological generalisations of toric varieties discussed
in Chapter 7.
We observe that each combinatorial simple polytope admits a convex realisation
as a lattice polytope. Indeed by a small perturbation of the defining inequalities
in (1.1) we can make all of them rational (that is, with rational a i and bi). Such a
perturbation does not change the combinatorial type, as the half-spaces defined by
the inequalities are in general position. As a result, we obtain a simple polytope P ′
of the same combinatorial type with rational vertex coordinates. To get a lattice
polytope (say, with vertices in the standard lattice Zn) we just take the magnified
polytope kP ′ for appropriate k ∈ Z. Similarly, by perturbing the vertices instead
of the hyperplanes, we can obtain a lattice realisation for an arbitrary simplicial
polytope (and we can obtain a rational fan realisation of any starshaped sphere
triangulation). However, this argument does not work for convex polytopes which
are neither simple nor simplicial. In fact, there are exist nonrational combinatorial
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polytopes, which cannot be realised with rational vertex coordinates, see [325,
Example 6.21] and the discussion there.
Toric geometry, even in its topological part, does not translate to a purely
combinatorial study of fans and polytopes: the underlying convex geometry is
what really matters. This is illustrated by the simple observation that different
realisations of a combinatorial polytope by lattice polytopes often produce different
(even topologically) toric varieties:
Example 5.2.4. The complete regular fan Σk corresponding to the Hirzebruch
surface Fk (see Fig. 5.1 (b)) is the normal fan of a lattice quadrilateral (trapezoid),
e.g. given by
Pk = {(x1, x2) ∈ R2 : x1 > 0, x2 > 0, −x1 + kx2 > −1, −x2 > −1}.
The polytopes Pk corresponding to different k are combinatorially equivalent (as
they are all quadrilaterals), but the topology of the corresponding toric varieties
Fk is different for even and odd k (see Exercise 5.1.13).
Furthermore, there exist combinatorial simple polytopes that do not admit any
lattice realisation P with smooth VP :
Example 5.2.5 ([90, 1.22]). Let P be the dual of a 2-neighbourly simplicial
n-polytope (e.g., a cyclic polytope of dimension n > 4, see Example 1.1.17) with
m > 2n vertices. Then for any lattice realisation of P the corresponding normal
fan ΣP is not regular, and the toric variety VP is singular. Indeed, assume that the
normal fan ΣP is regular. Since the 1-skeleton of KP is a complete graph, each pair
of primitive generators a i,aj of one-dimensional cones of ΣP is a part of basis of
Zn, and therefore a i and aj must be different modulo 2. This is a contradiction,
since the number of different nonzero vectors in Zn2 is 2
n − 1.
Exercises.
5.2.6. Let P be a Delzant polytope and G ⊂ P a face. Show that a hyperplane
H truncating G from P in Construction 1.1.12 can be chosen so that the truncated
polytope P ∩H> is Delzant.
5.2.7. The presentation of a nestohedron PB from Proposition 1.5.11 is Delzant.
5.2.8. Describe explicitly a rational fan realising the Barnette sphere by writing
down its primitive integral generator vectors.
5.2.9. Write down a system of homogeneous equations defining each Hirzebruch
surface in a projective space. (Hint: use Construction 5.2.1.)
5.3. Cohomology of toric manifolds
A toric manifold is a smooth compact toric variety. (Compactness will be al-
ways understood in the sense of usual topology; it corresponds to algebraic geome-
ter’s notion of completeness.) Toric manifolds VΣ correspond to complete regular
fans Σ. Projective toric manifolds VP correspond to lattice polytopes P whose
normal fans are regular.
The cohomology of a toric manifold VΣ can be calculated effectively from the
fan Σ. The Betti numbers are determined by the combinatorics of Σ only, while the
ring structure of H∗(VΣ) depends on the geometric data. The required combinato-
rial ingredients are the h-vector h(KΣ) = (h0, h1, . . . , hn) (see Definition 2.2.5) of
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the underlying simplicial complex KΣ and its face ring Z[KΣ] (Definition 3.1.1). The
geometric data consists of the primitive generators a1, . . . ,am of one-dimensional
cones (edges) of Σ.
Theorem 5.3.1 (Danilov–Jurkiewicz). Let VΣ be the toric manifold correspond-
ing to a complete regular fan Σ in NR. The cohomology ring of VΣ is given by
H∗(VΣ) ∼= Z[v1, . . . , vm]/I,
where v1, . . . , vm ∈ H2(VΣ) are the cohomology classes dual the invariant divisors
corresponding to the one-dimensional cones of Σ, and I is the ideal generated by
elements of the following two types:
(a) vi1 · · · vik with {i1, . . . , ik} /∈ KΣ (the Stanley–Reisner relations);
(b)
m∑
i=1
〈aj ,u〉vi, for any u ∈ N∗.
The homology groups of VΣ vanish in odd dimensions, and are free abelian in
even dimensions, with ranks given by
b2i(VΣ) = hi(KΣ),
where hi(KΣ), i = 0, 1, . . . , n, are the components of the h-vector of KΣ.
This theorem was proved by Jurkiewicz for projective toric manifolds and by
Danilov [86, Theorem 10.8] in the general case. We shall give a topological proof
of a more general result in Section 7.4 (see Theorem 7.4.35).
To obtain an explicit presentation of the ring H∗(VΣ) we choose a basis of N
and write the vectors aj in coordinates: aj = (aj1, . . . , ajn)
t, 1 6 j 6 m. Then the
ideal JΣ is generated by the n linear forms
ti = a1iv1 + · · ·+ amivm ∈ Z[v1, . . . , vm], 1 6 i 6 n.
By Lemma 3.3.2, the sequence t1, . . . , tn is an lsop in the Cohen–Macaulay
ring Z[KΣ], so it is a regular sequence. Hence, Z[KΣ] is a free Z[t1, . . . , tn]-module,
and statement (a) of Theorem 5.3.1 follows from (b) and Theorem 3.1.10.
Remark. Theorem 5.3.1 remains valid for complete simplicial fans and corre-
sponding toric orbifolds if the integer coefficients are replaced by the rationals [86].
The integral cohomology of toric orbifolds often has torsion, and the ring structure
is subtle even in the simplest case of weighted projective spaces [181], [17].
It follows from Theorem 5.3.1 that the cohomology ring of VΣ is generated
by two-dimensional classes. This is the first property to check if one wishes to
determine whether a given algebraic variety or smooth manifold has a structure
of a toric manifold. For instance, this rules out flag varieties and Grassmanians
different from projective spaces. Another important property of toric manifolds is
that the Chow ring of VΣ coincides with its integer cohomology ring [122, § 5.1].
Assume now that Σ = ΣP is the normal fan of a lattice polytope P = P (A, b)
given by (1.1). Let VP be the corresponding projective toric variety, see Con-
struction 5.2.1. In the notation of Theorem 5.3.1, the linear combination DP =
b1D1 + · · ·+ bmDm is an ample divisor on VP (see, e.g., [84, Proposition 6.1.10]).
This means that, when k is sufficiently large, kDP is a hyperplane section divisor
for a projective embedding VP ⊂ CP r. In fact, the space of sections H0(VP , kDP )
of (the line bundle corresponding to) kDP has basis corresponding to the lattice
points in kP . One may take k so that kP has ‘enough lattice points’ to get an
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embedding of VP into the projectivisation of H
0(VP , kDP ); this is exactly the em-
bedding described in Construction 5.2.1. Let ω = b1v1 + · · · + bmvm ∈ H2(VP ;C)
be the complex cohomology class of DP .
Theorem 5.3.2 (Hard Lefschetz Theorem for toric orbifolds). Let P be a lattice
simple polytope (1.1), let VP be the corresponding projective toric variety, and let
ω = b1v1 + · · ·+ bmvm ∈ H2(VP ;C) be the class defined above. Then the maps
Hn−i(VP ;C)
ωi−→ Hn+i(VP ;C)
are isomorphisms for all i = 1, . . . , n.
If VP is smooth, then it is Ka¨hler, and ω is the class of the Ka¨hler 2-form.
The proof of the Hard Lefschetz Theorem is well beyond the scope of this book.
In fact, it is a corollary of a more general version of Hard Lefschetz Theorem for
the (middle perversity) intersection cohomology, which is valid for all projective
varieties (not necessary orbifolds). See the discussion in [122, §5.2] or [84, §12.6].
Now we are ready to give Stanley’s argument for the ‘only if’ part of the g-
theorem for simple polytopes:
Proof of the necessity part of Theorem 1.4.14. We need to establish
conditions (a)–(c) for a combinatorial simple polytope. Realise it by a lattice
polytope P ⊂ Rn as described in the previous section. Let VP be the corre-
sponding toric variety. Part (a) is already proved (Theorem 1.3.4). It follows
from Theorem 5.3.2 that the multiplication by ω ∈ H2(VP ;Q) is a monomorphism
H2i−2(VP ;Q) → H2i(VP ;Q) for i 6
[
n
2
]
. This together with part (a) of Theo-
rem 5.3.1 gives that hi−1 6 hi for 0 6 i 6
[
n
2
]
, thus proving (b). To prove (c),
define the graded commutative Q-algebra A = H∗(VP ;Q)/(ω), where (ω) is the
ideal generated by ω. Then A0 = Q, A2i = H2i(VP ;Q)/(ω · H2i−2(VP ;Q)) for
1 6 i 6
[
n
2
]
, and A is generated by degree-two elements (since so is H∗(VP ;Q)). It
follows from Theorem 1.4.12 that the numbers dimA2i = hi − hi−1, 0 6 i 6
[
n
2
]
,
are the components of an M -vector, thus proving (c) and the whole theorem. 
Remark. The Dehn–Sommerville equations now can be interpreted as
Poincare´ duality for VP . (Even though VP may be not smooth, the rational coho-
mology algebra of a toric orbifold satisfies Poincare´ duality.)
The Hard Lefschetz Theorem holds for projective varieties only. Therefore,
Stanley’s argument cannot be generalised to nonpolytopal spheres. However, the
cohomology of toric varieties can be used to prove statements generalising the g-
theorem in a different direction, namely, to the case of general (not necessarily
simple or simplicial) convex polytopes. So suppose P is a convex lattice n-polytope,
and VP is the corresponding projective toric variety. If P is not simple then VP has
worse than orbifold-type singularities and its ordinary cohomology behaves badly.
The Betti numbers of VP are not determined by the combinatorial type of P and do
not satisfy Poincare´ duality. On the other hand, the dimensions ĥi = dim IH2i(VP )
of the intersection homology groups of VP are combinatorial invariants of P (see
the description in [291] or [84, §12.5]). The vector
ĥ(P ) = (ĥ0, ĥ1, . . . , ĥn)
is called the intersection h-vector, or the toric h-vector of P . If P is simple, then
the toric h-vector coincides with the standard h-vector, but in general ĥ(P ) is
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not determined by the face numbers of P . The toric h-vector satisfies the ‘Dehn–
Sommerville equations’ ĥi = ĥn−i, and the Hard Lefschetz Theorem for intersection
cohomology shows that it also satisfies the GLBC inequalities:
ĥ0 6 ĥ1 6 · · · 6 ĥ[n
2
].
In the case when P cannot be realised by a lattice polytope (i.e., when P is non-
rational), the toric h-vector can still be defined combinatorially, but the GLBC
inequalities require a separate proof. Partial results in this direction were obtained
by several people, before the Hard Lefschetz Theorem for nonrational polytopes
was eventually proved in the work of Karu [179]. This result also gives a purely
combinatorial proof of the Hard Lefschetz Theorem for projective toric varieties.
Exercises.
5.3.3. Show that the complex Grassmanian Grk(Cn) (k-planes in Cn) with
1 < k < n − 1 does not support an algebraic torus action turning it into a toric
variety.
5.4. Algebraic quotient construction
Along with the classical construction of toric varieties from fans, described in
Section 5.1, there is an alternative way to define a toric variety: as the quotient
of a Zariski open subset in Cm (more precisely, the complement of a coordinate
subspace arrangement) by an action of an abelian algebraic group (a product of an
algebraic torus and a finite group). Different versions of this construction, which
we refer to as simply the ‘quotient construction’, have appeared in the work of
several authors since the early 1990s. In our exposition we mainly follow the work
of Cox [83] (and also its modernised exposition in [84, Chapter 5]); more historical
remarks can be also found in these sources.
Quotients in algebraic geometry. Taking quotients of algebraic varieties by
algebraic group actions is tricky for both topological and algebraic reasons. First,
as algebraic groups are non-compact (as algebraic tori), their orbits may be not
closed, and the quotients may be non-Hausdorff. Second, even if the quotient is
Hausdorff as a topological space, it may fail to be an algebraic variety. This may
be remedied to some extent by the notion of the categorical quotient.
Let X be an algebraic variety with an action of an affine algebraic group G.
An algebraic variety Y is called a categorical quotient of X by the action of G if
there exists a morphism π : X → Y which is constant on G-orbits of X and has
the following universal property: for any morphism ϕ : X → Z which is constant
on G-orbits, there is a unique morphism ϕ̂ : Y → Z such that ϕ̂ ◦ π = ϕ. This is
described by the diagram
X
ϕ //
π
  ❅
❅❅
❅❅
❅❅
❅ Z
Y
ϕ̂
??⑦
⑦
⑦
⑦
A categorical quotient Y is unique up to isomorphism, and we denote it by X//G.
Assume first that X = SpecA is an affine variety, where A = C[X ] is the
algebra of regular functions on X . Let C[X ]G be the subalgebra of G-invariant
functions (i.e. such functions f that f(gx) = f(x) for any g ∈ G and x ∈ X).
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If G is an algebraic torus (or any reductive affine algebraic group), then C[X ]G is
finitely generated. The corresponding affine variety SpecC[X ]G is the categorical
quotient X//G. The quotient morphism π : X → X//G is dual to the inclusion
of algebras C[X ]G → C[X ]. The morphism π is surjective and induces a one-to-
one correspondence between points of X//G and closed G-orbits of X (i.e. π−1(x)
contains a unique closed G-orbit for any x ∈ X//G, see [84, Proposition 5.0.7]).
Therefore, if all G-orbits of an affine variety X are closed, then the categorical
quotient X//G is identified as a topological space with the ordinary ‘topological’
quotientX/G. Quotients of this type are called geometric and also denoted byX/G.
Example 5.4.1. Let C× act on C = Spec(C[z]) by scalar multiplication. There
are two orbits: the closed orbit 0 and the open orbit C×. The topological quotient
C/C× is a non-Hausdorff two-point space.
On the other hand, the categorical quotient C//C× = Spec(C[z]C
×
) is a point,
since any C×-invariant polynomial is constant (and there is only one closed orbit).
Similarly, if C× acts on Cn = Spec(C[z1, . . . , zn]) diagonally, then an invari-
ant polynomial satisfies f(λz1, . . . , λzn) = f(z1, . . . , zn) for all λ ∈ C×. Such a
polynomial must be constant, hence Cn//C× is a point.
In good cases categorical quotients of general (non-affine) varieties X may be
constructed by ‘gluing from affine pieces’ as follows. Assume that G acts on X and
π : X → Y is a morphism of varieties that is constant on G-orbits. If Y has an
open affine cover Y =
⋃
α Vα such that π
−1(Vα) is affine and Vα is the categorical
quotient (that is, π|π−1(Vα) : π−1(Vα) → Vα is the morphism dual to the inclusion
of algebras C[π−1(Vα)]G → C[π−1(Vα)]), then Y is the categorical quotient X//G.
Example 5.4.2. Let C× act on C2\{0} diagonally, where C2 = Spec(C[z0, z1]).
We have an open affine cover C2 \ {0} = U0 ∪ U1, where
U0 = C
2 \ {z0 = 0} = C× × C = Spec(C[z±10 , z1]),
U1 = C
2 \ {z1 = 0} = C× C× = Spec(C[z0, z±11 ]),
U0 ∩ U1 = C2 \ {z0z1 = 0} = C× × C× = Spec(C[z±10 , z±11 ]).
The algebras of C×-invariant functions are
C[z±10 , z1]
C×= C[z1/z0], C[z0, z
±1
1 ]
C×= C[z0/z1], C[z
±1
0 , z
±1
1 ]
C×= C[(z1/z0)
±1].
It follows that V0 = U0//C× ∼= C and V1 = U1//C× ∼= C glue together along
V0 ∩V1 = (U0 ∩U1)//C× ∼= C× in the standard way to produce CP 1. All C×-orbits
are closed in C2 \ {0}, hence CP 1 = (C2 \ {0})/C× is the geometric quotient.
Similarly, CPn = (Cn+1 \ {0})/C× for the diagonal action of C×.
Example 5.4.3. Now we let C× act on C2 \ {0} by λ · (z0, z1) = (λz0, λ−1z1).
Using the same affine cover of C2 \ {0} as in the previous example, we obtain the
following algebras of C×-invariant functions:
C[z±10 , z1]
C×= C[z0z1], C[z0, z
±1
1 ]
C×= C[z0z1], C[z
±1
0 , z
±1
1 ]
C×= C[(z0z1)
±1].
This times gluing together V0 and V1 along V0∩V1 ∼= C× gives the variety obtained
from two copies of C by identifying all nonzero points. This variety is nonseparated
(the two zeros do not have nonintersecting neighbourhoods in the usual topology).
Since we only consider separated varieties, this is not a categorical quotient.
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A toric variety VΣ will be described as the quotient of the ‘total space’ U(Σ)
by an action of a commutative algebraic group G. We now proceed to describe G
and U(Σ).
The total space U(Σ) and the acting group G. Let Σ be a rational fan in
the n-dimensional space NR with m one-dimensional cones generated by primitive
vectors a1, . . . ,am. We shall assume that the linear span of a1, . . . ,am is the
whole NR. (Equivalently, the toric variety VΣ does not have torus factors, i.e.
cannot be written as VΣ = VΣ′ × C×. For the general case see [84, §5.1].)
We consider the map of lattices A : Zm → N sending the ith basis vector of Zm
to a i ∈ N . Our assumption implies that the corresponding map of algebraic tori,
A⊗Z C× : (C×)m → C×N
is surjective.
Define the group G = G(Σ) as the kernel of the map A⊗ZC×, which we denote
by expA. We therefore have an exact sequence of groups
(5.2) 1 −→ G −→ (C×)m expA−→ C×N −→ 1.
Explicitly, G is given by
(5.3) G =
{
(z1, . . . , zm) ∈ (C×)m :
m∏
i=1
z
〈ai,u〉
i = 1 for any u ∈ N∗
}
.
The group G is isomorphic to a product of (C×)m−n and a finite abelian group. If
Σ is a regular fan with at least one n-dimensional cone, then G ∼= (C×)m−n.
Given a cone σ ∈ Σ, we set g(σ) = {i1, . . . , ik} ⊂ [m] if σ is generated by
ai1 . . . ,a ik , and consider the monomial z
σˆ =
∏
j /∈g(σ) zj. The quasiaffine variety
U(Σ) = Cm \ {z ∈ Cm : zσˆ = 0 for all σ ∈ Σ}
has the affine cover
(5.4) U(Σ) =
⋃
σ∈Σ
U(σ).
by affine varieties
U(σ) = {z ∈ Cm : zσˆ 6= 0} = {z ∈ Cm : zj 6= 0 for j /∈ g(σ)} = (C,C×)g(σ).
Here we used the notation of Construction 4.2.1, so that U(σ) ∼= Ck × (C×)m−k.
Each subset U(σ) ⊂ Cm is invariant under the coordinatewise action of (C×)m on
Cm, so that U(Σ) is also invariant.
By definition, U(Σ) is the complement of a union of coordinate subspaces, so
we know from Proposition 4.7.2 that it has the form
(5.5) U(K) = Cm∖ ⋃
{i1,...,ik}/∈K
{
z ∈ Cm : zi1 = · · · = zik = 0
}
= ZK(C,C×)
for some simplicial complex K on [m]. What is this simplicial complex?
The answer is suggested by decomposition (5.4). We define the simplicial com-
plex KΣ generated by all subsets g(σ) ⊂ [m]:
KΣ = {I : I ⊂ g(σ) for some σ ∈ Σ}.
If Σ is a simplicial fan, then each I ⊂ g(σ) is g(τ) for some τ ∈ Σ, and we obtain the
‘underlying complex’ of Σ defined in Example 2.2.7. In particular, if Σ is simplicial
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and complete, then KΣ is a triangulation of Sn−1; and if Σ is a normal fan of a
simple polytope, then KΣ is the boundary complex of the dual simplicial polytope.
If Σ is the normal fan of a non-simple polytope P (i.e. the fan over the faces of the
polar polytope P ∗), then KΣ is obtained by replacing each face of P ∗ by a simplex
with the same set of vertices; such a simplicial complex is not pure in general.
Proposition 5.4.4. We have U(Σ) = U(KΣ).
Proof. We have (C,C×)I ⊂ (C,C×)g(σ) whenever I ⊂ g(σ), hence,
U(Σ) =
⋃
σ∈Σ
U(σ) =
⋃
σ∈Σ
(C,C×)g(σ) =
⋃
σ∈Σ,I⊂g(σ)
(C,C×)I =
⋃
I∈KΣ
(C,C×)I = U(KΣ).

We observe that the subset U(Σ) ⊂ Cm depends only on the combinatorial
structure of the fan Σ, while the subgroup G ⊂ (C×)m depends on the geometric
data, namely, the primitive generators of one-dimensional cones.
Toric variety as a quotient. Since U(Σ) ⊂ Cm is invariant under the coor-
dinatewise action of (C×)m, we obtain a G-action on U(Σ) by restriction.
Theorem 5.4.5 (Cox [83, Theorem 2.1]). Assume that the linear span of one-
dimensional cones of Σ is the whole space NR.
(a) The toric variety VΣ is naturally isomorphic to the categorical quotient U(Σ)//G.
(b) VΣ is the geometric quotient U(Σ)/G if and only if the fan Σ is simplicial.
Proof. We first prove that the affine variety Vσ corresponding to a cone σ ∈
Σ is the categorical quotient U(σ)//G. The algebra of regular functions C[U(σ)]
is isomorphic to C[zi, z
−1
j : 1 6 i 6 m, j /∈ g(σ)] and is generated by Laurent
monomials
∏m
i=1 z
ki
i with ki > 0 for i ∈ g(σ).
It follows easily from (5.3) that a monomial
∏m
i=1 z
ki
i is invariant under the
G-action on U(σ) if and only if it has the form
∏m
i=1 z
〈u,a i〉
i for some u ∈ N∗.
Conditions 〈u ,a i〉 > 0 for i ∈ g(σ) specify the dual cone σv ⊂ N∗R, see (2.1).
Hence the invariant subalgebra C[U(σ)]G is isomorphic to C[σv∩N∗] = Aσ = C[Vσ]
(the isomorphism is given by
∏m
i=1 y
〈u,ai〉
i 7→ χu ). Thus, U(σ)//G ∼= Vσ.
The next step is to glue the isomorphisms U(σ)//G ∼= Vσ together into an
isomorphism U(Σ)//G ∼= VΣ. To do this we need to check that the isomorphisms
C[U(σ)]G → C[Vσ] are compatible when we pass to the faces of σ. In other words,
for each face τ ⊂ σ we need to establish the commutativity of the diagram
(5.6)
C[U(σ)]G −−−−→ C[U(τ)]G
∼=
y y∼=
C[Vσ ] −−−−→ C[Vτ ].
By the definition of a face, we have τ = σ ∩ u⊥ for some u ∈ σv ∩ N∗, where
u⊥ denotes the hyperplane in NR normal to u . Consider the monomial z (u) =∏m
i=1 z
〈u,ai〉
i . Since τ = σ ∩ u⊥, the monomial z (u) has positive exponent of
zi for i ∈ g(σ) \ g(τ) and zero exponent of zj for j ∈ g(τ). It follows that the
algebra C[U(τ)] is the localisation of C[U(σ)] by the ideal generated by z (u), i.e.
C[U(τ)] = C[U(σ)]z (u). Since z (u) is a G-invariant monomial, the localisation
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commutes with passing to invariant subalgebras, i.e. C[U(τ)]G = C[U(σ)]G
z (u).
Similarly, C[Vτ ] = Aτ = (Aσ)χu . Diagram (5.6) then takes the form
C[U(σ)]G −−−−→ C[U(σ)]G
z (u)
∼=
y y∼=
C[Vσ ] −−−−→ C[Vσ]χu ,
where the vertical arrows are localisation maps. It is obviously commutative.
Now using the affine cover (5.4) and the compatibility of the isomorphisms
on affine varieties we obtain the isomorphism U(Σ)//G ∼= VΣ =
⋃
σ∈Σ Vσ. State-
ment (a) is therefore proved.
To verify (b) we need to check that all orbits of the G-action on U(Σ) are closed
if and only if the fan Σ is simplicial.
Assume Σ is simplicial, and consider any G-orbit Gz , z ∈ U(Σ). We shall
prove that Gz is closed in the usual topology, which is sufficient since the closures of
orbits in the usual and Zariski topologies coincide. We need to check that whenever
a sequence {w (k) : k = 1, 2, . . .} of points of Gz has a limit w ∈ U(Σ), this limit
is in Gz . Write w (k) = g (k)z with g (k) ∈ G. Then it is enough to show that a
subsequence of {g (k)} converges to a point g ∈ G, as in this case limk→∞w (k) =
gz ∈ Gz . We write
g (k) =
(
g
(k)
1 , . . . , g
(k)
m
)
=
(
eα
(k)
1 +iβ
(k)
1 , . . . , eα
(k)
m +iβ
(k)
m
) ∈ G ⊂ (C×)m
where g
(k)
j ∈ C× and α(k)j , β(k)j ∈ R. Since eiβ
(k)
j ∈ S and the circle is compact, we
may assume by passing to a subsequence that the sequence {eiβ(k)j } has a limit eiβj
as k→∞ for each j = 1, . . . ,m. It remains to consider the sequences {eα(k)j }.
By passing to a subsequence we may assume that each sequence {α(k)j }, j =
1, . . . ,m, has a finite or infinite limit (including ±∞). Let
I+ = {j : α(k)j → +∞} ⊂ [m], I− = {j : α(k)j → −∞} ⊂ [m].
Since the sequence {w (k) = g (k)z} is converging to w = (w1, . . . , wm) ∈ U(Σ),
we have zj = 0 for j ∈ I+ and wj = 0 for j ∈ I−. Then it follows from the
decomposition U(Σ) =
⋃
I∈KΣ
(C,C×)I that I+ and I− are simplices of KΣ. Let
σ+, σ− be the corresponding cones of Σ (here we use the fact that Σ is simplicial).
Then σ+ ∩ σ− = {0} by definition of a fan. By Lemma 2.1.2, there is a linear
function u ∈ N∗ such that 〈u ,a〉 > 0 for any nonzero a ∈ σ+, and 〈u ,a〉 < 0 for
any nonzero a ∈ σ−. Now, since g (k) ∈ G, it follows from (5.3) that
(5.7)
m∑
j=1
α
(k)
j 〈u ,aj〉 = 0.
This implies that both I+ and I− are empty, as otherwise the sum above tends
to infinity. Thus, each sequence {α(k)j } has a finite limit αj , and a subsequence of
{g (k)} converges to (eα1+iβ1 , . . . , eαm+iβm). Passing to the limit in (5.7) and in the
similar equation for β
(k)
j as k →∞ we obtain that (eα1+iβ1 , . . . , eαm+iβm) ∈ G.
The fact that the G-action on U(Σ) with non-simplicial Σ has non-closed orbits
is left as an exercise (alternatively, see [83, §2] or [84, Theorem 5.1.11]. 
The quotient torus C×N = (C
×)m/G acts on VΣ = U(Σ)//G with a dense orbit.
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Remark. Observe that U(Σ) is itself a toric variety by Example 5.1.9. The
map A : Rm → NR, e i 7→ a i, projects the fan ΣK corresponding to U(Σ) to the
fan Σ corresponding to VΣ. This projection defines a morphism of toric varieties
U(Σ) → VΣ, which is exactly the quotient described above. Both fans ΣK and Σ
have the same underlying simplicial complex K.
Another way to see that the orbits of the G-action on U(Σ) are closed is to use
the almost freeness of this action (see Exercise 5.4.14):
Proposition 5.4.6.
(a) If Σ is a simplicial fan, then the G-action on U(Σ) is almost free (i.e., all
stabiliser subgroups are finite);
(b) If Σ is regular, then the G-action on U(Σ) is free.
Proof. The stabiliser of a point z ∈ Cm under the action of (C×)m is
(C×)ω(z ) = {(t1, . . . , tm) ∈ (C×)m : ti = 1 if zi 6= 0},
where ω(z ) be the set of zero coordinates of z . The stabiliser of z under the G-
action is Gz = (C×)ω(z )∩G. Since G is the kernel of the map expA : (C×)m → C×N
induced by the map of lattices A : Zm → N , the subgroup Gz is the kernel of the
composite map
(5.8) (C×)ω(z ) →֒ (C×)m expA−→ C×N .
This homomorphism of tori is induced by the map of lattices Zω(z ) → Zm → N ,
where Zω(z ) → Zm is the inclusion of a coordinate sublattice.
Now let Σ be a simplicial fan and z ∈ U(Σ). Then ω(z ) = g(σ) for a cone σ ∈ Σ.
Therefore, the set of primitive generators {a i : i ∈ ω(z )} is linearly independent.
Hence, the map Zω(z ) → Zm → N taking e i to a i is a monomorphism, which
implies that the kernel of (5.8) is a finite group.
If the fan Σ is regular, then {ai : i ∈ ω(z )} is a part of basis of N . In this
case (5.8) is a monomorphism and Gz = {1}. 
Remark. The closedness of orbits is a necessary condition for the topological
quotient U(Σ)/G to be Hausdorff (Exercise B.3.4). The proof of Theorem 5.4.5 (b)
above uses Separation Lemma (Lemma 2.1.2); this is another example of situation
when convex-geometric separation translates into Hausdorffness.
We may consider the following more general setup. Let a1, . . . ,am be a set of
primitive vectors in N , and let K be a simplicial complex on [m]. Assume further
that for any I ∈ K the set of vectors {ai : i ∈ I} is linearly independent. The latter
set spans a simplicial cone, which we denote by σI . The data {K,a1, . . . ,am}
defines the coordinate subspace arrangement complement U(K) ⊂ Cm and the
group G (5.3). Furthermore, the action of G on U(K) is almost free (and it is free
if all cones σI are regular; this is proved in the same way as Proposition 5.4.6).
However, the quotient U(K)/G is Hausdorff precisely when the cones {σI : I ∈ K}
form a fan Σ (see [6, Proposition II.3.1.6] and use the previous remark). In this
case K = KΣ and U(K) = U(Σ).
To see that the quotient U(Σ)/G is Hausdorff in the case when Σ is a simplicial
fan, it is not necessary to use the algebraic criterion of separatedness as in the
proof of Lemma 5.1.4. Instead, we may modify the argument for the closedness of
orbits in the proof of Theorem 5.4.5 and show that action of G on U(Σ) is proper
(Exercise 5.4.15), which guarantees that U(Σ)/G is Hausdorff (Exercise 5.4.16).
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Example 5.4.7. Let Vσ be the affine toric variety corresponding to an n-
dimensional simplicial cone σ. We may write Vσ = VΣ where Σ is the simplicial
fan consisting of all faces of σ. Then m = n, U(Σ) = Cn, and A : Zn → N is the
monomorphism onto the full rank sublattice generated by a1, . . . ,an. Therefore,
G is a finite group and Vσ = C
n/G = SpecC[z1, . . . , zn]
G.
In particular, if we consider the cone σ generated by 2e1−e2 and e2 in R2 (see
Example 5.1.6), then G is Z2 embedded as {(1, 1), (−1,−1)} in (C×)2. The quotient
construction realises the quadratic cone Vσ = SpecC[z1, z2]G = SpecC[z21 , z1z2, z
2
2 ]
as a quotient of C2 by Z2.
Example 5.4.8. Consider the complete fan of Example 5.1.7. Then
U(Σ) = C3 \ {z1 = z2 = z3 = 0} = C3 \ {0}
The subgroup G defined by (5.2) is the diagonal C× in (C×)3. We therefore obtain
VΣ = U(Σ)/G = CP 2.
Example 5.4.9. Consider the fan Σ in R2 with three one-dimensional cones
generated by the vectors e1, e2 and −e1 − e2. This fan is not complete, but its
one-dimensional cones generate R2, so we may apply Theorem 5.4.5. The simplicial
complex KΣ consists of 3 disjoint points. The space U(Σ) = U(KΣ) is therefore the
complement to 3 coordinate lines in C3:
U(Σ) = C3
∖({z1 = z2 = 0} ∪ {z1 = z3 = 0} ∪ {z2 = z3 = 0})
The group G is the diagonal C× in (C×)3. Hence VΣ = U(Σ)/G is a quasiprojective
variety obtained by removing three points from CP 2.
Exercises.
5.4.10. The one-dimensional cones of a fan Σ ⊂ NR span NR if and only if the
toric variety VΣ does not have C×-factors.
5.4.11. If Σ is a regular fan of full dimension, then G ∼= (C×)m−n.
5.4.12. A G-invariant monomial has the form
∏m
i=1 z
〈u,ai〉
i for some u ∈ N∗.
5.4.13. If the fan Σ is non-simplicial, then there exists a non-closed orbit of the
G-action on U(Σ).
5.4.14. Assume that the action of an algebraic group G on an algebraic variety
X is almost free. Show that then all G-orbits are Zariski closed.
5.4.15. A G-action on X is called proper if the map G×X → X ×X , (g, x) 7→
(gx, x) is proper, i.e. the preimage of a compact subset is compact. Modify the
argument in the proof of Theorem 5.4.5 (b) to show that the G-action on U(Σ) is
proper whenever Σ is simplicial. (Hint: show that if sequences {z (k)} and {g (k)z (k)}
have limits in U(Σ), then a subsequence of {g (k)} has a limit in G.)
5.4.16. Show that the quotient X/G of a locally compact Hausdorff space (e.g.
a manifold)X by a properG-action is Hausdorff. Deduce that the quotient U(Σ)/G
corresponding to a simplicial fan Σ is Hausdorff. This gives an alternative topolog-
ical proof of Lemma 5.1.4 (separatedness of toric varieties) in the simplicial case.
5.4.17. Let Σ be a regular fan whose one-dimensional cones span NR. Observe
that U(Σ) is 2-connected (see Exercise 4.7.11). Show by considering the exact
homotopy sequence of the principal G-bundle U(Σ) → VΣ that the nonsingular
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toric variety VΣ is simply connected, and H2(VΣ;Z) is naturally identified with the
kernel of the map A : Zm → N . Hence H2(VΣ;Z) = Zm/N∗, which coincides with
the Picard group of VΣ, see [122, §3.4].
5.5. Hamiltonian actions and symplectic reduction
Here we describe projective toric manifolds as symplectic quotients of Hamil-
tonian torus actions on Cm. This approach may be viewed as a symplectic geometry
version of the algebraic quotient construction from the previous section, although
historically the symplectic construction preceded the algebraic one [11], [141].
Symplectic reduction. We briefly review the background material on sym-
plectic geometry, referring the reader to monographs by Audin [11], Guillemin [141]
and Guillemin–Ginzburg–Karshon [142] for further details.
A symplectic manifold is a pair (W,ω) consisting of a smooth manifold W and
a closed differential 2-form ω which is nondegenerate at each point. The dimension
of a symplectic manifold W is necessarily even.
Assume now that a (compact) torus T acts on W preserving the symplectic
form ω. We denote the Lie algebra of the torus T by t (since T is commutative, its
Lie algebra is trivial, but the construction can be generalised to noncommutative Lie
groups). Given an element v ∈ t, we denote by Xv the corresponding T -invariant
vector field on W . The torus action is called Hamiltonian if the 1-form ω(Xv , · ) is
exact for any v ∈ t. In other words, an action is Hamiltonian if for any v ∈ t there
exist a function Hv on W (called a Hamiltonian) satisfying the condition
ω(Xv , Y ) = dHv (Y )
for any vector field Y on W . The function Hv is defined up to addition of a
constant. Choose a basis {ei} in t and the corresponding Hamiltonians {Hei}.
Then the moment map
µ : W → t∗, (x, e i) 7→ Hei(x)
(where x ∈ W ) is defined. Observe that changing the Hamiltonians Hei by con-
stants results in shifting the image of µ by a vector in t∗. According to a theorem
of Atiyah [8] and Guillemin–Sternberg [143], the image µ(W ) of the moment map
is convex, and if W is compact then µ(W ) is a convex polytope in t∗.
Example 5.5.1. The most basic example is W = Cm with symplectic form
ω = i
m∑
k=1
dzk ∧ dzk = 2
m∑
k=1
dxk ∧ dyk,
where zk = xk+iyk. The coordinatewise action of the torus Tm on Cm is Hamilton-
ian. The moment map µ : Cm → Rm is given by µ(z1, . . . , zm) = (|z1|2, . . . , |zm|2)
(an exercise). The image of the moment map µ is the positive orthant Rm> .
Construction 5.5.2 (symplectic reduction). Assume given a Hamiltonian ac-
tion of a torus T on a symplectic manifold W . Assume further that the moment
map µ : W → t∗ is proper, i.e. µ−1(V ) is compact for any compact subset V ⊂ t∗
(this is always the case if W itself is compact). Let u ∈ t∗ be a regular value of
the moment map, i.e. the differential TxW → t∗ is surjective for all x ∈ µ−1(u).
Then the level set µ−1(u) is a smooth compact T -invariant submanifold in W .
Furthermore, the T -action on µ−1(u) is almost free (an exercise).
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Assume now that the T -action on µ−1(u) is free. The restriction of the sym-
plectic form ω to µ−1(u) may be degenerate. However, the quotient manifold
µ−1(u)/T is endowed with is a unique symplectic form ω′ such that
p∗ω′ = i∗ω,
where i : µ−1(u)→W is the inclusion and p : µ−1(u)→ µ−1(u)/T the projection.
We therefore obtain a new symplectic manifold (µ−1(u)/T, ω′) which is referred
to as the symplectic reduction, or the symplectic quotient of (W,ω) by T .
The construction of symplectic reduction works also under milder assumptions
on the action (see [100] and more references there), but the generality described
here will be enough for our purposes.
The toric case. The algebraic quotient construction describes a toric manifold
VΣ as a quotient of a noncompact set U(Σ) by a noncompact group G. Using
symplectic reduction, the projective toric manifold VP corresponding to a simple
lattice polytope P can be obtained as the quotient of a compact submanifold ZP ⊂
U(ΣP ) by a free action of a compact torus.
Let Σ be a complete regular fan in NR ∼= Rn with m one-dimensional cones gen-
erated by a1, . . . ,am. Consider the exact sequence of maximal compact subgroups
(tori) corresponding to exact sequence of algebraic tori (5.2):
(5.9) 1 −→ K −→ Tm expA−→ TN −→ 1,
where TN = N⊗ZS ∼= Tn, expA : Tm → TN is the map of tori corresponding to the
map of lattices A : Zm → N , ei 7→ ai, and K = KerA. The group K is isomorphic
to Tm−n because Σ is complete and regular.
We let K ⊂ Tm act on Cm by restriction of the coordinatewise action of Tm.
This K-action on Cm is also Hamiltonian, and the corresponding moment map is
given by the composition
(5.10) µΣ : C
m µ−→ Rm −→ k∗,
where Rm → k∗ is the map of dual Lie algebras corresponding to the inclusion
K → Tm. By choosing a basis in the weight lattice L ⊂ k∗ of the (m− n)-torus K
we write the linear map Rm → k∗ by an integer (m − n) × m-matrix Γ = (γjk).
Moment map (5.10) is then given by
(z1, . . . , zm) 7−→
( m∑
k=1
γ1k|zk|2, . . . ,
m∑
k=1
γm−n,k|zk|2
)
,
and its level set µ−1Σ (δ) corresponding to a value δ = (δ1, . . . , δm−n) ∈ k∗ is the
intersection of m− n Hermitian quadrics in Cm:
(5.11)
m∑
k=1
γjk|zk|2 = δj for j = 1, . . . ,m− n.
To apply the symplectic reduction we need to identify the regular values of the
moment map µΣ. We recall from Section 2.1 that a polytope (1.1) is called Delzant
if its normal fan is regular. If Σ = ΣP is the normal fan of a Delzant polytope P ,
then the (m− n)×m-matrix Γ above is the one considered in Construction 1.2.1.
Namely, the rows of Γ form a basis of linear dependencies between the vectors ai.
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Given a polytope (1.1), we denote by ZP the intersection of quadrics (5.11)
corresponding to δ = ΓbP , where bP = (b1, . . . , bm)
t:
(5.12) ZP = µ−1Σ (ΓbP ) =
{
z ∈ Cm :
m∑
k=1
γjk
(|zk|2−bk) = 0 for j = 1, . . . ,m−n}.
Proposition 5.5.3. Assume that Σ = ΣP is the normal fan of a Delzant
polytope P given by (1.1). Then δ = ΓbP is a regular value of the moment map µΣ.
Proof. We only sketch the proof here; a more general statement will be proved
as Theorem 6.3.1 in the next chapter. We need to check that this intersection is
nondegenerate at each point z ∈ ZP , i.e. that ZP is a smooth submanifold in Cm.
This means that the m − n gradient vectors of the left hand sides of quadratic
equations (5.11) are linearly independent at each z ∈ ZP . This can be shown to
be equivalent to that the polytope P defined by (1.1) is simple. 
As we shall see in Section 6.2, the manifold ZP is Tm-equivariantly homeomor-
phic to the moment-angle manifold ZKP (where KP is the nerve complex of P , or
the underlying simplicial complex of the normal fan ΣP ). Furthermore, we have
ZP ⊂ U(ΣP ). (The reader may either wait until Chapter 6, or view these two
statements as exercises.)
We therefore may consider the symplectic quotient of Cm by K ∼= Tm−n, the
2n-dimensional symplectic manifold µ−1Σ (ΓbP )/K = ZP /K.
Theorem 5.5.4. Let P be a lattice Delzant polytope with the normal fan ΣP ,
and let VP be the corresponding projective toric manifold. The inclusion ZP ⊂
U(ΣP ) induces a diffeomorphism
ZP /K
∼=−→ U(ΣP )/G = VP .
Therefore, any projective toric manifold VP is obtained as the symplectic quotient
of Cm by an action of a torus K ∼= Tm−n.
Proof. We sketch the proof given in [11, Prop. VI.3.1.1]; a different proof of
a more general statement will be given in Section 6.6.
Consider the function
f : Cm → R, f(z ) = ‖µΣ(z )− ΓbP ‖2.
It is nonnegative and minimal on the set ZP = µ−1Σ (ΓbP ). The only critical
points of f in U(ΣP ) are z ∈ ZP . Hence, for any z ∈ U(ΣP ), the gradient
trajectory descending from z will reach a point in ZP . Furthermore, any gradient
trajectory is contained in a G-orbit. We therefore obtain that each G-orbit of
U(ΣP ) intersects ZP . Finally, it can be shown that each G-orbit intersects ZP at
a unique K-orbit, i.e. for each z ∈ ZP we have that
G · z ∩ ZP = K · z .
The statement follows. 
The toric manifold VP therefore acquires a symplectic structure as the sym-
plectic quotient µ−1Σ (ΓbP )/K. On the other hand, the projective embedding of
VP defined by the lattice polytope P provides a symplectic form on VP by restric-
tion of the standard symplectic form on the complex projective space. It can be
shown [141, Appendix 2] that the diffeomorphism from Theorem 5.5.4 preserves
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the cohomology class of the symplectic form, or equivalently, the two symplectic
structures on VP are TN -equivariantly symplectomorphic.
The symplectic quotient µ−1Σ (ΓbP )/K has a residual action of the quotient
n-torus TN = Tm/K, which is obviously Hamiltonian. This action is identified, via
Theorem 5.5.4, with the action of the maximal compact subgroup TN ⊂ C×N on the
toric variety VP . We denote by µV : VP → t∗N the moment map for the Hamiltonian
action of TN on VP , where tN ∼= Rn is the Lie algebra of TN . It follows from (5.9)
that t∗N embeds in R
m by the map A∗.
Proposition 5.5.5. The image of the moment map µV : VP → t∗N is the poly-
tope P , up to translation.
Proof. Let ω be the standard symplectic form on Cm and µ : Cm → Rm the
moment map for the standard action of Tm (see Example 5.5.1). Let p : ZP → VP
be the quotient projection by the action ofK, and let i : ZP → Cm be the inclusion,
so that the symplectic form ω′ on VP satisfies p
∗ω′ = i∗ω. Let Hei : C
m → R be
the Hamiltonian of the Tm-action on Cm corresponding to the ith basis vector
ei (explicitly, Hei(z ) = |zi|2), and let Hai : VP → R be the Hamiltonian of the
TN -action on VP corresponding to a i ∈ tN . Denote by Xei the vector field on ZP
generated by e i, and denote by Yai the vector field on VP generated by ai. Observe
that p∗Xei = Ya i . For any vector field Z on ZP we have
dHei(Z) = i
∗ω(Xei , Z) = p
∗ω′(Xei , Z)
= ω′(Ya i , p∗Z) = dHai(p∗Z) = d(p
∗Hai)(Z),
hence Hei = p
∗Ha i or Hei(z ) = Hai(p (z )) up to constant. By definition of the
moment map this implies that µV (VP ) ⊂ t∗N ⊂ Rm is identified with µ(ZP ) ⊂ Rm
up to shift by a vector in Rm. The inclusion t∗N ⊂ Rm is the map A∗, and µ(ZP ) =
iA,b(P ) = A
∗(P )+ b by definition of ZP , see (1.7) and (5.12). We therefore obtain
that there exists c ∈ Rm such that
A∗(µV (VP )) + c = A
∗(P ) + b,
i.e. A∗(µV (VP )) and A
∗(P ) differ by b − c ∈ A∗(t∗N ). Since A∗ is monomorphic,
the result follows. 
The symplectic quotient VP = µ
−1
Σ (ΓbP )/K with the Hamiltonian action of the
n-torus Tm/K is called the Hamiltonian toric manifold corresponding to a Delzant
polytope P .
According to the theorem of Delzant [93], any 2n-dimensional compact con-
nected symplectic manifoldW with an effective Hamiltonian action of an n-torus T
is equivariantly symplectomorphic to a Hamiltonian toric manifold VP , where P is
the image of the moment map µ : W → t∗ (whence the name ‘Delzant polytope’).
Remark. There is a canonical lattice in the dual Lie algebra t∗ (the weight
lattice of the torus T ), and the moment polytope P = µ(W ) ⊂ t∗ satisfies the
Delzant condition with respect to this lattice.
Example 5.5.6. Let P = ∆n be the standard simplex (see Example 1.2.2).
The cones of the normal fan ΣP are spanned by the proper subsets of the set of
n + 1 vectors {e1, . . . , en,−e1 − · · · − en}. The groups G ∼= C× and K ∼= S1 are
the diagonal subgroups in (C×)n+1 and Tn+1 respectively, and U(ΣP ) = Cn+1 \
{0}. The matrix Γ is a row of n + 1 units. The moment map (5.10) is given by
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µΣ(z1, · · · , zn+1) = |z1|2+ . . .+ |zn+1|2. Since ΓbP = 1, the manifold ZP = µ−1P (1)
is the unit sphere S2n+1 ⊂ Cn+1, and S2n+1/K ∼= (Cn+1 \ {0})/G = VP is the
complex projective space CPn.
Exercises.
5.5.7. The moment map µ : Cm → Rm for the coordinatewise action of Tm on
Cm is given by µ(z1, . . . , zm) = (|z1|2, . . . , |zm|2).
5.5.8. The T -action on µ−1(u) is almost free.
5.5.9. The level set ZP = µ−1Σ (ΓbP ) is Tm-equivariantly homeomorphic to the
moment-angle manifold ZKP .
5.5.10. Show that ZP ⊂ U(ΣP ).

CHAPTER 6
Geometric structures on moment-angle manifolds
In this chapter we study the geometry of moment-angle manifolds, in its convex,
complex-analytic, symplectic and Lagrangian aspects.
As we have seen in Theorem 4.1.4, the moment-angle complex ZK correspond-
ing to a triangulated sphere K is a topological manifold. Moment-angle manifolds
corresponding to simplicial polytopes or, more generally, complete simplicial fans,
are smooth. In the polytopal case a smooth structure arises from the realisation
of ZK by a nonsingular (transverse) intersection of Hermitian quadrics in Cm, sim-
ilar to a level set of the moment map in the construction of symplectic quotients
(see Section 5.5). The relationship between polytopes and systems of quadrics is
described in terms of Gale duality (see Sections 6.1 and 6.2).
Another way to give ZK a smooth structure is to realise it as the quotient of an
open subset in Cm (the complement U(K) of the coordinate subspace arrangement
defined by K) by an action of the multiplicative group Rm−n> . As in the case of the
quotient construction of toric varieties (Section 5.4), the quotient of a non-compact
manifold U(K) by the action of a non-compact group Rm−n> is Hausdorff precisely
when K is the underlying complex of a simplicial fan.
If m − n = 2ℓ is even, then the action of the real group Rm−n> on U(K) can
be turned into a holomorphic action of a complex (but not algebraic) group iso-
morphic to Cℓ. In this way the moment-angle manifold ZK ∼= U(K)/Cℓ acquires a
complex-analytic structure. The resulting family of non-Ka¨hler complex manifolds
generalises the well-known series as of Hopf and Calabi–Eckmann manifolds [70], as
well as LVM-manifolds (a class of complex structures on nonsingular intersections
of Hermitian quadrics arising in holomorphic dynamics as transverse sets to certain
complex foliations [198], [223]).
The intersections of Hermitian quadrics defining polytopal moment-angle man-
ifolds can be also used to construct new families of Lagrangian submanifolds in Cm,
CPm and toric varieties.
Particularly interesting examples of geometric structures (nonsingular in-
tersections of quadrics, polytopal moment-angle manifolds, non-Ka¨hler LVM-
manifolds, Hamiltonian-minimal Lagrangian submanifolds) arise from Delzant poly-
topes. These polytopes are abundant in toric topology (see Section 5.2).
6.1. Intersections of quadrics
Here we describe the correspondence between convex polyhedra and intersec-
tions of quadrics. It will be used in the next section to define a smooth structure
on moment-angle manifolds coming from polytopes.
From polyhedra to quadrics. The following construction originally ap-
peared in [55, Construction 3.1.8] (see also [58, §3]):
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Construction 6.1.1. Consider a presentation of a convex polyhedron
(6.1) P = P (A, b) =
{
x ∈ Rn : 〈a i, x 〉+ bi > 0 for i = 1, . . . ,m
}
.
Assume that a1, . . . ,am span Rn (i.e., P has a vertex) and recall the map
iA,b : R
n → Rm, iA,b(x ) = A∗x + b =
(〈a1, x 〉+ b1, . . . , 〈am, x 〉+ bm)t
(see Construction 1.2.1). It embeds P into Rm> . We define the space ZA,b from the
commutative diagram
(6.2)
ZA,b iZ−−−−→ Cmy yµ
P
iA,b−−−−→ Rm>
where µ(z1, . . . , zm) = (|z1|2, . . . , |zm|2). The torus Tm acts on ZA,b with quotient
P , and iZ is a Tm-equivariant embedding.
By replacing yk by |zk|2 in the equations defining the affine plane iA,b(Rn)
(see (1.7)) we obtain that ZA,b embeds into Cm as the set of common zeros of
m− n quadratic equations (Hermitian quadrics):
(6.3) iZ(ZA,b) =
{
z ∈ Cm :
m∑
k=1
γjk|zk|2 =
m∑
k=1
γjkbk, for 1 6 j 6 m− n
}
.
The following property of the space ZA,b follows easily from its construction.
Proposition 6.1.2. Given a point z ∈ ZA,b, the jth coordinate of iZ(z) ∈ Cm
vanishes if and only if z projects onto a point x ∈ P such that x ∈ Fj .
Theorem 6.1.3. The following conditions are equivalent:
(a) presentation (6.1) determined by the data (A, b) is generic;
(b) the intersection of quadrics in (6.3) is nonempty and nonsingular, so that
ZA,b is a smooth manifold of dimension m+ n.
Furthermore, under these conditions the embedding iZ : ZA,b → Cm has Tm-
equivariantly framed normal bundle; a trivialisation is defined by a choice of matrix
Γ = (γjk) in (1.7).
Proof. For simplicity we identify the space ZA,b with its embedded image
iZ(ZA,b) ⊂ Cm. We calculate the gradients of the m − n quadrics in (6.3) at a
point z = (x1, y1, . . . , xm, ym) ∈ ZA,b , where zk = xk + iyk:
(6.4) 2 (γj1x1, γj1y1, . . . , γjmxm, γjmym) , 1 6 j 6 m− n.
These gradients form the rows of the (m− n)× 2m matrix 2Γ∆, where
∆ =
x1 y1 . . . 0 0... ... . . . ... ...
0 0 . . . xm ym
 .
Let I = {i1, . . . , ik} = {i : zi = 0} be the set of zero coordinates of z . Then the
rank of the gradient matrix 2Γ∆ at z is equal to the rank of the (m−n)× (m− k)
matrix ΓÎ obtained by deleting the columns i1, . . . , ik from Γ .
Now let (6.1) be a generic presentation. By Proposition 6.1.2, a point z with
zi1 = · · · = zik = 0 projects to a point in Fi1 ∩ · · · ∩ Fik 6= ∅. Hence the vectors
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ai1 , . . . ,a ik are linearly independent. By Theorem 1.2.4, the rank of ΓÎ is m − n.
Therefore, the intersection of quadrics (6.3) is nonsingular.
On the other hand, if (6.1) is not generic, then there is a point z ∈ ZA,b such
that the vectors {a i1 , . . . ,a ik : zi1 = · · · = zik = 0} are linearly dependent. By
Theorem 1.2.4, the columns of the corresponding matrix ΓÎ do not span R
m−n, so
its rank is less than m−n and the intersection of quadrics (6.3) is degenerate at z .
The last statement follows from the fact that ZA,b is a nonsingular intersection
of quadratic surfaces, each of which is Tm-invariant. 
From quadrics to polyhedra. This time we start with an intersection of
m− n Hermitian quadrics in Cm:
(6.5) ZΓ,δ =
{
z = (z1, . . . , zm) ∈ Cm :
m∑
k=1
γjk|zk|2 = δj , for 1 6 j 6 m− n
}
.
The coefficients of quadrics form an (m− n)×m-matrix Γ = (γjk), and we denote
its column vectors by γ1, . . . , γm. We also consider the column vector of the right
hand sides, δ = (δ1, . . . , δm−n)
t ∈ Rm−n.
These intersections of quadrics are considered up to linear equivalence, which
corresponds to applying a nondegenerate linear transformation of Rm−n to Γ and δ.
Obviously, such a linear equivalence does not change the set ZΓ,δ.
We denote by R>〈γ1, . . . , γm〉 the cone generated by the vectors γ1, . . . , γm (i.e.,
the set of linear combinations of these vectors with nonnegative coefficients).
A version of the following proposition appeared in [197], and the proof below
is a modification of the argument in [36, Lemma 0.3]. It allows us to determine the
nondegeneracy of an intersection of quadrics directly from the data (Γ, δ):
Proposition 6.1.4. The intersection of quadrics ZΓ,δ given by (6.5) is
nonempty and nonsingular if and only if the following two conditions are satis-
fied:
(a) δ ∈ R>〈γ1, . . . , γm〉;
(b) if δ ∈ R>〈γi1 , . . . γik〉, then k > m− n.
Under these conditions, ZΓ,δ is a smooth submanifold in Cm of dimension m+ n,
and the vectors γ1, . . . , γm span Rm−n.
Proof. First assume that (a) and (b) are satisfied. Then (a) implies that
ZΓ,δ 6= ∅. Let z ∈ ZΓ,δ. Then the rank of the matrix of gradients of (6.5) at
z is equal to rk{γk : zk 6= 0}. Since z ∈ ZΓ,δ, the vector δ is in the cone gen-
erated by those γk for which zk 6= 0. By the Carathe´odory Theorem (see [325,
§1.6]), δ belongs to the cone generated by some m − n of these vectors, that is,
δ ∈ R>〈γk1 , . . . , γkm−n〉, where zki 6= 0 for i = 1, . . . ,m − n. Moreover, the vec-
tors γk1 , . . . , γkm−n are linearly independent (otherwise, again by the Carathe´odory
Theorem, we obtain a contradiction with (b)). This implies that the m− n gradi-
ents of quadrics in (6.5) are linearly independent at z , and therefore ZΓ,δ is smooth
and (m+ n)-dimensional.
To prove the other implication we observe that if (b) fails, that is, δ is in the
cone generated by some m − n − 1 vectors of γ1, . . . , γm, then there is a point
z ∈ ZΓ,δ with at least n + 1 zero coordinates. The gradients of quadrics in (6.5)
cannot be linearly independent at such z . 
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The torus Tm acts on ZΓ,δ, and the quotient ZΓ,δ/Tm is identified with the set
of nonnegative solutions of the system of m− n linear equations
(6.6)
m∑
k=1
γkyk = δ.
This set can be described as a convex polyhedron P (A, b) given by (6.1), where
(b1, . . . , bm) is any solution of (6.6) and the vectors a1, . . . ,am ∈ Rn form the
transpose of a basis of solutions of the homogeneous system
∑m
k=1 γkyk = 0. We
refer to P (A, b) as the associated polyhedron of the intersection of quadrics ZΓ,δ. If
the vectors γ1, . . . , γm span Rm−n, then a1, . . . ,am span Rn. In this case the two
vector configurations are Gale dual.
We summarise the results and constructions of this section as follows:
Theorem 6.1.5. A presentation of a polyhedron
P = P (A, b) =
{
x ∈ Rn : 〈ai, x〉+ bi > 0 for i = 1, . . . ,m
}
(with a1, . . . ,am spanning Rn) defines an intersection of Hermitian quadrics
ZΓ,δ =
{
z = (z1, . . . , zm) ∈ Cm :
m∑
k=1
γjk|zk|2 = δj for j = 1, . . . ,m− n
}
.
(with γ1, . . . , γm spanning Rm−n) uniquely up to a linear isomorphism of Rm−n,
and an intersection of quadrics ZΓ,δ defines a presentation P (A, b) uniquely up to
an isomorphism of Rn.
The systems of vectors a1, . . . ,am ∈ Rn and γ1, . . . , γm ∈ Rm−n are Gale dual,
and the vectors b ∈ Rm and δ ∈ Rm−n are related by the identity δ = Γb.
The intersection of quadrics ZΓ,δ is nonempty and nonsingular if and only if
the presentation P (A, b) is generic.
Example 6.1.6 (m = n+ 1: one quadric). If presentation (6.1) is generic and
P is bounded, then m > n+ 1. The case m = n + 1 corresponds to a simplex. If
P = P (A, b) is the standard simplex (see Example 1.2.2) we obtain
ZA,b = S2n+1 = {z ∈ Cn+1 : |z1|2 + · · ·+ |zn+1|2 = 1}.
More generally, a presentation (6.1) with m = n + 1 and a1, . . . ,an spanning
Rn can be taken by an isomorphism of Rn to the form
P =
{
x ∈ Rn : xi+bi > 0 for i = 1, . . . , n, and −c1x1−· · ·−cnxn+bn+1 > 0
}
.
We therefore have Γ = (c1 · · · cn 1), and ZA,b is given by the single equation
c1|z1|2 + · · ·+ cn|zn|2 + |zn+1|2 = c1b1 + · · ·+ cnbn + bn+1.
If the presentation is generic and bounded, then ZA,b is nonempty, nonsingular and
bounded by Theorem 6.1.3. This implies that all ci and the right hand side above
are positive, and ZA,b is an ellipsoid.
6.2. Moment-angle manifolds from polytopes
In this section we identify the polytopal moment-angle manifold ZKP (the
moment-angle complex corresponding to the nerve complex KP of a simple poly-
tope P ) with the intersections of quadrics ZA,b (6.3).
A Tm-equivariant homeomorphism ZKP ∼= ZA,b will be established using the
following construction of an identification space, which goes back to the work of
6.2. MOMENT-ANGLE MANIFOLDS FROM POLYTOPES 211
Vinberg [313] on Coxeter groups and was presented in the form described below in
the work of Davis and Januszkiewicz [90]. This was the first construction of what
later became known as the moment-angle manifold.
Construction 6.2.1. Let [m] = {1, . . . ,m} be the standard m-element set.
For each I ⊂ [m] we consider the coordinate subtorus
TI = {(t1, . . . , tm) ∈ Tm : tj = 1 for j /∈ I} ⊂ Tm.
In particular, T∅ is the trivial subgroup {1} ⊂ Tm.
Define the map R> × T→ C by (y, t) 7→ yt. Taking product we obtain a map
Rm> × Tm → Cm. The preimage of a point z ∈ Cm under this map is y × Tω(z ),
where yi = |zi| for 1 6 i 6 m and ω(z ) = {i : zi = 0} ⊂ [m] is the set of zero
coordinates of z . Therefore, Cm can be identified with the quotient space
(6.7) Rm> × Tm/∼ where (y , t1) ∼ (y , t2) if t−11 t2 ∈ Tω(y).
Given x ∈ P , set Ix = {i ∈ [m] : x ∈ Fi} (the set of facets containing x ).
Proposition 6.2.2. The space ZA,b given by intersection of quadrics (6.3)
corresponding to a presentation P = P (A, b) is Tm-equivariantly homeomorphic to
the quotient
P × Tm/∼ where (x, t1) ∼ (x, t2) if t−11 t2 ∈ TIx .
Proof. Using (6.2), we identify the space ZA,b with iA,b(P )× Tm/∼ , where
∼ is the equivalence relation from (6.7). A point x ∈ P is mapped by iA,b to
y ∈ Rm> with Ix = ω(y). 
An important corollary of this construction is that the topological type of the
intersection of quadrics ZA,b depends only on the combinatorics of P :
Proposition 6.2.3. Assume given two generic presentations:
P =
{
x ∈ Rn : (A∗x+ b)i > 0
}
and P ′ =
{
x ∈ Rn : (A′∗x+ b′)i > 0
}
such that P and P ′ are combinatorially equivalent simple polytopes.
(a) If both presentations are irredundant, then the corresponding manifolds
ZA,b and ZA′,b′ are Tm-equivariantly homeomorphic.
(b) If the second presentation is obtained from the first one by adding k re-
dundant inequalities, then ZA′,b′ is homeomorphic to a product of ZA,b
and a k-torus T k.
Proof. (a) By Proposition 6.2.2, we have ZA,b ∼= P × Tm/∼ and ZA′,b′ ∼=
P ′ × Tm/∼ . If both presentations are irredundant, then any Fi is a facet of P ,
and the equivalence relation ∼ depends on the face structure of P only. There-
fore, any homeomorphism P → P ′ preserving the face structure extends to a Tm-
homeomorphism P × Tm/∼ → P ′ × Tm/∼ .
(b) Suppose the first presentation has m inequalities, and the second has m′
inequalities, so that m′ − m = k. Let J ⊂ [m′] be the subset corresponding to
the added redundant inequalities; we may assume that J = {m+1, . . . ,m′}. Since
Fj = ∅ for any j ∈ J , we have Ix ∩ J = ∅ for any x ∈ P ′. Therefore, the
equivalence relation ∼ does not affect the factor TJ ⊂ Tm′ , and we have
ZA′,b′ ∼= P ′ × Tm
′
/∼ ∼= (P × Tm/∼ )× TJ ∼= ZA,b × T k. 
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Remark. A Tm-homeomorphism in Proposition 6.2.3 (a) can be replaced by
a Tm-diffeomorphism (with respect to the smooth structures of Theorem 6.1.3),
but the proof is more technical. It follows from the fact that two simple polytopes
are combinatorially equivalent if and only if they are diffeomorphic as ‘smooth
manifolds with corners’. For an alternative argument, see [36, Corollary 4.7].
Statement (a) remains valid without assuming that the presentation is generic
or bounded, although ZA,b is not a manifold in this case.
Now we recall the moment-angle manifold ZKP corresponding to the nerve
complex KP of a simple polytope P (see Section 4.1 and Example 2.2.4). Observe
that in our formalism, redundant inequalities in a presentation of P correspond to
ghost vertices of KP .
Theorem 6.2.4. Let (6.1) be a generic bounded presentation, so that P =
P (A, b) is a simple n-polytope. The moment-angle manifold ZKP is Tm-equivari-
antly homeomorphic to the intersection of quadrics ZA,b given by (6.3).
Proof. Recall from Construction 4.1.1 that the moment-angle complex ZKP
is defined from a diagram similar to (6.2), in which the bottom map is replaced by
the piecewise linear embedding cP : P → Im from Construction 2.9.7:
(6.8)
ZKP −−−−→ Dmy yµ
P
cP−−−−→ Im
As we have seen in Proposition 6.2.2, the intersection of quadrics ZA,b is Tm-
homeomorphic to the identification space
P × Tm/∼ where (x , t1) ∼ (x , t2) if t−11 t2 ∈ TIx .
By restricting the equivalence relation (6.7) to Dm ⊂ Cm we obtain that
Dm ∼= Im × Tm/∼ where (y , t1) ∼ (y , t2) if t−11 t2 ∈ Tω(y).
As in the proof of Proposition 6.2.2, the space ZKP is identified with cP (P )×Tm/∼ .
A point x ∈ P is mapped by cP to y ∈ Im with Ix = ω(y) = {i ∈ [m] : x ∈ Fi}. We
therefore obtain that both ZKP and ZA,b are Tm-homeomorphic to P ×Tm/∼ . 
Corollary 6.2.5. The moment-angle manifold ZKP corresponding to the
nerve complex KP of a simple polytope P has a smooth structure in which the
Tm-action is smooth.
Definition 6.2.6. Given a bounded generic presentation (6.1) defining a simple
polytope P , we shall use the common notation ZP for both the moment-angle
manifold ZKP and the intersection of quadrics (6.3). We refer to ZP as a polytopal
moment-angle manifold. We endow ZP with the smooth structure coming from the
nonsingular intersection of quadrics.
Remark. As it is shown in [36, Corollary 4.7] a Tm-invariant smooth structure
on ZP is unique. If the condition of the invariance under the torus action is dropped,
then a smooth structure on ZP is not unique, as is shown by examples of odd-
dimensional spheres and products of spheres. It would be interesting to relate
exotic smooth structures with the construction of moment-angle complexes.
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Remark. If the polytope P = P (A, b) is not simple, then moment-angle com-
plex ZKP corresponding to the nerve complex KP is not homeomorphic to the
(singular) intersection of quadrics ZA,b . However, the two spaces are homotopy
equivalent (see [12]).
An intersection of quadrics representing ZP can be chosen more canonically:
Proposition 6.2.7. The moment-angle manifold ZP is Tm-equivariantly dif-
feomorphic to a nonsingular intersection of quadrics of the following form:
(6.9)
{
z ∈ Cm : ∑mk=1 |zk|2 = 1,∑m
k=1 gk|zk|2 = 0,
}
where (g1, . . . , gm) ⊂ Rm−n−1 is a combinatorial Gale diagram of P ∗.
Proof. It follows from Proposition 1.2.7 that ZP is given by{
z ∈ Cm : γ11|z1|2 + · · ·+ γ1m|zm|2 = c,
g1|z1|2 + · · ·+ gm|zm|2 = 0,
}
where γ1k and c are positive. Divide the first equation by c, and then replace each
zk by
√
c
γ1k
zk. As a result, each gk is multiplied by a positive number, so that
(g1, . . . , gm) remains to be a combinatorial Gale diagram for P
∗. 
By adapting Proposition 6.1.4 to the special case of quadrics (6.9), we obtain
Proposition 6.2.8. The intersection of quadrics given by (6.9) is nonempty
nonsingular if and only if the following two conditions are satisfied:
(a) 0 ∈ conv(g1, . . . , gm);
(b) if 0 ∈ conv(gi1 , . . . , gik), then k > m− n.
Following [36], we refer to a nonsingular intersection (6.9) of m− n− 1 homo-
geneous quadrics with a unit sphere in Cm as a link . We therefore obtain that the
class of links coincides with the class of polytopal moment-angle manifolds.
As we have seen in Example 6.1.6, the moment-angle manifold corresponding
to an n-simplex is diffeomorphic to a sphere S2n+1. This is also the link of an
empty system of homogeneous quadrics, corresponding to the case m = n+ 1.
Example 6.2.9 (m = n + 2: two quadrics). A polytope P defined by m =
n+2 inequalities either is combinatorially equivalent to a product of two simplices
(when there are no redundant inequalities), or is a simplex (when one inequality is
redundant). In the case m = n+ 2 the link (6.9) has the form{
z ∈ Cm : |z1|2 + · · ·+ |zm|2 = 1,
g1|z1|2 + · · ·+ gm|zm|2 = 0,
}
where gk ∈ R. Condition (b) of Proposition 6.2.8 implies that all gi are nonzero;
assume that there are p positive and q = m−p negative numbers among them. Then
condition (a) implies that p > 0 and q > 0. Therefore, the link is the intersection
of the cone over a product of two ellipsoids of dimensions 2p− 1 and 2q− 1 (given
by the second quadric) with a unit sphere of dimension 2m− 1 (given by the first
quadric). Such a link is diffeomorphic to S2p−1 × S2q−1. The case p = 1 or q = 1
corresponds to one redundant inequality. In the irredundant case (P is a product
∆p−1 ×∆q−1, p, q > 1) we obtain that ZP ∼= S2p−1 × S2q−1.
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The case of three quadrics was resolved by Lopez de Medrano [197] in 1989.
Here is a reformulation of his result in terms of moment-angle manifolds:
Theorem 6.2.10. Let ZP be the moment-angle manifold given by a nonempty
and nodegenerate intersection of three quadrics (6.9), i.e. m = n+ 3. Then ZP is
diffeomorphic to a product of three odd-dimensional spheres or to a connected sum
of products of spheres with two spheres in each product.
The proof of this theorem uses Gale duality, surgery theory and the h-cobordism
Theorem. The original statement of [197] contained some restrictions on the types
of quadrics, which later were lifted in [127]. The moment-angle manifold ZP is
diffeomorphic to a product of three odd-dimensional spheres precisely when P is
combinatorially equivalent to a product of three simplices. In all other cases, the
manifold ZP given by three quadrics is diffeomorphic to a connected sum of the
form #m−2k=3 (S
k × S2m−3−k)#qk . The numbers qk of products Sk × S2m−3−k in the
connected sum can be described explicitly in terms of the planar Gale diagram of
the associated n-polytope P with m = n+ 3 facets.
Theorem 4.6.12 together with Theorem 6.2.10 and the previous examples gives
a description of the topology of moment-angle manifolds ZP corresponding to the
following classes of simple n-polytopes P : dual stacked polytopes (including poly-
gons), polytopes with m 6 n+ 3 facets, and products of them. More examples of
polytopes P whose corresponding manifolds ZP are diffeomorphic to a connected
sum of sphere products were described in [127] (these include some dual cyclic
polytopes). In general, the topology of moment-angle manifolds is much more com-
plicated than in these series of examples (see Section 4.9 where examples of ZP
with nontrivial Massey products were constructed). On the other hand, no other
explicit topological types of moment-angle manifolds ZP are known. Furthermore,
the following question remains open:
Problem 6.2.11. Does there exist a moment-angle manifold ZP decomposable
into nontrivial connected sum where one of the summands is diffeomorphic to a
product of more than two spheres.
Here is an example illustrating how the structure of the moment-angle manifold
ZP changes when one truncates P at a vertex:
Example 6.2.12. Consider the following presentation of a polygon:
P =
{
(x1, x2) ∈ R2 : x1 > 0, x2 > 0,
− x1 + 1 + δ > 0, −x2 + 1 + ε > 0, −x1 − x2 + 1 > 0
}
,
where δ, ε are parameters. First we fix some small positive δ and vary ε. If ε is
positive, then we get a presentation of a triangle with two redundant inequalities.
The corresponding moment-angle manifold is diffeomorphic to S5×S1×S1. If ε is
negative, then we get a presentation of a quadrangle with one redundant inequality.
The corresponding manifold is diffeomorphic to S3 × S3 × S1. We see that when
the hyperplane −x2+1+ε = 0 crosses the vertex of the triangle, the corresponding
moment-angle manifold ZP undergoes a surgery turning S5×S1×S1 to S3×S3×S1.
Now if we fix some small negative ε and decrease δ so that the hyperplane −x1 +
1 + δ = 0 crosses the vertex of the quadrangle, then the manifold ZP undergoes a
more complicated surgery turning the product S3 × S3 × S1 to the connected sum
(S3 × S4)#5 (corresponding to the case n = 2,m = 5 in Theorem 4.6.12).
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On the dual language of Gale diagrams, the surgeries described above happen
when the origin crosses the “walls” inside the pentagonal Gale diagram correspond-
ing to a presentation of a 2-polytope with 5 inequalities (see Figure 1.1). For more
information about surgeries of moment-angle manifolds and their relation to “wall
crossing”, see [55, §6.4], [36] and [127].
Exercises.
6.2.13. Let G ⊂ P be a face of codimension k in a simple n-polytope P ,
let ZP be the corresponding moment-angle manifold with the quotient projection
p : ZP → P . Show that p−1(G) is a smooth submanifold of ZP of codimension 2k.
Furthermore, p−1(G) is diffeomorphic to ZG × T ℓ, where ZG is the moment-angle
manifold corresponding to G and ℓ is the number of facets of P not containing G.
6.2.14. Let P = vt(I3) be the polytope obtained by truncating a 3-cube at a
vertex (see Construction 1.1.12). Write down intersection of quadrics (6.9) defining
the corresponding 10-dimensional moment-angle manifold ZP . Use Theorem 4.5.4
or Theorem 4.5.7 to describe the cohomology ring H∗(ZP ). Deduce that ZP cannot
be diffeomorphic to a connected sum of sphere products (cf. [36, Example 11.5]).
6.2.15. Write down the quadratic equations defining the moment-angle mani-
folds S5×S1×S1, S3×S3×S1 and (S3×S4)#5 from Example 6.2.12, and describe
explicitly the surgeries between them.
6.3. Symplectic reduction and moment maps revisited
As we have seen in Section 5.5, particular examples of polytopal moment-angle
manifolds ZP appear as level sets for the moment maps used in the construction
of Hamiltonian toric manifolds. In this case, the left hand sides of the equations
in (6.3) are quadratic Hamiltonians of a torus action on Cm. Here we investigate
the relationship between symplectic quotients of Cm and intersections of quadrics
more thoroughly. As a corollary, we obtain that any symplectic quotient of Cm by
a torus action is a Hamiltonian toric manifold.
We want to study symplectic quotients of Cm by torus subgroups T ⊂ Tm.
Such a subgroup of dimension m− n has the form
(6.10) TΓ =
{(
e2πi〈γ1,ϕ〉, . . . , e2πi〈γm,ϕ〉
)∈ Tm},
where ϕ ∈ Rm−n is an (m − n)-dimensional parameter, and Γ = (γ1, . . . , γm) is
a set of m vectors in Rm−n. In order for TΓ to be a torus, the configuration of
vectors γ1, . . . , γm must be rational, i.e. their integer span L = Z〈γ1, . . . , γm〉 must
be a full rank discrete subgroup (a lattice) in Rm−n. The lattice L is identified
canonically with Hom(TΓ , S1) and is called the weight lattice of torus (6.10). Let
L∗ = {λ∗ ∈ Rm−n : 〈λ∗, λ〉 ∈ Z for all λ ∈ L}
be the dual lattice. We shall represent elements of TΓ by ϕ ∈ Rm−n occasionally,
so that TΓ is identified with the quotient Rm−n/L
∗.
The restricted action of TΓ ⊂ Tm on Cm is obviously Hamiltonian, and the
corresponding moment map is the composition
(6.11) µΓ : C
m µ−→ Rm −→ t∗Γ ,
where Rm → t∗Γ is the map of the dual Lie algebras corresponding to TΓ → Tm.
The map Rm → t∗Γ takes the kth basis vector ek ∈ Rm to γk ∈ t∗Γ . By identifying
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t∗Γ with R
m−n we write the map Rm → t∗Γ by the matrix Γ = (γjk), where γjk is
the jth coordinate of γk. The moment map (6.11) is then given by
(z1, . . . , zm) 7−→
( m∑
k=1
γ1k|zk|2, . . . ,
m∑
k=1
γm−n,k|zk|2
)
.
Its level set µ−1Γ (δ) corresponding to a value δ = (δ1, . . . , δm−n)
t ∈ t∗Γ is exactly the
intersection of quadrics ZΓ,δ given by (6.5).
To apply symplectic reduction we need to identify when the moment map µΓ
is proper, find its regular values δ, and finally identify when the action of TΓ on
µ−1Γ (δ) = ZΓ,δ is free. In Theorem 6.3.1 below, all these conditions are expressed
in terms of the polyhedron P associated with ZΓ,δ as described in Section 6.1.
It follows from Gale duality that γ1, . . . , γm span a lattice L in Rm−n if and
only if the dual configuration a1, . . . ,am spans a lattice N = Z〈a1, . . . ,am〉 in Rn.
We refer to a presentation (6.1) as rational if Z〈a1, . . . ,am〉 is a lattice.
A polyhedron P is called Delzant if it has a vertex and there is a rational
presentation (6.1) such that for any vertex x ∈ P the vectors a i normal to the
facets meeting at x form a basis of the lattice N = Z〈a1, . . . ,am〉. In the case when
P is bounded and irredundant we obtain the definition used before: a polytope P
is Delzant when its normal fan is regular.
Now let δ ∈ tΓ be a value of the moment map µΓ : Cm → t∗Γ , and µ−1Γ (δ) = ZΓ,δ
the corresponding level set, which is an intersection of quadrics (6.5). We associate
with ZΓ,δ a presentation (6.1) as described in Section 6.1 (see Theorem 6.1.5).
Theorem 6.3.1. Let TΓ ⊂ Tm be a torus subgroup (6.10), determined by a
rational configuration of vectors γ1, . . . , γm.
(a) The moment map µΓ : Cm → t∗Γ is proper if and only if its level set µ−1Γ (δ)
is bounded for some (and then for any) value δ ∈ t∗Γ . Equivalently, the
map µΓ is proper if and only if the Gale dual configuration a1, . . . ,am
satisfies α1a1 + · · ·+ αmam = 0 for some positive numbers αk.
(b) δ ∈ t∗Γ is a regular value of µΓ if and only if the intersection of quadrics
µ−1Γ (δ) = ZΓ,δ is nonempty and nonsingular. Equivalently, δ is a regular
value if and only if the associated presentation P = P (A, b) is generic.
(c) The action of TΓ on µ
−1
Γ (δ) = ZΓ,δ is free if and only if the associated
polyhedron P is Delzant.
Proof. (a) If µΓ is proper then µ
−1
Γ (δ) ⊂ t∗Γ is compact, so it is bounded.
Now assume that µ−1Γ (δ) = ZΓ,δ is bounded for some δ. Then the associated
polyhedron P is also bounded. By Corollary 1.2.8, this is equivalent to vanishing of
a positive linear combination of a1, . . . ,am. This condition is independent of δ, and
we conclude that µ−1Γ (δ) is bounded for any δ. Let X ⊂ t∗Γ be a compact subset.
Since µ−1Γ (X) is closed, it is compact whenever it is bounded. By Proposition 1.2.7
we may assume that, for any δ ∈ X , the first quadric defining µ−1Γ (δ) = ZΓ,δ is
given by γ11|z1|2 + · · · + γ1m|zm|2 = δ1 with γ1k > 0. Let c = maxδ∈X δ1. Then
µ−1Γ (X) is contained in the bounded set
{z ∈ Cm : γ11|z1|2 + · · ·+ γ1m|zm|2 6 c}
and is therefore bounded. Hence µ−1Γ (X) is compact, and µΓ is proper.
(b) The first statement is the definition of a regular value. The equivalent
statement is already proved as Theorem 6.1.3.
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(c) We first need to identify the stabilisers of the TΓ -action on µ
−1
Γ (δ). Although
the fact that these stabilisers are finite for a regular value δ follows from the general
construction of symplectic reduction, we can prove this directly.
Given a point z = (z1, . . . , zm) ∈ ZΓ,δ, we define the sublattice
Lz = Z〈γi : zi 6= 0〉 ⊂ L = Z〈γ1, . . . , γm〉.
Lemma 6.3.2. The stabiliser subgroup of z ∈ ZΓ,δ under the action of TΓ is
given by L∗z/L
∗. Furthermore, if ZΓ,δ is nonsingular, then all these stabilisers are
finite, i.e. the action of TΓ on ZΓ,δ is almost free.
Proof. An element (e2πi〈γ1,ϕ〉, . . . , e2πi〈γm,ϕ〉) ∈ TΓ fixes a point z ∈ ZΓ if
and only if e2πi〈γk,ϕ〉 = 1 whenever zk 6= 0. In other words, ϕ ∈ TΓ fixes z if and
only if 〈γk, ϕ〉 ∈ Z whenever zk 6= 0. The latter means that ϕ ∈ L∗z . Since ϕ ∈ L∗
maps to 1 ∈ TΓ , the stabiliser of z is L∗z /L∗.
Assume now that ZΓ,δ is nonsingular. In order to see that L∗z/L∗ is finite we
need to check that the sublattice Lz = Z〈γi : zi 6= 0〉 ⊂ L has full rank m − n.
Indeed, rk{γi : zi 6= 0} is the rank of the matrix of gradients of quadrics in (6.5)
at z . Since ZΓ,δ is nonsingular, this rank is m− n, as needed. 
Now we can finish the proof of Theorem 6.3.1 (c). Assume that P is Delzant.
By Lemma 6.3.2, the TΓ -action on ZΓ,δ is free if and only if Lz = L for any
z ∈ ZΓ,δ. Let i : Zk → Zm be the inclusion of the coordinate sublattice spanned by
those ei for which zi = 0, and let p : Zm → Zm−k be the projection sending every
such ei to zero. We also have the maps of lattices
Γ ∗ : L∗ → Zm, l 7→ (〈γ1, l〉, . . . , 〈γm, l〉), and A : Zm → N, ek 7→ ak.
Consider the diagram
(6.12)
0
↓
L∗yΓ∗
0 −−−−→ Zk i−−−−→ Zm p−−−−→ Zm−k −−−−→ 0yA
N
↓
0
in which the vertical and horizontal sequences are exact. Then the Delzant condition
is equivalent to that the composition A · i is split injective. The condition Lz = L is
equivalent to that Γ ·p∗ is surjective, or p·Γ ∗ is split injective. These two conditions
are equivalent by Lemma 1.2.5. 
In the case of polytopes we obtain the following version of Proposition 5.5.3:
Corollary 6.3.3. Let P = P (A, b) be a Delzant polytope, Γ = (γ1, . . . , γm) the
Gale dual configuration, and ZP the corresponding moment-angle manifold. Then
(a) δ = Γb is a regular value of the moment map µΓ : Cm → t∗Γ for the
Hamiltonian action of TΓ ⊂ Tm on Cm;
(b) ZP is the regular level set µ−1Γ (Γb);
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(c) the action of TΓ on ZP is free.
In Section 5.5 we defined the Hamiltonian toric manifold VP corresponding
to a Delzant polytope P as the symplectic quotient of Cm by the torus subgroup
K ⊂ Tm determined by the normal fan of P . By comparing the vertical exact
sequence in (6.12) with (5.9) we obtain that K = TΓ , and the quotient n-torus
Tm/TΓ acting on VP = ZP /TΓ is TN = N ⊗Z S = Rn/N .
Corollary 6.3.4. Any symplectic quotient of Cm by a torus subgroup T ⊂ Tm
is a Hamiltonian toric manifold.
Example 6.3.5. Consider the case m − n = 1, i.e. TΓ is 1-dimensional, and
γk ∈ R. By Theorem 6.3.1 (a), the moment map µΓ is proper whenever
µ−1Γ (δ) = {z ∈ Cm : γ1|z1|2 + · · ·+ γm|zm|2 = δ}
is bounded for any δ ∈ R. By Theorem 6.3.1 (b), δ is a regular value whenever the
quadratic hypersurface γ1|z1|2 + · · · + γm|zm|2 = δ is nonempty and nonsingular.
These two conditions together imply that the hypersurface is an ellipsoid, and the
associated polyhedron is an n-simplex (see Example 6.1.6). By Lemma 6.3.2, the
TΓ -action on µ
−1
Γ (δ) is free if and only if Lz = L for any z ∈ µ−1Γ (δ). This means
that each γk generates the same lattice as the whole set γ1, . . . , γm, which implies
that γ1 = · · · = γm. The Gale dual configuration satisfies a1+ · · ·+am = 0. Then
TΓ is the diagonal circle in Tm, the hypersurface µ
−1
Γ (δ) = ZP is a sphere, and
the associated polytope P is the standard simplex up to shift and magnification by
a positive factor δ. The Hamiltonian toric manifold VP = ZP /TΓ is the complex
projective space CPn.
6.4. Complex structures on intersections of quadrics
Bosio and Meersseman [36] identified polytopal moment-angle manifolds ZP
with a class of non-Ka¨hler complex-analytic manifolds introduced in the works of
Lopez de Medrano, Verjovsky and Meersseman (LVM-manifolds). This was the
starting point in the subsequent study of the complex geometry of moment-angle
manifolds. We review the construction of LVM-manifolds and its connection to
polytopal moment-angle manifolds here.
The initial data of the construction of an LVM-manifold is a link of a homoge-
neous system of quadrics similar to (6.9), but with complex coefficients:
(6.13) L =
{
z ∈ Cm : ∑mk=1 |zk|2 = 1,∑m
k=1 ζk|zk|2 = 0
}
,
where ζk ∈ Cs. We can obviously turn this link into the form (6.9) by identifying
Cs with R2s in the standard way, so that each ζk becomes gk ∈ Rm−n−1 with n =
m−2s−1. We assume that the link is nonsingular, i.e. the system of complex vectors
(ζ1, . . . , ζm) (or the corresponding system of real vectors (g1, . . . , gm)) satisfies the
conditions (a) and (b) of Proposition 6.2.8.
Now define the manifold N as the projectivisation of the intersection of homo-
geneous quadrics in (6.13):
(6.14) N = {z ∈ CPm−1 : ζ1|z1|2 + · · ·+ ζm|zm|2 = 0}, ζk ∈ Cs.
We therefore have a principal S1-bundle L → N .
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Theorem 6.4.1 (Meersseman [223]). The manifold N has a holomorphic atlas
describing it as a compact complex manifold of complex dimension m− 1− s.
Sketch of proof. Consider a holomorphic action of Cs on Cm given by
(6.15)
Cs × Cm −→ Cm
(w , z ) 7→ (z1e〈ζ1,w〉, . . . , zme〈ζm,w〉),
where w = (w1, . . . , ws) ∈ Cs, and 〈ζk,w〉 = ζ1kw1 + · · ·+ ζskws.
Let K be the simplicial complex consisting of zero-sets of points of the link L:
K = {ω(z ) : z ∈ L}.
Observe that K = KP , where P is the simple polytope associated with the link L.
Let U = U(K) be the corresponding subspace arrangement complement given
by (4.7.4). Note that Proposition 1.2.9 implies that U can be also defined as
U =
{
(z1, . . . , zm) ∈ Cm : 0 ∈ conv(ζj : zj 6= 0)
}
.
An argument similar to the proof of Lemma 6.3.2 shows that the restriction
of the action (6.15) to U ⊂ Cm is free. Also, this restricted action of Cs on U is
proper (we shall prove this in more general context in Theorem 6.6.3 below), so the
quotient U/Cs is Hausdorff. Using a holomorphic atlas transverse to the orbits of
the free action of Cs on the complex manifold U we obtain that the quotient U/Cs
has a structure of a complex manifold.
On the other hand, it can be shown that the function |z1|2 + · · · + |zm|2 (the
square of the distance to the origin in Cm) has a unique minimum when restricted
to an orbit of the free action of Cs on U . The set of these minima (i.e. the set of
points closest to the origin in each orbit) can be described as
T = {z ∈ Cm \{0} : ζ1|z1|2 + · · ·+ ζm|zm|2 = 0}.
It follows that the quotient U/Cs can be identified with T , and therefore T acquires
a structure of a complex manifold of dimension m− s.
By projectivising the construction we identify N with the quotient of a comple-
ment of coordinate subspace arrangement in CPm−1 (the projectivisation of U) by a
holomorphic action of Cs. In this wayN becomes a compact complex manifold. 
The manifold N with the complex structure of Theorem 6.4.1 is referred to
as an LVM-manifold . These manifolds were described by Meersseman [223] as a
generalisation of the construction of Lopez de Medrano and Verjovsky [198].
Remark. The embedding of T in Cm and of N in CPm−1 given by (6.14) is
not holomorphic.
A polytopal moment-angle manifold ZP is diffeomorphic to a link (6.9), which
can be turned into a complex link (6.13) whenever m + n is odd. It follows that
the quotient ZP /S1 of an odd-dimensional moment-angle manifold has a complex-
analytic structure as an LVM-manifold. By adding redundant inequalities and
using the S1-bundle L → N , Bosio–Meersseman observed that ZP or ZP × S1 has
a structure of an LVM-manifold, depending on whether m+ n is even or odd.
We first summarise the effects that a redundant inequality in (6.1) has on
different spaces appeared above:
Proposition 6.4.2. Assume that (6.1) is a generic presentation. The following
conditions are equivalent:
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(a) 〈ai, x 〉+ bi > 0 is a redundant inequality in (6.1) (i.e. Fi = ∅);
(b) ZP ⊂ {z ∈ Cm : zi 6= 0};
(c) {i} is a ghost vertex of KP ;
(d) U(KP ) has a factor C× on the ith coordinate;
(e) 0 /∈ conv(gk : k 6= i).
Proof. The equivalence of the first four conditions follows directly from the
definitions. The equivalence (a)⇔(e) follows from Proposition 1.2.9. 
Theorem 6.4.3 ([36]). Let ZP be the moment angle manifold corresponding
to an n-dimensional simple polytope (6.1) defined by m inequalities.
(a) If m+ n is even then ZP has a complex structure as an LVM-manifold.
(b) If m+n is odd then ZP ×S1 has a complex structure as an LVM-manifold.
Proof. (a) We add one redundant inequality of the form 1 > 0 to (6.1),
and denote the resulting manifold of (6.2) by Z ′P . We have Z ′P ∼= ZP × S1. By
Proposition 6.2.7, ZP is diffeomorphic to a link given by (6.9). Then Z ′P is given
by the intersection of quadrics
z ∈ Cm+1 : |z1|2 + · · · + |zm|2 = 1,
g1|z1|2 + · · · + gm|zm|2 = 0,
|zm+1|2 = 1,

which is diffeomorphic to the link given by
z ∈ Cm+1 : |z1|2 + · · · + |zm|2 + |zm+1|2 = 1,
g1|z1|2 + · · · + gm|zm|2 = 0,
|z1|2 + · · · + |zm|2 − |zm+1|2 = 0.

If we denote by Γ ⋆ = (g1 . . . gm) the (m− n− 1)×m-matrix of coefficients of the
homogeneous quadrics for ZP , then the corresponding matrix for Z ′P is
Γ ⋆′ =
(
g1 · · · gm 0
1 · · · 1 −1
)
.
Its heightm−n is even, so that we may think of its kth column as a complex vector
ζk (by identifying Rm−n with C
m−n
2 ), for k = 1, . . . ,m+ 1. Now define
(6.16) N ′ = {z ∈ CPm : ζ1|z1|2 + · · ·+ ζm+1|zm+1|2 = 0}.
Then N ′ has a complex structure as an LVM-manifold by Theorem 6.4.1. On the
other hand,
N ′ ∼= Z ′P /S1 = (ZP × S1)/S1 ∼= ZP ,
so that ZP also acquires a complex structure.
(b) The proof here is similar, but we have to add two redundant inequalities
1 > 0 to (6.1). Then Z ′P ∼= ZP × S1 × S1 is given by
z ∈ Cm+2 : |z1|2 + · · · + |zm|2 + |zm+1|2 + |zm+2|2 = 1,
g1|z1|2 + · · · + gm|zm|2 = 0,
|z1|2 + · · · + |zm|2 − |zm+1|2 = 0,
|z1|2 + · · · + |zm|2 − |zm+2|2 = 0.

6.5. MOMENT-ANGLE MANIFOLDS FROM SIMPLICIAL FANS 221
The matrix of coefficients of the homogeneous quadrics is therefore
Γ ⋆′ =
g1 · · · gm 0 01 · · · 1 −1 0
1 · · · 1 0 −1
 .
We think of its columns as a set of m+ 2 complex vectors ζ1, . . . , ζm+2, and define
(6.17) N ′ = {z ∈ CPm+1 : ζ1|z1|2 + · · ·+ ζm+2|zm+2|2 = 0}.
Then N ′ has a complex structure as an LVM-manifold. On the other hand,
N ′ ∼= Z ′P /S1 = (ZP × S1 × S1)/S1 ∼= ZP × S1,
and therefore ZP × S1 has a complex structure. 
In the next two sections we describe a more direct method of endowing ZP
with a complex structure, without referring to projectivised quadrics and LVM-
manifolds. This approach, developed in [262], works not only in the polytopal
case, but also for the moment-angle manifolds ZK corresponding to underlying
complexes K of complete simplicial fans.
6.5. Moment-angle manifolds from simplicial fans
LetK = KΣ be the underlying complex of a complete simplicial fan Σ, and U(K)
the complement of the coordinate subspace arrangement (4.7.4) defined by K. Here
we shall identify the moment-angle manifold ZK with the quotient of U(K) by a
smooth action of a non-compact group isomorphic to Rm−n, thereby defining a
smooth structure on ZK. A modification of this construction will be used in the
next section to endow ZK with a complex structure.
Let Σ be a simplicial fan in NR ∼= Rn with generators a1, . . . ,am. Recall that
the underlying simplicial complex K = KΣ is the collection of subsets I ⊂ [m] such
that {a i : i ∈ I} spans a cone of Σ.
A simplicial fan Σ is therefore determined by two pieces of data:
– a simplicial complex K on [m];
– a configuration of vectors a1, . . . ,am in Rn such that for any simplex
I ∈ K the subset {a i : i ∈ I} is linearly independent.
Then for each I ∈ K we can define the simplicial cone σI spanned by a i with i ∈ I.
The ‘bunch of cones’ {σI : I ∈ K} patches into a fan Σ whenever any two cones
σI and σJ intersect in a common face (which has to be σI∩J). Equivalently, the
relative interiors of cones σI are pairwise non-intersecting. Under this condition,
we say that the data {K;a1, . . . ,am} define a fan Σ.
We do allow ghost vertices in K; they do not affect the fan Σ. The vector
ai corresponding to a ghost vertex {i} can be zero as it does not correspond to a
one-dimensional cone of Σ. This formalism will be important for the construction
of a complex structure on ZK; it was also used in [25] under the name triangulated
vector configurations.
Construction 6.5.1. For a set of vectors a1, . . . ,am, consider the linear map
(6.18) A : Rm → NR, ei 7→ a i,
where e1, . . . , em is the standard basis of Rm. Let
Rm> = {(y1, . . . , ym) ∈ Rm : yi > 0}
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be the multiplicative group of m-tuples of positive real numbers, and define
(6.19)
R = exp(KerA) =
{(
ey1, . . . , eym
)
: (y1, . . . , ym) ∈ KerA
}
=
{
(t1, . . . , tm) ∈ Rm> :
m∏
i=1
t
〈a i,u〉
i = 1 for all u ∈ N∗R
}
.
We let Rm> act on the complement U(K) ⊂ Cm by coordinatewise multiplica-
tions and consider the restricted action of the subgroup R ⊂ Rm> . Recall that a
G-action on a space X is proper if the group action map h : G × X → X × X ,
(g, x) 7→ (gx, x) is proper (the preimage of a compact subset is compact).
Theorem 6.5.2 ([262]). Assume given data {K;a1, . . . ,am} satisfying the con-
ditions above. Then
(a) the group R ∼= Rm−n given by (6.19) acts on U(K) freely;
(b) if the data {K;a1, . . . ,am} define a simplicial fan Σ, then R acts on
U(K) properly, so the quotient U(K)/R is a smooth Hausdorff (m + n)-
dimensional manifold;
(c) if the fan Σ is complete, then U(K)/R is homeomorphic to the moment-
angle manifold ZK.
Therefore, ZK can be smoothed whenever K = KΣ for a complete simplicial fan Σ.
Proof. Statement (a) is proved in the same way as Proposition 5.4.6. Indeed,
a point z ∈ U(K) has a nontrivial stabiliser with respect to the action of Rm> only
if some of its coordinates vanish. These Rm> -stabilisers are of the form (R>, 1)
I ,
see (4.6), for some I ∈ K. The restriction of expA to any such (R>, 1)I is an
injection. Therefore, R = exp(KerA) intersects any Rm> -stabilisers only at the
unit, which implies that the R-action on U(K) is free.
Let us prove (b) (compare the proof of Theorem 5.4.5 (b) and Exercise 5.4.15).
Consider the map
h : R× U(K)→ U(K)× U(K), (g , z ) 7→ (rz , z ),
for r ∈ R, z ∈ U(K). Let V ⊂ U(K) × U(K) be a compact subset; we need to
show that h−1(V ) is compact. Since R × U(K) is metrisable, it suffices to check
that any infinite sequence {(r (k), z (k)) : k = 1, 2, . . .} of points in h−1(V ) contains
a converging subsequence. Since V ⊂ U(K) × U(K) is compact, by passing to a
subsequence we may assume that the sequence
{h(r (k), z (k))} = {(r (k)z (k), z (k))}
has a limit in U(K)× U(K). We set w (k) = r (k)z (k), and assume that
{w (k)} → w = (w1, . . . , wm), {z (k)} → z = (z1, . . . , zm)
for some w , z ∈ U(K). We need to show that a subsequence of {r (k)} has limit
in R. We write
r (k) =
(
g
(k)
1 , . . . , g
(k)
m
)
=
(
eα
(k)
1 , . . . , eα
(k)
m
) ∈ R ⊂ Rm> ,
α
(k)
j ∈ R. By passing to a subsequence we may assume that each sequence {α(k)j },
j = 1, . . . ,m, has a finite or infinite limit (including ±∞). Let
I+ = {j : α(k)j → +∞} ⊂ [m], I− = {j : α(k)j → −∞} ⊂ [m].
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Since the sequences {z (k)}, {w (k) = r (k)z (k)} converge to z ,w ∈ U(K) respectively,
we have zj = 0 for j ∈ I+ and wj = 0 for j ∈ I−. Then it follows from the
decomposition U(K) = ⋃I∈K(C,C×)I that I+ and I− are simplices of K. Let
σ+, σ− be the corresponding cones of the simplicial fan Σ. Then σ+ ∩ σ− = {0}
by definition of a fan. By Lemma 2.1.2, there exists a linear function u ∈ N∗R such
that 〈u ,a〉 > 0 for any nonzero a ∈ σ+, and 〈u ,a〉 < 0 for any nonzero a ∈ σ−.
Since r (k) ∈ R, it follows from (6.19) that
(6.20)
m∑
j=1
α
(k)
j 〈u ,aj〉 = 0.
This implies that both I+ and I− are empty, as otherwise the latter sum tends to
infinity. Thus, each sequence {α(k)j } has a finite limit αj , and a subsequence of
{r (k)} converges to (eα1 , . . . , eαm). Passing to the limit in (6.20) we obtain that
(eα1 , . . . , eαm) ∈ R. This proves the properness of the action. Since the Lie group
R acts smoothly, freely and properly on the smooth manifold U(K), the orbit space
U(K)/R is Hausdorff and smooth by the standard result [193, Theorem 9.16].
In the case of complete fan it is possible to construct a smooth atlas on U(K)/R
explicitly. To do this, it is convenient to pre-factorise everything by the action of
Tm, as in the proof of Theorem 4.7.5. We have
U(K)/Tm = (R>,R>)K =
⋃
I∈K
(R>,R>)
I .
Since the fan Σ is complete, we may take the union above only over n-element
simplices I = {i1, . . . , in} ∈ K. Consider one such simplex I; the generators of the
corresponding n-dimensional cone σ ∈ Σ are a i1 , . . . ,a in . Let u1, . . . ,un be the
dual basis of N∗R (which is a generator set of the dual cone σ
v). Then we have
〈a ik ,uj〉 = δkj . Now consider the map
pI : (R>,R>)
I → Rn>
(y1, . . . , ym) 7→
( m∏
i=1
y
〈ai,u1〉
i , . . . ,
m∏
i=1
y
〈ai,un〉
i
)
,
where we set 00 = 1. Note that zero does not occur with a negative exponent in
the right hand side, hence pI is well defined as a continuous map. Each (R>,R>)I
is R-invariant, and it follows from (6.19) that pI induces an injective map
qI : (R>,R>)
I/R→ Rn>.
This map is also surjective since every (x1, . . . , xn) ∈ Rn> is covered by (y1, . . . , ym)
where yij = xj for 1 6 j 6 n and yk = 1 for k /∈ {i1, . . . , in}. Hence, qI is a
homeomorphism. It is covered by a Tm-equivariant homeomorphism
qI : (C,C
×)I/R→ Cn × Tm−n,
where Cn is identified with the quotient Rn> × Tn/∼ , see (6.7). Since U(K)/R is
covered by open subsets (C,C×)I/R, and Cn × Tm−n embeds as an open subset
in Rm+n, the set of homeomorphisms {qI : I ∈ K} provides an atlas for U(K)/R.
The change of coordinates transformations qJq
−1
I : C
n × Tm−n → Cn × Tm−n are
smooth by inspection; thus U(K)/R is a smooth manifold.
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Remark. The set of homeomorphisms {qI : (R>,R>)I/R → Rn>} defines an
atlas for the smooth manifold with corners ZK/Tm. If K = KP for a simple polytope
P , then this smooth structure with corners coincides with that of P .
It remains to prove statement (c), that is, identify U(K)/R with ZK. If X
is a Hausdorff locally compact space with a proper G-action, and Y ⊂ X a com-
pact subspace which intersects every G-orbit at a single point, then Y is homeo-
morphic to the orbit space X/G. Therefore, we need to verify that each R-orbit
intersects ZK ⊂ U(K) at a single point. We first prove that the R-orbit of any
y ∈ U(K)/Tm = (R>,R>)K intersects ZK/Tm at a single point. For this we use
the cubical decomposition cc(K) = (I, 1)K of ZK/Tm, see Example 4.2.6.2.
Assume first that y ∈ Rm> . The R-action on Rm> is obtained by exponentiating
the linear action of KerA on Rm. Consider the subset (R6, 0)
K ⊂ Rm, where R6
denotes the set of nonpositive reals. It is taken by the exponential map exp: Rm →
Rm> homeomorphically onto cc
◦(K) = ((0, 1], 1)K ⊂ Rm> , where (0, 1] is denotes the
semi-interval {y ∈ R : 0 < y 6 1}. The map
(6.21) A : (R6, 0)
K → NR
takes every (R6, 0)I to −σ, where σ ∈ Σ is the cone corresponding to I ∈ K. Since
Σ is complete, map (6.21) is one-to-one.
The orbit of y under the action of R consists of points w ∈ Rm> such that
expAw = expAy . Since Ay ∈ NR and map (6.21) is one-to-one, there is a unique
point y ′ ∈ (R6, 0)K such that Ay ′ = Ay . Since expAy ′ ⊂ cc◦(K), the R-orbit of
y intersects cc◦(K) and therefore cc(K) at a unique point.
Now let y ∈ (R>,R>)K be an arbitrary point. Let ω(y) ∈ K be the set of
zero coordinates of y , and let σ ∈ Σ be the cone corresponding to ω(y). The
cones containing σ constitute a fan stσ (called the star of σ) in the quotient space
NR/R〈a i : i ∈ ω(y)〉. The underlying simplicial complex of stσ is the link lkK ω(y)
of ω(y) in K. Now observe that the action of R on the set
{(y1, . . . , ym) ∈ (R>,R>)K : yi = 0 for i ∈ ω(y)} ∼= (R>,R>)lkω(y)
coincides with the action of the group Rstσ (defined by the fan stσ). Now we can
repeat the above arguments for the complete fan stσ and the action of Rstσ on
(R>,R>)lkω(y). As a result, we obtain that every R-orbit intersects cc(K) at a
unique point.
To finish the proof of (c) we consider the commutative diagram
ZK −−−−→ U(K)y yπ
cc(K) −−−−→ (R>,R>)K
where the horizontal arrows are embeddings and the vertical ones are projections
onto the quotients of Tm-actions. Note that the projection π commutes with the R-
actions on U(K) and (R>,R>)K, and the subgroups R and Tm of (C×)m intersect
trivially. It follows that every R-orbit intersects the full preimage π−1(cc(K)) = ZK
at a unique point. Indeed, assume that z and rz are in ZK for some z ∈ U(K)
and r ∈ R. Then π(z ) and π(rz ) = rπ(z ) are in cc(K), which implies that π(z ) =
π(rz ). Hence, z = trz for some t ∈ Tm. We may assume that z ∈ (C×)m, so that
the action of both R and Tm is free (otherwise consider the action on U(lkω(z ))).
It follows that tr = 1, which implies that r = 1, since R ∩ Tm = {1}. 
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We do not know if Theorem 6.5.2 generalises to other sphere triangulations:
Problem 6.5.3. Describe the class of sphere triangulations K for which the
moment-angle manifold ZK admits a smooth structure.
Remark. Even if ZK admits a smooth structure for some simplicial complexes
K not arising from fans, such a structure does not come from a quotient U(K)/R
determined by data {K;a1, . . . ,am}. Like in the toric case (see Section 5.4), the
R-action on U(K) is proper and the quotient U(K)/R is Hausdorff precisely when
{K;a1, . . . ,am} defines a fan, i.e. the simplicial cones generated by any two subsets
{ai : i ∈ I} and {aj : j ∈ J} with I, J ∈ K can be separated by a hyperplane. This
observation is originally due to Bosio [35], see also [6, §II.3] and [25].
6.6. Complex structures on moment-angle manifolds
Let ZK be the moment-angle manifold corresponding to a complete simplicial
fan Σ defined by data {K;a1, . . . ,am}. We assume that the dimension m + n of
ZK is even, and set m − n = 2ℓ. This can always be achieved by adding a ghost
vertex with any corresponding vector to our data {K;a1, . . . ,am}; topologically this
results in multiplying ZK by a circle. Here we show that ZK admits a structure
of a complex manifold. The idea is to replace the action of R ∼= Rm−n on U(K)
(whose quotient is ZK) by a holomorphic action of Cm−n2 on the same space.
We identify Cm (as a real vector space) with R2m using the map
(z1, . . . , zm) 7→ (x1, y1, . . . , xm, ym),
where zk = xk + iyk, and consider the R-linear map
Re: Cm → Rm, (z1, . . . , zm) 7→ (x1, . . . , xm).
In order to obtain a complex structure on the quotient ZK ∼= U(K)/R we
replace the action of R by the action of a holomorphic subgroup C ⊂ (C×)m by
means of the following construction.
Construction 6.6.1. Let a1, . . . ,am be a configuration of vectors that span
NR ∼= Rn, and assume that m− n = 2ℓ. Some of the ai’s may be zero. Recall the
map A : Rm → NR, ei 7→ a i.
We choose a complex ℓ-dimensional subspace in Cm which projects isomorphi-
cally onto the real (m− n)-dimensional subspace KerA ⊂ Rm. More precisely, let
c ∼= Cℓ, and choose a linear map Ψ : c→ Cm satisfying the two conditions:
(a) the composite map c
Ψ−→ Cm Re−→ Rm is a monomorphism;
(b) the composite map c
Ψ−→ Cm Re−→ Rm A−→ NR is zero.
These two conditions are equivalent to the following:
(a’) Ψ(c) ∩ Ψ(c)= {0};
(b’) Ψ(c) ⊂ Ker(AC : Cm → NC),
where Ψ(c) is the complex conjugate space and AC : Cm → NC is the complexifica-
tion of the real map A : Rm → NR. Consider the following commutative diagram:
(6.22)
c
Ψ−−−−→ Cm Re−−−−→ Rm A−−−−→ NRyexp yexp
(C×)m
| ·|−−−−→ Rm>
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where the vertical arrows are the componentwise exponential maps, and | · | denotes
the map (z1, . . . , zm) 7→ (|z1|, . . . , |zm|). Now set
(6.23) CΨ = expΨ(c) =
{(
e〈ψ1,w〉, . . . , e〈ψm,w〉
) ∈ (C×)m}
where w ∈ c and ψk ∈ c∗ is given by the kth coordinate projection c Ψ−→ Cm → C.
Then CΨ ∼= Cℓ is a complex-analytic (but not algebraic) subgroup in (C×)m, and
therefore there is a holomorphic action of CΨ on Cm and U(K) by restriction.
Example 6.6.2. Let a1, . . . ,am be the configuration of m = 2ℓ zero vectors.
We supplement it by the empty simplicial complex K on [m] (withm ghost vertices),
so that the data {K;a1, . . . ,am} define a complete fan in 0-dimensional space.
Then A : Rm → R0 is a zero map, and condition (b) of Construction 6.6.1 is void.
Condition (a) means that c
Ψ−→ C2ℓ Re−→ R2ℓ is an isomorphism of real spaces.
Consider the quotient (C×)m/CΨ (note that U(K) = (C×)m in our case). The
exponential map Cm → (C×)m identifies (C×)m with the quotient of Cm by the
imaginary lattice Γ = Z〈2πie1, . . . , 2πiem〉. Condition (a) implies that the pro-
jection p : Cm → Cm/Ψ(c) is nondegenerate on the imaginary subspace of Cm. In
particular, p (Γ) is a lattice of rank m = 2ℓ in Cm/Ψ(c) ∼= Cℓ. Therefore,
(C×)m/CΨ ∼=
(
Cm/Γ
)
/Ψ(c) =
(
Cm/Ψ(c)
)/
p (Γ) ∼= Cℓ/p (Γ)
is a complex compact ℓ-dimensional torus.
Any complex torus can be obtained in this way. Indeed, let Ψ : c → Cm be
given by an 2ℓ × ℓ-matrix
(−B
I
)
where I is the unit matrix and B is a square
matrix of size ℓ. Then p : Cm → Cm/Ψ(c) is given by the matrix (I B) in ap-
propriate bases, and (C×)m/CΨ is isomorphic to the quotient of Cℓ by the lattice
Z〈e1, . . . , eℓ, b1, . . . , bℓ〉, where bk is the kth column of B. (Condition (b) implies
that the imaginary part of B is nondegenerate.)
For example, if ℓ = 1, then Ψ : C → C2 is given by w 7→ (βw,w) for some
β ∈ C, so that subgroup (6.23) is
CΨ = {(eβw, ew)} ⊂ (C×)2.
Condition (a) implies that β /∈ R. Then expΨ : C→ (C×)2 is an embedding, and
(C×)2/CΨ ∼= C/(Z⊕ βZ) = T 1C(β)
is a complex 1-dimensional torus with lattice parameter β ∈ C.
Theorem 6.6.3 ([262]). Assume that data {K;a1, . . . ,am} define a complete
fan Σ in NR ∼= Rn, and m − n = 2ℓ. Let CΨ ∼= Cℓ be the group given by (6.23).
Then
(a) the holomorphic action of CΨ on U(K) is free and proper, and the quotient
U(K)/CΨ has a structure of a compact complex manifold;
(b) U(K)/CΨ is diffeomorphic to the moment-angle manifold ZK.
Therefore, ZK has a complex structure, in which each element of Tm acts by a
holomorphic transformation.
Remark. A result similar to Theorem 6.6.3 was obtained by Tambour [301].
The approach of Tambour was somewhat different; he constructed complex struc-
tures on manifolds ZK arising from rationally starshaped spheres K (underlying
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complexes of complete rational simplicial fans) by relating them to a class of gen-
eralised LVM-manifolds described by Bosio in [35].
Proof of Theorem 6.6.3. We first prove statement (a). The stabilisers of
the (C×)m-action on U(K) are of the form (C×, 1)I for I ∈ K. In order to show
that CΨ ⊂ (C×)m acts freely we need to check that CΨ has trivial intersection
with any stabiliser of the (C×)m-action. Since CΨ embeds into Rm> by (6.22), it
enough to check that the image of CΨ in Rm> intersects the image of (C
×, 1)I in Rm>
trivially. The former image is R and the latter image is (R>, 1)I ; the triviality of
their intersection follows from Theorem 6.5.2 (a).
Now we prove the properness of this action. Consider the projection π : U(K)→
(R>,R>)K onto the quotient of the Tm-action, and the commutative square
CΨ × U(K) hC−−−−→ U(K) × U(K)yf×π yπ×π
R× (R>,R>)K hR−−−−→ (R>,R>)K × (R>,R>)K
where hC and hR denote the group action maps, and f : CΨ → R is the isomorphism
given by the restriction of | · | : (C×)m → Rm> . The preimage h−1C (V ) of a compact
subset V ∈ U(K) × U(K) is a closed subset in W = (f × π)−1 ◦ h−1R ◦ (π × π)(V ).
The image (π × π)(V ) is compact, the action of R on (R>,R>)K is proper by
Theorem 6.5.2 (b), and the map f × π is proper as the quotient projection for a
compact group action. Hence, W is a compact subset in CΨ × U(K), and h−1C (V )
is compact as a closed subset in W .
The group CΨ ∼= Cl acts holomorphically, freely and properly on the complex
manifold U(K), therefore the quotient manifold U(K)/CΨ has a complex structure.
As in the proof of Theorem 6.5.2, it is possible to describe a holomorphic atlas of
U(K)/CΨ . Since the action of CΨ on the quotient U(K)/Tm = (R>,R>)K coincides
with the action of R on the same space, the quotient of U(K)/CΨ by the action of
Tm has exactly the same structure of a smooth manifold with corners as the quotient
of U(K)/R by Tm (see the proof of Theorem 6.5.2). This structure is determined
by the atlas {qI : (R>,R>)I/R→ Rn>}, which lifts to a covering of U(K)/CΨ by the
open subsets (C,C×)I/CΨ . For any I ∈ K, the subset (C,T)I ⊂ (C,C×)I intersects
each orbit of the CΨ -action on (C,C×)I transversely at a single point. Therefore,
every (C,C×)I/CΨ ∼= (C,T)I acquires a structure of a complex manifold. Since
(C,C×)I ∼= Cn × (C×)m−n, and the action of CΨ on the (C×)m−n factor is free,
the complex manifold (C,C×)I/CΨ is the total space of a holomorphic Cn-bundle
over the complex torus (C×)m−n/CΨ (see Example 6.6.2). Writing trivialisations
of these Cn-bundles for every I, we obtain a holomorphic atlas for U(K)/CΨ .
The proof of statement (b) follows the lines of the proof of Theorem 6.5.2 (b).
We need to show that each CΨ -orbit intersects ZK ⊂ U(K) at a single point. First
we show that the CΨ -orbit of any point in U(K)/Tm intersects ZK/Tm = cc(K) at
a single point; this follows from the fact that the actions of CΨ and R coincide on
U(K)/Tm. Then we show that each CΨ -orbit intersects the preimage π−1(cc(K)) at
a single point, using the fact that CΨ and Tm have trivial intersection in (C×)m. 
Example 6.6.4 (Hopf manifold). Let a1, . . . ,an+1 be a set of vectors which
span NR ∼= Rn and satisfy a linear relation λ1a1 + · · · + λn+1an+1 = 0 with all
λk > 0. Let Σ be the complete simplicial fan in NR whose cones are generated by
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all proper subsets of a1, . . . ,an+1. To make m − n even we add one more ghost
vector an+2. Hence m = n + 2, ℓ = 1, and we have one more linear relation
µ1a1 + · · · + µn+1an+1 + an+2 = 0 with µk ∈ R. The subspace KerA ⊂ Rn+2 is
spanned by (λ1, . . . , λn+1, 0) and (µ1, . . . , µn+1, 1).
Then K = KΣ is the boundary of an n-dimensional simplex with n+1 vertices
and one ghost vertex, ZK ∼= S2n+1 × S1, and U(K) = (Cn+1 \ {0})× C×.
Conditions (a) and (b) of Construction 6.6.1 imply that CΨ is a 1-dimensional
subgroup in (C×)m given in appropriate coordinates by
CΨ =
{
(eζ1w, . . . , eζn+1w, ew) : w ∈ C}⊂ (C×)m,
where ζk = µk+αλk for some α ∈ C\R. By changing the basis of KerA if necessary,
we may assume that α = i. The moment-angle manifold ZK ∼= S2n+1×S1 acquires
a complex structure as the quotient U(K)/CΨ :(
Cn+1 \ {0})× C×/ {(z1, . . . , zn+1, t)∼ (eζ1wz1, . . . , eζn+1wzn+1, ewt)}
∼= (Cn+1 \ {0})/ {(z1, . . . , zn+1)∼ (e2πiζ1z1, . . . , e2πiζn+1zn+1)},
where z ∈ Cn+1 \ {0}, t ∈ C×. The latter is the quotient of Cn+1 \ {0} by a
diagonalisable action of Z. It is known as a Hopf manifold. For n = 0 we obtain
the complex torus of Example 6.6.2.
Theorem 6.6.3 can be generalised to the quotients of ZK by freely acting sub-
groups H ⊂ Tm, or partial quotients of ZK in the sense of [55, §7.5]. These include
both toric manifolds and LVM-manifolds:
Construction 6.6.5. Let Σ be a complete simplicial fan in NR defined by
data {K;a1, . . . ,am}, and let H ⊂ Tm be a subgroup which acts freely on the
corresponding moment-angle manifold ZK. Then H is a product of a torus and a
finite group, and h = dimH 6 m−n by Proposition 5.4.6 (H must intersect trivially
with an n-dimensional coordinate subtorus in Tm). Under an additional assumption
on H , we shall define a holomorphic subgroupD in (C×)m and introduce a complex
structure on ZK/H by identifying it with the quotient U(K)/D.
The additional assumption is the compatibility with the fan data. Recall the
map A : Rm → NR, ei 7→ a i, and let h ⊂ Rm be the Lie algebra of H ⊂ Tm. We
assume that h ⊂ KerA. We also assume that 2ℓ = m− n− h is even (this can be
satisfied by adding a zero vector to a1, . . . ,am). Let T = Tm/H be the quotient
torus, t its Lie algebra, and ρ : Rm → t the map of Lie algebras corresponding to
the quotient projection Tm → T .
Let c ∼= Cℓ, and choose a linear map Ω : c→ Cm satisfying the two conditions:
(a) the composite map c
Ω−→ Cm Re−→ Rm ρ−→ t is a monomorphism;
(b) the composite map c
Ω−→ Cm Re−→ Rm A−→ NR is zero.
Equivalently, choose a complex subspace c ⊂ tC such that the composite map
c→ tC Re−→ t is a monomorphism.
As in Construction 6.6.1, expΩ(c) ⊂ (C×)m is a holomorphic subgroup iso-
morphic to Cℓ. Let HC ⊂ (C×)m be the complexification of H (it is a product of
(C×)h and a finite group). It follows from (a) that the subgroups HC and expΩ(c)
intersect trivially in (C×)m. We can define a complex (h+ ℓ)-dimensional subgroup
(6.24) DH,Ω = HC × expΩ(c) ⊂ (C×)m.
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Theorem 6.6.6 ([262, Theorem 3.7]). Let Σ, K and DH,Ω be as above. Then
(a) the holomorphic action of the group DH,Ω on U(K) is free and proper, and
the quotient U(K)/DH,Ω has a structure of a compact complex manifold
of complex dimension m− h− ℓ;
(b) there is a diffeomorphism between U(K)/DH,Ω and ZK/H defining a com-
plex structure on the quotient ZK/H, in which each element of T = Tm/H
acts by a holomorphic transformation.
The proof is similar to that of Theorem 6.6.3 and is omitted.
Example 6.6.7.
1. If H is trivial (h = 0) then we obtain Theorem 6.6.3.
2. Let H be the diagonal circle in Tm. The condition h ⊂ KerAR implies that
the vectors a1, . . . ,am sum up to zero, which can always be achieved by rescaling
them (as Σ is a complete fan). As the result, we obtain a complex structure on the
quotient ZK/S1 by the diagonal circle in Tm, provided that m− n is odd. In the
polytopal case K = KP , the quotient ZK/S1 embeds into Cm \ {0}/C× = CPm−1
as an intersection of homogeneous quadrics (6.14), and the complex structure on
ZK/S1 coincides with that of an LVM-manifold , see Section 6.4.
3. Let h = dimH = m − n. Then h = KerA. Since h is the Lie algebra of a
torus, the (m− n)-dimensional subspace KerA ⊂ Rm is rational. By Gale duality,
this implies that the fan Σ is also rational. We have ℓ = 0, DH,Ω = HC ∼= (C×)m−n
and U(K)/HC = ZK/H is the toric variety corresponding to Σ.
An effective action of T k on an m-dimensional manifold M is called maximal if
there exists a point x ∈M whose stabiliser has dimension m− k; the two extreme
cases are the free action of a torus on itself and the half-dimensional torus action
on a toric manifold. As it is shown by Ishida [169], any compact complex man-
ifold with a maximal effective holomorphic action of a torus is biholomorphic to
a quotient ZK/H of a moment-angle manifold with a complex structure described
by Theorem 6.6.6. The argument of [169] recovering a fan Σ from a maximal
holomorphic torus action builds up on the works [170] and [171], where the re-
sult was proved in particular cases. The main result of [171] provides a purely
complex-analytic description of toric manifolds VΣ:
Theorem 6.6.8 ([171, Theorem 1]). Let M be a compact connected complex
manifold of complex dimension n, equipped with an effective action of T n by holo-
morphic transformations. If the action has fixed points, then there exists a complete
regular fan Σ and a T n-equivariant biholomorphism of VΣ with M .
6.7. Holomorphic principal bundles and Dolbeault cohomology
In the case of rational simplicial normal fans ΣP a construction of Meersseman–
Verjovsky [224] identifies the corresponding projective toric variety VP as the base
of a holomorphic principal Seifert fibration, whose total space is the moment-angle
manifold ZP equipped with a complex structure of an LVM-manifold, and fibre
is a compact complex torus of complex dimension ℓ = m−n2 . (Seifert fibrations
are generalisations of holomorphic fibre bundles to the case when the base is an
orbifold.) If VP is a projective toric manifold, then there is a holomorphic free
action of a complex ℓ-dimensional torus T ℓC on ZP with quotient VP .
Using the construction of a complex structure on ZK described in the previous
section, in [262] holomorphic (Seifert) fibrations with total space ZK were defined
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for arbitrary complete rational simplicial fans Σ. By an application of the Borel
spectral sequence to the holomorphic fibration ZK → VΣ, the Dolbeault cohomology
of ZK can be described and some Hodge numbers can be calculated explicitly.
Here we make additional assumption that the set of integral linear combinations
of the vectors a1, . . . ,am is a full-rank lattice (a discrete subgroup isomorphic
to Zn) in NR ∼= Rn. We denote this lattice by NZ or simply N . This assumption
implies that the complete simplicial fan Σ defined by the data {K;a1, . . . ,am} is
rational. We also continue assuming that m− n is even and setting ℓ = m−n2 .
Because of our rationality assumption, the algebraic groupG is defined by (5.3).
Furthermore, since we defined N as the lattice generated by a1, . . . ,am, the group
G is isomorphic to (C×)2ℓ (i.e. there are no finite factors). We also observe that CΨ
lies in G as an ℓ-dimensional complex subgroup. This follows from condition (b’)
of Construction 6.6.1.
The quotient construction (Section 5.4) identifies the toric variety VΣ with
U(K)/G, provided that a1, . . . ,am are primitive generators of the edges of Σ.
In our data {K;a1, . . . ,am}, the vectors a1, . . . ,am are not necessarily primitive
in the lattice N generated by them. Nevertheless, the quotient U(K)/G is still
isomorphic to VΣ, see [6, Ch. II, Proposition 3.1.7]. Indeed, let a
′
i ∈ N be the
primitive generator along a i, so that ai = ria
′
i for some positive integer ri. Then
we have a finite branched covering
U(K)→ U(K), (z1, . . . , zm) 7→ (zr11 , . . . , zrmm ),
which maps the group G defined by a1, . . . ,am to the group G
′ defined by
a ′1, . . . ,a
′
m, see (5.3). We therefore obtain a covering U(K)/G → U(K)/G′ of
the toric variety VΣ ∼= U(K)/G ∼= U(K)/G′ over itself. Having this in mind, we can
relate the quotients VΣ ∼= U(K)/G and ZK ∼= U(K)/CΨ as follows:
Proposition 6.7.1. Assume that data {K;a1, . . . ,am} define a complete sim-
plicial rational fan Σ, and let G and CΨ be the groups defined by (5.3) and (6.23).
(a) The toric variety VΣ is identified, as a topological space, with the quotient
of ZK by the holomorphic action of the complex compact torus G/CΨ .
(b) If the fan Σ is regular, then VΣ is the base of a holomorphic principal
bundle with total space ZK and fibre the complex compact torus G/CΨ .
Proof. To prove (a) we just observe that
VΣ = U(K)/G =
(
U(K)/CΨ
)/
(G/CΨ ) ∼= ZK
/
(G/CΨ ),
where we used Theorem 6.6.3. The quotient G/CΨ is a compact complex ℓ-torus by
Example 6.6.2. To prove (b) we observe that the holomorphic action of G on U(K)
is free by Proposition 5.4.6, and the same is true for the action of G/CΨ on ZK. A
holomorphic free action of the torus G/CΨ gives rise to a principal bundle. 
Remark. As in the projective situation of [224], if the fan Σ is not regular,
then the quotient projection ZK → VΣ of Proposition 6.7.1 (a) is a holomorphic
principal Seifert fibration for an appropriate orbifold structure on VΣ.
Let M be a complex n-dimensional manifold. The space Ω∗C(M) of com-
plex differential forms on M decomposes into a direct sum of the subspaces of
(p, q)-forms, Ω∗C(M) =
⊕
06p,q6nΩ
p,q(M), and there is the Dolbeault differential
∂¯ : Ωp,q(M)→ Ωp,q+1(M). The dimensions hp,q(M) of the Dolbeault cohomology
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groups Hp,q
∂¯
(M), 0 6 p, q 6 n, are known as the Hodge numbers of M . They are
important invariants of the complex structure of M .
The Dolbeault cohomology of a compact complex ℓ-torus T ℓC is isomorphic to
an exterior algebra on 2ℓ generators:
(6.25) H∗,∗
∂¯
(T ℓC)
∼= Λ[ξ1, . . . , ξℓ, η1, . . . , ηℓ],
where ξ1, . . . , ξℓ ∈ H1,0∂¯ (T ℓC) are the classes of basis holomorphic 1-forms, and
η1, . . . , ηℓ ∈ H0,1∂¯ (T ℓC) are the classes of basis antiholomorphic 1-forms. In par-
ticular, the Hodge numbers are given by hp,q(T ℓC) =
(
ℓ
p
)(
ℓ
q
)
.
The de Rham cohomology of a toric manifold VΣ admits a Hodge decompo-
sition with only nontrivial components of bidegree (p, p), 0 6 p 6 n [86, §12].
This together with Theorem 5.3.1 gives the following description of the Dolbeault
cohomology:
(6.26) H∗,∗
∂¯
(VΣ) ∼= C[v1, . . . , vm]/(IK + JΣ),
where vi ∈ H1,1∂¯ (VΣ) are the cohomology classes corresponding to torus-invariant
divisors (one for each one-dimensional cone of Σ), the ideal IK is generated by the
monomials vi1 · · · vik for which a i1 , . . . ,a ik do not span a cone of Σ (the Stanley–
Reisner ideal ofK), and JΣ is generated by the linear forms
∑m
j=1〈aj ,u〉vj , u ∈ N∗.
For the Hodge numbers, hp,p(VΣ) = hp, where (h0, h1, . . . , hn) is the h-vector of K,
and hp,q(VΣ) = 0 for p 6= q.
Theorem 6.7.2 ([262]). Assume that data {K;a1, . . . ,am} define a complete
rational regular fan Σ in NR ∼= Rn, m − n = 2ℓ, and let ZK be the corresponding
moment-angle manifold with a complex structure defined by Theorem 6.6.3. Then
the Dolbeault cohomology algebra H∗,∗
∂¯
(ZK) is isomorphic to the cohomology of the
differential bigraded algebra
(6.27)
[
Λ[ξ1, . . . , ξℓ, η1, . . . , ηℓ]⊗H∗,∗∂¯ (VΣ), d
]
with differential d of bidegree (0, 1) defined on the generators as follows:
dvi = dηj = 0, dξj = c(ξj), 1 6 i 6 m, 1 6 j 6 ℓ,
where c : H1,0
∂¯
(T ℓC) → H2(VΣ,C) = H1,1∂¯ (VΣ) is the first Chern class map of the
principal T ℓC-bundle ZK → VΣ.
Proof. We use the notion of a minimal Dolbeault model of a complex man-
ifold [113, §4.3]. Let [B, dB ] be such a model for VΣ, i.e. [B, dB ] is a mini-
mal commutative bigraded differential algebra together with a quasi-isomorphism
f : B∗,∗ → Ω∗,∗(VΣ). Consider the differential bigraded algebra
(6.28)
[
Λ[ξ1, . . . , ξℓ, η1, . . . , ηℓ]⊗B, d
]
, where
d|B = dB, d(ξi) = c(ξi) ∈ B1,1 = H1,1∂¯ (VΣ), d(ηi) = 0.
By [113, Corollary 4.66], this is a model for the Dolbeault cohomology algebra
of the total space ZK of the principal T ℓC-bundle ZK → VΣ, provided that VΣ is
strictly formal. Recall from [113, Definition 4.58] that a complex manifold M is
strictly formal if there exists a differential bigraded algebra [Z, δ] together with
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quasi-isomorphisms
[Ω∗,∗, ∂¯] [Z, δ]
≃oo ≃ //
≃

[Ω∗, dDR]
[H∗,∗
∂¯
(M), 0]
linking together the de Rham algebra, the Dolbeault algebra and the Dolbeault
cohomology.
According to [260, Corollary 7.2], the toric manifold VΣ is formal in the usual
(de Rham) sense. Also, the above mentioned Hodge decomposition of [86, §12]
implies that VΣ satisfies the ∂∂¯-lemma [113, Lemma 4.24]. Therefore VΣ is strictly
formal by the same argument as [113, Theorem 4.59], and (6.28) is a model for its
Dolbeault cohomology.
The usual formality of VΣ implies the existence of a quasi-isomorphism
ϕB : B → H∗,∗∂¯ (VΣ), which extends to a quasi-isomorphism
id⊗ ϕB :
[
Λ[ξ1, . . . , ξℓ, η1, . . . , ηℓ]⊗B, d
]→ [Λ[ξ1, . . . , ξℓ, η1, . . . , ηℓ]⊗H∗,∗∂¯ (VΣ), d]
by [112, Lemma 14.2]. Thus, the differential algebra
[
Λ[ξ1, . . . , ξℓ, η1, . . . , ηℓ] ⊗
H∗,∗
∂¯
(VΣ), d
]
provides a model for the Dolbeault cohomology of ZK, as claimed. 
Remark. If VΣ is projective, then it is Ka¨hler; in this case the model of Theo-
rem 6.7.2 coincides with the model for the Dolbeault cohomology of the total space
of a holomorphic torus principal bundle over a Ka¨hler manifold [113, Theorem 4.65].
The first Chern class map c from Theorem 6.7.2 can be described explicitly
in terms of the map Ψ defining the complex structure on ZK. We recall the map
AC : Cm → NC, ei 7→ a i and the Gale dual (m − n) ×m-matrix Γ = (γjk) whose
rows form a basis of linear relations between a1, . . . ,am. By Construction 6.6.1,
ImΨ ⊂ KerAC. Denote by AnnU the annihilator of a linear subspace U ⊂ Cm,
i.e. the subspace of linear functions on Cm vanishing on U .
Lemma 6.7.3. Let k be the number of zero vectors among a1, . . . ,am. The first
Chern class map
c : H1,0
∂¯
(T ℓC)→ H2(VΣ,C) = H1,1∂¯ (VΣ)
of the principal T ℓC-bundle ZK → VΣ is given by the composition
Ann ImΨ/AnnKerAC
i−−−−→ Cm/AnnKerAC p−−−−→ Cm−k/AnnKerAC
where i is the inclusion and p is the projection forgetting the coordinates in Cm
corresponding to zero vectors.
Explicitly, the map c is given on the generators of H1,0
∂¯
(T ℓC) by
c(ξj) = µj1v1 + · · ·+ µjmvm, 1 6 j 6 ℓ,
where M = (µjk) is an ℓ×m-matrix satisfying the two conditions:
(a) ΓM t : Cℓ → C2ℓ is a monomorphism;
(b) MΨ = 0.
Proof. Let A∗C : N
∗
C → Cm, u 7→ (〈a1,u〉, . . . , 〈am,u〉), be the dual map. We
have H1(T ℓC;C) = (KerAC)
∗ = Cm/ ImA∗C and H
2(VΣ;C) = C
m−k/ ImA∗C. The
first Chern class map c : H1(T ℓC;C) → H2(VΣ;C) (the transgression) is then given
by p : Cm/ ImA∗C → Cm−k/ ImA∗C. In order to separate the holomorphic part of c
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we need to identify the subspace of holomorphic differentials H1,0
∂¯
(T ℓC)
∼= Cℓ inside
the space of all 1-forms H1(T ℓC;C)
∼= C2ℓ. Since
T ℓC = G/CΨ = (Ker expAC)/(exp ImΨ),
holomorphic differentials on T ℓC correspond to C-linear functions on KerAC which
vanish on ImΨ . The space of functions onKerAC is Cm/ ImA∗C = C
m/AnnKerAC,
and the functions vanishing on ImΨ form the subspace Ann ImΨ/AnnKerAC.
Condition (b) says exactly that the linear functions on Cm corresponding to the
rows ofM vanish on ImΨ . Condition (a) says that the rows ofM constitute a basis
in the complement of AnnKerAC in Ann ImΨ . 
It is interesting to compare Theorem 6.7.2 with the following description of the
de Rham cohomology of ZK:
Theorem 6.7.4. Let ZK and VΣ be as in Theorem 6.7.2. The de Rham coho-
mology H∗(ZK) is isomorphic to the cohomology of the differential graded algebra[
Λ[u1, . . . , um−n]⊗H∗(VΣ), d
]
,
with deg uj = 1, deg vi = 2, and differential d defined on the generators as
dvi = 0, duj = γj1v1 + · · ·+ γjmvm, 1 6 j 6 m− n.
Proof. The de Rham cohomology of the manifold ZK is isomorphic to its
cellular cohomology (with coefficients in R). By Theorem 4.5.4,
H∗(ZK) ∼= TorR[v1,...,vm]
(
R[K],R)
Since Σ is a complete fan, K = KΣ is a sphere triangulation, and therefore the face
ring R[K] = R[v1, . . . , vm]/IK is Cohen–Macaulay by Corollary 3.3.13. The ideal
JΣ is generated by a regular sequence, so we obtain by Lemma A.3.5,
TorR[v1,...,vm]
(
R[K],R) ∼= TorR[v1,...,vm]/JΣ(R[K]/JΣ,R).
Since R[v1, . . . , vm]/JΣ is a polynomial ring in m − n variables, Lemma A.2.10
implies that the Tor-algebra above is isomorphic to
H
[
Λ[u1, . . . , um−n]⊗ R[K]/JΣ, d
] ∼= H[Λ[u1, . . . , um−n]⊗H∗(VΣ), d]
where the explicit form of the differential d follows from the definition of the Gale
dual configuration Γ = (γ1, . . . , γm). 
There are two classical spectral sequences for the Dolbeault cohomology. First,
the Borel spectral sequence [34] of a holomorphic bundle E → B with a compact
Ka¨hler fibre F , which has E2 = H∂¯(B)⊗H∂¯(F ) and converges to H∂¯(E). Second,
the Fro¨licher spectral sequence [135, §3.5], whose E1-term is the Dolbeault coho-
mology of a complex manifold M and which converges to the de Rham cohomology
of M . Theorem 6.7.2 implies a collapse result for these spectral sequences:
Corollary 6.7.5.
(a) The Borel spectral sequence of the holomorphic principal bundle ZK → VΣ
collapses at the E3-term, i.e. E3 = E∞;
(b) the Fro¨licher spectral sequence of ZK collapses at the E2-term.
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Proof. To prove (a) we just observe that the differential algebra (6.27) is the
E2-term of the Borel spectral sequence, and its cohomology is the E3-term.
By comparing the Dolbeault and de Rham cohomology algebras of ZK given
by Theorems 6.7.2 and 6.7.4 we observe that the elements η1, . . . , ηℓ ∈ E0,11 cannot
survive in the E∞-term of the Fro¨licher spectral sequence. The only possible non-
trivial differential on them is d1 : E
0,1
1 → E1,11 . By Theorem 6.7.4, the cohomology
algebra of [E1, d1] is exactly the de Rham cohomology of ZK, proving (b). 
Theorem 6.7.4 can also be interpreted as a collapse result for the Leray–Serre
spectral sequence of the principal Tm−n-bundle ZK → VΣ.
In order to proceed with calculation of Hodge numbers, we need the following
bounds for the dimension of Ker c in Lemma 6.7.3:
Lemma 6.7.6. Let k be the number of zero vectors among a1, . . . ,am. Then
k − ℓ 6 dimCKer
(
c : H1,0
∂¯
(T ℓC)→ H1,1∂¯ (VΣ)
)
6 k2 .
In particular, if k 6 1 then c is monomorphism.
Proof. Consider the commutative diagram
Ann ImΨ/AnnKerAC
i−−−−→ Cm/AnnKerAC p−−−−→ Cm−k/AnnKerACy∼= yRe yRe
Rm−n Rm−n
p′−−−−→ Rm−n−k.
The composition Re ·i is an R-linear isomorphism, as it has the form H1,0
∂¯
(T ℓC) →
H1(T ℓC,C)→ H1(T ℓC,R), and any real-valued function on the lattice Γ defining the
torus T ℓC = C
ℓ/Γ is the real part of the restriction to Γ of a C-linear function on Cℓ.
Since the diagram above is commutative, the kernel of c = p ◦ i has real dimen-
sion at most k, which implies the upper bound on its complex dimension. For the
lower bound, dimCKer c > dimH
1,0
∂¯
(T ℓC)−dimH1,1∂¯ (VΣ) = ℓ− (2ℓ−k) = k− ℓ. 
Theorem 6.7.7. Let ZK be as in Theorem 6.7.2, and let k be the number of
zero vectors among a1, . . . ,am. Then the Hodge numbers h
p,q = hp,q(ZK) satisfy
(a)
(
k−ℓ
p
)
6 hp,0 6
(
[k/2]
p
)
for p > 0; in particular, hp,0 = 0 for p > 0 if k 6 1;
(b) h0,q =
(
ℓ
q
)
for q > 0;
(c) h1,q = (ℓ− k)( ℓq−1)+ h1,0(ℓ+1q ) for q > 1;
(d) ℓ(3ℓ+1)2 − h2(K) − ℓk + (ℓ+ 1)h2,0 6 h2,1 6 ℓ(3ℓ+1)2 − ℓk + (ℓ+ 1)h2,0.
Proof. Let Ap,q denote the bidegree (p, q) component of the differential al-
gebra from Theorem 6.7.2, and let Zp,q ⊂ Ap,q denote the subspace of cocycles.
Then d1,0 : A1,0 → Z1,1 coincides with the map c, and the required bounds for
h1,0 = Kerd1,0 are already established in Lemma 6.7.6. Since hp,0 = dimKer dp,0,
and Ker dp,0 is the pth exterior power of the space Ker d1,0, statement (a) follows.
The differential is trivial on A0,q, hence h0,q = dimA0,q, proving (b).
The space Z1,1 is spanned by the cocycles vi and ξiηj with ξi ∈ Ker d1,0. Hence
dimZ1,1 = 2ℓ − k + h1,0ℓ. Also, dim d(A1,0) = ℓ − h1,0, therefore, h1,1 = ℓ − k +
h1,0(ℓ+1). Similarly, dimZ1,q = (2ℓ−k)( ℓq−1)+h1,0(ℓq) (with basis of viηj1 · · · ηjq−1
and ξiηj1 · · · ηjq where ξi ∈ Ker d1,0, j1 < · · · < jq), and d : A1,q−1 → Z1,q hits a
subspace of dimension (ℓ − h1,0)( ℓq−1). This proves (c).
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We have A2,1 = U ⊕W , where U has basis of monomials ξivj and W has basis
of monomials ξiξjηk. Therefore,
(6.29) h2,1 = dimU − dim dU + dimW − dim dW − dim dA2,0.
Now dimU = ℓ(2ℓ − k), 0 6 dim dU 6 h2(K) (since dU ⊂ H2,2∂¯ (VΣ)), dimW −
dim dW = dimKer d|W = ℓh2,0, and dim dA2,0 =
(
ℓ
2
) − h2,0. By substituting all
this into (6.29) we obtain the inequalities of (d). 
Remark. At most one ghost vertex needs to be added to K to make dimZK =
m + n even. Since hp,0(ZK) = 0 when k 6 1, the manifold ZK does not have
holomorphic forms of any degree in this case.
If ZK is a torus (so that K is empty), then m = k = 2ℓ, and h1,0(ZK) =
h0,1(ZK) = ℓ. Otherwise Theorem 6.7.7 implies that h1,0(ZK) < h0,1(ZK), and
therefore ZK is not Ka¨hler.
Example 6.7.8. Let ZK ∼= S1 × S2n+1 be a Hopf manifold of Example 6.6.4.
Our rationality assumption is that a1 . . . ,an+2 span an n-dimensional lattice N
in NR ∼= Rn; in particular, the fan Σ defined by the proper subsets of a1, . . . ,an+1
is rational. We assume further that Σ is regular (this is equivalent to the condition
a1+ · · ·+an+1 = 0), so that Σ is a the normal fan of a Delzant n-dimensional sim-
plex ∆n. We have VΣ = CPn, and (6.26) describes its cohomology as the quotient
of C[v1, . . . , vn+2] by the two ideals: I generated by v1 · · · vn+1 and vn+2, and J
generated by v1 − vn+1, . . . , vn − vn+1. The differential algebra of Theorem 6.7.2
is therefore given by
[
Λ[ξ, η] ⊗ C[t]/tn+1, d], with dt = dη = 0 and dξ = t for a
proper choice of t. The nontrivial cohomology classes are represented by the cocy-
cles 1, η, ξtn and ξηtn, which gives the following nonzero Hodge numbers of ZK:
h0,0 = h0,1 = hn+1,n = hn+1,n+1 = 1. Observe that the Dolbeault cohomology and
Hodge numbers do not depend on a choice of complex structure (the map Ψ).
Example 6.7.9 (Calabi–Eckmann manifold). Let {K;a1, . . . ,an+2} be the
data defining the normal fan of the product P = ∆p×∆q of two Delzant simplices
with p+ q = n, 1 6 p 6 q 6 n− 1. That is, a1, . . . ,ap,ap+2, . . . ,an+1 is a basis of
lattice N and there are two relations a1+ · · ·+ap+1 = 0 and ap+2+ · · ·+an+2 = 0.
The corresponding toric variety VΣ is CP p × CP q and its cohomology ring is iso-
morphic to C[x, y]/(xp+1, yq+1). Consider the map
Ψ : C→ Cn+2, w 7→ (w, . . . , w, αw, . . . , αw),
where α ∈ C\R and αw appears q+1 times. The map Ψ satisfies the conditions of
Construction 6.6.1. The resulting complex structure on ZP ∼= S2p+1×S2q+1 is that
of a Calabi–Eckmann manifold. We denote complex manifolds obtained in this way
by CE (p, q) (the complex structure depends on the choice of Ψ , but we do not reflect
this in the notation). Each manifold CE (p, q) is the total space of a holomorphic
principal bundle over CP p × CP q with fibre the complex 1-torus C/(Z⊕ αZ).
Theorem 6.7.2 and Lemma 6.7.3 provide the following description of the Dol-
beault cohomology of CE (p, q):
H∗,∗
∂¯
(
CE (p, q)
) ∼= H[Λ[ξ, η]⊗ C[x, y]/(xp+1, yq+1), d],
where dx = dy = dη = 0 and dξ = x − y for an appropriate choice of x, y. We
therefore obtain
(6.30) H∗,∗
∂¯
(
CE (p, q)
) ∼= Λ[ω, η]⊗ C[x]/(xp+1),
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where ω ∈ Hq+1,q
∂¯
(
CE (p, q)
)
is the cohomology class of the cocycle ξ x
q+1−yq+1
x−y . This
calculation is originally due to [34, §9]. We note that the Dolbeault cohomology
of a Calabi–Eckmann manifold depends only on p, q and does not depend on the
complex parameter α (or the map Ψ).
Example 6.7.10. Now let P = ∆1 × ∆1 × ∆2 × ∆2. Then the moment-
angle manifold ZP has two structures of a product of Calabi–Eckmann manifolds,
namely, CE (1, 1)×CE (2, 2) and CE (1, 2)× CE (1, 2). Using isomorphism (6.30) we
observe that these two complex manifolds have different Hodge numbers: h2,1 = 1
in the first case and h2,1 = 0 in the second. This shows that the choice of the
map Ψ affects not only the complex structure of ZK, but also its Hodge numbers,
unlike the previous examples of complex tori, Hopf and Calabi–Eckmann manifolds.
Certainly it is not highly surprising from the complex-analytic point of view.
6.8. Hamiltonian-minimal Lagrangian submanifolds
In this last section we apply the accumulated knowledge on topology of moment-
angle manifolds in a somewhat different area, Lagrangian geometry. Systems of real
quadrics, which we used in Sections 6.1 and 6.2 to define moment-angle manifolds,
also give rise to a family of Hamiltonian-minimal Lagrangian submanifolds in a
complex space or more general toric varieties.
Hamiltonian minimality (H-minimality for short) for Lagrangian submanifolds
is a symplectic analogue of minimality in Riemannian geometry. A Lagrangian
immersion is called H-minimal if the variations of its volume along all Hamiltonian
vector fields are zero. This notion was introduced in the work of Y.-G. Oh [251]
in connection with the celebrated Arnold conjecture on the number of fixed points
of a Hamiltonian symplectomorphism. The simplest example of an H-minimal
Lagrangian submanifold is the coordinate torus [251] S1r1 × · · · ×S1rm ⊂ Cm, where
S1rk denotes the circle of radius rk > 0 in the kth coordinate subspace of C
m.
More examples of H-minimal Lagrangian submanifolds in a complex space were
constructed in the works [68], [156], [5], among others.
In [229] Mironov suggested a general construction of H-minimal Lagrangian
immersions N # Cm from intersections of real quadrics. These systems of quadrics
are the same as those we used to define moment-angle manifolds, and therefore one
can apply toric methods for analysing the topological structure of N . In [230] an
effective criterion was obtained for N # Cm to be an embedding: the polytope
corresponding to the intersection of quadrics must be Delzant. As a consequence,
any Delzant polytope gives rise to an H-minimal Lagrangian submanifold N ⊂ Cm.
As in the case of moment-angle manifolds, the topology of N is quite complicated
even for low-dimensional polytopes: for example, a Delzant 5-gon gives rise to a
manifold N which is the total space of a bundle over a 3-torus with fibre a surface
of genus 5. Furthermore, by combining Mironov’s construction with symplectic
reduction, a new family of H-minimal Lagrangian submanifolds in of toric varieties
was defined in [231]. This family includes many previously constructed explicit
examples in Cm and CPm−1.
Preliminaries. Let (M,ω) be a symplectic manifold of dimension 2n. An
immersion i : N # M of an n-dimensional manifold N is called Lagrangian if
i∗(ω) = 0. If i is an embedding, then i(N) is a Lagrangian submanifold of M . A
vector field X on M is Hamiltonian if the 1-form ω(X, · ) is exact.
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Now assume thatM is Ka¨hler, so that it has compatible Riemannian metric and
symplectic structure. A Lagrangian immersion i : N # M is called Hamiltonian
minimal (H-minimal) if the variations of the volume of i(N) along all Hamiltonian
vector fields with compact support are zero, that is,
d
dt
vol
(
it(N)
)∣∣
t=0
= 0,
where it(N) is a deformation of i(N) along a Hamiltonian vector field, i0(N) =
i(N), and vol(it(N)) is the volume of the deformed part of it(N). An immersion i
is minimal if the variations of the volume of i(N) along all vector fields are zero.
Our basic example is M = Cm with the Hermitian metric 2
∑m
k=1 dzk ⊗ dzk.
Its imaginary part is the symplectic form of Example 5.5.1. In the end we consider
a more general case when M is a toric manifold.
The construction. We consider an intersection of quadrics similar to (6.5),
but in the real space:
(6.31) R =
{
u = (u1, . . . , um) ∈ Rm :
m∑
k=1
γjku
2
k = δj , for 1 6 j 6 m− n
}
.
We assume the nondegeneracy and rationality conditions on the coefficient
vectors γi = (γ1i, . . . , γm−n,i)
t ∈ Rm−n, i = 1, . . . ,m:
(a) δ ∈ R>〈γ1, . . . , γm〉;
(b) if δ ∈ R>〈γi1 , . . . γik〉, then k > m− n;
(c) the vectors γ1, . . . , γm generate a lattice L ∼= Zm−n in Rm−n.
These conditions guarantee that R is a smooth n-dimensional submanifold in
Rm (by the argument of Proposition 6.1.4) and that
TΓ =
{(
e2πi〈γ1,ϕ〉, . . . , e2πi〈γm,ϕ〉
)∈ Tm}
is an (m − n)-dimensional torus subgroup in Tm. We identify the torus TΓ with
Rm−n/L∗ and represent its elements by ϕ ∈ Rm−n. We also define
DΓ =
1
2
L∗/L∗ ∼= (Z2)m−n.
Note that DΓ embeds canonically as a subgroup in TΓ .
Now we view the intersection R as a subset in the intersection Z or Hermitian
quadrics given by (6.5), or as a subset in the whole space Cm. Then we ‘spread’
R by the action of TΓ , that is, consider the set of TΓ -orbits through R. More
precisely, we consider the map
j : R× TΓ −→ Cm,
(u , ϕ) 7→ u · ϕ = (u1e2πi〈γ1,ϕ〉, . . . , ume2πi〈γm,ϕ〉)
and observe that j(R×TΓ ) ⊂ Z. We let DΓ act on RΓ ×TΓ diagonally; this action
is free, since it is free on the second factor. The quotient
N = R×DΓ TΓ
is an m-dimensional manifold.
For any u = (u1, . . . , um) ∈ R, we have the sublattice
Lu = Z〈γk : uk 6= 0〉 ⊂ L = Z〈γ1, . . . , γm〉.
The set of TΓ -orbits through R is an immersion of N :
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Lemma 6.8.1.
(a) The map j : R× TΓ → Cm induces an immersion i : N # Cm.
(b) The immersion i is an embedding if and only if Lu = L for any u ∈ R.
Proof. Take u ∈ R, ϕ ∈ TΓ and g ∈ DΓ . We have u ·g ∈ R, and j(u ·g, gϕ) =
u ·g2ϕ = u ·ϕ = j(u , ϕ). Hence, the map j is constant on DΓ -orbits, and therefore
induces a map of the quotient N = (R× TΓ )/DΓ , which we denote by i.
Assume that j(u , ϕ) = j(u ′, ϕ′). Then Lu = Lu ′ and
(6.32) uke
2πi〈γk,ϕ〉 = u′ke
2πi〈γk,ϕ
′〉 for k = 1, . . . ,m.
Since both uk and u
′
k are real, this implies that e
2πi〈γk,ϕ−ϕ
′〉 = ±1 whenever uk 6= 0,
or, equivalently, ϕ − ϕ′ ∈ 12L∗u/L∗. In other words, (6.32) implies that u ′ = u · g
and ϕ′ = gϕ for some g ∈ 12L∗u/L∗. The latter is a finite group by Lemma 6.3.2;
hence the preimage of any point of Cm under j consists of a finite number of points.
If Lu = L, then
1
2L
∗
u/L
∗ = 12L
∗/L∗ = DΓ ; hence (u , ϕ) and (u
′, ϕ′) represent the
same point in N . Statement (b) follows; to prove (a), it remains to observe that
we have Lu = L for generic u (with all coordinates nonzero). 
Theorem 6.8.2 ([229, Theorem 1]). The immersion i : N # Cm is H-minimal
Lagrangian. Moreover, if
∑m
k=1 γk = 0, then i is a minimal Lagrangian immersion.
Proof. We only prove that i is a Lagrangian immersion here. Let
(x , ϕ) 7→ z (x , ϕ) =
(
u1(x )e
2πi〈γ1,ϕ〉, . . . , um(x )e
2πi〈γm,ϕ〉
)
be a local coordinate system on N = R×DΓ TΓ , where x = (x1, . . . , xn) ∈ Rn and
ϕ = (ϕ1, . . . , ϕm−n) ∈ Rm−n. Let 〈ξ, η〉C =
∑m
i=1 ξiηi = 〈ξ, η〉 + iω(ξ, η) be the
Hermitian scalar product of ξ, η ∈ Cm. Then〈 ∂z
∂xk
,
∂z
∂ϕj
〉
C
= 2πi
(
γj1u1
∂u1
∂xk
+ · · ·+ γjmum ∂um
∂xk
)
= 0
where the second identity follows by differentiating the quadrics equations (6.31).
Also,
〈
∂z
∂xk
, ∂z∂xj
〉
C
∈ R and 〈 ∂z∂ϕk , ∂z∂ϕj 〉C ∈ R. It follows that
ω
( ∂z
∂xk
,
∂z
∂ϕj
)
= ω
( ∂z
∂xk
,
∂z
∂xj
)
= ω
( ∂z
∂ϕk
,
∂z
∂ϕj
)
= 0,
i.e. the restriction of the symplectic form to the tangent space of N is zero. 
Remark. The identity
∑m
k=1 γk = 0 can not hold for a compact R (or N).
We recall from Theorem 6.1.5 that a nonsingular intersection of quadrics (6.5)
or (6.31) defines a simple polyhedron (1.1), and Z is identified with the moment-
angle manifold ZP . Now we can summarise the results of the previous sections in
the following criterion for i : N → Cm to be an embedding:
Theorem 6.8.3. Let Z and R be the intersections of Hermitian and real
quadrics defined by (6.5) and (6.31), respectively, satisfying conditions (a)– (c)
above. Let P be the associated simple polyhedron, and N = R ×DΓ TΓ . The
following conditions are equivalent:
(a) i : N → Cm is an embedding of an H-minimal Lagrangian submanifold;
(b) Lu = L for any u ∈ R;
(c) the torus TΓ acts freely on the moment-angle manifold Z = ZP ;
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(d) P is a Delzant polyhedron.
Proof. Equivalence (a)⇔ (b) follows from Lemma 6.8.1 and Theorem 6.8.2.
Equivalence (b)⇔ (c) is Lemma 6.3.2, and (c)⇔ (d) is Theorem 6.3.1 (c). 
Topology of Lagrangian submanifolds N ⊂ Cm. We start by reviewing
three simple properties linking the topological structure of N to that of the inter-
sections of quadrics Z and R.
Proposition 6.8.4.
(a) The immersion of N in Cm factors as N # Z →֒ Cm;
(b) N is the total space of a bundle over the torus Tm−n with fibre R;
(c) if N → Cm is an embedding, then N is the total space of a principal
Tm−n-bundle over the n-dimensional manifold R/DΓ .
Proof. Statement (a) is clear. Since DΓ acts freely on TΓ , the projection
N = R ×DΓ TΓ → TΓ /DΓ onto the second factor is a fibre bundle with fibre R.
Then (b) follows from the fact that TΓ /DΓ ∼= Tm−n.
If N → Cm is an embedding, then TΓ acts freely on Z by Theorem 6.8.3 and the
action of DΓ on R is also free. Therefore, the projection N = R×DΓ TΓ →R/DΓ
onto the first factor is a principal TΓ -bundle, which proves (c). 
Remark. The quotient R/DΓ is a real toric variety, or a small cover, over the
corresponding polytope P , see [90] and [55].
Example 6.8.5 (one quadric). Suppose that R is given by a single equation
(6.33) γ1u
2
1 + · · ·+ γmu2m = δ
in Rm. We assume thatR is compact, so that γi and δ are positive reals,R ∼= Sm−1,
and the corresponding polytope P is an n-simplex ∆n. Then N ∼= Sm−1 ×Z2 S1,
where the generator of Z2 acts by the standard free involution on S1 and by a
certain involution τ on Sm−1. The topological type of N depends on τ . Namely,
N ∼=
{
Sm−1 × S1 if τ preserves the orientation of Sm−1,
Km if τ reverses the orientation of Sm−1,
where Km is known as the m-dimensional Klein bottle.
Proposition 6.8.6. Let m − n = 1 (one quadric). We obtain an H-minimal
Lagrangian embedding of N ∼= Sm−1 ×Z2 S1 in Cm if and only if γ1 = · · · = γm
in (6.33). In this case, the topological type of N = N(m) depends only on the parity
of m and is given by
N(m) ∼= Sm−1 × S1 if m is even,
N(m) ∼= Km if m is odd.
Proof. Since there exists u ∈ R with only one nonzero coordinate, Theo-
rem 6.8.3 implies that N embeds in Cm if only if γi generates the same lattice as
the whole set γ1, . . . , γm for each i. Therefore, γ1 = · · · = γm. In this case DΓ ∼= Z2
acts by the standard antipodal involution on Sm−1, which preserves orientation if
m is even and reverses orientation otherwise. 
Both examples ofH-minimal Lagrangian embeddings given by Proposition 6.8.6
are well known. The Klein bottle Km with even m does not admit Lagrangian
embeddings in Cm (see [242] and [286]).
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Example 6.8.7 (two quadrics). In the case m − n = 2, the topology of R
and N can be described completely by analysing the action of the two commuting
involutions on the intersection of quadrics. We consider the compact case here.
Using Proposition 1.2.7, we write R in the form
(6.34)
γ11u
2
1 + · · ·+ γ1mu2m = c,
γ21u
2
1 + · · ·+ γ2mu2m = 0,
where c > 0 and γ1i > 0 for all i.
Proposition 6.8.8. There is a number p, 0 < p < m, such that γ2i > 0 for
i = 1, . . . , p and γ2i < 0 for i = p + 1, . . . ,m in (6.34), possibly after reordering
the coordinates u1, . . . , um. The corresponding manifold R = R(p, q), where q =
m− p, is diffeomorphic to Sp−1 × Sq−1. Its associated polytope P either coincides
with ∆m−2 (if one of the inequalities in (1.1) is redundant) or is combinatorially
equivalent to the product ∆p−1 ×∆q−1 (if there are no redundant inequalities).
Proof. We observe that γ2i 6= 0 for all i in (6.34), as γ2i = 0 implies that
the vector δ =
( c
0
)
is in the cone generated by one γi, which contradicts Proposi-
tion 6.1.4 (b). By reordering the coordinates, we can achieve that the first p of γ2i
are positive and the rest are negative. Then 1 < p < m, because otherwise (6.34)
is empty. Now, (6.34) is the intersection of the cone over the product of two ellip-
soids of dimensions p− 1 and q− 1 (given by the second quadric) with an (m− 1)-
dimensional ellipsoid (given by the first quadric). Therefore,R(p, q) ∼= Sp−1×Sp−1.
The statement about the polytope follows from the combinatorial fact that a simple
n-polytope with up to n + 2 facets is combinatorially equivalent to a product of
simplices; the case of one redundant inequality corresponds to p = 1 or q = 1. 
An element ϕ ∈ DΓ = 12L∗/L∗ ∼= Z2 × Z2 acts on R(p, q) by
(u1, . . . , um) 7→ (ε1(ϕ)u1, . . . , εm(ϕ)um),
where εk(ϕ) = e
2πi〈γk,ϕ〉 = ±1 for 1 6 k 6 m.
Lemma 6.8.9. Suppose that DΓ acts on R(p, q) freely and εi(ϕ) = 1 for some i,
1 6 i 6 p, and ϕ ∈ DΓ . Then εl(ϕ) = −1 for all l with p+ 1 6 l 6 m.
Proof. Assume the opposite, that is, εi(ϕ) = 1 for some 1 6 i 6 p and
εj(ϕ) = 1 for some p + 1 6 j 6 m. Then γ2i > 0 and γ2j < 0 in (6.34), so we can
choose u ∈ R(p, q) whose only nonzero coordinates are ui and uj . The element
ϕ ∈ DΓ fixes this u , leading to contradiction. 
Lemma 6.8.10. Suppose DΓ acts on R(p, q) freely. Then there exist two gen-
erating involutions ϕ1, ϕ2 ∈ DΓ ∼= Z2 × Z2 whose action on R(p, q) is described by
either (a) or (b) below, possibly after reordering the coordinates:
(a)
ϕ1 : (u1, . . . , um) 7→ (u1, . . . , uk,−uk+1, . . . ,−up,−up+1, . . . ,−um),
ϕ2 : (u1, . . . , um) 7→ (−u1, . . . ,−uk, uk+1, . . . , up,−up+1, . . . ,−um);
(b)
ϕ1 : (u1, . . . , um) 7→ (−u1, . . . ,−up, up+1, . . . , up+l,−up+l+1, . . . ,−um),
ϕ2 : (u1, . . . , um) 7→ (−u1, . . . ,−up,−up+1, . . . ,−up+l, up+l+1, . . . , um);
here 0 6 k 6 p and 0 6 l 6 q.
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Proof. By Lemma 6.8.9, for each of the three nonzero elements ϕ ∈ DΓ ,
we have either εi(ϕ) = −1 for 1 6 i 6 p or εi(ϕ) = −1 for p + 1 6 i 6 m.
Therefore, we may choose two different nonzero elements ϕ1, ϕ2 ∈ DΓ such that
either εi(ϕj) = −1 for j = 1, 2 and p + 1 6 i 6 m, or εi(ϕj) = −1 for j = 1, 2
and 1 6 i 6 p. This corresponds to the cases (a) and (b) above, respectively. In
the former case, after reordering the coordinates, we may assume that ϕ1 acts as
in (a). Then ϕ2 also acts as in (a), since otherwise the composition ϕ1 · ϕ2 cannot
act freely by Lemma 6.8.9. The second case is treated similarly. 
Each of the actions of DΓ described in Lemma 6.8.10 can be realised by a
particular intersection of quadrics (6.34). For example, the system of quadrics
(6.35)
2u21 + · · ·+ 2u2k + u2k+1 + · · ·+ u2p + u2p+1 + · · ·+ u2m = 3,
u21 + · · ·+ u2k + 2u2k+1 + · · ·+ 2u2p − u2p+1 − · · · − u2m = 0
gives the first action of Lemma 6.8.10; the second action is realised similarly. Note
that the lattice L corresponding to (6.35) is a sublattice of index 3 in Z2. We can
rewrite (6.35) as
(6.36)
u21 + · · ·+ u2k + u2k+1 + · · ·+ u2p = 1,
u21 + · · ·+ u2k +u2p+1 + · · ·+ u2m = 2,
in which case L = Z2. The action of the two involutions ψ1, ψ2 ∈ DΓ = 12Z2/Z2
corresponding to the standard basis vectors of 12Z
2 is given by
(6.37)
ψ1 : (u1, . . . , um) 7→ (−u1, . . . ,−uk,−uk+1, . . . ,−up, up+1, . . . , um),
ψ2 : (u1, . . . , um) 7→ (−u1, . . . ,−uk, uk+1, . . . , up,−up+1, . . . ,−um).
We denote the manifold N corresponding to (6.36) by Nk(p, q). We have
(6.38) Nk(p, q) ∼= (Sp−1 × Sq−1)×Z2×Z2 (S1 × S1),
where the action of the two involutions on Sp−1 × Sq−1 is given by ψ1, ψ2 above.
Note that ψ1 acts trivially on S
q−1 and acts antipodally on Sp−1. Therefore,
Nk(p, q) ∼= N(p)×Z2 (Sq−1 × S1),
where N(p) is the manifold from Proposition 6.8.6. If k = 0 then the second
involution ψ2 acts trivially on N(p), and N0(p, q) coincides with the product N(p)×
N(q) of the two manifolds from Example 6.8.5. In general, the projection
Nk(p, q)→ Sq−1 ×Z2 S1 = N(q)
describes Nk(p, q) as the total space of a fibration over N(q) with fibre N(p).
We summarise the above facts and observations in the following topological
classification result for compact H-minimal Lagrangian submanifolds N ⊂ Cm
obtained from intersections of two quadrics.
Theorem 6.8.11. Let N → Cm be the embedding of the H-minimal Lagrangian
submanifold corresponding to a compact intersection of two quadrics. Then N is
diffeomorphic to some Nk(p, q) given by (6.38), where p+ q = m, 0 < p < m and
0 6 k 6 p. Moreover, every such triple (k, p, q) can be realised by N .
In the case of up to two quadrics considered above, the topology of R is rela-
tively simple, and in order to analyse the topology of N , one only needs to describe
the action of involutions on R. When the number of quadrics is more than two,
the topology of R becomes an issue as well.
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Example 6.8.12 (three quadrics). In the case m − n = 3, the topology of
compact manifolds R and Z was fully described in [197, Theorem 2]. Each of
these manifolds is diffeomorphic to a product of three spheres or to a connected
sum of products of spheres with two spheres in each product.
Note that, for m − n = 3, the manifolds R (or Z) can be distinguished topo-
logically by looking at the planar Gale diagrams of the corresponding simple poly-
topes P (see Section 1.2). This chimes with the classification of simple n-polytopes
with n+ 3 facets, well-known in combinatorial geometry [325, §6.5].
The smallest polytope with m − n = 3 is a pentagon. It has many Delzant
realisations, for instance,
P =
{
(x1, x2) ∈ R2 : x1 > 0, x2 > 0, −x1+2 > 0, −x2+2 > 0, −x1−x2+3 > 0
}
.
In this case, R is an oriented surface of genus 5 (see Proposition 4.1.8), and the
moment-angle manifold Z is diffeomorphic to a connected sum of 5 copies of S3×S4.
We therefore obtain an H-minimal Lagrangian submanifold N ⊂ C5, which is
the total space of a bundle over T 3 with fibre a surface of genus 5.
Now assume that the polytope P associated with intersection of quadrics (6.31)
is a polygon (i.e., n = 2). If there are no redundant inequalities, then P is an m-gon
andR is an orientable surface Sg of genus g = 1+2m−3(m−4) by Proposition 4.1.8.
If there are k redundant inequalities, then P is an (m − k)-gon. In this case R ∼=
R′×(S0)k, where R′ corresponds to an (m−k)-gon without redundant inequalities.
That is, R is a disjoint union of 2k surfaces of genus 1 + 2m−k−3(m− k − 4).
The corresponding H-minimal submanifold N ⊂ Cm is the total space of a
bundle over Tm−2 with fibre Sg. This is an aspherical manifold for m > 4.
Generalisation to toric manifolds. Consider two sets of quadrics:
ZΓ =
{
z ∈ Cm :
∑m
k=1
γk|zk|2 = c
}
, γk, c ∈ Rm−n;
Z∆ =
{
z ∈ Cm :
∑m
k=1
δk|zk|2 = d
}
, δk,d ∈ Rm−ℓ;
such that ZΓ , Z∆ and ZΓ ∩ Z∆ satisfy the nondegeneracy and rationality condi-
tions (a)–(c) from the beginning of this section. Assume also that the polyhedra
corresponding to ZΓ , Z∆ and ZΓ ∩ Z∆ are Delzant.
The idea is to use the first set of quadrics to produce a toric manifold V via
symplectic reduction (as described in Section 5.5), and then use the second set of
quadrics to define an H-minimal Lagrangian submanifold in V .
Construction 6.8.13. Define the real intersections of quadrics RΓ , R∆, the
tori TΓ ∼= Tm−n, T∆ ∼= Tm−ℓ, and the groups DΓ ∼= Zm−n2 , D∆ ∼= Zm−ℓ2 as before.
We consider the toric variety V obtained as the symplectic quotient of Cm by
the torus corresponding to the first set of quadrics: V = ZΓ /TΓ . It is a Ka¨hler
manifold of real dimension 2n. The quotient RΓ /DΓ is the set of real points of V
(the fixed point set of the complex conjugation, or the real toric manifold); it has
dimension n. Consider the subset of RΓ /DΓ defined by the second set of quadrics:
S = (RΓ ∩R∆)/DΓ ,
we have dimS = n+ ℓ−m. Finally, define the n-dimensional submanifold of V :
N = S ×D∆ T∆.
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Theorem 6.8.14. N is an H-minimal Lagrangian submanifold in the toric
manifold V .
Proof. Let V̂ be the symplectic quotient of V by the torus corresponding to
the second set of quadrics, that is, V̂ = (V ∩ Z∆)/T∆ = (ZΓ ∩ Z∆)/(TΓ × T∆). It
is a toric manifold of real dimension 2(n+ ℓ−m). The submanifold of real points
N̂ = N/T∆ = (RΓ ∩R∆)/(DΓ ×D∆) →֒ (ZΓ ∩ Z∆)/(TΓ × T∆) = V̂
is the fixed point set of the complex conjugation, hence it is a totally geodesic
submanifold. In particular, N̂ is a minimal submanifold in V̂ . According to [99,
Corollary 2.7], N is an H-minimal submanifold in V . 
Example 6.8.15.
1. If m − ℓ = 0, i.e. Z∆ = ∅, then V = Cm and we obtain the original
construction of H-minimal Lagrangian submanifolds N in Cm.
2. If m − n = 0, i.e. ZΓ = ∅, then N is set of real points of V . It is minimal
(totally geodesic).
3. If m−ℓ = 1, i.e. Z∆ ∼= S2m−1, then we get H-minimal Lagrangian submani-
folds in V = CPm−1. This includes the families of projective examples constructed
in [228], [201] and [232].

CHAPTER 7
Half-dimensional torus actions
In this chapter we study several topological generalisations of toric varieties.
All of them are smooth manifolds with an action of a compact torus, the so-called
T -manifolds. Most of the results here concern the case when the dimension of the
acting torus is half the dimension of the manifold.
A compact nonsingular toric variety (or toric manifold) VΣ of real dimension 2n
has an action of n-dimensional torus T n obtained by restricting the action of the
algebraic torus (C×)n. The action of T n on VΣ is locally standard, that is, it locally
looks like the standard coordinatewise action of T n on Cn (more precise definitions
are given below). If the variety VΣ is projective, then the quotient VΣ/T
n can be
identified with a simple convex n-polytope P via the moment map. In general,
the quotient VΣ/T
n may be not a polytope, even combinatorially, but it still has a
face structure of a manifold with corners, which is dual to the face structure of the
simplicial fan Σ. In particular, the fixed points of the T n-action on VΣ correspond
to the vertices of the quotient VΣ/T
n. These basic properties of the torus action
can be taken as the starting point for several different topological generalisations
of toric manifolds.
A quasitoric manifold is a 2n-dimensional manifold M with a locally standard
action of T n such that the quotient M/T n can be identified with a simple n-
polytope P . This class of manifolds was introduced in the seminal paper [90] of
Davis and Januszkiewicz. They showed, among other things, that the cohomology
ring structure of a quasitoric manifold is exactly the same as that of a toric manifold
(see Theorem 5.3.1). Quasitoric manifolds have been studied intensively since the
second half of 1990s, and the work [53] summarised these early developments and
emphasised the role of moment-angle manifolds ZP .
Around the same time, an alternative way to generalise toric varieties was
developed in the works of Masuda [206] and Hattori–Masuda [153], which led
to a wider class of torus manifolds. Along with the usual conditions on the T n-
action such as smoothness and effectiveness, the crucial point in the definition of
a torus manifold is the non-emptiness of the fixed point set. Torus manifolds also
admit a combinatorial treatment similar to that of classic toric varieties in terms of
fans and polytopes. Namely, torus manifolds may be described by multi-fans and
multi-polytopes ; a multi-fan is a collection of cones parametrised by a simplicial
complex, where some cones may overlap unlike in the usual fan. The cohomology
ring of a torus manifold has a more complicated structure than that of a (quasi)toric
manifold; in particular, it is no longer generated by two-dimensional classes. Face
rings of simplicial posets (as described in Section 3.5) arise naturally in this context.
Another interesting generalisation of toric manifolds was suggested in the
work [170] of Ishida, Fukukawa and Masuda under the name topological toric mani-
folds. The idea is to consider not only the actions of a compact torus, but rather two
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commuting actions of T n and Rn>, which patch together to a smooth (C
×)n-action
on a manifold. This smooth (C×)n-action is what replaces the algebraic (C×)n-
action on a toric manifold. The resulting class of manifolds, when properly defined,
turns out to be both wide and tractable, and admits a combinatorial description in
terms of (generalised) fans in a way similar to toric varieties. The topological char-
acteristics of topological toric manifolds, including their integral cohomology rings
and characteristic classes, also have much similarity with those of toric manifolds.
In Section 7.1 we discuss the notion of a locally standard torus action and re-
lated combinatorics of orbits; it features in many subsequent generalisations of toric
manifolds. Section 7.2 is a brief account of topological properties of the (compact)
torus action on toric manifolds, these properties are taken as the base for subse-
quent topological generalisations. Sections 7.3, 7.4 and 7.5 describe the classes of
quasitoric manifolds, torus manifolds and topological toric manifolds, respectively.
Section 7.4 can be also viewed as an account on topological properties of locally stan-
dard T n-manifolds, because the existence of a fixed point (required in the definition
of a torus manifold) often comes as a consequence of other topological restrictions
on the locally standard T n-manifold M ; for example, a fixed point automatically
exists when the odd-degree cohomology of M vanishes. Similarly, a torus manifold
M with Hodd(M) = 0 is necessarily locally standard. In Section 7.6 we describe
the relationship between the different classes of half-dimensional torus actions. In
Section 7.7 we discuss an important class of examples of projective toric manifolds
obtained as spaces of bounded flags in a complex space. These manifolds illustrate
nicely many previous constructions with toric and quasitoric manifolds, they will
also feature in the last chapter on toric cobordism. Another class of examples,
Bott towers, is the subject of Section 7.8. The study of Bott towers has become an
important part of toric topology, and many interesting open questions arise here.
In the last Section 7.9 we explore connections with another active area, the theory
of GKM-manifolds and GKM-graphs, and also study blow-ups of T -manifolds and
their related combinatorial objects. As usual, more specific introductory remarks
are available at the beginning of each section.
7.1. Locally standard actions and manifolds with corners
We have collected here background material on locally standard Tn- and Zn2 -
actions and combinatorial structures on their orbit spaces. The latter include the
notions of manifolds with faces and manifolds with corners, which have been stud-
ied in differential topology since 1960s in the works of Ja¨nich [175], Bredon [41],
Davis [88], Davis–Januszkiewicz [90], Izmestiev [174], among others.
As usual, we denote by Z2 (respectively, by S or T) the multiplicative group
of real (respectively, complex) numbers of absolute value one. In this section we
denote by G one of the groups Z2 or S = T, and denote by F its ambient field R or
C respectively. We refer to the coordinatewise action of Gn on Fn given by
(g1, . . . , gn) · (z1, . . . , zn) = (g1z1, . . . , gnzn)
as the standard action or standard representation.
Definition 7.1.1. Let M be a manifold with an action of Gn. A standard
chart on M is a triple (U, f, ψ), where U ⊂ M is a Gn-invariant open subset, ψ is
an automorphism of Gn, and f is a ψ-equivariant homeomorphism f : U →W onto
a Gn-invariant open subset W ⊂ Fn. (Recall from Appendix B.3 that the latter
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means that f(t · y) = ψ(t)f(y) for all t ∈ Gn, y ∈ U .) A Gn-action on M is said
to be locally standard if M has a standard atlas, i.e. if any point of M belongs to
a standard chart.
The dimension of a manifold with a locally standard Gn-action is n if G = Z2
and 2n if G = T. The orbit space of the standard Gn-action on Fn is the orthant
Rn> =
{
x = (x1, . . . , xn) ∈ Rn : xi > 0 for i = 1, . . . , n
}
.
Therefore, the orbit space of a locally standard action is locally modelled by Rn>.
There are two slightly different ways to formalise this property, depending on
whether we work in the topological or smooth category.
Definition 7.1.2. A manifold with faces (of dimension n) is a topological
manifold Q with boundary ∂Q together with a covering of ∂Q by closed connected
subsets {Fi}i∈S , called facets, satisfying the following properties:
(a) any facet Fi is an (n−1)-dimensional submanifold (with boundary) of ∂Q;
(b) for any finite subset I ⊂ S, the intersection ⋂i∈I Fi is either empty or
a disjoint union of submanifolds of codimension |I|; in the latter case we
refer to a connected component of the intersection
⋂
i∈I Fi as a face of Q;
(c) for any point q ∈ Q, there exist an open neighbourhood U ∋ q and a
homeomorphism ϕ : U →W onto an open subset W ⊂ Rn> such that
ϕ−1(W ∩ {xj = 0}) = U ∩ Fi
for some i ∈ S.
Observe that the set S has to be countable, hence the set of faces in a manifold
with faces Q is also countable. If Q is compact, then both these sets are finite.
The orthant Rn> itself has the canonical structure of a manifold with faces; each
face has the form RI> for I ⊂ [n], where RI> = {x ∈ Rn> : xj = 0 for j /∈ I}. The
codimension c(x ) of point x ∈ Rn> is the number of zero coordinates of x . A point
of Q has codimension k if it belongs to a face of codimension k and does not belong
to a face of codimension k + 1.
Definition 7.1.3. A manifold with corners (of dimension n) is a topological
manifold Q with boundary together with an atlas {Ui, ϕi} consisting of homeomor-
phisms ϕi : Ui →Wi onto open subsets Wi ⊂ Rn> such that ϕiϕ−1j : ϕj(Ui ∩ Uj)→
ϕi(Ui ∩ Uj) is a diffeomorphism for all i, j. (A homeomorphism between open
subsets in Rn> is called a diffeomorphism if it can be obtained by restriction of a
diffeomorphism of open subsets in Rn.)
For any q ∈ Q, its codimension c(q) is well defined. An open face of Q of
codimension k is a connected component of c−1(k). A closed face (or simply face)
of Q is the closure of an open face. A facet is a face of codimension 1.
A manifold with corners Q is said to be nice if the covering of Q by its facets
satisfies condition (c) of Definition 7.1.2 (conditions (a) and (b) are satisfied auto-
matically). Equivalently, a manifold with corners is nice if and only if each of its
faces of codimension 2 is contained in exactly 2 facets (an exercise).
Remark. Our definitions of faces differ from those of [88] and [174]; the reason
is that we want our faces to be connected.
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Example 7.1.4.
1. The 2-disc with a single ‘corner point’ on its boundary is a manifold with
corners which is not nice. All other examples in this list will be nice.
2. A smooth manifold Q with boundary is a manifold with corners, whose
facets are connected components of ∂Q, and there are no other faces.
3. A direct product of manifolds with corners is a manifold with corners. In
particular, a product of smooth manifolds with boundary is a manifold with corners.
4. Let P be a simple polytope. For each vertex v ∈ P we denote by Uv the
open subset in P obtained by removing all faces of P that do not contain v. The
subset Uv is affinely isomorphic to a neighbourhood of zero in Rn>. Therefore P is
a compact manifold with corners, with atlas {Uv}.
The orbit space Q = M/Gn of a locally standard action is a manifold with
faces. As we shall see in Proposition 7.4.13, if the action is smooth, then Q is a
nice manifold with corners.
Exercises.
7.1.5. A manifold with corners Q is nice if an only if any face of codimension
two is contained in exactly two facets.
7.1.6. Two simple polytopes are diffeomorphic as manifolds with corners if and
only if they are combinatorially equivalent (see [89] for a more general statement).
7.2. Toric manifolds and their quotients
By way of motivation, here we take a closer look at the action of the (compact)
torus TN ∼= T n on a toric manifold VΣ. The topological properties of the quotient
projection π : VΣ → VΣ/TN will be taken as the starting point for subsequent
topological generalisations of toric manifolds.
We first recall from Sections 5.5 and 6.3 that a projective (or Hamiltonian) toric
manifold VP can be identified with the symplectic quotient of Cm by an action of
K ∼= Tm−n, i.e. with the quotient manifold ZP /K where ZP is the moment-angle
manifold corresponding to P . Therefore the quotient of VP by the action of the
n-torus TN = Tm/K coincides with the quotient of ZP by Tm. Both quotients are
identified with the Delzant polytope P ; in fact, the moment map µV : VP → P is the
quotient projection (see Proposition 5.5.5). In the non-projective smooth case, there
is no moment map, and there is no canonical way to identify the quotient VΣ/TN
with a convex polytope. However, there is a face decomposition (stratification) of
VΣ/TN according to orbit types, and this face structure is very similar to that of a
simple polytope.
Following Davis–Januszkiewicz [90], we can describe a projective toric manifold
VP as an identification space similar to (6.7).
As usual, for each I ⊂ [m] we denote by TI = ∏i∈I T the corresponding
coordinate subgroup in Tm. Given x ∈ P , set Ix = {i ∈ [m] : x ∈ Fi} (the set of
facets containing x). We recall the map A : Rm → NR, e i 7→ a i, and its exponential
expA : Tm → TN . For each x ∈ P define the subtorus Tx = (expA)(TIx ) ⊂ TN . If
x is a vertex then Tx = TN , and if x is an interior point of P then Tx = {1}.
Proposition 7.2.1. A projective toric manifold VP is TN -equivariantly home-
omorphic to the quotient
(7.1) P × TN/≈ where (x, t1) ≈ (x, t2) if t−11 t2 ∈ Tx.
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Proof. Using Proposition 6.2.2, we obtain
VP = ZP /K =
(
P × (Tm/K))/∼ = (P × (expA)(Tm))/∼ = P × TN/≈. 
The projection π : VP = P ×TN/≈ → P is the quotient map for the TN -action,
and its fibre π−1(x ) = Tx is the stabiliser of the TN -orbit corresponding to x .
The TN -action on VP is therefore free over the interior of the polytope, vertices
of the polytope correspond to fixed points, and points in the relative interior of a
codimension-k face correspond to orbits with the same k-dimensional stabiliser.
Construction 7.2.2. Let Σ be a simplicial fan and VΣ the corresponding toric
variety. Consider the affine cover {Vσ : σ ∈ Σ} (see Construction 5.1.3). The quo-
tient (Vσ)> = Vσ/TN can be identified with the set of semigroup homomorphisms
from Sσ to the semigroup R> of nonnegative real numbers:
Vσ/TN = Homsg(Sσ,R>), σ ∈ Σ
(the details of this construction can be found in [122, §4.1]).
If the fan Σ is regular, then Vσ ∼= Ck × (C×)n−k where k = dimσ, see Ex-
ample 5.1.5. It follows easily that the TN -action on a nonsingular toric variety
VΣ is locally standard, and the cover {Vσ : σ ∈ Σ} provides an atlas of standard
charts (see Section 7.1). Furthermore, (Vσ)> ∼= Rk> × Rn−k and the orbit space
Q = VΣ/TN is a manifold with corners, with atlas {(Vσ)> : σ ∈ Σ}.
In the singular case the varieties Vσ may be not isomorphic to Ck × (C×)n−k
and the TN -action on VΣ may fail to be locally standard. Nevertheless, the cover
{(Vσ)> : σ ∈ Σ} defines a structure of a manifold with faces on Q = VΣ/TN .
If Σ is a complete simplicial fan, then the face decomposition of the manifold
with corners Q = VΣ/TN is Poincare´ dual to the sphere triangulation defined by
the simplicial complex KΣ. There is also a projection Q × TN → VΣ defining a
homeomorphism VΣ ∼= Q × TN/≈, by analogy with (7.1).
We finish by summarising the observations of this section as follows:
Proposition 7.2.3.
(а) The action of the torus TN on a nonsingular toric variety VΣ is locally
standard.
(b) If VP is a projective toric manifold then the quotient VP /TN is diffeomor-
phic to the simple polytope P as a manifold with corners.
If a toric manifold VΣ is not projective, then the manifold with corners Q =
VΣ/TN may be not homeomorphic to a simple polytope (see Section 7.6).
7.3. Quasitoric manifolds
Quasitoric manifolds were introduced by Davis and Januszkiewicz as a topo-
logical alternative to (nonsingular projective) toric varieties. Originally, the term
‘toric manifolds’ was used in [90] to describe this class of manifolds, but later is was
replaced by ‘quasitoric’, as ‘toric manifold’ is often used by algebraic and symplectic
geometers as a synonym for ‘non-singular complete toric variety’.
Any quasitoric manifold over P can be obtained as a quotient of the moment-
angle manifold ZP by a freely acting subtorus. This can be viewed as a topological
version of the symplectic quotient construction of projective toric manifolds (see
Section 5.5). As a result we obtain a canonical smooth structure on a quasitoric
manifold, in which the torus action is smooth.
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Unlike toric manifolds, quasitoric manifolds are not complex varieties in general,
and they may even not admit an almost complex structure. However, an equivariant
stably complex structure always exists on a quasitoric manifold M and is defined
canonically by the underlying combinatorial data. These structures will be used in
Chapter 9 to define quasitoric representatives in complex cobordism classes.
Definition and basic constructions.
Definition 7.3.1. Let P be a combinatorial simple polytope of dimension n. A
quasitoric manifold over P is a smooth 2n-dimensional manifold M with a smooth
action of the torus T n satisfying the two conditions:
(a) the action is locally standard (see Definition 7.1.1);
(b) there is a continuous projection π : M → P whose fibres are T n-orbits.
Property (a) implies that the quotientM/P is a manifold with corners, and property
(b) implies that the quotient is homeomorphic, as a manifold with corners, to the
simple polytope P .
It follows from the definition that the projection π : M → P maps a k-
dimensional orbit of the T n-action to a point in the relative interior of a k-
dimensional face of P . In particular, the action is free over the interior of the
polytope, while vertices of P correspond to fixed points of the torus action on M .
Proposition 7.3.2. A nonsingular projective toric variety VP is a quasitoric
manifold over P .
Proof. This follows from Proposition 7.2.3. 
Example 7.3.3. The complex projective space CPn with the action of T n ⊂
(C×)n described in Example 5.1.2 is a quasitoric manifold over the simplex ∆n.
The projection π : CPn → ∆n is given by
(z0 : z1 : · · · : zn) 7→ 1∑n
i=0 |zi|2
(|z1|2, . . . , |zn|2).
Remark. For any 2- or 3-dimensional polytope P there exists a quasitoric
manifold over P . For n > 4, there exist n-dimensional polytopes which do not arise
as quotients of quasitoric manifolds. (See Exercises 7.3.29 and 7.3.30.)
Let F = {F1, . . . , Fm} be the set of facets of P . Consider the preimages
Mj = π
−1(Fj), 1 6 j 6 m.
Points in the relative interior of a facet Fj correspond to orbits with the same one-
dimensional stabiliser subgroup, which we denote by TFj . It follows that Mj is a
connected component of the fixed point set of the circle subgroup TFj ⊂ T n. This
implies that Mj is a T
n-invariant submanifold of codimension 2 in M , and Mj is a
quasitoric manifold over Fj with the action of the quotient torus T
n/TFj
∼= T n−1.
Following [90], we refer to Mj as the characteristic submanifold corresponding to
the jth face Fj ⊂ P . The mapping
(7.2) λ : Fj 7→ TFj , 1 6 j 6 m,
is called the characteristic function of the quasitoric manifold M .
Now let G be a codimension-k face of P . We can write it as an intersection of
k facets: G = Fj1 ∩ · · · ∩Fjk . Then MG = π−1(G) is a T n-invariant submanifold of
codimension 2k inM , andMG is fixed under each circle subgroup T (Fjp), 1 6 p 6 k.
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By considering any vertex v ∈ G and using the local standardness of the T n-action
onM near v, we observe that the characteristic submanifoldsMj1 , . . . ,Mjk intersect
transversely at the submanifold MG, and the map
TFj1 × · · · × TFjk → T n
is a monomorphism onto the k-dimensional stabiliser of MG. The mapping
G 7→ the stabiliser of MG
extends the characteristic function (7.2) to a map from the face poset of P to the
poset of torus subgroups in T n.
Definition 7.3.4. Let P be a combinatorial n-dimensional simple polytope
and let λ be a map from the set of facets of P to the set of circle subgroups of
the torus T n. We refer to (P, λ) as a characteristic pair if the map λ(Fj1 )× · · · ×
λ(Fjk )→ T n is a monomorphism whenever Fj1 ∩ · · · ∩ Fjk 6= ∅.
If (P, λ) is a characteristic pair, then the map λ extends to the face poset of P ,
and we have a torus subgroup TG = λ(G) ⊂ T n for each face G ⊂ P .
As we shall see below, a quasitoric manifold can be reconstructed from its
characteristic pair (P, λ) up to a weakly T -equivariant homeomorphism.
Construction 7.3.5 (canonical model M(P, λ)). Assume given a characteris-
tic pair (P, λ). For any point x ∈ P , we denote by G(x) the smallest face contain-
ing x. By analogy with (7.1), we define the identification space
M(P, λ) = P × T n/∼ where (x, t1) ∼ (x, t2) if t−11 t2 ∈ λ(G(x)).
The free action of T n on P ×T n descends to an action on P ×T n/∼. This action is
free over the interior of the polytope (since no identifications are made over intP ),
and the fixed points correspond to the vertices. The space P × T n/∼ is covered by
the open subsets Uv × T n/∼, indexed by the vertices v ∈ P (see Example 7.1.4.4),
and each Uv × T n/∼ is equivariantly homeomorphic to Cn = Rn> × T n/∼. This
implies that the canonical model M(P,Λ) is a (topological) manifold with a locally
standard T n-action and quotient P . As we shall see from Definition 7.3.13,M(P,Λ)
has a canonical smooth structure, so it is a quasitoric manifold over P .
Proposition 7.3.6 ([90, Lemma 1.4]). There exists a weakly T n-equivariant
homeomorphism
M(P, λ) = P × T n/∼ →M
covering the identity map on P .
Proof. One first constructs a weakly T n-equivariant map f : P × T n → M
such that f maps x× T n onto π−1(x) for any point x ∈ P . Such a map f induces
a weakly T n-equivariant map f̂ : M(P, λ) = P × T n/∼ →M covering the identity
on P . Furthermore, the map f̂ is one-to-one on T n-orbits, so it is a homeomorphism.
It remains to construct a map f : P × T n → M . The argument of Davis–
Januszkiewicz which we present here actually works for a more general class of
locally standard T n-manifoldsM . There is the manifold with boundary M˜ obtained
by consecutive blowing up the singular strata of M consisting of non-principal T n-
orbits. The T n-action on M˜ is free and M˜ is equivariantly diffeomorphic to the
complement in M of the union of tubular neighbourhoods of the singular strata
(the latter are characteristic submanifolds Mj in our case). There is the following
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canonical inductive procedure for constructing M˜ fromM . One begins by removing
a minimal stratum (a fixed point in our case) fromM and replacing it by the sphere
bundle of its normal bundle. One continues in this fashion, blowing up minimal
strata, until only top stratum is left. There is the canonical projection from the
union of sphere bundles to the union of their base spaces (i.e. to the union of
singular strata of M). Using the construction of [87, p. 344] one extends this
projection to a map M˜ → M which is the identity over top stratum. Now if M is
locally standard, then the quotient M˜/T n is canonically identified with M/T n. In
our particular case the latter is a simple polytope P . Since P is acyclic together
with all its faces, the resulting principal T n-bundle π˜ : M˜ → P is trivial. Therefore,
there is an equivariant diffeomorphism f˜ : P ×T n → M˜ inducing the identity on P .
Composing f˜ with the collapse map M˜ →M , we obtain the map f . 
Remark. Note that existence a map f : P × T n → M in the proof above is
equivalent to existence of a section s : P →M of the quotient projection π : M → P .
Indeed, given a section s, one defines f(x, t) = t · s(x) for x ∈ P and t ∈ T n.
Conversely, given a map f , one defines a section by s(x) = f(x, 1).
It may seem that constructing a section s : P → M is an easier task than
constructing a map f , taking into account that P is contractible. However, this
comes out to be subtle; it would be interesting to find a more explicit way to
construct a section s.
Definition 7.3.7 (equivalences). Quasitoric manifolds M1 and M2 over the
same polytope P are said to be equivalent over P if there exists a weak T n-
equivariant homeomorphism f : M1 →M2 covering the identity map on P .
Two characteristic pairs (P, λ1) and (P, λ2) are said to be equivalent if there
exists an automorphism ψ : T n → T n such that λ2 = ψ · λ1.
Proposition 7.3.8 ([90, Proposition 1.8]). There is a one-two-one correspon-
dence between equivalence classes of quasitoric manifolds and characteristic pairs.
In particular, for any quasitoric manifold M over P with characteristic function λ,
there is a homeomorphism M ∼=M(P, λ).
Proof. Obviously, if two quasitoric manifolds are equivalent over P , then
their characteristic pairs are also equivalent. To establish the other implication,
it is enough to show that a quasitoric manifold M is equivalent to the canonical
model M(P, λ). This follows from Proposition 7.3.6. 
Omniorientations and combinatorial quasitoric data. Here we elaborate
on the combinatorial description of quasitoric manifolds M . Characteristic pairs
(P, λ) are replaced by more naturally defined combinatorial quasitoric pairs (P,Λ)
consisting of an oriented simple polytope and an integer matrix of special type.
Compared with the characteristic pair, the pair (P,Λ) carries some additional in-
formation, which is equivalent to a choice of orientation for the manifold M and
its characteristic submanifolds. The terminology and constructions described here
were introduced in [62] and [58].
Definition 7.3.9. An omniorientation of a quasitoric manifold M consists of
a choice of orientation for M and each characteristic submanifold Mj, 1 6 j 6 m.
In general, an omniorientation on M cannot be chosen canonically. However,
if M admits a T n-invariant almost complex structure (see Definition D.6.1), then
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a choice of such structure provides canonical orientations for M and the invariant
submanifolds Mj . We therefore obtain an omniorientation associated with the
invariant almost complex structure. In the case when M has an invariant almost
complex structure (for example, when M is a toric manifold), we always choose the
associated omniorientation. Otherwise we choose an omniorientation arbitrarily.
The stabiliser TFj of a characteristic submanifold Mj ⊂M can be written as
(7.3) TFj =
{(
e2πiλ1jϕ, . . . , e2πiλnjϕ
) ∈ Tn},
where ϕ ∈ R и λj = (λ1j , . . . , λnj)t ∈ Zn is a primitive vector. (In the coordinate-
free notation used in Chapter 5, the vector λj belongs to the lattice N of one-
parameters subgroups of the torus.) This vector is determined by the subgroup
TFj up to sign. A choice of this sign (and therefore an unambiguous choice of the
vector) defines a parametrisation of the circle subgroup TFj .
An omniorientation of M provides a canonical way to choose the vectors λj .
Indeed, the action of a parametrised circle TMj ⊂ Tn defines an orientation in the
normal bundle νj of the embedding Mj ⊂ M . An omniorientation also defines an
orientation on νj by means of the following decomposition of the tangent bundle:
TM |Mj = TMj ⊕ νj .
Now we choose the direction of the primitive vector λj so that these two orientations
coincide.
Having fixed an omniorientation, we can extend correspondence (7.2) to a map
of lattices
Λ : Zm → Zn, ej 7→ λj ,
which we refer to as a directed characteristic function. A characteristic function is
assumed to be directed whenever an omniorientation is chosen.
We can think of a directed characteristic function as an integer n×m-matrix Λ
with the following property: if the intersection of facets Fj1 , . . . , Fjk is nonempty,
then the vectors λj1 , . . . , λjk form a part of basis of the lattice Z
n. We refer to
such matrices as characteristic. In particular, we can write any vertex v ∈ P as
an intersection of n facets: v = Fj1 ∩ · · · ∩ Fjn , and consider the maximal minor
Λv = Λj1,...,jn formed by the columns j1, . . . , jn of matrix Λ. Then
(7.4) detΛv = ±1.
SinceM ∼=M(P, λ) = P×T n/∼, and no identifications are made over the inte-
rior of P , a choice of an orientation for M is equivalent to a choice of an orientation
for the polytope P (once we assume that the torus T n is oriented canonically).
Definition 7.3.10. Let P be an oriented combinatorial simple n-polytope with
m facets, and let Λ be an integer n ×m-matrix satisfying condition (7.4) for any
vertex v ∈ P . Then (P,Λ) is called a combinatorial quasitoric pair.
An equivalence of omnioriented quasitoric manifolds is assumed to preserve the
omniorientation; in this case the automorphism ψ : T n → T n in Definition 7.3.7
is orientation-preserving. Similarly, two combinatorial quasitoric pairs (P,Λ1) and
(P,Λ2) are said to be equivalent if the orientation of P coincide and there exists a
square integer matrix Ψ with determinant 1 such that Λ2 = Ψ · Λ1.
We can summarise the observations above in the following refined version of
Proposition 7.3.8:
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Proposition 7.3.11. There is a one-to-one correspondence between equivalence
classes of omnioriented quasitoric manifolds and combinatorial quasitoric pairs.
We shall denote the omnioriented quasitoric manifold corresponding to a com-
binatorial quasitoric pair (P,Λ) by M(P,Λ).
Let chf(P ) denote the set of directed characteristic functions λ for P . The
group GL(n,Z) of automorphisms of the torus T n acts on the set chf(P ) from the
left. Proposition 7.3.11 establishes a one-two-one correspondence
(7.5) GL(n,Z)\ chf(P )←→ {equivalence classes of omnioriented M over P}.
If the facets of P are ordered in such a way that the first n of them meet at a
vertex v, i.e. F1 ∩ · · · ∩ Fn = v, then each coset from GL(n,Z)\ chf(P ) contains a
unique directed characteristic function given by a matrix of the form
(7.6) Λ = (I | Λ⋆) =

1 0 . . . 0 λ1,n+1 . . . λ1,m
0 1 . . . 0 λ2,n+1 . . . λ2,m
...
...
. . .
...
...
. . .
...
0 0 . . . 1 λn,n+1 . . . λn,m

where where I is the unit matrix and Λ⋆ is an n × (m − n)-matrix. We refer
to (7.6) as a refined characteristic matrix, and to Λ∗ as its refined submatrix. If a
characteristic matrix is given in a non-refined form Λ = (A | B), where A has size
n× n, then its refined representative is given by (I | A−1B).
Smooth and stably complex structures. Let (P,Λ) be a combinatorial
quasitoric pair. The matrix Λ defines an epimorphism of tori expΛ : Tm → Tn,
whose kernel we denote by K = K(Λ). Condition (7.4) implies that K ∼= Tm−n.
We therefore have an exact sequence of tori similar to (5.9). Also, there is the
moment-angle manifold ZP corresponding to the polytope P (see Section 6.2).
Proposition 7.3.12. The groupK(Λ) ∼= Tm−n acts freely and smoothly on ZP .
There is a T n-equivariant homeomorphism
ZP /K(Λ)
∼=−→M(P,Λ)
between the quotient ZP /K(Λ) and the canonical model M(P,Λ).
Proof. The fact that K acts freely on ZP is proved in the same way as Propo-
sition 5.4.6 (a) and Theorem 6.5.2 (a). The stabiliser of a point z ∈ ZP with respect
to the Tm-action is a coordinate subtorus TI for some I ∈ KP . Namely, if z ∈ ZP
projects to x ∈ P , then I = Ix = {i ∈ [m] : x ∈ Fi}. Condition (7.4) implies that
the restriction of the homomorphism expΛ : Tm → Tn to any such subtorus TI is
injective, and therefore the kernel K intersects each TI , I ∈ KP , trivially. Hence
K acts freely on ZP , and the quotient ZP /K is a 2n-dimensional manifold with an
action of the torus Tm/K ∼= Tn.
To prove the second statement, we identify ZP with the quotient P × Tm/∼,
see Section 6.2. Then the projection ZP → ZP /K is identified with the projection
ZP = P × Tm/∼ → P × Tn/∼,
induced by the homomorphism expΛ : Tm → Tn. By Construction 7.3.5, the quo-
tient P × Tn/∼ is the canonical quasitoric manifold M(P,Λ). 
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Definition 7.3.13. Using Proposition 7.3.12 we obtain a smooth structure on
the canonical model M(P,Λ) as the quotient of the smooth manifold ZP by the
smooth action of K(Λ), with the induced smooth action of the n-torus Tm/K(Λ).
We refer to this smooth structure on M(P,Λ) and on any quasitoric manifold
equivalent to it as canonical.
Now let p : ZP → P be the projection, and consider the submanifolds p−1(Fi) ⊂
ZP corresponding to facets Fi of P (see Exercise 6.2.13). The submanifold p−1(Fi)
is fixed by the ith coordinate subcircle in Tm. Denote by Ci the space of the
1-dimensional complex representation of the torus Tm induced from the standard
representation in Cm by the projection Cm → Ci onto the ith coordinate. Let
ZP ×Ci → ZP be the trivial complex line bundle; we view it as an equivariant Tm-
bundle with diagonal action of Tm. Then the restriction of the bundle ZP × Ci →
ZP to the invariant submanifold p−1(Fi) is Tm-isomorphic to the normal bundle
of the embedding p−1(Fi) ⊂ ZP . By taking quotient with respect to the diagonal
action of K = K(Λ) we obtain a T n-equivariant complex line bundle
(7.7) ρi : ZP ×K Ci → ZP /K =M(P,Λ)
over the quasitoric manifold M =M(P,Λ). The restriction of the bundle ρi to the
characteristic submanifold p−1(Fi)/K =Mi is isomorphic to the normal bundle of
Mi ⊂ M (an exercise). The resulting complex structure on this normal bundle is
the one defined by the omniorientation of M(P,Λ).
Theorem 7.3.14 ([90, Theorem 6.6]). There is the following isomorphism of
real T n-bundles over M =M(P,Λ):
(7.8) TM ⊕ R2(m−n) ∼= ρ1 ⊕ · · · ⊕ ρm;
here R2(m−n) denotes the trivial real 2(m− n)-dimensional T n-bundle over M .
Proof. The proof given here differs from that of [90]: we use the equivariant
framing of ZP coming from its realisation by an intersection of quadrics, see Sec-
tion 6.2. Let iZ : ZP → Cm be the Tm-equivariant embedding, see (6.2). We have
a Tm-equivariant decomposition
(7.9) T ZP ⊕ ν(iZ) = ZP × Cm
obtained by restricting the tangent bundle T Cm to ZP . The normal bundle ν(iZ)
is Tm-equivariantly trivial by Theorem 6.1.3, and ZP × Cm is isomorphic, as a
Tm-bundle, to the sum of line bundles ZP × Ci, 1 6 i 6 m. Further, we have
(7.10) T ZP = q∗(TM)⊕ ξ,
where ξ is the tangent bundle along the fibres of the principal K-bundle q : ZP →
ZP /K = M , see [300, Corollary 6.2]. The bundle ξ is induced by the projection
q from the vector bundle over M associated with the principal bundle ZP → M
through the adjoint representation of the Lie group K; since K is abelian, this bun-
dle is trivial. Taking quotient of identity (7.9) by the action of K and using (7.10),
we obtain a decomposition
(7.11) TM ⊕ (ξ/K)⊕ (ν(iZ)/K) ∼= ZP ×K Cm.
As we have seen above, both ξ and ν(iZ) are trivial Tm-bundles, so that (ξ/K)⊕
(ν(iZ)/K) ∼= R2(m−n). Also, ZP ×K Cm ∼= ρ1 ⊕ · · · ⊕ ρm as T n-bundles. 
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The isomorphism of Theorem 7.3.14 gives us an isomorphism of the stable
tangent bundle of M with a complex vector bundle: this is the setup for a stably
complex structure (see Definition D.6.1).
Corollary 7.3.15. An omnioriented quasitoric manifold M has a canonical
T n-invariant stably complex structure cT defined by the isomorphism of (7.8).
The corresponding bordism classes [M ] ∈ ΩU2n will be studied in Section 9.5.
Example 7.3.16. Let us see which stably complex structures we can obtain
from different omniorientations on the simplest quasitoric manifold S2 over the
segment I1 using Theorem 7.3.14. The standard complex structure of CP 1 has
the characteristic matrix (1 −1). The group K is the diagonal circle {(t, t)} ⊂ T2,
and (7.11) becomes the standard decomposition
T CP 1 ⊕ C ∼= S3 ×K C2 = η¯ ⊕ η¯,
where η is the tautological and η¯ is the canonical line bundle, see Exercise B.3.6.
On the other hand, there is an omniorientation of S2 corresponding to the
characteristic matrix (1 1). Then K = {(t−1, t)} ⊂ T2, and (7.11) becomes
T S2 ⊕ R2 ∼= S3 ×K C2 = η ⊕ η¯,
which is the trivial stably complex structure on S2 (see Example D.3.1).
Weights and signs at fixed points. Any fixed point v of the T n-action on a
quasitoric manifold M is isolated. It can be obtained as an intersection Mj1 ∩ · · · ∩
Mjn of n characteristic submanifolds and corresponds to a vertex Fj1 ∩ · · · ∩Fjn of
the polytope P . Therefore, the tangent space to M at v decomposes into the sum
of normal spaces to Mjk for 1 6 k 6 n:
(7.12) TvM = (ρj1 ⊕ · · · ⊕ ρjn)|v.
We use this decomposition to identify TvM with Cn; then the tangent space to Mjk
is given in the corresponding coordinates (z1, . . . , zn) by the equation zk = 0. The
representation of the torus T n in the tangent space TvM ∼= Cn is determined by its
set of weights wk(v) ∈ Zn, 1 6 k 6 n. Namely, for t = (e2πiϕ1 , . . . , e2πiϕn) ∈ T n
and z = (z1, . . . , zn) ∈ TvM , we have
t ·z = (e2πi〈w1(v), ϕ〉z1, . . . , e2πi〈wn(v), ϕ〉zn),
where ϕ = (ϕ1, . . . , ϕn) ∈ Rn. The weights can be found from the combinatorial
quasitoric pair (P,Λ) using the following statement:
Proposition 7.3.17. Let M =M(P,Λ) be a quasitoric manifold. The weights
w1(v), . . . ,wn(v) of the tangent representation of T
n at a fixed point v = Mj1 ∩
· · · ∩Mjn are given by the columns of the square matrix Wv satisfying the identity
W tv Λv = I.
In other words, {w1(v), . . . ,wn(v)} is the lattice basis conjugate to {λj1 , . . . , λjn}.
Proof. First, note that the local standardness of the action implies that
{w1(v), . . . ,wn(v)} is a lattice basis. (The fact that {λj1 , . . . , λjn} is a lattice
basis is expressed by identity (7.4).)
Since the one-parameter subgroup TFjk ⊂ T n (see (7.3)) fixes the hyperplane
zk = 0 tangent to Mjk , we obtain that 〈w i(v), λjk 〉 = 0 for i 6= k. Therefore, W tvΛv
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is a diagonal matrix. Now, the columns of both Wv and Λv are lattice bases, which
implies 〈wk(v), λjk 〉 = ±1 for 1 6 k 6 n.
On the other hand, the complex structure on the line bundle ρjk comes from
the orientation induced by the action of the one-parameter subgroup of T n corre-
sponding to the vector λjk . Hence 〈wk(v), λjk 〉 > 0 for 1 6 k 6 n. 
The signs of the fixed points defined by the T n-invariant stably complex struc-
ture on M (see Definition D.6.2) can be calculated in terms of the combinatorial
quasitoric pair (P,Λ) as follows:
Lemma 7.3.18. Let v =Mj1 ∩ · · · ∩Mjn be a fixed point.
(a) In terms of decomposition (7.12), we have σ(v) = 1 if the orientation
of the space TvM determined by the orientation of M coincides with the
orientation of the space (ρj1 ⊕ · · · ⊕ ρjn)|v determined by the orientation
of the line bundles ρjk , 1 6 k 6 n. Otherwise, σ(v) = −1.
(b) In terms of the combinatorial quasitoric pair (P,Λ), we have
σ(v) = sign
(
det(λj1 , . . . , λjn) det(aj1 , . . . ,ajn)
)
,
where aj1 , . . . ,ajn are inward-pointing normals to the facets Fj1 , . . . , Fjn .
Proof. To prove (a), we note that the complex line bundle ρi is trivial over the
complement to Mi in M . Therefore, the nontrivial part of the T
n-representation
(ρ1⊕ · · ·⊕ ρm)|v is exactly (ρj1 ⊕ · · ·⊕ ρjn)|v. This implies that the composite map
in Definition D.6.2 is given by
(7.13) TvM → (ρj1 ⊕ · · · ⊕ ρjn)|v.
To prove (b), we write map (7.13) in coordinates. To do this, we identify Cm
with R2m by mapping a point (z1, . . . , zm) ∈ Cm to (x1, . . . , xm, y1, . . . , ym) ∈ R2m,
where zk = xk + iyk. Using decomposition (7.11), we obtain that the map
TvM → TvM ⊕ R2(m−n) cT−→ (ρ1 ⊕ · · · ⊕ ρm)|v ∼= R2m
from Definition D.6.2 is given by the 2m× 2n-matrix(
At 0
0 Λt
)
where A denotes the n ×m-matrix with columns vectors a i defined by presenta-
tion (1.1) of the polytope P . Map (7.13) is obtained by restricting to the submatri-
ces of At and Λt formed by rows with numbers j1, . . . jn, which implies the required
formula for the sign. 
Example 7.3.19. Let VP be the projective toric manifold corresponding to a
simple lattice polytope P given by (1.1). Then λi = ai for 1 6 i 6 m. Proposi-
tion 7.3.17 implies that the weights w1(v), . . . ,wn(v) of the tangent representation
of the torus at a fixed point v ∈ VP are the primitive vectors along the edges of P
pointing out of v. Furthermore, Lemma 7.3.18 implies that σ(v) = 1 for all v.
For a general quasitoric manifold, the weights w1(v), . . . ,wn(v) are not vec-
tors along edges. However, by Proposition 7.3.17, there is a natural one-to-one
correspondence
(7.14) {oriented edges of P}
↔ {weights of the tangential T n-representations at fixed points}.
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Under this correspondence, an edge e coming out of a vertex v = Fj1 ∩· · ·∩Fjn ∈ P
maps to wk(v), where Fjk is the unique facet containing v and not containing e
and wk(v) is the kth vector of the conjugate basis of λj1 , . . . , λjn .
Lemma 7.3.20. Let e1, . . . , en be vectors along the edges coming out of a ver-
tex v ∈ P , and let w1(v), . . . ,wn(v) be the corresponding weights. Then there is the
following formula for the sign of the vertex:
σ(v) = sign
(
det(w1(v), . . . ,wn(v)) det(e1, . . . , en)
)
.
Proof. This follows from Lemma 7.3.18 and the fact that {w1(v), . . . ,wn(v)}
is the conjugate basis of {λj1 , . . . , λjn}, while the vectors {e1, . . . , en} can be scaled
so that they form the conjugate basis of {aj1 , . . . ,ajn}. 
Remark. Formulae of Lemmata 7.3.18 and 7.3.20 can be rephrased as the
following practical rule for calculation of signs, which will be used below. Write
the vectors λj1 , . . . , λjn (respectively, w1(v), . . . ,wn(v)) into a square matrix in
the order given by the orientation of P , that is, in such a way that inward-pointing
normals of the corresponding facets (respectively, vectors along the corresponding
edges) form a positive basis of Rn. Then the determinant of this matrix is σ(v).
In other words, assuming that the weights w1(v), . . . ,wn(v) are ordered so that
vectors along their corresponding edges form a positive basis, we can rewrite the
formula of Lemma 7.3.20 as
(7.15) σ(v) = det(w1(v), . . . ,wn(v)).
Example 7.3.21. The complex projective plane CP 2 has the standard stably
complex complex structure coming from the bundle isomorphism
T (CP 2)⊕ C ∼= η¯ ⊕ η¯ ⊕ η¯,
where η is the tautological line bundle. The orientation is determined by the com-
plex structure. The toric manifold CP 2 corresponds to the lattice 2-simplex ∆2
with vertices (0, 0), (1, 0) and (0, 1). The column vectors λ1, λ2, λ3 of the matrix
Λ are the primitive inward-pointing normals to the facets (i.e. they coincide with
the vectors a1,a2,a3 for the standard presentation of ∆
2). The weights of the
tangential T 2-representation at a fixed point are the primitive vectors along the
edges coming out of the corresponding vertex. This is shown in Fig. 7.1. We have
σ(v1) = σ(v2) = σ(v3) = 1.
Example 7.3.22. Now consider CP 2 with the omniorientation defined by the
three vectors λ1, λ2, λ3 in Fig. 7.2. This omniorientation differs from the previous
one by the sign of λ3. The stably complex structure is defined by the isomorphism
T (CP 2)⊕ R2 ∼= η¯ ⊕ η¯ ⊕ η.
Using formula (7.15), we calculate
σ(v1) =
∣∣∣∣1 00 1
∣∣∣∣ = 1, σ(v2) = ∣∣∣∣−1 11 0
∣∣∣∣ = −1, σ(v3) = ∣∣∣∣0 11 −1
∣∣∣∣ = −1.
If the omniorientation of M comes from a T n-invariant almost complex struc-
ture, then all signs of fixed points are positive because the two orientation in (7.12)
coincide. As we shall see below in this section, the top Chern number of the stably
complex structure of an omnioriented quasitoric manifold M is equal to the sum
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❅
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❅
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❅
❅
❅
❅
❅
❅
❅
❅
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✥✛
v1 (1, 0) (−1, 0) v2
λ2 = (0, 1)
(0, 1)
λ1 = (1, 0)
(0,−1)
v3
(1,−1)
(−1, 1)
λ3 = (−1,−1)
Figure 7.1. T (CP 2)⊕ C ∼= η¯ ⊕ η¯ ⊕ η¯
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
✧✦
✥✛
v1 (1, 0) (1, 0) v2
λ2 = (0, 1)
(0, 1)
λ1 = (1, 0)
(0, 1)
v3
(1,−1)
(−1, 1)
λ3 = (1, 1)
Figure 7.2. T (CP 2)⊕ C ∼= η¯ ⊕ η¯ ⊕ η
of signs of fixed points: cn[M ] =
∑
v∈M σ(v). On the other hand, the Euler char-
acteristic χ(M) is equal to the number of fixed points. Therefore, the positivity of
all signs is equivalent to the condition cn[M ] = χ(M). According to the classical
result of Thomas [306], this condition is sufficient for a stably complex manifold
M to be almost complex. The following result of Kustarev shows that this almost
complex structure can be made T n-invariant:
Theorem 7.3.23 ([190]). A quasitoric manifold M admits a T n-invariant al-
most complex structure if and only if it admits an omniorientation in which all
signs of fixed points are positive.
Theorem 7.3.23 allows one to construct an invariantly almost complex qua-
sitoric manifold which is not toric (see Exercise 7.3.34 below). Such an almost
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complex structure cannot be integrable. Indeed, according to the result of Ishida–
Karshon [171] (Theorem 6.6.8, see also [172]), a quasitoric manifold with an in-
variant complex structure is biholomorphic to a compact toric variety.
Cohomology ring and characteristic classes. The cohomology ring
H∗(M) of a quasitoric manifold M has the same structure as the cohomology
ring of a nonsingular compact toric variety (see Theorem 5.3.1). In particular, the
ring H∗(M) is generated by two-dimensional classes vi dual to the characteristic
submanifolds (or equivalently, by the first Chern classes of line bundles ρi from
Theorem 7.3.14). The elements vi satisfy two types of relations: monomial rela-
tions coming from the face ring of the polytope P and linear relations coming from
the characteristic matrix Λ.
Let M =M(P,Λ) be an omnioriented quasitoric manifold, and let π : M → P
be the projection onto the orbit space. We start by describing a canonical cell
decomposition of M with only even-dimensional cells. It was first constructed by
Khovanskii [183] for toric manifolds.
Construction 7.3.24. Recall the ‘Morse-theoretic’ arguments used in the
proof of the Dehn–Sommerville relations (Theorem 1.3.4). There we turned the
1-skeleton of P into an oriented graph and defined the index ind(v) of a vertex
v ∈ P as the number of incoming edges. The incoming edges of v span a face Gv of
dimension ind(v). Denote by Ĝv the subset obtained by removing from Gv all faces
not containing v. Then Ĝv is homeomorphic to R
ind(v)
> and is contained in the open
set Uv ⊂ P from Example 7.1.4.4. The preimage ev = π−1Ĝv is homeomorphic to
Cind(v) and the union of subsets ev ⊂ M over all vertices v ∈ P defines a cell de-
composition of M . Observe that all cells have even dimension, and the closure of
the cell ev is the quasitoric submanifold π
−1(Gv) ⊂M .
Proposition 7.3.25. The homology groups of a quasitoric manifold M =
M(P,Λ) vanish in odd dimensions, and therefore are free abelian in even dimen-
sions. Their ranks (Betti numbers) are given by
b2i(M) = hi(P ),
where hi(P ), i = 0, 1, . . . , n, are the components of the h-vector of P .
Proof. The rank of H2i(M ;Z) is equal to the number of 2i-dimensional cells
in the above cell decomposition. This number is equal to the number of vertices of
index i, which is hi(P ) by the argument from the proof of Theorem 1.3.4. 
Now consider the face ring Z[P ] (see Section 3.1) and define its elements
(7.16) ti = λi1v1 + · · ·+ λimvm ∈ Z[P ], 1 6 i 6 n,
corresponding to the rows of the characteristic matrix Λ.
Lemma 7.3.26. The elements t1, . . . , tn form a linear regular sequence (an lsop)
in the ring Z[P ]. Conversely, any lsop (7.16) in the ring Z[P ] defines a combina-
torial quasitoric pair (P,Λ).
Proof. Since Z[P ] is a Cohen–Macaulay ring (Corollary 3.3.13), any lsop is a
regular sequence by Proposition A.3.12. So it is enough to show that t1, . . . , tn is an
lsop. Condition (7.4) implies that for any vertex v = Fj1 ∩ · · · ∩Fjn the restrictions
of the elements t1, . . . , tn form a basis in the linear part of the polynomial ring
Z[vj1 , . . . , vjn ]. By Lemma 3.3.1, this condition specifies lsop’s in the ring Z[P ]. 
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Theorem 7.3.27 ([90]). Let M = M(P,Λ) be a quasitoric manifold with Λ =
(λij), 1 6 i 6 n, 1 6 j 6 m. The cohomology of M is given by
H∗(M) = Z[v1, . . . , vm]/I,
where vi ∈ H2(M) is the class dual to the characteristic submanifold Mi, and I is
the ideal generated by elements of the following two types:
(a) vi1 · · · vik whenever Mi1 ∩ · · · ∩Mik = ∅ (the Stanley–Reisner relations);
(b) the linear forms ti = λi1v1 + · · ·+ λimvm, 1 6 i 6 n.
In other words, H∗(M) is the quotient of the face ring Z[P ] by the ideal gen-
erated by linear forms (7.16). We shall prove a more general result, covering both
Theorem 5.3.1 and Theorem 7.3.27, in the next section (see Theorem 7.4.35).
If the matrix Λ has refined form (7.6), then the linear relations between the
cohomology classes can be written as
(7.17) vi = −λi,n+1vn+1 − · · · − λi,mvm, 1 6 i 6 n.
It follows that the classes vn+1, . . . , vm multiplicatively generate the ring H
∗(M).
If the cohomology ring of a manifold is not generated by two-dimensional
classes, then the manifold does not support a torus action turning it into a qu-
asitoric manifold. For example, complex Grassmanians (except complex projective
spaces) are not quasitoric.
Remark. The structure of the cohomology ring of M given in Theorem 7.3.27
allows one to describe H∗(M) as a module over the Steenrod algebra. Furthermore,
the ring E∗(M) can be described easily for any complex-oriented cohomology the-
ory E∗. We shall give such a description for the complex cobordism ring Ω∗U (M)
and the action of the Landweber–Novikov algebra in Chapter 9.
The Chern classes of the stably complex structure on M (see Corollary 7.3.15)
can be also described easily:
Theorem 7.3.28. Let (M, cT ) be a quasitoric manifold with the canonical sta-
bly complex structure defined by an omniorientation. Then, in the notation of
Theorem 7.3.27, we have the following expression for the total Chern class:
c(M) = 1 + c1(M) + · · ·+ cn(M) = (1 + v1) · · · (1 + vm) ∈ H∗(M).
The homology class dual to ck(M) ∈ H2k(M) is represented by the sum of the
submanifolds π−1(G) ⊂M corresponding to all (n− k)-dimensional faces G ⊂ P .
Proof. The first statement holds since the stably complex structure on M is
defined by the isomorphism with the complex bundle ρ1⊕· · ·⊕ρm, and c(ρi) = 1+vi,
1 6 i 6 m. To prove the second statement, note that
ck(M) =
∑
16j1<···<jk6m
vj1 · · · vjk ∈ H2k(M).
Here summands vj1 · · · vjk for which Fj1 ∩· · ·∩Fjk = ∅ are zero by Theorem 7.3.27,
and the remaining summands are dual to the submanifolds π−1(G), where G =
Fj1 ∩ · · · ∩ Fjk is a (n− k)-dimensional face. 
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Exercises.
7.3.29. For any 2- or 3-dimensional simple polytope P , there exists a quasitoric
manifold over P . (Hint: use the modelM(P, λ) and the 4-colour Theorem, cf. [90].)
7.3.30. Let P be the dual of a 2-neighbourly (e.g., cyclic) simplicial polytope
of dimension n > 4 with m > 2n vertices. Then there is no quasitoric manifold
over P . (Hint: use the argument from Example 3.3.4.)
7.3.31. Let M = M(P,Λ) be a quasitoric manifold and ρi the complex line
bundle overM defined by (7.7). Show that the restriction of ρi to the characteristic
submanifold Mi is isomorphic to the normal bundle of Mi, and the restriction of ρi
to the complement M \Mi is trivial.
7.3.32. Calculate the signs of the fixed points for the two omniorientations on S2
in Example 7.3.16 and compare this with the sign calculation from Example D.6.3.
7.3.33. Let M be a quasitoric manifold over an n-polytope P and let ZP
be the corresponding moment-angle manifold. Show that the Borel constructions
ET n ×Tn M and ETm ×Tm ZP are homotopy equivalent. Deduce that the equi-
variant cohomology H∗Tn(M) is isomorphic to the face ring Z[P ].
7.3.34. Let (P,Λ) be the quasitoric pair shown in Fig. 7.3. Show that the
corresponding quasitoric manifold M(P,Λ) admits a T 2-invariant almost complex
structure, but is not homeomorphic to a toric variety. (Hint: read Section 9.5.)
◗
◗
◗◗
✑
✑
✑✑
✑
✑
✑✑
◗
◗
◗◗
✒✑
✏✛
(−1,−1)
(0,1) (1,0)
(1,0) (0,1)
(−1,−1)
Figure 7.3. A quasitoric manifold over a hexagon.
7.3.35. The complex GrassmanianGrk(Cn) of k-planes in Cn with 2 6 k 6 n−2
does not support a torus action turning it into a (quasi)toric manifold.
7.3.36. Let M be an omnioriented quasitoric manifold over a polytope P . Let
x = Fi1 ∩ · · · ∩ Fin be a vertex of P written as an intersection of n facets; it
corresponds to fixed point x of M . Show that〈
vi1vi2 · · · vin , [M ]
〉
= σ(x),
where vi ∈ H2(M) is the generator corresponding to Fi (see Theorem 7.3.27),
[M ] ∈ H2n(M) is the fundamental homology class of the oriented manifold M , and
σ(x) is the sign of x (see Lemma 7.3.18).
7.3.37. The top Chern number of M is given by 〈cn(M), [M ]〉 =
∑
v∈P σ(v)
where the sum is taken over all vertices v of P . (Hint: use Theorem 7.3.28.)
7.3.38. Show that if M is a toric manifold, then c1(M) 6= 0. Given an example
of an omnioriented quasitoric manifold M with c1(M) = 0.
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7.4. Locally standard T -manifolds and torus manifolds
In this section we consider two closely related classes of half-dimensional torus
actions on even-dimensional manifolds.
Definition 7.4.1. A locally standard T -manifold is a smooth connected closed
orientable 2n-dimensional manifold M with a locally standard action of an n-
dimensional torus T = T n.
The orbit space Q =M/T of a locally standard T -manifold is a manifold with
corners, but, unlike the case of quasitoric manifolds, it may fail to be a simple
polytope. For example, a free smooth T -action with dimM = 2dimT is locally
standard, but the quotient Q does not have faces at all. The richer is the com-
binatorics of Q, the more information about the topology of M can be retrieved
from this combinatorics. The easiest way to make the combinatorics of the orbit
space Q ‘rich enough’ is to require the existence of T -fixed points, or 0-faces of Q;
then the local standardness condition would also imply the existence of faces of all
dimensions between 0 and n. We therefore come to the following definition:
Definition 7.4.2. A torus manifold is a smooth connected closed orientable
2n-dimensional manifold M with an effective smooth action of an n-torus T such
that the fixed point set MT is nonempty.
Since M is connected, the T -action is effective and dimM = 2dimT , it follows
that the fixed point set MT is isolated. Indeed, the tangential T n-representation at
a fixed point is faithful (Exercise B.3.8), which implies that this normal space has
dimension at least 2n. Furthermore, MT is finite because M is compact. So the
last condition in the definition above only excludes the possibility when the number
of fixed points is zero.
Torus manifolds were introduced and studied in the works [206], [153], [154]
of Hattori and Masuda. Homological aspects of this study which we present here
were developed in [209] and [204].
The classes of locally standard T -manifolds and torus manifolds contain both
toric and quasitoric manifolds in their intersection (see Section 7.6). Quasitoric
manifolds are examples with the most regular structure of the orbit space: a simple
polytope is contractible as a topological space, and the topology of the manifold is
described fully in terms of the combinatorics of faces. In general, the topology of
a locally standard T -manifold depends not only on the combinatorics of the orbit
space, but also on its topology. However, even orbit spaces with trivial topology
may have combinatorics more complicated than that of a polytope. Examples are
simplicial posets reviewed in Sections 2.8 and 3.5.
Even in the case of toric manifolds, we have encountered with combinatorial
structures more general than simple polytopes. As we have seen in Section 7.2,
the orbit space Q = V/T of a nonsingular compact toric variety V is a manifold
with corners in which all faces, including Q itself, are acyclic, and all nonempty
intersections of faces are connected. We refer to such a manifold with corners as a
homology polytope. It is a genuine polytope when the toric manifold is projective,
but in general Q may be not combinatorially equivalent to a convex polytope (see
the discussion in Section 7.6). As a result, the class of quasitoric manifolds does
not include all nonsingular compact toric varieties (toric manifolds), which is not
very convenient. At the same time, one could expect that all topological properties
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characterising quasitoric manifolds also hold in a more general situation when the
orbit space is a homology (rather than combinatorial) polytope. This is indeed the
case, as is seen by the results of this section.
The cohomology ring of a locally standard T -manifold M is generated by its
degree-two elements if and only if the orbit space Q is a homology polytope (Theo-
rem 7.4.41). In this case, the cohomology ring has the structure familiar from toric
geometry: H∗(M) is isomorphic to the quotient of the face ring of the orbit space
Q by an ideal generated by certain linear forms.
More generally, we consider T -manifoldsM whose cohomology vanishes in odd
dimensions. Such a T -manifold necessarily has a fixed point (Lemma 7.4.4), and
is locally standard whenever dimM = 2dimT (Theorem 7.4.14). Therefore, under
the condition Hodd(M) = 0, the classes of locally standard T -manifolds and torus
manifolds coincide. In this case, the equivariant cohomology of M is a free finitely
generated module over the T -equivariant cohomology of point, i.e. over the poly-
nomial ring H∗(BT ) ∼= Z[t1, . . . , tn]. In other words, H∗T (M) is a Cohen–Macaulay
ring. The orbit space of a T -manifold with vanishing odd-degree cohomology is
not necessarily a homology polytope, as is seen from a simple example of a half-
dimensional torus action on an even-dimensional sphere (Example 7.4.11). There is
a more general notion of a face-acyclic manifold with corners Q, in which all faces
are acyclic, but the intersections of faces are not necessarily connected. It turns
out that the odd-degree cohomology of a T -manifold M vanishes if and only if the
orbit space Q is face-acyclic (Theorem 7.4.46). The equivariant cohomology of such
M is isomorphic to the face ring of the simplicial poset of faces of Q (this ring may
no longer be generated in degree two, see Section 3.5).
The proofs use several results from the theory of GKM-manifolds and related
GKM-graphs, whose foundations were laid in the work [129] of Goresky, Kottwitz
and MacPherson. Relationship between this theory and torus manifolds is explored
further in Section 7.9.
Preliminaries: cohomology and fixed points. Here we obtain some pre-
liminary results about torus actions, without assuming that the action is locally
standard. In this subsection M is a closed connected smooth orientable manifold
equipped with an effective smooth action of a torus T of arbitrary dimension.
We denote by MT the set of T -fixed points of M , which is a disjoint union of
finitely many connected submanifolds.
Lemma 7.4.3. There exists a circle subgroup S ⊂ T such that MS =MT .
Proof. According to the standard result [41, Theorem IV.10.5], there is only a
finite number of orbit types of the T -action onM , i.e. only finitely many subgroups
of T appear as the stabilisers of the action. We have MS =MT whenever S is not
contained in any proper stabiliser subgroup G ⊂ T . This condition is obviously
satisfied for a generic circle S ⊂ T . 
Lemma 7.4.4. If Hodd(M ;Q) = 0, then M has a T -fixed point.
Proof. Choose a generic circle S ⊂ T satisfyingMS =MT (see Lemma 7.4.3).
If M does not have T -fixed points, then it also does not have S-fixed points,
which implies that the Euler characteristic χ(M) is zero. On the other hand, if
Hodd(M ;Q) = 0, then χ(M) > 0: a contradiction. 
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The inclusionMT →M induces the restriction map in equivariant cohomology:
(7.18) r : H∗T (M)→ H∗T (MT ) = H∗(BT )⊗H∗(MT ).
The equivariant cohomology H∗T (M) is a H
∗(BT )-module. We denote by H+(BT )
the positive-degree part of H∗(BT ). We shall need the following version of the
‘localisation theorem’:
Theorem 7.4.5. The restriction map r : H∗T (M) → H∗T (MT ) becomes an iso-
morphism when localised at H+(BT ).
For the proof, see [164, p. 40] or [144, Theorem 11.44].
Corollary 7.4.6. The kernel of the restriction map r : H∗T (M) → H∗T (MT )
is a H∗(BT )-torsion module.
Since H∗(BT ) ∼= Z[t1, . . . , tn], we obtain that H∗T (M) is a free H∗(BT )-module
if and only if H∗T (M) is a Cohen–Macaulay ring (note that the H
∗(BT )-module
H∗T (M) is finitely generated, as M is compact). The next statement gives a topo-
logical characterisation of T -manifolds with this property:
Lemma 7.4.7. Assume that MT is finite. Then H∗T (M) is a free H
∗(BT )-
module if and only if Hodd(M) = 0. In this case, H∗T (M)
∼= H∗(BT )⊗H∗(M) as
H∗(BT )-modules.
Proof. Assume that Hodd(M) = 0. Then H∗(M) is torsion-free (an exercise)
and the Serre spectral sequence of the bundle ρ : ET ×T M → BT collapses at E2.
It follows that H∗T (M) = H
∗(ET ×T M) is isomorphic (as a H∗(BT )-module) to
the tensor product H∗(BT )⊗H∗(M), and therefore it is a free H∗(BT )-module.
Assume now that H∗T (M) is a free H
∗(BT )-module. Consider the Eilenberg–
Moore spectral sequence of the bundle ρ : ET ×T M → BT (see Corollary B.4.4).
It converges to H∗(M) and has
E∗,∗2 = Tor
∗,∗
H∗(BT )
(
H∗T (M),Z
)
.
Since H∗T (M) is a free H
∗(BT )-module,
Tor∗,∗H∗(BT )
(
H∗T (M),Z
)
= Tor0,∗H∗(BT )
(
H∗T (M),Z
)
= H∗T (M)⊗H∗(BT ) Z
= H∗T (M)
/(
ρ∗(H+(BT ))
)
.
Hence E0,∗2 = H
∗
T (M)
/
(ρ∗(H+(BT ))) and E−p,∗2 = 0 for p > 0. It follows that the
spectral sequence collapses at E2, and
(7.19) H∗(M) = H∗T (M)
/(
ρ∗(H+(BT ))
)
.
Since H∗T (M) is a free H
∗(BT )-module, the restriction map (7.18) is a monomor-
phism (see Corollary 7.4.6). AsMT is finite, H∗T (M
T ) is a sum of polynomial rings,
hence HoddT (M) = 0. This together with (7.19) implies H
odd(M) = 0. 
We shall be interested in the two special classes of T -manifolds M : those with
vanishing odd-degree cohomology, and those with cohomology generated by the
degree-two classes. Both these cohomological properties are inherited by the fixed
point set MH with respect to the action of any torus subgroup H ⊂ T . This fact
is proved in the next two lemmata; it enables us to use inductive arguments.
Lemma 7.4.8. Let H be a torus subgroup of T , and let N be a connected com-
ponent of MH . If Hodd(M) = 0, then Hodd(N) = 0.
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Proof. Choose a generic circle subgroup S ⊂ H with MS = MH , as in
Lemma 7.4.3. LetG ⊂ S be a subgroup of prime order p. The action ofG onH∗(M)
is trivial, because G is contained in a connected group S. By [41, Theorem VII.2.2],
dimHodd(MG;Zp) 6 dimHodd(M ;Zp). Hence Hodd(MG;Zp) = 0. Repeating the
same argument for the set MG with the induced action of the quotient group S/G
(which is again a circle), we conclude that Hodd(MK ;Zp) = 0 for any p-subgroup
K of S. However, MK = MS = MH if the order of K is sufficiently large, so
we obtain Hodd(MH ;Zp) = 0. Since p is an arbitrary prime, we conclude that
Hodd(MH) = 0. 
Lemma 7.4.9. Let M,H,N be as in Lemma 7.4.8. If the ring H∗(M) is gener-
ated by its degree-two part, then the restriction map H∗(M)→ H∗(N) is surjective;
in particular, the ring H∗(N) is also generated by its degree-two part.
Proof. It suffices to prove that the restriction map H∗(M ;Zp)→ H∗(N ;Zp)
is surjective for any prime p, because Hodd(N) = 0 by Lemma 7.4.8.
The argument below is similar to that used in [41, Theorem VII.3.1]. As in the
proof of Lemma 7.4.8, let S ⊂ H be a generic circle with MS =MH and let G ⊂ S
be a subgroup of prime order p. By [41, Theorem VII.1.5], the restriction map
HkG(M ;Zp) → HkG(MG;Zp) is an isomorphism for sufficiently large k. Hence, for
any connected component N ′ of MG, the restriction r : HkG(M ;Zp)→ HkG(N ′;Zp)
is surjective when k is large. Now consider the commutative diagram
H∗G(M ;Zp)
r−−−−→ H∗G(N ′;Zp) ∼= H∗(BG;Zp)⊗H∗(N ′;Zp)y y
H∗(M ;Zp)
s−−−−→ H∗(N ′;Zp)
.
Choose a basis v1, . . . , vd ∈ H2(M ;Zp); then these elements multiplicatively gener-
ate H∗(M ;Zp). Since Hodd(M ;Zp) = Hodd(MG;Zp) = 0 and χ(M) = χ(MT ) =
χ(MG), it follows that
∑
i dimH
i(M ;Zp) =
∑
i dimH
i(MG;Zp). By [41, Theo-
rem VII.1.6], the Serre spectral sequence of the bundle EG×GM → BG collapses
at E2. Therefore, the vertical map H
∗
G(M ;Zp)→ H∗(M ;Zp) in the above diagram
is surjective. Let ξj ∈ H2G(M ;Zp) be a lift of vj , and wj = s(vj). Let t be a
generator of H2(BG;Zp) ∼= Zp. We have H1(N ′;Zp) = 0 by Lemma 7.4.8, which
together with the commutativity of the diagram above implies r(ξj) = αjt+wj for
some αj ∈ Zp. Now let a ∈ H∗(N ′;Zp) be an arbitrary element. Then tℓa is in the
image of r when ℓ is large, i.e. there exists a polynomial P (ξ1, . . . , ξd) such that
r
(
P (ξ1, . . . , ξd)
)
= tℓa.
On the other hand,
r
(
P (ξ1, . . . , ξd)
)
= P (α1t+ w1, . . . , αdt+ wd) =
∑
k>0
tkQk(w1, . . . , wd)
for some polynomials Qk. Therefore, a = Qℓ(w1, . . . , wd), the restriction map
H∗(M ;Zp)→ H∗(N ′;Zp) is surjective, and H∗(N ′;Zp) is generated by the degree-
two elements w1, . . . , wd.
Now we can repeat the same argument for N ′ with the induced action of
S/G, which is again a circle. We conclude that the restriction map H∗(M ;Zp) →
H∗(N ′;Zp) is surjective for any p-subgroup K of S and any connected component
N ′ of MK . Now, if the order of K is sufficiently large, then MK = MS = MH
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and hence N ′ = N . It follows that the restriction map H∗(M ;Zp)→ H∗(N ;Zp) is
surjective for any connected component N of MH and for arbitrary prime p. 
Characteristic submanifolds. From now on we assume that M is a torus
manifold, i.e. M is closed, connected, smooth and orientatble, dimM = 2dimT =
2n, the T -action is smooth and effective and MT 6= ∅.
A closed connected codimension-two submanifold of M is called characteristic
if it is fixed pointwise by a circle subgroup S ⊂ T . Since MT 6= ∅, there exists at
least one characteristic submanifold (an exercise). Furthermore, any fixed point is
contained in an intersection of some n characteristic submanifolds.
There are finitely many characteristic submanifolds in M , and we shall denote
them by Mi, 1 6 i 6 m. The intersection of any k 6 n characteristic submanifolds
is either empty or a (possibly disconnected) submanifold of codimension 2k fixed
pointwise by a k-dimensional subtorus of T . In particular, the intersection of any
n characteristic submanifolds consists of finitely many T -fixed points.
Since M is orientable, each Mi is also orientable (since it is fixed by a circle
action). We say that M is omnioriented if an orientation is specified for M and for
each characteristic submanifold Mi. There are 2
m+1 choices of omniorientations
on M . In what follows we shall always assume M to be omnioriented. This allows
us to view the circle fixing Mi as an element in the integer lattice Hom(S, T ) ∼= Zn.
Since both M and Mi are oriented, the equivariant Gysin homomorphism
H∗T (Mi) → H∗+2T (M) is defined (see Section B.3). Denote by τi ∈ H2T (M) the
image of 1 ∈ H0T (Mi) under this homomorphism. The restriction of τi to H2T (Mi)
is the equivariant Euler class eT (νi) of the normal bundle νi = ν(Mi ⊂M).
Proposition 7.4.10. Let λi ∈ H2(BT ) be the element corresponding to the
circle subgroup fixing Mi via the identification H2(BT ) = Hom(S, T ).
(a) Let v be a T -fixed point of M , and assume that v is contained in the
intersection Mi1 ∩· · ·∩Min . Then the corresponding elements λi1 , . . . , λin
form a basis of H2(BT ) ∼= Zn. This basis is conjugate to the set of weights
w1(v), . . . ,wn(v) of the tangential T -representation at v.
(b) Let ρ : ET ×T M → BT be the projection. For any t ∈ H2(BT ),
ρ∗(t) =
m∑
i=1
〈t, λi〉τi modulo H∗(BT )-torsion.
Proof. Since the action is effective and M is connected, the tangential T -
representation at v is faithful, so the set of weights {w1(v), . . . ,wn(v)} is a basis of
Hom(T, S) = H2(BT ). The proof of (a) is the same as that of Proposition 7.3.17.
By Theorem 7.4.5, the restriction map (7.18) is an isomorphism after localisa-
tion at H+(BT ). Therefore, to prove (b), we can apply the map r to the both sides
of the identity in question and verify the resulting identity in H∗(BT )⊗H∗(MT ).
We may write r =
⊕
v rv, where rv : H
∗
T (M)→ H∗(BT ) is the map induced by the
inclusion of the fixed point v →M . We have rv(ρ∗(t)) = t and
rv
( m∑
i=1
〈t, λi〉τi
)
=
n∑
k=1
〈t, λik〉eT (νik)|v =
n∑
k=1
〈t, λik 〉wk(v) = t,
where the last identity holds because λi1 , . . . , λin and w1(v), . . . ,wn(v) are conju-
gate bases. 
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Here is an example of a locally standard torus manifold, which is not quasitoric:
Example 7.4.11. Consider the unit 2n-sphere in Cn × R:
S2n =
{
(z1, . . . , zn, y) ∈ Cn × R : |z1|2 + · · ·+ |zn|2 + y2 = 1
}
.
Define a T -action by the formula
(t1, . . . , tn) · (z1, . . . , zn, y) = (t1z1, . . . , tnzn, y).
There are two fixed points (0, . . . , 0,±1) and n characteristic submanifolds given
by {z1 = 0}, . . . , {zn = 0}. The intersection of any k characteristic submanifolds is
connected if k 6 n− 1, and consists of two disjoint fixed points if k = n > 1.
Unlike quasitoric manifolds, some intersections of characteristic submanifolds
are disconnected in the example above. The cohomology ring a quasitoric man-
ifold is generated in degree two (Theorem 7.3.27). The next lemma shows that
this is exactly the condition that guarantees the connectedness of intersections of
characteristic submanifolds.
Lemma 7.4.12. Suppose that H∗(M) is generated in degree two. Then all
nonempty multiple intersections of characteristic submanifolds are connected and
have cohomology generated in degree two.
Proof. By Lemma 7.4.9, the cohomology H∗(Mi) is generated by the degree-
two part and the restriction map H∗(M)→ H∗(Mi) is surjective for any character-
istic submanifold Mi. Then it follows from Lemma 7.4.7 that the restriction map
H∗T (M)→ H∗T (Mi) in equivariant cohomology is also surjective.
Now we prove that multiple intersections are connected. Suppose that Mi1 ∩
· · · ∩ Mik 6= ∅, 1 < k 6 n, and let N be a connected component of this in-
tersection. Since N is fixed by a subtorus, it contains a T -fixed point by Lem-
mata 7.4.4 and 7.4.8. For each i ∈ {i1, . . . , ik}, there are embeddings ϕi : N →Mi,
ψi : Mi →M , and the corresponding equivariant Gysin homomorphisms:
H0T (N)
ϕi!−−−−→ H2k−2T (Mi)
ψi!−−−−→ H2kT (M).
The map ψ∗i : H
∗
T (M) → H∗T (Mi) is surjective, so we obtain ϕi!(1) = ψ∗i (u) for
some u ∈ H2k−2T (M). Now we calculate
(ψi ◦ ϕi)!(1) = ψi!(ϕi!(1)) = ψi!
(
ψ∗i (u)
)
= ψi!(1)u = τiu.
Hence (ψi ◦ ϕi)!(1) is divisible by τi, for each i ∈ {i1, . . . , ik}. By [206, Propo-
sition 3.4] (see also Theorem 7.4.33 below), the degree-2k part of H∗T (M) is ad-
ditively generated by monomials τk1j1 · · · τ
kp
jp
such that Mj1 ∩ · · · ∩Mjp 6= ∅ and
k1 + · · · + kp = k. It follows that (ψi ◦ ϕi)!(1) is a nonzero integral multiple of
τi1 · · · τik ∈ H2kT (M). By the definition of Gysin homomorphism, (ψi ◦ϕi)!(1) maps
to zero under the restriction map H∗T (M)→ H∗T (x) for any point x ∈ (M\N)T . On
the other hand, the image of τi1 . . . τik under the map H
∗
T (M)→ H∗T (x) is nonzero
for any T -fixed point x ∈Mi1∩· · ·∩Mik . Thus, N is the only connected component
of the latter intersection. The fact that H∗(N) is generated by its degree-two part
follows from Lemma 7.4.9. 
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Orbit quotients and manifolds with corners. Let Q =M/T be the orbit
space of a locally standard T -manifold M , and let π : M → Q be the quotient
projection. Then Q is a manifold with corners (see Definition 7.1.3). The facets of
Q are the projections of the characteristic submanifolds: Fi = π(Mi), 1 6 i 6 m.
Faces of Q are connected components of intersections of facets (note that the these
intersections may be disconnected, as in Example 7.4.11). For convenience, we
regard Q itself as a face; all other faces are called proper.
If Hodd(M) = 0, then each face has a vertex by Lemmata 7.4.8 and 7.4.4.
Moreover, if H∗(M) is generated in degree two, then all intersections of facets are
connected by Lemma 7.4.12.
Proposition 7.4.13. The orbit space Q of a locally standard T -manifold is a
nice manifold with corners.
Proof. We need to show that any face G of codimension k in Q is an intersec-
tion of exactly k facets. Let q be a point in the interior of G, and let x ∈ π−1(q). Let
z1, . . . , zn be the coordinates in a locally standard chart containing x. The point
x has exactly k of these coordinates vanishing, assume that these are z1, . . . , zk.
Then, for any i = 1, . . . , k, the equation zi = 0 specifies the tangent space at x to a
characteristic submanifold of M . Therefore, x is contained in exactly k character-
istic submanifolds. Each characteristic submanifold is projected onto a facet of Q,
so that G is contained in exactly k facets. 
Theorem 7.4.14. A torus manifold M with Hodd(M) = 0 is locally standard.
Proof. We first show that there are no nontrivial finite stabilisers for the T -
action onM . Assume the opposite, i.e. there is a point x ∈M with finite nontrivial
stabiliser Tx. Then Tx contains a nontrivial cyclic subgroup G of prime order p.
Let N be the connected component of MG containing x. Since N contains x and
Tx is finite, the principal (i.e. the smallest) stabiliser of the induced T -action on
N is finite. As in the proof of Lemma 7.4.8, it follows from [41, Theorem VII.2.2]
that Hodd(N ;Zp) = 0. In particular, the Euler characteristic of N is non-zero,
hence N has a T -fixed point, say y. The tangential T -representation TyM at y is
faithful, dimM = 2dimT and TyN is a proper T -subrepresentation of TyM . It
follows that there is a nontrivial subtorus T ′ ⊂ T which fixes TyN and does not fix
the complement of TyN in TyM . Then T ′ is the principal stabiliser of N , which
contradicts the above observation that the principal stabiliser of N is finite.
If the stabiliser Tx is trivial, M is obviously locally standard near x. Suppose
that Tx is non-trivial. Then it cannot be finite, i.e. dim Tx > 0. Let H be the
identity component of Tx, and N the connected component of M
H containing x.
By Lemmata 7.4.8 and 7.4.4, N has a T -fixed point, say y. Looking at the tangential
representation at y, we observe that the induced action of T/H on N is effective.
By the previous argument, no point of N has a nontrivial finite stabiliser for the
induced action of T/H , which implies that Tx = H . Now x and y are both in the
same connected submanifold N fixed pointwise by Tx, hence the Tx-representation
TxM agrees with the restriction of the tangential T -representation TyM to Tx. This
implies that M is locally standard near x. 
Recall that a space X is acyclic if H˜i(X) = 0 for any i.
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Definition 7.4.15. We say that a manifold with corners Q is face-acyclic if Q
and all its faces are acyclic. We call Q a homology polytope if it is face-acyclic and
all nonempty multiple intersections of facets are connected.
A simple polytope is a homology polytope. Here is an example that does not
arise in this way:
Example 7.4.16. The torus manifold S2n with the T -action from Exam-
ple 7.4.11 is locally standard, and the map
(z1, . . . , zn, y)→ (|z1|, . . . , |zn|, y)
induces a face preserving homeomorphism from the orbit space S2n/T to the space
{(x1, . . . , xn, y) ∈ Rn+1 : x21 + · · ·+ x2n + y2 = 1, x1 > 0, . . . , xn > 0}.
This manifold with corners is face-acyclic, but is not a homology polytope if n > 1.
Proposition 7.4.10 allows us to define a characteristic map for locally standard
torus manifolds:
(7.20)
λ : {F1, . . . , Fm} → H2(BT ) = Hom(S, T ) ∼= Zn,
Fi 7→ λi.
Given a point q ∈ Q, consider the smallest faceG(q) containing q. This face is a con-
nected component of an intersection of facets Fi1 ∩· · ·∩Fik . We define the subtorus
T (q) ⊂ T generated by the circle subgroups corresponding to λ(Fi1 ), . . . , λ(Fik ),
and the identification space
(7.21) M(Q, λ) = Q× T/∼ where (x, t1) ∼ (x, t2) if t−11 t2 ∈ T (q).
It is easy to see that M(Q, λ) is a closed manifold with a T -action. Here is a
straightforward generalisation of [90, Lemma 1.4] (see Proposition 7.3.6):
Proposition 7.4.17. Let M be a locally standard torus manifold with orbit
space Q, and let λ be the map defined by (7.20). If Q is face-acyclic, then there is
a weakly T -equivariant homeomorphism
M(Q, λ)→M
covering the identity on Q.
Remark. Instead of face-acyclicity, one can only require that the second co-
homology group of each face of Q vanishes, as this is the condition implying the
triviality of torus principal bundles obtained after blowing up the singular strata
of lower dimension.
Face rings of manifolds with corners. Let Q be a nice manifold with
corners. The set of faces of Q containing a given face is isomorphic to the poset
of faces of a simplex. In other words, the faces of Q form a simplicial poset S (see
Definition 2.8.1) with respect to the reverse inclusion. The initial element 0ˆ of this
poset is Q. We refer to this simplicial poset S as the dual of Q; this duality extends
the combinatorial duality between simple polytopes and their boundary sphere
triangulations. The dual poset S is the poset of faces of a simplicial complex K if
and only if all nonempty multiple intersections of facets of Q are connected. In this
case, K is the nerve of the covering of ∂Q by facets.
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Example 7.4.18. Consider the three structures of a manifold with corners on a
disc D2, shown in Fig. 7.4. The manifold with corners shown on the left is not nice.
The middle one is nice and is face-acyclic, but is not a homology polytope. The
right one is homeomorphic to a 2-simplex, so it is a homology polytope. Compare
this with simplicial posets from Example 2.8.2.
✫✪
✬✩s
(1)
✫✪
✬✩
s
s
(2)
✫✪
✬✩
s
ss
(3)
Figure 7.4. 2-disc as a manifold with corners.
Example 7.4.19. Let Q = S2n/T be the orbit space of the torus manifold S2n,
see Examples 7.4.11 and 7.4.16 (the case n = 2 is shown in Fig. 7.4 (2)). Here we
have n facets, the intersection of any k facets is connected if k 6 n − 1, but the
intersection of n facets consists of two points. The dual simplicial cell complex is
obtained by gluing two (n− 1)-simplices along their boundaries.
We can define the face ring of the orbit space Q as the face ring of the dual
simplicial poset (see Definition 3.5.2). However, for reader’s convenience, we give
the definition and state the main properties directly in terms of the combinatorics
of faces of Q. The proofs of the statements in this subsection are obtained by
obvious dualisation of the corresponding statements in Section 3.5.
The intersection of two faces G,H in a manifold with corners can be discon-
nected. We considerG∩H as a set of its connected components and use the notation
E ∈ G ∩ H for connected components E of this intersection. If G ∩H 6= ∅, then
there exists a unique minimal face G ∨H containing both G and H .
Definition 7.4.20. The face ring of a nice manifold with corners Q is the
quotient
Z[Q] = Z[v
G
: G a face]/IQ,
where IQ is the ideal generated by vQ − 1 and all elements of the form
v
G
v
H
− v
G∨H
·
∑
E∈G∩H
v
E
.
In particular, if G ∩H = ∅, then v
G
v
H
= 0 in Z[Q].
The grading is given by deg v
G
= 2 codimG.
Example 7.4.21. Consider the torus action on S2n from Examples 7.4.11
and 7.4.16 and let n = 2. Then Q is a 2-disc with two 0-faces, say p and q,
and two 1-faces, say G and H . Then
Z[Q] = Z[v
G
, v
H
, vp, vq]/(vGvH = vp + vq, vpvq = 0),
where deg v
G
= deg v
H
= 2, deg vp = deg vq = 4. This is the same ring as the one
described in Example 3.5.3.1, but written in the dual notation.
Here is a dualisation of Theorem 3.5.7:
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Theorem 7.4.22. Any element a ∈ Z[Q] can be written uniquely as an integral
linear combination of monomials vi1
G1
vi2
G2
· · · vin
Gn
corresponding to chains of faces
G1 ⊃ G2 ⊃ · · · ⊃ Gn of Q.
Given a vertex v ∈ Q, define the restriction map
sv : Z[Q]→ Z[Q]/(vG : G 6∋ v).
The ring Z[Q]/(v
G
: G 6∋ v) is identified with the polynomial ring Z[v
Fi1
, . . . , v
Fin
]
on n degree-two generators corresponding to the facets Fi1 , . . . , Fin containing v.
Theorem 7.4.23. Assume that each face of Q has a vertex. Then the sum
s =
⊕
v sv of the restriction maps over all vertices v ∈ Q is a monomorphism from
Z[Q] to a direct sum of polynomial rings.
Equivariant cohomology. Here we construct a natural homomorphism from
the face ring Z[Q] to the equivariant cohomology ring H∗T (M) of a locally standard
torus manifold modulo H∗(BT )-torsion. Then we obtain conditions under which
this homomorphism is monic and epic; in particular, we show that Z[Q]→ H∗T (M)
is an isomorphism when Hodd(M) = 0.
Since the fixed point set MT is finite, the restriction map (7.18) defines a map
(7.22) r =
⊕
v∈MT
rv : H
∗
T (M)→ H∗T (MT ) =
⊕
v∈MT
H∗(BT )
to a direct sum of polynomial rings. Its kernel is a H∗(BT )-torsion by Corol-
lary 7.4.6, and r is a monomorphism when Hodd(M) = 0.
The 1-skeleton of Q is an n-valent graph. We identify MT with the vertices
of Q and denote by E(Q) the set of oriented edges. Given an element e ∈ E(Q),
denote the initial point and the terminal point of e by i(e) and t(e), respectively.
Then Me = π
−1(e) is a 2-sphere fixed pointwise by a codimension-one subtorus in
T , and it contains two T -fixed points i(e) and t(e). The 2-dimensional subspace
Ti(e)Me ⊂ Ti(e)M is an irreducible component of the tangential T -representation
Ti(e)M . The same is true for the other point t(e), and the T -representations Ti(e)M
and Tt(e)M are isomorphic. There is a unique characteristic submanifold, say Mi,
intersecting Me at i(e) transversely. The omniorientation defines an orientation for
the normal bundle νi of Mi and, therefore, an orientation of Ti(e)Me. We therefore
can view the representation Ti(e)Me as an element of Hom(T, S) = H2(BT ), and
denote this element by α(e).
Let eT (νi) ∈ H2T (Mi) be the Euler class of the normal bundle, and denote its
restriction to a fixed point v ∈MTi by eT (νi)|v ∈ H2T (v) = H2(BT ). Then
(7.23) eT (νi)|v = α(e),
where e is the unique edge such that i(e) = v and e /∈ Fi = π(Mi). Using the
terminology of [146], we refer to the map
α : E(Q)→ H2(BT ), e 7→ α(e),
as an axial function.
Lemma 7.4.24. The axial function α has the following properties:
(a) α(e¯) = ±α(e) for any e ∈ E(Q), where e¯ denotes e with the opposite
orientation;
(b) for any vertex v, the set αv = {α(e) : i(e) = v} is a basis of H2(BT );
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(c) for e ∈ E(Q), we have αi(e) = αt(e) mod α(e).
Proof. Property (a) follows from the fact that Ti(e)Me and Tt(e)Me are iso-
morphic as real T -representations, and (b) holds since the T -representation Ti(e)M
is faithful. Let Te be the codimension-one subtorus fixing Me. Then the Te-
representations Ti(e)M and Tt(e)M are isomorphic, since the points i(e) and t(e)
are contained in the same connected component Me of M
Te . This implies (c). 
Remark. The original definition of an axial function in [146] requires the
property α(e¯) = −α(e), but we allow α(e¯) = α(e). For example, α(e¯) = α(e) for
the T 2-action on S4 from Example 7.4.11.
Lemma 7.4.25. Given η ∈ H∗T (M) and e ∈ E(Q), the difference ri(e)(η) −
rt(e)(η) is divisible by α(e).
Proof. Consider the commutative diagram of restrictions
H∗T (M) −−−−→ H∗T (i(e))⊕H∗T (t(e)) = H∗(BT )⊕H∗(BT )y y
H∗Te(Me) −−−−→ H∗Te(i(e))⊕H∗Te(t(e)) =H∗(BTe)⊕H∗(BTe)
Since H∗Te(Me) = H
∗(BTe) ⊗ H∗(Me), the two components of the image of η in
H∗(BTe) ⊕ H∗(BTe) above coincide. Then it follows from the commutativity of
the diagram that the restrictions of ri(e)(η) and rt(e)(η) to H
∗(BTe) coincide. Now
the result follows from the fact that the kernel of the restriction map H∗(BT ) →
H∗(BTe) is the ideal generated by α(e). 
The preimage MG = π
−1(G) of a codimension-k face G ⊂ Q is a closed T -
invariant submanifold of M . It is a connected component of an intersection of
k characteristic submanifolds. The omniorientation defines an orientation of MG
and the equivariant Gysin homomorphism H0T (MG) → H2kT (M). Let τG denote
the image of 1 under this homomorphism; it is called the Thom class of MG. The
restriction of τ
G
∈ H2kT (M) to H2kT (MG) is the equivariant Euler class of the normal
bundle ν(MG ⊂M), and rv(τG) = 0 for v /∈ (MG)T . It follows from (7.23) that
(7.24) rv(τG) =
{ ∏
i(e)=v, e6⊂G
α(e) if v ∈ (MG)T ;
0 otherwise.
Define the quotient ring
Ĥ∗T (M) = H
∗
T (M)/H
∗(BT )-torsion.
The restriction map r from (7.22) induces a monomorphism Ĥ∗T (M) → H∗T (MT ),
which we continue to denote by r. In particular, τ
G
= 0 in Ĥ∗T (M) if MG has no
T -fixed points. The next lemma shows that the face ring relations from Defini-
tion 7.4.20 hold in Ĥ∗T (M) with vG replaced by τG .
Lemma 7.4.26. For any two faces G and H of Q, the relation
τ
G
τ
H
= τ
G∨H
·
∑
E∈G∩H
τ
E
holds in Ĥ∗T (M).
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Proof. Since the map r : Ĥ∗T (M) → H∗T (MT ) is injective, it suffices to show
that rv maps both sides of the identity to the same element, for any v ∈MT .
Let v ∈MT . Given a face G ∋ v, set
Nv(G) = {e ∈ E(Q) : i(e) = v, e 6⊂ G},
which may be thought of as the set of directions transverse to G at v. Then we can
rewrite (7.24) as follows:
(7.25) rv(τG) =
∏
e∈Nv(G)
α(e),
where the right hand side is understood to be 1 if Nv(G) = ∅ and to be 0 if v /∈ G.
Assume that v /∈ G∩H ; then either v /∈ G or v /∈ H , and v /∈ E for any E ∈ G∩H .
Hence both sides of the identity from the lemma map to zero by rv. Assume that
v ∈ G ∩H ; then
Nv(G) ∪Nv(H) = Nv(G ∨H) ∪Nv(E),
where E is the connected component of the intersection G ∩ H containing v, and
v /∈ E′ for any other E′ ∈ G∩H . This together with (7.25) implies that both sides
of the identity map to the same element by rv. 
Lemma 7.4.26 implies that the map
Z[v
G
: G a face]→ H∗T (M),
v
G
7→ τ
G
induces a homomorphism
(7.26) ϕ : Z[Q]→ Ĥ∗T (M).
Lemma 7.4.27. The homomorphism ϕ is injective if any face of Q has a vertex.
Proof. We have s = r ◦ ϕ, where s is the algebraic restriction map from
Lemma 7.4.23. Since s is injective, ϕ is also injective. 
The next theorem, which is a particular case of one of the main results of [129],
says that when Hodd(M) = 0, the condition from Lemma 7.4.25 specifies precisely
the image of the equivariant cohomology under the restriction map:
Theorem 7.4.28 ([129], see also [144, Chapter 11]). LetM be a torus manifold
with Hodd(M) = 0. Assume given an element ηv ∈ H∗(BT ) for each v ∈MT . Then
{ηv} ∈
⊕
v∈MT H
∗(BT ) belongs to the image of the restriction map r in (7.22) if
and only if ηi(e) − ηt(e) is divisible by α(e) for any e ∈ E(Q).
Corollary 7.4.29. If Hodd(M) = 0, then the 1-skeleton of any face of Q
(including Q itself) is connected.
Proof. By Theorem 7.4.28, {ηv} ∈
⊕
v∈MT H
0(BT ) belongs to r(H0T (M)) if
ηv is a locally constant function on the 1-skeleton of Q. On the other hand, since
M is connected, the image r(H0T (M)) is isomorphic to Z. Hence the 1-skeleton of
Q is connected. Similarly, the 1-skeleton of any face G of Q is connected, because
MG = π
−1(G) is also a torus manifold with Hodd(MG) = 0 (see Lemma 7.4.8). 
Remark. Connectedness of 1-skeletons of faces of Q can be proven without
referring to Theorem 7.4.28, see the remark after Theorem 7.4.46.
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For a face G ⊂ Q, we denote by I(G) the ideal in H∗(BT ) generated by all
elements α(e) with e ∈ G.
Lemma 7.4.30. Suppose that the 1-skeleton of a face G is connected. Given
η ∈ H∗T (M), if rv(η) /∈ I(G) for some vertex v ∈ G, then rw(η) /∈ I(G) for any
vertex w ∈ G.
Proof. Suppose rw(η) ∈ I(G) for some vertex w ∈ G. Then ru(η) ∈ I(G) for
any vertex u ∈ G joined with w by an edge f ⊂ G, because rw(η)−ru(η) is divisible
by α(f) by Lemma 7.4.25. Since the 1-skeleton of G is connected, rw(η) ∈ I(G) for
any vertex w ∈ G, which contradicts the assumption. 
Lemma 7.4.31. If each face of Q has connected 1-skeleton, then Ĥ∗T (M) is
generated by the elements τ
G
as an H∗(BT )-module.
Proof. Let η ∈ H+T (M) be a nonzero element. Set
Z(η) = {v ∈MT : rv(η) = 0}.
Take v /∈ Z(η). Then rv(η) ∈ H∗(BT ) is nonzero and we can express it as a
polynomial in {α(e) : i(e) = v}, as the latter is a basis of H2(BT ). Let
(7.27)
∏
i(e)=v
α(e)ne , ne > 0
be a monomial entering rv(η) with a nonzero coefficient. Let G be the face spanned
by the edges e with ne = 0. Then rv(η) /∈ I(G) since rv(η) contains mono-
mial (7.27). Hence rw(η) /∈ I(G) (in particular, rw(η) 6= 0) for any vertex w ∈ G,
by Lemma 7.4.30.
On the other hand, it follows from (7.24) that monomial (7.27) can be written
as rv(uGτG) with some uG ∈ H∗(BT ). Set η′ = η − uGτG ∈ H∗T (M). We have
rw(τG) = 0 for any w /∈ G, which implies rw(η′) = rw(η) for w /∈ G. At the
same time, ru(η) 6= 0 for u ∈ G (see above). It follows that Z(η′) ⊃ Z(η). The
number of monomials in rv(η
′) is less than that in rv(η). Therefore, by subtracting
from η a linear combination of elements τ
G
with coefficients in H∗(BT ), we obtain
an element λ such that Z(λ) contains Z(η) as a proper subset. By iterating this
procedure, we end up at an element whose restriction to every vertex is zero. Since
the restriction map r : Ĥ∗T (M)→ H∗T (MT ) is injective, the result follows. 
Theorem 7.4.32. Let M be a locally standard torus manifold with orbit
space Q. If each face of Q has connected 1-skeleton and contains a vertex, then
the monomorphism ϕ : Z[Q]→ Ĥ∗T (M) of (7.26) is an isomorphism.
Proof. The homomorphism ϕ is injective by Lemma 7.4.27. To prove that
ϕ is surjective it suffices to show that Ĥ∗T (M) is generated by the elements τG as
a ring. By Proposition 7.4.10, the group Ĥ2T (M) is generated by the elements τFi
corresponding to the facets Fi. (Note: the notation τi is used for τFi in Propo-
sition 7.4.10.) In particular, any element in H2(BT ) ⊂ Ĥ∗T (M) can be written
as a linear combination of the elements τ
Fi
. Hence any element in H∗(BT ) is a
polynomial in τ
Fi
. The rest follows from Lemma 7.4.31. 
As a corollary we obtain a complete description of the equivariant cohomology
in the case Hodd(M) = 0:
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Theorem 7.4.33 ([209, Corollary 7.6]). LetM be a locally standard T -manifold
with Hodd(M) = 0. Then the equivariant cohomology H∗T (M) is isomorphic to the
face ring Z[Q] of the manifold with corners Q =M/T .
Proof. Indeed, if Hodd(M) = 0, then M is a torus manifold by Lemma 7.4.4.
Furthermore, H∗T (M) is a free H
∗(BT )-module by Lemma 7.4.7, i.e. Ĥ∗T (M) =
H∗T (M). The result follows from Theorem 7.4.32. 
The condition Hodd(M) = 0 can be interpreted in terms of the simplicial poset
S dual to Q as follows:
Lemma 7.4.34. Let M be a torus manifold with quotient Q, and S be the face
poset of Q. Then Hodd(M) = 0 if and only if the following conditions are satisfied:
(a) the ring H∗T (M) is isomorphic to Z[S](= Z[Q]);
(b) Z[S] is a Cohen–Macaulay ring.
Furthermore, the ring H∗(M) is generated in degree two if and only if S is (the
face poset of) a simplicial complex in addition to the above two conditions.
Proof. If Hodd(M) = 0, then H∗T (M)
∼= Z[Q] by Theorem 7.4.33, and Z[S] is
a Cohen–Macaulay ring by Lemma 7.4.7.
Now we prove that Hodd(M) = 0 under conditions (a) and (b). The composite
H∗(BT )
ρ∗−→ H∗T (M) r−→
⊕
v∈MT
H∗(BT ).
is the diagonal map. By Lemma 3.5.8, this implies that ρ∗(t1), . . . , ρ
∗(tn) is an
lsop. Since H∗T (M) is a Cohen–Macaulay ring, any lsop is a regular sequence
(Proposition A.3.12). It follows that H∗T (M) is a free H
∗(BT )-module and hence
Hodd(M) = 0, by Lemma 7.4.7.
It remains to prove the last statement. Assume that H∗(M) is generated in
degree two. By Lemma 7.4.12, all non-empty multiple intersections of facets are
connected. Then S is the nerve of the covering of ∂Q by facets.
Assume that S is a simplicial complex. Then Z[S] is generated in degree two.
Furthermore, H∗T (M)
∼= Z[S] is a free H∗(BT )-module by the first part of the
theorem, whence H∗(M) is a quotient ring of H∗T (M). It follows that H
∗(M) is
also generated by its degree-two part. 
Ordinary cohomology. We can now describe the ordinary cohomology of a
locally standard T -manifold (or torus manifold) with Hodd(M) = 0. This result
generalises the corresponding statements for toric and quasitoric manifolds (Theo-
rems 5.3.1 and 7.3.27):
Theorem 7.4.35. Let M be a locally standard T -manifold with Hodd(M) = 0,
and let Q =M/T be the orbit space. Then there is a ring isomorphism
H∗(M) ∼= Z[vG : G a face of Q]/I,
where I is the ideal generated by elements of the following two types:
(a) v
G
v
H
− v
G∨H
∑
E∈G∩H
v
E
;
(b)
m∑
i=1
〈t, λi〉vFi , for t ∈ H2(BT ).
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Here Fi are the facets of Q, i = 1, . . . ,m, and the element λi ∈ H2(BT ) corresponds
to the circle subgroup fixing the characteristic submanifold Mi = π
−1(Fi).
The Betti numbers are given by the formula
rankH2i(M) = hi, 0 6 i 6 n,
where hi denote the components of the h-vector of the dual simplicial poset S.
Proof. Since the Serre spectral sequence of the bundle ρ : ET ×T M → BT
collapses at E2, the map H
∗
T (M)→ H∗(M) is surjective and its kernel is the ideal
generated by all elements ρ∗(t), t ∈ H2(BT ). Therefore, the statement about the
cohomology ring follows from Proposition 7.4.10 and Theorem 7.4.33.
By Lemma 7.4.7, H∗T (M)
∼= H∗(BT )⊗H∗(M) as H∗(BT )-modules, so we have
the following formula for the Poincare´ series:
F
(
H∗T (M);λ
)
=
∑n
i=0 rankH
2i(M)λ2i
(1− λ2)n .
On the other hand, the Poincare´ series of the face ring Z[Q] is given by Theo-
rem 3.5.9, and the two series coincide by Theorem 7.4.33. This implies the state-
ment about the Betti numbers. 
Example 7.4.36. The equivariant cohomology ring of the torus manifold S4
from Example 7.4.21 is isomorphic to the ring Z[Q] described there. The ordinary
cohomology ring is obtained by taking quotient by the ideal generated by v
G
and v
H
.
Torus manifolds over homology polytopes. Using the previous results on
the equivariant and ordinary cohomology of torus manifolds with Hodd(M) = 0, we
can now proceed to describing the relationship between the cohomology of M and
the cohomology of its orbit space Q. Here we prove Theorem 7.4.41, which gives
a cohomological characterisation of T -manifolds whose orbit spaces are homology
polytopes. In the next subsection we prove that Q is face-acyclic if and only if
Hodd(M) = 0.
Lemma 7.4.37. If Hodd(M) = 0, then H1(Q) = 0.
Proof. We use the Leray spectral sequence of the projection map ET×TM →
M/T = Q onto the second factor. It has Ep,q2 = H
p(M/T ;Hq) whereHq is the sheaf
with stalk Hq(BTx) over a point x ∈ M/T , and the spectral sequence converges
to H∗T (M). Since the T -action on M is locally standard, the isotropy group Tx at
x ∈ M is a subtorus; so Hodd(BTx) = 0. Hence Hodd = 0, in particular, H1 = 0.
Moreover, H0 = Z (the constant sheaf). Therefore, we have E0,12 = 0 and E1,02 =
H1(M/T ), whence H1(M/T ) ∼= H1T (M). On the other hand, since Hodd(M) = 0
by assumption, H∗T (M) is a free H
∗(BT )-module. Therefore, HoddT (M) = 0 by the
universal coefficient theorem. In particular, H1T (M) = 0. 
Lemma 7.4.38. If either
(1) Q is a homology polytope, or
(2) H∗(M) is generated by its degree-two part,
then the dual poset S of Q is (the face poset of) a Gorenstein* simplicial complex.
Proof. Under any of the assumptions (1) or (2), all nonempty multiple inter-
sections of facets of Q are connected, so S is the face poset of the nerve simplicial
complex K of the covering of ∂Q. For simplicity, we identify S with K.
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We first prove that S is Gorenstein* under assumption (1). According to The-
orem 3.4.2, it is enough to show that the link lk σ of any simplex σ ∈ K, has
homology of a sphere of dimension dim lk σ = n−2−dimσ. If σ = ∅ then lk σ is K
itself, and it has homology of an (n− 1)-sphere, since Q is a homology polytope. If
σ 6= ∅ then lk σ is the nerve of a face of Q. Since any face of Q is again a homology
polytope, lk σ has homology of a sphere of dimension dim lkσ.
Now we prove that K is Gorenstein* under assumption (2). By Exercise 3.4.10,
it is enough to show that
(a) K is Cohen–Macaulay;
(b) every (n− 2)-dimensional simplex is contained in exactly two (n− 1)-di-
mensional simplices;
(c) χ(K) = χ(Sn−1).
Condition (a) follows from Lemma 7.4.34. By definition, every k-dimensional
simplex of K corresponds to a set of k + 1 characteristic submanifolds with
nonempty intersection. By Lemma 7.4.12, the intersection of any n characteris-
tic submanifolds is either empty or consists of a single T -fixed point. This means
that (n − 1)-simplices of K are in one-to-one correspondence with T -fixed points
of M . Now, each (n − 2)-simplex of K corresponds to a non-empty intersection
of n− 1 characteristic submanifolds of M . The latter intersection is connected by
Lemma 7.4.12, so it is a 2-sphere. Every 2-sphere contains exactly two T -fixed
points, which implies (b). Finally, (c) is just the equation h0 = hn, which is valid
as hn = rankH
2n(M) = 1. 
Consider the order complex ord(S) (see Definition 2.3.6) and denote by C its
geometric realisation. Then C is the cone over |S|. The space C has a face structure,
as in the proof of Theorem 4.1.4. Namely, for each simplex σ ∈ ord(S) we denote by
Cσ the geometric realisation of the simplicial complex stσ = {τ ∈ ord(S) : σ ⊂ τ}.
If σ has dimension (k− 1), then we say that Cσ is a codimension-k face of C. Each
facet Ci (a face of codimension one) is the star of a vertex of ord(S), as in (4.4).
A face of codimension k is a connected component of an intersection of k facets.
Since any face is a cone, it is acyclic.
Although the face posets of C and Q coincide, the spaces themselves are dif-
ferent: faces Cσ are defined abstractly and they are contractible (being cones), but
faces of Q may be not contractible even when Q is a homology polytope. Neverthe-
less, we can define the characteristic map λ for the face structure of C by (7.20),
and define a T -space
M(C, λ) = C × T/∼
by analogy with (7.21). Since C may be not a manifold with corners, the space
M(C, λ) is not a manifold in general. By a straightforward generalisation of Propo-
sition 7.3.12, the space M(C, λ) can be identified with the quotient ZS/K of the
moment-angle complex corresponding to S (see Section 4.10) by a freely acting
torus of dimension (m− n).
Proposition 7.4.39. We have H∗T (M(C, λ))
∼= Z[S].
Proof. We have H∗Tm(ZS) ∼= Z[S] by Exercise 4.10.9. Now, H∗Tm(ZS) ∼=
H∗T (M(C, λ)), because M(C, λ)
∼= ZS/K and T = Tm/K. 
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Proposition 7.4.40. There is a face-preserving map Q→ C, which is covered
by a T -equivariant map
Φ: M(Q, λ)→M(C, λ).
Proof. The map Q→ C is constructed inductively; we start with a bijection
between vertices, and the extend the map to faces of higher dimension. Each face
of C is a cone, there are no obstructions to such extensions. Since the map Q→ C
preserves the face structure, it is covered by a T -equivariant map
M(Q, λ) = T ×Q/∼ −→ T × C/∼=M(C, λ). 
Now we can prove the main result of this subsection:
Theorem 7.4.41 ([209]). The cohomology of a locally standard T -manifold M
is generated in degree two if and only if the orbit space Q is a homology polytope.
Proof. Assume that Q is a homology polytope. Then M is homeomorphic to
the canonical model M(Q, λ) (Lemma 7.4.17), and we can view the map Φ from
Proposition 7.4.40 as a map M → M(C, λ). For simplicity, we denote M(C, λ) by
MC in this proof. LetMC,i = π
−1(Ci), 1 6 i 6 m, be the ‘characteristic’ subspaces
of MC . We also denote by ∂C the union of all facets Ci of C; topologically, ∂C
is the simplicial cell complex |S|. The T -action is free on MC\ ∪i MC,i and on
M\ ∪i Mi, so we have
H∗T (MC ,∪iMC,i) ∼= H∗(C, ∂C), H∗T (M,∪iMi) ∼= H∗(Q, ∂Q).
Therefore, the map Φ induces a map between exact sequences
(7.28)
−→ H∗(C, ∂C) −−−−→ H∗T (MC) −−−−→ H∗T (∪iMC,i) −→y yΦ∗ y
−→ H∗(Q, ∂Q) −−−−→ H∗T (M) −−−−→ H∗T (∪iMi) −→
Each Mi itself is a torus manifold with quotient homology polytope Fi. Us-
ing induction and the Mayer–Vietoris sequence, we may assume that the map
H∗T (∪iMC,i) → H∗T (∪iMi) above is an isomorphism. By Lemma 7.4.38, ∂C ∼= |S|
has homology of an (n−1)-sphere. HenceH∗(C, ∂C) ∼= H∗(Dn, Sn−1), because C is
the cone over ∂C. We also haveH∗(Q, ∂Q) ∼= H∗(Dn, Sn−1), because Q is a homol-
ogy polytope. Using these isomorphisms, we see from the construction of the map
Φ that the induced map H∗(C, ∂C)→ H∗(Q, ∂Q) is the identity on H∗(Dn, Sn−1).
By applying the 5-lemma to (7.28) we obtain that Φ∗ : H∗T (MC) → H∗T (M) is
an isomorphism. This together with Proposition 7.4.39 implies H∗T (M)
∼= Z[S].
The ring Z[S] is Cohen–Macaulay by Lemma 7.4.38. Therefore, all conditions of
Lemma 7.4.34 are satisfied, and H∗(M) is generated by its degree-two part.
Assume now that that H∗(M) is generated in degree two. Since all nonempty
intersections of characteristic submanifolds are connected and their cohomology
rings are generated in degree two (Lemma 7.4.12), we may assume by induction
that all proper faces of Q are homology polytopes. In particular, the proper faces
are acyclic, whence H∗(∂Q) ∼= H∗(∂C), because both ∂Q and ∂C have acyclic
coverings with the same nerve S. This together with Lemma 7.4.38 implies
(7.29) H∗(∂Q) ∼= H∗(Sn−1).
We need to show that Q itself is acyclic. We first prove the following:
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Claim. H2(Q) = 0.
Proof. The claim is trivial for n = 1. If n = 2 then Q is a surface with
boundary, hence H2(Q) = 0. Now assume n > 3. We consider the equivariant
cohomology exact sequence of pair (M,∪iMi) (the bottom row of (7.28)). All the
maps in the exact sequence are H∗(BT )-module maps. By Lemma 7.4.7, H∗T (M) is
a free H∗(BT )-module. On the other hand, H∗(Q, ∂Q) is finitely generated over Z,
so it is a torsion H∗(BT )-module. It follows that the whole sequence splits into
short exact sequences:
(7.30) 0→ HkT (M)→ HkT (∪iMi)→ Hk+1(Q, ∂Q)→ 0
By setting k = 1 we obtain
H1T (∪iMi) ∼= H2(Q, ∂Q).
The same argument as in Lemma 7.4.37 shows that
H1T (∪iMi) = H1((∪iMi)/T ) = H1(∂Q).
By considering the projection (ET ×M)/T → M/T = Q we conclude that the
coboundary map H1(∂Q)→ H2(Q, ∂Q) is an isomorphism. Therefore, we get the
following fragment of the exact sequence of pair:
0→ H2(Q)→ H2(∂Q)→ H3(Q, ∂Q).
By (7.29), H2(∂Q) ∼= H2(Sn−1), whence H2(Q) = 0 for n > 4. If n = 3, the
coboundary map H2(∂Q) → H3(Q, ∂Q) above is an isomorphism because Q is
orientable by Lemma 7.4.37, whence H2(Q) = 0 again. 
Now we resume the proof of the theorem. We obtain a T -homeomorphism
M → M(Q, λ) (because H2(Q) = 0 and all proper faces are acyclic by the induc-
tive assumption, see the remark after Proposition 7.4.17), and therefore a T -map
Φ: M → MC , as in the proof of the ‘if’ part of the theorem. We consider di-
agram (7.28) again. Using induction and a Mayer–Vietoris argument, we may
assume that H∗T (∪iMC,i) → H∗T (∪iMi) is an isomorphism. By Lemma 7.4.38,
H∗(C, ∂C) ∼= H∗(Dn, Sn−1). The map Q → C used in the construction of Φ
induces a map
(7.31) H∗(Dn, Sn−1) ∼= H∗(C, ∂C)→ H∗(Q, ∂Q),
which is an isomorphism in dimension n. Applying the 5-lemma (Exercise A.1.3)
to (7.28), we obtain that Φ∗ : H∗T (MC) → H∗T (M) is injective. Theorem 7.4.33
and Proposition 7.4.39 imply that H∗T (M)
∼= Z[Q] ∼= H∗T (MC), and all graded
components of these rings are finitely generated. The same argument works with
any field coefficients, so that Φ∗ : H∗T (MC)→ H∗T (M) is actually an isomorphism.
By applying the 5-lemma again to diagram (7.28), we obtain that (7.31) is an
isomorphism, i.e. H∗(Q, ∂Q) ∼= H∗(Dn, Sn−1). This together with (7.29) implies
that Q is acyclic. 
Theorem 7.4.41 shows that if the cohomology ring of a locally standard T -
manifold is generated in degree two, then the combinatorics of the orbit space Q
is fully determined by its nerve simplicial complex. The following result gives a
characterisation of simplicial complexes arising in this way.
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Proposition 7.4.42. A simplicial complex K can be the nerve of a locally
standard T -manifold with cohomology generated in degree two if and only if K is
Gorenstein* and Z[K] admits an lsop.
Proof. If H∗(M) is generated in degree two, then K is Gorenstein* by
Lemma 7.4.38. In particular, Z[K] is a Cohen–Macaulay ring. Furthermore,
H∗T (M)
∼= Z[K] by Theorem 7.4.33. Since H∗T (M) ∼= H∗(BT ) ⊗ H∗(M) as a
H∗(BT )-module, the ring Z[K] admits an lsop.
Now assume that Z[K] is Gorenstein* and admits an lsop. By [88, Theo-
rem 12.2], there exists a homology polytope Q with nerve K. Since Z[K] admits an
lsop, any element t ∈ H2(BT ) can be written as
t =
m∑
i=1
λi(t)vi
with λi(t) ∈ Z. Clearly, λi(t) is linear in t, so that we can view λi as an element of
the dual lattice H2(BT ) (see Proposition 7.4.10). Now define a map λ (7.20) which
sends Fi to λi. Then M = M(Q, λ) (see (7.21)) is a locally standard T -manifold,
and its cohomology is generated in degree two by Theorem 7.4.41. 
Torus manifolds over face-acyclic manifolds with corners. Here we
prove the second main result on the cohomology of T -manifolds, Theorem 7.4.46.
It states that the orbit space Q of a locally standard T -manifold M is face-acyclic
if and only if Hodd(M) = 0. The proof is by reduction to Theorem 7.4.41 on T -
manifolds over homology polytopes; it relies upon the operation of blow-up and the
algebraic results of Section 3.6.
As before,M is a locally standard T -manifold with orbit projection π : M → Q.
Construction 7.4.43 (Blow-up of a T -manifold). Let MG = π
−1(G) be the
submanifold corresponding to a face G ⊂ Q, and ν
G
= ν(MG ⊂ M) the normal
bundle. Since MG is a transverse intersection of characteristic submanifolds, νG is
the Whitney sum of their normal bundles. The omniorientation on M makes ν
G
into a complex T -bundle.
Consider the T -bundle ν
G
⊕ C, where the T -action on the trivial summand C
is trivial. The projectivisation CP (ν
G
⊕ C) is a locally standard T -manifold con-
taining MG, and there are invariant neighbourhoods of MG in M and of MG in
CP (ν
G
⊕C) which are T -diffeomorphic. After removing these invariant neighbour-
hoods of MG from M and CP (νG ⊕ C) and reversing orientation on the latter,
we can identify the resulting T -manifolds along their boundaries. As a result, we
obtain a locally standard T -manifold M˜ , which is called the blow-up of M at MG.
If G is a vertex, then M˜ is diffeomorphic to the connected sum M # CPn.
There is a blow-down map M˜ →M , which collapses the total space CP (ν
G
⊕C)
onto MG and is the identity on the remaining part of M˜ .
The orbit space Q˜ of M˜ is obtained by truncating Q at the face G. As a result,
Q˜ acquires a new facet, which we denote by G˜. The simplicial cell complex dual to
Q˜ is obtained from the dual of Q by applying a stellar subdivision at the face dual
to G (see Definition 2.7.1).
Lemma 7.4.44. Q˜ is face-acyclic if and only if Q is face-acyclic.
Proof. All new faces appearing as the result of truncating Q at G are con-
tained in the facet G˜ ⊂ Q˜. The blow-down map M˜ → M induces the projection
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Q˜ → Q collapsing G˜ onto G. The face G is a deformation retract of G˜ (combina-
torially, G˜ is a product of G and a simplex). Hence G is acyclic if and only if G˜
is acyclic. Similarly, any other new face Q˜ deformation retracts onto a face of Q.
Furthermore, the map Q˜→ Q is also a deformation retraction. 
Lemma 7.4.45. Hodd(M˜) = 0 if and only if Hodd(M) = 0.
Proof. Assume that Hodd(M) = 0. By Lemma 7.4.8, Hodd(MG) = 0.
The facial submanifold MG ⊂ M is blown up to a codimension-two submanifold
M˜G˜
∼= CP (νG). The cohomology of the projectivisation of a complex vector bundle
over MG is a free H
∗(MG)-module on even-dimensional generators (see, e.g. [297,
Chapter V]). Therefore, Hodd(M˜G˜) = 0.
The blow-down map M˜ →M induces a map between exact sequences of pairs
Hk−1(MG) −−−−→ Hk(M,MG) −−−−→ Hk(M) −−−−→ Hk(MG)y y∼= y y
Hk−1(M˜G˜) −−−−→ Hk(M˜, M˜G˜) −−−−→ Hk(M˜) −−−−→ Hk(M˜G˜)
where the second vertical arrow is an isomorphism by excision. Assume that k is
odd. Since Hk(M) = 0, the map Hk−1(MG) → Hk(M,MG) is onto. Therefore,
Hk−1(M˜G˜)→ Hk(M˜, M˜G˜) is onto. Since Hk(M˜G˜) = 0, this implies Hk(M˜) = 0.
To prove the opposite statement, we use the algebraic results from Section 3.6.
Assume Hodd(M˜) = 0. Let S be the dual simplicial poset of Q, and let S˜ be the
dual poset of Q˜. Then S˜ is obtained from S by stellar subdivision at the face dual
to G. By Lemma 7.4.34, Z[S˜] is a Cohen–Macaulay ring. We claim that Z[S] is also
Cohen–Macaulay (i.e. the converse of Lemma 3.6.6 holds). Indeed, Theorem 3.6.7
implies that S˜ is a Cohen–Macaulay simplicial poset. Let K be a simplicial complex
which is a common subdivision of simplicial cell complexes S˜ and S (for example, we
may take K to be the barycentric subdivision of S˜). Then K is a Cohen–Macaulay
complex by Corollary 3.6.2, hence S is a Cohen-Macaulay simplicial poset. Another
application of Theorem 3.6.7 gives that Z[S] is a Cohen–Macaulay ring. Finally,
Lemma 7.4.34 implies that Hodd(M) = 0. 
Now we can prove our final result:
Theorem 7.4.46 ([209]). The odd-degree cohomology of a locally standard T -
manifold M vanishes if and only if the orbit space Q is face-acyclic.
Proof. The idea is to reduce to Theorem 7.4.41 by blowing up sufficiently
many facial submanifolds. If the orbit space of M is face-acyclic, then it becomes
a homology polytope after sufficiently many blow-ups.
Let S be the simplicial poset dual to Q. Since the barycentric subdivision is a
sequence of stellar subdivisions (Proposition 3.6.3), by applying appropriate blow-
ups we get a torus manifold M ′ with orbit space Q′ such that the face poset of Q′
is the barycentric subdivision of the face poset of Q. The collapse map M ′ → M
is a composition of blow-down maps:
(7.32) M =M0 ←−M1 ←− · · · ←−Mk =M ′.
Assume that Hodd(M) = 0. Then M is locally standard by Theorem 7.4.14.
By applying Lemma 7.4.45 successively, we get Hodd(M ′) = 0. By construction, all
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intersections of faces of Q′ are connected, so H∗(M ′) is generated in degree two by
Lemma 7.4.34 and Q′ is a homology polytope by Theorem 7.4.41. In particular, Q′
is face-acyclic. Finally, by applying Lemma 7.4.44 successively, we conclude that Q
is also face-acyclic.
Assume now that Q is face-acyclic. By applying Lemma 7.4.44 successively, we
obtain that Q′ is also face-acyclic. On the other hand, S ′ is a simplicial complex,
hence Q′ is a homology polytope. By Theorem 7.4.41, Hodd(M ′) = 0. By applying
lemma 7.4.45 successively, we finally conclude that Hodd(M) = 0. 
Remark. As one can easily observe, the argument in the “only if” part of the
above theorem is independent of Theorem 7.4.28 and Theorem 7.4.33. Now, given
that Q is face-acyclic, one readily deduces that the 1-skeleton of Q is connected.
Indeed, otherwise the smallest face containing vertices from two different connected
components of the 1-skeleton would be a manifold with at least two boundary
components and thereby non-acyclic. Thus, our reference to Theorem 7.4.28 was
actually irrelevant, although it made the argument more straightforward.
Exercises.
7.4.47. If M is orientable and Hodd(M) = 0, then H∗(M) is torsion-free.
7.4.48. Any torus manifold M has at least two characteristic submanifolds.
7.4.49. Any T -fixed point of a torus 2n-manifold M is contained in an inter-
section of n characteristic submanifolds.
7.4.50. Each face of a face-acyclic manifold with corners has a vertex.
7.4.51. The equivariant Chern class of torus manifold M with an invariant
stably complex structure is given by
cT (M) =
m∏
i=1
(1 + τi) modulo H
∗(BT )-torsion
where τi ∈ H2T (M) is the Thom class defined before Proposition 7.4.10. (Hint: use
Corollary 7.4.6, see [206, Theorem 3.1].)
7.4.52. Let M be a torus manifold of dimension 2n with Hodd(M ;Z2) = 0
and let G ⊂ T denote the discrete subgroup isomorphic to Zn2 . Show that the
G-equivariant Stiefel–Whitney class of M is given by
wG(M) =
m∏
i=1
(1 + τi),
where τi ∈ H2G(M ;Z2) is the mod-2 Thom class.
7.4.53. Prove the following particular case of Theorem 3.7.4. Let S be a Goren-
stein* simplicial poset such that there exists a torus manifoldM with Hodd(M) = 0
and orbit space Q whose dual poset is S. Let h(S) = (h0, h1, . . . , hn) be the h-
vector. Assume that n is even and hi = 0 for some i. Then hn/2 is even. (Hint:
use the previous exercise, see [209, Theorem 10.1]. An algebraic version of this
argument was used in [207] to prove Theorem 3.7.4 completely.)
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7.5. Topological toric manifolds
Recall that a toric manifold is a smooth complete (compact) algebraic variety
with an effective algebraic action of an algebraic torus (C×)n having an open dense
orbit. More constructively, toric varieties can be defined via the fan-variety corre-
spondence; this gives a covering of the variety by invariant affine charts, which in
the smooth complete case are algebraic representation spaces of (C×)n.
The idea behind Ishida, Fukukawa and Masuda’s generalisation of toric mani-
folds is to combine topological versions of these two definitions of toric varieties:
Definition 7.5.1 ([170]). A topological toric manifold is a closed smooth man-
ifold X of dimension 2n with an effective smooth action of (C×)n having an open
dense orbit and covered by finitely many invariant open subsets each equivariantly
diffeomorphic to a smooth representation space of (C×)n.
As is pointed out in [170], keeping only the first part of the definition (i.e. a
smooth (C×)n-action with a dense orbit) leads to a vast and untractable class of
objects; therefore it is important to include the covering by equivariant charts.
In this section we review the main properties of topological toric manifolds, and
outline the construction of the correspondence between topological toric manifolds
and generalised fans, called topological fans. We mainly follow the notation and
terminology of [170]. The details of proofs can be found in the original paper.
The effectiveness of the (C×)n-action on a topological toric manifold X im-
plies that the smooth representation of (C×)n modelling each invariant chart of
X is faithful. A faithful smooth real 2n-dimensional representation of (C×)n is
isomorphic to a direct sum of complex one-dimensional representations.
To get a hold on smooth representations of (C×)n, we consider the case n = 1
first. Since GL(1,C) = C×, a smooth representation of C× in C can be viewed as
a smooth endomorphism of C×. Such an endomorphism has the form
z 7→ zµ = |z|b+ic
( z
|z|
)a
with µ = (b+ ic, a) ∈ C× Z.
The representation given by z → zµ is algebraic if and only if c = 0 and b = a.
Composition of smooth endomorphisms of C× defines a (noncommutative)
product on C× Z, given by
(zµ1)µ2 = zµ2µ1 , µ2µ1 = (b1b2 + i(b1c2 + c1a2), a1a2).
This product becomes the matrix product if we represent µ by 2× 2-matrices:(
b2 0
c2 a2
)(
b1 0
c1 a1
)
=
(
b2b1 0
c2b1 + a2c1 a2a1
)
.
Let R be the ring consisting of elements of C×Z with componentwise addition
and multiplication defined above. The ring R is therefore isomorphic to the ring
Homsm(C×,C×) of smooth endomorphisms of C×.
Given α = (α1, . . . , αn) ∈ Rn and β = (β1, . . . , βn) ∈ Rn, define smooth
homomorphisms χα ∈ Hom((C×)n,C×) and λβ ∈ Hom(C×, (C×)n) by
χα(z1, . . . , zn) =
n∏
k=1
zα
k
k , λβ(z) = (z
β1, . . . , zβ
n
),
7.5. TOPOLOGICAL TORIC MANIFOLDS 285
and also define
〈α, β〉 =
n∑
k=1
αkβk ∈ R.
The following properties are checked easily:
(a) χα(λβ(z)) = z
〈α,β〉;
(b) λβ(χ
α(z1, . . . , zn)) =
( n∏
k=1
zβ
1αk
k , . . . ,
n∏
k=1
zβ
nαk
k
)
.
Given α1, . . . , αn ∈ Rn, define the endomorphism
⊕n
i=1 χ
αi of (C×)n by( n⊕
i=1
χαi
)
(z1, . . . , zn) = (χ
α1(z1, . . . , zn), . . . , χ
αn(z1, . . . , zn)).
Proposition 7.5.2. Any smooth representation of (C×)n in Cn has the form⊕n
i=1 χ
αi with αi ∈ Rn. This representation is faithful if and only if the n × n-
matrix formed by the coordinates of αi has an inverse in Matn(R).
A faithful representation of (C×)n in Cn has a unique fixed point 0, hence the
fixed point set X(C
×)n of a topological toric manifold is finite.
A closed connected submanifold of real codimension two in a topological toric
manifold X is called characteristic if it is fixed pointwise by a subgroup isomorphic
to C×. There are finitely many characteristic submanifolds in X , and we denote
them by X1, . . . , Xm.
It can be easily seen that a topological toric manifold X is simply connected
([170, Proposition 3.2]). In particular, X is orientable. For each characteristic
submanifold Xj , the normal bundle νj = ν(Xj ⊂ X) is orientable as a (C×)-
equivariant bundle. Therefore,Xj itself is also orientable. A choice of an orientation
for each Xj together with an orientation of X is called an omniorientation on X .
Topological toric manifolds are assumed to be omnioriented below.
Lemma 7.5.3 ([170, Lemma 3.3]). For each characteristic submanifold Xj,
there is a unique βj(X) ∈ Rn such that the subgroup λβj(X)(C×) ⊂ (C×)n fixes Xj
pointwise and λβj(X)(z)∗ξ = zξ for any z ∈ C×, ξ ∈ νi, where λβj(X)(z)∗ denotes
the differential of λβj(X)(z).
Characteristic submanifolds of X intersect transversely. Furthermore, multi-
ple intersections of characteristic submanifolds are all connected (as in the case of
quasitoric manifolds, and unlike general torus manifolds), see [170, Lemma 3.6].
In particular, any fixed point v ⊂ X(C×)n is an intersection of an n-tuple
Xj1 , . . . , Xjn of characteristic submanifolds, so we have an isomorphism of real
(C×)n-representation spaces
TvX ∼= (νj1 ⊕ · · · ⊕ νjn)|v.
The omniorientation of X defines orientations for the left and right hand side of the
identity above. These two orientations may be different, so the sign of v is defined
(compare Lemma 7.3.18 (a)).
The element βj(X) defined in Lemma 7.5.3 can be written as
(7.33) βj(X) = (bj(X) + icj(X),aj(X)) ∈ Cn × Zn.
Here is an analogue of Proposition 7.3.17 for topological toric manifolds:
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Lemma 7.5.4 ([170, Lemma 3.4]). Let v = Xj1 ∩ · · · ∩ Xjn be a fixed point
of X. Then {bj1(X), . . . , bjn(X)} and {aj1(X), . . . ,ajn(X)} are bases of Rn and
Zn respectively.
The complex C×-representation space (νj1 ⊕ · · · ⊕ νjn)|v is isomorphic to⊕n
k=1 χ
α
(v)
k , where {α(v)1 , . . . , α(v)n } is the dual set of {βj1(X), . . . , βjn(X)}, defined
uniquely by the condition 〈
α
(v)
k , βjℓ(X)
〉
= δkℓ
(here δkℓ denotes the Kronecker delta).
Define the simplicial complex K(X) on [m] whose simplices correspond to
nonempty intersections of characteristic submanifolds:
K(X) = {I = {i1, . . . , ik} ∈ [m] : Xi1 ∩ · · · ∩Xik 6= ∅}.
When X is a toric manifold, we have bj(X) = aj(X) and cj(X) = 0 in (7.33),
and the primitive vector aj(X) corresponds to the 1-parameter algebraic subgroup
of (C×)n fixing the divisor Xj . Furthermore, the data {K(X);a1(X), . . . ,am(X)}
define a complete simplicial regular fan (see Section 6.5). Now let us see what kind
of combinatorial structure replaces a fan in the case of topological toric manifolds.
Given I ∈ K(X), let σI = R>〈bi : i ∈ I〉 denote the cone spanned by the vectors
bi ∈ Rn with i ∈ I. By Lemma 7.5.4, σI is a is a simplicial cone of dimension |I|.
Lemma 7.5.5 ([170, Lemma 3.7]).
⋃
I∈K(X) σI = R
n and σI ∩ σJ = σI∩J . In
other words, the data {K(X); b1(X), . . . , bm(X)} define a complete simplicial fan.
Definition 7.5.6. Let K be a simplicial complex on [m], and let
βj = (bj + icj ,aj) ∈ Cn × Zn, j = 1 . . . ,m
be a collection of m elements of Cn×Zn. The data {K;β1, . . . , βm} is said to define
a (regular) topological fan ∆ if the following two conditions are satisfied:
(a) the data {K; b1, . . . , bm} define a simplicial fan in Rn;
(b) for each I ∈ K, the set {ai : i ∈ I} is a part of basis of Zn.
A topological fan ∆ is said to be complete if the ordinary fan from (a) is complete.
Note that the fan of (a) is not required to be rational or regular, but if aj = bj
for all j, then ∆ becomes a regular ordinary fan.
Theorem 7.5.7 ([170, Theorem 8.1]). There is a bijective correspondence be-
tween omnioriented topological toric manifolds of dimension 2n and complete topo-
logical fans of dimension n.
Sketch of proof. Let X be a topological toric manifold. By Lemma 7.5.5,
the data (K(X);β1(X), . . . , βm(X)) define a complete topological fan ∆(X).
Now let ∆ be a complete topological fan, defined by data (K;β1, . . . , βm). For
each maximal simplex I = {i1, . . . , in} ∈ K, let {αI1, . . . , αIn} be the dual set of
{βi1 , . . . , βin} (compare Lemma 7.5.4). Condition (b) of Definition 7.5.6 guaran-
tees that the complex n-dimensional representation
⊕n
k=1 χ
αIk of (C×)n is faithful.
These representation spaces corresponding to all maximal I ∈ K patch together
into a topological space X(∆) locally homeomorphic to Cn, and (C×)n acts on X
smoothly with an open dense orbit. As in the case of ordinary fans, condition (b)
of Definition 7.5.6 guarantees that the space X(∆) is Hausdorff, so it is a smooth
manifold. (However, the algebraic criterion for separatedness used in the proof of
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Lemma 5.1.4 cannot be used here; a topological argument is needed.) Finally the
condition that ∆ is complete gives that X(∆) is compact, i.e. closed.
An alternative way to proceed is to use an analogue of the quotient construction
of toric varieties, described in Section 5.4. To do this, define the coordinate subspace
arrangement complement U(K) by (5.5), and define the homomorphism
λ : (C×)m → (C×)n, λ(z1, . . . , zm) =
m∏
k=1
λβk(zk).
Then λ is surjective and its kernel is given by
Kerλ =
{
(z1, . . . , zm) ∈ (C×)m :
m∏
i=1
z
〈α,βi〉
i = 1 for any α ∈ Rn
}
,
by analogy with (5.3). Then define
X(∆) = U(K)/Kerλ =
⋃
I∈K
(C,C×)I/Kerλ.
The space X(∆) has a smooth action of (C×)m/Kerλ ∼= (C×)n with an open dense
orbit. Furthermore, for each maximal I ∈ K there is an equivariant diffeomorphism
ϕI : (C,C
×)I/Kerλ→
n⊕
k=1
χα
I
k ,
where the latter is the faithful smooth (C×)n-representation space defined above.
Condition (b) of Definition 7.5.6 translates into the condition of X(∆) being Haus-
dorff. The fact that only the ‘real part’ (K; b1, . . . , bm) of the topological fan data
matters when deciding whether the quotient is Hausdorff should be clear from the
similar argument in the proof of Theorem 6.5.2 (b). Finally, X(∆) is compact be-
cause ∆ is complete. Thus, X(∆) with the local charts {(C,C×)I/Kerλ, ϕI} is a
topological toric manifold. 
For the classification of topological toric manifolds up to equivariant diffeomor-
phism or homeomorphism, see [170, Corollary 8.2]
One can restrict the (C×)n-action on X to the compact n-torus Tn. The
resulting Tn-manifold X is obviously a locally standard torus manifold, so the
quotient X/Tn is a manifold with corners.
Lemma 7.5.8 ([170, Lemma 7.1]). All faces of X/Tn are contractible and the
face poset of X/Tn coincides with the inverse poset of K(X).
It follows that X/Tn is a homology polytope. As a corollary of Theorem 7.4.35
and Theorem 7.4.41, we obtain the following description of the cohomology of X ,
similar to toric or quasitoric manifolds:
Proposition 7.5.9. Let X be a topological toric manifold, whose associated
topological fan is defined by the data (K(X);β1(X), . . . , βm(X)). Then the coho-
mology ring of X is given by
H∗(X) ∼= Z[v1, . . . , vm]/I,
where vi ∈ H2(X) is the class dual to the characteristic submanifold Xi, and I is
the ideal generated by elements of the following two types:
(a) vi1 · · · vik with {i1, . . . , ik} /∈ K(X);
288 7. HALF-DIMENSIONAL TORUS ACTIONS
(b)
m∑
i=1
〈
u,ai(X)
〉
vi, for any u ∈ Zn.
The element ai(X) ∈ Zn here is the second coordinate of βi(X), see (7.33).
7.6. Relationship between different classes of T -manifolds
The relationship is described schematically in Fig. 7.5. Each class shown in an
oval is contained as a proper subclass in the next larger oval, except for one case
(topological toric manifolds and quasitoric manifolds), where the relation is slightly
more subtle. Different examples are discussed below.
✬
✫
✩
✪
✩
✪
✬
✫
✩
✪
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✩
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projective
toric
manifolds
quasitoric
manifolds
toric
manifolds
topological toric manifolds
torus manifolds with Hodd = 0
locally
standard
T -manifolds
torus
manifolds
Figure 7.5. Classes of T -manifolds.
Projective toric manifolds are also Hamiltonian toric manifolds (see Sections 5.5
and 6.3). However, when viewed as symplectic manifolds, projective toric manifolds
form a smaller class: their symplectic forms represent integral cohomology classes
and their moment polytopes are lattice Delzant, while arbitrary Delzant polytope
can be realised as the moment polytope of a Hamiltonian toric manifold.
A toric manifold (nonsingular compact toric variety) which is not projective is
described in Example 5.2.3.
A projective toric manifold is quasitoric by Proposition 7.3.2.
Many examples of quasitoric manifolds which are not toric can be constructed
using the equivariant connected sum operation (Construction 9.1.10). The simplest
example is CP 2 # CP 2. It can be easily seen to be a quasitoric manifold over a
4-gon, but it does not admit an almost complex structure, and therefore cannot be
a complex algebraic variety. A non-toric example with an invariant almost complex
structure is given in Exercise 7.3.34.
Examples of toric manifolds which is not quasitoric are constructed by
Suyama [299]. The basic example is of real dimension 4; its corresponding regular
simplicial fan is obtained by subdividing a singular fan whose underlying simplicial
complex is the Barnette sphere. More examples in arbitrary dimension can be
constructed by subsequent subdivision and suspension.
Any quasitoric manifold M is T -equivariantly homeomorphic to a T -manifold
obtained by restricting the (C×)n-action on a topological toric manifold to the com-
pact torus Tn ⊂ (C×)n (see [170, Theorem 10.2]). The easiest way to see this is to
7.6. RELATIONSHIP BETWEEN DIFFERENT CLASSES OF T -MANIFOLDS 289
use the classification results (Proposition 7.3.11 and Theorem 7.5.7), and construct
a topological fan from the combinatorial quasitoric pair (P,Λ) corresponding to M .
To do this, consider any convex realisation (6.1) of the polytope P , and define
βj = (aj + icj , λj) ∈ Cn × Zn, j = 1, . . . ,m,
where aj are the normal vectors to the facets of P , and λj are the columns of
the characteristic matrix Λ. The vectors cj ∈ Rn can be chosen arbitrarily. Then
the data (KP ;β1, . . . , βm) define a topological fan ∆. Indeed, condition (a) from
Definition 7.5.6 is satisfied because (KP ;a1, . . . ,am) define the normal fan ΣP , and
condition (b) is equivalent to (7.4). Then the topological toric manifold X(∆) is
T -homeomorphic toM and the restriction of the (C×)n-action to the compact torus
T gives the T -action on M (this follows by comparing the construction of X(∆)
with Proposition 7.3.12).
Remark. One would expect that the T -action on a quasitoric manifold M can
be extended to a (C×)n-action which gives M a structure of a topologically toric
manifold. This stronger statement would hold if one can replace an equivariant
homeomorphism by an equivariant diffeomorphism in Proposition 7.3.6.
In [170, §9] there is constructed a topological toric manifoldX whose associated
simplicial complex K(X) is the Barnette sphere (see Construction 2.5.5). Since the
Barnette sphere is not polytopal, this X is not a quasitoric manifold.
A toric manifold is topologically toric by definition. An example of a topological
toric manifold which is not toric can be constructed from the quasitoric manifold
CP 2 # CP 2 as described above. An explicit topological toric atlas on CP 2 # CP 2
and the corresponding topological fan are described in [170, §5, Example].
Any topological toric manifolds is a torus manifold with Hodd = 0 by Proposi-
tion 7.5.9. An even-dimensional sphere is a torus manifold with Hodd = 0 (Exam-
ple 7.4.11), but it is not a topological toric manifold.
An example of a torus manifold with Hodd 6= 0 can be constructed as follows.
Take any torus manifold M whose quotient Q is face-acyclic. Let R be any closed
manifold which is not a homology sphere. Consider the connected sum Q̂ = Q#R
taken near an interior point of Q. Then Q̂ is a manifold with corners with ∂Q̂ =
∂Q. In particular, all proper faces of Q̂ are acyclic, but Q̂ itself is not (we have
H∗(Q̂) ∼= H∗(R \ pt)). Consider the manifold M̂ =M(Q̂, λ) constructed using the
characteristic map of M , see (7.21). The singular T -orbits of M̂ are the same as
those of M , but the free orbits are different. Now the quotient of M̂ is Q̂, which
is not face-acyclic. Hence Hodd(M̂) 6= 0 by Theorem 7.4.46 (this can be also easily
seen directly). The simplest example is obtained whenM = CP 2 and R is a 2-torus.
Any torus manifold with Hodd = 0 is locally standard by Theorem 7.4.14.
An example of a torus manifold which is not locally standard is given in [170,
§11]. A free action of T n on the first factor of a product manifold T n × Nn gives
an example of a locally standard T -manifold which is not a torus manifold.
We conclude this section by mentioning that there are real analogues of all
classes of T -manifolds considered here, in which the torus Tn is replaced by the
‘real torus’ (Z2)n and the algebraic torus (C×)n is replaced by (R×)n, where R× ∼=
R>×Z2 is the multiplicative group of real numbers. The ‘real’ versions of the results
of this chapter are often simpler; the reader may recover the details of the proofs
himself. Real toric varieties feature in tropical geometry [173]. Real quasitoric
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manifolds are known as small covers of simple polytopes; they were introduced by
Davis and Januszkiewicz in [90] along with quasitoric manifolds.
7.7. Bounded flag manifolds
Bounded flag manifolds BFn introduced by Buchstaber and Ray in [61] and
subsequently studied in [60] and [62]. Each BFn is a projective toric manifold
whose moment polytope is combinatorially equivalent to an n-cube, so that BFn is
also a quasitoric manifold over a cube. Bounded flag manifolds are the examples of
iterated projective bundles, or Bott towers, which are studied in the next section.
The manifolds BFn find numerous application in cobordism theory; they are im-
plicitly present in the work of Conner–Floyd [81] and in the construction of Ray’s
basis [275] in complex bordism of CP∞ (see details in Section 9.2), as well as used
in the construction of toric representatives in complex bordism classes, described in
Section 9.1. Bounded flag manifolds also illustrate nicely many constructions and
results related to toric and quasitoric manifolds.
Construction 7.7.1 (Bounded flag manifold). A bounded flag in Cn+1 is a
complete flag
U = {U1 ⊂ U2 ⊂ · · · ⊂ Un+1 = Cn+1, dimUi = i}
for which Uk, 2 6 k 6 n, contains the coordinate subspace Ck−1 = 〈e1, . . . , ek−1〉
spanned by the first k − 1 standard basis vectors. Denote by BFn the set of all
bounded flags in Cn+1.
Every bounded flag U in Cn+1 is uniquely determined by the set of n lines
(7.34) L = {l1, . . . , ln : lk ⊂ Ck ⊕ lk+1 for 1 6 k 6 n, ln+1 = Cn+1},
where Ck = 〈ek〉 is the kth coordinate line in Cn+1. Indeed, given a set of lines
L as above, we can construct a bounded flag U by setting Uk = Ck−1 ⊕ lk for
1 6 k 6 n+1. Conversely, the conditions lk ⊂ Ck⊕ lk+1 and Uk = Ck−1⊕ lk allows
us to reconstruct the set of lines L from a flag U in the reverse order ln+1, ln, . . . , l1.
Theorem 7.7.2. The action of the algebraic torus (C×)n on Cn+1 given by
(t1, . . . , tn) · (w1, . . . , wn, wn+1) = (t1w1, . . . , tnwn, wn+1),
where (t1, . . . , tn) ∈ (C×)n and (w1, . . . , wn, wn+1) ∈ Cn+1, induces an action on
bounded flags, and therefore makes BFn into a smooth toric variety.
Proof. We first construct a covering of BFn by smooth affine charts with
regular change of coordinates functions, thereby giving BFn a structure of a smooth
affine variety. We parametrise bounded flags by sets of lines (7.34). Let vk be a
nonzero vector in lk, for 1 6 k 6 n, and set vn+1 = en+1 for the last line. Consider
two collections of n opens subsets in BFn:
V 0k = {U ∈ BFn : lk 6= Ck}, V 1k = {U ∈ BFn : 〈vk, ek〉 6= 0}, 1 6 k 6 n.
Now define 2n open subsets
V ε1,...,εn = V ε11 ∩ · · · ∩ V εnn , where εk = 0, 1,
Then {V ε1,...,εn} is a covering of BFn, because V 0k ∪ V 1k = BFn for any k. The
condition lk ⊂ Ck ⊕ lk+1 implies
(7.35) vk = zkek + zk+nvk+1, 1 6 k 6 n,
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for some zi ∈ C, 1 6 i 6 2n. We have zk 6= 0 if U ∈ V 1k , and zk+n 6= 0 if
U ∈ V 0k . Let U ∈ V ε1,...,εn ; then we can choose the vectors (7.35) in the form
vk = x
0
kek + vk+1 if εk = 0, and vk = ek + x
1
kvk+1 if εk = 1, for 1 6 k 6 n. Then
we can identify V ε1,...,εn with Cn using the affine coordinates (xε11 , . . . , x
εn
n ). The
change of coordinate functions are regular on intersections of charts by inspection,
so that BFn is a smooth algebraic variety, with affine atlas {V ε1,...,εn}.
Furthermore, the change of coordinate functions are Laurent monomials, which
implies that BFn is a toric variety. This can also be seen directly, as the torus action
defined in the theorem is standard in the affine chart V 0,...,0, that is,
(t1, . . . , tn) · (x01, . . . , x0n) = (t1x01, . . . , tnx0n). 
Proposition 7.7.3. The complete fan Σ corresponding to the toric variety BFn
has 2n one-dimensional cones generated by the vectors
a0k = ek, a
1
k = −e1 − · · · − ek, 1 6 k 6 n,
and 2n maximal cones generated by the sets of vectors aε11 , . . . ,a
εn
n , where εk = 0, 1.
Proof. Each affine chart V ε1,...,εn ⊂ BFn constructed in the proof of Theo-
rem 7.7.2 corresponds to an n-dimensional cone σε1,...,εn of the fan Σ, so there are 2n
maximal cones in total. One-dimensional cones of Σ correspond to (C×)n-invariant
submanifolds of complex codimension 1 in BFn. Each of these submanifolds is
defined by vanishing of one of the affine coordinates, i.e. by an equation xεkk = 0,
so there are 2n such submanifolds.
In order to find the generators of the cone σε1,...,εn , we note that the
primitive generators of the dual cone (σε1,...,εn)v are the weights of the (C×)n-
representation in the affine space Cn corresponding to the chart V ε1,...,εn . The
(C×)n-representation in the chart V 0,...,0 is standard, so we have a0k = ek for
1 6 k 6 n. In order to find the remaining vectors it is enough to calculate the
weights of the torus representation in the chart V 1,...,1.
The coordinates (x11, . . . , x
1
n) in the chart V
1,...,1 are defined from the relations
vk = ek + x
1
kvk+1, 1 6 k 6 n, and vn+1 = en+1. An element (t1, . . . , tn) ∈ (C×)n
acts on ek by multiplication by tk for 1 6 k 6 n and acts on en+1 identically (see
Theorem 7.7.2). Then it is easy to see that the torus representation is written in
the coordinates (x11, . . . , x
1
n) as follows:
(t1, . . . , tn) · (x11, . . . , x1n) = (t−11 t2x11, . . . , t−1n−1tnx1n−1, t−1n x1n).
In other words, the weights of this representation are the columns of the matrix
W =

−1 0 . . . 0 0
1 −1 . . . 0 0
...
...
. . .
...
...
0 0 . . . −1 0
0 0 . . . 1 −1
 .
The generators a11, . . . ,a
1
n of the cone σ
1,...,1 form the dual basis, i.e. they are
columns of the matrix (W−1)t. These are the vectors listed in the lemma. 
Proposition 7.7.4. The bounded flag manifold BFn is the projective toric
variety corresponding to the polytope
P =
{
x ∈ Rn : xk > 0, x1 + · · ·+ xk 6 k, for 1 6 k 6 n
}
.
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Proof. We need to check that the normal fan of this P is the fan from Propo-
sition 7.7.3. Indeed, the 2n inequalities specifying P can be written as 〈a0k, x 〉 > 0
and 〈a1k, x 〉+ k > 0, for 1 6 k 6 n. Set
(7.36) F 0k = {x ∈ P : 〈a0k, x 〉 = 0} and F 1k = {x ∈ P : 〈a1k, x 〉+ k = 0}.
Then we need to check that
(a) each F εk (ε = 0, 1) is a facet of P ;
(b) F 0k ∩ F 1k = ∅, for 1 6 k 6 n;
(c) the intersection of any n-tuple F ε11 , . . . , F
εn
n is a vertex of P .
This is left as an exercise. 
Proposition 7.7.5 ([62]). The bounded flag manifold BFn is a quasitoric man-
ifold over a combinatorial n-cube In, with characteristic matrix
(7.37) Λ =

1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1
∣∣∣∣∣∣∣∣∣
−1 −1 . . . −1
0 −1 . . . −1
...
...
. . .
...
0 0 . . . −1
 .
Proof. Indeed, the polytope from Proposition 7.7.4 is combinatorially equiv-
alent to a cube. 
Example 7.7.6. The manifold BF 2 is isomorphic to the Hirzebruch surface F1
(or F−1) from Example 5.1.8.
We can also describe BFn as a toric manifold using the quotient construction
(Section 5.4) or symplectic reduction (Section 5.5), as follows. The moment-angle
manifold corresponding to a cube In is a product of n three-dimensional spheres:
ZIn = {(z1, . . . , z2n) ∈ C2n : |zk|2 + |zk+n|2 = 1, 1 6 k 6 n}.
The manifold BFn is obtained by taking quotient of ZIn by the kernelK of the map
T2n → Tn given by matrix (7.37). We have K ∼= Tn, and the inclusion K(Λ) ⊂ T2n
is given by
(t1, . . . , tn) 7→ (t1t2· · · tn−1tn, t2· · · tn−1tn, . . . , tn−1tn, tn, t1, t2, . . . , tn).
Geometrically, the projection ZIn → BFn maps z = (z1, . . . , z2n) to the bounded
flag defined by the set of lines l1, . . . , ln+1, where lk = 〈vk〉 and vk is given by (7.35)
(an exercise).
The algebraic quotient description of BFn is very much similar. Instead of the
moment-angle manifold ZIn ∼= (S3)n we have the space U(Σ) = (C2 \ {0})n. The
manifold BFn is obtained by taking quotient of U(Σ) by the kernel G of the map
of algebraic tori (C×)2n → (C×)n given by matrix (7.37).
Now we describe the characteristic submanifolds and their corresponding line
bundles (7.7). Let π : BFn → P be the quotient projection for the torus action,
and let ρεk denote the line bundle corresponding to the characteristic submanifold
(or (C×)n-invariant divisor) π−1(F εk ), for 1 6 k 6 n, ε = 0, 1, see (7.36).
Proposition 7.7.7 ([62]).
(a) The characteristic submanifold π−1(F 0k ) is isomorphic to BFn−1, and
π−1(F 1k ) is isomorphic to BF k−1 × BFn−k, for 1 6 k 6 n.
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(b) The line bundle ρ0k is isomorphic to the bundle whose fibre over U ∈ BFn
is the line lk = Uk/Ck−1. The line bundle ρ1k is isomorphic to the bundle
whose fibre over U ∈ BFn is the quotient (Ck ⊕ lk+1)/lk = Uk+1/Uk.
Proof. The submanifold π−1(F 0k ) ⊂ BFn is obtained by projecting the sub-
manifold of ZIn given by the equation zk = 0 onto BFn. If zk = 0, then the vectors
v1, . . . , vn defined by (7.35) all belong to the subspace C{1,..., n+1}\k. It follows
that π−1(F 0k ) can be identified with the set of bounded flags in C
{1,..., n+1}\k, that
is, with BFn−1.
Similarly, the submanifold π−1(F 1k ) is the projection of the submanifold of ZIn
given by the equation zk = 1. Then (7.35) implies that the vectors v1, . . . , vk belong
to the subspace Ck ⊂ Cn+1, and the vectors vk+1, . . . , vn belong to the subspace
C{k+1,..., n+1}. Therefore, π−1(F 1k ) can be identified with BF k−1 × BFn−k.
Statement (b) also follows from (7.35), because the line bundle ρ0k is isomorphic
to ZIn ×K Ck, and ρ1k is isomorphic to ZIn ×K Cn+k. 
Proposition 7.7.8. The manifold BFn is the complex projectivisation of the
complex plane bundle C⊕ ρ01 over BFn−1.
Proof. Consider the projection BFn → BFn−1 taking a bounded flag U =
{U1 ⊂ U2 ⊂ · · · ⊂ Un ⊂ Cn+1} to the flag U ′ = U/C1 in C2,..., n+1 ∼= Cn. (More
precisely, U ′ = {U ′1 ⊂ U ′2 ⊂ · · · ⊂ U ′n−1}, where U ′k = Uk+1/C1, 1 6 k 6
n− 1.) The set of lines (7.34) corresponding to U ′ is obtained from the set of lines
corresponding to U by forgetting the first line. In order to recover the flag U from
the flag U ′, one needs to choose a line l1 in the plane C1 ⊕ l2. Since l2 is the first
line in the set corresponding to the flag U ′ ∈ BFn−1, we obtain BFn ∼= CP (C⊕ρ01),
as needed. 
We therefore obtain a tower of fibrations BFn → BFn−1 → · · · → BF 1 = CP 1,
where each BF k is the projectivisation of a complex 2-plane bundle over BF k−1.
In particular, the fibre of each bundle in the tower is CP 1. Towers of fibrations
arising in this way are called Bott towers ; they are the subject of the next section.
Exercises.
7.7.9. The fan described in Proposition 7.7.3 is the normal fan of the polytope
from Proposition 7.7.4.
7.7.10. Given z = (z1, . . . , z2n), define the vectors vn+1 = en+1, vn, . . . , v1
by (7.35), and set lk = 〈vk〉, 1 6 k 6 n + 1. Then the projection ZIn → BFn
maps z ∈ ZIn to the bounded flag in Cn+1 defined by the set of lines l1, . . . , ln+1.
7.8. Bott towers
In their study of symmetric spaces, Bott and Samelson [37] introduced a fam-
ily of complex manifolds obtained as the total spaces of iterated bundles over CP 1
with fibre CP 1. Grossberg and Karshon [137] showed that these manifolds carry an
algebraic torus action, and therefore constitute an important family of smooth pro-
jective toric varieties, and called them Bott towers. Civan and Ray [78] developed
significantly the study of Bott towers by enumerating the invariant stably complex
structures and calculating their complex and real K-theory rings, and cobordism.
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Each Bott tower is a projective toric manifold whose corresponding simple
polytope is combinatorially equivalent to a cube (a toric manifold over cube for
short). We have the following hierarchy of classes of T -manifolds:
Bott towers ⊂ toric manifolds over cubes ⊂ quasitoric manifolds over cubes
By the result of Dobrinskaya [96], the first inclusion above is in fact an identity
(we explain this in Corollary 7.8.12).
Two results were obtained in [210] relating circle actions on Bott towers, their
topological structure, and cohomology rings. First (Theorem 7.8.17), if a Bott tower
admits a semifree S1-action with isolated fixed points, then it is S1-equivariantly
diffeomorphic to a product of 2-spheres. Second (Theorem 7.8.23), a Bott tower
whose cohomology ring is isomorphic to that of a product of spheres is actually
diffeomorphic to this product. Both theorems can be extended to quasitoric mani-
folds over cubes, but only in the topological category (Theorems 7.8.19 and 7.8.25).
These results have been further extended by several authors, and led to the study of
the so-called cohomological rigidity property for different classes of manifolds with
torus actions; we discuss this circle of problems in the end of this section.
Definition and main properties.
Definition 7.8.1. A Bott tower of height n is a tower of fibre bundles
Bn
pn−→ Bn−1 pn−1−→ · · · −→ B2 p2−→ B1 −→ pt ,
of complex manifolds, where B1 = CP 1 and Bk = CP (C⊕ξk−1) for 2 6 k 6 n. Here
CP (·) denotes complex projectivisation, ξk−1 is a complex line bundle over Bk−1
and C is a trivial line bundle. The fibre of the bundle pk : Bk → Bk−1 is CP 1.
A Bott tower Bn is said to be topologically trivial if each pk : Bk → Bk−1 is
trivial as a smooth fibre bundle; in particular, such Bn is diffeomorphic to a product
of 2-dimensional spheres.
We shall refer to the last stage Bn in a Bott tower as a Bott manifold (although
it is also often called by the same name ‘Bott tower’).
In order to describe the cohomology ring of a Bott manifold, we need the
following general result:
Theorem 7.8.2 (see [297, Chapter V]). Let ξ be a complex n-dimensional
vector bundle over a finite cell complex X with complex projectivisation CP (ξ),
and let u ∈ H2(CP (ξ)) be the first Chern class of the tautological line bundle over
CP (ξ). The integral cohomology ring of CP (ξ) is the quotient of the polynomial
ring H∗(X)[u] on a generator u with coefficients in H∗(X) by the single relation
un − c1(ξ)un−1 + · · ·+ (−1)ncn(ξ) = 0.
Corollary 7.8.3. H∗(Bk) is a free module over H
∗(Bk−1) on generators 1
and uk, where uk is the first Chern class of the tautological line bundle over Bk =
CP (C⊕ ξk−1). The ring structure is determined by the single relation
u2k = c1(ξk−1)uk.
For simplicity, we denote the element p∗k(uk−1) ∈ H2(Bk) by uk−1; similarly,
we denote by ui each of the elements in H
∗(Bk), k > i, which map to each other
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by the homomorphisms p∗k. Each line bundle ξk−1 is determined by its first Chern
class, which can be written as a linear combination
c1(ξk−1) = a1ku1 + a2ku2 + · · ·+ ak−1,kuk−1 ∈ H2(Bk−1).
It follows that a Bott tower of height n is uniquely determined by the list of integers
{aij : 1 6 i < j 6 n}, where
(7.38) u2k =
k−1∑
i=1
aikuiuk, 1 6 k 6 n.
The cohomology ring of Bn is the quotient of Z[u1, . . . , un] by relations (7.38).
It is convenient to organise the integers aij into an upper triangular matrix,
(7.39) A =

−1 a12 · · · a1n
0 −1 · · · a2n
...
...
. . .
...
0 0 · · · −1
 .
Example 7.8.4. Let n = 2. Then a Bott tower B2 → B1 is determined by a
line bundle ξ1 over B1 = CP 1, i.e. B2 is a Hirzebruch surface (see Example 5.1.8).
We have ξ1 = η
k for some k ∈ Z where ηk denotes the kth tensor power of the
tautological line bundle over CP 1. The cohomology ring is given by
H∗(B2) = Z[u1, u2]/(u
2
1, u
2
2 − ku1u2).
We have
CP (C⊕ ηk) ∼= CP (C⊕ ηk′ ) ⇔ k = k′ mod 2,
where ∼= denotes a diffeomorphism. This is proved by the following observation.
First, note that CP (ξ) ∼= CP (ξ ⊗ η) for any complex vector bundle ξ and line
bundle η. Let k′ − k = 2ℓ for some ℓ ∈ Z, then
CP (C⊕ ηk) ∼= CP ((C⊕ ηk)⊗ ηℓ) = CP (ηℓ ⊕ ηk+ℓ) ∼= CP (C⊕ ηk′ ),
where the last diffeomorphism is induced by the vector bundle isomorphism ηℓ ⊕
ηk+ℓ ∼= C⊕ ηk′ , as both are plane bundles over CP 1 with equal Chern classes.
On the other hand, a cohomology ring isomorphism H∗(CP (C ⊕ ηk)) ∼=
H∗(CP (C⊕ ηk′ )) implies that k = k′ mod 2 (an exercise).
This example shows that the cohomology ring determines the diffeomorphism
type of a Bott manifold Bn for n = 2. We may ask if this is true for arbitrary n;
the questions of this sort are discussed in the last subsection.
Example 7.8.5. The bounded flag manifold BFn is a Bott manifold. By Propo-
sition 7.7.8, BFn = CP (C⊕ρ01), where ρ01 is the line bundle over BFn−1 whose fiber
over a bounded flag U is its first space U1. By Corollary 7.8.3, the ring structure
of H∗(BFn) is determined by the relation u
2
n = c1(ρ
0
1)un. As it is clear from the
proof of Proposition 7.7.8, ρ01 is the tautological line bundle over BFn−1 (consid-
ered as a complex projectivisation), so c1(ρ
0
1) = un−1. (Warning: the line bundle
ρ01 over BFn is not the pullback of the line bundle ρ
0
1 over BFn−1 by the projection
pn : BFn → BFn−1, because p∗n(ρ01) = ρ02.)
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We therefore obtain the identity u2n = un−1un in H
∗(BFn), and matrix (7.39)
for the structure of the Bott tower on the bounded flag manifold has the form
A =

−1 1 0 · · · 0
0 −1 1 · · · 0
...
...
. . .
. . .
...
0 0 0 · · · 1
0 0 0 · · · −1
 .
As a corollary of this example we obtain the following characterisation of
bounded flag manifolds:
Proposition 7.8.6. The bounded flag manifold BFn is the Bott manifold whose
tower structure is defined as follows: in each Bk = CP (C⊕ ξk−1) the bundle ξk−1
is the tautological line bundle over Bk−1 = CP (C⊕ ξk−2), for 2 6 k 6 n.
Bott towers as toric manifolds.
Theorem 7.8.7. The Bott manifold Bn corresponding to a matrix A given
by (7.39) is isomorphic to the toric manifold corresponding to the complete fan Σ
with 2n one-dimensional cones generated by the vectors
a0k = ek, a
1
k = −ek + ak,k+1ek+1 + · · ·+ aknen (1 6 k 6 n),
and 2n maximal cones generated by the sets of vectors aε11 , . . . ,a
εn
n , where εk = 0, 1.
Proof. Let Xn denote the toric manifold corresponding to the fan described
in the theorem. We may assume by induction that Xn−1 = Bn−1 (the base of the
induction is clear, as X1 = B1 = CP 1). By the construction of Section 5.4, the
manifold Xn can be obtained as the quotient of
Un = {(z1, . . . , z2n) ∈ C2n : |zk|2 + |zk+n|2 6= 0, 1 6 k 6 n} ∼= (C2 \ {0})n
by the action of the group Gn ∼= (C×)n given by (5.3) (we have m = 2n here).
Explicitly, the inclusion Gn → (C×)2n is given by
(t1, . . . , tn) 7→ (t1, t−a121 t2, . . . , t−a1n1 t−a2n2 · · · t−an−1,nn−1 tn, t1, t2, . . . , tn).
Observe that Un = Un−1 × (C2 \ {0}), Gn = Gn−1 × C×, and the last factor C×
(corresponding to tn) acts trivially on Un−1. Therefore, we have
Xn = Un/Gn =
(
Un−1 × (C2 \ {0})/C×
)
/Gn−1
= Un−1 ×Gn−1 CP 1 = CP
(
Un−1 ×Gn−1 (C⊕ C)
)
,
where Un−1 ×Gn−1 (C ⊕ C) is a complex 2-plane bundle over Un−1/Gn−1 = Xn−1
defined by the representation of the algebraic torus Gn−1 ∼= (C×)n−1 in C ⊕ C
which is given by the character (t1, . . . , tn−1) 7→ t−a1n1 t−a2n2 · · · t−an−1,nn−1 on the first
summand and is trivial on the second summand.
By the inductive assumption, Xn−1 = Bn−1. The bundle Un−1×Gn−1 (C⊕C) is
ξn−1⊕C, where ξn−1 is the line bundle overBn−1 with first Chern class
∑n−1
i=1 ainui.
Thus, Xn = CP (ξn−1 ⊕ C) = Bn, and the inductive step is complete. 
Note that the associated simplicial complex of the fan described in Theo-
rem 7.8.7 is the boundary of a cross-polytope, so the toric manifold is also a qua-
sitoric manifold over a cube. We therefore obtain:
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Corollary 7.8.8. A Bott tower of height n determined by matrix A has a
natural action of the torus T n making it into a quasitoric manifold over a cube
with refined characteristic matrix Λ = (I | At), see (7.6).
Remark. The bounded flag manifold BFn has a toric structure described in
Proposition 7.7.3, and another toric structure coming from its Bott tower structure
via Theorem 7.8.7 (its matrix A is given in Example 7.8.5). The corresponding fans
are not the same, but isomorphic (see Exercise 7.8.33).
Remark. The relations in the face ring of an n-cube are vivi+n = 0, 1 6 i 6 n.
These relations together with (7.17) give the relations (7.38) after substitution
Λ = (I | At) and ui = −vi+n. In fact, one has ui = c1(ρ¯i+n), where ρi+n is
the line bundle (7.7) over the toric manifold Bn (an exercise). It follows that the
description of the cohomology ring of a Bott manifold from Corollary 7.8.3 agrees
with the description of the cohomology of a toric manifold from Theorem 7.3.27.
Given a permutation σ of n elements, denote by P (σ) the corresponding per-
mutation matrix, the square matrix of size n with ones at the positions (i, σ(i))
for 1 6 i 6 n, and zeros elsewhere. There is an action of the symmetric group
Sn on square n-matrices by conjugations, A 7→ P (σ)−1AP (σ), or, equivalently, by
permutations of the rows and columns of A.
Proposition 7.8.9. A quasitoric manifold M over a cube with refined char-
acteristic matrix Λ = (I | Λ⋆) is equivalent to a Bott manifold if and only if Λ⋆ is
conjugate by means of a permutation matrix to an upper triangular matrix.
Proof. Assume that Λ⋆ is conjugate by means of a permutation matrix to
an upper triangular matrix. Clearly, this condition is equivalent to the conjugacy
of Λ⋆ to a lower triangular matrix. Consider the action of Sn on the set of facets
of the cube In by permuting pairs of opposite facets. A rearrangement of facets
corresponds to a rearrangement of columns in the characteristic n× 2n-matrix Λ,
so an element σ ∈ Sn acts as
Λ 7→ Λ ·
(
P (σ) 0
0 P (σ)
)
.
This action does not preserve the refined form of Λ, as (I | Λ⋆) becomes
(P (σ) | Λ⋆P (σ)). The refined representative in the left coset (7.5) of the latter
matrix is given by (I | P (σ)−1Λ⋆P (σ)). (In other words, we must compensate for
the permutation of pairs of facets by an automorphism of the torus Tn permuting
the coordinate subcircles to keep the characteristic matrix in the refined form.)
This implies that the action by permutations on pairs of opposite facets induces an
action by conjugations on refined submatrices Λ⋆. Hence we may assume, up to an
equivalence, that the refined characteristic submatrix Λ⋆ of M is lower triangular.
The non-singularity condition (7.4) guarantees that the diagonal entries of Λ⋆ are
equal to ±1, and we can set all of them equal to −1 by changing the omniorien-
tation of M if necessary. Now, M has the same characteristic matrix as the Bott
manifold corresponding to the matrix A = Λt⋆ (see Corollary 7.8.8). Therefore, M
and the Bott manifold are equivalent by Proposition 7.3.11.
The converse statement follows from Corollary 7.8.8. 
Our next goal is to characterise Bott manifolds within the class of quasitoric
manifolds over cubes more explicitly. Given a subset {i1, . . . , ik} ⊂ [n], the principal
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minor of a square n-matrix A is the determinant of the submatrix formed by
the elements in columns and rows with numbers i1, . . . , ik. In the case of Bott
manifolds, according to Corollary 7.8.8, all principal minors of the matrix −Λ⋆ are
equal to 1; for an arbitrary quasitoric manifold the non-singularity condition (7.4)
only guarantees that all principal minors of Λ⋆ are equal to ±1.
Recall that an upper triangular matrix is unipotent if all its diagonal entries
are ones. The following key technical lemma can be retrieved from the proof of
Dobrinskaya’s general result [96, Theorem 6] characterising quasitoric manifolds
over products of simplices which can be decomposed into towers of fibrations.
Lemma 7.8.10. Let R be a commutative integral domain with identity element 1,
and let A be a square n-matrix (n > 2) with entries in R. Suppose that every
proper principal minor of A is equal to 1. If detA = 1, then A is conjugate by
means of a permutation matrix to a unipotent upper triangular matrix, otherwise
it is permutation-conjugate to a matrix of the following form:
(7.40)

1 b1 0 . . . 0
0 1 b2 . . . 0
...
...
. . .
. . .
...
0 0 . . . 1 bn−1
bn 0 . . . 0 1

where bi 6= 0 for all i.
Proof. By assumption the diagonal entries of A must be ones. We say that
the ith row is elementary if its ith entry is 1 and the other entries are 0. Assuming
by induction that the theorem holds for matrices of size (n−1) we deduce that A is
itself permutation-conjugate to a unipotent upper triangular matrix if and only if
it contains an elementary row. We denote by Ai the square (n−1)-matrix obtained
by removing from A the ith column and the ith row.
We may assume by induction that An is a unipotent upper triangular matrix.
Next we apply the induction assumption to A1. The permutation of rows and
columns transforming A1 into a unipotent upper triangular matrix turns A into an
‘almost’ unipotent upper triangular matrix; the latter may have only one non-zero
entry below the diagonal, which must be in the first column. If an1 = 0, then the
nth row of A is elementary and A is permutation-conjugate to a unipotent upper
triangular matrix. Otherwise we have
A =

1 ∗ ∗ · · · ∗
0 1 ∗ · · · ∗
...
...
. . .
. . .
...
0 0 · · · 1 bn−1
bn 0 · · · 0 1
 ,
where bn−1 6= 0 and bn 6= 0 (otherwise A contains an elementary row). Now let a1j1
be the last non-zero entry in the first row of A. If A does not contain an elementary
row, then we may define by induction ajiji+1 as the last non-zero non-diagonal entry
in the jith row of A. Clearly, we have
1 < j1 < · · · < ji < ji+1 < · · · < jk = n
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for some k < n. Now, if ji = i + 1 for 1 6 i 6 n − 1, then A is the matrix (7.40)
with bi = aji−1ji , 1 6 i 6 n− 1. Otherwise, the submatrix
S =

1 a1j1 0 . . . 0
0 1 aj1j2 . . . 0
...
...
. . .
. . .
...
0 0 . . . 1 ajk−1n
bn 0 . . . 0 1
 ,
of A formed by the columns and rows with indices 1, j1, . . . , jk is proper and has
determinant 1± bn
∏
ajiji+1 6= 1. This contradiction finishes the proof. 
Theorem 7.8.11. Let M = M(In, Λ) be a quasitoric manifold over a cube
with canonical T n-invariant smooth structure, and Λ⋆ the corresponding refined
submatrix. Then the following conditions are equivalent:
(a) M is equivalent to a Bott manifold;
(b) all the principal minors of −Λ⋆ are equal to 1;
(c) M admits a T n-invariant almost complex structure (with the associated
omniorientation).
Proof. The implication (b) ⇒ (a) follows from Lemma 7.8.10 and Proposi-
tion 7.8.9. The implication (a) ⇒ (c) is obvious. Let us prove (c) ⇒ (b). Recall
the definition of the sign σ(v) and the formula from Lemma 7.3.18 (b) expressing
this sign in terms of the combinatorial data. Denote the facets of the cube In by
F ε1 , . . . , F
ε
n (ε = 0, 1), assuming that F
0
k ∩ F 1k = ∅, for 1 6 k 6 n. The normal
vectors of facets are aεk = (−1)εek. A vertex of In is given by
v = F ε11 ∩ · · · ∩ F εnn .
Therefore, the expression for the sign σ(v) on the right hand side of the formula
from Lemma 7.3.18 is equal to a principal minor of the matrix −Λ⋆ (namely, the
minor formed by the columns and rows with numbers i such that v ∈ F 1i ). It
remains to note that in the almost complex case the sign of every vertex is 1. 
Remark. The equivalence (a)⇔(b) is a particular case of [96, Theorem 6].
Corollary 7.8.12. Let V be a toric manifold whose associated fan is combina-
torially equivalent to the fan consisting of cones over the faces of a cross-polytope.
Then V is a Bott manifold.
Proof. If we view V as a quasitoric manifold (over a cube), then all the
principal minors of the corresponding matrix Λ⋆ are equal to 1 by the same reason
as in the proof of Theorem 7.8.11. By Lemma 7.8.10, the matrix Λ⋆ is permutation-
conjugate to a unipotent upper triangular matrix, so the full characteristic matrix
Λ has the same form as the characteristic matrix of a Bott manifold. The columns
of Λ are the primitive vectors along edges of the fan corresponding to V , so the
combinatorial type of the fan and the matrix Λ determine the fan completely. It
follows that the fan of V is the same as the fan of some Bott manifold, which implies
that V has the structure of a Bott tower. 
Example 7.8.13. Corollary 7.8.12 shows that the class of Bott manifolds co-
incides with the class of toric manifolds over cubes, i.e. the first inclusion in the
hierarchy described in the beginning of this section is an identity. This is not the
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case for the second inclusion. For example the quasitoric manifold M over a square
with refined characteristic submatrix Λ⋆ =
(
1 2
1 1
)
is not a Bott manifold, be-
cause Λ⋆ is not permutation-conjugate to an upper triangular matrix. This M is
diffeomorphic to CP 2 #CP 2.
Semifree circle actions. Recall that an action of a group is called semifree
if it is free on the complement to fixed points. A particularly interesting class of
Hamiltonian semifree circle actions was studied by Hattori, who proved in [152]
that a compact symplectic manifold M carrying a semifree Hamiltonian S1-action
with nonempty isolated fixed point set has the same cohomology ring and the
same Chern classes as CP 1 × · · · × CP 1, thus imposing a severe restriction on
the topological structure of the manifold. Hattori’s results were further extended
by Tolman and Weitsman, who showed in [309] that a semifree symplectic S1-
action with nonempty isolated fixed point set is automatically Hamiltonian, and
the equivariant cohomology ring and Chern classes of M also agree with those of
CP 1 × · · · × CP 1. In dimensions up to 6 it is known that a symplectic manifold
with a S1-action satisfying the properties above is diffeomorphic to a product of
2-spheres, but in higher dimensions this remains open.
Ilinskii considered in [167] an algebraic version of Hattori’s question on semifree
symplectic S1-actions. Namely, he conjectured that a smooth compact complex
algebraic variety V carrying a semifree action of the algebraic 1-torus C× with
positive number of isolated fixed points is homeomorphic to S2 × · · · × S2. The
algebraic and symplectic versions of the conjecture are related via the common
subclass of projective varieties; a smooth projective variety is a symplectic manifold.
Ilinskii proved the toric version of his algebraic conjecture, namely, when V is a toric
manifold and the semifree 1-torus is a subgroup of the acting torus (of dimension
dimC V ). The first step of Ilinskii’s argument was to show that if V admits a
semifree action of a subcircle with isolated fixed points, then the corresponding
fan is combinatorially equivalent to the fan over the faces of a cross-polytope. By
Corollary 7.8.12, such a toric manifold V admits a structure of a Bott tower.
The above described classification of Bott towers can therefore be applied to
obtain results on semifree circle actions. According to a result of [210] (Theo-
rem 7.8.16 below), a quasitoric manifold over a cube with a semifree circle action
is a Bott tower. By another result of [210], all such Bott towers are topologically
trivial, i.e. diffeomorphic to a product of 2-dimensional spheres (Theorem 7.8.17).
A complex n-dimensional representation of the circle S1 is determined by the set
of weights kj ∈ Z, 1 6 j 6 n. In appropriate coordinates an element s = e2πiϕ ∈ S1
acts as follows:
(7.41) s · (z1, . . . , zn) = (e2πik1ϕz1, . . . , e2πiknϕzn).
The following result is straightforward.
Proposition 7.8.14. A representation of S1 in Cn is semifree if and only if
kj = ±1 for 1 6 j 6 n.
Let M = M(P,Λ) be a quasitoric manifold. A circle subgroup in Tn is deter-
mined by a primitive integer vector ν = (ν1, . . . , νn):
(7.42) S(ν) = {(e2πiν1ϕ, . . . , e2πiνnϕ) ∈ Tn : ϕ ∈ R}.
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Given a vertex v = Fj1 ∩ · · · ∩ Fjn of P , we can decompose ν in terms of the basis
λj1 , . . . , λjn :
(7.43) ν = k1(ν, v)λj1 + · · ·+ kn(ν, v)λjn .
Proposition 7.8.15. A circle S(ν) ⊂ Tn acts on a quasitoric manifold M =
M(P,Λ) semifreely and with isolated fixed points if and only if, for every vertex
v = Fj1 ∩ · · · ∩ Fjn , the coefficients in (7.43) satisfy ki(ν, v) = ±1 for 1 6 i 6 n.
Proof. It follows from Proposition 7.3.17 that the coefficients ki(ν, v) are the
weights of the representation of the circle S(ν) in the tangent space to M at v. The
statement follows from Proposition 7.8.14. 
Theorem 7.8.16 ([210]). Let M be a quasitoric manifold over a cube In. As-
sume that the torus acting on M has a circle subgroup acting semifreely and with
isolated fixed points. Then M is equivalent to a Bott tower.
Proof. Let Λ⋆ be the refined characteristic submatrix of M . We may assume
by induction that every characteristic submanifold ofM is a Bott manifold, so that
every proper principal minor of the matrix −Λ⋆ is 1. Therefore, we are in the
situation of Lemma 7.8.10, and −Λ⋆ is a matrix of one of the two types described
there. The second type is ruled out because of the semifreeness assumption. Indeed,
let Λ = (I | −B), where B is the matrix (7.40) and assume that S(ν) ⊂ Tn acts
semifreely with isolated fixed points. Applying the criterion from Proposition 7.8.15
to the vertex v = F 01 ∩ · · · ∩ F 0n we obtain νi = ±1 for 1 6 i 6 n. Now we apply
the same criterion to the vertex v′ = F 11 ∩ · · · ∩F 1n . Since the submatrix formed by
the corresponding columns of Λ is precisely −B, it follows that detB = ±1. This
implies that bi = ±1 in (7.40) for some i. Therefore, if all the coefficients kj(ν, v′)
in the expression ν = k1(ν, v
′)λn+1 + · · · + kn(ν, v′)λ2n are equal to ±1, then the
ith coordinate of ν is νi = ±1± bi 6= ±1: a contradiction. 
Our next result shows that a Bott tower with a semifree circle subgroup and
isolated fixed points is topologically trivial. Let t (respectively, C) be the standard
(respectively, the trivial) complex one-dimensional representation of the circle S1,
and let V denote the trivial bundle with fibre V over a given base. We say that
an action of a group G on a Bott manifold Bn preserves the tower structure if for
each stage Bk = CP (C⊕ ξk−1) the line bundle ξk−1 is G-equivariant. The intrinsic
Tn-action on Bn (see Corollary 7.8.8) obviously preserves the tower structure.
Theorem 7.8.17 ([210]). Assume that a Bott manifold Bn admits a semifree
S1-action with isolated fixed points preserving the tower structure. Then the Bott
tower is topologically trivial; furthermore, Bn is S1-equivariantly diffeomorphic to
the product (CP (C⊕ t))n.
Proof. We may assume by induction that the (n−1)th stage of the Bott tower
is diffeomorphic to (CP (C ⊕ t))n−1 and Bn = CP (C ⊕ ξ) for some S1-equivariant
line bundle ξ over (CP (C⊕ t))n−1.
Let γ be the canonical line bundle over CP (C⊕ t) ∼= CP 1. It carries a unique
structure of an S1-equivariant bundle such that
(7.44) γ|(1:0) = C and γ|(0:1) = t.
We denote by x ∈ H2(CP (C⊕ t)) the first Chern class of γ, and let xi = π∗i (x) ∈
H2(CP (C ⊕ t)n−1) be the pullback of x by the projection πi onto the ith factor.
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Then c1(ξ) =
∑n−1
i=1 aixi for some ai ∈ Z. The S1-equivariant line bundles ξ and
⊗n−1i=1 π∗i (γai) have the same underlying bundles, so there is an integer k such that
(7.45) ξ = tk ⊗
n−1⊗
i=1
π∗i (γ
ai)
as S1-equivariant line bundles (see [155, Corollary 4.2]).
We encode S1-fixed points in CP (C⊕t)n−1 by sequences (pε11 , . . . , pεn−1n−1 ), where
εi = 0 or 1, and p
εi
i denotes (1 : 0) if εi = 0 and (0 : 1) if εi = 1. Then it follows
from (7.44) and (7.45) that
ξ|
(p
ε1
1 ,...,p
εn−1
n−1 )
= tk+
∑n−1
i=1 εiai .
The S1-action on Bn = CP (C ⊕ ξ) is semifree if and only if |k +
∑n−1
i=1 εiai| = 1
for all possible values of εi. Setting εi = 0 for all i we obtain |k| = 1. Let
k = 1 (the case k = −1 is treated similarly). Then (a1, . . . , an−1) = (0, . . . , 0) or
(0, . . . , 0,−2, 0, . . . , 0). In the former case, ξ = t and Bn = CP (C⊕ξ) ∼= CP (C⊕t)n.
In the latter case we have ξ = tπ∗i (γ
−2) for some i, so that Bn = π
∗
i CP (C⊕ tγ−2).
Since for any S1-vector bundle E and S1-line bundle η the projectivisations CP (E)
and CP (E⊗η) are S1-diffeomorphic, it follows that CP (C⊕ tγ−2) ∼= CP (γ⊕ tγ−1).
The first Chern class of γ ⊕ tγ−1 is zero, so its underlying bundle is trivial. The
S1-representation in the fibre of γ ⊕ tγ−1 over a fixed point is isomorphic to C⊕ t
by (7.44). Theorefore, γ ⊕ tγ−1 = C ⊕ t as S1-bundles. It follows that CP (C ⊕
tγ−2) ∼= CP (C⊕ t) and Bn ∼= (CP (C⊕ t))n. 
Remark. The diffeomorphism of Theorem 7.8.17 is not Tn-equivariant.
The next example shows that Theorem 7.8.17 cannot be generalised to qua-
sitoric manifolds. However, as we shall see, it holds under the additional assumption
that the quotient polytope of the quasitoric manifold is a cube.
Example 7.8.18. Let M be a quasitoric manifold over a 2k-gon with
Λ =
(
1 0 1 0 · · · 1 0
0 1 0 1 · · · 0 1
)
.
By Corollary 7.8.15, the circle subgroup determined by the vector ν = (1, 1) acts
semifreely onM . However, the quotient ofM is not a 2-cube if k > 2, so M cannot
be homeomorphic to a product of spheres (it can be shown that M is a connected
sum of k − 1 copies of S2 × S2).
Theorem 7.8.19 ([210]). Let M a quasitoric manifold M over a cube In.
Assume that the torus acting on M has a circle subgroup acting semifreely. Then
M is S1-equivariantly homeomorphic to a product of 2-spheres.
Proof. By Theorem 7.8.16, M is equivalent to a Bott tower. By Theo-
rem 7.8.17, it is S1-homeomorphic to a product of spheres. 
We can also derive Ilinskii’s result on semifree actions on toric manifolds:
Theorem 7.8.20 ([167]). A toric manifold V carrying a semifree action of a
circle subgroup with isolated fixed points is diffeomorphic to a product of 2-spheres.
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Proof. By Theorem 7.8.17, it is sufficient to show that V is a Bott manifold.
A semifree circle subgroup acting on V also acts semifreely and with isolated fixed
points on every characteristic submanifold Vj of V . We use induction on the di-
mension. The base of induction is the case dimC V = 2; we consider it below. By
the inductive hypothesis, each Vj is a Bott manifold, i.e. its quotient polytope is
a combinatorial cube. On the other hand, the quotient polytope of Vj is the facet
Fj of the quotient polytope P of V ; since each Fj is a cube, P is also a cube by
Exercise 1.1.22. By Corollary 7.8.12, V is a Bott manifold, and we are done.
It remains to consider the case dimC V = 2. We need to show that the quotient
polytope of a complex 2-dimensional toric manifold V with semifree circle subgroup
action and isolated fixed points is a 4-gon.
Let Σ be the fan corresponding to V . One-dimensional cones of Σ correspond to
facets (or edges) of the quotient polygon P 2. We must show that there are precisely
4 one-dimensional cones. The values of the characteristic function on the facets of
P 2 are given by the primitive vectors generating the corresponding one-dimensional
cones of Σ. Let ν be the vector generating the semifree circle subgroup. We may
choose an initial vertex v of P 2 so that ν belongs to the 2-dimensional cone of Σ
corresponding to v. Then we index the primitive generators a i, 1 6 i 6 m, of
1-cones so that ν is in the cone generated by a1 and a2, and any two consecutive
vectors span a two-dimensional cone (see Fig. 7.6). This provides us with a refined
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 
 
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νa2
a3
am
· · ·
Figure 7.6.
characteristic matrix Λ of size 2 × m. We have a1 = (1, 0) and a2 = (0, 1), and
applying the criterion from Proposition 7.8.15 to the first cone R>〈a1,a2〉 (that is,
to the initial vertex of the polygon) we obtain ν = (1, 1).
The rest of the proof is a case by case analysis using the non-singularity con-
dition (7.4) and Proposition 7.8.15. The reader may be willing to do this himself
as an exercise rather than following the argument below.
Consider now the second cone. The non-singularity conditions (7.4) gives us
det(a2,a3) = 1, hence a3 = (−1, ∗). Writing ν = k1a2 + k2a3 and applying
Proposition 7.8.15 to the second cone R>〈a2,a3〉 we obtain
(1, 1) = ±(0, 1)± (−1, ∗).
Therefore, a3 = (−1, 0) or a3 = (−1,−2). Similarly, considering the last cone
R>〈am,a1〉 we obtain am = (∗,−1), and then, applying Proposition 7.8.15, we
see that am = (0,−1) or am = (−2,−1). The case when a3 = (−1,−2) and
am = (−2,−1) is impossible since then the second and the last cones overlap.
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Let a3 = (−1,−2). Then am = (0,−1). Considering the cone R>〈am−1,am〉
we obtain am−1 = (−1, 0) or am−1 = (−1,−2). In the former case cones overlap,
and in the latter case we get am−1 = a3. This implies m = 4 and we are done.
Let a3 = (−1, 0). Then considering the third cone R>〈a3,a4〉 we obtain a4 =
(0,−1) or a4 = (−2,−1). If a4 = (0,−1), then a4 = am (otherwise cones overlap),
and we are done. Let a4 = (−2,−1). Then either am = (−2,−1) = a4 and we
are done, or am = (0,−1). In the latter case, we get am−1 = (−1,−2) (see the
previous paragraph).
We are left with the case a4 = (−2,−1) and am−1 = (−1,−2). The only way
to satisfy both (7.4) and the condition of Proposition 7.8.15 without overlapping
cones is to set a5 = (−3,−2) and am−2 = (−2,−3). Continuing this process, we
obtain ak = (−k+ 2,−k+ 3), k > 2, and am−l = (−l,−l− 1), l > 0. This process
never stops, as we never get a complete regular fan. So this case is impossible. 
The proof above leaves three possibilities for the vectors a3 and a4 of the
2-dimensional fan: (−1, 0) and (0,−1), or (−1, 0) and (−2,−1), or (−1,−2) and
(0,−1). The last two pairs correspond to isomorphic fans. The refined characteristic
submatrices corresponding to the first two pairs are(−1 0
0 −1
)
and
(−1 −2
0 −1
)
.
The first corresponds to CP 1×CP 1, and the second to a Bott manifold (Hirzebruch
surface) with a12 = −2.
The next result gives an explicit description of matrices (7.39) corresponding
to our specific class of Bott towers:
Theorem 7.8.21 ([210]). A Bott manifold Bn admits a semifree circle subgroup
with isolated fixed points if and only if its matrix (7.39) satisfies the identity
1
2
(E −A) = C1C2 · · ·Cn,
where Ck is either the identity matrix or a unipotent upper triangular matrix with
only one nonzero element above the diagonal; this element is 1 in the kth column.
Proof. Assume first that Bn admits a semifree circle subgroup with isolated
fixed points. We have two sets of multiplicative generators for the ring H∗(Bn):
the set {u1, . . . , un} from Corollary 7.8.3 satisfying identities (7.38), and the set
{x1, . . . , xn} satisfying x2i = 0 (the latter set exists since Bn is diffeomorphic
to a product of 2-spheres). The reduced sets with i 6 k can be regarded as
the corresponding sets of generators for the kth stage Bk. As is clear from the
proof of Theorem 7.8.17, we have c1(ξk−1) = −2cikkxik for some ik < k, where
cikk = 1 or 0. From u
2
k + 2cikkxikuk = 0 we obtain xk = uk + cikkxik . In
other words, the transition matrix Ck from the basis x1, . . . , xk−1, uk, . . . , un of
H2(Bn) to x1, . . . , xk, uk+1, . . . , un may have only one nonzero entry off the di-
agonal, which is cikk. The transition matrix from u1, . . . , un to x1, . . . , xn is the
product D = C1C2 · · ·Cn. Then D = (djk) is a unipotent upper triangular matrix
consisting of zeros and ones, xk =
∑n
j=1 djkuj and
0 = x2k =
(
uk +
∑k−1
j=1 djkuj
)2
= u2k + 2
∑k−1
j=1 djkujuk + · · · , 1 6 k 6 n.
On the other hand, 0 = u2k−
∑k−1
j=1 ajkujuk by (7.38). Comparing the coefficients of
ujuk for 1 6 j 6 k− 1 in the last two equations and observing that these elements
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are linearly independent in H4(B2k) we obtain 2djk = −ajk for 1 6 j < k 6 n. As
both D and −A are unipotent upper triangular matrices, this implies 2D = E−A.
Assume now that the matrix A satisfies E − A = 2C1C2 · · ·Cn. Then for the
corresponding Bott tower we have ξk−1 = π
∗
ik
(γ−2cikk). Therefore, we may choose a
circle subgroup such that ξk−1 becomes tπ
∗
ik
(γ−2cikk) (as an S1-equivariant bundle),
for 1 < k 6 n. This circle subgroup acts semifreely and with isolated fixed points
as seen from the same argument as in the proof of Theorem 7.8.17. 
Example 7.8.22. The condition of Theorem 7.8.21 implies in particular that
the matrix (7.39) may have only entries equal to 0 or −2 above the diagonal.
However, the hypothesis of Theorem 7.8.21 is stronger. For instance, if
A =
−1 0 −20 −1 −2
0 0 −1

then the matrix (E − A)/2 cannot be factored as C1C2C3. Consequently, the
corresponding 3-stage Bott tower does not admit a subcircle acting semifreely and
with isolated fixed points. On the other hand, if
A =
−1 −2 −20 −1 0
0 0 −1

then we have
1
2
(E −A) =
1 1 10 1 0
0 0 1
 =
1 0 00 1 0
0 0 1
1 1 00 1 0
0 0 1
1 0 10 1 0
0 0 1
 .
It is clear that not every topologically trivial Bott manifold admits a semifree
subcircle action with isolated fixed points (the latter condition is stronger even for
n = 2). We now consider the former class in more detail.
Topologically trivial Bott towers. The topological triviality of a Bott tower
can be detected by its cohomology ring:
Theorem 7.8.23 ([210]). A Bott tower Bn is topologically trivial if and only
if there is an isomorphism H∗(Bn) ∼= H∗((S2)n) of graded rings.
Proof. Corollary 7.8.3 implies
H∗(Bn) = H
∗
(
Bn−1
)
[un]
/(
u2n − c1(ξn−1)un
)
.
We may therefore write any element of H2(Bn) as x + bun, where x ∈ H2(Bn−1)
and b ∈ Z. We have
(x+ bun)
2 = x2 + 2bxun + b
2u2n = x
2 + b(2x+ bc1(ξn−1))un,
so that the square of x + bun with b 6= 0 is zero if and only if x2 = 0 and 2x +
bc1(ξn−1) = 0. This shows that elements of the form x + bun with b 6= 0 whose
squares are zero generate a rank-one free subgroup of H2(Bn).
Assume that H∗(Bn) ∼= H∗((CP 1)n). Then there is a basis {x1, . . . , xn} in
H2(Bn) such that x
2
i = 0 for all i. By the observation from the previous paragraph,
we may assume that the elements x1, . . . , xn−1 lie in H
2(Bn−1), and xn is not in
H2(Bn−1). Then we can have xn =
∑n−1
i=1 bixi + un for some bi ∈ Z. A product∏
i∈I xi with I ⊂ {1, . . . , n} lies in H∗(Bn−1) if and only if n /∈ I. This implies that
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the ring H∗(Bn−1) is generated by the elements x1, . . . , xn−1 and is isomorphic to
the cohomology ring of (CP 1)n−1. Therefore, we may assume by induction that
Bn−1 ∼= (CP 1)n−1.
Writing c1(ξn−1) =
∑n−1
i=1 aixi, we obtain
0 = x2n =
(
un +
∑n−1
i=1 bixi
)2
=
∑n−1
i=1 (ai + 2bi)xiun +
(∑n−1
i=1 bixi
)2
.
This may hold only if at most one of the ai is nonzero (and equal to −2bi) because
the elements xixj and xiun with i < j < n form a basis of H
4(Bn). Therefore, ξn−1
is the pullback of the bundle γ−2bi over CP 1 by the ith projection map Bn−1 =
(CP 1)n−1 → CP 1. Since CP (C ⊕ γ−2bi) is a topologically trivial bundle (see
Example 7.8.4), the bundle Bn = CP (C⊕ ξn−1) is also trivial. 
We can now also describe effectively the class of matrices (7.39) corresponding
to topologically trivial Bott towers:
Theorem 7.8.24. A Bott tower is topologically trivial if and only if its corre-
sponding matrix (7.39) satisfies the identity
1
2
(E −A) = C1C2 · · ·Cn,
where Ck is either the identity matrix or a unipotent upper triangular matrix with
only one nonzero element above the diagonal; this element lies in the kth column.
Proof. The argument is the same as in the proof of Theorem 7.8.21. The only
difference is that the number cikk in the formula c1(ξk−1) = −2cikkxik is now an
arbitrary integer. 
Theorem 7.8.23 can be generalised to quasitoric manifolds, but only in the
topological category:
Theorem 7.8.25 ([210, Theorem 5.7]). A quasitoric manifold M is homeomor-
phic to a product (S2)n if and only if there is an isomorphism H∗(M) ∼= H∗((S2)n)
of graded rings.
Generalisations and cohomological rigidity.
Definition 7.8.26. A generalised Bott tower of height n is a tower of bundles
Bn
pn−→ Bn−1 pn−1−→ · · · −→ B2 p2−→ B1 −→ pt ,
of complex manifolds, whereB1 = CP j1 and eachBk is the complex projectivisation
of a sum of jk+1 complex line bundles over Bk−1. The fibre of the bundle pk : Bk →
Bk−1 is CP jk . A generalised Bott tower is topologically trivial if each pk is trivial
as a smooth bundle.
The last stage Bn in a generalised Bott tower is a generalised Bott manifold.
Remark. A generalised Bott manifold Bn is a projective toric manifold whose
corresponding polytope is combinatorially equivalent to a product of simplices∆j1×
· · · ×∆jn (an exercise). In particular, Bn is a quasitoric manifold over a product
of simplices. If we replace ‘a sum of complex line bundles’ by ‘a complex vector
bundle’ in the definition, then the resulting tower will not be a toric manifold in
general: the torus action on Bk−1 lifts to the projectivisation of a sum of line
bundles, but not to the projectivisation of an arbitrary vector bundle over Bk−1.
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Generalised Bott towers were considered by Dobrinskaya [96], who proved the
following result (see Lemma 7.3.18 for the information about the signs of vertices):
Theorem 7.8.27 ([96, Corollary 7]). A quasitoric manifold over a product of
simplices P = ∆j1 × · · · ×∆jn is a generalised Bott manifold if and only if the sign
of each vertex of P is the product of the signs of its corresponding vertices of the
simplices ∆jk according to the decomposition of P . In particular, a toric manifold
over a product of simplices is always a generalised Bott manifold.
Remark. According to the general result [96, Theorem 6], a quasitoric man-
ifold over any product polytope P = Pj1 × · · · × Pjn decomposes into a tower of
quasitoric fibre bundles if and only if the sign of each vertex of P decomposes into
the corresponding product.
Theorem 7.8.23 can be extended to generalised Bott towers:
Theorem 7.8.28 ([75, Theorem 1.1]). If the integral cohomology ring of a
generalised Bott manifold Bn is isomorphic to H
∗(CP j1 × · · · × CP jn), then the
generalised Bott tower is topologically trivial; in particular, Bn is diffeomorphic to
CP j1 × · · · × CP jn .
According to another result of Choi, Masuda and Suh [74, Theorem 8.1], a qua-
sitoric manifoldM over a product of simplices P = ∆j1×· · ·×∆jn is homeomorphic
to a generalised Bott manifold if H∗(M) ∼= H∗(CP j1×· · ·×CP jn). Therefore, such
a quasitoric manifold M is homeomorphic to CP j1 × · · · × CP jn .
Since trivial (generalised) Bott towers can be detected by their cohomology
rings, a natural question arises of whether any two (generalised) Bott manifolds
can be distinguished, either smoothly or topologically, by their cohomology rings.
This leads to the notion of cohomological rigidity:
Definition 7.8.29. Fix a commutative ring k with unit. We say that a fam-
ily of closed manifolds is cohomologically rigid over k if manifolds in the family
are distinguished up to homeomorphism by their cohomology rings with coeffi-
cients in k. That is, a family is cohomologically rigid if a graded ring isomorphism
H∗(M1;k) ∼= H∗(M2;k) implies a homeomorphism M1 ∼= M2 whenever M1 and
M2 are in the family.
A manifold M in the given family is said to be cohomologically rigid if for any
other manifoldM ′ in the family a ring isomorphism H∗(M ;k) ∼= H∗(M ′;k) implies
a homeomorphism M ∼=M ′. Obviously a family is cohomologically rigid whenever
every its element is rigid.
There is a smooth version of cohomological rigidity for families of smooth man-
ifolds, with homeomorphisms replaced by diffeomorphisms.
Problem 7.8.30. Is the family of Bott manifolds cohomologically rigid
(over Z)? Namely, is it true that any two Bott manifolds M1 and M2 with isomor-
phic integral cohomology rings are homeomorphic (or even diffeomorphic)?
This question is open even for the much larger families of toric and quasitoric
manifolds. Namely, there are no known examples of non-homeomorphic (quasi)toric
manifolds with isomorphic integral cohomology rings. By the result of Choi, Park
and Suh [77], quasitoric manifolds with second Betti number 2 (i.e. over a product
of two simplices) are homeomorphic when their cohomology rings are isomorphic.
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In the positive direction, Theorem 7.8.23 shows that a topologically trivial Bott
manifold is cohomologically rigid in the family of Bott manifolds, in the smooth cat-
egory. By Theorem 7.8.25, a topologically trivial Bott manifold is cohomologically
rigid in the wider family of quasitoric manifolds, but only in the topological cate-
gory. Smooth cohomological rigidity was established in Choi [71] for Bott manifolds
up to dimension 8 (i.e. up to height 4).
There is an R-version of this circle of questions, with quasitoric manifolds re-
placed by small covers , (generalised) Bott towers replaced by real (generalised) Bott
towers, and the cohomology rings taken with coefficients in Z2. A real generalised
Bott tower is defined similarly to a complex tower, with the complex projectivisa-
tion replaced by the real one.
The family of real Bott manifolds is cohomologically rigid over Z2 by the result
of Kamishima–Masuda [178] (see also [73]), but the family of generalised Bott
manifolds is not [208]. Also, every small cover over a product of simplices is
a generalised real Bott tower [74] (this is not true for quasitoric manifolds, see
Example 7.8.13). For more results on the cohomological rigidity of (generalised)
Bott towers, see the survey articles [211] and [76].
Exercises.
7.8.31. Let ηk denote the kth tensor power of the tautological line bundle
over CP 1, and C denote the trivial line bundle. Show that there is a cohomology
ring isomorphismH∗(CP (C⊕ηk)) ∼= H∗(CP (C⊕ηk′)) if and only if k = k′ mod 2.
7.8.32. Show that the toric manifold described in Theorem 7.8.7 is projective
by providing explicitly a polytope P whose normal fan is Σ. Observe that P is
combinatorially equivalent to a cube (compare Proposition 7.7.4).
7.8.33. The bounded flag manifold BFn is a Bott tower, as described in Ex-
ample 7.8.5. By Theorem 7.8.7, it is isomorphic to the toric manifold whose corre-
sponding fan has generators
a0k = ek (1 6 k 6 n), a
1
k = −ek + ek+1 (1 6 k 6 n− 1), a1n = en.
This fan is not the same as the one described in Proposition 7.7.3. However, there
is a linear isomorphism of Rn taking one fan to another, and therefore the corre-
sponding toric manifolds are isomorphic.
7.8.34. Let Bn be the Bott manifold and ui ∈ H2(Bn) the canonical cohomol-
ogy ring generator (obtained by pulling back the first Chern class of the tautological
line bundle over Bi to the top stage Bn). Show that ui = c1(ρ¯i+n), where ρi+n is
the line bundle (7.7) over the toric manifold Bn. (Hint: use induction.)
7.8.35. A generalised Bott manifold is a projective toric manifold over a product
of simplices.
7.8.36. The projectivisation of a complex k-plane bundle (k > 1) over CPn is
not necessarily a toric manifold.
7.9. Weight graphs
The quotient space M2n/T n of a half-dimensional torus action has the orbit
stratification (the face structure), therefore providing a natural combinatorial ob-
ject associated with the action and allowing us to translate equivariant topology
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into combinatorics. For the classes of half-dimensional torus actions considered
in the previous sections, the quotient M2n/T n is contractible or acyclic, so many
topological invariants of the action can be expressed in purely combinatorial terms.
In this section we consider another type of combinatorial objects associated to
T -manifolds, which catch some important information about the T -action and its
orbit structure: the so-called weight graphs (for particular classes of T -manifolds
these are also known as GKM-graphs). A weight graph is an oriented graph with a
special labelling of edges, which can be assigned to an effective T k-action on M2n
(k 6 n) with isolated fixed points under very mild assumption on the action. When
k < n the topology of the quotient M2n/T k is often quite complicated, and the
weight graph can be viewed as its combinatorial approximation.
In the study of quasitoric manifolds we constructed the correspondence (7.14),
which assigns to each oriented edge of the quotient simple polytope P a weight
of the T -representation at the fixed point corresponding to the origin of the edge.
This correspondence can be viewed as a graph Γ with special labels on its ori-
ented edges, and we refer to such an object as a weight graph. As it follows from
Proposition 7.3.17, defining the correspondence (7.14) is equivalent to defining the
characteristic matrix Λ. At the same time, it is well-known that the 1-skeleton
of a simple polytope determines its entire combinatorial structure (see e.g. [325,
Theorem 3.12]). It follows that the weight graph contains the same information as
the combinatorial quasitoric pair (P,Λ), and therefore it completely determines the
torus action on the quasitoric manifoldM . For more general classes of torus actions
considered in this chapter, one cannot expect that the weight graph determines the
action, but it still contains an important piece of information.
Graphs whose oriented edges are labelled by the weights of a torus action
were considered in the works of Musin [236], Hattori and other authors since the
1970s. A renewed interest to these graphs was stimulated by the works of Goresky–
Kottwitz–MacPherson [129] and Guillemin–Zara [145] in connection with the study
of symplectic manifolds with Hamiltonian torus actions. A related more general
class of T -manifolds has become known as GKM-manifolds , and their weight graphs
are often referred to as GKM-graphs.
A closed 2n-dimensional manifold M with an effective smooth action of torus
T k (k 6 n) is called a GKM-manifold if the fixed point set is finite and nonempty,
a T k-invariant almost complex structure is given on M , and the weights of the
tangential T k-representation at any fixed point are pairwise linearly independent.
As in the case of quasitoric manifolds, there is a weight graph associated with each
GKM-manifoldM (vertices of the graph correspond to fixed points ofM , and edges
correspond to connected components of the set of points ofM with codimension-one
stabilisers). As it was shown in [129], many important topological characteristics
of a GKM-manifold M (such as the Betti numbers or the equivariant cohomology)
can be described in terms of the weight graph. Axiomatisation of the properties of
the weight graph of a GKM-manifold led to the notion of a GKM-graph [145].
Weight graphs arising from locally standard T -manifolds (or torus manifolds)
were studied in [204]. As in the case of GKM-manifolds, axiomatisation of the
properties of weight graphs leads to an interesting combinatorial object, known as
a T -graph (or torus graph).
A T -graph is a finite n-valent graph Γ (without loops, but with multiple edges
allowed) with an axial function on the set E(Γ) of oriented edges taking values in
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Hom(T n, S1) = H2(BT n) and satisfying certain compatibility conditions. These
conditions (described below) are similar to those for GKM-graphs, but not exactly
the same. The weight graph of a torus manifold is an example of a T -graph; in this
case the values of the axial function are the weights of the tangential representations
of T n at fixed points.
The equivariant cohomology ring H∗T (Γ) of a T -graph Γ can be defined in
the same way as for GKM-graphs; when the T -graph arises from a locally standard
torus manifoldM we haveH∗T (Γ) = H
∗
T (M). Furthermore, unlike the case of GKM-
graphs, the equivariant cohomology ring of a T -graph can be described in terms
of generators and relations (see Theorem 7.9.12). Such a description is obtained
by defining the simplicial poset S(Γ) associated with a T -graph Γ; then H∗T (Γ) is
shown to be isomorphic to the face ring Z[S(Γ)]. This theorem continues the series
of results identifying the equivariant cohomology of a (quasi)toric manifold [90] and
a locally standard T -manifold (Theorem 7.4.33) with the face ring of the associated
polytope, simplicial complex, or simplicial poset.
Although the classes of GKM- and T -graphs diverge in general, they contain
an important subclass of n-independent GKM-graphs in their intersection.
Definition of a T -graph. This definition is a natural adaptation of the notion
of GKM-graph [145] to torus manifolds.
Let Γ be a connected n-valent graph without loops but possibly with multiple
edges. Denote by V (Γ) the set of vertices and by E(Γ) the set of oriented edges
(so that each edge enters E(Γ) twice with the opposite orientations). We further
denote by i(e) and t(e) the initial and terminal points of e ∈ E(Γ), respectively,
and denote by e¯ the edge e with the reversed orientation. For v ∈ V (Γ) we set
E(Γ)v = {e ∈ E(Γ): i(e) = v}.
A collection θ = {θe} of bijections
θe : E(Γ)i(e) → E(Γ)t(e), e ∈ E(Γ),
is called a connection on Γ if
(a) θe¯ is the inverse of θe;
(b) θe(e) = e¯.
An n-valent graph Γ with g edges admits ((n− 1)!)g different connections. Let
T = T n be an n-torus. A map
α : E(Γ)→ Hom(T, S1) = H2(BT )
is called an axial function (associated with the connection θ) if it satisfies the
following three conditions:
(a) α(e¯) = ±α(e);
(b) elements of α(E(Γ)v) are pairwise linearly independent (2-independent)
for each vertex v ∈ V (Γ);
(c) α(θe(e
′)) ≡ α(e′) mod α(e) for any e ∈ E(Γ) and e′ ∈ E(Γ)i(e).
We also denote by Te = kerα(e) the codimension-one subtorus in T determined
by α and e. Then we may reformulate the condition (c) above as follows: the
restrictions of α(θe(e
′)) and α(e′) to H∗(BTe) coincide.
Remark. Guillemin and Zara required α(e¯) = −α(e) in their definition of
axial function. A connection θ satisfying condition (c) above is unique if elements
of α(E(Γ)v) are 3-independent for each vertex v (an exercise, see [145]).
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Definition 7.9.1. We call α a T -axial function if it is n-independent, i.e. if
α(E(Γ)v) is a basis of H
2(BT ) for each v ∈ V (Γ). A triple (Γ, θ, α) consisting of
a graph Γ, a connection θ and a T -axial function α is called a T -graph. Since a
connection θ is uniquely determined by α, we often suppress it in the notation.
Remark. Compared with GKM-graphs, the definition of a T -graph has weaker
condition (a) (we only require α(e¯) = ±α(e) instead of α(e¯) = −α(e)), but stronger
condition (b) (α is required to be n-independent rather than 2-independent).
Example 7.9.2. Let M be a locally standard torus manifold. Denote by ΓM
the 1-skeleton of the orbit space Q =M/T (it is easy to see that the 1-skeleton can
be defined without the local standardness assumption), and let αM be the axial
function of Lemma 7.4.24. Then (ΓM , αM ) is a T -graph.
Example 7.9.3. Two T -graphs are shown in Fig. 7.7. The first is 2-valent and
the second is 3-valent. The axial function α takes the edges, regardless of their
orientation, to the generators t1, t2 ∈ H2(BT 2) (respectively, t1, t2, t3 ∈ H2(BT 3)).
These T -graphs are not GKM-graphs, as the condition α(e¯) = −α(e) is not satisfied.
Both come from torus manifolds, S4 and S6, respectively (see Example 7.4.16).
r
r
r
r
t1 t2 t1 t2 t3
(a) n = 2 (b) n = 3
Figure 7.7. T -graphs.
Definition 7.9.4. The equivariant cohomology H∗T (Γ) of a T -graph Γ is a set
of maps
f : V (Γ)→ H∗(BT )
such that for every e ∈ E(Γ) the restrictions of f(i(e)) and f(t(e)) to H∗(BTe)
coincide. Since H∗(BT ) is a ring, the set of maps from V (Γ) to H∗(BT ), denoted
by H∗(BT )V (Γ), is also a ring with respect to the vertex-wise multiplication. Its
subspace H∗T (Γ) is a subring because the restriction map H
∗(BT ) → H∗(BTe) is
multiplicative. Furthermore, H∗T (Γ) is a H
∗(BT )-algebra.
IfM is a torus manifold withHodd(M) = 0, then for the corresponding T -graph
ΓM we have H
∗
T (ΓM )
∼= H∗T (M) by Theorem 7.4.28.
Calculation of equivariant cohomology. Here we interpret the results of
Section 7.4 on equivariant cohomology of torus manifolds in terms of their associ-
ated T -graphs, thereby providing a purely combinatorial model for this calculation,
which is applicable to a wider class of objects.
Definition 7.9.5. Let (Γ, θ, α) be a T -graph and Γ′ a connected k-valent sub-
graph of Γ, where 0 6 k 6 n. If Γ′ is invariant under the connection θ, then we say
that (Γ′, α|E(Γ′)) is a k-dimensional face of Γ. As usual, (n− 1)-dimensional faces
as called facets.
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An intersection of faces is invariant under the connection, but can be discon-
nected. In other words, such an intersection is a union of faces.
The Thom class of a k-dimensional face G = (Γ′, α|E(G′)) is the map
τ
G
: V (Γ)→ H2(n−k)(BT ) defined by
(7.46) τ
G
(v) =

∏
i(e)=v, e/∈Γ′
α(e) if v ∈ V (Γ′),
0 otherwise.
Lemma 7.9.6. The Thom class τ
G
is an element of H∗T (Γ).
Proof. Let e ∈ E(Γ). If neither of the vertices of e is contained in G, then
the values of τ
G
on both vertices of e are zero. If only one vertex of e, say i(e),
is contained in G, then τ
G
(t(e)) = 0, while τ
G
(i(e)) = 0 mod α(e), so that the
restriction of τ
G
(i(e)) to H∗(BTe) is also zero. Finally, assume that the whole
e is contained in G. Let e′ be an edge such that i(e′) = i(e) and e′ /∈ G, so
that α(e′) is a factor in τ
G
(i(e)). Since G is invariant under the connection, it
follows that θe(e
′) /∈ G. Therefore, α(θe(e′)) is a factor in τG(t(e)). Now we have
α(θe(e
′)) ≡ α(e′) mod α(e) by the definition of axial function. The same holds
for any other factor in τ
G
(i(e)), whence the restrictions of τ
G
(i(e)) and τ
G
(t(e)) to
H∗(BTe) coincide. 
Lemma 7.9.7. If Γ is a T -graph, then there is a unique k-face containing any
given k elements of E(Γ)v.
Proof. Let S ⊂ E(Γ)v be the set of given oriented k edges with the common
origin v. Consider the graph Γ′ obtained by ‘spreading’ S using the connection θ.
In more detail, at the first step we add to S all oriented edges of the form θe(e
′)
where e, e′ ∈ S. Denote the resulting set by S1. At the second step we add to S1
all oriented edges of the form θe(e
′) where e, e′ ∈ S1 and i(e) = i(e′), an so on.
Since Γ is a finite graph, this process stabilises after a finite number of steps, and
we obtain a subgraph Γ′ of Γ. This subgraph Γ′ is obviously θ-invariant. We claim
that Γ′ is k-valent. To see this, define for any vertex w ∈ V (Γ′) the subgroup
Nw = Z〈α(e) : e ∈ E(Γ′)w〉 ⊂ H2(BT ).
Condition (c) from the definition of the axial function implies that Nw = Nw′ for
any vertices w,w′ ∈ V (Γ′). Since Nv ∼= Zk for the initial vertex v, it follows that
Nw ∼= Zk for any w ∈ V (Γ′). Now, then n-independence of the axial function
implies that there are exactly k edges in the set {e ∈ E(Γ′)w}, for any vertex w
of Γ′. In other words, Γ′ is k-valent and therefore it defines a k-face of Γ. 
Corollary 7.9.8. Faces of a T -graph Γ form a simplicial poset S(Γ) of rank
n with respect to reversed inclusion.
Denote by G ∨ H a minimal face containing both G and H . In general such
a least upper bound may fail to exist or be non-unique; however it exists and is
unique provided that the intersection G ∩H is non-empty.
Lemma 7.9.9. For any two faces G and H of Γ the corresponding Thom classes
satisfy the relation
(7.47) τ
G
τ
H
= τ
G∨H
·
∑
E∈G∩H
τ
E
,
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where we formally set τ
Γ
= 1 and τ∅ = 0, and the sum in the right hand side is
taken over connected components E of G ∩H.
Proof. We need to check that both sides of the identity take the same values
on any vertex v. The argument is the same as in the proof of Lemma 7.4.26. 
Lemma 7.9.10. The Thom classes τ
G
corresponding to all proper faces of Γ
constitute a set of ring generators for H∗T (Γ).
Proof. This is proved in the same way as Lemma 7.4.31. 
Consider the face ring Z[S(Γ)], obtained by taking quotient of the polynomial
ring on generators v
G
corresponding to non-empty faces of Γ by relations (7.47).
The grading is given by deg v
G
= 2(n− dimG).
Example 7.9.11. Let Γ be the torus graph shown in Fig. 7.7 (b). Denote
its vertices by p and q, the edges by e, g, h, and their opposite 2-faces by E,
G, H , respectively. The simplicial cell complex S(Γ) is obtained by gluing two
triangles along their boundaries. The face ring Z[S(Γ)] is the quotient of the graded
polynomial ring
Z[v
E
, v
G
, v
H
, vp, vq], deg vE = deg vG = deg vH = 2, deg vp = deg vq = 6
by the two relations
v
E
v
G
v
H
= vp + vq, vpvq = 0.
(The generators ve, vg, vh can be excluded using relations like ve = vGvH .)
By definition, the equivariant cohomology of a T -graph comes together with a
monomorphism into the sum of polynomial rings:
r : H∗T (Γ) −→
⊕
V (Γ)
H∗(BT ).
A similar map for the face ring Z[S(Γ)] is given by Theorem 3.5.6 (or by Theo-
rem 7.4.23). The latter map can be written in our case as
s : Z[S(Γ)] −→
⊕
v∈V (Γ)
Z[S(Γ)]/(v
G
: G 6∋ v).
Theorem 7.9.12 ([204]). The equivariant cohomology ring H∗T (Γ) of a T -graph
Γ is isomorphic to the face ring Z[S(Γ)]. In other words, H∗T (Γ) is isomorphic to
the quotient of the polynomial ring on the Thom classes τ
G
by relations (7.47).
Proof. We define a map
Z[v
G
: G is a face] −→ H∗T (Γ)
by sending v
G
в τ
G
. By Lemma 7.9.9, it factors through a map ϕ : Z[S(Γ)]→ H∗T (Γ).
This map is surjective by Lemma 7.9.10. Also, ϕ is injective, because we have
s = r ◦ ϕ and s is injective by Theorem 3.5.6. 
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Pseudomanifolds and orientations. Which simplicial posets arise as the
posets of faces of T -graphs? Here we obtain a partial answer to this question.
The definition of pseudomanifold (Definition 4.6.4) can be extended easily to
simplicial posets:
Definition 7.9.13. A simplicial poset S of rank n is called an (n − 1)-
dimensional pseudomanifold (without boundary) if
(a) for any element σ ∈ S, there is an element τ of rank n such that σ 6 τ
(in other words, S is pure (n− 1)-dimensional);
(b) for any element σ ∈ S of rank (n− 1) there are exactly two elements τ of
rank n such that σ < τ ;
(c) for any two elements τ and τ ′ of rank n there is a sequence of elements
τ = τ1, τ2, . . . , τk = τ
′ such that rank τi = n and τi ∧ τi+1 contains an
element of rank (n− 1) for i = 1, . . . , k − 1.
Simplicial cell decompositions of topological manifolds are pseudomanifolds,
but there are pseudomanifolds that do not arise in this way, see Example 7.9.15.
Theorem 7.9.14 ([204]).
(a) Let Γ be a torus graph; then S(Γ) is a pseudomanifold, and the face ring
Z[S(Γ)] admits an lsop;
(b) Given an arbitrary pseudomanifold S and an lsop in Z[S], one can canon-
ically construct a torus graph ΓS .
Furthermore, ΓS(Γ) = Γ.
Proof. (a) Vertices of S(Γ) correspond to (n−1)-faces of Γ. Since any face of Γ
contains a vertex and Γ is n-valent, S(Γ) is pure (n−1)-dimensional. Condition (b)
from the definition of a pseudomanifold follows from the fact that an edge of Γ has
exactly two vertices, and (c) follows from the connectivity of Γ. In order to find
an lsop, we identify Z[S(Γ)] with a subset of H∗(BT )V (Γ) (see Theorem 7.9.12)
and consider the constant map H∗(BT ) → H∗(BT )V (Γ). It factors through a
monomorphism H∗(BT )→ Z[S(Γ)], and Lemma 3.5.8 implies that the image of a
basis in H2(BT ) is an lsop.
(b) Let S be a pseudomanifold of dimension (n− 1). Define a graph ΓS whose
vertices correspond to (n−1)-dimensional simplices σ ∈ S, and in which the number
of edges between two vertices σ and σ′ is equal to the number of (n−2)-dimensional
simplices in σ ∧ σ′. Then ΓS is a connected n-valent graph, and we need to define
an axial function.
We can regard an lsop as a map λ : H∗(BT ) → Z[S]. Assume that S has m
elements of rank 1 (we do not call them vertices to avoid confusion with the vertices
of Γ) and let v1, . . . , vm be the corresponding degree-two generators of Z[S]. Then
for t ∈ H2(BT ) we can write
λ(t) =
m∑
i=1
λi(t)ui,
where λi is a linear function on H
2(BT ), that is, an element of H2(BT ). Let e
be an oriented edge of Γ with initial vertex v = i(e). Then v corresponds to an
(n− 1)-simplex of S, and we denote by I(v) ⊂ {1, . . . ,m} the corresponding set of
rank 1 elements of S; note that |I(v)| = n. Since λ is an lsop, the set {λi : i ∈ I(v)}
is a basis of H2(BT ). Now we define the axial function α : E(Γ) → H2(BT ) by
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requiring that its value on E(Γ)v is the dual basis of {λi : i ∈ I(v)}. In more detail,
the edge e corresponds to an (n − 2)-simplex of S and let ℓ ∈ I(v) be the unique
element which is not in this (n− 2)-simplex. Then we define α(e) by requiring that
(7.48) 〈α(e), λi〉 = δiℓ, i ∈ I(v),
where δiℓ is the Kronecker delta. We need to check the three conditions from the
definition of axial function. Let v′ = t(e) = i(e¯). Note that the intersection of I(v)
and I(v′) consists of at least (n− 1) elements. If I(v) = I(v′) then Γ has only two
vertices, like in Example 7.9.3, while S is obtained by gluing together two (n− 1)-
simplices along their boundaries, see Example 3.6.5. Otherwise, |I(v)∩I(v′)| = n−1
and we have ℓ /∈ I(v′). Let ℓ′ be an element such that ℓ′ ∈ I(v′), but ℓ′ /∈ I(v).
Then (7.48) implies that 〈α(e), λi〉 = 〈α(e¯), λi〉 = 0 for i ∈ I(v)∩ I(v′). As we work
with integral bases, this implies α(e¯) = ±α(e). It also follows that α(E(Γ)v \e) and
α(E(Γ)v′ \ e¯) give the same bases in the quotient space H2(BT )/α(e). Identifying
these bases, we obtain a connection θe : E(Γ)v → E(Γ)v′ satisfying α(θe(e′)) ≡ α(e′)
mod α(e) for any e′ ∈ E(Γ)v, as needed.
The identity ΓS(Γ) = Γ is obvious. 
Theorem 7.9.14 would have provided a complete characterisation of simplicial
posets arising from T -graphs if one had S(ΓS) = S. However, this is not the case
in general, as is shown by the next example:
Example 7.9.15. Let K be a triangulation of a 2-dimensional sphere different
from the boundary of a simplex. Choose two vertices that are not joined by an
edge. Let K̂ be the complex obtained by identifying these two vertices. Then K̂
is a pseudomanifold. If Z[K] admits an lsop, then Z[K̂] also admits an lsop (this
follows easily from Lemma 3.5.8). However, S(ΓK̂) 6= K̂ (in fact, S(ΓK̂) = K). It
follows that K̂ does not arise from any T -graph.
Definition 7.9.16. A map o : V (Γ) → {±1} is called an orientation of a T -
graph Γ if o(i(e))α(e) = −o(i(e¯))α(e¯) for any e ∈ E(Γ).
Example 7.9.17. LetM be a torus manifold which admits a T -invariant almost
complex structure. The associated axial function αM satisfies αM (e¯) = −αM (e)
for any oriented edge e. In this case we can take o(v) = 1 for every v ∈ V (ΓM ).
Proposition 7.9.18. An omniorientation of a torus manifold M induces an
orientation of the associated T -graph ΓM .
Proof. For any vertex v ∈ MT = V (ΓM ) we set o(v) = σ(v), where σ(v) is
the sign of v (see Lemma 7.3.18). 
Example 7.9.19. Let Γ be a complete graph on four vertices v1, v2, v3, v4.
Choose a basis t1, t2, t3 ∈ H2(BT 3) and define an axial function by setting
α(v1v2) = α(v3v4) = t1, α(v1v3) = α(v2v4) = t2, α(v1v4) = α(v2v3) = t3
and α(e¯) = α(e) for any oriented edge e. A direct check shows that this T -graph
is not orientable. This graph is associated with the pseudomanifold (simplicial
cell complex) shown in Fig. 7.8 via the construction of Theorem 7.9.14 (b). This
pseudomanifold S is homeomorphic to RP 2 (the opposite outer edges are identified
according to the arrows shown), the ring Z[S] has three two-dimensional generators
vp, vq, vr, which constitute an lsop. Note that RP 2 itself is non-orientable.
It follows that this T -graph does not arise from a torus manifold.
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Figure 7.8. Simplicial cell decomposition of RP 2 with 3 vertices.
Proposition 7.9.20. A T -graph is Γ is orientable if and only if the associated
pseudomanifold S(Γ) is orientable.
Proof. Let v ∈ V (Γ) and let σ be the corresponding (n− 1)-simplex of S(Γ).
The oriented edges in E(Γ)v canonically correspond to the vertices of σ. Choose
a basis of H2(BT ). Assume first that S(Γ) is oriented. Choose a ‘positive’ (i.e.
compatible with the orientation) order of vertices of σ; this allows us to regard
α(E(Γ)v) as a basis of H
2(BT ). We set o(v) = 1 if it is a positively oriented basis,
and o(v) = −1 otherwise. This defines an orientation on Γ. To prove the opposite
statement we just reverse this procedure. 
Blowing up T -manifolds and T -graphs. Here we elaborate on relating the
following three geometric constructions:
(a) blowing up a torus manifold at a facial submanifold (Construction 7.4.43);
(b) truncating a simple polytope at a face (Construction 1.1.12) or, more
generally, blowing up a GKM graph or a T -graph;
(c) stellar subdivision of a simplicial complex or simplicial poset (see Defini-
tion 2.7.1 and Section 3.6).
The construction of blow-up of a GKM-graph is described in [145, §2.2.1]. It
also applies to T -graphs and agrees with the topological picture for graphs arising
from torus manifolds.
Let (Γ, α, θ) be a T -graph and G its k-face. The blow-up of Γ at G is a T -graph
Γ˜ which is defined as follows. Its vertex set is V (Γ˜) = (V (Γ) \ V (G)) ∪ V (G)n−k,
that is, each vertex p ∈ V (G) is replaced by n − k new vertices p˜1, . . . , p˜n−k. It
is convenient to choose these new vertices close to p on the edges from the set
Ep(Γ) \Ep(G), and we denote by p′i the endpoint of the edge of Γ containing both
p and p˜i. Furthermore, for any two vertices p, q ∈ G joined by an edge pq we index
the corresponding new vertices of G˜ in the way compatible with the connection, i.e.
so that θpq(pp
′
i) = qq
′
i. Now we need to define the edges of the new graph Γ˜ and
the axial function α˜ : E(Γ˜) → H∗(BT ). We have four types of edges in Γ˜, which
are given in the following list together with the values of the axial function:
(a) p˜ip˜j for every p ∈ V (G); α˜(p˜ip˜j) = α(pp′j)− α(pp′i);
(b) p˜iq˜i if p and q where joined by an edge in G; α˜(p˜iq˜i) = α(pq);
(c) p˜ip
′
i for every p ∈ V (G); α˜(p˜ip′i) = α(pp′i);
(d) edges ‘left over from Γ’, i.e. e ∈ E(Γ) with i(e) /∈ V (G) and t(e) /∈ V (G);
α˜(e) = α(e),
see Fig. 7.9 (n = 3, k = 1) and Fig. 7.10 (n = 3, k = 0).
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Figure 7.9. Blow-up at an edge
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Figure 7.10. Blow-up at a vertex
There is a blow-down map b : Γ˜→ Γ taking faces to faces. The face G is blown
up to a new facet G˜ ⊂ Γ˜ (unless G is a facet itself, in which case Γ˜ = Γ). For any
face H ⊂ Γ not contained in G, there is a unique face H˜ ⊂ Γ˜ that is blown down
onto H . The blow-down map induces a homomorphism in equivariant cohomology
b∗ : H∗T (Γ)→ H∗T (Γ˜), which is defined by the following commutative diagram
(7.49)
H∗T (Γ)
b∗−−−−→ H∗T (Γ˜)
r
y yr˜
H∗(BT )V (Γ)
Vb∗−−−−→ H∗(BT )V (Γ˜),
where r and r˜ are the monomorphisms from the definition of equivariant coho-
mology of a T -graph, and V (b)∗ is the homomorphism induced by the set map
V (b) : V (Γ˜)→ V (Γ). The next lemma describes the images of the two-dimensional
generators τ
F
∈ H∗T (Γ) corresponding to facets F ⊂ Γ.
Lemma 7.9.21. For a given facet F ⊂ Γ, we have b∗(τ
F
) = τ
G˜
+ τ
F˜
, if G ⊂ F
and b∗(τ
F
) = τ
F˜
otherwise.
Proof. We consider diagram (7.49) and check that the images of b∗(τ
F
) and
τ
G˜
+ τ
F˜
(or τ
F˜
) under the map r˜ agree. Take a vertex p ∈ V (Γ). If p /∈ G, then
b−1(p) = p and r(τ
F
)(p) = r˜(τ
F˜
)(p), r˜(τ
G˜
)(p) = 0. Now let p ∈ G; then b(p˜i) = p
for 1 6 i 6 n− k.
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First assume G 6⊂ F (see Fig. 7.11). If p /∈ F , then r(τ
F
)(p) = r˜(τ
F˜
)(p˜i) = 0.
Otherwise p ∈ F ∩ G. Let e be the unique edge such that e ∈ Ep(Γ) and e /∈ F .
Then e = pq for some q ∈ V (G) (because G 6⊂ F ). From (7.46) we obtain
r(τ
F
)(p) = α(pq) = α˜(p˜iq˜i) = r˜(τ
F˜
)(p˜i), 1 6 i 6 n− k.
Then Vb∗r(τ
F
) = r˜(τ
F˜
), and therefore, b∗(τ
F
) = τ
F˜
.
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Figure 7.11.
Now assume G ⊂ F (see Fig. 7.12). In this case the unique edge e for which
e ∈ Ep(Γ) and e /∈ F is of type pp′j . Using (7.46) we calculate
r(τ
F
)(p) = α(pp′j),
r˜(τ
F˜
)(p˜i) = α˜(p˜ip˜j) = α(pp
′
j)− α(pp′i),
r˜(τ
G˜
)(p˜i) = α˜(p˜ip
′
i) = α(pp
′
i), 1 6 i 6 n− k.
Then Vb∗r(τ
F
) = r˜(τ
G˜
) + r˜(τ
F˜
), and therefore, b∗(τ
F
) = τ
G˜
+ τ
F˜
. 
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Figure 7.12.
Corollary 7.9.22. After the identifications H∗T (Γ)
∼= Z[S(Γ)] and H∗T (Γ˜) ∼=
Z[S(Γ˜)], the equivariant cohomology homomorphism b∗ induced by the blow-down
map b : Γ˜→ Γ coincides with the homomorphism β from Lemma 3.6.4.
Proof. Recall from Theorem 7.9.12 that the poset S(Γ) is formed by faces
of Γ with the reversed inclusion relation, and the isomorphism H∗T (Γ)
∼= Z[S(Γ)]
is established by identifying Thom classes τ
H
with generators v
H
corresponding to
faces H ⊂ Γ. Let σ ∈ S(Γ) be the element corresponding to the blown up face G.
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Then an element τ ∈ S(Γ) belongs to stS(Γ) σ if and only if its corresponding face
H ⊂ Γ satisfies G ∩H 6= ∅. The degree-two generators v1, . . . , vm of Z[S(Γ)] and
of Z[S(Γ˜)] correspond to the generators τ
F1
, . . . , τ
Fm
of H∗T (Γ) and the generators
τ
F˜1
, . . . , τ
F˜m
of H∗T (Γ˜), respectively. Making the appropriate identifications, we see
that the homomorphism from Lemma 3.6.4 is determined uniquely by the conditions
τ
H
7→ τ
H
if G ∩H = ∅,
τ
Fi
7→ τ
G˜
+ τ
F˜i
if G ⊂ Fi,
τ
Fi
7→ τ
F˜i
if G 6⊂ Fi.
The blow-down map b∗ satisfies these conditions, thus finishing the proof. 
Exercises.
7.9.23. A connection θ satisfying condition (c) from the definition of axial
function is unique if elements of α(E(Γ)v) are 3-independent for any vertex v.

CHAPTER 8
Homotopy theory of polyhedral products
The homotopy-theoretical study of toric spaces, such as moment-angle com-
plexes or general polyhedral products, has recently evolved into a separate branch
linking toric topology to unstable homotopy theory. Like toric varieties in algebraic
geometry, polyhedral product spaces provide an effective testing ground for many
important homotopy-theoretical techniques.
Basic homotopical properties of polyhedral products were described in our 2002
text [55]; these are included in Section 4.3 of this book. Two important develop-
ments have followed shortly. First, Grbic´ and Theriault [132], [133] described
a wide class of simplicial complexes K whose corresponding moment-angle com-
plex ZK is homotopy equivalent to a wedge of spheres. (This class includes, for
example, i-dimensional skeleta of a simplex ∆m−1 for all i and m.) Second, for-
mality of the Davis–Januszkiewicz space DJ (K) (or, equivalently, the polyhedral
product (CP∞)K) was established by Notbohm and Ray in [243]. (An alternative
proof of this result was also given in [57, Lemma 7.35].) The importance of the
homotopy-theoretical viewpoint on toric spaces has been emphasised in two pa-
pers [63] and [260], both coauthored with Ray and appeared in the proceedings of
Osaka 2006 conference on toric topology. Following the earlier work of Panov, Ray
and Vogt [261], in [260] categorical methods have been brought to bear on toric
topology. We include the main results of [260] and [261] in Sections 8.1 and 8.4.
The idea is to exhibit a toric space as the homotopy colimit of a diagram of
spaces over the small category cat(K), whose objects are the faces of a finite sim-
plicial complex K and morphisms are their inclusions. The corresponding cat(K)-
diagrams can also be studied in various algebraic Quillen model categories, and
their homotopy (co)limits can be interpreted as algebraic models for toric spaces.
Such models encode many standard algebraic invariants, and their existence is as-
sured by the Quillen structure. Several illustrative calculations will be provided. In
particular, we it is proved that toric and quasitoric manifolds (and various gener-
alisations) are rationally formal, and that the polyhedral product (CP∞)K (or the
Davis–Januszkiewicz space) is coformal precisely when K is flag.
A number of papers on the homotopy-theoretical aspects of toric spaces has
appeared since 2008. One of the most important contributions was the 2010 work
of Bahri, Bendersky, Cohen and Gitler [14] establishing a decomposition of the
suspension of a polyhedral product (X,A)K into a wedge of suspensions corre-
sponding to subsets I ⊂ [m]. In particular, the moment-angle complex ZK breaks
up into a wedge of suspensions of full subcomplexes KI after one suspension, pro-
viding a homotopy-theoretical interpretation of the cohomology calculation of The-
orem 4.5.8. We include the results of [14] and related results on stable decomposi-
tions of polyhedral products in Section 8.3.
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In Section 8.4 we study the loop spaces on moment-angle complexes and poly-
hedral products, by applying both categorical decompositions and the classical
homotopy-theoretical approach via the (higher) Whitehead and Samelson products.
In the last section we restrict our attention to the case of flag complexes K.
We describe the Pontryagin algebra H∗(Ω(CP
∞)K) explicitly by generators and
relations in Theorem 8.5.2, and also exhibit it as a colimit (or graph product)
of exterior algebras. For the commutator subalgebra H∗(ΩZK) a minimal set of
generators was constructed in [131]; it is included as Theorem 8.5.7. Another
result of [131] (Theorem 8.5.11) gives a complete characterisation of the class of
flag complexes K for which the moment-angle complex ZK is homotopy equivalent
to a wedge of spheres.
Background material on model categories and homotopy (co)limits is given in
Appendix C, further references can be also found there.
8.1. Rational homotopy theory of polyhedral products
Here we construct several decompositions of polyhedral products into colimits
and homotopy colimits of diagrams over cat(K). We also establish formality of
polyhedral powers XK with formal X , as well as formality of (quasi)toric mani-
folds and some torus manifolds. This contrasts the situation with moment-angle
complexes ZK = (D2, S1)K, which are not formal in general (see Section 4.9).
The indexing category for all diagrams in this section is cat(K) (simplices of a
finite simplicial complex K and their inclusions) or its opposite cat(K)op. We recall
the following diagrams and their (co)limits which appeared earlier in this book:
· cat(K)op-diagram k[ · ]K in cga, see Exercise 3.1.15 and Lemma 3.5.11;
its limit is the face ring k[K];
· cat(K)-diagram DK(D2, S1) in top, see (4.3); its colimit is the moment-
angle complex ZK = (D2, S1)K;
· cat(K)-diagram DK(X ,A) in top, see (4.7); its colimit is the polyhedral
product (X ,A)K;
We can generalise the first diagram above as follows. Given a sequence C =
(C1, . . . , Cm) of commutative dg-algebras over Q, define the diagram
(8.1) DK(C ) : cat(K)op → cdga, I 7→
⊗
i∈I
Ci,
by mapping a morphism I ⊂ J to the surjection⊗i∈J Ci →⊗i∈I Ci sending each
Ci with i /∈ I to 1. Then the diagram k[ · ]K corresponds to the case Ci = k[v], the
polynomial algebra on one generator of degree 2.
Proposition 8.1.1.
(a) The diagram DK(C) is Reedy fibrant. Therefore, there is a weak equiva-
lence limDK(C) ≃−→ holimDK(C). In particular, there is a weak equiva-
lence Q[K] = limQ[ · ]K ≃−→ holimQ[ · ]K.
(b) The diagram DK(X,A) is Reedy cofibrant whenever each Ai → Xi is a
cofibration (e.g. when (Xi, Ai) is a cellular pair). Under this condition,
there is a weak equivalence hocolimDK(X,A) ≃−→ (X,A)K.
Proof. (a) Recall from Section C.1 that a catop(K)-diagram C is Reedy fi-
brant when the canonical map C(I) → lim C|
cat
op(∂∆(I)) is a fibration for each
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I ∈ K. In our case,
DK(C )(I) =
⊗
i∈I
Ci, limDK(C )|catop(∂∆(I)) =
⊗
i∈I
Ci/I,
where I is the ideal generated by all products ∏i∈I ci with ci ∈ C+i . Hence the
Reedy fibrance condition is satisfied. Proposition C.3.3 implies that the canonical
map limDK(C ) ≃−→ holimDK(C ) is a is a weak equivalence.
(b) A cat(K)-diagram D in top is Reedy cofibrant whenever each map
colimD|
cat(∂∆(I)) → D(I) is a cofibration. In our case,
colimDK(X ,A)|cat(∂∆(I)) = (X ,A)∂∆(I) ×A[m]\I , DK(X ,A)(I) = (X ,A)I ,
so the Reedy cofibrance condition is satisfied. 
We now consider more specific models for particular polyhedral products and
quasitoric manifolds. All cohomology in this section is with rational coefficients.
Formality of XK and (CP∞)K. Recall that we use the notation XK for the
polyhedral product (X , pt)K, and a spaceX is formal if the commutative dg-algebra
APL(X) = A
∗(S•X) is weakly equivalent to its cohomology H
∗(X).
Theorem 8.1.2. If each space Xi in X = (X1, . . . , Xm) is formal, then the
polyhedral product XK is also formal.
Proof. For notational clarity, we denote the colimit of the diagram DK(X , pt)
defining XK by colimI X
I , where I ∈ K. We shall prove that APL = A∗S• maps
this colimit to the limit of dg-algebras APL(X
I) ∼= ⊗i∈I APL(Xi). For this it is
convenient to work with simplicial sets, as the definition of the polynomial de Rham
functor A∗ implies that it takes colimits in sset to limits in cdga, see [39, §13.5].
We have a natural weak equivalence |S•(X I)| → X I . Since the total singular
complex functor S• is right adjoint, it preserves products, so we have an equivalence
|(S•X )I | → X I . The cat(K)-diagram DK(X , pt) given by I 7→ X I is cofibrant
by Proposition 8.1.1, and the diagram I 7→ |(S•X )I | is cofibrant by the same
reason. We therefore have a weak equivalence colimI |(S•X )I | → colimI X I by
Proposition C.3.4. Applying APL, we obtain the zigzag
APL(X
K) = APL colimI X
I ≃−→ APL colimI |(S•X )I | ∼= APL| colimI(S•X )I |,
where in the last identity we used the fact that the realisation functor is left adjoint
and therefore preserves colimits. Given an arbitrary simplicial set Y•, there is a
quasi-isomorphism APL(|Y•|) = A∗(S•|Y•|) ≃−→ A∗(Y•) induced by the equivalence
Y• → S•|Y•|. We therefore can continue the zigzag above as
APL| colimI(S•X )I | ≃−→ A∗(colimI(S•X )I) ∼= limI A∗(S•X )I = limI APL(X I).
Now, since each Xi is formal, there is a zigzag of quasi-isomorphisms
APL(Xi) ← · · · → H∗(Xi). Applying Proposition 8.1.1 (a) for the case
Ci = APL(Xi) and Ci = H
∗(Xi) we obtain that both the corresponding diagrams
DK(C ) are fibrant, so their limits are weakly equivalent by Proposition C.3.4:
limI APL(X
I)
≃←− · · · ≃−→ limI H∗(X I)
(here we also use the fact that H∗(X I) ∼=⊗i∈I H∗(Xi), as we work with rational
coefficients). The proof is finished by appealing to the isomorphism
limI H
∗(X I) ∼= H∗(XK).
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In the case Xi = CP∞ this is proved in Proposition 4.3.1 (we only need this case
in this section). For the general case, the proof will be given in Section 8.3. 
Corollary 8.1.3. The Davis–Januszkiewicz space ETm ×Tm ZK is formal.
Proof. This follows from the homotopy equivalence (CP∞)K ≃ ETm×TmZK
of Theorem 4.3.2. 
Remark. The case Xi = CP∞ of Theorem 8.1.2 (formality of the Davis–
Januszkiewicz space) was proved in [243, Theorem 5.5] and [57, Lemma 7.35]. Ac-
cording to [243, Theorem 4.8], the space (CP∞)K is integrally formal, i.e. the sin-
gular cochain algebra C∗((CP∞)K;Z) is formal as a non-commutative dg-algebra.
The result of Theorem 8.1.2 cannot be extended to polyhedral products of the
form (X ,A)K. Although limI APL((X ,A)
I) is still a model for APL(X ,A)
K (see
the next subsection), the cat(K)op-diagram I 7→ H∗((X ,A)I) is not fibrant in
general, and therefore its limit is neither isomorphic to limI APL((X ,A)
I), nor to
H∗((X ,A)K). Indeed, as we have seen in Section 4.9, the moment-angle complex
ZK = (D2, S1)K is not formal in general.
The argument in the proof of Theorem 8.1.2 shows that rational cohomology,
as a functor from top to cdga, maps homotopy colimit of diagram DK(X , pt) to
homotopy limit of diagram DK(H∗(X )).
The coformality of (CP∞)K is explored in Theorem 8.5.6.
Models for (X ,A)K and ZK. Given a polyhedral product (X ,A)K =
colimI(X ,A)
I , we can consider the cat(K)op-diagram of commutative dg-algebras
defined by I 7→ APL((X ,A)I), and denote its limit by limI APL((X ,A)I).
Proposition 8.1.4. There is a quasi-isomorphism of commutative dg-algebras
APL((X,A)
K)
≃−→ limI APL((X,A)I).
Proof. Repeat literally the argument in the first part of proof of Theo-
rem 8.1.2 (before appealing to the formality of Xi). 
More specific models can be obtained in the particular case ZK = (D2, S1)K.
Alongside with the diagram DK(D2, S1) we consider the cat(K)-diagram
DK(pt , S1) in top whose value on I ⊂ J is the quotient map of tori
(8.2) Tm/T I = (S1)[m]\I → (S1)[m]\J = Tm/T J .
This diagram is not cofibrant; we denote its homotopy colimit by hocolimI T
m/T I.
Proposition 8.1.5 ([261]). There is a weak equivalence ZK≃ hocolimI Tm/T I.
Proof. Objectwise projections (D2, S1)I → (S1)[m]\I induce a weak equiva-
lence of diagrams DK(D2, S1) → DK(pt , S1), whose source is Reedy cofibrant but
whose target is not. Proposition C.3.2 therefore determines a weak equivalence
ZK = colimI(D2, S1)I ≃−→ hocolimI Tm/T I . 
In order to obtain a rational model of ZK from this homotopy limit decomposi-
tion, we consider catop(K)-diagrams Λ[m]⊗Q[ · ]K and Λ[m]/Λ[ · ]K in cdga. The
first is obtained by objectwise tensoring the diagramQ[ ·]K with the exterior algebra
Λ[m] = Λ[u1, . . . , um], deg ui = 1, and imposing the standard Koszul differential.
So the value of Λ[m]⊗Q[ · ]K on I ⊂ J is the quotient map(
Λ[m]⊗Q[vi : i ∈ J ], d
)→ (Λ[m]⊗Q[vi : i ∈ I], d),
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where d is defined on Λ[m]⊗Q[vi : i ∈ I] by dui = vi for i ∈ I and dui = 0 otherwise.
The value of the second diagram Λ[m]/Λ[ · ]K on I ⊂ J is the monomorphism
Λ[ui : i /∈ J ]→ Λ[ui : i /∈ I]
of algebras with zero differential. Objectwise projections induce a weak equivalence
(8.3) Λ[m]⊗Q[ · ]K → Λ[m]/Λ[ · ]K
in [catop(K),cdga] , whose source is Reedy fibrant but whose target is not.
The following result describes the first algebraic model of ZK, and also recovers
the main result of Section 4.5 with rational coefficients.
Theorem 8.1.6 ([260]). The commutative differential graded algebras APL(ZK)
and holimΛ[m]/Λ[ · ]K = holimI Λ[ui : i /∈ I] are weakly equivalent in cdga.
Proof. We first construct models for the products of disks and circles
(D2, S1)I which are compatible with the inclusions (D2, S1)I ⊂ (D2, S1)J form-
ing the diagram DK(D2, S1). The model of a single disk D2 is the Koszul algebra
(Λ[u]⊗Q[v], d). The map Λ[u]⊗Q[v]→ APL(D2) takes u to the form ω = xdy−ydx
(where (x, y) ∈ D2 are the standard cartesian coordinates), and takes v to its dif-
ferential 2dx ∧ dy. It is important that the map Λ[u] ⊗ Q[v] → APL(D2) restricts
to the quasi-isomorphism Λ[u] → APL(S1) taking u to the form dϕ representing
a generator of H1(S1). (Here ϕ is the polar angle; note that the restriction of
xdy−ydx = r2dϕ to S1 is closed, but not exact, because ϕ is not a globally defined
function.) Taking product yields compatible quasi-isomorphisms(
Λ[u1, . . . , um]⊗Q[vi : i ∈ I], d
) ≃−→ APL((D2, S1)I),
and therefore a weak equivalence of Reedy fibrant diagrams in cdga. Their lim-
its are therefore quasi-isomorphic, which together with the quasi-isomorphisms of
Proposition 8.1.4, Proposition C.3.3 and (8.3) gives the required zigzag
APL(ZK) = APL
(
(D2, S1)K
) ≃−→ limI APL((D2, S1)I)
≃←− limI
(
Λ[u1, . . . , um]⊗Q[vi : i ∈ I], d
) ≃−→ holimI Λ[ui : i /∈ I]. 
On the other hand, the zigzag above together with Exercise 3.1.15 (or
Lemma 3.5.11) gives a weak equivalence
(8.4) APL(ZK) ≃ limI
(
Λ[m]⊗Q[vi : i ∈ I], d
)
=
(
Λ[m]⊗Q[K], d),
which implies the isomorphism of Theorem 4.5.4 in the case of rational coefficients:
H∗(ZK;Q) ∼= H
(
Λ[u1, . . . , um]⊗Q[K], d
)
.
To obtain the second algebraic model for ZK we regard it as the homotopy fibre
of the inclusion (CP∞)K →֒ (CP∞)m = BTm (see Theorem 4.3.2). We therefore
can identify ZK with the limit of the following diagram in top:
(8.5)
ETmy
(CP∞)K −−−−→ BTm
This diagram is fibrant for the appropriate Reedy structure, as ETm → BTm
is a fibration (see Proposition C.3.5 (b)), so its limit is weakly equivalent to the
homotopy limit.
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Now we apply APL to (8.5), on the understanding that it does not generally
convert pullbacks to pushouts [39, §3]. We obtain the diagram
(8.6)
APL(BT
m) −−−−→ APL(ETm)y
APL((CP∞)K)
in cdga, which is not Reedy cofibrant. Here is the second model for ZK:
Theorem 8.1.7 ([260]). The algebra APL(ZK) is weakly equivalent the homo-
topy colimit of (8.6) in cdga.
Proof. There is an objectwise weak equivalence mapping the diagram
Q[v1, . . . , vm] −−−−→
(
Λ[u1, . . . , um]⊗Q[v1, . . . , vm], d
)y
Q[K]
to (8.6); here the upper arrowQ[m]→ (Λ[m]⊗Q[m], d) is the standard model for the
fibration ETm → BTm, and Q[K] is a model for APL((CP∞)K) by Theorem 8.1.2.
The above diagram is cofibrant, because the upper arrow is a cofibration in cdga,
and its colimit is (Λ[m]⊗Q[K], d). So the result follows from (8.4). 
Theorem 8.1.7 chimes with the rational models of fibrations from [112, §15(c)].
Remark. We may summarise the results of Theorems 8.1.6 and 8.1.7 as fol-
lows. As functors top → cdga, both rational cohomology and APL map homotopy
colimits to homotopy limits on diagrams DK(pt , S1), I 7→ Tm/T I , and map homo-
topy limits to homotopy colimits on diagrams (8.5).
Models for toric and quasitoric manifolds. Let M = M(P,Λ) be a qua-
sitoric manifold over a simple n-polytope P with characteristic map Λ : Zm → Zn.
Here we denote byK the dual sphere triangulationKP of P . We recall from Proposi-
tion 7.3.12 thatM can be identified with the quotient of the moment-angle manifold
ZP = ZK by the free action of the (m − n)-torus K(Λ) = Ker(Λ : Tm → T n); we
denote the map of tori defined by Λ by the same letter for simplicity. All results
below are equally applicable to toric manifoldsM , in which case K is the underlying
complex of the corresponding complete regular simplicial fan.
Our topological and algebraic models of M are obtained from those of ZK by
the appropriate factorisation by the action of K(Λ).
We consider the cat(K)-diagram DK(pt , S1)/K(Λ) obtained by factorisation
of (8.2); its value on I ⊂ J is the quotient map of tori
T n/Λ(T I)→ T n/Λ(T J),
where we identified Tm/K(Λ) with T n. This diagram is not cofibrant; we denote
its homotopy colimit by hocolimI T
n/Λ(T I).
The following result was first proved by Welker, Ziegler and Zˇivaljevic´ in [321].
It appears to be the earliest mention of homotopy colimits in the toric context, and
refers to a diagram that is clearly not Reedy cofibrant:
Proposition 8.1.8. There is a weak equivalence M ≃ hocolimI T n/Λ(T I).
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Proof. As in the proof of Proposition 8.1.5, we consider objectwise projections
(D2, S1)I → Tm/T I = (S1)[m]\I , and take quotients by the action of K(Λ). As a
result, we obtain a weak equivalence
M = ZK/K(Λ) = colimI
(
(D2, S1)I/K(Λ)
) ≃−→ hocolimI T n/Λ(T I). 
Next we construct an analogue of the algebraic model (8.4) for quasitoric man-
ifolds. For this we consider the elements
ti = λi1v1 + · · ·+ λimvm, 1 6 i 6 n,
in the face ring Q[K] = Q[v1, . . . , vm]/IK corresponding to the rows of matrix Λ.
Lemma 8.1.9. For a toric or quasitoric manifold M , the algebra APL(M) is
weakly equivalent to the commutative dg-algebra(
Λ[x1, . . . , xn]⊗Q[K], d
)
, with dxi = ti, dvi = 0.
Proof. The argument is similar to that for Theorem 8.1.6. We consider a
catop(K)-diagram Λ[n]⊗Q[ · ]K, whose value on I ⊂ J is the quotient map(
Λ[x1, . . . , xn]⊗Q[vi : i ∈ J ], d
)→ (Λ[x1, . . . , xn]⊗Q[vi : i ∈ I], d),
where d is defined on Λ[n]⊗Q[vi : i ∈ I] by dxi = ti for i ∈ I and dxi = 0 otherwise.
Then define quasi-isomorphisms(
Λ[x1, . . . , xn]⊗Q[vi : i ∈ I], d
) ≃−→ APL((D2, S1)I/K(Λ))
by sending each xi to the K(Λ)-invariant 1-form λi1r
2
1dϕ1+ · · ·+λimr2mdϕm, where
(ri, ϕi) are polar coordinates on the ith disk or circle. These quasi-isomorphisms
are compatible with the maps corresponding to inclusions of simplices I ⊂ J and
therefore provide a weak equivalence of Reedy fibrant diagrams in cdga. Their
limits are therefore quasi-isomorphic, and we obtain the required zigzag
APL(M) = APL
(
(D2, S1)K/K(Λ)
) ≃−→ limI APL((D2, S1)I/K(Λ))
≃←− limI
(
Λ[x1, . . . , xn]⊗Q[vi : i ∈ I], d
)
=
(
Λ[x1, . . . , xn]⊗Q[K], d
)
. 
Remark. The (quasi)toric manifold M = M(P,Λ) is the homotopy fibre of
the composition of the inclusion (CP∞)K → BTm and the map BΛ : BTm → BT n
(an exercise). In other words, there is a homotopy pullback diagram
(8.7) M //

ET n

(CP∞)K
i // BTm
BΛ // BT n
The model of Lemma 8.1.9 can be obtained by applying the results of [112, §15(c)]
to the fibration M → (CP∞)K above.
Now we can prove the main result of this subsection:
Theorem 8.1.10 ([260]). Every toric or quasitoric manifold is formal.
Proof. We use the model of Lemma 8.1.9 and utilise the fact that Q[K] is
Cohen–Macaulay (Corollary 3.3.13), i.e. Q[K] is free as module over Q[t1, . . . , tn].
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Hence ⊗Q[t1,...,tn]Q[K] is a right exact functor, and applying it to the quasi-
isomorphism (Λ[u1, . . . , un]⊗Q[t1, . . . , tn], d)→ Q yields a quasi-isomorphism
(Λ[u1, . . . , un]⊗Q[K], d)→ Q[K]/(t1, . . . , tn),
which is given by the projection onto the second factor. Since Q[K]/(t1, . . . , tn) ∼=
H∗(M) by Theorem 7.3.27, the result follows from Lemma 8.1.9. 
Similar arguments apply more generally to torus manifolds over homology poly-
topes (see Section 7.4), and even to arbitrary torus manifolds with zero odd dimen-
sional cohomology. In the latter case, Q[K] is replaced by the face ring Q[S] of an
appropriate simplicial poset S (see exercises below).
Note also that the formality of projective toric manifolds follows immediately
from the fact that they are Ka¨hler.
Exercises.
8.1.11. Construct the homotopy pullback diagram (8.7).
8.1.12. Extend the argument of Theorem 8.1.2 to show that the polyhedral
power (CP∞, pt)S (see Construction 4.10.1) is formal for any simplicial poset S.
8.1.13. Show that a torus manifoldM withHodd(M ;Z) = 0 is formal. (Hint use
Theorem 7.4.35 establishing an isomorphism H∗(M) ∼= Q[S], where Q[S] is the face
ring of the simplicial poset dual to the quotient M/T = Q, and use Lemma 7.4.34
to show that Q[S] is free over Q[t1, . . . , tn].)
8.2. Wedges of spheres and connected sums of sphere products
There are two situations when the homotopy type of the moment-angle complex
ZK can be described explicitly. The first concerns a family of examples of polytopal
sphere triangulations K for which ZK is homeomorphic to a connected sum of
sphere products, with two spheres in each product. The proofs use differential
topology and surgery theory; we included sample results as Theorem 4.6.12 and
Theorem 6.2.10 and refer to a more detailed account in the work of Gitler and
Lo´pez de Medrano [127]. The second situation is when ZK is homotopy equivalent
to a wedge of spheres; the corresponding families of examples of K were constructed
by Grbic´ and Theriault in [132], [133] and are reviewed here.
Theorem 8.2.1 ([133]). Let K = K1 ∪I K2 be a simplicial complex obtained by
gluing K1 and K2 along a common face, which may be empty. If ZK1 and ZK2 are
homotopy equivalent to wedges of spheres, then ZK is also homotopy equivalent to
a wedge of spheres.
We reproduce the proof from [133], which uses two lemmata.
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Lemma 8.2.2 (Cube Lemma). Suppose there is a homotopy commutative dia-
gram of spaces
E //
❅
❅❅
❅❅
❅❅
❅

F
  ❆
❆❆
❆❆
❆❆
❆
G //


H

A
❅
❅❅
❅❅
❅❅
❅
// B
  ❆
❆❆
❆❆
❆❆
❆
C // D.
Suppose the bottom face is a homotopy pushout and the four sides are homotopy
pullbacks. Then the top face is a homotopy pushout.
Proof. See [212, Theorem 25]. Note that the statement is fairly straight-
forward in the case when D = B ∪A C and the vertical arrows are locally trivial
fibre bundles obtained by pulling back the bundle H → D along the arrows of the
bottom face. This will be enough for our purposes. 
The join of spaces A, B is defined as the identification space
A ∗B = A×B × I / (a, b1, 0) ∼ (a, b2, 0), (a1, b, 1) ∼ (a2, b, 1).
The product A×B embeds into the join as A×B× 12 . Furthermore, the lower half
A ∗B6 12 = {(a, b, t) ∈ A ∗B : t 6
1
2},
of the join is the mapping cylinder of the first projection π1 : A×B → A, and the
upper half A ∗B> 12 is the mapping cylinder of the second projection π2 : A×B → B.
It follows that there is a homotopy pushout diagram
(8.8)
A×B π2 //
π1

B

A // A ∗B,
which can be viewed as the homotopy-theoretic definition of the join.
For pointed spaces A, B, there are canonical homotopy equivalences ΣA∧B ≃
Σ(A∧B) ≃ A ∗B, where A∧B = (A×B)/(A×pt ∪pt ×B) is the smash product.
The left half-smash product is A ⋉ B = A × B/(A × pt) and the right half-smash
product is A⋊B = A×B/(pt ×B). Let ǫA denote the map collapsing A to a point.
Lemma 8.2.3. Let A, B, C and D be spaces. Define Q as the homotopy pushout
A×B ǫA×idB //
idA×ǫB

C ×B

A×D // Q.
Then Q ≃ (A ∗B) ∨ (C ⋊B) ∨ (A⋉D).
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Proof. We can decompose the pushout square above as
(8.9)
A×B π2 //
π1

B
i2 //

C ×B

A //
i1

A ∗B j2 //
j1

E

A×D // F // Q,
where i1 and i2 denote the inclusions into the first and second factor, and each
small square is a homotopy pushout.
Since the map A → A ∗B is null homotopic, we can pinch out A in the left
bottom square above to obtain a homotopy pushout
pt //

A ∗B
j1

A⋉D // F.
Hence F ≃ (A ∗B) ∨ (A ⋉ D) and j1 is homotopic to the inclusion into the first
wedge summand. Similarly, E ≃ (A ∗B) ∨ (C ⋊ B). The required decomposition
of Q now follows by considering the right bottom square in (8.9). 
Proof of Theorem 8.2.1. Recall from Theorem 4.3.2 that ZK is the homo-
topy fibre of the canonical inclusion i : (CP∞)K → (CP∞)m = BTm. Assume
that K1 is a simplicial complex on [m1], K2 is a simplicial complex on [m2] and
K is a simplicial complex on [m], so that m = m1 + m2 − |I|. By some abuse
of notation we assume that the set [m1] is included as the first m1 elements in
[m], and [m2] is included as the last m2 elements. This defines the inclusions like
(CP∞)m1 → (CP∞)m, (CP∞)K2 → (CP∞)K, etc. We have a pushout square
(CP∞)I //

(CP∞)K1

(CP∞)K2 // (CP∞)K.
Map each of the four corners of this pushout into (CP∞)m and take homotopy
fibres. This gives homotopy fibrations
Tm−m2 × Tm−m1 = Tm−|I| → (CP∞)I → (CP∞)m,
ZK1 × Tm−m1 → (CP∞)K1 → (CP∞)m,
Tm−m2 ×ZK2 → (CP∞)K2 → (CP∞)m,
ZK → (CP∞)K → (CP∞)m.
Including (CP∞)I into (CP∞)K1 gives a homotopy pullback diagram
ΩBTm // Tm−|I| //
θ

(CP∞)I //

BTm
ΩBTm // ZK1 × Tm−m1 // (CP∞)K1 // BTm
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for some map θ of fibres. We now identify θ. With BTm =
∏m
i=1 CP
∞, the pullback
just described is the product of the homotopy pullback
ΩBTm1 // Tm−m2 //
θ′

(CP∞)I //

BTm1
ΩBTm1 // ZK1 // (CP∞)K1 // BTm1
and the path-loop fibration Tm−m1 → pt → BTm−m1 . So θ = θ′ × idTm−m1 .
Further, Tm−m2 is a retract of ΩBTm1 ≃ Tm1 and ΩBTm1 → ZK1 is null homo-
topic since ΩBTm1 is a retract of Ω((CP∞)K1). Hence θ′ ≃ ǫTm−m2 and therefore
θ ≃ ǫTm−m2 × idTm−m1 . A similar argument for the inclusion of (CP∞)I into
(CP∞)K2 shows that the map of fibres Tm−m2 × Tm−m1 → Tm−m2 × ZK2 is ho-
motopic to idTm−m2 × ǫTm−m1 .
Collecting all this information about homotopy fibres, Lemma 8.2.2 shows that
there is a homotopy pushout
Tm−m2 × Tm−m1 ǫ× id //
id×ǫ

ZK1 × Tm−m1

Tm−m2 ×ZK2 // ZK.
Lemma 8.2.3 then gives a homotopy decomposition
(8.10) ZK ≃ (Tm−m2 ∗Tm−m1) ∨ (ZK1 ⋊ Tm−m1) ∨ (Tm−m2 ⋉ ZK2).
To show ZK is homotopy equivalent to a wedge of spheres, we show that each
of Tm−m2 ∗Tm−m1, ZK1 ⋊ Tm−m1 and Tm−m2 ⋉ ZK2 is homotopy equivalent to
a wedge of spheres. First, observe that the suspension of a product of spheres
is homotopy equivalent to a wedge of spheres, so Tm−m2 ∗Tm−m1 is homotopy
equivalent to a wedge of spheres. Second, as ZK1 is homotopy equivalent to a
wedge of spheres we can write ZK1 ≃ ΣW , where W is a wedge of spheres (note
that ZK1 is 2-connected by Proposition 4.3.5 (a)). We then have ZK1 ⋊ Tm−m1 ≃
ΣW ⋊Tm−m1 ≃ ΣW ∨ (ΣTm−m1 ∧W ). Now ΣTm−m1 is homotopy equivalent to
a wedge of spheres. Therefore, as W is homotopy equivalent to a wedge of spheres
so is ΣTm−m1 ∧W . Hence ZK1 ⋊ Tm−m1 is homotopy equivalent to a wedge of
spheres. The decomposition of the summand Tm−m2⋉ZK2 into a wedge of spheres
is exactly as for ZK1 ⋊ Tm−m1. 
Corollary 8.2.4. Assume that there is an order I1, . . . , Is of the maximal
faces of K such that (⋃j<k Ij)∩Ik is a single face for each k = 1, . . . , s. Then ZK
has homotopy type of a wedge of spheres.
As an application, we describe the homotopy type of ZK for two particular
series of K: 0-dimensional complexes and trees (connected graphs without cycles).
Proposition 8.2.5. Let K be m disjoint points, m > 2. Then
(8.11) ZK ≃
m∨
k=2
(
Sk+1
)∨(k−1)(mk ).
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Proof. Let Km denote the complex consisting of m disjoint points. Apply-
ing (8.10) to the decomposition Km = Km−1 ⊔ K1 we obtain
(8.12) ZKm ≃ (Tm−1 ∗T 1) ∨ (ZKm−1 ⋊ T 1)
(the third wedge summand vanishes because ZK1 ≃ pt). An inductive argument
using the decomposition Σ(A×B) ≃ ΣA ∨ΣB ∨ (ΣA ∧B) shows that
Tm−1 ∗T 1 ≃ ΣΣTm−1 ≃
m∨
k=2
(
Sk+1
)∨(m−1k−1 ).
Assuming by induction that (8.11) holds for Km−1, we obtain
ZKm−1⋊T 1 ≃ ZKm−1∨ΣZKm−1 ≃
m−1∨
k=2
(
Sk+1
)∨(k−1)(m−1k )∨ m∨
k=3
(
Sk+1
)∨(k−2)(m−1k−1 ).
Substituting the last two formulae into (8.12) we finally obtain (8.11). 
Observe that ZK corresponding to m disjoint points is the homotopy fibre of
the inclusion of the m-fold wedge (CP∞)∨m into the m-fold product (CP∞)m. As
we have seen in Example 4.7.6, ZKm is homotopy equivalent to the complement of
the union of all coordinate planes of codimension two in Cm. In this context the
result of Proposition 8.2.5 was obtained in [132].
The homotopy type of ZK corresponding to a tree with m+1 vertices depends
only on the number of vertices and does not depend of the form of the tree; also,
the homotopy type of ZK corresponding to a tree with m + 1 vertices is the same
as that of ZK corresponding to m disjoint points:
Proposition 8.2.6. Let K be a tree with m+ 1 vertices, m > 2. Then
ZK ≃
m∨
k=2
(
Sk+1
)∨(k−1)(mk ).
Proof. This time we use the decomposition Km = Km−1 ∪v K1, where Km
denotes a tree with m+1 vertices (so that K1 is a segment), and the union in taken
along a common vertex v. The rest of the proof is as for Proposition 8.2.5. 
One can notice the similarity between the wedge decomposition of Proposi-
tion 8.2.6 and the connected sum decomposition of Theorem 4.6.12. The nature of
this similarity is explained in the work of Theriault [304].
A simplicial complex K is shifted if there is an ordering of its vertices such that
whenever I ∈ K, i ∈ I and i < j, then (I \ {i}) ∪ {j} ∈ K.
Theorem 8.2.7 ([133, Theorem 9.4]). If K is a shifted complex, then ZK is
homotopy equivalent to a wedge of spheres.
Idea of proof. For any simplicial complex K on [m] there is a pushout square
lk{m}K //

K{1,...,m−1}

st{m}K // K,
where K{1,...,m−1} denotes the restriction of K to the first m− 1 vertices. It gives
rise to a pushout square of the corresponding polyhedral products (CP∞)K and,
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by application of Lemma 8.2.2, to a pushout square of the moment-angle com-
plexes ZK. The key observation is that if K is shifted, then all three subcomplexes
lk{m}K, st{m}K and K{1,...,m−1} are also shifted, with respect to the induced or-
dering of vertices. This allows us to use induction, in a way similar to the proof of
Theorem 8.2.1. 
The i-dimensional skeleton of a simplex ∆m−1 is a shifted complex. In this
case the dimensions of spheres in the wedge decomposition of ZK can be described
explicitly; this result was given as Theorem 4.7.7. It also follows from a result of
Porter [264] for general polyhedral products, which we state in the next section.
Not all complexes K obtained by iterative gluing along a common face are
shifted (see Exercise 8.2.8), and not all shifted complexes can be obtained by itera-
tive gluing along a common face. So one can obtain even a wider class of simplicial
complexes K whose corresponding ZK are wedges of spheres by combining the re-
sults of Theorem 8.2.1 and Theorem 8.2.7.
Exercises.
8.2.8. The tree r r r is a shifted complex, but r r r r is not.
8.2.9. Let K be the graph r rr r✟✟❍❍ ❍❍✟✟ . Describe the homotopy type of ZK.
8.2.10. Let K be a complex obtained by iteration of the operation of attaching
a k-simplex along a common (k− 1)-face, starting from a k-simplex (so K is a tree
when k = 1). Describe the homotopy type of ZK.
8.3. Stable decompositions of polyhedral products
Several important results on wedge decomposition of polyhedral products af-
ter one suspension were obtained in the work of Bahri, Bendersky, Cohen and
Gitler [14]. These can be seen as far-reaching generalisations of the classical de-
composition Σ(A × B) ≃ ΣA ∨ ΣB ∨ (ΣA ∧ B). The proofs given below are
reproduced from [14] with few or no modifications. Homotopy theory of polyhe-
dral products has become quite an active area, and we also review some recent
results on stable and unstable decompositions in the end of this section.
We start by defining the smash version of the polyhedral product.
Construction 8.3.1 (polyhedral smash product). The initial setup is again
a simplicial complex K on [m] and a sequence of m pairs of pointed cell complexes
(X ,A) = {(X1, A1), . . . , (Xm, Am)}.
We denote the m-fold smash product of the Xi by
X∧m = X1 ∧X2 ∧ · · · ∧Xm.
Then the polyhedral smash product (X ,A)∧K is defined as the image of (X ,A)K
under the projection Xm → X∧m. More specifically, for each I ⊂ [m] we set
(X ,A)∧I =
{
(x1, . . . , xm) ∈ X1 ∧X2 ∧ · · · ∧Xm : xj ∈ Aj for j /∈ I
}
,
then
(X ,A)∧K =
⋃
I∈K
(X ,A)∧I =
⋃
I∈K
(∧
i∈I
Xi ∧
∧
i/∈I
Ai
)
.
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Using the categorical language, define the cat(K)-diagram
(8.13)
D̂K(X ,A) : cat(K) −→ top,
I 7−→ (X ,A)∧I ,
which maps the morphism I ⊂ J to the inclusion (X ,A)∧I ⊂ (X ,A)∧J . Then
(X ,A)∧K = colim D̂K(X ,A) = colim
I∈K
(X ,A)∧I .
In the case when all the pairs (Xi, Ai) are the same, i.e. Xi = X and Ai = A,
we use the notation (X,A)∧K for (X ,A)∧K. Also, if each Ai = pt , then we use the
abbreviated notation X∧K for (X , pt)∧K, and X∧K for (X, pt)∧K.
An inductive argument using the decomposition Σ(A×B) ≃ ΣA∨ΣB∨(ΣA∧
B) shows that there is a natural pointed homotopy equivalence
(8.14) Σ(X1 × · · · × Xm) ≃−→ Σ
( ∨
J⊂[m]
X∧J
)
.
For each J ⊂ [m], define the subfamily
(X J ,AJ) = {(Xj , Aj) : j ∈ J}.
The first result shows that the polyhedral product splits after one suspension into
a wedge of polyhedral smash products corresponding to all full subcomplexes of K:
Theorem 8.3.2 ([14]). For any sequence (X,A) of pairs of pointed cell com-
plexes, homotopy equivalence (8.14) induces a natural pointed homotopy equivalence
Σ(X,A)K
≃−→ Σ
( ∨
J⊂[m]
(XJ ,AJ)
∧KJ
)
.
Proof. We have (X ,A)K = colimDK(X ,A) = colimI∈K(X ,A)I , where
DK(X ,A) is diagram (4.7). Define another diagram
EK(X ,A) : cat(K) −→ top,
I 7−→
∨
J⊂[m]
(X J ,AJ )
∧(I∩J).
By (8.14), there is a natural pointed homotopy equivalence
Σ(X ,A)I
≃−→ Σ
( ∨
J⊂[m]
(X J ,AJ)
∧(I∩J)
)
The diagrams DK(X ,A), EK(X ,A), as well as ΣDK(X ,A), ΣEK(X ,A), are obvi-
ously cofibrant, so the objectwise homotopy equivalence above induces a homotopy
equivalence of their colimits (see Proposition C.3.4). It remains to note that
colimΣDK(X ,A) = Σ colimDK(X ,A) = Σ(X ,A)K,
colimΣEK(X ,A) = colimI∈KΣ
( ∨
J⊂[m]
(X J ,AJ)
∧(I∩J)
)
= Σ
( ∨
J⊂[m]
colim(I∩J)∈KJ (X J ,AJ)
∧(I∩J)
)
= Σ
( ∨
J⊂[m]
(X J ,AJ )
∧KJ
)
. 
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The homotopy type of the wedge summands (X J ,AJ)
∧KJ can be described
explicitly in the case when the inclusions Ak →֒ Xk are null-homotopic:
Theorem 8.3.3 ([14]). Let K be a simplicial complex on [m], and let (X,A) be
a sequence of pairs of cell complexes with the property that the inclusion Ak →֒ Xk
is null-homotopic for all k. Then there is a homotopy equivalence
(X,A)∧K
≃−→
∨
I∈K
| lkK I| ∗ (X,A)∧I ,
where | lkK I| is the geometric realisation of the link of I in K.
Proof. By hypothesis, there is a homotopy Fk : Ak × I → Xk such that
Fk(a, 0) = ik(a) and Fk(a, 1) = pt , where ik : Ak → Xk is the inclusion. By
the homotopy extension property, there exists F̂k : Xk × I→ Xk with F̂k(x, 0) = x,
F̂k(x, 1) = gk(x) where gk : Xk → Xk is a map such that gk(a) = pt for all a ∈ Ak.
Hence there is a commutative diagram
Ak
id //
ik

Ak
ǫ

Xk
gk // Xk
where ǫ : Ak → Xk is the constant map to the basepoint. Along with the diagram
D̂K = D̂K(X ,A) given by (8.13), define a new diagram
ÊK : cat(K) −→ top, I 7−→ (X ,A)∧I ,
which maps the non-identity morphism I ⊂ J to the constant map (X ,A)∧I →
(X ,A)∧J to the basepoint. For every I ∈ K, define
α(I) : D̂K(I)→ ÊK(I)
by α(I) = α1(I) ∧ · · · ∧ αm(I) where
αk(I) =
{
gk : Xk → Xk if k ∈ I,
id : Ak → Ak if k /∈ I.
Since the gk are homotopy equivalences, so is α(I) for all I ∈ K. Furthermore, if
I ⊂ J , the following diagram commutes:
D̂K(I) α(I) //

ÊK(I)

D̂K(J) α(J) // ÊK(J).
Hence the maps α(I) give a weak equivalence of diagrams D̂K → ÊK, which gives a
homotopy equivalence
hocolim D̂K ≃−→ hocolim ÊK.
Finally, the diagram ÊK satisfies the conditions of Lemma C.3.6, so we get a homo-
topy equivalence
hocolim ÊK ≃−→
∨
I∈K
| lkK I| ∗ (X ,A)∧I
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(upper semi-intervals in the face poset of K are links). The result follows since
hocolim D̂K = (X ,A)
∧K. 
Two special cases of Theorem 8.3.3 are presented next where either Ai are
contractible for all i or Xi are contractible for all i.
Theorem 8.3.4 ([14]). Let K be a simplicial complex on [m], and let (X,A) be
a sequence of pairs of cell complexes with the property that all the Ai are contractible.
Then there is a homotopy equivalence
Σ(X,A)K
≃−→ Σ
(∨
I∈K
X∧I
)
.
Proof. When all the Ai are contractible, the space (X ,A)
∧I is also con-
tractible unless I = [m]. By Theorem 8.3.3,
(X J ,AJ)
∧KJ ≃
∨
I∈KJ
| lkKJ I| ∗ (X J ,AJ)∧I ,
which is contractible unless J ∈ KJ , i.e. J ∈ K. In the latter case we have
(X J ,AJ)
∧KJ = X∧J . By Theorem 8.3.2,
Σ(X ,A)K ≃ Σ
( ∨
J⊂[m]
(X J ,AJ )
∧KJ
)
= Σ
( ∨
J∈K
X∧J
)
. 
Remark. An interesting corollary of Theorem 8.3.4 is that the polyhedral
products XK = (X, pt)K corresponding to simplicial complexes K with the same
f -vectors become homotopy equivalent after one suspension.
Theorem 8.3.5 ([14]). Let K be a simplicial complex on [m], and let (X,A)
be a sequence of pairs of cell complexes with the property that all the Xi are con-
tractible. Then there is a homotopy equivalence
Σ(X,A)K
≃−→ Σ
( ∨
J /∈K
|KJ | ∗A∧J
)
.
Proof. Since all the Xi are contractible, all of the spaces (X ,A)
∧I are also
contractible with the possible exception of (X ,A)∧∅ = A∧m. By Theorem 8.3.3,
(X J ,AJ)
∧KJ ≃
∨
I∈KJ
| lkKJ I| ∗ (X J ,AJ)∧I = | lkKJ ∅| ∗ (X J ,AJ)∧∅ = |KJ | ∗A∧J
which is contractible if J ∈ K. By Theorem 8.3.2,
Σ(X ,A)K ≃ Σ
( ∨
J⊂[m]
(X J ,AJ)
∧KJ
)
= Σ
( ∨
J /∈K
|KJ | ∗A∧J
)
. 
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Corollary 8.3.6.
(a) Let (X,A) = (D1, S0), so that (X,A)K is the real moment-angle com-
plex RK. Then there is a homotopy equivalence
ΣRK ≃−→
∨
J /∈K
Σ2|KJ |.
(b) Let (X,A) = (D2, S1), so that (X,A)K is the moment-angle complex ZK.
Then there is a homotopy equivalence
ΣZK ≃−→
∨
J /∈K
Σ2+|J||KJ |.
The above decomposition of ΣZK implies the additive isomorphism
Hk(ZK;Z) ∼=
⊕
J⊂[m]
H˜k−|J|−1(KJ ;Z)
of Theorem 4.5.8. Similarly, the decomposition of ΣRK implies the isomorphism
Hk(RK;Z) ∼=
⊕
J⊂[m]
H˜k−1(KJ ;Z).
Another result of [14] describes the cohomology ring of a polyhedral product
XK and generalises the isomorphism H∗((CP∞)K;Z) ∼= Z[K] of Proposition 4.3.1:
Theorem 8.3.7 ([14]). Let X = (X1, . . . , Xm) be a sequence of pointed cell
complexes, and let k be a ring such that the natural map
H∗(Xj1 ;k)⊗ · · · ⊗H∗(Xjk ;k)→ H∗(Xj1 × · · · ×Xjk ;k)
is an isomorphism for any {j1, . . . , jk} ⊂ [m]. There is an isomorphism of algebras
H∗(XK;k) ∼= (H∗(X1;k)⊗ · · · ⊗H∗(Xm;k))/I,
where I is the generalised Stanley–Reisner ideal, generated by elements xj1⊗· · ·⊗xjk
for which xji ∈ H˜∗(Xji ;k) and {j1, . . . , jk} /∈ K. Furthermore, the inclusion XK →
X1 × · · · ×Xm induces the quotient projection in cohomology.
Proof. By Theorem 8.3.4, there are homotopy equivalences
Σ(X1 × · · · × Xm) ≃−→ Σ
( ∨
J⊂[m]
X∧J
)
, ΣXK
≃−→ Σ
( ∨
J∈K
X∧J
)
.
Naturality implies that the map ΣXK → Σ(X1 × · · · × Xm) is split with cofibre
Σ
(∨
J /∈KX
∧J
)
. Hence there is a split cofibration
Σ
( ∨
J∈K
X∧J
)
→ Σ
( ∨
J⊂[m]
X∧J
)
→ Σ
( ∨
J /∈K
X∧J
)
.
Under the given condition on k there is a ring isomorphism
H˜∗(X1 × · · · ×Xm;k) ∼=
⊕
J⊂[m]
H˜∗(Xj1 ;k)⊗ · · · ⊗ H˜∗(Xjk ;k).
The natural inclusion map ΣXK → Σ(X1 × · · · ×Xm) induces a map
H˜∗(X1 × · · · ×Xm;k)→ H˜∗(XK;k),
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which corresponds to the projection map⊕
J⊂[m]
H˜∗(Xj1 ;k) ⊗ · · · ⊗ H˜∗(Xjk ;k)→
⊕
J∈K
H˜∗(Xj1 ;k)⊗ · · · ⊗ H˜∗(Xjk ;k).
Its kernel is exactly ⊕
J /∈K
H˜∗(Xj1 ;k)⊗ · · · ⊗ H˜∗(Xjk ;k)
which is the generalised Stanley–Reisner ideal I by inspection. 
As in the case of the face ring k[K] = H∗((CP∞)K;k), which can be decom-
posed as the limit of the cat(K)op-diagram of polynomial algebras k[vi : i ∈ I] =
H∗((CP∞)I ;k), the isomorphism of Theorem 8.3.7 can be interpreted as
H∗(XK;k) ∼= limI∈KH∗(X I ;k).
This isomorphism was used in the proof of Theorem 8.1.2.
There are several important situations when the isomorphism of Theorem 8.3.5
can be desuspended. As we have seen in the previous section, this is the case for the
pairs (X ,A) = (D2, S1) when K is obtained by iterative gluing along a common
face or when K is shifted complex. More generally, the following result, conjectured
in [14], was proved independently by Grbic´–Theriault and Iriye–Kishimoto:
Theorem 8.3.8 ([134, Theorem 1.1], [168, Theorem 1.7]). Let K be a shifted
complex. Let A = (A1, . . . , Am) be a sequence of pointed cell complexes, and let
coneA denote the cone on A. Then there is a homotopy equivalence
(coneA,A)K
≃−→
∨
J /∈K
|KJ | ∗A∧J .
Here is a case where the wedge summands can be described very explicitly:
Corollary 8.3.9. Let Ki be the i-dimensional skeleton of the simplex ∆m−1.
Then there is a homotopy equivalence
(coneA,A)Ki
≃−→
m∨
k=i+2
( ∨
16j1<···<jk6m
(
Σi+1Aj1 ∧ · · · ∧ Ajk
)∨(k−1i+1)).
The proof of this corollary is left as an exercise. In the case when each Ai is
a loop space, Ai = ΩBi, the space (coneΩB , ΩB)
Ki is the homotopy fibre of the
inclusion BKi → Bm (see Example 4.2.6.5 and Exercise 4.3.10) and decomposition
above was obtained by Porter [264] . In the case Ai = S
1, Corollary 8.3.9 turns
into Theorem 4.7.7.
The wedge decomposition of Theorem 8.3.5 can be used to describe the ring
structure for the cohomology of (X ,A)K, see [16].
Exercises.
8.3.10. Deduce Corollary 8.3.9 from Theorem 8.3.8.
8.4. Loop spaces, Whitehead and Samelson products
We now turn our attention to topological and algebraic models for the loop
spaces Ω(CP∞)K and ΩZK. We can view the latter as objects in the category
tmon of topological monoids by considering Moore loops (of arbitrary length),
whose composition is strictly associative.
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Pontryagin algebras, Whitehead and Samelson products. We loop the
fibration ZK → (CP∞)K → (CP∞)m to obtain a fibration
(8.15) ΩZK −→ Ω(CP∞)K −→ Tm.
It admits a section, defined by the m generators of π2((CP∞)K) ∼= Zm, and there-
fore splits in top. So we have a homotopy equivalence
Ω(CP∞)K
≃−→ ΩZK × Tm
which does not preserve monoid structures.
Proposition 8.4.1. There is an exact sequence of homotopy Lie algebras
0 −→ π∗(ΩZK)⊗Q −→ π∗(Ω(CP∞)K)⊗Q −→ CL(u1, . . . , um) −→ 0,
where CL(u1, . . . , um) denotes the commutative Lie algebra with generators ui,
deg ui = 1, and an exact sequence of Pontryagin algebras
(8.16) 0 −→ H∗(ΩZK;k) −→ H∗
(
Ω(CP∞)K;k
) −→ Λ[u1, . . . , um] −→ 0,
for any commutative ring k with unit.
Proof. The first exact sequence follows by considering the homotopy exact
sequence of the fibration (8.15), whose connecting homomorphism is zero because
the fibration is trivial.
Since H∗(T
m;k) = Λ[u1, . . . , um] is a finitely generated free k-module, the
Ku¨nneth formula gives an isomorphism of k-modules
H∗
(
Ω(CP∞)K;k
) ∼= H∗(ΩZK;k)⊗ Λ[u1, . . . , um]
and therefore an exact sequence of k-algebras (8.16). 
The homotopy group π2((CP∞)K) ∼= Zm has m canonical generators repre-
sented by the maps
µ̂i : S
2 −→ CP∞ −→ (CP∞)∨m −→ (CP∞)K
for 1 6 i 6 m, where the left map is the inclusion of the bottom cell, the middle
map is the inclusion of the ith wedge summand, and the right map is the canonical
inclusion of polyhedral powers corresponding to the inclusion of the discretem-point
complex into K. Let
µi : S
1 −→ Ω(CP∞)K
be the adjoint of µ̂i, and let ui denote the Hurewicz image of µi in H1(Ω(CP∞)K).
We shall be interested in elements of π∗(Ω(CP∞)K) represented by Samelson
products of the µi (see Section B.1 for the definition).
Proposition 8.4.2. The Samelson products of the canonical generators µi ∈
π1(Ω(CP
∞)K) satisfy the identities
[µi, µi]s = 0, [µi, µj ]s = 0 if and only if {i, j} ∈ K.
Proof. By adjunction, we can work with the Whitehead products instead.
The Whitehead square [µ̂i, µ̂i]w is zero in π3((CP∞)K), because it is zero in
π3(CP∞) = 0. Furthermore, the map µ̂i ∨ µ̂j : S2 ∨ S2 → (CP∞)K with i 6= j
extends to a map S2 × S2 → (CP∞)K whenever {i, j} is an edge of K, which
implies that [µ̂i, µ̂j ]w = 0 whenever {i, j} ∈ K. 
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Corollary 8.4.3. The algebra H∗(Ω(CP∞)K;k) contains the subalgebra
(8.17) T 〈u1, . . . , um〉/(u2i = 0, uiuj + ujui = 0 if {i, j} ∈ K),
where ui ∈ H1(Ω(CP∞)K;k) is the Hurewitz image of µi ∈ π1(Ω(CP∞)K).
The subalgebra above maps onto the ‘fully commutative’ algebra Λ[u1, . . . , um]
under the projection map of (8.16).
In the homotopy fibration (8.15), since πk(T
m) = 0 for k > 1, any iterated
Samelson product of the form [µi1 , [µi2 , · · · [µik−1 , µik ] · · · ]] with k > 1 composes
trivially into Tm and so lifts to ΩZK.
The Whitehead product [µ̂i, µ̂j ]w : S
3 → (CP∞)K is nontrivial whenever {i, j}
is a missing edge of K. We may generalise this construction by considering missing
faces I = {i1, . . . , ik} of K (recall that this means that I /∈ K, but any proper subset
of I is in K). Geometrically a missing face defines a subcomplex ∂∆(I) ⊂ K. Define
the k-fold higher Whitehead product [µ̂i1 , . . . , µ̂ik ]w as the composite
(8.18) [µ̂i1 , . . . , µ̂ik ]w : S
2k−1 w−→ (S2)∂∆(I) −→ (CP∞)∂∆(I) −→ (CP∞)K
where (S2)∂∆(I) is the fat wedge of k spheres, w is the attaching map of the 2k-cell
in the product (S2)I , and the last two maps of the polyhedral products are induced
by the inclusions S2 → CP∞ and ∂∆(I)→ K. The k-fold higher Samelson product
[µi1 , . . . , µik ]s is defined as the adjoint of [µ̂i1 , . . . , µ̂ik ]w:
[µi1 , . . . , µik ]s : S
2k−2 −→ Ω(CP∞)K.
Remark. As it is standard with higher operations, the higher product
[µi1 , . . . , µik ] is defined only when all shorter higher products of the µi1 , . . . , µik
(corresponding to proper subsets of I) are trivial. The general definition of higher
Whitehead and Samelson products (see [323])requires treatment of the indeter-
minacy, which we avoided in the case of the polyhedral product (CP∞)K by the
canonical choice of map (8.18).
As in the case of standard (2-fold) products, higher Whitehead and Samelson
products of the µi can be iterated and lifted toΩZK. We summarise this observation
as follows:
Proposition 8.4.4. Any iterated higher Whitehead product ν̂ : Sp → (CP∞)K
of the canonical maps µ̂i : S
2 → (CP∞)K lifts to a map Sp → ZK.
Similarly, any iterated higher Samelson product ν : Sp−1 → Ω(CP∞)K of the
µi : S
1 → Ω(CP∞)K lifts to a map Sp−1 → ΩZK.
Lifts Sp → ZK of higher iterated Whitehead products of the µ̂i provide impor-
tant family of spherical classes in H∗(ZK). We may ask the following question:
Problem 8.4.5. Assume that ZK is homotopy equivalent to a wedge of spheres.
Is it true that all wedge summands are represented by lifts Sp → ZK of higher
iterated Whitehead products of the canonical maps µi : S
2 → (CP∞)K?
For all known classes of examples when ZK is a wedge of spheres, the answer
to the above question is positive. We shall give some evidence below.
Example 8.4.6.
1. Let K be two points. The fibration (8.15) becomes
ΩS3 → Ω(CP∞ ∨ CP∞)→ S1 × S1,
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and the corresponding sequence of Pontryagin algebras (8.16) is
0 −→ k[w] i−→ T 〈u1, u2〉/(u21, u22) j−→ Λ[u1, u2] −→ 0
where k[w] = H∗(ΩS
3;k), degw = 2, the map i takes w to the commutator
u1u2 + u2u1, and j is the projection to the quotient by the ideal generated by
u1u2 + u2u1 (an exercise). So
H∗(Ω(CP
∞ ∨ CP∞);k) = T 〈u1, u2〉/(u21, u22) = Λ[u1] ⋆ Λ[u2]
is the free product of two exterior algebras and i(k[w]) is its commutator subalgebra.
In particular, exact sequence (8.16) does not split multiplicatively in this example.
Here u1, u2 are the Hurewitz images of µ1, µ2, the commutator u1u2 + u2u1 is
the Hurewitz image of the Samelson product [µ1, µ2]s : S
2 → Ω(CP∞∨CP∞), and
w ∈ H2(ΩS3) is the Hurewitz image of the lift of [µ1, µ2]s to ΩS3.
2. Now let K = ∂∆2, the boundary of a triangle. The fibration (8.15) becomes
ΩS5 → Ω(CP∞)∂∆2 → T 3,
where Ω(CP∞)∂∆
2
is the fat wedge of 3 copies of CP∞. We have H∗(ΩS5;k) =
k[w], degw = 4. Algebra (8.17) is isomorphic to Λ[u1, u2, u3], so the sequence of
Pontryagin algebras (8.16) splits multiplicatively in this example:
0 −→ k[w] −→ k[w]⊗ Λ[u1, u2, u3] −→ Λ[u1, u2, u3] −→ 0.
Here w ∈ H4(Ω(CP∞)∂∆2 ;k) is the Hurewicz image of the higher Samelson product
[µ1, µ2, µ3]s ∈ π4(Ω(CP∞)∂∆2 ), which lifts to ΩS5. The fact that [µ1, µ2, µ3]s is
a nontrivial higher Samelson product (and its Hurewicz image w is the ‘higher
commutator product’ of u1, u2, u3) constitutes the additional information necessary
to distinguish between the topological monoids Ω(CP∞)∂∆
2
and ΩS5 × T 3.
This calculation generalises easily to the case K = ∂∆m−1, showing that
H∗(Ω(CP
∞)K;k) ∼= k[w]⊗ Λ[u1, . . . , um]
where degw = 2m− 2.
Topological models for loop spaces. We consider the diagram
(8.19) DK(S1) : cat(K)→ tmon
whose value on the morphism I ⊂ J is the monomorphism of tori T I → T J . The
classifying space diagram BDK(S1) is DK(CP∞, pt) : cat(K) → top with colimit
(CP∞)K. We denote the colimit and homotopy colimit of DK(S1) by colimtmonI∈K T I
and hocolimtmonI∈K T
I , respectively.
Theorem 8.4.7 ([261]). There is a commutative diagram
(8.20)
Ω hocolimtopI∈KBT
I g−−−−→
≃
hocolimtmonI∈K T
I
Ωptop
y≃ yptmon
Ω(CP∞)K Ω colimtopI∈KBT
I −−−−→ colimtmonI∈K T I
in Ho(tmon), where the top and left homomorphisms are homotopy equivalences.
Proof. We apply Corollary C.3.8 with D = DK(S1). The left projec-
tion Ωptop : Ω hocolimtopI∈KBT
I → Ω colimtopI∈KBT I is a weak equivalence because
BDK(S1) = DK(CP∞, pt) is a cofibrant diagram in top. 
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Corollary 8.4.8. There is a weak equivalence
Ω(CP∞)K ≃ hocolimtmonI∈K T I
in tmon.
The right projection ptmon (and therefore the bottom homomorphism in (8.20))
is not a weak equivalence in general, because DK(S1) is not a cofibrant diagram
in tmon. The appropriate examples are discussed below.
Example 8.4.9.
1. Let K be two points. Then
(CP∞)K = CP∞ ∨ CP∞, colimtmonDK(S1) = S1 ⋆ S1
where ⋆ denotes the free product of topological monoids, i.e. the coproduct
in tmon. The bottom homomorphism in (8.20) is Ω(CP∞ ∨ CP∞) → S1 ⋆ S1,
it is a weak equivalence in tmon.
2. Now let K = ∂∆2. The loop space Ω(CP∞)∂∆2 is described in Exam-
ple 8.4.6.2. On the other hand, the colimit of DK(S1) is obtained by taking quotient
of T {1} ⋆ T {2} ⋆ T {3} by the commutativity relations
t1 ⋆ t2 = t2 ⋆ t1, t2 ⋆ t3 = t3 ⋆ t2, t3 ⋆ t1 = t1 ⋆ t3
for ti ∈ T {i}, so that colimtmonI∈K T I = T 3. It follows that the bottom map
Ω(CP∞)∂∆
2 → T 3 in (8.20) is not a weak equivalence; it has kernel ΩS5.
The diagram D = DK(S1) : cat(K) → tmon is not cofibrant in this example.
Indeed, if we take I = {1, 2}, then the induced diagram over the overcategory
cat(K)↓I = cat(∆(I)) has the form
pt −−−−→ T {1}y y
T {2} −−−−→ T {1} × T {2}
The map colimD|
cat(∂∆(I)) → D(I) is the projection T {1} ⋆ T {2} → T {1} × T {2}
from the free product to the cartesian product, which is not a cofibration in tmon.
Algebraic models for loop spaces. Our next aim is to obtain an algebraic
analogue of Theorem 8.4.7. We work over over a commutative ring k.
We define the face coalgebra k〈K〉 as the graded dual of the face ring k[K]. As
a k-module, k〈K〉 is free on generators vσ corresponding to multisets of m elements
of the form
σ = {1, . . . , 1︸ ︷︷ ︸
k1
, 2, . . . , 2︸ ︷︷ ︸
k2
, . . . ,m, . . . ,m︸ ︷︷ ︸
km
}
such that support of σ (i.e. the set Iσ = {i ∈ [m] : ki 6= 0}) is a simplex of K. The
element vσ is dual to the monomial v
k1
1 v
k2
2 · · · vkmm ∈ k[K]. The comultiplication
takes the form
∆vσ =
∑
σ=τ ⊔ τ ′
vτ ⊗ vτ ′ ,
where the sum ranges over all partitions of σ into submultisets τ and τ ′.
We recall the Adams cobar construction Ω∗ : dgc → dga, see (C.9), and the
Quillen functor L∗ : dgc → dgl, see (C.11). The loop algebra Ω∗k〈K〉 is our first
algebraic model for Ω(CP∞)K:
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Proposition 8.4.10. There is an isomorphism of graded algebras
H∗(Ω(CP
∞)K;k) ∼= H(Ω∗k〈K〉) = Cotork〈K〉(k,k).
Proof. By dualising the integral formality results of [243, Theorem 4.8], we
obtain a zigzag of quasi-isomorphisms
(8.21) C∗((CP
∞)K;k)
≃←− · · · ≃−→ k〈K〉.
in dgc (when k = Q this follows from Theorem 8.1.2). Since Ω∗ preserves quasi-
isomorphisms, the zigzag above combines with Adams’ result (Theorem C.2.1) to
obtain the required isomorphism of algebras. 
Remark. When k is a field, there are isomorphisms
H∗(Ω(CP
∞)K;k) ∼= Cotork〈K〉(k,k) ∼= Extk[K](k,k).
The graded algebra underlying the cobar construction Ω∗k〈K〉 is the tensor
algebra T (s−1 k〈K〉) on the desuspended k-module k〈K〉= Ker(ε : k〈K〉 → k); the
differential is defined on generators by
d(s−1vσ) =
∑
σ=τ⊔τ ′; τ, τ ′ 6=∅
s−1vτ ⊗ s−1vτ ′ ,
because d = 0 on k〈K〉. For future purposes it is convenient to write s−1vσ as χσ
for any multiset σ.
We define now some algebraic diagrams over cat(K). Our previous algebraic
diagrams such as (8.1) were commutative, contravariant and cohomological, but to
investigate the loop space Ω(CP∞)K we introduce models that are covariant and
homological. We consider the diagram
k[ · ]K : cat(K)→ dga, I 7→ k[vi : i ∈ I]
which maps a morphism I ⊂ J to the monomorphism of polynomial algebras
k[vi : i ∈ I] → k[vi : i ∈ J ] with deg vi = 2 and zero differential. Similarly, we
define the diagrams
(8.22)
Λ[ · ]K : cat(K)→ dga, I 7→ Λ[ui : i ∈ I], deg ui = 1,
k〈 · 〉K : cat(K)→ dgc, I 7→ k〈vi : i ∈ I〉, deg vi = 2,
CL( · )K : cat(K)→ dgl, I 7→ CL(ui : i ∈ I), deg ui = 1,
where k〈vi : i ∈ I〉 denotes the free commutative coalgebra and CL(ui : i ∈ I)
denotes the commutative Lie algebra on |I| generators.
The individual algebras and coalgebras in these diagrams are all commutative,
but the context demands they be interpreted in the non-commutative categories;
this is especially important when forming limits and colimits.
Note that colimdgc k〈 ·〉K = k〈K〉, while colimdga Λ[ ·]K is the non-commutative
algebra (8.17) (an exercise).
Proposition 8.4.11. There are acyclic fibrations
Ω∗k〈vi : i ∈ I〉 ≃−→ Λ[ui : i ∈ I] and L∗k〈vi : i ∈ I〉 ≃−→ CL(ui : i ∈ I)
in dga and dgl respectively, for any set I ⊂ [m].
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Proof. We define the first map by χi 7→ ui for 1 6 i 6 m. Because
(8.23) dχii = χi ⊗ χi, dχij = χi ⊗ χj + χj ⊗ χi for i 6= j
hold in Ω∗k〈vi : i ∈ I〉, the map is consistent with the exterior relations in its
target. So it is an epimorphism and quasi-isomorphism in dga, and hence an acyclic
fibration. The corresponding result for dgl follows by restriction to primitives. 
Observe that the diagram Λ[ · ]K in dga can be thought of as the diagram of
homology algebras of topological monoids in the diagram DK(S1), see (8.19), and
the diagram k〈 · 〉K in dgc is the diagram of homology coalgebras of spaces in the
classifying diagram BDK(S1). This relationship extends to the following algebraic
analogue of Theorem 8.4.7:
Theorem 8.4.12 ([260]). There is a commutative diagram
(8.24)
Ω∗ hocolim
dgc
k〈 · 〉K h−−−−→
≃
hocolimdgaΛ[ · ]K
Ω∗p
dgc
y≃ ypdga
Ω∗k〈K〉 −−−−→ colimdgaΛ[ · ]K
in Ho(dga), where the top and left arrows are isomorphisms.
Proof. This follows by considering the diagram
Ω∗ hocolim
dgc
k〈 · 〉K hocolimdgaΩ∗k〈 · 〉K ≃−−−−→ hocolimdgaΛ[ · ]K
Ω∗p
dgc
y≃ pdgay≃ pdgay
Ω∗ colim
dgc
k〈 · 〉K
∼=←−−−− colimdgaΩ∗k〈 · 〉K −−−−→ colimdgaΛ[ · ]K
‖
Ω∗k〈K〉
Here the top right horizontal map is induced by the map of diagrams Ω∗k〈 · 〉K →
Λ[ · ]K whose objectwise maps are acyclic fibrations from Proposition 8.4.11; the
map of homotopy colimits is a weak equivalence because the map of diagrams is
an acyclic Reedy fibration. The right square is commutative. The central vertical
map is a weak equivalence because the diagram Ω∗k〈 · 〉K is Reedy cofibrant. The
bottom left horizontal map is an isomorphism because Ω∗ is left adjoint. The left
vertical map is a weak equivalence because the diagram k〈 · 〉K is Reedy cofibrant
and Ω∗ preserves weak equivalences. The resulting zigzag of quasi-isomorphisms
Ω∗ hocolim
dgc
k〈 · 〉K ≃−→ · · · ≃−→ hocolimdga Λ[ · ]K
induces an isomorphism in the homotopy categoryHo(dga); we denote it by h. 
As in the case of diagram (8.20), the right and bottom maps in (8.24) are not
weak equivalences in general, because Λ[ · ]K is not a cofibrant diagram in dga.
The following statement is proved similarly.
Theorem 8.4.13 ([260]). There is a homotopy commutative diagram
(8.25)
L∗ hocolim
dgcQ〈 · 〉K −−−−→
≃
hocolimdgl CL( · )K
L∗p
dgc
y≃ ypdgl
L∗Q〈K〉 −−−−→ colimdgl CL( · )K
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in Ho(dgl), where the top and left arrows are isomorphisms.
The homotopy colimit decomposition above defines our second algebraic model
for Ω(CP∞)K:
Corollary 8.4.14. For any simplicial complex K and commutative ring k,
there are isomorphisms
H∗
(
Ω(CP∞)K;k
) ∼= H(hocolimdga Λ[ · ]K)
π∗
(
Ω(CP∞)K)⊗Z Q ∼= H
(
hocolimdgl CL( · )K
)
of graded algebras and Lie algebras respectively.
Example 8.4.15.
1. Let K be a discrete complex on m vertices, so that (CP∞)K is a wedge
of m copies of CP∞. The cobar construction Ω∗k〈K〉 on the corresponding face
coalgebra is generated as an algebra by the elements of the form χi...i with i ∈ [m].
The first identity of (8.23) still holds, but χi⊗χj+χj⊗χi is no longer a boundary
for i 6= j since there is no element χij in Ω∗k〈K〉. We obtain a quasi-isomorphism
Ω∗k〈K〉 ≃−→ Tk(u1, . . . , um)/(u2i = 0, 1 6 i 6 m)
that maps χi to ui. The right hand side is isomorphic to H∗(Ω(CP∞)K;k); it is
the coproduct (the free product) of m algebras Λ[ui]. Therefore, the bottom map
Ω∗k〈K〉 → colimdga Λ[ · ]K in (8.24) is a quasi-isomorphism in this example.
The algebra H∗(ΩZK;k) is the commutator subalgebra of H∗(Ω(CP∞)K;k)
according to (8.16). In contains iterated commutators [ui1 , [ui2 , · · · [uik−1 , uik ] · · · ]]
with k > 2 corresponding to iterated Samelson products in π∗(Ω(CP∞)K). On the
other hand, ZK is a wedge of spheres given by (8.11). Therefore, H∗(ΩZK;k) is a
free (tensor) algebra on the generators corresponding to the wedge summands. So
the number of independent iterated commutators of length k is (k − 1)(mk ). This
fact can be proved purely algebraically, see Corollary 8.5.8 below. There are no
higher Samelson products (and higher iterated commutators) in this example, as K
does not have missing faces with > 2 vertices.
2. Let K = ∂∆2. As we have seen in Example 8.4.6.2,
H∗(Ω(CP
∞)K;k) ∼= k[w] ⊗ Λ[u1, u2, u3].
This can also be seen algebraically using the cobar model Ω∗k〈K〉. Here ui is the
homology classes of the element χi, and w ∈ H4(Ω(CP∞)K;k) is the homology
class of the 4-dimensional cycle
ψ = χ1χ23 + χ2χ13 + χ3χ12 + χ12χ3 + χ13χ2 + χ23χ1,
whose failure to bound is due to the non-existence of χ123. Relations (8.23) hold,
and give rise to the exterior relations between u1, u2, u3. Furthermore, a direct
check shows that χiψ−ψχi is a boundary, which implies that ui commutes with w
in H∗(Ω(CP
∞)K;k) for 1 6 i 6 3.
Here the colimit of Λ[ ·]K in dga is obtained by taking quotient of Tk(u1, u2, u3)
by all exterior relations. Therefore, colimdga Λ[ · ]K = Λ[u1, u2, u3] and the bottom
mapΩ∗k〈K〉 → colimdga Λ[ ·]K in (8.24) is not a quasi-isomorphism in this example.
3. Let K = sk1∂∆3, the 1-skeleton of a 3-simplex, or a complete graph on
4 vertices. Arguments similar to those of the previous example show that the
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Pontryagin algebra H∗(Ω(CP∞)K;k) contains 1-dimensional classes u1, . . . , u4 and
4-dimensional classes w123, w124, w134, w234, corresponding to the four missing
faces with three vertices each. For example, w123 is the homology class of the cycle
ψ123 which may be thought of as the ‘boundary of the non-existing element χ123’.
Identities (8.23) give rise to the exterior relations between u1, . . . , u4. We may
easily check that ui commutes with wjkl if i ∈ {j, k, l}. There are four remaining
non-trivial commutators of the form [ui, wjkl] with all i, j, k, l different.
It follows that the commutator subalgebra H∗(ΩZK;k) contains four higher
commutators wjkl = [uj , uk, ul] (the Hurewitz images of the higher Samelson prod-
ucts [µj , µk, µl]s) and four iterated commutators [ui, wjkl]. On the other hand,
Theorem 4.7.7 gives a homotopy equivalence
ZK ≃ (S5)∨4 ∨ (S6)∨3,
which implies that H∗(ΩZK;k) is a free algebra on four 4-dimensional and three
5-dimensional generators. The point is that the commutators [ui, wjkl] are subject
to one extra relation, which can be derived as follows. Consider the relation
(8.26) dχ1234 = (χ1χ234 + χ234χ1) + · · ·+ (χ4χ123 + χ123χ4) + β
in Ω∗k〈v1, v2, v3, v4〉, where β consists of terms χσχτ such that |σ| = |τ | = 2.
Denote the first four summands on the right hand side of (8.26) by α1, α2, α3,
α4 respectively, and apply the differential to both sides. Observing that dα1 =
−χ1ψ234 + ψ234χ1 = −[χ1, ψ234], and similarly for dα2, dα3 and dα4, we obtain
[χ1, ψ234] + [χ2, ψ134] + [χ3, ψ124] + [χ4, ψ123] = dβ.
The outcome is an isomorphism
H∗(Ω(CP
∞)K;k) ∼= Tk(u1, u2, u3, u4, w123, w124, w134, w123)/I,
where degwijk = 4 and I is generated by three types of relation:
· exterior algebra relations for u1, u2, u3, u4;
· [ui, wjkl ] = 0 for i ∈ {j, k, l};
· [u1, w234] + [u2, w134] + [u3, w124] + [u4, w123] = 0.
As wijk is the higher commutator of ui, uj and uk, the third relation may be
considered as a higher analogue of the Jacobi identity.
It is a challenging task to construct explicit algebraic models for Ω(CP∞)K
and ΩZK which would include a description of the Pontryagin algebra structure, as
well as higher Samelson and commutator products. The situation is considerably
simpler when K is a flag complex, as there are no higher products; this is the subject
of the next section.
Exercises.
8.4.16. For any 2n-dimensional (quasi)toric manifold M , show that there is a
fibration
ΩM −→ Ω(CP∞)K −→ T n,
which splits in top.
8.4.17. For the classes of simplicial complexes K described in Propositions 8.2.5
and 8.2.6 (discrete complexes and trees), show that each wedge summand of ZK
is represented by a lift Sp → ZK of iterated Whitehead products of the µi : S2 →
(CP∞)K (no higher products appear here). Describe the corresponding iterated
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brackets explicitly. In particular, the answer to Problem 8.4.5 is positive for these
two classes of K.
8.4.18. Show that H∗(Ω(CP∞ ∨ CP∞);k) = T 〈u1, u2〉/(u21, u22) and de-
scribe the sequence of Pontryagin algebras corresponding to the fibration ΩS3 →
Ω(CP∞ ∨ CP∞)→ S1 × S1.
8.4.19. Show that colimdgaΛ[ · ]K is the algebra given by (8.17).
8.5. The case of flag complexes
In this section we study the loop spaces associated with flag complexes K. Such
complexes have significantly simpler combinatorial properties, which are reflected in
the homotopy theory of the toric spaces. We modify results of the previous section
in this context, and focus on applications to the Pontryagin rings and homotopy
Lie algebras of Ω(CP∞)K and ΩZK. We also describe completely the class of flag
complexes K for which ZK is homotopy equivalent to a wedge of spheres.
For any simplicial complex K on [m], recall that a subset I ⊂ [m] is called
a missing face when every proper subset lies in K, but I itself does not. If every
missing face ofK has 2 vertices, thenK is a flag complex; equivalently, K is flag when
every set of vertices that is pairwise connected spans a simplex. A flag complex is
therefore determined by its 1-skeleton, which is a graph. When K is flag, we may
express the face ring as
k[K] = Tk(v1, . . . , vm)
/
(vivj − vjvi = 0 for {i, j} ∈ K, vivj = 0 for {i, j} /∈ K).
It is therefore quadratic, in the sense that it is the quotient of a free algebra by
quadratic relations.
The following result of Fro¨berg allows us to calculate the Yoneda algebras
ExtA(k,k) explicitly for a class of quadratic algebras A that includes face rings of
flag complexes.
Proposition 8.5.1 ([119, §3]). When k is a field and K is a flag complex,
there is an isomorphism of graded algebras
(8.27) Extk[K](k,k) ∼= Tk(u1, . . . , um)
/
(u2i = 0, uiuj + ujui = 0 for {i, j} ∈ K).
Remark. The algebra on the right hand side of (8.27) is the quadratic dual
of k[K]. A quadratic algebra A is called Koszul if its quadratic dual coincides with
ExtA(k,k), so Proposition 8.5.1 asserts that k[K] is Koszul when K is flag.
When K is flag, (8.17) is the whole Pontryagin algebra H∗(Ω(CP∞)K;k):
Theorem 8.5.2 ([260]). For any flag complex K, there are isomorphisms
H∗(Ω(CP
∞)K;k) ∼= Tk(u1, . . . , um)
/
(u2i = 0, uiuj + ujui = 0 for {i, j} ∈ K)
π∗(Ω(CP
∞)K)⊗Z Q ∼= FL(u1, . . . , um)
/(
[ui, ui] = 0, [ui, uj] = 0 for {i, j} ∈ K
)
,
where k is Z or a field, FL( · ) denotes a free Lie algebra and deg ui = 1.
Proof. By Proposition 8.4.10, H∗(Ω(CP∞)K;k) ∼= Cotork〈K〉(k,k). When k
is a field, Cotork〈K〉(k,k) ∼= Extk[K](k,k) by (C.10), and the first required isomor-
phism follows from Proposition 8.5.1.
Now let k = Z. Denote by A algebra (8.17) with k = Z. Then A includes as a
subalgebra in H∗(Ω(CP∞)K;Z) by Corollary 8.4.3. Consider the exact sequence
0→ A i−→ H∗(Ω(CP∞)K;Z) −→ R→ 0
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where R is the cokernel of i. By tensoring with a field k we obtain an exact sequence
A⊗ k i⊗k−→ H∗(Ω(CP∞)K;Z)⊗ k −→ R⊗ k→ 0
The composite map
A⊗ k i⊗k−→ H∗(Ω(CP∞)K;Z)⊗ k j−→ H∗(Ω(CP∞)K;k)
is an isomorphism by the argument in the previous paragraph, and j is a monomor-
phism by the universal coefficient theorem. Therefore, i⊗k is also an isomorphism,
which implies that R⊗k = 0 for any field k. Thus, R = 0 and i is an isomorphism.
The isomorphism of Lie algebras follows by restriction to primitives. 
The authors are grateful to Kouyemon Iriye and Jie Wu for pointing out that the
original argument of [260] for the theorem above can be extended to the case k = Z.
The associative algebra and the Lie algebra from Theorem 8.5.2 are exam-
ples of graph products, by which one usually means algebraic objects described by
generators corresponding to the vertices in a simple graph, with each edge giving
rise to a commutativity relation between the generators corresponding to its two
ends. These two graph products can be also described as the colimits of the dia-
grams Λ[ · ]K and CL( · )K in dga and dgl respectively, see (8.22). It follows that
the bottom maps in (8.24) and (8.25) are quasi-isomorphisms when K is flag, and
homotopy colimit in the models of Corollary 8.4.14 can be replaced by colimit:
Corollary 8.5.3. For any flag complex K, there are isomorphisms
H∗
(
Ω(CP∞)K;k
) ∼= colimdga Λ[ · ]K
π∗
(
Ω(CP∞)K
)⊗Z Q ∼= colimdgl CL( · )K
of graded algebras and Lie algebras respectively, where k = Z or a field.
Remark. The bottom homomorphism
Ω(CP∞)K → colimtmonI∈K T I
in the topological model (8.20) is also a homotopy equivalence when K is flag,
by [261, Proposition 6.3]. Furthermore, there are analogues of this result for other
polyhedral powers. Interesting cases are (RP∞)K and (S1)K, for which there are
homotopy equivalence homomorphisms
(8.28)
Ω(RP∞)K
≃−→ colimtmonI∈K ZI2,
Ω(S1)K
≃−→ colimtmonI∈K ZI .
Since Z2 and Z are discrete groups, the colimit in tmon is the ordinary colimit of
groups, and the two colimits above have the following graph product presentations:
colimgrpI∈K Z
I
2 = F (g1, . . . , gm)
/
(g2i = 0, gigj = gjgi for {i, j} ∈ K),
colimgrpI∈K Z
I = F (g1, . . . , gm)
/
(gigj = gjgi for {i, j} ∈ K)
where F (g1, . . . , gm) denotes a free group on m generators. The two groups above
are known as the right-angled Coxeter group and the right-angled Artin group cor-
responding to the 1-skeleton (graph) of the flag complex K.
Homotopy equivalences (8.28) imply that the polyhedral power (RP∞)K is the
classifying space for the right-angled Coxeter group colimgrpI∈K Z
I
2 and (S
1)K is the
classifying space for the right-angled Artin group colimgrpI∈K Z
I . The former result is
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implicit in the work of Davis and Januszkiewicz [90], and the latter is due to Kim
and Roush [184]. Note that (S1)K is a finite cell complex.
Proposition 8.5.4. For a flag complex K, the Poincare´ series of the Pontrya-
gin algebras H∗(Ω(CP
∞)K;k) and H∗(ΩZK;k) are given by
F
(
H∗(Ω(CP
∞)K;k);λ
)
=
(1 + λ)n
1− h1λ+ · · ·+ (−1)nhnλn ,
F
(
H∗(ΩZK;k);λ
)
=
1
(1 + λ)m−n(1 − h1λ+ · · ·+ (−1)nhnλn) ,
where (h0, h1, . . . , hn) is the h-vector of K.
Proof. Since H∗(Ω(CP∞)K;k) is the quadratic dual of k[K], the identity
F
(
k[K];−λ) · F (H∗(Ω(CP∞)K);λ) = 1
follows from Fro¨berg [119, §4] (in the identity above it is assumed that the gen-
erators of k[K] have degree one). The Poincare´ series of the face ring is given by
Theorem 3.1.10, whence the first formula follows. The second formula follows from
exact sequence (8.16). 
The Poincare´ series of π∗(Ω(CP∞)K)⊗ZQ (and therefore the ranks of homotopy
groups of (CP∞)K and ZK) can also be calculated in the flag case, although less
explicitly. See [95, §4.2].
Example 8.5.5. Let K = ∂∆n, so that h0 = · · · = hn = 1. Then Ω(CP∞)K ≃
ΩS2n+1 × T n+1, and
F
(
H∗(Ω(CP
∞)K);λ
)
=
(1 + λ)n+1
1− λ2n .
On the other hand, Proposition 8.5.4 gives
(1 + λ)n
1− λ+ λ2 + · · ·+ (−1)nλn =
(1 + λ)n+1
1 + (−1)nλn+1 .
The formulae agree if n = 1, in which case K is flag, but differ otherwise.
We recall from Section C.1 that a space X is coformal when its Quillen model
Q(X) is weakly equivalent to the rational homotopy Lie algebra π∗(ΩX) ⊗Z Q as
objects in dgl. The space (CP∞)K is always formal by Theorem 8.1.2, while its
coformality depends on K:
Theorem 8.5.6. The space (CP∞)K is coformal if and only if K is flag.
Proof. If K is flag, Theorem 8.4.12 together with Corollary 8.5.3 provide an
acyclic fibration
Ω∗Q〈K〉 ∼= Ω∗ colimdgcQ〈 · 〉K ≃−→ colimdga Λ[ · ]K
in dgaQ. Restricting to primitives yields a quasi-isomorphism e : L∗Q〈K〉 ≃−→
π∗(Ω(CP∞)K)⊗Z Q in dgl.
Now choose a minimal model MK → Q[K] for the face ring in cdgaQ. Its
graded dual Q〈K〉 → CK is a minimal model for Q〈K〉 in cdgc (see [241, §5]), so
Ω∗Q〈K〉 → Ω∗CK is a weak equivalence in dga. Restricting to primitives provides
the central map in the zigzag
(8.29) LK
≃−→ L∗CK ≃←− L∗Q〈K〉 e−→ π∗(Ω(CP∞)K)⊗Z Q
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of quasi-isomorphisms in dgl, where LK is a minimal model for (CP∞)K in dgl
[241, §8]. Hence (CP∞)K is coformal.
On the other hand, every missing face of K with > 2 vertices determines a
nontrivial higher Samelson bracket in π∗(Ω(CP∞)K) ⊗Z Q. The existence of such
brackets in π∗(ΩX)⊗ZQ ensures that X cannot be coformal, just as higher Massey
products in H∗(X ;Q) obstruct formality. 
Unlike the situation with the Pontryagin algebraH∗(Ω(CP∞)K), we are unable
to describe the structure of its commutator subalgebraH∗(ΩZK) completely even in
the flag case. However, the following result identifies a minimal set of multiplicative
generators as a specific set of iterated commutators of the ui:
Theorem 8.5.7 ([131, Theorem 4.3]). Assume that K is flag and k is a field.
The algebra H∗(ΩZK;k), viewed as the commutator subalgebra of (8.17) via ex-
act sequence (8.16), is multiplicatively generated by
∑
I⊂[m] dim H˜
0(KI) iterated
commutators of the form
[uj, ui], [uk1 , [uj , ui]], . . . , [uk1 , [uk2 , · · · [ukm−2 , [uj , ui]] · · · ]]
where k1 < k2 < · · · < kp < j > i, ks 6= i for any s, and i is the smallest
vertex in a connected component not containing j of the subcomplex K{k1,...,kp,j,i}.
Furthermore, this multiplicative generating set is minimal, that is, the commutators
above form a basis in the submodule of indecomposables in H∗(ΩZK;k).
Remark. To help clarify the statement of Theorem 8.5.7, it is useful to consider
which brackets [uj, ui] are in the list of multiplicative generators for H∗(ΩZK;k).
If {j, i} ∈ K then i and j are in the same connected component of the subcomplex
K{j,i}, so [uj, ui] is not a multiplicative generator. On the other hand, if {j, i} /∈ K
then the subcomplex K{j,i} consists of the two distinct points i and j, and i is the
smallest vertex in its connected component of K{j,i} which does not contain j, so
[uj, ui] is a multiplicative generator.
For a given I = {k1, . . . , kp, j, i}, the number of the commutators containing all
uk1 , . . . , ukp , uj , ui in the set above is equal to dim H˜
0(KI) (one less the number of
connected components in KI), so there are indeed
∑
I⊂[m] dim H˜
0(KI) commutators
in total. More details are given in examples below.
An important particular case of Theorem 8.5.7 corresponds to K consisting of
m disjoint points. This result may be of independent algebraic interest, as it is
an analogue of the description of a basis in the commutator subalgebra of a free
algebra, given by Cohen and Neisendorfer [80]:
Corollary 8.5.8. Let A be the commutator subalgebra of the algebra
T 〈u1, . . . , um〉/(u2i = 0), that is, A is the algebra defined by the exact sequence
1 −→ A −→ T 〈u1, . . . , um〉/(u2i = 0) −→ Λ[u1, . . . , um] −→ 1
where deg ui = 1. Then A is a free associative algebra minimally generated by the
iterated commutators of the form
[uj, ui], [uk1 , [uj , ui]], . . . , [uk1 , [uk2 , · · · [ukm−2 , [uj , ui]] · · · ]]
where k1 < k2 < · · · < kp < j > i and ks 6= i for any s. Here, the number of
commutators of length ℓ is equal to (ℓ − 1)(mℓ ).
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Figure 8.1. Boundary of pentagon.
Example 8.5.9. Let K be the boundary of pentagon, shown in Fig. 8.1.
Theorem 8.5.7 gives the following 10 generators for the algebra H∗(ΩZK):
a1 = [u3, u1], a2 = [u4, u1], a3 = [u4, u2], a4 = [u5, u2], a5 = [u5, u3],
b1 = [u4, [u5, u2]], b2 = [u3, [u5, u2]], b3 = [u1, [u5, u3]],
b4 = [u3, [u4, u1]], b5 = [u2, [u4, u1]],
where deg ai = 2 and deg bi = 3. In the notation of the beginning of the previous
section, a1 is the Hurewicz image of the Samelson product [µ3, µ1] : S
2 → Ω(CP∞)K
lifted to ΩZK, and b1 is the Hurewicz image of the iterated Samelson product
[µ4, [µ5, µ2]] : S
3 → Ω(CP∞)K lifted to ΩZK; the other ai and bi are described
similarly. We therefore have adjoint maps
ι : (S2 ∨ S3)∨5 → ΩZK and j : (S3 ∨ S4)∨5 → ZK
corresponding to the wedge of all ai and bi. Now a calculation using relations from
Theorem 8.5.2 and the Jacobi identity shows that ai and bi satisfy the relation
(8.30) − [a1, b1] + [a2, b2] + [a3, b3]− [a4, b4] + [a5, b5] = 0,
where [ai, bi] = aibi − biai. (One can make all the commutators to enter the sum
with positive signs by changing the order the elements in the commutators defining
ai, bi.) This relation has a topological meaning. In general, suppose that M and N
are d-dimensional manifolds. Let M be the (d− 1)-skeleton of M , or equivalently,
M is obtained from M by removing a disc in the interior of the d-cell of M . Define
N similarly. Suppose that f : Sd−1 → M and g : Sd−1 → N are the attaching
maps for the top cells in M and N . Then the attaching map for the top cell in the
connected sum M #N is Sd−1
f+g−→M ∨N . In our case, S3 × S4 is a manifold and
the attaching map S6 → S3 ∨S4 for its top cell is the Whitehead product [s1, s2]w,
where s1 and s2 respectively are the inclusions of S
3 and S4 into S3 ∨ S4. The
attaching map for the top cell of the 5-fold connected sum (S3×S4)#5 is therefore
the sum of five such Whitehead products. Composing it with j into ZK and passing
to the adjoint map we obtain
∑5
i=1±[ai, bi] (the signs depend on the orientation
chosen, see Construction D.3.9). By (8.30), this sum is null homotopic. Thus the
inclusion j : (S3 ∨ S4)∨5 → ZK extends to a map
j˜ : (S3 × S4)#5 → ZK.
Furthermore, a calculation using Theorem 4.5.4 shows that j˜ induces an isomor-
phism in cohomology (see Example 4.6.10), that is, j˜ is a homotopy equivalence.
Since both (S3 × S4)#5 and ZK are manifolds, the complement of (S3 ∨ S4)∨5 in
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(S3 × S4)#5 and ZK is a 7-disc, so that the extension map j˜ can be chosen to be
one-to-one, which implies that j˜ is a homeomorphism.
We also obtain thatH∗(ΩZK) is the quotient of a free algebra on ten generators
ai, bi by relation (8.30). Its Poicare´ series is given by Proposition 8.5.4:
P
(
H∗(ΩZK);λ
)
=
1
1− 5λ2 − 5λ3 + λ5 .
The summand t5 in the denominator is what differs the Poincare´ series of the one-
relator algebra H∗(ΩZK) from that of the free algebra H∗(Ω(S3 ∨ S4)∨5).
A similar argument can be used to show that ZK is homeomorphic to a con-
nected sum of sphere products when K is a boundary of a m-gon with m > 4,
therefore giving a homotopical proof of a particular case of Theorem 4.6.12. It
would be interesting to give a homotopical proof of this theorem in general.
Another result of [131] identifies the class of flag complexes K for which ZK
has homotopy type of a wedge of spheres.
We recall from Definition 4.9.5 that k[K] is a Golod ring and K is a
Golod complex when the multiplication and all higher Massey products in
Tork[v1,...,vm](k[K],k) = H(Λ[u1, . . . , um]⊗ k[K], d) are trivial.
We also need some terminology from graph theory. Let Γ be a graph on the
vertex set [m]. A clique of Γ is a subset I of vertices such that every two vertices
in I are connected by an edge. Each flag complex K is the clique complex of its
one-skeleton Γ = K1, that is, the simplicial complex formed by filling in each clique
of Γ by a face.
A graph Γ is called chordal if each of its cycles with > 4 vertices has a chord
(an edge joining two vertices that are not adjacent in the cycle). Equivalently, a
chordal graph is a graph with no induced cycles of length more than three.
The following result gives an alternative characterisation of chordal graphs.
Theorem 8.5.10 (Fulkerson–Gross [121]). A graph is chordal if and only if its
vertices can be ordered in such a way that, for each vertex i, the lesser neighbours
of i form a clique.
Such an order of vertices is called a perfect elimination order .
Theorem 8.5.11 ([131]). Let K be a flag complex and k a field. The following
conditions are equivalent:
(a) k[K] is a Golod ring;
(b) the multiplication in H∗(ZK;k) is trivial;
(c) Γ = K1 is a chordal graph;
(d) ZK has homotopy type of a wedge of spheres.
Proof. (a)⇒(b) This is by definition of Golodness and Theorem 4.5.4.
(b)⇒(c) Assume that K1 is not chordal, and choose an induced chordless cycle I
with |I| > 4. Then the full subcomplex KI is the same cycle (the boundary of an |I|-
gon), and therefore ZKI is a connected sum of sphere products. Hence, H∗(ZKI )
has nontrivial products (this can be also seen directly by using Theorem 4.5.8).
Then, by Theorem 4.5.8, the same nontrivial products appear in H∗(ZK).
(c)⇒(d) Assume that the vertices of K are in perfect elimination order. We
assign to each vertex i the clique Ii consisting of i and the lesser neighbours of i.
Each maximal face of K (that is, each maximal clique of K1) is obtained in this way,
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so we get an induced order on the maximal faces: Ii1 , . . . , Iis . Then, for each k =
1, . . . , s, the simplicial complex
⋃
j<k Iij is flag (since it is the full subcomplex
K{1,2,...,ik−1} in a flag complex). The intersection
(⋃
j<k Iij
)∩Iik is a clique, so it
is a face of
⋃
j<k Iij . Therefore, ZK has homotopy type of a wedge of spheres by
Corollary 8.2.4.
(d)⇒(a) This is by definition of the Golod property and the fact that the
cohomology of the wedge of spheres contains only trivial Massey products. 
Corollary 8.5.12. Assume that K is flag with m vertices, and ZK has homo-
topy type of a wedge of spheres. Then
(a) the maximal dimension of spheres in the wedge is m+ 1;
(b) the number of spheres of dimension ℓ + 1 in the wedge is given by∑
|I|=ℓ dim H˜
0(KI), for 2 6 ℓ 6 m;
(c) Hi(KI) = 0 for i > 0 and all I.
Proof. If ZK is a wedge of spheres, then H∗(ΩZK) is a free algebra on gen-
erators described by Theorem 8.5.7, which implies (a) and (b). It also follows that
H∗(ZK) ∼=
⊕
J⊂[m] H˜
0(KJ ). On the other hand, H∗(ZK) ∼=
⊕
J⊂[m] H˜
∗(KJ ) by
Theorem 4.5.8, whence (c) follows. 
Remark. The equivalence of (a), (b) and (c) in Theorem 8.5.11 was proved
in [28]. All the implications in the proof of Theorem 8.5.11 except (c)⇒(d) are valid
for arbitrary K, with the same arguments. However, (c)⇒(d) fails in the non-flag
case. Indeed, if K be the triangulation of RP 2 from Example 3.2.12.4, then K1 is
a complete graph, so it is chordal. However, ZK is not homotopy equivalent to a
wedge of spheres, because it has 2-torsion in homology. Furthermore, this K is a
Golod complex by Exercise 4.9.7. The following question is still open:
Problem 8.5.13 ([131]). Assume that H∗(ZK) has trivial multiplication, so
that K is Golod, over any field. Is it true that ZK is a co-H-space, or even a
suspension, as in all known examples?
Exercises.
8.5.14. Shown that the generators a1, . . . , a5, b1, . . . , b5 of the Pontryagin alge-
bra H∗(ΩZK) from Example 8.5.9 satisfy relation (8.30).
8.5.15 ([131, Example 3.3]). Describe explicitly the homotopy type of ZK when
K is the triangulation of RP 2 from Example 3.2.12.4.

CHAPTER 9
Torus actions and complex cobordism
Here we consider applications of toric methods in the theory of complex cobor-
dism. In particular, we describe new families of toric generators of complex bordism
ring and quasitoric representatives in bordism classes. We also develop the theory
of torus-equivariant genera with applications to rigidity and fibre multiplicativity
problems, and provide explicit formulae for bordism classes and genera of quasitoric
manifolds and their generalisations via localisation techniques.
We refer to Appendices D and E for the background material on complex
(co)bordism and Hirzebruch genera.
As usual, when working with cobordism we assume all manifolds to be smooth
and compact. We denote by [M ] the bordism class in ΩU2n of 2n-dimensional stably
complex manifold M , and denote by 〈M〉 ∈ H2n(M) its fundamental homology
class defined by the orientation arising from the stably complex structure.
9.1. Toric and quasitoric representatives in complex bordism classes
Describing multiplicative generators for the complex bordism ring ΩU and rep-
resenting bordism classes by manifolds with specific nice properties are well-known
questions in cobordism theory. For the application of toric methods, it is important
to represent complex bordism classes by manifolds with nicely behaving torus ac-
tions preserving the stably complex structure. In the context of oriented bordism,
this question goes back to the fundamental work of Conner–Floyd [81].
The most ‘nicely behaving’ torus actions that we have at our disposal are the
torus actions on toric and quasitoric manifolds. Such an action does not exist on
Milnor hypersurfacesHij , which constitute the most well-known multiplicative gen-
erator set for ΩU (see Theorem 9.1.4). An alternative multiplicative generator set
for ΩU consisting of projective toric manifolds Bij was constructed by Buchstaber
and Ray in [60]. Each Bij is a complex projectivisation of a sum of line bundles
over the bounded flag manifold Bi; in particular, Bij is a generalised Bott manifold.
It seems likely that a minimal set of ring generators of ΩU can be found among
toric manifolds, i.e. there exist projective toric manifolds Xi whose bordism classes
ai = [Xi] are polynomial generators of the bordism ring: Ω
U ∼= Z[a1, a2, . . .]. A
partial result in this direction was obtained by Wilfong [322]. Nevertheless, not any
complex bordism class can be represented by a toric manifold. The reason is that
toric manifolds are very special algebraic varieties, and there are many restrictions
on their characteristic numbers. For example, the Todd genus of a toric manifold is
equal to 1, which implies that the bordism class of a disjoint union of toric manifolds
cannot be represented by a toric manifold.
The main result of this section is Theorem 9.1.16 (originally proved in [58]),
which shows that any complex bordism class (in dimensions > 2) contains a qua-
sitoric manifold. A canonical torus-invariant stably complex structure is induced
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by an omniorientation of a quasitoric manifold, see Corollary 7.3.15. The above
mentioned result of [60] provides an additive basis for each bordism group ΩU2n
represented by toric manifolds; it implies that any complex bordism class can be
represented by a disjoint union of toric manifolds. The next step is to replace dis-
joint unions by connected sums. There is the standard construction of connected
sum of T -manifolds at their fixed points. (The connected sum of two stably complex
manifolds M1 and M2 always admits a stably complex structure representing the
bordism class [M1]+ [M2].) Davis–Januzkiewicz [90] proposed to use this construc-
tion to make the connected sum M1 #M2 of two quasitoric manifolds M1 and M2
into a quasitoric manifold over the connected sum P1 # P2 of quotient polytopes.
However, the main difficulty here is that one needs to keep track of both the torus
action and the stably complex structure on the connected sum of manifolds. It
turns out that the connected sum M1 #M2 does not always admit an omniorien-
tation such that the bordism class [M1 #M2] ∈ ΩU of the induced T k-invariant
stably complex structure represents the sum [M1] + [M2]; this depends on the sign
pattern of fixed points of the manifolds.
In order to overcome the difficulty describe above, we replace M2 by a bordant
quasitoric manifold M ′2 whose quotient polytope is I
n # P2 (a connected sum of
P2 with an n-cube). Then we show that the connected sum M1 #M
′
2 admits a
stably complex structure which is invariant under the torus action and represents
the bordism class [M1] + [M
′
2] = [M1] + [M2]; the quotient polytope of M1#M
′
2 is
P1 # I
n # P2. This allows us to finish the proof of the main result.
This result on quasitoric representatives can be viewed as an answer to a toric
version of the famous Hirzebruch question (see Problem D.5.10) on bordism classes
representable by connected nonsingular algebraic varieties. Note that quasitoric
manifolds are connected by definition.
Using the constructions of Chapter 6 we can interpret this result as follows:
each complex bordism class can be represented by the quotient of a nonsingular
complete intersection of real quadrics by a free torus action.
Milnor hypersurfaces Hij are not quasitoric. Milnor hypersurfaces
Hij = {(z0 : · · · : zi)× (w0 : · · · : wj) ∈ CP i × CP j : z0w0 + · · ·+ ziwi = 0}
(corresponding to pairs of integers j > i > 0) form the most well-known set of
multiplicative generators of the complex bordism ring ΩU , see Theorem D.5.7.
However, as it was shown in [60], the manifold Hij is not (quasi)toric when i > 1.
We give the argument below.
Construction 9.1.1. Let Ci+1 ⊂ Cj+1 be the subspace generated by the first
i + 1 vectors of the standard basis of Cj+1. We identify CP i with the set of lines
l ⊂ Ci+1. To each line l we assign the set of hyperplanes W ⊂ Cj+1 containing l.
This set can be identified with CP j−1. Consider the set of pairs
E =
{
(l,W ) : l ⊂W, l ⊂ Ci+1, W ⊂ Cj+1}.
The projection (l,W ) 7→ l defines a bundle E → CP i with fibre CP j−1.
Lemma 9.1.2. Milnor hypersurface Hij is identified with the space E above.
Proof. Indeed, a line l ⊂ Ci+1 can be given by its generating vector with
homogeneous coordinates (z0 : z1 : · · · : zi). A hyperplane W ⊂ Cj+1 is given by a
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linear form with coefficients w0, w1, . . . , wj . The condition l ⊂ W is equivalent to
the equation in the definition of Hij . 
Theorem 9.1.3. The cohomology ring of Hij is given by
H∗(Hij) ∼= Z[u, v]
/(
ui+1, (ui + ui−1v + · · ·+ uvi−1 + vi)vj−i),
where deg u = deg v = 2.
Proof. We use the notation from Construction 9.1.1. Let ζ denotes the vector
bundle over CP i whose fibre over l ∈ CP i is the j-plane l⊥ ⊂ Cj+1. Then Hij is
identified with the projectivisation CP (ζ). Indeed, for any line l′ ⊂ l⊥ representing
a point in the fibre of the bundle CP (ζ) over l ∈ CP i, the hyperplane W = (l′)⊥ ⊂
Cj+1 contains l, so that the pair (l,W ) defines a point in Hij by Lemma 9.1.2.
The rest of the proof reproduces the general argument for the description of the
cohomology of a complex projectivisation (see Theorem 7.8.2).
Denote by η the tautological line bundle over CP i (its fibre over l ∈ CP i is the
line l). Then η ⊕ ζ is a trivial (j + 1)-plane bundle. Set w = c1(η¯) ∈ H2(CP i) and
consider the total Chern class c(η) = 1 + c1(η) + c2(η) + · · · . Since c(η)c(ζ) = 1
and c(η) = 1− w, it follows that
(9.1) c(ζ) = 1 + w + · · ·+ wi.
Consider the projection p : CP (ζ) → CP i. Denote by γ the tautological line
bundle over CP (ζ), whose fibre over l′ ∈ CP (ζ) is the line l′. Let γ⊥ denote
the (j − 1)-plane bundle over CP (ζ) whose fibre over l′ ⊂ l⊥ is the orthogonal
complement to l′ in l⊥ (by definition, a point of CP (ζ) is represented by a line
l′ in a fibre l⊥ of bundle ζ). It is easy to see that p∗(ζ) = γ ⊕ γ⊥. We set
v = c1(γ¯) ∈ H2(CP (ζ)) and u = p∗(w) ∈ H2(CP (ζ)). Then ui+1 = 0. We have
c(γ) = 1− v and c(p∗(ζ)) = c(γ)c(γ⊥), hence
c(γ⊥) = p∗
(
c(ζ)
)
(1− v)−1 = (1 + u+ · · ·+ ui)(1 + v + v2 + · · · ),
see (9.1). Since γ⊥ is a (j−1)-plane bundle, it follows that cj(γ⊥) = 0. Calculating
the homogeneous component of degree j in the identity above, we obtain the second
relation vj−i
∑i
k=0 u
kvi−k = 0. It follows that there is a homomorphism Z[u, v]→
H∗(CP (ζ)) which factors through a homomorphism R → H∗(CP (ζ)), where R is
the quotient ring of Z[u, v] given in the theorem.
It remains to observe that R → H∗(CP (ζ)) is actually an isomorphism. This
follows by considering the Serre spectral sequence of the bundle p : CP (ζ)→ CP i.
Since both CP i and CP j−1 have only even-dimensional cells, the spectral sequence
collapses at E2. It follows that Z[u, v] → H∗(CP (ζ)) is an epimorphism, and
therefore so is R → H∗(CP (ζ)). Furthermore, the cohomology groups of CP (ζ)
are the same as those of CP i × CP j−1, which implies that R → H∗(CP (ζ)) is a
monomorphism. 
Theorem 9.1.4. There is no torus action on the Milnor hypersurface Hij with
i > 1 making it into a quasitoric manifold.
Proof. The cohomology of a quasitoric manifold has the form Z[v1, . . . , vm]/I,
where I is the sum of two ideals, one generated by square-free monomials and an-
other generated by linear forms (see Theorem 7.3.27). We may assume that the
characteristic matrix Λ has reduced form (7.6) and express the first n generators
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v1, . . . , vn via the last m − n ones by means of linear relations with integer coeffi-
cients. Therefore, we have
Z[v1, . . . , vm]/I ∼= Z[w1, . . . , wm−n]/I ′,
where I ′ is an ideal with basis consisting of products of > 2 integers linear forms.
Assume now that Hij is a quasitoric manifold. Then we have
Z[w1, . . . , wm−n]/I ′ ∼= Z[u, v]/I ′′,
where I ′′ is the ideal from Theorem 9.1.3. Comparing the dimensions of linear
(degree-two) components above, we obtain m − n = 2, so that w1, w2 can be
identified with u, v after a linear change of variables. Thus, the ideal I ′′ has a basis
consisting of polynomials which are decomposable into linear factors over Z, which
is impossible for i > 1. 
Remark. Hij is a projectivisation of a complex j-plane bundle over CP i, but
this bundle does not split into a sum of line bundles, preventingHij from carrying an
effective T i+j−1-action. See the remark after Definition 7.8.26 and Exercise 9.1.23.
Toric generators for the bordism ring ΩU . Here we describe, follow-
ing [60] and [58], a family of toric manifolds {Bij , 0 6 i 6 j} satisfying the
condition si+j−1[Bij ] = si+j−1[Hij ], where sn[M ] denotes the characteristic num-
ber defined by (D.8). This implies that the family {Bij} multiplicatively generates
the complex bordism ring, by the same argument as Theorem D.5.7.
Construction 9.1.5. Given a pair of integers 0 6 i 6 j, we introduce the
manifold Bij consisting of pairs (U ,W ), where
U = {U1 ⊂ U2 ⊂ · · · ⊂ Ui+1 = Ci+1, dimUk = k}
is a bounded flag in Ci+1 (that is, Uk ⊃ Ck−1, see Construction 7.7.1) and W is
a hyperplane in Cj+1 containing U1. The projection (U ,W ) 7→ U describes Bij as
the projectivisation of a j-plane bundle over the bounded flag manifold BF i. This
bundle splits into a sum of line bundles:
Bij = CP (ρ
1
1 ⊕ · · · ⊕ ρ1i ⊕ Cj−i),
where ρ11, . . . , ρ
1
i are the line bundles over BF i described in Proposition 7.7.7 (the
splitting follows from the fact that W can be identified with a line in U⊥1 ⊕ Cj−i
using the Hermitian scalar product in Cj+1). Therefore, Bij is a generalised Bott
manifold (see Definition 7.8.26). It follows that Bij is a toric manifold, and also
a quasitoric manifold over the combinatorial polytope Ii ×∆j−1. The description
of the corresponding characteristic matrix and characteristic submanifolds can be
found in [62, Examples 2.9, 4.5] or [58, Example 3.13].
Proposition 9.1.6. Let f : BF i → CP i be the map sending a bounded flag U
to its first line U1 ⊂ Ci+1. Then the bundle Bij → BF i is induced from the bundle
Hij → CP i by means of the map f :
Bij −−−−→ Hijy y
BF i
f−−−−→ CP i
.
Proof. This follows from Lemma 9.1.2. 
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Theorem 9.1.7. We have si+j−1[Bij ] = si+j−1[Hij ], where the characteristic
number si+j−1 of Milnor hypersurface Hij is given by Lemma D.5.6.
Proof. We first prove a lemma:
Lemma 9.1.8. Let f : M → N be a degree d map of 2i-dimensional stably
complex manifolds, and let ξ be a complex j-plane bundle over N , j > 1. Then
si+j−1[CP (f
∗ξ)] = d · si+j−1[CP (ξ)].
Proof. Let p : CP (ξ) → N be the projection, γ the tautological bundle over
CP (ξ), and γ⊥ the complementary bundle, so that γ ⊕ γ⊥ = p∗(ξ). Then we have
T (CP (ξ)) = p∗TN ⊕ TF (CP (ξ)),
where TF (CP (ξ)) is the tangent bundle along the fibres of the projection p. Since
TF (CP (ξ)) = Hom(γ, γ⊥) and Hom(γ, γ) = C, it follows that
TF (CP (ξ)) ⊕ C = Hom(γ, γ ⊕ γ⊥).
Therefore,
(9.2) T (CP (ξ))⊕ C = p∗TN ⊕Hom(γ, γ ⊕ γ⊥) =
= p∗TN ⊕Hom(γ, p∗ξ) = p∗TN ⊕ (γ¯ ⊗ p∗ξ),
where γ¯ = Hom(γ,C).
The map f : M → N induces a map f˜ : CP (f∗ξ)→ CP (ξ) such that
· pf˜ = fp1, where p1 : CP (f∗ξ)→M is the projection;
· deg f˜ = deg f ;
· f˜∗γ is the tautological bundle over CP (f∗ξ).
Using (9.2), we calculate
si+j−1
(T (CP (ξ))) = p∗si+j−1(TN) + si+j−1(γ¯ ⊗ p∗ξ) = si+j−1(γ¯ ⊗ p∗ξ)
(since i+ j − 1 > i), and similarly for T (CP (f∗ξ)). Thus,
si+j−1[CP (f
∗ξ)] = si+j−1
(T (CP (f∗ξ)))〈CP (f∗ξ)〉
= si+j−1
(
(f˜∗γ¯)⊗ p∗1f∗ξ
)〈
CP (f∗ξ)
〉
= si+j−1
(
f˜∗(γ¯ ⊗ p∗ξ))〈CP (f∗ξ)〉
= si+j−1(γ¯ ⊗ p∗ξ)f˜∗〈CP (f∗ξ)〉 = d · si+j−1(γ¯ ⊗ p∗ξ)〈CP (ξ)〉
= d · si+j−1[CP (ξ)]. 
To finish the proof of Theorem 9.1.7 we note that the map f : BF i → CP i
from Proposition 9.1.6 has degree 1. (The map f : BF i → CP i is birational: it
is an isomorphism on the affine chart V 0,...,0 = {U ∈ BF i : U1 6⊂ Ci}, because a
bounded flag in V 0,...,0 ⊂ BF i is uniquely determined by its first line U1.) 
Theorem 9.1.9 ([60]). The bordism classes of toric varieties Bij, 0 6 i 6 j,
multiplicatively generate the complex bordism ring ΩU∗ . Therefore, every complex
bordism class contains a disjoint union of toric manifolds.
Proof. The first statement follows from Theorems 9.1.7 and D.5.7. A product
of toric manifolds is toric, but a disjoint union of toric manifolds is not, since toric
manifolds are connected by definition. 
360 9. TORUS ACTIONS AND COMPLEX COBORDISM
Remark. The manifolds Hij and Bij are not bordant in general, although
H0j = B0j = CP j−1 and H1j = B1j . The proof of Lemma 9.1.8 uses specific prop-
erties of the number sn, and it does not work for arbitrary characteristic numbers.
Connected sums. Our next goal is to replace the disjoint union of toric man-
ifolds by a version of connected sum, which will be a quasitoric manifold.
Construction 9.1.10 (Equivariant connected sum at fixed points). We give
the construction for quasitoric manifolds only, although it can be generalised easily
to locally standard T -manifolds. Let M ′ = M(P ′, Λ′′) and M ′′ = M(P ′′, Λ′′) be
two quasitoric manifolds over n-polytopes P ′ and P ′′, respectively (see Section 7.3).
We assume that both characteristic matrices Λ′ and Λ′′ are in the refined form (7.6),
and denote by x′ and x′′ the initial vertices (given by the intersection of the first n
facets) of P ′ and P ′′, respectively.
Consider the connected sum of polytopes P ′#P ′′ = P ′#x′,x′′P
′′ (see Construc-
tion 1.1.13). By definition, the equivariant connected sum M ′#˜M ′′ =M ′#˜x′,x′′M
′′
is the quasitoric manifold over P ′ # P ′′ with characteristic matrix
(9.3) Λ# =

1 0 · · · 0 λ′1,n+1 · · · λ′1,m′ λ′′1,n+1 · · · λ′′1,m′′
0 1 · · · 0 λ′2,n+1 · · · λ′2,m′ λ′′2,n+1 · · · λ′′2,m′′
...
...
. . .
...
...
. . .
...
...
. . .
...
0 0 · · · 1 λ′n,n+1 · · · λ′n,m′ λ′′n,n+1 · · · λ′′n,m′′
 .
Note that the matrix Λ# is not refined, because the first n facets of P
′ # P ′′ do
not intersect.
The manifold M ′#˜M ′′ is T n-equivariantly diffeomorphic to the manifold ob-
tained by removing from M ′ and M ′′ invariant neighbourhoods of the fixed points
corresponding to x′ and x′′ with subsequent T n-equivariant identification of the
boundaries of these neighbourhoods. The latter manifold becomes the standard
connected sum M ′ #M ′′ (see Construction D.3.9) if we forget the action.
In order to define an omniorientation (and therefore an invariant stably complex
structure) on M ′#˜M ′′ we need to specify an orientation of M ′#˜M ′′ along with
matrix (9.3).
Since both M ′ and M ′′ are oriented, the quasitoric manifold M ′#˜M ′′ can be
oriented so as to be oriented diffeomorphic either to the oriented connected sum
M ′ #M ′′, or to M ′ #M ′′ (see Construction D.3.9). In the first case we say that
the orientation of M ′#˜M ′′ is compatible with the orientations of M ′ and M ′′.
The existence of a compatible orientation on M ′#˜M ′′ can be detected from the
combinatorial quasitoric pairs (P ′, Λ′) and (P ′′, Λ′′). We recall the notion of sign of
a fixed point of a quasitoric manifold M (or a vertex of the quotient polytope P ).
By Lemma 7.3.18, the sign σ(x) of a vertex x = Fj1 ∩ · · · ∩ Fjn measures the
difference between the orientations of TxM and (ρj1 ⊕ · · · ⊕ ρjn)|x. Therefore,
σ(x) = vj1 · · · vjn〈M〉,
where vi = c1(ρi) ∈ H2(M), 1 6 i 6 m, are the ring generators of H∗(M) and
〈M〉 ∈ H2n(M) is the fundamental homology class.
Lemma 9.1.11. The equivariant connected sum M ′#˜x′,x′′M
′′ of omnioriented
quasitoric manifolds admits an orientation compatible with the orientations of M ′
and M ′′ if and only if σ(x′) = −σ(x′′).
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Proof. Denote by ρ′j , 1 6 j 6 m
′, the complex line bundles (7.7) correspond-
ing to the characteristic submanifolds of M ′ (or to the facets of P ′), and similarly
for ρ′′k, 1 6 k 6 m
′′, and M ′′. We also denote
c1(ρ
′
j) = v
′
j , c1(ρ
′′
k) = v
′′
k , 1 6 j 6 m
′, 1 6 k 6 m′′.
The facets of the polytope P ′ # P ′′ are of three types: n facets arising from the
identifications of facets meeting at x′ and x′′, (m′ − n) facets coming from P ′,
and (m′′ − n) facets coming from P ′′. We denote the corresponding line bundles
over M ′#˜M ′′ by ξi, ξ
′
j and ξ
′′
k , respectively (they correspond to the columns of the
characteristic matrix (9.3)). Consider their first Chern classes in H2(M ′#˜M ′′):
wi = c1(ξi), w
′
j = c1(ξ
′
j), w
′′
k = c1(ξ
′′
k ),
1 6 i 6 n, n+ 1 6 j 6 m′, n+ 1 6 k 6 m′′.
Now consider the maps p′ : M ′#˜M ′′ → M ′ and p′′ : M ′#˜M ′′ → M ′′ pinching one
of the connected summands to a point. We have p′ ∗(ρ′j) = ξ
′
j for n + 1 6 j 6 m
′
and p′′ ∗(ρ′′k) = ξ
′′
k for n+ 1 6 k 6 m
′′. Relations (7.17) in the cohomology ring of
M ′#˜M ′′ take the form
wi = −λ′i,n+1w′n+1 − · · · − λ′i,m′w′m′ − λ′′i,n+1w′′n+1 − · · · − λ′′i,m′′w′′m′′ .
It follows that
(9.4) wi = p
′ ∗v′i + p
′′ ∗v′′i , 1 6 i 6 n.
Since the first n facets of P ′ # P ′′ do not intersect, it follows that w1 · · ·wn = 0 in
H2n(M ′#˜M ′′), hence
(p′ ∗v′1 + p
′′ ∗v′′1 ) · · · (p′ ∗v′n + p′′ ∗v′′n) = p′ ∗(v′1 · · · v′n) + p′′ ∗(v′′1 · · · v′′n) = 0.
For any choice of an orientation with the corresponding fundamental class
〈M ′#˜M ′′〉 ∈ H2n(M ′#˜M ′′), we obtain
v′1 · · · v′n
(
p′∗〈M ′#˜M ′′〉
)
+ v′′1 · · · v′′n
(
p′′∗〈M ′#˜M ′′〉
)
= 0.
An orientation of M ′#˜M ′′ is compatible with the orientations of M ′ and M ′′ if
and only if p′∗〈M ′#˜M ′′〉 = 〈M ′〉 and p′′∗〈M ′#˜M ′′〉 = 〈M ′′〉. Substituting this to the
identity above, we obtain σ(x′) + σ(x′′) = 0. 
Proposition 9.1.12. Let M ′ = M(P ′, Λ′′) and M ′′ = M(P ′′, Λ′′) be two om-
nioriented quasitoric manifolds, and assume that σ(x′) = −σ(x′′). Then the stably
complex structure defined on the equivariant connected sum M ′#˜x′,x′′M
′′ by the
characteristic matrix (9.3) and the compatible orientation is equivalent to the sum
of the canonical stably complex structures on M ′ and M ′′. In particular, the corre-
sponding complex bordism classes satisfy
[M ′#˜M ′′] = [M ′] + [M ′′].
Proof. The connected sum of the two canonical stably complex structures on
M ′ and M ′′ is defined by the isomorphism
(9.5) T (M ′#˜M ′′)⊕ R2(m′+m′′−n) ∼=−→ p′ ∗(ρ′1 ⊕ · · · ⊕ ρ′m′)⊕ p′′ ∗(ρ′′1 ⊕ · · · ⊕ ρ′′m′′)
(see Construction D.3.9). We have p′ ∗(ρ′j) = ξ
′
j for n+1 6 j 6 m
′ and p′′ ∗(ρ′′k) = ξ
′′
k
for n + 1 6 k 6 m′′. Furthermore, we claim that p′ ∗(ρ′i) ⊕ p′′ ∗(ρ′′i ) = ξi ⊕ C for
1 6 i 6 n. Indeed, relations (7.17) for M ′ imply
p′ ∗(ρ′i) = (ξ
′
n+1)
−λ′i,n+1 ⊗ · · · ⊗ (ξ′m′)−λ
′
i,m′ , 1 6 i 6 n,
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and the same relations for M ′′ imply
p′′ ∗(ρ′′i ) = (ξ
′′
n+1)
−λ′′i,n+1 ⊗ · · · ⊗ (ξ′′m′′ )−λ
′′
i,m′′ , 1 6 i 6 n.
The line bundle ξ′j over M
′#˜M ′′ has a section whose zero set is precisely the char-
acteristic submanifold corresponding to the facet F ′j ⊂ P ′#P ′′, for n+1 6 j 6 m′.
There is an analogous property of the bundles ξ′′k , for n + 1 6 k 6 m
′′. Now,
since the facets F ′j and F
′′
k do not intersect in P
′ # P ′′ for any j and k, the bun-
dle p′ ∗(ρ′i) ⊕ p′′ ∗(ρ′′i ) has a nowhere vanishing section, for 1 6 i 6 n. Therefore,
p′ ∗(ρ′i) ⊕ p′′ ∗(ρ′′i ) = η ⊕ C for some line bundle η. By comparing the first Chern
classes and using (9.4), we obtain η = ξi, as needed.
Then the stably complex structure (9.5) takes the form
T (M ′#˜M ′′)⊕ R2(m′+m′′−n) ∼=−→
∼=−→ ξ1 ⊕ · · · ⊕ ξn ⊕ ξ′n+1 ⊕ · · · ⊕ ξ′m′ ⊕ ξ′′n+1 ⊕ · · · ⊕ ξ′′m′′ ⊕ Cn.
This differs by a trivial summand Cn from the stably complex structure defined by
matrix (9.3). 
Corollary 9.1.13. The complex bordism class [M ′#˜M ′′] does not depend on
the choice of initial vertices and the ordering of facets of P ′ and P ′′.
The relationship between the equivariant connected sum M ′#˜x′,x′′M
′′ of om-
nioriented quasitoric manifolds and the standard connected sum M ′ #M ′′ of ori-
ented (or stably complex) manifolds is now clear: the two operations produce the
same manifold if and only if σ(x′) = −σ(x′′). Otherwise the equivariant connected
sum gives M ′ # M ′′ or M ′ # M ′′ depending on the choice of orientation. This
implies that the equivariant connected sum cannot always be used to obtain the
sum of bordism classes. If the sign of every vertex of P is positive, for example,
then it is impossible to obtain the bordism class 2[M ] directly from M #˜M . This
is the case when M is a toric manifold.
Proof of the main result. We start with an example.
Example 9.1.14. Consider the standard cube In with the orientation induced
fromRn. The quasitoric manifold over In corresponding to the characteristic n×2n-
matrix (I| −I) (where I is the unit n× n-matrix) is the product (CP 1)n with the
standard complex structure. It represents a nontrivial complex bordism class, and
the signs of all vertices of the cube are positive.
On the other hand, we can consider the omnioriented quasitoric manifold
over In corresponding to the matrix (I|I). It is easy to see that the correspond-
ing stably complex structure on (CP 1)n ∼= (S2)n is the product of n copies of
the trivial structure on CP 1 from Example D.3.1. We denote this omnioriented
quasitoric manifold by S. The bordism class [S] is zero, and the sign of a vertex
(ε1, . . . , εn) ∈ In where εi = 0 or 1 is given by
σ(ε1, . . . , εn) = (−1)ε1 · · · (−1)εn .
So adjacent vertices of In have opposite signs.
We are now in a position to prove the next key lemma which emphasises an
important principle; however unsuitable a quasitoric manifold M may be for the
formation of connected sums, a good alternative representative always exists within
the complex bordism class [M ].
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Lemma 9.1.15. Let M be an omnioriented quasitoric manifold of dimension
> 2 over a polytope P . Then there exists an omnioriented M ′ over a polytope P ′
such that [M ′] = [M ] and P ′ has at least two vertices of opposite sign.
Proof. Suppose that x is the initial vertex of P . Let S be the omnioriented
product of 2-spheres of Example 9.1.14, with initial vertex w = (0, . . . , 0).
If σ(x) = −1, defineM ′ to be S#˜w,xM over P ′ = In#w,xP . Then [M ′] = [M ],
because S bounds. Moreover, there is a pair of adjacent vertices of In which survive
under formation of connected sum In #w,x P (because n > 1). These two vertices
have opposite signs, as sought.
If σ(x) = −1, we make the same construction using the opposite orientation of
In (and therefore of S). Since −S also bounds, the same conclusions hold. 
We may now complete the proof of the main result.
Theorem 9.1.16 ([58]). In dimensions > 2, every complex bordism class con-
tains a quasitoric manifold, necessarily connected, whose stably complex structure
is induced by an omniorientation, and is therefore compatible with the torus action.
Proof. Consider bordism classes [M1] and [M2] in Ω
U
n , represented by om-
nioriented quasitoric manifolds over polytopes P1 and P2 respectively. It then
suffices to construct a quasitoric manifold M such that [M ] = [M1]+ [M2], because
Theorem 9.1.9 gives an additive basis of ΩUn represented by quasitoric manifolds.
Firstly, we follow Lemma 9.1.15 and replace M2 by M
′
2 over P
′
2 = I
n # P2.
Then we choose the initial vertex of P ′2 so as to ensure that it has the opposite
sign to the initial vertex of P1, thereby guaranteeing the construction of M1#˜M
′
2
over P1#P
′
2. The resulting omniorientation defines the required bordism class, by
Proposition 9.1.12 and Lemma 9.1.15. 
Combining Theorem 9.1.16 with Proposition 7.3.12 and the quadratic descrip-
tion (6.3) of the moment-angle manifold ZP leads to another interesting conclusion
relating toric topology to complex cobordism:
Theorem 9.1.17. Every complex bordism class may be represented by a stably
complex manifold obtained as the quotient of a free torus action on a complete
intersection of real quadrics.
One further deduction from Theorem 9.1.16 is the following result of Ray:
Theorem 9.1.18 ([275]). Every complex bordism class contains a representa-
tive whose stable tangent bundle is a sum of line bundles.
Examples. Here we consider some examples of 4-dimensional quasitoric man-
ifolds (i.e. n = 2) illustrating the constructions of this section.
Example 9.1.19. When n = 2, the complex bordism class [CP 2] of the stan-
dard complex structure of Example 7.3.21 is an additive generator of the group
ΩU4
∼= Z2, with c2(CP 2) = 3 and all signs of the vertices of the quotient 2-simplex
∆2 being positive.
The question then arises of representing the bordism class 2[CP 2] by an omnior-
iented quasitoric manifoldM . We cannot expect to use CP 2#CP 2 for M , because
no vertices of sign −1 are available in ∆2, as required by Lemma 9.1.11. Moreover,
M must satisfy c2(M) = 6, by additivity, so the quotient polytope P has 6 or more
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vertices (see Exercise 7.3.37). It follows that P cannot be ∆2 # ∆2, which is a
square! So we proceed to appealing to Lemma 9.1.15, and replace the second copy
of CP 2 by the omnioriented quasitoric manifold (−S)#˜CP 2 over P ′ = I2#∆2. Of
course (−S)#˜CP 2 is bordant to CP 2, and P ′ is a pentagon. These observations
lead naturally to our second example:
Example 9.1.20. The quasitoric manifold M = CP 2#˜ (−S)#˜CP 2 represents
the bordism class 2[CP 2], and its quotient is polytope is ∆2 # I2 # ∆2, which is
a hexagon. Fig. 9.1 illustrates the procedure diagrammatically, in terms of char-
acteristic functions and orientations. Every vertex of the hexagon has sign 1, so
M admits an equivariant almost complex structure by Theorem 7.3.23; in fact it
coincides with the manifold from Exercise 7.3.34.
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Figure 9.1. Equivariant connected sum CP 2#˜ (−S) #˜CP 2.
Our third example shows a related 4-dimensional situation in which the con-
nected sum of the quotient polytopes does support a compatible orientation.
Example 9.1.21. Let CP 2denote the quasitoric manifold obtained by reverting
the standard orientation of CP 2 (equivalently, reverting the orientation of the stan-
dard simplex ∆2). Every vertex has sign −1, and we may construct CP 2#˜CP 2 as
an omnioriented quasitoric manifold over ∆2#∆2. The corresponding characteris-
tic functions and orientations are shown in Fig. 9.2. Of course [CP 2] = −[CP 2]. So
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Figure 9.2. Equivariant connected sum CP 2#˜CP 2.
[CP 2]+[CP 2] = 0 in ΩU4 , and the manifold CP
2#˜CP 2bounds by Proposition 9.1.12.
A situation similar to that of Example 9.1.20 arises in higher dimensions, when
we consider the problem of representing complex bordism classes by toric manifolds.
For any such V , the top Chern number cn[V ] coincides with the Euler characteristic,
and is therefore equal to the number of vertices of the quotient polytope P .
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Suppose that toric manifolds V1 and V2 are of dimension > 4, and have quotient
polytopes P1 and P2 respectively. Then cn[V1] = f0(P1) and cn[V2] = f0(P2), yet
f0(P1 # P2) = f0(P1) + f0(P2) − 2, where f0(·) denotes the number of vertices.
Since cn([V1] + [V2]) = cn[V1] + cn[V2], no omnioriented quasitoric manifold over
P1 # P2 can represent [V1] + [V2] (see Exercise 7.3.37). This objection vanishes for
P1 # I
n # P2, because it enjoys additional 2
n − 2 vertices with opposite signs.
Exercises.
9.1.22. Construct an effective action of a j-dimensional torus T j on a Milnor
hypersurface Hij and a representation of T
j in C(i+1)(j+1) such that the compo-
sition Hij → CP i × CP j → CP (i+1)(j+1)−1 with the Segre embedding becomes
equivariant. Describe the fixed points of this action.
9.1.23. A torus T i+j−1 cannot act effectively with isolated fixed points on a
Milnor hypersurface Hij with i > 1. (Hint: use Theorem 7.4.35 and other results
of Section 7.4.)
9.1.24. Show that the Milnor hypersurface H11 is isomorphic (as a complex
manifold) to the Hirzebruch surface F1 from Example 5.1.8. In particular, H11 is
not homeomorphic to F0 = CP 1 × CP 1 (see Exercise 5.1.13).
9.1.25. Show by comparing the cohomology rings thatH1j is not homeomorphic
to CP 1 × CP j−1. On the other hand, the two manifolds are complex bordant by
Exercise D.5.14.
9.1.26. The procedure described in Example 9.1.20 allows one to construct
an almost complex quasitoric manifold M (with all signs positive) representing
the sum of cobordism classes [V1] + [V2] of any two projective toric manifolds of
real dimension 4. Describe a similar procedure giving almost complex quasitoric
representatives for [V1] + [V2] in dimension 6. (Hint: modify the intermediate zero-
cobordant manifold S.) What about higher dimensions?
9.2. The universal toric genus
A theory of equivariant genera for stably complex manifolds equipped with
compatible actions of a torus T k was developed in [59]. This theory focuses on
the notion of universal toric genus Φ, defined on stably complex T k-manifolds and
taking values in the complex cobordism ring U∗(BT k) of the classifying space. The
construction of Φ goes back to the works of tom Dieck, Krichever and Lo¨ffler from
the 1970s. The universal toric genus Φ is an equivariant analogue of the universal
Hirzebruch genus (Example E.3.5) corresponding to the identity homomorphism
from the complex cobordism ring ΩU to itself.
Here is an idea behind the construction of Φ; details are provided below. We
start by defining a composite transformation of T k-equivariant cohomology functors
(9.6) ΦX : U
∗
Tk(X)
ν−→ MU ∗Tk(X) α−→ U∗(ET k ×Tk X).
Here U∗Tk(X) (respectively MU
∗
Tk(X)) denotes the geometric (respectively the
homotopic) T k-equivariant complex cobordism ring of a T k-manifold X , and
U∗(ET k ×Tk X) denotes the ordinary complex cobordism of the Borel construc-
tion. (Note that the geometric and homotopical versions of equivariant cobordism
are different, because of the lack of equivariant transversality.)
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By restricting (9.6) to the case X = pt we get a homomorphism of ΩU -modules
Φ : ΩU :Tk → ΩU [[u1, . . . , uk]]
from the geometric T k-(co)bordism ring U∗Tk(pt) = Ω
∗
U :Tk = Ω
U :Tk
−∗ to the ring
U∗(BT k) = ΩU [[u1, . . . , uk]]. Here uj is the cobordism Chern class c
U
1 (η¯j) of
the canonical line bundle (the conjugate of the Hopf bundle) over the jth fac-
tor of BT k = (CP∞)k, for 1 6 j 6 k. We refer to Φ as the universal toric genus.
It assigns to a bordism class [M, cT ] ∈ ΩU :Tk2n of a 2n-dimensional stably complex
T k-manifold M the ‘cobordism class’ of the map ET k ×Tk M → BT k. The value
Φ(M) is a power series in u1, . . . , uk with coefficients in ΩU and constant term [M ].
We now proceed to providing the details of the construction. All our T k-spaces
X have homotopy type of cell complexes. It is often important to take account of
basepoints, in which case we insist that they be fixed by T k. If X itself does not
have a T k-fixed point, then a disjoint fixed basepoint can be added; the result is
denoted by X+.
Homotopic equivariant cobordism. The homotopic version of equivariant
cobordism is defined via the Thom T k-spectrum MUTk , whose spaces are indexed
by the inclusion poset of complex representations V of T k (of complex dimen-
sion |V |). Each MUTk(V ) is the Thom T k-space of the universal |V |-dimensional
complex T k-equivariant vector bundle γV over BUTk(V ), and each spectrum map
Σ2(|W |−|V |)MUTk(V ) → MUTk(W ) is induced by the inclusion V ⊂ W of a T k-
submodule. The homotopic T k-equivariant complex cobordism group MUnTk(X) of
a pointed T k-space X is defined by stabilising the pointed T k-homotopy sets:
MUnTk(X) = lim−→
[
Σ2|V |−n(X+),MUTk(V )
]
Tk
,
The details of this construction can be found in [214, Chapters XXV–XXVIII].
Applying the Borel construction to γV yields a complex |V |-dimensional bundle
ET k ×Tk γV over ET k ×Tk BUTk(V ), whose Thom space is ET k+ ∧Tk MUTk(V ).
The classifying map for the bundle ET k ×Tk γV induces a map of Thom spaces
ET k+ ∧Tk MUTk(V ) → MU(|V |). Now consider a T k-map Σ2|V |−n(X+) →
MUTk(V ) representing a homotopic cobordism class in MU
n
Tk(X). By applying
the Borel construction and composing with the classifying map above, we obtain a
composite map of Thom spaces
Σ2|V |−n(ET k ×Tk X)+ −→ ET k+ ∧Tk MUTk(V )→MU(|V |).
This construction is homotopy invariant, so we get a map[
Σ2|V |−n(X+),MUTk(V )
]
Tk
−→ [Σ2|V |−n(ET k ×Tk X)+,MU(|V |)].
Furthermore, it preserves stabilisation and therefore yields the transformation
α : MU∗Tk(X) −→ U∗(ET k ×Tk X),
which is multiplicative and preserves Thom classes [310, Proposition 1.2].
The construction of α may be also interpreted using the homomorphism
MU∗Tk(X) → MU∗Tk(ET k × X) induced by the T k-projection ET k × X → X ;
since T k acts freely on ET k ×X , the target may be replaced by U∗(ET k ×Tk X).
Moreover, α is an isomorphism whenever X is compact and T k acts freely.
Remark. According to the result of Lo¨ffler [214, Chapter XXVII], α is the
homomorphism of completion with respect to the augmentation ideal inMU∗Tk(X).
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Geometric equivariant cobordism. The geometric version of equivariant
cobordism can be defined naturally by providing an equivariant version of Quillen’s
geometric approach [273] to complex cobordism via complex oriented maps (see
Construction D.3.3). However, this approach relies on normal complex structures,
whereas many of our examples present themselves most readily in terms of tangen-
tial information. In the non-equivariant situation, the two forms of data are, of
course, interchangeable; but the same does not hold equivariantly. This fact was
often ignored in early literature, and appears only to have been made explicit in
1995, by Comezan˜a [214, Chapter XXVIII, §3]. As we shall see below, tangential
structures may be converted to normal, but the procedure is not reversible.
We recall from Construction D.3.3 that elements in the cobordism group
U−d(X) of a manifold X can be represented by stably tangentially complex bundles
π : E → X with d-dimensional fibre F , i.e. by those π for which the bundle TF (E)
of tangents along the fibre is equipped with a stably complex structure cT (π).
If π is T k-equivariant bundle, then it is stably tangentially complex as a T k-
equivariant bundle when cT (π) is also T
k-equivariant. The notions of equivariant
equivalence and equivariant cobordism apply to such bundles accordingly.
The geometric T k-equivariant complex cobordism group U−d
Tk
(X) consists of
equivariant cobordism classes of d-dimensional stably tangentially complex T k-
equivariant bundles over X . If X = pt , then we may identify both F and E with
some d-dimensional smooth T k-manifold M , and TF (E) with its tangent bundle
T (M). So cT (π) reduces to a T k-equivariant stably tangentially complex struc-
ture cT on M , and its cobordism class belongs to the group Ω
−d
U :Tk
= U−d
Tk
(pt) (the
cobordism group of point). The bordism group of point is given by ΩU :T
k
d = Ω
−d
U :Tk
.
The direct sums ΩU :T
k
= ΩU :T
k
∗ =
⊕
dΩ
U :Tk
d and ΩU :Tk =
⊕
dΩ
d
U :Tk are the geo-
metric T k-equivariant bordism and cobordism rings respectively, and U∗Tk(X) is a
graded ΩU :Tk–module under cartesian product. Furthermore, U
∗
Tk( ·) is functorial
with respect to pullback along smooth T k-maps Y → X .
Proposition 9.2.1. Given any smooth compact T k-manifold X, there are
canonical homomorphisms
ν : U−d
Tk
(X)→MU−d
Tk
(X), d > 0.
Proof. The idea is to convert the tangential structure used in the definition
of geometric cobordism group U−d
Tk
(X) to the normal structure required for the
Pontryagin–Thom collapse map in the homotopical approach.
Let π in Ω−d
U :Tk
(X) denote the cobordism class of a stably tangentially complex
T k-bundle π : E → X . Choose a T k-equivariant embedding i : E → V into a com-
plex T k-representation space V (see Theorem B.3.2) and consider the embedding
(π, i) : E → X × V . It is a map of vector bundles over X which is T k-equivariant
with respect to the diagonal action on X×V . There is an equivariant isomorphism
c : τF (E) ⊕ ν(π, i) → V = E × V of bundles over E, where ν(π, i) is the normal
bundle of (π, i). Now combine c with the stably complex structure isomorphism
cT (π) : TF (E)⊕ R2l−d → ξ to obtain an equivariant isomorphism
(9.7) W ⊕ ν(π, i) −→ ξ⊥ ⊕ V ⊕ R2l−d,
whereW = ξ⊥⊕ξ is a T k-decomposition for some complex representation spaceW .
If d is even, (9.7) determines a complex T k-structure on an equivariant stabil-
isation of ν(π, i); if d is odd, a further summand R must be added. For notational
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convenience, assume the former, and write d = 2n. We compose (9.7) with the
classifying map ξ⊥ ⊕ V ⊕ Cl−n → γR, where R is a T k-representation of complex
dimension |R| = |V |+ |W |−n and then pass to the Thom spaces to get a sequence
of T k-equivariant maps
Σ2|W | Th(ν(π, i)) −→ Th(ξ⊥ ⊕ V ⊕ R2l−d) −→ Th(γR) =MUTk(R).
We compose this with the Pontryagin–Thom collapse map on ν(π, i) to obtain
f(π) : Σ2|V |+2|W |X+ = Σ
2|R|−dX+ −→MUTk(R).
If π and π′ are equivalent, then f(π) and f(π′) differ only by suspension; if they
are cobordant, then f(π) and f(π′) are stably T k-homotopic. So we define ν(π) to
be the T k-homotopy class of f(π), as an element of MU−d
Tk
(X).
The linearity of ν follows immediately from the fact that addition in U−d
Tk
(X)
is induced by disjoint union. 
The proof of Proposition 9.2.1 also shows that ν factors through the geometric
cobordism group of stably normally complex T k-manifolds over X .
The universal toric genus. For any smooth compact T k-manifold X , we
define the homomorphism
ΦX : U
∗
Tk(X)
ν−→ MU ∗Tk(X) α−→ U∗(ET k ×Tk X).
Definition 9.2.2. The homomorphism
Φ : ΩU :Tk −→ ΩU [[u1, . . . , uk]]
corresponding to the case X = pt above is called the universal toric genus.
The genus Φ is a multiplicative cobordism invariant of stably complex T k-
manifolds, and it takes values in the ring ΩU [[u1, . . . , uk]]. As such it is an equi-
variant extension of Hirzebruch’s original notion of genus (see Appendix E.3), and
is closely related to the theory of formal group laws. We explore this relation and
study other equivariant genera in the next sections.
Remark. By the result of Hanke [149] and Lo¨ffler [196, (3.1) Satz], when
X = pt , both homomorphisms ν and α are monic; therefore so is Φ.
On the other hand, there are two important reasons why ν cannot be epic.
Firstly, it is defined on stably tangential structures by converting them into stably
normal information; this procedure cannot be reversed equivariantly, because the
former are stabilised only by trivial representations of T k, whereas the latter are
stabilised by arbitrary representations V . Secondly, homotopical equivariant cobor-
dism groups are periodic, and each T k-representation W gives rise to an invertible
Euler class e(W ) in MU
2|W |
Tk
(pt), while UdTk(pt) = Ω
d
U :Tk is zero for positive d; this
phenomenon exemplifies the failure of equivariant transversality.
In geometric terms, the universal toric genus Φ assigns to a geometric bor-
dism class [M, cT ] ∈ ΩU :Tkd of a d-dimensional stably complex T k-manifold M the
‘cobordism class’ of the map ET k ×Tk M → BT k. Since both ET k ×Tk M and
BT k are infinite-dimensional, one needs to use their finite approximations to define
the cobordism class Φ(M) purely in terms of stably complex structures. Here is a
conceptual way to make this precise.
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Proposition 9.2.3. Let [M ] ∈ ΩU :Tk be a geometric equivariant cobordism
class represented by a d-dimensional T k-manifold M . Then
Φ(M) = (id×Tk π) !1,
where
(id×Tk π) ! : U∗(ET k ×Tk M) −→ U∗−d(ET k ×Tk pt) = U∗−d(BT k)
is the Gysin homomorphism in cobordism induced by the projection π : M → pt .
Proof. Choose an equivariant embedding M → V into a complex representa-
tion space. Then the projection id×Tk π : ET k ×Tk M → BT k factorises as
ET k ×Tk M i−→ ET k ×Tk V −→ BT k.
We can approximate ET k by the products (S2q+1)k with the diagonal action of T k.
Then the above sequence is approximated by the appropriate factorisations of
smooth bundles over finite-dimensional manifolds,
(9.8) (S2q+1)k ×Tk M iq−→ (S2q+1)k ×Tk V −→ (CP q)k.
This defines a complex orientation for the map (S2q+1)k×TkM → (CP q)k (see Con-
struction D.3.3) and therefore a complex cobordism class in U−d((CP q)k), which we
denote by Φq(M). By definition of the Gysin homomorphism (Construction D.3.6),
Φq(M) = (idq ×Tk π) !1, where idq is the identity map of (S2q+1)k. As q increases,
the classes Φq(M) form an inverse system, whose limit is Φ(M) ∈ U−d(BT k). In
particular, Φ(M) = (id×Tk π) !1. 
Coefficients of the expansion of Φ(M). Recall that the cobordism ring
U∗(CP∞) is isomorphic to ΩU [[u]], where u = c
U
1 (η¯) ∈ U2(CP∞) is the genera-
tor represented geometrically by a codimension-one complex projective subspace
CP∞−1 ⊂ CP∞ (viewed as the direct limit of inclusions CPN−1 ⊂ CPN ).
A basis for the ΩU -module ΩU [[u1, . . . , uk]] = U
∗(BT k) in dimension 2|ω| is
given by the monomials uω = uω11 · · ·uωkk , where ω ranges over nonnegative integral
vectors (ω1, . . . , ωk), and |ω| =
∑
j ωj. A monomial u
ω is represented geometrically
by a k-fold product of complex projective subspaces of codimension (ω1, . . . , ωk) in
(CP∞)k. If we write
(9.9) Φ(M) =
∑
ω
gω(M)u
ω
in ΩU [[u1, . . . , uk]], then the coefficients gω(M) lie in Ω
−2(|ω|+n)
U . We shall describe
their representatives geometrically as universal operations on M . The cobordism
class gω(M) will be represented by the total space Gω(M) of a bundle with fibre
M over the product Bω = Bω1 × · · · × Bωk , where each Bωi is the bounded flag
manifold (Section 7.7), albeit with the stably complex structure representing zero
in ΩU2ωi and therefore not equivalent to the standard complex structure on BFωi .
We start by describing stably complex structures on BFn.
Construction 9.2.4. We denote by ξn the ‘tautological’ line bundle over the
bounded flag manifold BFn, whose fibre over U ∈ BFn is the first space U1. We
recall from Proposition 7.8.6 that BFn has a structure of a Bott tower in which
each stage Bk = BF k is the projectivisation CP (ξk−1 ⊕ C). We shall denote the
pullback of ξi to the top stage BFn by the same symbol ξi, so that we have n line
bundles ξ1, . . . , ξn over BFn.
370 9. TORUS ACTIONS AND COMPLEX COBORDISM
Using the matrix A corresponding to the Bott manifold BFn (described in
Example 7.8.5), we identify BFn with the quotient of the product of 3-spheres
(9.10) (S3)n = {(z1, . . . , z2n) ∈ C2n : |zk|2 + |zk+n|2 = 1, 1 6 k 6 n}
by the action of T n given by
(9.11) (z1, . . . , z2n) 7→ (t1z1, t−11 t2z2, . . . , t−1n−1tnzn, t1zn+1, t2zn+2, . . . , tnz2n)
(see the proof of Theorem 7.8.7). The manifold BFn is a complex algebraic variety
(a toric manifold). The corresponding stably complex structure can be described
by viewing BFn as a quasitoric manifold and applying Theorem 7.3.14, which gives
(9.12) T (BFn)⊕ Cn ∼= ρ1 ⊕ · · · ⊕ ρm,
where the ρi are the line bundles (7.7) corresponding to characteristic submanifolds.
We have c1(ρi) = vi ∈ H2(BFn), 1 6 i 6 2n, the canonical ring generators
of the cohomology ring of BFn viewed as a quasitoric manifold. On the other
hand, we have the cohomology ring generators uk = c1(ξk), 1 6 k 6 n, for the
Bott manifold BFn. The two sets are related by the identities uk = −vk+n (see
Exercise 7.8.34). Then identities (7.17) in H∗(BFn) imply that v1 = −u1 and
vk = uk−1 − uk, or equivalently, ρ1 = ξ¯1 and ρk = ξk−1 ξ¯k (where we dropped
the sign of tensor product of line bundles), for 2 6 k 6 n. The stably complex
structure (9.12) therefore becomes
(9.13) T (BFn)⊕ Cn ∼= ξ¯1 ⊕ ξ1ξ¯2 ⊕ · · · ⊕ ξn−1ξ¯n ⊕ ξ¯1 ⊕ ξ¯2 ⊕ · · · ⊕ ξ¯n
(note that when n = 1 we obtain the standard isomorphism T CP 1⊕C ∼= η¯⊕ η¯, as
ξ1 = η is the tautological line bundle).
We shall change the stably complex structure on BFn so that the resulting
bordism class in ΩU2n will be zero. To see that this is possible, we regard BFn as a
sphere bundle overBFn−1 rather that the complex projectivisationCP (ξn−1⊕C). If
a stably complex structure cT on BFn restricts to a trivial stably complex structure
on each fibre S2 (see Example D.3.1), then cT extends over the associated 3-disk
bundle, so it is cobordant to zero.
So we need to change the stably complex structure (9.13) so that the new struc-
ture restricts to a trivial one on each fibre S2. We decompose (S3)n as (S3)n−1×S3
and T n as T n−1 × T 1, then T 1 acts trivially on (S3)n−1 by (9.11), and we obtain
(9.14) BFn = (S
3)n/T n =
(
(S3)n−1 × (S3/T 1))/T n−1 = BFn−1 ×Tn−1 S2.
Here T 1 acts on S3 diagonally, so the stably complex structure on S2 is the standard
structure of CP 1 (see Example 7.3.16).
Now change the torus action (9.11) to the following:
(9.15) (z1, . . . , z2n) 7→ (t1z1, t−11 t2z2, . . . , t−1n−1tnzn, t−11 zn+1, t−12 zn+2, . . . , t−1n z2n).
Then decomposition (9.14) is still valid, but now T 1 acts on S3 antidiagonally,
so the stably complex structure on S2 is trivial, as needed. The resulting stably
complex structure on BFn is given by the isomorphism
(9.16) T (BFn)⊕ R2n ∼= ξ¯1 ⊕ ξ1ξ¯2 ⊕ · · · ⊕ ξn−1ξ¯n ⊕ ξ1 ⊕ ξ2 ⊕ · · · ⊕ ξn,
and its cobordism class in ΩU2n is zero.
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Definition 9.2.5. We denote by Bn the manifold BFn with zero-cobordant
stably complex structure (9.16). The ‘tautological’ line bundle ξn is classified by a
map Bn → CP∞ and therefore defines a bordism class βn ∈ U2n(CP∞). We also
set β0 = 1. The set of bordism classes {βn : n > 0} is called Ray’s basis of the
ΩU -module U∗(CP
∞).
Proposition 9.2.6 ([275]). The bordism classes {βn : n > 0} form a basis of
the free ΩU -module U∗(CP∞) which is dual to the basis {uk : k > 0} of the ΩU -
module U∗(CP∞) = ΩU [[u]]. Here u = cU1 (η¯) is the cobordism first Chern class of
the canonical line bundle over CP∞ (represented by CP∞−1 ⊂ CP∞).
Proof. Since [Bn] = 0 in ΩU , the bordism class βn lies in the reduced bordism
module U˜2n(CP∞) for n > 0. Therefore, to show that {βn : n > 0} and {uk : k > 0}
are dual bases it is enough to verify the property
u ⌢ βn = βn−1
(the ⌢-product is defined in Construction D.3.4). The bordism class u ⌢ βn is
obtained by making the map Bn → CP∞ transverse to the zero section CP∞−1
of CP∞ = MU(1) or, equivalently, by restricting the map Bn → CP∞ to the
zero set of a transverse section of the line bundle ξn. As is clear from the proof
of Proposition 7.7.7, the zero set of a transverse section of ξn = ρ
0
1 is obtained by
setting z1 = 0 in (9.10) and (9.15), which gives precisely Bn−1. 
For a nonnegative integer vector ω = (ω1, . . . , ωk), define the manifold Bω =
Bω1 × · · · ×Bωk and the corresponding product bordism class βω ∈ U2|ω|(BT k).
Corollary 9.2.7. The set {βω} is a basis of the free ΩU -module U∗(BT k);
this basis is dual to the basis {uω} of U∗(BT k) = ΩU [[u1, . . . , uk]].
Definition 9.2.8. Let M be a tangentially stably complex T k-manifold M .
Let Tω be the torus Tω1 × · · · × Tωk and (S3)ω the product (S3)ω1 × · · · × (S3)ωk ,
on which Tω acts coordinatewise by (9.15). Define the manifold
Gω(M) = (S
3)ω ×Tω M,
where Tω acts on M via the representation
(t1,1, . . . , t1,ω1 ; . . . ; tk,1, . . . , tk,ωk) 7−→ (t1,ω1 , . . . , tk,ωk).
The stably complex structure on Gω(M) is induced by the tangential structures on
the base and fibre of the bundle M → Gω(M)→ Bω.
Theorem 9.2.9 ([59]). The manifold Gω(M) represents the bordism class of
the coefficient gω(M) ∈ Ω−2(|ω|+n)U of (9.9). In particular, the constant term of
Φ(M) ∈ ΩU [[u1, . . . , uk]] is [M ] ∈ Ω−2nU .
Proof. By Corollary 9.2.7, the coefficient gω(M) is identified with the Kro-
necker product 〈Φ(M), βω〉 (see Construction D.3.4). In terms of (9.8), it is repre-
sented on the pullback of the diagram
Bω −→ (CP q)k ←− (S2q+1)k ×Tk M
for suitably large q, and therefore on the pullback of the diagram
Bω −→ BT k ←− ET k ×Tk M
of direct limits. The latter pullback is exactly Gω(M). 
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Remark. There is also a similar description of the coefficients in the expansion
of ΦX(π) for the transformation (9.6) in the case when U
∗(ET k×TkX) is a finitely
generated free U∗(BT k)-module, see [59, Theorem 3.15].
Exercises.
9.2.10. Proposition 9.2.3 can be generalised to the following description of ho-
momorphism ΦX given by (9.6). Let π ∈ U−dTk (X) be a geometric cobordism class
represented by a T k-equivariant bundle π : E → X . Then
ΦX(π) = (1 ×Tk π) !1,
where
(1 ×Tk π) ! : U∗(ET k ×Tk E) −→ U∗−d(ET k ×Tk X)
is the Gysin homomorphism in cobordism.
9.2.11. The original approach of [275] to define a zero-cobordant stably tangent
structure on BFn is as follows. One can identify BFn with the sphere bundle
S(ξn−1 ⊕R) (rather than with CP (ξn−1 ⊕ C)). Let πn : S(ξn−1 ⊕ R)→ BFn−1 be
the projection; show that the tangent bundle of BFn satisfies
T BFn ⊕ R ∼= π∗n(T BFn−1 ⊕ ξn−1 ⊕ R).
By identifying π∗nξn−1 with ξn−1 (as bundles over BFn), we obtain inductively
T BFn ⊕ R ∼= ξ1 ⊕ ξ2 ⊕ · · · ⊕ ξn−1 ⊕ R.
Show that this stably complex structure is equivalent to that of (9.16). (Hint:
calculate the total Chern classes.)
9.2.12. There is a canonical T k-action onGω(M) and Bω makingGω(M)→ Bω
into a T k-equivariant bundle.
9.3. Equivariant genera, rigidity and fibre multiplicativity
Recall that a genus is a multiplicative cobordism invariant of stably complex
manifolds, i.e. a ring homomorphism ϕ : ΩU → R to a commutative ring with unit.
We only consider genera taking values in torsion-free rings R; such ϕ are uniquely
determined by series f(x) = x + · · · ∈ R ⊗ Q[[x]] via Hirzebruch’s correspondence
(Construction E.3.1).
Historically, equivariant extensions of genera were first considered by Atiyah
and Hirzebruch [10], who established the rigidity property of the χy-genus and
Â-genus of S1-manifolds. The origins of these concepts lie in the Atiyah–Bott
fixed point formula [9], which also acted as a catalyst for the development of equi-
variant index theory. This development culminated in the celebrated result of
Taubes [302] establishing the rigidity of the Ochanine–Witten elliptic genus on
spin S1-manifolds.
Here we develop an approach to equivariant genera and rigidity based solely on
the complex cobordism theory. It allows us to define an equivariant extension and
the appropriate concept of rigidity for an arbitrary Hirzebruch genus, and agrees
with the classical index-theoretical approach when the genus is the index of an
elliptic complex.
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9.3.1. Equivariant genera. Our definition of an equivariant genus uses a
universal transformation of cohomology theories, studied in [47]:
Construction 9.3.1 (Chern–Dold character). Consider multiplicative trans-
formations of cohomology theories
h : U∗(X)→ H∗(X ;ΩU ⊗Q).
Such h is determined uniquely by a series h(u) ∈ H2(CP∞;ΩU ⊗Q) = ΩU⊗Q[[x]],
where u = cU1 (η¯) ∈ U2(CP∞) and x = cH1 (η¯) ∈ H2(CP∞).
The Chern–Dold character is the unique multiplicative transformation
chU : U
∗(X)→ H∗(X ;ΩU ⊗Q)
which reduces to the canonical inclusion ΩU → ΩU ⊗Q in the case X = pt .
Proposition 9.3.2. The Chern–Dold character satisfies
chU (u) = fU (x),
where fU (x) is the exponential of the formal group law FU of geometric cobordisms.
Proof. Since chU acts identically on ΩU , it follows that
(9.17) chU FU (v1, v2) = FU (chU (v1), chU (v2))
for any v1, v2 ∈ U2(CP∞). Let f(x) denote the series chU (u) ∈ ΩU ⊗ Q[[x]]. Let
vi = c
U
1 (ξi) and xi = c
H
1 (ξi) for i = 1, 2. Then
chU FU (v1, v2) = chU
(
cU1 (ξ1 ⊗ ξ2)
)
= f
(
cH1 (ξ1 ⊗ ξ2)
)
= f(x1 + x2),
chU (v1) = f(x1), chU (v2) = f(x2).
Substituting these expressions in (9.17) we get f(x1+x2) = FU (f(x1), f(x2)), which
means that f(x) is the exponential of FU . 
Given a Hirzebruch genus ϕ : Ω → R ⊗ Q corresponding to f(x) ∈ R⊗ Q[[x]],
we define a multiplicative transformation
hϕ : U
∗(X)
chU−→ H∗(X ;ΩU ⊗Q) ϕ−→ H∗(X ;R⊗Q)
where the second homomorphism acts by ϕ on the coefficients only. In the case
X = BT k we obtain a homomorphism
hϕ : ΩU [[u1, . . . , uk]]→ R ⊗Q[[x1, . . . , xk]]
which acts on the coefficients as ϕ and sends ui to f(xi) for 1 6 i 6 k.
Definition 9.3.3 (equivariant genus). The T k-equivariant extension of ϕ is
the ring homomorphism
ϕT : ΩU :Tk → R⊗Q[[x1, . . . , xk]]
defined as the composition hϕ · Φ with the universal toric genus.
Remark. In the definition of equivariant genus from [59], the generator ui
was sent to xi instead of f(xi). Although this does not affect the notion of rigid-
ity defined below, Definition 9.3.3 is a more natural extension of Krichever’s and
Atiyah–Hirzebruch’s approaches.
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Rigidity. Krichever [188], [189] considers rational valued genera ϕ : ΩU → Q,
and equivariant extensions ϕK : ΩU :Tk → K∗(BT k)⊗Q. The equivariant genus ϕK
is related to ours ϕT via a natural transformation U∗(X) → K∗(X) ⊗ Q defined
by ϕ, as explained below. If ϕ(M) can be realised as the index ind(E) of an
elliptic complex E of complex vector bundles over M (see e.g. [161]), then for
any T k-manifold M this index has a natural T k-equivariant extension indT
k
(E)
which is an element of the complex representation ring RU (T
k), and hence in its
completion K0(BT k). Krichever’s interpretation of rigidity is to require that ϕK
should lie the subring of constants Q for every M . In the case of an index, this
amounts to insisting that the corresponding T k-representation is always trivial, and
therefore conforms to Atiyah and Hirzebruch’s original notion [10].
The composition of hϕ : U
even(X)→ Heven(X ;Q) with the inverse of the Chern
character ch: K0(X)⊗Q ∼=→ Heven(X ;Q) gives the transformation
hKϕ = ch
−1 · hϕ : Ueven(X)→ K0(X)⊗Q,
considered by Krichever in [188]. The transformation Uodd(X) → K1(X) ⊗ Q is
defined similarly; together they give a transformation hKϕ : U
∗(X)→ K∗(X)⊗Q.
Remark. In the case of the Todd genus td: ΩU → Z this construction gives
the Conner–Floyd transformation U∗ → K∗ described after Example E.3.6.
Krichever [189] referred to a genus ϕ : ΩU → Q as rigid if the composition
ϕK : ΩU :Tk
Φ−→ U∗(BT k) h
K
ϕ−→ K0(BT k)⊗Q
belongs to the subring Q ⊂ K0(BT k) ⊗ Q, i.e. satisfies ϕK(M) = ϕ(M) for
any [M ] ∈ ΩU :Tk . Definition 9.3.3 of equivariant genera based on the notion of
the universal toric genus leads naturally to the following version of rigidity, which
subsumes the approaches of Atiyah–Hirzebruch and Krichever:
Definition 9.3.4. A genus ϕ : ΩU → R is T k-rigid on a stably complex T k-
manifold M whenever ϕT : ΩU :Tk → R ⊗ Q[[u1, . . . , uk]] satisfies ϕT (M) = ϕ(M);
if this holds for every M , then ϕ is T k-rigid.
Since the Chern character ch: K0(X)⊗Q→ Heven(X ;Q) is an isomorphism,
a rational genus ϕ is T k-rigid in the sense of Definition 9.3.4 if and only if it is rigid
in the sense of Krichever (and therefore in the original index-theoretical sense of
Atiyah–Hirzebruch if ϕ is an index).
In Section 9.5 we shall describe how toric methods can be applied to establish
the rigidity property for several fundamental Hirzebruch genera. Now we consider
another important property of genera.
Fibre multiplicativity. The following definition extends that of Hirze-
bruch [161, Chapter 4] for the oriented case. It applies to fibre bundles of the
form M → E ×G M π→ B, where M and B are closed, connected and stably tan-
gentially complex, G is a compact Lie group of positive rank whose action preserves
the stably complex structure on M , and E → B is a principal G-bundle. In these
circumstances, the bundle π is stably tangentially complex, and N = E ×G M
inherits a canonical stably complex structure.
Definition 9.3.5. A genus ϕ : ΩU → R is fibre multiplicative with respect to
the stably complex manifold M whenever ϕ(N) = ϕ(M)ϕ(B) for any such bundle
π with fibre M ; if this holds for every M , then ϕ is fibre multiplicative.
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For rational genera in the oriented category, Ochanine [249, Proposition 1]
proved that rigidity is equivalent to fibre multiplicativity (see also [161, Chap-
ter 4]). In the toric case, we have the following stably complex analogue, whose
conclusions are integral. It refers to bundles E ×G M π−→ B of the form required
by Definition 9.3.5, where G has maximal torus T k with k > 1.
Theorem 9.3.6 ([59]). If the genus ϕ is T k-rigid on M , then it is fibre mul-
tiplicative with respect to M for bundles whose structure group G has the property
that U∗(BG) is torsion-free.
On the other hand, if ϕ is fibre multiplicative with respect to a stably tangentially
complex T k-manifold M , then it is T k-rigid on M .
Proof. Let ϕ be T k-rigid on M , and consider the pullback squares
E ×GM f
′
−−−−→ EG×G M i
′←−−−− ET k ×Tk M
π
y πGy πTky
B
f−−−−→ BG i←−−−− BT k,
where πG is universal, i is induced by inclusion, and f classifies π. By Propo-
sition 9.2.3 and commutativity of the right square, πG! 1 = [M ] · 1 + β, where
1 ∈ U0(EG ×G M) and β ∈ U˜−2n(BG). By commutativity of the left square,
π !1 = [M ] · 1 + f∗β in U−2n(B). Applying the Gysin homomorphism associated
with the augmentation map εB : B → pt yields
(9.18) [E ×G M ] = εB! π !1 = [M ][B] + εB! f∗β
in ΩU2(n+b), where dimB = 2b; so ϕ(E ×G M) = ϕ(M)ϕ(B) + ϕ(εB! f∗β). More-
over, i∗β =
∑
|ω|>0 gω(M)u
ω in U−2n(BT k), so ϕ(i∗β) = 0 because ϕ is T k-rigid.
The assumptions on G ensure that i∗ is injective, which implies that ϕ(β) = 0 in
U∗(BG)⊗ϕ R. Fibre multiplicativity then follows from (9.18).
Conversely, suppose that ϕ is fibre multiplicative with respect to M , and con-
sider the manifold Gω(M) of Theorem 9.2.9. By Definition 9.2.8, it is the total
space of the bundle (S3)ω ×TωM → Bω, which has structure group T k; therefore
ϕ(Gω(M)) = 0, because Bω bounds for every |ω| > 0. So ϕ is T k-rigid on M . 
Remark. We may define ϕ to be G-rigid when ϕ(β) = 0, as in the proof of
Theorem 9.3.6. It follows that T -rigidity implies G-rigidity for any G such that
Ω∗U (BG) is torsion-free.
Example 9.3.7. The signature (or the L-genus, see Example E.3.6.2) is fibre
multiplicative over any simply connected base [161, Chapter 4], and so is rigid.
9.4. Isolated fixed points: localisation formulae
In this section we focus on stably tangentially complex T k-manifolds (M2n, cT )
for which the fixed points p are isolated; in other words, the fixed point set MT is
finite. We proceed by deducing a localisation formula for Φ(M) in terms of fixed
point data. We give several illustrative examples, and describe the consequences
for certain non-equivariant genera and their T k-equivariant extensions.
Localisation theorems in equivariant generalised cohomology theories appear
in the works of tom Dieck [310], Quillen [273], Krichever [188], Kawakubo [180],
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and elsewhere. We prove our Theorem 9.4.1 by interpreting their results in the case
of isolated fixed points, and identifying the signs explicitly.
Each integer vector w = (w1, . . . , wk) ∈ Zk determines a line bundle
η¯w = η¯w11 ⊗ · · · ⊗ η¯wkk
over BT k = (CP∞)k, where η¯j is the canonical line bundle over the jth factor. Let
[w ,u ] = cU1 (η¯
w )
denote the cobordism first Chern class of η¯w . It is given by the power series
FU (u1, . . . , u1︸ ︷︷ ︸
w1
, . . . , uk, . . . , uk︸ ︷︷ ︸
wk
) ∈ U2(BT k),
where FU (u1, . . . , uk) is the iterated substitution FU (· · ·FU (FU (u1, u2), u3), . . . , uk)
in the formal group law of geometric cobordisms, see Section E.2. Modulo decom-
posables we have that
(9.19) [w ,u ] ≡ w1u1 + · · ·+ wkuk,
and it is convenient to rewrite the right hand side as a scalar product 〈w ,u〉.
Let p be an isolated fixed point for the T k-action on M . We recall from Sec-
tion D.6 that the weights w j(p) ∈ Zk and the sign σ(p) = ±1 are defined, and refer
to {w j(p), σ(p) : 1 6 j 6 n, p ∈MT } as the fixed point data of (M, cT ).
Theorem 9.4.1 (localisation formula). For any stably tangentially complex 2n-
dimensional T k-manifold M with isolated fixed points MT , the equation
(9.20) Φ(M) =
∑
p∈MT
σ(p)
n∏
j=1
1
[wj(p),u ]
is satisfied in U−2n(BT k).
Remark. The summands on the right hand side of (9.20) formally belong to
the localised ring S−1U∗(BT k) where S is the set of equivariant Euler classes of
nontrivial representation of T k.
Proof. Choose an equivariant embedding i : M → V into a complex N -
dimensional representation space V and consider the commutative diagram
(9.21)
MT
rM−−−−→ M
iT
y yi
V T
rV−−−−→ V
where V T ⊂ V is the T k-fixed subspace, rM and rV denote the inclusions of fixed
points, and iT is the restriction of i to MT .
We restrict (9.21) to a tubular neighbourhood of MT in V , which can be
identified with the total space E of the normal bundle ν = ν(MT → V ):
(9.22)
MT
rM−−−−→ E1
iT
y yi
E2
rV−−−−→ E
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where E1 = ν(rM ) and E2 = ν(i
T ). The normal bundle ν decomposes as
(9.23) ν = ν(rM )⊕ r∗M (ν(i)) = ν(rM )⊕ ν(iT )⊕ ζ,
where ζ is the ‘excess’ bundle over MT , whose fibres are the non-trivial parts of
the T k-representations in the fibres of r∗Mν(i). We therefore rewrite (9.22) as
(9.24)
MT
rM−−−−→ E1
iT
y yi
E2
rV−−−−→ E1 ⊕ E2 ⊕ F,
where F is the total space of ζ. Since all relevant bundles are complex, we have
Gysin–Thom isomorphisms (see Construction D.3.6 and Exercise D.3.14)
i ! : U
∗(M)
∼=−→ U∗+p(Th(ν(i))) = U∗+p(V, V \M) = U∗+p(E,E \ E1),
iT! : U
∗(MT )
∼=−→ U∗+q(Th(ν(iT ))) = U∗+q(V T , V T \MT ) = U∗+q(E2, E2 \MT ),
where p = dimV − dimM and q = dimV T − dimMT . Let i1 : E1 → E1 ⊕ E2,
i2 : E2 → E1⊕E2 and k : E1⊕E2 → E be the inclusion maps. Then for x ∈ U∗(M),
r∗V i !x = i
∗
2k
∗k !i1!x = i
∗
2
(
e(ν(k)) · i1!x
)
.
Since i∗2(ν(k)) = π
∗(ζ), where π : E2 → M is the projection, the last term above
can be written as
π∗(e(ζ)) · i∗2i1!x = π∗(e(ζ)) · iT! r∗Mx by Proposition D.3.7 (e)
= iT!
(
iT∗π∗(e(ζ)) · r∗Mx
)
by Proposition D.3.7 (d)
= iT!
(
e(ζ) · r∗Mx
)
.
We therefore obtain
(9.25) r∗V i !x = i
T
!
(
e(ζ) · r∗Mx
)
in U∗+p(V T , V T \MT ).
Given a T k-equivariant map f : M → N we denote by f̂ its ‘Borelification’, i.e.
the map ET k ×Tk M → ET k ×Tk N . Applying this procedure to (9.21) we obtain
a commutative diagram
(9.26)
BT k ×MT r̂M−−−−→ ET k ×Tk M
îT
y yî
BT k × V T r̂V−−−−→ ET k ×Tk V.
Using the finite-dimensional approximation of the above diagram (as in the proof of
Proposition 9.2.3) we can view it as a diagram of proper maps of smooth manifolds
and therefore apply Gysin homomorphisms in cobordism. By analogy with (9.25)
we obtain for x ∈ U∗(ET k ×Tk M),
(9.27) r̂∗V î !x = î
T
!
(
e(ζ̂) · r̂∗Mx
)
,
where ζ̂ is the ‘excess’ bundle over BT k ×MT defined similarly to (9.23).
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Similarly, by considering the diagram
0 0
jT
y yj
V T
rV−−−−→ V
we obtain for y ∈ U∗(BT k),
(9.28) r̂∗V ĵ !y = ĵ
T
!
(
e(ζ̂V ) · y
)
,
where ζV is the nontrivial part of the T
k-representation V , i.e. V = V T ⊕ ζV . Let
π : M → pt and πT : MT → pt be the projections. Then î ! = ĵ ! · π̂ !, îT! = ĵT! · π̂T! .
Substituting y = π̂ !x in (9.28) we obtain
r̂∗V î !x = ĵ
T
!
(
e(ζ̂V ) · π̂ !x
)
Comparing this to (9.27) and using the fact that
ĵT! : U
∗(BT k)→ U∗+r(Th(ν(ĵT ))) = U∗+r(ΣrBT k)
is an isomorphism (here r = dim V T ), we finally obtain
e(ζ̂V ) · π̂ !x = π̂T!
(
e(ζ̂) · r̂∗Mx
)
.
Now set x = 1. Then π̂ !1 = Φ(M) by Proposition 9.2.3 and r̂
∗
M1 = 1. We get
(9.29) e(ζ̂V ) · Φ(M) = π̂T!
(
e(ζ̂)
)
.
This formula is valid without restrictions on the fixed point set. Now, ifMT is finite,
then πT! (e(ζ̂)) =
∑
p∈MT e(ζ̂|p). Recall that ζ is defined from the decomposition ν =
ν(rM )⊕ν(iT )⊕ζ, in which ν|p = ν(MT → V )|p can be identified with V and ν(iT )|p
can be identified with V T (because p is isolated). Since V = V T ⊕ ζV , it follows
that e(ζ̂V ) = e(ν(r̂M )|p)e(ζ̂|p) for any p ∈MT . We therefore can rewrite (9.29) as
Φ(M) =
∑
p∈MT
1
e
(
ν(r̂M )|p
) .
It remains to note that ν(rM )|p = ν(p → M) is the tangential T k-representation
TpM , so ν(r̂M )|p is the bundle ET k ×Tk TpM over BT k, whose Euler class is
e
(
ν(r̂M )|p
)
= σ(p)
n∏
j=1
[w j(p),u ]
by the definition of sign σ(p) and weights w j(p). 
Remark. If the structure cT is almost complex, then σ(x) = 1 for all fixed
points x, and (9.20) reduces to Krichever’s formula [189, (2.7)]).
The left-hand side of (9.20) lies in ΩU [[u1, . . . , uk]], whereas the right-hand
side appears to belong to an appropriate localisation. It follows that all terms of
negative degree must cancel, thereby imposing substantial restrictions on the fixed
point data. These may be made explicit by rewriting (9.19) as
(9.30) [w , tu ] ≡ (w1u1 + · · ·+ wkuk) t mod (t2)
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in ΩU [[u1, . . . , uk, t]], and then defining the power series
(9.31)
∑
l
cf l t
l = tnΦ(M)(tu) =
∑
p∈MT
σ(p)
n∏
j=1
t
[w j(p), tu ]
over the localisation of ΩU [[u1, . . . , uk]].
Proposition 9.4.2. The coefficients cf l are zero for 0 6 l < n, and satisfy
cfn+m =
∑
|ω|=m
gω(M)u
ω
for m > 0; in particular, cfn = [M ].
Proof. Combine the definitions of cf l in (9.31) and gω in (9.9). 
Remark. The equations cf l = 0 for 0 6 l < n are the T
k-analogues of the
Conner–Floyd relations for Zp-actions [246, Appendix 4]; the extra equation cfn =
[M ] provides an expression for the cobordism class of M in terms of fixed point
data. This is important because, according to Theorem 9.1.16, every element of
ΩU may be represented by a stably tangentially complex T
k-manifold with isolated
fixed points. We explore on this in the next section.
Now let ϕ : ΩU → R be a genus taking values in a torsion-free ring R, with the
corresponding series f(x) = x+ · · · ∈ R⊗Q[[x]]. We may adapt Theorem 9.4.1 to
express ϕ(M) in terms of fixed point data. The resulting formula is much simpler,
because the formal group law ϕFU may be linearised over R⊗Q:
Proposition 9.4.3. Let ϕ : ΩU → R be a genus with torsion-free R, and let
M be a stably tangentially complex 2n-dimensional T k-manifold with isolated fixed
points MT . Then the equivariant genus ϕT (M) = ϕ(M) + · · · is given by
(9.32) ϕT (M) =
∑
p∈MT
σ(p)
n∏
j=1
1
f
(〈wj(p), x〉) ,
where 〈w, x〉 = w1x1 + · · ·+ wkxk for w = (w1, . . . , wk).
Proof. By Theorem E.3.3, f(x) is the exponential series of the formal group
law ϕFU , i.e. ϕFU (u1, u2) = f(f
−1(u1) + f
−1(u2)), and therefore hϕFU (u1, u2) =
f(x1 + x2). An iterated application of this formula gives hϕ([w j(p),u ]) =
f(〈w j(p), x 〉). Since ϕT = hϕ · Φ, the result follows from Theorem 9.4.1. 
Example 9.4.4. The augmentation genus ε : ΩU → Z corresponds to the series
f(x) = x; it vanishes on any M2n with n > 0. Formula (9.32) then gives
(9.33)
∑
p∈MT
σ(p)
n∏
j=1
1
〈w j(p), x 〉 = 0.
Let M = CPn on which T n+1 acts homogeneous coordinatewise. There are n + 1
fixed points p0, . . . , pn, each having a single nonzero coordinate. So the weight
vector w j(pk) is ej − ek for 0 6 j 6 n, j 6= k, and every σ(pk) is positive;
thus (9.33) reduces to the classical identity
n∑
k=0
∏
06j6n
j 6=k
1
xj − xk = 0 .
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Example 9.4.5. Consider the S1-action preserving the standard complex struc-
ture on CP 1. It has two fixed points, both with signs 1 and weights 1 and −1,
respectively (see Example D.6.3). Theorem 9.4.1 gives the following expression for
the universal toric genus:
Φ(CP 1) =
1
u
+
1
u¯
in U−2(CP∞) where u¯ = [−1, u] is the inverse series in the formal group law of
geometric cobordisms.
By Theorem 9.4.3, a genus ϕ : ΩU → R is rigid on CP 1 only if its defining
series f(x) satisfies the equation
(9.34)
1
f(x)
+
1
f(−x) = c
in R ⊗Q[[x]]. The general analytic solution is of the form
(9.35) f(x) =
x
q(x2) + cx/2
, where q(0) = 1
(an exercise). The Todd genus of Example E.3.6.3 is defined by the series f(x) =
1− e−x, and (9.34) is satisfied with c = 1. So td is T -rigid on CP 1, and
q(x2) =
x
2
· e
x/2 + e−x/2
ex/2 − e−x/2
in Q[[x]]. In fact td is fibre multiplicative with respect to CP 1 by [160], so rigidity
also follows from Theorem 9.3.6.
We can also consider the S1-action on M = CP 1 with trivial stably complex
structure. It has two fixed points of signs 1 and −1, both with weights 1. The-
orem 9.4.1 gives the universal toric genus Φ(M) = 1u − 1u = 0, which also follows
from the fact that M bounds equivariantly.
Another classical application of the localisation formula is the Atiyah–
Hirzebruch formula [10] expressing the χy-genus of a complex S
1-manifold in
terms of the fixed point data. We discuss a generalisation of this formula due to
Krichever [188]. It refers to the 2-parameter χa,b-genus corresponding to the series
(9.36) f(x) =
eax − ebx
aebx − beax ∈ Q[a, b].
The χy-genus (Example E.3.7) corresponds to the parameter values a = y, b = −1.
We choose a circle subgroup in T k defined by a primitive vector ν ∈ Zk:
S(ν) = {(e2πiν1ϕ, . . . , e2πiνkϕ) ∈ Tk : ϕ ∈ R}.
We have MS(ν) =MT for a generic circle S(ν) (see Lemma 7.4.3). The weights of
the tangential representation of S(ν) at p are 〈w j(p), ν〉, 1 6 j 6 n. If fixed points
MT are isolated and MS(ν) =MT , then
(9.37) 〈w j(p), ν〉 6= 0 for 1 6 j 6 n and any p ∈MT .
We define the index indν p as the number of negative weights at p, i.e.
indν p = #{j : 〈w j(p), ν〉 < 0}.
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Theorem 9.4.6 (generalised Atiyah–Hirzebruch formula [188]). The χa,b-
genus is T k-rigid. Furthermore, the χa,b-genus of a stably tangentially complex
2n-dimensional T k-manifold M with finite MT is given by
(9.38) χa,b(M) =
∑
p∈MT
σ(p)(−a)indν p(−b)n−indν p
for any ν ⊂ Zk satisfying MS(ν) =MT .
Remark. The original formula of Atiyah–Hirzebruch [10] was given for com-
plex manifolds. Krichever implicitly assumed manifolds to be almost complex when
deducing his formula, as no signs were mentioned in [188]. However his proof,
presented below, automatically extends to the stably complex situation by incor-
porating the signs of fixed points.
Also, both Atiyah–Hirzebruch’s and Krichever’s formulae are valid without
assuming the fixed points to be isolated, see Exercise 9.4.9. We give the formula in
the case of isolated fixed points to emphasise the role of signs.
Proof of Theorem 9.38. We establish the rigidity and prove the formula
for M with isolated fixed points only; the proof in the general case is similar. By
Proposition 9.4.3, to prove the T k-rigidity on M it suffices to prove that χ
S(ν)
a,b is
constant for any S(ν) satisfying MS(ν) =MT . Formula (9.32) gives
(9.39) χ
S(ν)
a,b (M) =
∑
p∈MT
σ(p)
n∏
j=1
aeb〈wj(p),ν〉x − bea〈wj(p),ν〉x
ea〈wj(p),ν〉x − eb〈wj(p),ν〉x .
This expression belongs to Z[a, b][[x]] (that is, it is non-singular at zero) and its
constant term is χa,b(M). We denote ωj = 〈w j(p), ν〉 and e(a−b)x = q; then we may
rewrite each factor in the product above as
(9.40)
aebωjx − beaωjx
eaωjx − ebωjx =
a− b qωj
qωj − 1 .
Then (9.39) takes the following form:
(9.41) χ
S(ν)
a,b (M) =
∑
p∈MT
σ(p)
n∏
j=1
a− b qωj
qωj − 1 .
Now we let q → ∞. Then (9.40) has limit −b if ωj > 0 and limit −a if ωj < 0.
Therefore, the limit of (9.41) is∑
p∈MT
σ(p)(−a)indν p(−b)n−indν p.
Similarly, the limit of (9.41) as q → 0 is∑
p∈MT
σ(p)(−a)n−indν p(−b)indν p.
Therefore, χ
S(ν)
a,b (M) has value for q = 0 as well as for q = ∞. Since it is a finite
Laurent series in q, it must be constant in q, and its value coincides with either of
the limits above. 
Remark. It follows also that the right hand side of (9.38) is independent of ν;
the two limits above are taken to each other by substitution ν → −ν.
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Exercises.
9.4.7. The general analytic solution of (9.34) is given by (9.35).
9.4.8. The formal group law corresponding to the χa,b-genus is given by
F (u, v) =
u+ v + (a+ b)uv
1− ab · uv .
9.4.9. Let M be a stably tangentially complex T k-manifold M with fixed point
set MT . Then
χa,b(M) =
∑
F⊂MT
χa,b(F )(−a)indν F (−b)ℓ−indν F
for any ν ⊂ Zk satisfying MS(ν) = MT , where the sum is taken over connected
fixed submanifolds F ⊂ MT , 2ℓ = dimM − dimF , and indν F is the number of
negative weights of the S(ν)-action in the normal bundle of F .
9.5. Quasitoric manifolds and genera
In the case of quasitoric manifolds, the combinatorial description of signs of
fixed points and weights obtained in Section 7.3 opens a way to effective calcula-
tion of characteristic numbers and Hirzebruch genera using localisation techniques.
We illustrate this approach by presenting formulae expressing the χa,b-genus (in
particular, the signature and the Todd genus) of a quasitoric manifold as a sum
of contributions depending only on the ‘local combinatorics’ near the vertices of
the quotient polytope. These formulae were obtained in [256]; they can also be
deduced from the results of [206] in the more general context of torus manifolds.
Localisation formulae for genera on quasitoric manifolds can be interpreted as
functional equations on the series f(x). By resolving these equations for particular
examples of quasitoric manifolds one may derive different ‘universality theorems’
for rigid genera. For example, according to a result of Musin [237], the χa,b-genus
is universal for T k-rigid genera (this implies that any T k-rigid rational genus is
χa,b for some rational parameters a, b). We prove this result as Theorem 9.5.6 by
resolving the functional equation coming from localisation formula (9.32) on CP 2
with a nonstandard omniorientation.
We assume given a combinatorial quasitoric pair (P,Λ) (see Definition 7.3.10)
and the corresponding omnioriented quasitoric manifold M = M(P,Λ). This fixes
a T n-invariant stably complex structure onM and the corresponding bordism class
[M ] ∈ ΩU2n, as described in Corollary 7.3.15.
Any fixed point v ∈M is given by the intersection of n characteristic subman-
ifolds v =Mj1 ∩ · · ·∩Mjn and corresponds to a vertex of the polytope P , which we
also denote by v. The expressions for the weights w j(v) and the sign σ(v) in terms
of the quasitoric pair (P,Λ) are given by Proposition 7.3.17 and Lemma 7.3.18.
In the quasitoric case the condition (9.37) guarantees that the circle S(ν) sat-
isfies MT =MS(ν) (an exercise).
Example 9.5.1 (Chern number cn[M ]). The series (9.36) defining the χa,b-
genus has limit as a− b→ 0, which can be calculated as follows:
eax − ebx
aebx − beax =
1− e(b−a)x
ae(b−a)x − b =
(a− b)x+ · · ·
(a− b)− a(a− b)x+ · · · =
x
1− ax.
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For a = b = −1 we obtain the defining series for the top Chern number cn[M ] (see
Example E.3.6.1). Plugging these values into (9.38) we obtain
cn[M ] =
∑
v∈MT
σ(M),
which we already know from Exercise 7.3.37. When all signs are positive, we obtain
cn[M ] = χ(M) = f0(P ), i.e. the Euler characteristic of M is equal to the number
of vertices of P .
Example 9.5.2 (signature). Substituting a = 1, b = −1 in (9.36) we obtain the
series tanh(x) defining the L-genus or the signature (see Example E.3.6.2). Being an
oriented cobordism invariant, the signature sign(M) does not depend on the stably
complex structure, i.e. only the global orientation part of the omniorientation data
affects the signature. The following statement gives a formula for sign(M) which
depends only on the orientation:
Proposition 9.5.3. For an oriented quasitoric manifold M ,
sign(M) =
∑
v∈MT
det
(
w˜1(v), . . . , w˜n(v)
)
,
where w˜j(v) are the vectors defined by the conditions
w˜j(v) = ±wj(v) and
(
w˜j(v), ν
)
> 0, 1 6 j 6 n.
Proof. Plugging a = 1, b = −1 into (9.38) we obtain
(9.42) sign(M) =
∑
v∈MT
(−1)indν(v)σ(v).
Using expression (7.15) for the sign σ(v) we calculate
(−1)indν(v)σ(v) = (−1)indν(v) det(w1(v), . . . ,wn(v)) = det(w˜1(v), . . . , w˜n(v)),
which implies the required formula. 
If M is a projective toric manifold VP , then σ(v) = 1 for any v and for-
mula (9.42) gives
sign(VP ) =
∑
v
(−1)indν(v).
Furthermore, in this case the weights w1(v), . . . ,wn(v) are the primitive vectors
along the edges of P pointing out of v (see Example 7.3.19). It follows that the
index indν(v) coincides with the index defined in the proof of Dehn–Sommerville
equations (Theorem 1.3.4), and we obtain the formula known in toric geometry
(see [250, Theorem 3.12]):
sign(VP ) =
n∑
k=0
(−1)khk(P ).
Note that if n is odd then the sum vanishes by the Dehn–Sommerville equations.
Example 9.5.4 (Todd genus). Substituting a = 0, b = −1 in (9.36) we obtain
the series 1− e−x defining the Todd genus (see Example E.3.6.3). We cannot plug
a = 0 directly into (9.38), but it is clear from the proof that when a = 0, only
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vertices of index 0 contribute (−b)n to the sum. This gives the following formula
for the Todd genus of a quasitoric manifold:
(9.43) td(M) =
∑
v : indν(v)=0
σ(v).
When M is projective toric manifold VP , there is only one vertex of index 0.
It is the ‘bottom’ vertex, which has all incident edges pointing out (in the notation
used in the proof of Theorem 1.3.4). Since σ(v) = 1 for every v ∈ P , formula (9.43)
gives td(VP ) = 1, which is well-known (see, e.g. [122, §5.3]).
In the almost complex case we have the following result:
Proposition 9.5.5. If a quasitoric manifold M admits an equivariant almost
complex structure, then td(M) > 0.
Proof. We choose a compatible omniorientation, so that σ(v) > 0 for any v.
Then (9.43) implies td(M) > 0, and we need to show that there is at least one vertex
of index 0. Let v be any vertex. Since w1(v), . . . ,wn(v) are linearly independent,
we may choose ν so that 〈w j(v), ν〉 > 0 for any j. Then indν v = 0. The result
follows by observation that td(M) is independent of ν. 
A description of td(M) which is independent of ν is outlined in Exercise 9.5.8.
The following result of Musin [236] can be proved by application of localisation
formula for quasitoric manifolds:
Theorem 9.5.6. The 2-parameter genus χa,b is universal for T
k-rigid genera.
In particular, any T k-rigid rational genus is χa,b for some rational parameters a, b.
Proof. The rigidity of χa,b is established by Theorem 9.38. To see that any
T k-rigid genus is χa,b we solve the functional equation arising from the localisation
formula for one particular example of T k-manifold.
We consider the quasitoric manifold M = CP 2 with a nonstandard omniorien-
tation defined by the characteristic matrix
Λ =
(
1 0 1
0 1 −1
)
It has three fixed points v1, v2, v3, whose corresponding minors Λvi are obtained
by deleting the ith column of Λ. The weights are given by {(1, 0), (1, 1)},
{(0,−1), (1, 1)} and {(0, 1), (1, 0)}, respectively, see Fig. 9.3. The signs are cal-
culated using formula (7.15):
σ(v1) =
∣∣∣∣1 11 0
∣∣∣∣ = −1, σ(v2) = ∣∣∣∣ 0 1−1 1
∣∣∣∣ = 1, σ(v3) = ∣∣∣∣1 00 1
∣∣∣∣ = 1.
Plugging these data into formula (9.32) we obtain that a genus ϕ is rigid on M
only if its defining series f(x) satisfies the equation
− 1
f(x1)f(x1 + x2)
+
1
f(−x2)f(x1 + x2) +
1
f(x1)f(x2)
= c.
Interchanging x1 and x2 gives
(9.44) − 1
f(x2)f(x1 + x2)
+
1
f(−x1)f(x1 + x2) +
1
f(x2)f(x1)
= c ,
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(0, 1)
λ1 = (1, 0)
(0,−1)
v2
(1, 1)
(1, 1)
λ3 = (1,−1)
Figure 9.3. CP 2 with nonstandard omniorientation
and subtraction yields(
1
f(x1)
+
1
f(−x1)
)
1
f(x1 + x2)
=
(
1
f(x2)
+
1
f(−x2)
)
1
f(x1 + x2)
.
It follows that
1
f(x)
+
1
f(−x) = c
′ and
1
f(−x) = c
′ − 1
f(x)
for some constant c′. Substituting in (9.44) gives(
1
f(x1)
+
1
f(x2)
− c′
)
1
f(x1 + x2)
=
1
f(x1)f(x2)
− c ,
which rearranges to
f(x1 + x2) =
f(x1) + f(x2)− c′f(x1)f(x2)
1− cf(x1)f(x2) .
So f is the exponential series of the formal group law F (x1, x2) corresponding to
χa,b, with c
′ = −a− b and c = ab (see Exercise 9.4.8). 
Exercises.
9.5.7. If ν ∈ Zn satisfies (9.37), then the circle subgroup S(ν) ⊂ T n acts on
the quasitoric manifold M with isolated fixed points corresponding to the vertices
of the quotient polytope P .
9.5.8. Let M =M(P,Λ) be a quasitoric manifold. We realise the dual complex
KP as a triangulated sphere with vertices at the unit vectors ai|ai| , i = 1, . . . ,m.
Then one can define a continuous piecewise smooth map f : Sn−1 → Sn−1 by
sending ai|ai| to
λi
|λi|
(here λi is the ith column of Λ) and extending the map smoothly
on the spherical simplices corresponding to I ∈ KP . Such an extension is well
defined because the vectors {λi : i ∈ I} are linearly independent, so one always
chooses the smallest spherical simplex spanned by them.
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Show that td(M) = deg f . (Hint: the number of preimages of ν|ν| ∈ Sn−1 under
f is equal to the number of maximal simplices Iv ∈ K such that all coefficients in the
decomposition of ν via {λi : i ∈ Iv} are positive; these coefficients are 〈w i(v), ν〉.)
More generally, the Todd genus of a torus manifold can be calculated in this
way as the degree of the corresponding multi-fan, see [153, §3].
9.5.9. Calculate cn[M ], the signature and the Todd genus for quasitoric mani-
folds of Example 7.3.21, Example 7.3.22 and Exercise 7.3.34.
APPENDIX A
Commutative and homological algebra
Here we review some basic algebraic notions and results in a way suited for
topological applications. In order to make algebraic constructions compatible with
topological ones we sometimes use a notation which may seem unusual to a reader
with an algebraic background. This in particular concerns the way we treat gradings
and resolutions.
We fix a ground ring k, which is always assumed to be a field or the ring Z of
integers. In the latter case by a ‘k-vector space of dimension d’ we mean an abelian
group of rank d.
A.1. Algebras and modules
A k-algebra (or simply algebra) A is a ring which is also a k-vector space, and
whose multiplication A×A→ A is k-bilinear. (The latter condition is void if k = Z,
so Z-algebras are ordinary rings.) All our algebras will be commutative and with
unit 1, unless explicitly stated otherwise. The basic example is A = k[v1, . . . , vm],
the polynomial algebra in m generators, for which we shall often use a shortened
notation k[m].
An algebra A is finitely generated if there are finitely many elements a1, . . . , an
of A such that every element of A can be written as a polynomial in a1, . . . , an
with coefficients in k. Therefore, a finitely generated algebra is the quotient of a
polynomial algebra by an ideal.
An A-module is a k-vector space M on which A acts linearly, that is, there is
a map A×M → M which is k-linear in each argument and satisfies 1m = m and
(ab)m = a(bm) for all a, b ∈ A, m ∈M . Any ideal I of A is an A-module. If A = k,
then an A-module is a k-vector space.
An A-module M is finitely generated if there exist x1, . . . , xn in M such that
every element x of M can be written (not necessarily uniquely) as x = a1x1+ · · ·+
anxn, ai ∈ A.
An algebra A is Z-graded (or simply graded) if it is represented as a direct sum
A =
⊕
i∈ZA
i such that Ai ·Aj ⊂ Ai+j . Elements a ∈ Ai are said to be homogeneous
of degree i, denoted deg a = i. The set of homogeneous elements of A is denoted by
H(A) = ⋃iAi. An ideal I of A is homogeneous if it is generated by homogeneous
elements. In most cases our graded algebras will be either nonpositively graded (i.e.
Ai = 0 for i > 0) or nonnegatively graded (i.e. Ai = 0 for i < 0); the latter is
also called an N-graded algebra. A nonnegatively graded algebra A is connected
if A0 = k. For a nonnegatively graded algebra A, define the positive ideal by
A+ =
⊕
i>0A
i; if A is connected and k is a field then A+ is a maximal ideal.
If A is a graded algebra, then an A-module M is graded if M =
⊕
i∈ZM
i
such that Ai ·M j ⊂ M i+j . An A-module map f : M → N between two graded
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modules is degree-preserving (or of degree 0) if f(M i) ⊂ N i, and is of degree k if
f(M i) ⊂ N i+k for all i.
Graded algebras arising in topology are often graded-commutative (or skew-
commutative) rather than commutative in the usual sense. This means that
ab = (−1)ij ba for any a ∈ Ai, b ∈ Aj .
If the characteristic of k is not 2, then the square of an odd-degree element in a
graded-commutative algebra is zero. To avoid confusion we double the grading in
commutative algebras A; the resulting graded algebras A =
⊕
i∈ZA
2i are commu-
tative in either sense.
For example, we make the polynomial algebra k[v1, . . . , vm] graded by setting
deg vi = 2. It then becomes a free graded commutative algebra on m generators
of degree two (free means no relations apart from the graded commutativity). The
exterior algebra Λ[u1, . . . , um] has relations u
2
i = 0 and uiuj = −ujui. We shall
assume deg ui = 1 unless otherwise specified. An exterior algebra is a free graded
commutative algebra if the characteristic of k is not 2.
Bigraded (i.e. Z ⊕ Z-graded) and multigraded (Zm-graded) algebras A are
defined similarly; their homogeneous elements a ∈ A have bidegree bideg a = (i, j) ∈
Z⊕ Z or multidegree mdeg a = i ∈ Zm respectively.
We continue assuming A to be (graded) commutative. The tensor product
M ⊗AN of A-modules M and N is the quotient of a free A-module with generator
set M ×N by the submodule generated by all elements of the following types:
(x+ x′, y)− (x, y)− (x′, y), (x, y + y′)− (x, y)− (x, y′),
(ax, y)− a(x, y), (x, ay)− a(x, y),
where x, x′ ∈ M , y, y′ ∈ N , a ∈ A. For each basis element (x, y), its image in
M ⊗A N is denoted by x⊗ y.
We shall denote the tensor productM⊗kN of k-vector spaces by simplyM⊗N .
For example, if M = N = k[v], then M ⊗N = k[v1, v2].
The tensor product A⊗B of graded-commutative algebras A and B is a graded
commutative algebra, with the multiplication defined on homogeneous elements by
(a⊗ b) · (a′ ⊗ b′) = (−1)deg bdeg a′aa′ ⊗ bb′.
An A-module F is free if it is isomorphic to a direct sum
⊕
i∈I Fi, where each
Fi is isomorphic to A as an A-module. If both A and F are graded then every
Fi is isomorphic to a j-fold suspension s
jA for some j, where sjA is the graded
A-module with (sjA)k = Ak−j . A basis of a free A-module F is a set S of elements
of F such that each x ∈ F can be uniquely written as a finite linear combination of
elements of S with coefficients in A. If A is finitely generated then all bases have
the same cardinality (an exercise), called the rank of F . If S is a basis of a free
A-module F , then for any A-module M a set map S →M extends uniquely to an
A-module homomorphism F →M .
A module P is projective if for any epimorphism of modules p : M → N and
homomorphism f : P → N , there is a homomorphism f ′ : P →M such that pf ′ =
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f . This is described by the following commutative diagram:
M
p // N // 0
P
f
OO
f ′
``❇
❇
❇
❇
Equivalently P is projective if it is a direct summand of a free module (an exercise).
In particular, free modules are projective.
A sequence of homomorphisms of A-modules
· · · −→M1 f1−→M2 f2−→M3 f3−→M4 −→ · · ·
is called an exact sequence if Im fi = Ker fi+1 for all i.
A chain complex is a sequence C∗ = {Ci, ∂i} of A-modules Ci and homomor-
phisms ∂i : Ci → Ci−1 such that ∂i∂i+1 = 0. This is usually written as
· · · −→ Ci+1 ∂i+1−→ Ci ∂i−→ Ci−1 −→ · · ·
The condition ∂i∂i+1 = 0 implies that Im ∂i+1 ⊂ Ker∂i. The elements of Ker ∂ are
called cycles, and the elements of Im ∂ are boundaries. The ith homology group (or
homology module) of C∗ is defined by
Hi(C∗) = Ker ∂i/ Im∂i+1.
A cochain complex is a sequence C∗ = {Ci, di} of A-modules Ci and homo-
morphisms di : Ci → Ci+1 such that didi−1 = 0. This is usually written as
· · · −→ Ci−1 di−1−→ Ci di−→ Ci+1 −→ · · · .
The elements of Ker d are called cocycles, and the elements of Im d are coboundaries.
The ith cohomology group (or cohomology module) of C∗ is defined by
Hi(C∗) = Ker di/ Imdi−1.
A cochain complex may be also viewed as a graded k-vector space C∗ =
⊕
i C
i in
which every graded component Ci is an A-module, together with an A-linear map
d : C∗ → C∗ raising the degree by 1 and satisfying the condition d2 = 0.
Note that a chain complex may be turned to a cochain complex by inverting
the grading (i.e. turning the ith graded component into the (−i)th).
A map of cochain complexes is a graded A-module map f : C∗ → D∗ which
commutes with the differentials. Such a map induces a map in cohomology
f˜ : H(C∗)→ H(D∗), which is also an A-module map.
Let f, g : C∗ → D∗ be two maps of cochain complexes. A cochain homotopy
between f and g is a set of maps s = {si : Ci → Di−1} satisfying the identities
ds+ sd = f − g
(more precisely, di−1si + si+1di = f i − gi). This is described by the following
commutative diagram
· · · // Ci−1 di−1 //
si−1||②②
②②
②②
②②
②

Ci
di //
si||②②
②②
②②
②② fi−gi

Ci+1 //
si+1||②②
②②
②②
②②
②

· · ·
· · · // Di−1
di−1
// Di
di
// Di+1 // · · ·
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If there is a cochain homotopy between f and g, then f and g induce the same map
in cohomology (an exercise). A chain homotopy between maps of chain complexes
is defined similarly.
A differential graded algebra (a dg-algebra for short) is a graded algebra A
together with a k-linear map d : A → A, called the differential, which raises the
degree by one, and satisfies the identity d2 = 0 (so that {Ai, di} is a cochain
complex) and the Leibniz identity
(A.1) d(a · b) = da · b+ (−1)ia · db for a ∈ Ai, b ∈ A.
In order to emphasise the differential, we may display a dg-algebra A as (A, d). Its
cohomology H(A, d) = Ker d/ Im d is a graded algebra (an exercise). Differential
graded algebras whose differential lowers the degree by one are also considered, in
which case homology is a graded algebra.
A quasi-isomorphism between dg-algebras is a homomorphism f : A→ B which
induces an isomorphism in cohomology, f˜ : H(A)
∼=−→ H(B).
Exercises.
A.1.1. If A is a finitely generated algebra, then all bases of a free A-module
have the same cardinality.
A.1.2. A module is projective if and only if it is a direct summand of a free
module.
A.1.3. Prove the following extended version of the 5-lemma. Let
C1 //
f1

C2 //
f2

C3 //
f3

C4 //
f4

C5
f5

D1 // D2 // D3 // D4 // D5
be a commutative diagram with exact rows. Then
(a) if f2 and f4 are monomorphisms and f1 is an epimorphism, then f3 is a
monomorphism;
(b) if f2 and f4 are epimorphisms and f5 is a monomorphism, then f3 is an
epimorphism.
Therefore, is f1, f2, f4, f5 are isomorphisms, then f3 is also an isomorphism.
A.1.4. Cochain homotopic maps between cochain complexes induce the same
maps in cohomology.
A.1.5. The cohomology of a differential graded algebra is a graded algebra.
A.2. Homological theory of graded rings and modules
From now on we assume that A is a commutative finitely generated k-algebra
with unit, graded by nonnegative even numbers (i.e. A =
⊕
i>0A
i) and connected
(i.e. A0 = k). The basic example to keep in mind is A = k[m] = k[v1, . . . , vm]
with deg vi = 2, however we shall need a greater generality occasionally. We also
assume that all A-modules M are nonnegatively graded and finitely generated, and
all module maps are degree-preserving, unless the contrary is explicitly stated.
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A free (respectively, projective) resolution of M is an exact sequence of A-
modules
(A.2) · · · d−→ R−i d−→ · · · d−→ R−1 d−→ R0 →M → 0
in which all R−i are free (respectively, projective) A-modules. A free resolution
exists for every M (an exercise, or see constructions below). The minimal number
p for which there exists a projective resolution (A.2) with R−i = 0 for i > p is
called the projective (or homological) dimension of the module M ; we shall denote
it by pdimAM or simply pdimM . If such p does not exist, we set pdimM = ∞.
The module Mi = Ker[d : R
−i+1 → R−i+2] is called the ith syzygy module for M .
If k is a field and A is as above, then an A-module is projective if and only if it
is free (see Exercise A.2.15), and we therefore need not to distinguish between free
and projective resolutions in this case.
We can convert a resolution (A.2) into a bigraded k-vector spaceR =
⊕
i,j R
−i,j
where R−i,j = (R−i)j is the jth graded component of the module R−i, and the
(−i, j)th component of d acts as d−i,j : R−i,j → R−i+1,j. We refer to the first
grading of R as external ; it comes from the indexing of the terms in the resolution
and is therefore nonpositive by our convention. The second, internal, grading of R
comes from the grading in the modules R−i and is therefore even and nonnegative.
The total degree of an element of R is defined as the sum of its external and internal
degrees. We can view A as a bigraded algebra with trivial first grading (i.e. Ai,j = 0
for i 6= 0 and A0,j = Aj); then R becomes a bigraded A-module.
If we drop the term M in resolution (A.2), then the resulting cochain complex
is exactly R (with respect to its external grading), and we have
H−i,j(R, d) = Kerd−i,j/ Imd−i−1,j = 0 for i > 0,
H0,j(R, d) =M j.
We may view M as a trivial cochain complex 0→M → 0, or as a bigraded module
with trivial external grading, i.e. M i,j = 0 for i 6= 0 and M0,j = M j. Then
resolution (A.2) can be interpreted as a map of cochain complexes of A-modules:
(A.3)
· · · −−−−→ R−i d−−−−→ · · · d−−−−→ R−1 d−−−−→ R0 −−−−→ 0y y y
· · · −−−−→ 0 −−−−→ · · · −−−−→ 0 −−−−→ M −−−−→ 0
or simply as a map (R, d)→ (M, 0) inducing an isomorphism in cohomology.
The Poincare´ series of a graded k-vector space V =
⊕
i V
i whose graded
components are finite-dimensional is given by
F (V ;λ) =
∑
i
(dimk V
i)λi.
Proposition A.2.1. Let (A.2) be a finite free resolution of an A-module, in
which R−i is a free module of rank qi on generators of degrees d1i, . . . , dqii. Then
F (M ;λ) = F (A;λ)
∑
i>0
(−1)i(λd1i + · · ·+ λdqii).
Proof. Since H−i,j(R, d) = 0 for i > 0 and H0,j(R, d) =M j , we obtain∑
i>0
(−1)i dimkR−i,j = dimkM j
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by a basic property of the Euler characteristic. Multiplying by λj and summing up
over j we obtain ∑
i>0
(−1)iF (R−i;λ) = F (M ;λ).
Since each R−i is a free A-module, its Poincare´ series is given by F (R−i;λ) =
F (A;λ)(λd1i + · · ·+ λdqii), which implies the required formula. 
Construction A.2.2 (minimal resolution). Let k be a field, and let M =⊕
i>0M
i be a graded A-module, which is not necessarily finitely generated, but for
which every graded component M i is finite-dimensional as a k-vector space. There
is the following canonical way to construct a free resolution for M .
Take the lowest degree i in which M i 6= 0 and choose a k-vector space basis
in M i. Span an A-submodule M1 by this basis and then take the lowest degree in
which M 6= M1. In this degree choose a k-vector space basis in the complement
of M1, and span a module M2 by this basis and M1. Continuing this process we
obtain a system of generators for M which has a finite number of elements in each
degree, and has the property that images of the generators form a basis of the
k-vector space M ⊗A k = M/(A+ ·M). A system of generators of M obtained in
this way is referred to as minimal (or as a minimal basis).
Now choose a minimal generating set in M and span by its elements a free A-
module R0min. Then we have an epimorphism R
0
min →M . Next we choose a minimal
basis in the kernel of this epimorphism, and span by it a free module R−1min. Then
choose a minimal basis in the kernel of the map R−1min → R0min, and so on. At the
ith step we choose a minimal basis in the kernel of the map d : R−i+1min → R−i+2min
constructed in the previous step, and span a free module R−imin by this basis. As a
result we obtain a free resolution of M , which is referred to as minimal. A minimal
resolution is unique up to an isomorphism.
Proposition A.2.3. For a minimal resolution of M , the induced maps
R−imin ⊗A k→ R−i+1min ⊗A k
are zero for i > 1.
Proof. By construction, the map R0min ⊗k A → M ⊗k A is an isomorphism,
which implies that the kernel of the map R0min → M is contained in A+ · R0min.
Similarly, for each i > 1 the kernel of the map d : R−imin → R−i+1min is contained in
A+ · R−imin, and therefore the image of the same map is contained in A+ · R−i+1min .
This implies that the induced maps R−imin ⊗A k→ R−i+1min ⊗A k are zero. 
Remark. If k = Z then the above described inductive procedure still gives a
minimal basis for an A-module M , but the kernel of the map d : R0min → M may
not be contained in A+ ·R0min, and the induced map R−1min⊗A Z→ R0min ⊗A Z may
be nonzero.
Construction A.2.4 (Koszul resolution). Let A = k[v1, . . . , vm] and M = k
with the A-module structure given by the augmentation map sending each vi to
zero. We turn the tensor product
E = Em = Λ[u1, . . . , um]⊗ k[v1, . . . , vm]
A.2. HOMOLOGICAL THEORY OF GRADED RINGS AND MODULES 393
into a bigraded differential algebra by setting
(A.4)
bideg ui = (−1, 2), bideg vi = (0, 2),
dui = vi, dvi = 0
and requiring d to satisfy the Leibniz identity (A.1). Then (E, d) together with the
augmentation map ε : E → k defines a cochain complex of k[m]-modules
(A.5) 0→ Λm[u1, . . . , um]⊗ k[v1, . . . , vm] d−→ · · ·
d−→ Λ1[u1, . . . , um]⊗ k[v1, . . . , vm] d−→ k[v1, . . . , vm] ε−→ k→ 0,
where Λi[u1, . . . , um] is the subspace of Λ[u1, . . . , um] generated by monomials of
length i. We shall show that the complex above is an exact sequence, or equivalently,
that ε : (E, d)→ [k, 0] is a quasi-isomorphism. There is an obvious inclusion η : k→
E such that εη = id. To finish the proof we shall construct a cochain homotopy
between id and ηε, that is, a set of k-linear maps s = {s−i,2j : E−i,2j → E−i−1,2j}
satisfying the identity
(A.6) ds+ sd = id− ηε.
For m = 1 we define the map s1 : E
0,∗
1 = k[v]→ E−1,∗1 by the formula
s1(a0 + a1v + · · ·+ ajvj) = u(a1 + a2v + · · ·+ ajvj−1).
Then for f = a0 + a1v + · · · + ajvj ∈ E0,∗1 we have ds1f = f − a0 = f − ηεf
and s1df = 0. On the other hand, for uf ∈ E−1,∗1 we have s1d(uf) = uf and
ds1(uf) = 0. In any case (A.6) holds. Now we may assume by induction that
for m = k − 1 the required cochain homotopy sk−1 : Ek−1 → Ek−1 is already
constructed. Since Ek = Ek−1 ⊗ E1, εk = εk−1 ⊗ ε1 and ηk = ηk−1 ⊗ η1, a direct
calculation shows that the map
sk = sk−1 ⊗ id + ηk−1εk−1 ⊗ s1
is a cochain homotopy between id and ηkεk.
Since Λi[u1, . . . , um]⊗ k[m] is a free k[m]-module, (A.5) is a free resolution for
the k[m]-module k. It is known as the Koszul resolution. It can be shown to be
minimal (an exercise).
Let (A.2) be a projective resolution of an A-module M , and N is another
A-module. Applying the functor ⊗AN to (A.3) we obtain a homomorphism of
cochain complexes
(R⊗A N, d)→ (M ⊗A N, 0),
which does not induce a cohomology isomorphism in general. The (−i)th graded
cohomology module of the cochain complex
(A.7) · · · → R−i ⊗A N → · · · → R−1 ⊗A N → R0 ⊗A N → 0
is denoted by Tor−iA (M,N). We shall also consider the bigraded A-module
TorA(M,N) =
⊕
i,j>0
Tor−i,jA (M,N)
where Tor−i,jA (M,N) is the jth graded component of Tor
−i
A (M,N)
The following properties of Tor−iA (M,N) are well-known (see e.g. [203]).
Theorem A.2.5.
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(a) The module Tor−iA (M,N) does not depend, up to isomorphism, on a choice
of resolution (A.2);
(b) Tor−iA ( · , N) and Tor−iA (M, · ) are covariant functors;
(c) Tor0A(M,N) =M ⊗A N ;
(d) Tor−iA (M,N)
∼= Tor−iA (N,M);
(e) An exact sequence of A-modules
0 −→M1 −→M2 −→M3 −→ 0
induces the following long exact sequence:
· · · −→ Tor−iA (M1, N) −→ Tor−iA (M2, N) −→ Tor−iA (M3, N) −→ · · ·
· · · −→ Tor−1A (M1, N) −→ Tor−1A (M2, N) −→ Tor−1A (M3, N)
−→ Tor0A(M1, N) −→ Tor0A(M2, N) −→ Tor0A(M3, N) −→ 0.
In the case N = k the Tor-modules can be read from a minimal resolution of
M as follows:
Proposition A.2.6. Let k be a field, and let (A.2) be a minimal resolution of
an A-module M . Then
Tor−iA (M,k)
∼= R−imin ⊗A k,
dimk Tor
−i
A (M,k) = rankR
−i
min.
Proof. Indeed, the differentials in the cochain complex
· · · −→ R−imin ⊗A k −→ · · · −→ R−1min ⊗A k −→ R0min ⊗A k −→ 0
are all trivial by Proposition A.2.3. 
Corollary A.2.7. Let k be a field, and let M be a A-module. Then
pdimM = max
{
i : Tor−iA (M,k) 6= 0
}
.
Corollary A.2.8. If k is a field, then pdimM 6 m for any k[v1, . . . , vm]-
module M .
Proof. By the previous corollary and Theorem A.2.5 (d),
pdimM = max
{
i : Tor−i
k[m](M,k) 6= 0
}
= max
{
i : Tor−i
k[m](k,M) 6= 0
}
.
Using the Koszul resolution for the k[m]-module k we obtain
Tor−i
k[m](k,M) = H
−i
(
Λ[u1, . . . , um]⊗ k[m]⊗k[m] M,d
)
= H−i
(
Λ[u1, . . . , um]⊗M,d
)
.
Therefore,
pdimM = max
{
i : Tor−i
k[m](k,M) 6= 0
}
6 max
{
i : Λi[u1, . . . , um]⊗M 6= 0
}
= m.

Example A.2.9. Let A = k[v1, . . . , vm] and M = N = k. By the minimality
of the Koszul resolution,
Tork[v1,...,vm](k,k) = Λ[u1, . . . , um]
and pdimA k = m.
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We note that in general there is no canonical way to define a multiplica-
tion in TorA(M,N), even if both M and N are A-algebras rather than just A-
modules. However, in the particular case when A = k[m], M is an algebra with
a unit and N = k there is the following canonical way to define a product in
TorA(M,N), extending the previous example. We consider the differential bigraded
algebra (Λ[u1, . . . , um]⊗M,d) whose bigrading and differential are defined similarly
to (A.4):
(A.8)
bideg ui = (−1, 2), bideg x = (0, deg x) for x ∈M,
dui = vi · 1, dx = 0
(here vi · 1 is the element of M obtained by applying vi ∈ k[m] to 1 ∈ M , and we
identify ui with ui ⊗ 1 and x with 1 ⊗ x for simplicity). Using the fact that the
cohomology of a differential graded algebra is a graded algebra we obtain:
Lemma A.2.10. Let M be a graded k[v1, . . . , vm]-algebra. Then Tork[m](M,k)
is a bigraded k-algebra whose product is defined via the isomorphism
Tork[v1,...,vm]
(
M,k
) ∼= H(Λ[u1, . . . , um]⊗M,d).
Proof. Using the Koszul resolution in the definition of Tork[m](k,M) and
Theorem A.2.5 (d) we calculate
Tork[m](M,k) ∼= Tork[m](k,M)
= H
(
Λ[u1, . . . , um]⊗ k[m]⊗k[m] M,d
) ∼= H(Λ[u1, . . . , um]⊗M,d). 
The algebra
(
Λ[u1, . . . , um] ⊗ M,d
)
is known as the Koszul algebra (or the
Koszul complex ) of M .
Remark. Lemma A.2.10 holds also in the case when M does not have unit
(e.g., when it is a graded ideal in k[m]). In this case formula (A.8) for the differential
needs to be modified as follows:
d(uix) = vi · x, dx = 0 for x ∈M.
We finish this discussion of Tork[m](M,k) by mentioning an important conjec-
ture of commutative homological algebra.
Conjecture A.2.11 (Horrocks, see [46, p. 453]). Let M be a graded
k[v1, . . . , vm]-module such that dimkM <∞, where k is a field. Then
dimk Tor
−i
k[v1,...,vm]
(M,k) >
(
m
i
)
.
It is sometimes formulated in a weaker form:
Conjecture A.2.12 (weak Horrocks’ Conjecture). Let M be a graded
k[v1, . . . , vm]-module such that dimkM <∞, where k is a field. Then
dimk Tork[v1,...,vm](M,k) > 2
m.
If the algebra A is not necessarily commutative, then TorA(M,N) is defined for
a right A-module M and a left A-module N in the same way as above. However,
in this case TorA(M,N) is no longer an A-module, and is just a k-vector space. If
both M and N are A-bimodules, then TorA(M,N) is an A-bimodule itself.
The construction of Tor can also be extended to the case of differential graded
modules and algebras, see Section B.4.
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In the standard notation adopted in the algebraic literature, the modules in a
resolution (A.2) are numbered by nonnegative rather than nonpositive integers:
· · · d−→ Ri d−→ · · · d−→ R1 d−→ R0 →M → 0.
In this notation, the ith Tor-module is denoted by TorAi (M,N), i > 0 (note
that (A.7) becomes a chain complex, and TorA∗ (M,N) is its homology). Therefore,
the two notations are related by
Tor−iA (M,N) = Tor
A
i (M,N).
Applying the functor HomA( , N) to (A.3) (with R
−i replaced by Ri) we obtain
the cochain complex
0→ HomA(R0, N)→ HomA(R1, N)→ · · · → HomA(Ri, N)→ · · · .
Its ith cohomology module is denoted by ExtiA(M,N).
The properties of the functor Ext are similar to those given by Theorem A.2.5
for Tor, with the exception of (d):
Theorem A.2.13.
(a) The module ExtiA(M,N) does not depend, up to isomorphism, on a choice
of resolution (A.2);
(b) ExtiA( · , N) is a contravariant functor, and ExtiA(M, · ) is a covariant
functor;
(c) Ext0A(M,N) = HomA(M,N);
(d) An exact sequence of A-modules
0 −→M1 −→M2 −→M3 −→ 0
induces the following long exact sequence:
0 −→ Ext0A(M3, N) −→ Ext0A(M2, N) −→ Ext0A(M1, N)
−→ Ext1A(M3, N) −→ Ext1A(M2, N) −→ Ext1A(M1, N) −→ · · ·
· · · −→ ExtiA(M3, N) −→ ExtiA(M2, N) −→ ExtiA(M1, N) −→ · · · ;
(e) An exact sequence of A-modules
0 −→ N1 −→ N2 −→ N3 −→ 0
induces the following long exact sequence:
0 −→ Ext0A(M,N1) −→ Ext0A(M,N2) −→ Ext0A(M,N3)
−→ Ext1A(M,N1) −→ Ext1A(M,N2) −→ Ext1A(M,N3) −→ · · ·
· · · −→ ExtiA(M,N1) −→ ExtiA(M,N2) −→ ExtiA(M,N3) −→ · · · .
Exercises.
A.2.14. Show that a free resolution exists for every A-module M . (Hint: use
the fact that every module is the quotient of a free module.)
A.2.15. If k is a field and A = k[m], then every projective graded A-module
is free (hint: see [203, Lemma VII.6.2]). This is also true in the ungraded case,
but is much harder to prove (a theorem of Quillen and Suslin, settling the famous
problem of Serre). More generally, if A is a finitely generated nonnegatively graded
commutative connected algebra over a field k, then every projective A-module is
A.3. COHEN–MACAULAY ALGEBRAS 397
free (see [106, Theorem A3.2]). Give an example of a projective module over a ring
which is not free.
A.2.16. The Koszul resolution is minimal.
A.3. Regular sequences and Cohen–Macaulay algebras
Cohen–Macaulay algebras and modules play an important role in commutative
algebra, algebraic geometry and combinatorics. Their definition uses the notion
of a regular sequence (see Definition A.3.1 below), which also plays an important
role in algebraic topology, namely in the construction of new cohomology theories
(see [191] and Appendix, Section E.3). In the case of finitely generated algebras
over a field k, an algebra is Cohen–Macaulay if and only if it is a free module of
finite rank over a polynomial subalgebra.
Here we consider nonnegatively evenly graded finitely generated commutative
connected algebras A over a field k and finitely generated nonnegatively graded
A-modules M (the case k = Z requires extra care, and is treated separately in
some particular cases in the main chapters of the book). The positive part A+ is
the unique homogeneous maximal ideal of A, and the results we discuss here are
parallel to those from the homological theory of Noetherian local rings (we refer
to [45, Chapters 1–2] or [106, Chapter 19] for the details).
Given a sequence of elements t = (t1, . . . , tk) of A, we denote by A/t the
quotient of A by the ideal generated by t , and denote by M/tM the quotient of M
by the submodule t1M + · · · + tkM . An element t ∈ A is called a zero divisor on
M if tx = 0 for some nonzero x ∈M . An element t ∈ A is not a zero divisor on M
if and only if the map M
t−→M given by multiplication by t is injective.
Definition A.3.1. Let M be an A-module. A homogeneous sequence t =
(t1, . . . , tk) ∈ H(A+) is called an M -regular sequence if ti+1 is not a zero divisor on
M/(t1M + · · ·+ tiM) for 0 6 i < k. We often refer to A-regular sequences simply
as regular.
The importance of regular sequences in homological algebra builds on the funda-
mental fact that an exact sequence of modules remains exact after taking quotients
by a regular sequence:
Proposition A.3.2. Assume given an exact sequence of A-modules:
· · · −→ Si fi−→ Si−1 fi−1−→ · · · f1−→ S0 f0−→ M → 0
If t is an M -regular and Si-regular sequence for all i > 0, then
· · · → Si/tSi fi−→ Si−1/tSi−1 fi−1−→ · · · f1−→ S0/tS0 f0−→ M/tM → 0
is an exact sequence of A/t-modules.
Proof. Using induction we reduce the statement to the case when t consists
of a single element t. Since
Si/tSi = Si ⊗A (A/t),
and ⊗A(A/t) is a right exact functor, it is enough to verify exactness of the
quotient sequence starting from the term S1/tS1.
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Consider the following fragment of the quotient sequence (i > 1):
Si+1/tSi+1
fi+1−→ Si/tSi fi−→ Si−1/tSi−1 fi−1−→ Si−2/tSi−2
(where we denote S−1 = M). For any element x ∈ Si we denote by x its residue
class in Si/tSi. Let f i(x) = 0, then fi(x) = ty for some y ∈ Si−1 and tfi−1(y) = 0.
Since t is Si−2-regular, we have fi−1(y) = 0. Hence, there is x
′ ∈ Si such that
y = fi(x
′). This implies that fi(x − tx′) = 0. Therefore, x− tx′ ∈ fi+1(Si+1) and
x ∈ f i+1(Si+1/tSi+1). Thus, the quotient sequence is exact. 
The following proposition is often used as the definition of regular sequences:
Proposition A.3.3. A sequence t1, . . . , tk ∈ H(A+) is M -regular if and only
if M is a free (not necessarily finitely generated) k[t1, . . . , tk]-module.
Proof. If M is a free k[t1, . . . , tk]-module, then M/(t1M + · · ·+ ti−1M) is a
free k[ti, . . . , tk]-module, which implies that ti is M/(t1M + · · · + ti−1M)-regular
for 1 6 i 6 k. Therefore, t1, . . . , tk is an M -regular sequence.
Conversely, let t = (t1, . . . , tk) be an M -regular sequence. Consider a mini-
mal resolution (Rmin, d) for the k[t ]-module M . Then, by Proposition A.3.2, the
sequence of k-modules
· · · −→ R−1min/tR−1min −→ R0min/tR0min −→M/tM −→ 0
is exact. Note that R−imin/tR
−i
min = R
−i
min ⊗k[t ] k. Since the resolution is minimal,
the map R0min ⊗k[t ] k→M ⊗k[t] k is an isomorphism. Hence, R−imin ⊗k[t] k = 0 for
i > 0, which implies that R−imin = 0. Thus, R
0
min →M is an isomorphism, i.e. M is
a free k[t ]-module. 
The following is a direct corollary of Proposition A.3.3:
Proposition A.3.4. The property of being a regular sequence does not depend
on the order of elements in t = (t1, . . . , tk).
Lemma A.3.5. Let t be a sequence of elements of A which is A-regular and
M -regular. Then
Tor−iA (M,k) = Tor
−i
A/t (M/tM,k).
Proof. Applying Proposition A.3.2 to a minimal resolution of M , we obtain
a minimal resolution of the A/t-module M/tM . The rest follows from Proposi-
tion A.2.6. 
An M -regular sequence is maximal if it is not contained in an M -regular se-
quence of greater length.
Theorem A.3.6 (D. Rees). All maximal M -regular sequences in A have the
same length given by
(A.9) depthAM = min
{
i : ExtiA(k,M) 6= 0
}
.
This number given by (A.9) is referred to as the depth of M ; the simplified
notation depthM will be used whenever it creates no confusion. The proof of
Theorem A.3.6 uses the following fact:
Lemma A.3.7. Let t = (t1, . . . , tn) ∈ H(A+) be a M -regular sequence. Then
ExtnA(k,M)
∼= HomA(k,M/tM).
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Proof. We use induction on n. The case n = 0 is tautological. It follows from
Lemma A.3.4 that tn is an M -regular element, so we have the exact sequence
0 −→M ·tn−→M −→M/tnM −→ 0.
The map ExtiA(k,M) → ExtiA(k,M) induced by multiplication by tn is zero (an
exercise). Therefore, the second long exact sequence for Ext induced by the short
exact sequence above splits into short exact sequences of the form
0 −→ Extn−1A (k,M) −→ Extn−1A (k,M/tnM) −→ ExtnA(k,M) −→ 0.
Let t ′ = (t1, . . . , tn−1). By induction,
Extn−1A (k,M)
∼= HomA(k,M/t ′M) = 0,
where the latter identity follows from Exercise A.3.17, since tn is M/t
′M -regular.
Now the exact sequence above implies that
ExtnA(k,M)
∼= Extn−1A (k,M/tnM) ∼= HomA(k,M/tM),
where the latter identity follows by induction. 
Proof of Theorem A.3.6. Let t = (t1, . . . , tn) be a maximal M -regular se-
quence. Then, by Lemma A.3.7 and Exercise A.3.17,
ExtnA(k,M)
∼= HomA(k,M/tM) 6= 0,
as A does not contain an M/tM -regular element. On the other hand,
ExtiA(k,M)
∼= HomA
(
k,M/(t1M + · · ·+ tiM)
)
= 0
for i < n, since ti+1 is M/(t1M + · · ·+ tiM)-regular. 
The following fundamental result relates the depth to the projective dimension:
Theorem A.3.8 (Auslander–Buchsbaum). Let M 6= 0 be an A-module such
that pdimM <∞. Then
pdimM + depthM = depthA.
Proof. First let depthA = 0. Assume that pdimM = p > 0. Consider the
minimal resolution for M (which is finite by hypothesis):
0→ R−pmin
dp−−−−→ R−p+1min −−−−→ · · · −−−−→ R0min −−−−→ M → 0.
Since depthA = 0, we have HomA(k, A) = Ext
0
A(k, A) 6= 0 by Theorem A.3.6, i.e.
there is a monomorphism of A-modules i : k→ A. In the commutative diagram
R−p ⊗A k dp⊗Ak−−−−→ R−p+1 ⊗A k
id⊗Ai
y yid⊗Ai
R−p
dp−−−−→ R−p+1
the maps dp and id⊗A i are injective (the latter because the module R−p is free).
Hence dp⊗A k is also injective, which contradicts minimality of the resolution. We
obtaine pdimM = 0, i.e. M is a free A-module and depthM = depthA = 0.
Now let depthA > 0. Assume that depthM = 0. Consider the first syzygy
module M1 = Ker[R
0 → M ] for M . It follows from (A.9) and the exact sequence
for Ext that depthM1 = 1. Since pdimM1 = pdimM −1, it is enough to prove the
Auslender–Buchsbaum formula for the module M1. Hence, we may assume that
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depthM > 0. This implies that there is an element t ∈ A which is A-regular and
M -regular (an exercise). Then
depthA/tA/t = depthAA− 1, depthA/tM/tM = depthAM − 1
by the definition of depth, and
pdimA/tM/tM = pdimAM
by Corollary A.2.7 and Lemma A.3.5. Now we finish by induction on depthA. 
The dimension of A, denoted dimA, is the maximal number of elements of A
algebraically independent over k. The dimension of an A-module M is dimM =
dim(A/AnnM), where AnnM = {a ∈ A : aM = 0} is the annihilator of M .
Definition A.3.9. A sequence t1, . . . , tn of algebraically independent homoge-
neous elements of A is called a homogeneous system of parameters (briefly hsop) for
M if dimM/(t1M+· · ·+tnM) = 0. Equivalently, t1, . . . , tn is an hsop if n = dimM
and M is a finitely-generated k[t1, . . . , tn]-module.
An hsop consisting of linear elements (i.e. elements of lowest positive degree 2)
is referred to as a linear system of parameters (briefly lsop).
The following result (due to Hilbert) is a graded version of the well-known
Noether Normalisation Lemma:
Theorem A.3.10 ([45, Theorem 1.5.17]). An hsop exists for any A-module M .
If k is an infinite field and A is generated by degree-two elements, then a lsop can
be chosen for M .
It is easy to see that a regular sequence consists of algebraically independent
elements, which implies that depthM 6 dimM .
Definition A.3.11. M is a Cohen–Macaulay A-module if depthM = dimM ,
that is, if A contains an M -regular sequence t1, . . . , tn of length n = dimM . If A
is a Cohen–Macaulay A-module, then it is called a Cohen–Macaulay algebra.
By Proposition A.3.13, A is a Cohen–Macaulay algebra if and only if it is a free
finitely generated module over a polynomial subalgebra.
Proposition A.3.12. LetM be a Cohen–Macaulay A-module. Then a sequence
t = (t1, . . . , tk) ∈ H(A+) is M -regular if and only if it is a part of an hsop for M .
Proof. Let dimM = n. Assume that t is an M -regular sequence. The fact
that ti is an M/(t1M + · · ·+ ti−1M)-regular element implies that
dimM/(t1M + · · ·+ tiM) = dimM/(t1M + · · ·+ ti−1M)− 1, i = 1, . . . , k
(an exercise). Therefore, dimM/tM = n− k, i.e. t is a part of an hsop for M .
For the other direction, see [45, Theorem 2.1.2 (c)]. 
In particular, any hsop in a Cohen–Macaulay algebra A is regular.
Proposition A.3.13. An algebra is Cohen–Macaulay if and only if it is a free
finitely generated module over a polynomial subalgebra.
Proof. Assume that A is Cohen–Macaulay and dimA = n. Then there is a
regular sequence t = (t1, . . . , tn) in A. By the previous proposition, t is an hsop, so
that dimA/t = 0 and therefore A is a finitely generated k[t1, . . . , tn]-module. This
module is also free by Proposition A.3.3.
A.3. COHEN–MACAULAY ALGEBRAS 401
On the other hand, if A is free finitely generated over k[t1, . . . , tn] where
t1, . . . , tn ∈ A, then dimA = n and t1, . . . , tn is a regular sequence by Proposi-
tion A.3.3, so that A is Cohen–Macaulay. 
Proposition A.3.14. If A is Cohen–Macaulay with an lsop t = (t1, . . . , tn),
then there is the following formula for the Poincare´ series of A:
F (A;λ) =
F
(
A/(t1, . . . , tn);λ
)
(1− λ2)n ,
where F (A/(t1, . . . , tn);λ) is a polynomial with nonnegative integer coefficients.
Proof. Since A is a free finitely generated module over k[t1, . . . , tn], we have
an isomorphism of k-vector spaces A ∼= (A/t) ⊗ k[t1, . . . , tn]. Calculating the
Poincare´ series of both sides yields the required formula. 
Remark. If A is generated by its elements a1, . . . , an of positive degrees
d1, . . . , dn respectively, then it may be shown that the Poincare´ series of A is a
rational function of the form
F (A;λ) =
P (λ)
(1 − λd1)(1 − λd2) · · · (1− λdn) ,
where P (λ) is a polynomial with integer coefficients. However, in general the poly-
nomial P (λ) cannot be given explicitly, and some of its coefficients may be negative.
Exercises.
A.3.15. An M -regular sequence consists of algebraically independent elements.
A.3.16. The map ExtiA(k,M)→ ExtiA(k,M) induced by multiplication by an
element x ∈ H(A+) is zero.
A.3.17. The following conditions are equivalent for an A-module M :
(a) Every element of H(A+) is a zero divisor on M , i.e. depthM = 0;
(b) HomA(k,M) 6= 0.
(Hint: show that if H(A+) consists of zero divisors on M then the ideal A+ anni-
hilates a homogeneous element of M , see [106, Corollary 3.2].)
A.3.18. Let depthA > 0, let M be an A-module with depthM = 0, and let
M1 = Ker[R
0 →M ] be the first syzygy module for M . Then depthM1 = 1.
A.3.19. If depthA > 0 and depthM > 0, then there exists an element t ∈ A
which is A-regular and M -regular.
A.3.20. Theorem A.3.8 does not hold if pdimM =∞.
A.3.21. Show that dimA = 0 if and only if A is finite-dimensional as a k-vector
space. Is it true that depthA = 0 implies that dimkA is finite?
A.3.22. Give an example of an algebra A over a field k of finite characteristic
which is generated by linear elements, but does not have an lsop.
A.3.23. A regular sequence consists of algebraically independent elements.
A.3.24. If t ∈ H(A+) is an M -regular element, then dimM/tM = dimM − 1.
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A.3.25. Let k = Z. Show that if A is a free finitely generated module over a
polynomial subalgebra Z[t1, . . . , tk] then ti+1 is not a zero divisor on A/(t1, . . . , ti)
for 0 6 i < k, but the converse is not true. Therefore, the two possible definitions
of a regular sequence over Z do not agree. (The reason why Proposition A.3.13
fails over Z is that minimal resolutions do not have the required good properties,
see the remark after Construction A.2.2.)
A.4. Formality and Massey products
Here we develop the algebraic formalism used in rational homotopy theory. We
work with dg-algebras A =
⊕
i>0A
i over a field k of zero characteristic (usually R
or Q). We do not assume A to be finitely generated. Commutativity of dg-algebras
is always understood in the graded sense.
A dg-algebra A is called homologically connected if H0(A, d) = k.
Recall that a homomorphism between dg-algebras (A, dA) and (B, dB) is a
k-linear map f : A → B which preserves degrees, i.e. f(Ai) ⊂ Bi, and satisfies
f(ab) = f(a)f(b) and dBf(a) = f(dAa) for all a, b ∈ A. Such a homomorphism
induces a homomorphism f˜ : H(A, dA) → H(B, dB) of cohomology algebras. We
refer to f as a quasi-isomorphism if f˜ is an isomorphism. The equivalence relation
generated by quasi-isomorphisms of dg-algebras is referred to as weak equivalence.
Since quasi-isomorphisms are often not invertible, a weak equivalence between A
and B implies only the existence of a zigzag of quasi-isomorphisms of the form
A← A1 → A2 ← A3 → · · · ← Ak → B.
A dg-algebra B weakly equivalent to A is called a model of A. The above ‘long’
zigzag of quasi-isomorphisms can be reduced to a ‘short’ zigzag A←M → B using
the notion of a minimal model.
Definition A.4.1. A commutative dg-algebraM =
⊕
i>0M
i is calledminimal
(in the sense of Sullivan) if the following three conditions are satisfied:
(a) M0 = k and d(M0) = 0;
(b) M is a free commutative dg-algebra, i.e.
M = Λ[xk : deg xk is odd]⊗ k[xk : deg xk is even],
there are only finitely many generators in each degree, and
deg xk 6 deg xl for k 6 l;
(c) dxk is a polynomial on generators x1, . . . , xk−1, for each k > 1 (this is
called the nilpotence condition on d).
Clearly, a minimal dg-algebraM is simply connected (i.e. H1(M,d) = 0) if and
only if M1 = 0. In this case deg xk > 2 for each k, and the nilpotence condition is
equivalent to the decomposability of d, i.e.
d(M) ⊂M+ ·M+,
where M+ is the subspace generated by elements of positive degree. For non-
simply connected dg-algebras decomposability does not imply nilpotence: the alge-
bra Λ[x, y], deg x = deg y = 1, with dx = 0, dy = xy is not minimal.
Definition A.4.2. A minimal dg-algebra M is called a minimal model for a
commutative dg-algebra A if there is a quasi-isomorphism h : M → A.
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Theorem A.4.3.
(a) For each homologically connected commutative dg-algebra A satisfying the
condition dimHi[A] < ∞ for all i, there exists a minimal model MA,
which is unique up to isomorphism.
(b) A homomorphism of commutative dg-algebras f : A→ B lifts to a homo-
morphism f̂ : MA →MB closing the commutative diagram
MA
f̂−−−−→ MB
hA
y yhB
A
f−−−−→ B.
(c) If f is a quasi-isomorphism, then f̂ is an isomorphism.
Remark. Minimal models can be also defined for dg-algebras A which do not
satisfy the finiteness condition dimHi[A] <∞, but we shall not need this.
This theorem is due to Sullivan (simply connected case) and Halperin (general).
A proof can be found in [194, Theorem II.6] or [112, §12].
Corollary A.4.4. A weak equivalence between two commutative dg-algebras
A,B satisfying the condition of Theorem A.4.3 can be represented by a ‘short’ zigzag
A←M → B of quasi-isomorphisms, where M is the minimal model for A (or B).
Definition A.4.5. A dg-algebra is A called formal if it is weakly equivalent
to its cohomology H [A] (viewed as a dg-algebra with zero differential).
Corollary A.4.6. A commutative dg-algebra A with the minimal model MA
is formal if and only if MA in formal. In this case there is a zigzag of quasi-
isomorphisms A←MA → H [A].
If A is formal with minimal model MA, then the minimal model can be recov-
ered from the cohomology algebra H [A] using an inductive procedure.
Remark. Even if A is formal, the zigzag A←MA → H [A] usually cannot be
reduced to a single quasi-isomorphism A→ H [A] or H [A]→ A.
Example A.4.7. Let M be a dg-algebra with three generators a1, a2, a3 of
degree 1 and differential given by
da1 = da2 = 0, da3 = a1a2.
This M is minimal, but nor formal. Indeed the first degree cohomology H1[M ] is
generated by the classes α1, α2 corresponding to the cocycles a1, a2, and we have
α1α2 = 0. Assume there is a quasi-isomorphism f : M → H [M ]; then we have
f(a3) = k1α1 + k2α2 for some k1, k2 ∈ k. This implies that f(a1a3) = 0, which is
impossible since a1a3 represents a nontrivial cohomology class.
We next review Massey products, which provide a simple and effective tool for
establishing nonformality of a dg-algebra. Massey products constitute a series of
higher-order operations (or brackets) in the cohomology of a dg-algebra, with the
second-order operation coinciding with the cohomology multiplication, while the
higher-order brackets are only defined for certain tuples of cohomology classes. We
shall only consider triple (third-order) Massey products here.
404 A. COMMUTATIVE AND HOMOLOGICAL ALGEBRA
Construction A.4.8 (triple Massey product). Let A be a dg-algebra, and let
α1, α2, α3 be three cohomology classes such that α1α2 = α2α3 = 0 in H [A]. Choose
their representing cocycles ai ∈ Aki , i = 1, 2, 3. Since the pairwise cohomology
products vanish, there are elements a12 ∈ Ak1+k2−1 and a23 ∈ Ak2+k3−1 such that
da12 = a1a2 and da23 = a2a3.
Then one easily checks that
(−1)k1+1a1a23 + a12a3
is a cocycle in Ak1+k2+k3−1. Its cohomology class is called a (triple)Massey product
of α1, α2 and α3, and denoted by 〈α1, α2, α3〉.
More precisely, the Massey product 〈α1, α2, α3〉 is the set of all elements in
Hk1+k2+k3−1[A] obtained by the above procedure. Since there are choices of a12
and a23 involved, the set 〈α1, α2, α3〉 may consist of more than one element. In
fact, a12 is defined up to addition of a cocycle in A
k1+k2−1, and a23 is defined up
to a cocycle in Ak2+k3−1. Therefore, any two elements in 〈α1, α2, α3〉 differ by an
element of the subset
α1 ·Hk2+k3−1[A] + α3 ·Hk1+k2−1[A] ⊂ Hk1+k2+k3−1[A],
which is called the indeterminacy of the Massey product 〈α1, α2, α3〉.
A Massey product 〈α1, α2, α3〉 is called trivial (or vanishing) if it contains
zero. Clearly, a Massey product 〈α1, α2, α3〉 is trivial if and only if its image in the
quotient algebra H [A]/(α1, α3) is zero.
Proposition A.4.9. Let f : A → B be a quasi-isomorphism of dg-algebras.
Then all Massey products in H [A] are trivial if and only they are all trivial in H [B].
Proof. Assume that all Massey products in H [B] are trivial. Let 〈α1, α2, α3〉
be a Massey product in H [A]. We define elements a1, a2, a3, a12, a23 ∈ A as in
Construction A.4.8, and set bi = f(ai), bij = f(aij). Let βi denote the cohomology
class corresponding to the cocycle bi. Since β1β2 = f˜(α1α2) = 0 and β2β3 = 0, the
Massey product 〈β1, β2, β3〉 is defined. By the assumption, 0 ∈ 〈β1, β2, β3〉. This
means that we may choose b′12, b
′
23 ∈ B in such a way that
b1b2 = db
′
12, b2b3 = db
′
23, and (−1)k1+1b1b′23 + b′12b3 = db123
for some b123 ∈ Bk1+k2+k3−2. Since db12 = b1b2, we have d(b′12 − b12) = 0. Since
f : A → B is a quasi-isomorphism, there is a cocycle c12 ∈ A such that f(c12) =
b′12 − b12, and similarly there is a cocycle c23 ∈ A such that f(c23) = b′23 − b23. Set
a′12 = a12 + c12, a
′
23 = a23 + c23.
Then da′12 = da12 = a1a2 and similarly da
′
23 = a2a3. Therefore, the cohomology
class of c = (−1)k1+1a1a′23 + a′12a3 is a Massey product of α1, α2, α3. Then
f(c) = (−1)k1+1b1b′23 + b′12b3 = db123.
Since f is a quasi-isomorphism, c is a coboundary, i.e. c = da123 for some a123 ∈ A.
Therefore, the Massey product 〈α1, α2, α3〉 is trivial.
The fact that the triviality of Massey products in H [A] implies their triviality
in H [B] is proved similarly (an exercise). 
Corollary A.4.10. If a dg-algebra A is formal, then all Massey products in
H [A] are trivial.
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Proof. Apply Proposition A.4.9 to a zigzag A ← · · · → H [A] of quasi-
isomorphisms and use that fact that all Massey products for the dg-algebra H [A]
with zero differential are trivial. 
Exercises.
A.4.11. Let A → B be a quasi-isomorphism of dg-algebras. Show that the
triviality of Massey products in H [A] implies their triviality in H [B].
A.4.12. Find a nontrivial Massey product in the cohomology of the dg-algebra
of Example A.4.7.

APPENDIX B
Algebraic topology
B.1. Homotopy and homology
Here we collect the basic constructions and facts, with almost no proofs. For
the details the reader is referred to standard sources on algebraic topology, such
as [115], [151] or [248]. Unlike the other appendices, we do not include exercises
here, as there would be too many of them.
All spaces here are topological spaces, and all maps are continuous. We denote
by k a commutative ring with unit (usually Z or a field; in fact an abelian group is
enough until we start considering the multiplication in cohomology).
Basic homotopy theory. Two maps f, g : X → Y of spaces are homotopic
(denoted by f ≃ g) if there is a map F : X × I → Y (where I = [0, 1] is the unit
interval) such that F |X×0 = f and F |X×1 = g. We denote the map F |X× t : X → Y
by Ft, for t ∈ I. Homotopy is an equivalence relation, and we denote by [X,Y ] the
set of homotopy classes of maps from X to Y .
Two spaces X and Y are homotopy equivalent if there are maps f : X → Y and
g : Y → X such that g ◦ f and f ◦ g are homotopic to the identity maps of X and
Y respectively. The homotopy type of a space X is the class of spaces homotopy
equivalent to X .
A space X is contractible if it is homotopy equivalent to a point.
A pair (X,A) of spaces consists of a space X and its subspace A. A map of
pairs f : (X,A)→ (Y,B) is a continuous map f : X → Y such that f(A) ⊂ B.
A pointed space (or based space) is a pair (X, pt) where pt is a point of X , called
the basepoint. We denote by X+ the pointed space (X ⊔ pt , pt), where X ⊔ pt is X
with a disjoint point added. A map of pointed spaces (or pointed map) is a map of
pairs (X, pt)→ (Y, pt). We denote a pointed space (X, pt) simply by X whenever
the choice of the basepoint is clear or irrelevant. Given two pointed spaces (X, pt)
and (Y, pt), their wedge (or bouquet) is defined as the pointed space X∨Y obtained
by attaching X and Y at the basepoints. Then X ∨ Y is contained as a pointed
subspace in the product X × Y , and the quotient X ∧ Y = (X × Y )/(X ∨ Y ) is
called the smash product of X and Y .
For any pointed space (X, pt) the set of homotopy classes of pointed maps
(Sk, pt)→ (X, pt) (where Sk is a k-dimensional sphere, k > 0) is a group for k > 0,
which is called the kth homotopy group of (X, pt) and denoted by πk(X, pt) or sim-
ply πk(X). We have that π0(X) is the set of path connected components of X . The
group π1(X) is called the fundamental group of X . The groups πk(X) are abelian
for k > 1. A pointed map f : X → Y induces a homomorphism f∗ : πk(X)→ πk(Y )
for each k, and the homomorphisms induced by homotopic maps are the same.
407
408 B. ALGEBRAIC TOPOLOGY
A locally trivial fibration (or a fibre bundle) is a quadruple (E,B, F, p) where
E, B, F are spaces and p is a map E → B such that for any point x ∈ B there is
a neighbourhood U ⊂ B and a homeomorphism ϕ : p−1(U) ∼=−→ U × F closing the
commutative diagram
p−1(U)
ϕ //
p
##❋
❋❋
❋❋
❋❋
❋❋
U × F
||②②
②②
②②
②②
②
B
The space E is called the total space, B the base, and F the fibre of the fibre bundle.
The terms ‘locally trivial fibration’ and ‘fibre bundle’ are also often used for the
map p : E → B.
A cell complex (or a CW-complex ) is a Hausdorff topological space X repre-
sented as a union
⋃
eqi of pairwise nonintersecting subsets e
q
i , called cells, in such a
way that for each cell eqi there is a map of a closed q-disk D
q to X (the characteris-
tic map of eqi ) whose restriction to the interior of D
q is a homeomorphism onto eqi .
Furthermore, the following two conditions are assumed:
(C) the boundary e¯qi \ eqi of a cell is contained in a union of finitely many cells
of dimensions < q;
(W) a subset Y ⊂ X is closed if and only the intersection Y ∩ e¯qi is closed for
every cell eqi (i.e. the topology of X is the weakest topology in which all
characteristic maps are continuous).
The union of cells of X of dimension 6 n is called the nth skeleton of X and denoted
by sknX or by Xn. A cell complex X can be obtained from its 0th skeleton sk0X
(which is a discrete set) by iterating the operation of attaching a cell : a space Z
is obtained from Y by attaching an n-cell along a map f : Sn−1 → Y if Z is the
pushout of the form
(B.1)
Sn−1
f−−−−→ Yy y
Dn −−−−→ Z
We use the notation Z = Y ∪f Dn.
A cell subcomplex of a cell complex X is a closed subspace which is a union of
cells of X . Each skeleton of X is a cell subcomplex.
A map f : X → Y between cell complexes is called a cellular map if f(sknX) ⊂
sknY for all n.
Theorem B.1.1 (Cellular approximation). A map between cell complexes is
homotopic to a cellular map.
For any integer n > 0 and any group π (which is assumed to be abelian if
n > 1) there exists a connected cell complex K(π, n) such that πn
(
K(π, n)
) ∼= π
and πk
(
K(π, n)
)
= 0 for k 6= n. (A cell complex K(π, n) can be constructed by
taking the wedge of n-spheres corresponding to a set of generators of π and then
killing the higher homotopy groups by attaching cells.) The space K(π, n) is called
the Eilenberg–Mac Lane space (corresponding to n and π), and it is unique up to
homotopy equivalence. Examples of Eilenberg–MacLane spaces include the circle
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S1 = K(Z, 1), the infinite-dimensional real projective space RP∞ = K(Z2, 1) and
the infinite-dimensional complex projective space CP∞ = K(Z, 2).
A space X which is homotopy equivalent to K(π, 1) for some π is called as-
pherical . Any surface (a closed 2-dimensional manifold) which not a 2-sphere or a
real projective plane is aspherical.
A locally trivial fibration p : E → B satisfies the following covering homotopy
property (CHP for short) with respect to maps of cell complexes Y : for any homo-
topy F : Y × I→ B and any map f : Y → E such that p◦f = F0 there is a covering
homotopy F˜ : Y × I → E, satisfying F˜0 = f and p ◦ F˜ = F . This is described by
the commutative diagram
(B.2) Y
f //
i0

E
p

Y × I F //
F˜
<<①
①
①
①
B.
A map p : E → B satisfying the CHP with respect to maps of cell complexes
Y → B is called a Serre fibration. A map p : E → B satisfying CHP with respect
to all maps Y → B is called a Hurewitz fibration. The difference between Serre
and Hurewitz fibrations is not important for our constructions and will be ignored;
we shall use the term fibration for both of them. A fibre bundle is a fibration, but
not every fibration is a fibre bundle. All fibres p−1(b), b ∈ B, of a fibration are
homotopy equivalent if B is connected.
Theorem B.1.2 (Exact sequence of fibration). For a fibration p : E → B with
fibre F there exists a long exact sequence
· · · → πk(F ) i∗−→ πk(E) p∗−→ πk(B) ∂−→ πk−1(F )→ · · ·
where the map i∗ is induced by the inclusion of the fibre i : F → E, the map p∗ is
induced by the projection p : E → B, and ∂ is the connecting homomorphism.
The connecting homomorphism ∂ is defined as follows. Take an element
γ ∈ πk(B) and choose a representative g : Sk → B in the homotopy class γ. By
considering the composition Sk−1 × I → Sk g−→ B (where the first map contracts
the top and bottom bases of the cylinder to the north and south poles of the
sphere), we may view the map g as a homotopy F : Sk−1×I→ B of the trivial map
F0 : S
k−1 → pt with F1 also being trivial. Using the CHP we lift F to a homotopy
F˜ : Sk−1 × I → E with F˜0 still trivial, but F˜1 : Sk−1 → E being trivial only after
projecting onto B. The latter condition means that F˜1 is in fact a map S
k−1 → F ,
homotopy class of which we take for ∂γ.
The path space of a space X is the space PX of pointed maps (I, 0)→ (X, pt).
The loop space ΩX is the space of pointed maps f : (I, 0) → (X, pt) such that
f(1) = pt . The map p : PX → X given by p(f) = f(1) is a fibration, with fibre
(homotopy equivalent to) ΩX .
Proposition B.1.3. For any map f : X → Y there exist a homotopy equiva-
lence h : X → X˜ and a fibration p : X˜ → Y such that f = p ◦ h. Furthermore, this
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decomposition is functorial in the sense that a commutative diagram of maps
X //
f

X ′
f ′

Y // Y ′
induces a commutative diagram
X //
h
❄
❄❄
❄❄
❄❄
❄
f

X ′
f ′

h′
  ❆
❆❆
❆❆
❆❆
❆
X˜
p
⑧⑧
⑧⑧
⑧⑧
⑧⑧
// X˜ ′
p′~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
Y // Y ′
Proof. Let X˜ be the set of pairs (x, g) consisting of a point x ∈ X and a path
g : I→ Y with g(0) = f(x).This is described by the pullback diagram
X˜ //

Y I
p0

X
f // Y
where Y I is the space of all paths g : I→ Y and the map p0 takes g to g(0).
Then the homotopy equivalence h : X → X˜ is given by h(x) = (x, cf(x)), where
cf(x) : I → Y is the constant path t 7→ f(x), and the fibration p : X˜ → Y is given
by p(x, h) = h(1). The functoriality property follows by inspection. 
A space homotopy equivalent to the fibre of the fibration p : X˜ → Y from
Proposition B.1.3 is referred to as the homotopy fibre of the map f : X → Y , and
denoted by hofib f . The functoriality of the construction of X˜ implies that the
homotopy fibre is well-defined: for any other decomposition f = p′ ◦ h′ into a
composition of a fibration p′ and a homotopy equivalence h′ the homotopy fibre of
f is homotopy equivalent to the fibre of p′. The homotopy fibre of the inclusion
pt → X is the loop space ΩX .
An inclusion i : A → X of a cell subcomplex in a cell complex X satisfies the
following homotopy extension property (HEP for short): for any map f : X → Y ,
a homotopy F : A × I → Y such that F0 = f |A can be extended to a homotopy
F̂ : X × I → Y such that F̂0 = f̂ and F̂ |A×I = F . This is described by the
commutative diagram
(B.3) A
F ′ //
i

Y I
p0

X
f //
F̂ ′
>>⑥
⑥
⑥
⑥
Y
where F ′ is the adjoint of F (i.e. F ′(a) = h where h(t) = F (a, t) ∈ Y ), the map p0
takes h to h(0), and F̂ ′ is the adjoint of F̂ .
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A map i : A → X satisfying the HEP is called a cofibration, and X/i(A) is its
cofibre. A pair (X,A) for which i : A→ X is a cofibration is called a Borsuk pair.
Diagram (B.2) expresses the fact that fibrations obey the right lifting prop-
erty with respect to particular cofibrations Y → Y × I, which are also homotopy
equivalences. Similarly, diagram (B.3) expresses the fact that cofibrations obey the
left lifting property with respect to particular fibrations Y I → Y , which are also
homotopy equivalences. This will be important for axiomatising homotopy theory
via the concept of model category, see Section C.1.
The cone over a space X is the quotient space coneX = (X × I)/(X × 1).
The suspension ΣX is the quotient (coneX)/(X × 0). There are inclusions X →֒
coneX →֒ ΣX of closed subspaces, where the first map is given by x 7→ (x, 0) and
the second by (x, t) 7→ (x, (t+1)/2) for x ∈ X , t ∈ I. The inclusion i : X → coneX
is a cofibration, with cofibre ΣX .
Proposition B.1.4. For any map f : X→ Y there exist a cofibration i : X→ Ŷ
and a homotopy equivalence h : Ŷ → Y such that f = h ◦ i. This decomposition is
functorial.
Proof. Let Ŷ be the quotient of (X×I)⊔Y obtained by identifying x×0 ∈ X×I
with f(x) ∈ Y . This is described by the pushout diagram
X
f //
i0

Y

X × I // Ŷ
where the map i0 takes x to x× 0.
The cofibration i : X → Ŷ is given by i(x) = x× 1, and the homotopy equiva-
lence h : Ŷ → Y is given by h(x× t) = f(x) and h(y) = y. 
The space Ŷ from Proposition B.1.4 is known as the mapping cylinder of the
map f : X → Y . The space Ŷ /i(X) = Ŷ /(X×1) is known as the mapping cone of
f : X → Y . A space homotopy equivalent to the mapping cone of f is called the
homotopy cofibre of the map f : X → Y . The homotopy cofibre of the projection
X → pt is the suspension ΣX .
Simplicial homology and cohomology. Let K be a simplicial complex
on the set [m] = {1, . . . ,m}. An oriented q-simplex σ of K is a k-simplex
I = {i1, . . . , iq+1} ∈ K together with an equivalence class of total orderings of
the set I, two orderings being equivalent if they differ by an even permutation. De-
note by [I] the oriented q-simplex with the equivalence class of orderings containing
i1 < · · · < iq+1.
Define the qth simplicial chain group (or module) Cq(K;k) with coefficients
in k as the free k-module with basis consisting of oriented q-simplices of K, modulo
the relations σ + σ¯ = 0 whenever σ and σ¯ are differently oriented q-simplices
corresponding to the same simplex of K. Therefore, Cq(K,k) is a free k-module of
rank fq(K) (the number of q-simplices of K) for q > 0, and Cq(K;k) = 0 for q < 0.
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Define the simplicial chain boundary homomorphisms
∂q : Cq(K;k)→ Cq−1(K;k), q > 1,
∂q[i1, . . . , iq+1] =
q+1∑
j=1
(−1)j−1[i1, . . . , îj, . . . , iq+1],
where îj denotes that ij is missing. It is easily checked that ∂q∂q+1 = 0, so that
C∗(K;k) = {Cq(K;k), ∂q} is a chain complex, called the simplicial chain complex
of K (with coefficients in k).
The qth simplicial homology group of K with coefficients in k, denoted by
Hq(K;k), is defined as the qth homology group of the simplicial chain complex
C∗(K;k).
The Euler characteristic χ(K) of K is defined by
χ(K) =
∑
q>0
(−1)q rankHq(K;k).
It is also given by
χ(K) = f0 − f1 + f2 − · · · ,
where fi is the number of i-simplices of K, and therefore χ(K) is independent of k.
The augmented simplicial chain complex C˜∗(K;k) is obtained by taking into
account the empty simplex ∅ ∈ K. That is, C˜q(K;k) = Cq(K;k) for q 6= −1 and
C˜−1(K;k) ∼= k is a free k-module with basis [∅], so that C˜∗(K;k) is written as
· · · → Cq(K;k) ∂q−→ · · · −→ C1(K;k) ∂1−→ C0(K;k) ε−→ C˜−1(K;k)→ 0,
where ε = ∂0 is the augmentation taking each vertex [i] to [∅].
The qth homology group of C˜∗(K;k) is called the qth reduced simplicial homol-
ogy group of K with coefficients in k and is denoted by H˜q(K;k). We have that
Hq(K;k) = H˜q(K;k) for q > 1, and H0(K;k) ∼= H˜0(K;k) ⊕ k unless K consists of
∅ only, in which case H˜−1(∅;k) ∼= k.
The simplicial cochain complex of K with coefficients in k is defined to be
C∗(K;k) = Homk
(
C∗(K;k),k
)
.
In explicit terms, C∗(K;k) = {Cq(K;k), dq}. Here Cq(K;k) is the qth simplicial
cochain group (or module) of K with coefficients in k; it is a free k-module with
basis consisting of simplicial cochains αI corresponding to q-simplices I ∈ K; the
cochain αI takes value 1 on the oriented simplex [I] and vanishes on all other
oriented simplices. The value of the cochain differential
dq = ∂
∗
q+1 : C
q(K;k)→ Cq+1(K;k)
on the basis elements is given by
dαI =
∑
j∈[m]\I, j∪I∈K
ε(j, j ∪ I)αj∪I ,
where the sign is given by ε(j, j ∪ I) = (−1)r−1 if j is the rth element of the set
j ∪ I ⊂ [m], written in increasing order.
The qth simplicial cohomology group of K with coefficients in k, denoted by
Hq(K;k), is defined as the qth cohomology group of the cochain complex C∗(K;k).
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The qth reduced simplicial cohomology group of K with coefficients in k, denoted
by H˜q(K;k), is defined as the qth cohomology group of the cochain complex
0→ k d−1−→ C0(K;k) d0−→ C1(K;k) d1−→ · · · −→ Cq(K;k) dq−→ · · ·
obtained by applying the functor Hom to the augmented chain complex C˜∗(K;k).
The map d−1 takes 1 = α∅ to the sum of α{i} corresponding to all vertices {i} ∈ K.
We have that Hq(K;k) = H˜q(K;k) for q > 1, and H0(K;k) ∼= H˜0(K;k)⊕k unless
K consists of ∅ only, in which case H˜−1(∅;k) ∼= k.
Singular homology and cohomology. Let X be a topological space. A
singular q-simplex of X is a continuous map f : ∆q → X . The qth singular chain
group Cq(X ;k) of X with coefficients in k is the free k-module generated by all
singular q-simplices.
For each i = 1, . . . , q + 1 there is a linear map ϕiq : ∆
q−1 → ∆q which sends
∆q−1 to the face of ∆q opposite its ith vertex, preserving the order of vertices.
The ith face of a singular simplex f : ∆q → X , denoted by f (i) is defined to be the
singular (q − 1)-simplex given by the composition
f (i) = f ◦ ϕiq : ∆q−1 → ∆q → X.
The singular chain boundary homomorphisms are given by
∂q : Cq(X ;k)→ Cq−1(X ;k), q > 1,
∂qf =
q+1∑
i=1
(−1)i−1f (i).
Then ∂q∂q+1 = 0, so that C∗(X ;k) = {Cq(X ;k), ∂q} is a chain complex, called the
singular chain complex of X (with coefficients in k).
The qth singular homology group of X with coefficients in k, denoted by
Hq(X ;k), is the qth homology group of the singular chain complex C∗(X ;k).
Assume that a space X has only finite number of nontrivial homology groups
(with Z coefficients), and each of these groups has finite rank. Then the Euler
characteristic χ(X) of X is defined by
χ(X) =
∑
q>0
(−1)q rankHq(X ;Z).
Proposition B.1.5. The group H0(X ;k) is a free k-module of rank equal to
the number of path connected components of X.
The augmented singular chain complex C˜∗(X ;k) is defined by C˜q(X ;k) =
Cq(X ;k) for q 6= −1 and C˜−1(X ;k) = k; the augmentation ε = ∂0 : C0(X ;k)→ k
is given by ε(f) = 1 for all singular 0-simplices f .
The qth homology group of C˜∗(X ;k) is called the qth reduced singular homology
group of K with coefficients in k and is denoted by H˜q(X ;k). We have Hq(X ;k) =
H˜q(X ;k) for q > 1, and H0(X ;k) ∼= H˜0(X ;k)⊕ k if X is nonempty.
A nonempty space X is acyclic if H˜q(X ;Z) = 0 for all q.
We shall drop the coefficient group k in the notation of chains and homology
occasionally.
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For any simplicial complex K, there is an obvious inclusion i : Cq(K)→ Cq(|K|)
of the simplicial chain groups into the singular chain groups of the geometric reali-
sation K, defining an inclusion of chain complexes.
Theorem B.1.6. The map i : Cq(K) → Cq(|K|) induces an isomorphism
Hq(K)
∼=−→ Hq(|K|) between the simplicial homology groups of K and the singu-
lar homology groups of |K|.
If (X,A) is pair of spaces, then C∗(A) is a chain subcomplex in C∗(X) (that is,
Cq(A) is a submodule of Cq(X) and ∂qCq(A) ⊂ Cq−1(A)). The quotient complex
C∗(X,A) =
{
Cq(X,A) = Cq(X)/Cq(A), ∂¯q : Cq(X,A)→ Cq−1(X,A)
}
is called the singular chain complex of the pair (X,A). Its qth homology group
Hq(X,A) is called the qth singular homology group of (X,A), or qth relative singular
homology group of X modulo A. Note that Hq(X) = Hq(X,∅) and H˜q(X) =
Hq(X, pt).
The singular cochain complex C∗(X ;k) = {Cq(X ;k), dq} is defined to be
C∗(X ;k) = Homk
(
C∗(X ;k),k
)
.
Its qth cohomology group is called the qth singular cohomology group of X and
denoted by Hq(X ;k). The reduced singular cohomology groups H˜q(X ;k) and the
relative cohomology groups Hq(X,A) are defined similarly.
The ranks of the groups Hq(X ;Z) and Hq(X ;Z) coincide, and the number
bq(X) = rankHq(X ;Z) is called the qth Betti number of X . The Betti numbers
with coefficients in a field k are defined similarly.
The (co)homology groups have the following fundamental properties.
Theorem B.1.7 (Functoriality and homotopy invariance). A map f : X → Y
induces homomorphisms f∗ : Hq(X ;k)→ Hq(Y ;k) and f∗ : Hq(Y ;k)→ Hq(X ;k).
If two maps f, g : X → Y are homotopic, then f∗ = g∗ and f∗ = g∗.
We omit the coefficient group k in the notation for the rest of this subsection.
Theorem B.1.8 (Exact sequences of pairs). For any pair (X,A) there are long
exact sequences
· · · → Hq(A) i∗−→ Hq(X) j∗−→ Hq(X,A) ∂−→ Hq−1(A)→ · · · ,
· · · → Hq(X,A) j
∗
−→ Hq(X) i∗−→ Hq(A) d−→ Hq+1(X,A)→ · · ·
Furthermore, if the inclusion A → X is a cofibration (e.g., if it is an inclusion
of a cell subcomplex), then the quotient projection (X,A) → (X/A, pt) induces
isomorphisms
Hq(X,A) ∼= Hq(X/A, pt) = H˜q(X/A), Hq(X,A) ∼= Hq(X/A, pt) = H˜q(X/A).
In the homology exact sequence of a pair, the map i∗ is induced by the inclusion
A → X , the map j∗ is induced by the map of pairs (X,∅) → (X,A), and the
connecting homomorphism ∂ is the homology homomorphism corresponding the
boundary homomorphism sending a relative cocycle c ∈ Cq(X,A) to ∂c ∈ Cq(A).
The maps in the cohomology exact sequence are defined dually.
Let (X,A) be a pair and B ⊂ A be a subspace. The inclusion of pairs
(X\B,A\B)→ (X,A) induces maps
Hq(X\B,A\B)→ Hq(X,A),
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which are referred to as the excision homomorphisms.
Theorem B.1.9 (Excision). If the closure of B is contained in the interior of A,
then the excision homomorphisms Hq(X\B,A\B)→ Hq(X,A) are isomorphisms.
Theorem B.1.10 (Mayer–Vietoris exact sequences). Let X be a space, A ⊂ X,
B ⊂ X and A ∪B = X. Assume that the excision homomorphisms
Hq(B,A ∩B)→ Hq(X,A) and Hq(A,A ∩B)→ Hq(X,B)
are isomorphisms for all q. Then there are exact sequences
· · · → Hq(A ∩B) β−→ Hq(A) ⊕Hq(B) α−→ Hq(X) δ−→ Hq−1(A ∩B)→ · · · ,
· · · → Hq(X) α−→ Hq(A) ⊕Hq(B) β−→ Hq(A ∩B) δ−→ Hq+1(X)→ · · · .
In the homology Mayer–Vietoris sequence, the map β is the difference of the
homomorphism induced by the inclusions A ∩B → A and A ∩B → B, the map α
is the sum of the homomorphism induced by the inclusions A → X and B → X ,
and the connecting homomorphism δ is the composite
Hq(X)
j∗−→ Hq(X,A) = Hq(B,A ∩B) ∂−→ Hq−1(A ∩B).
The first key calculation of homology groups follows directly from the general
properties above:
Proposition B.1.11. The n-disk Dn is acyclic, and the reduced homology of
an n-sphere Sn is given by H˜n(S
n;k) ∼= k and H˜i(Sn;k) = 0 for i 6= n.
Here is another direct corollary:
Theorem B.1.12 (Suspension isomorphism). For any space X and any q > 0
there are isomorphisms
H˜q(ΣX) ∼= H˜q−1(X) and H˜q(ΣX) ∼= H˜q−1(X).
A closed connected topological n-dimensional manifold X is orientable over k
if Hn(X ;k) ∼= k. Every compact connected manifold is oriented over Z2 or any
field of characteristic two.
Theorem B.1.13 (Poincare´ duality). If a closed connected n-manifold is ori-
entable over k, then Hq(X ;k) ∼= Hn−q(X ;k).
Cellular homology, and cohomology multiplication. Let X be a cell
complex with skeletons sknX = Xn for n = 0, 1, 2, . . .
We start with the case k = Z, and omit this coefficient group in the notation.
The group Cq(X) = Hq(Xq, Xq−1) is called the qth cellular chain group. This is a
free abelian group with basis the q-dimensional cells of X , and therefore a cellular
chain may be viewed as an integral combination of cells of X .
The cellular boundary homomorphism ∂q : Cq(X) → Cq−1(X) is defined as the
composition
∂q : Cq(X) = Hq(Xq, Xq−1)→ Hq−1(Xq−1)→ Hq−1(Xq−1, Xq−2) = Cq−1(X)
of homomorphisms from the homology exact sequences of pairs (Xq, Xq−1) and
(Xq−1, Xq−2). The resulting chain complex
· · · → Cq(X) ∂q−→ · · · −→ C1(X) ∂1−→ C0(X)→ 0
416 B. ALGEBRAIC TOPOLOGY
is called the cellular chain complex of X . Its qth homology group, which we denote
by Hq(X) for the moment, is called the qth cellular homology group of X .
Theorem B.1.14. For any cell complex X, there is a canonical isomorphism
Hq(X) ∼= Hq(X) between the cellular and singular homology groups.
The cellular homology groups Hq(X ;k) with coefficients in k and the cohomol-
ogy groups Hq(X ;k) are defined similarly; they are canonically isomorphic to the
appropriate singular homology and cohomology groups.
We shall therefore not distinguish between the singular and cellular homology
and cohomology groups of cell complexes.
The product X1 ×X2 of cell complexes is a cell complex with cells of the form
e1 × e2, where e1 is a cell of X1 and e2 is a cell of X2.
Given two cellular cochains c1 ∈ Cq1(X) and c2 ∈ Cq2(X), define their product
as the cochain c1 × c2 ∈ Cq1+q2(X ×X) whose value on a cell e1 × e2 of X ×X is
given by (−1)q1q2c1(e1)c2(e2). This product satisfies the identity
δ(c1 × c2) = δc1 × c2 + (−1)q1c1 × δc2,
where δ is the cellular cochain differential, and therefore defines a map of cochain
complexes
C∗(X)⊗ C∗(X)→ C∗(X ×X)
and induces a cohomology map
× : Hq1(X)⊗Hq2(X)→ Hq1+q2(X ×X),
which is called the (cohomology) ×-product.
The composition of the ×-product with the cohomology map induced by the
diagonal map ∆ : X → X ×X , ∆(x) = (x, x), defines a product
` : Hq1(X)⊗Hq2(X) ×−→ Hq1+q2(X ×X) ∆∗−→ Hq1+q2(X),
which is called the cup product, or cohomology product. It turns H∗(X) =⊕
q>0H
q(X) into an associative and graded commutative ring. This ring structure
on H∗(X) is a homotopy invariant of X ; it does not depend on the cell complex
structure. It is also functorial, in the sense that a map f : X → Y induces a ring
homomorphism f∗ : H∗(Y )→ H∗(X).
There is also a relative version of the cohomology product, given by the map
Hq1(X ;A)⊗Hq2(X,B) −→ Hq1+q2(X,A ∪B).
Whitehead product, Samelson product and Pontryagin product. Let
w : Sk+l−1 → Sk ∨ Sl be the attaching map of the (k + l)-cell of Sk × Sl with the
standard cell structure. Explicitly, the map w can be defined as the composition
Sk+l−1 = ∂(Dk ×Dl) = Dk × Sl−1 ∪Sk−1×Sl−1 Sk−1 ×Dl → Sk ∨ Sl,
where the last map consists of two projections
Dk × Sl−1 → Dk → Dk/Sk−1 = Sk →֒ Sk ∨ Sl and
Sk−1 ×Dl → Dl → Dl/Sl−1 = Sl →֒ Sk ∨ Sl
and maps Sk−1 × Sl−1 to the basepoint.
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Given two pointed maps f : Sk → X and g : Sl → X , their Whitehead product
is defined as the composition
[f, g]w : S
k+l−1 w−→ Sk ∨ Sl f∨g−→ X.
It gives rise to a well-defined product
[ · , · ]w : πk(X)× πl(X)→ πk+l−1(X),
which is also called the Whitehead product. When k = l = 1, the Whitehead
product is the commutator product in π1(X). We have [f, g]w = 0 in πk+l−1(X)
whenever the map f ∨ g : Sk ∨ Sl → X extends to a map Sk × Sl → X .
Theorem B.1.15.
(a) If α ∈ πk(X) and β, γ ∈ πl(X) with l > 1, then
[α, β + γ]w = [α, β]w + [α, γ]w.
(b) If α ∈ πk(X) and β ∈ πl(X) with k, l > 1, then
[α, β]w = (−1)kl[β, α]w .
(c) If α ∈ πk(X), β ∈ πl(X) and γ ∈ πm(X) with k, l,m > 1, then
(−1)km[[α, β]w , γ]w + (−1)lk[[β, γ]w, α]w + (−1)ml[[γ, α]w, β]w = 0.
Now consider the loop space ΩX . The commutator of loops, (x, y) 7→
xyx−1y−1, induces a map c : ΩX ∧ ΩX → ΩX . Given two pointed maps
f : Sp → ΩX and g : Sq → ΩX , their Samelson product is defined as
[f, g]s : S
p+q = Sp ∧ Sq f∧g−→ ΩX ∧ΩX c−→ ΩX.
It gives rise to a well-defined product
[ · , · ]s : πp(ΩX)× πq(ΩX)→ πp+q(ΩX),
which is also called the Samelson product.
Theorem B.1.16.
(a) If ϕ ∈ πp(ΩX) and ψ, η ∈ πq(ΩX), then
[ϕ, ψ + η]s = [ϕ, ψ]s + [ϕ, η]s.
(b) If ϕ ∈ πp(ΩX) and ψ ∈ πq(ΩX), then
[ϕ, ψ]s = −(−1)pq[ψ, ϕ]s.
(c) If ϕ ∈ πp(ΩX), ψ ∈ πq(ΩX) and η ∈ πr(ΩX), then
[ϕ, [ψ, η]s]s = [[ϕ, ψ]s, η]s + (−1)pq[ψ, [ϕ, η]s]s.
The Samelson bracket makes the rational vector space π∗(ΩX) ⊗ Q into a
graded Lie algebra, see (C.8). It is called the rational homotopy Lie algebra of X .
The Pontryagin product is defined as the composition
H∗(ΩX ;k)⊗H∗(ΩX ;k) ×−→ H∗(ΩX ×ΩX ;k) m∗−→ H∗(ΩX ;k),
where k is a commutative ring with unit, × is the homology cross-product, and
m : ΩX × ΩX → ΩX is the loop multiplication. Pontryagin product makes
H∗(ΩX ;k) into an associative (but not generally commutative) algebra with unit.
Whitehead, Samelson and Pontryagin products are related by the following
classical result of Samelson:
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Theorem B.1.17 ([280]). There is a choice of adjunction isomorphism
t : πn(X)→ πn−1(ΩX) such that
t[α, β]w = (−1)k−1[tα, tβ]s
for α ∈ πk(X) and β ∈ πl(X). Furthermore, if h : πn(ΩX) → Hn(ΩX) is the
Hurewicz homomorphism and ⋆ denotes the Pontryagin product, then
h[ϕ, ψ]s = h(ϕ) ⋆ h(ψ)− (−1)pqh(ψ) ⋆ h(ϕ)
for ϕ ∈ πp(ΩX) and ψ ∈ πq(ΩX).
It follows that the Pontryagin algebra H∗(ΩX,Q) is the universal enveloping
algebra of the graded Lie algebra π∗(ΩX)⊗Q, and π∗(ΩX)⊗Q is the Lie algebra
of primitive elements in the Hopf algebra H∗(ΩX,Q).
More details on the relationship between the three products, including their
generalisations to H-spaces, can be found in the monograph by Neisendorfer [240].
B.2. Elements of rational homotopy theory
We only review some basis notions and results here. For a detailed account of
this much elaborated theory we refer to [39], [194] and [112].
Definition B.2.1. A map f : X → Y between spaces is called a rational
equivalence if it induces isomorphisms in all rational homotopy groups, that is,
f∗ : πi(X)⊗Q→ πi(Y )⊗Q is an isomorphism for all i.
The rational homotopy type of X is its equivalence class in the equivalence
relation generated by rational equivalences.
Proposition B.2.2. If both X and Y are simply connected, then f : X → Y
is a rational equivalence if and only if f∗ : Hi(X ;Q) → Hi(Y ;Q) (or equivalently,
f∗ : Hi(Y ;Q)→ Hi(X ;Q)) is an isomorphism for each i.
A space X is nilpotent if its fundamental group π1(X) is nilpotent and π1(X)
acts nilpotently on higher homotopy groups πn(X). Simply connected spaces are
obviously nilpotent.
Rational homotopy theory, whose foundation was laid in the work of Quillen
[271] and Sullivan [298], translates the study of the rational homotopy type of
nilpotent spaces X into the algebraic language of dg-algebras and minimal mod-
els (see Section A.4). This translation is made via Sullivan’s algebra of piecewise
polynomial differential forms APL(X), whose properties we briefly discuss below.
Further remarks relating rational homotopy theory to the theory of model categories
are given in Section C.1.
The most basic dg-algebra model of a spaceX is its singular cochains C∗(X ;k).
However, this dg-algebra is non-commutative, and therefore is difficult to handle.
If X is a smooth manifold, and k = R, then we may consider the dg-algebra
Ω∗(X) of de Rham differential forms instead of C∗(X ;R). It provides a functorial
(with respect to smooth maps) and commutative dg-algebra model for X , with
the same cohomology H∗(X ;R). It is therefore natural to ask whether a functorial
commutative dg-algebra model exists for arbitrary cell complexesX over a field k of
characteristic zero (over finite fields there are secondary cohomological operations
obstructing such a construction). A first construction of a commutative dg-algebra
model which worked for simplicial complexes was suggested by Thom in the end of
the 1950s. Later, in the mid-1970s, Sullivan provided a functorial construction of
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a dg-algebra model APL(X) whose cohomology is H
∗(X ;Q), using similar ideas as
those of Thom (a combinatorial version of differential forms).
The algebra APL(X) has the following two important properties.
Theorem B.2.3 (PL de Rham Theorem).
(a) APL(X) is weakly equivalent to C
∗(X ;Q) via a short zigzag of the form
APL(X)→ D(X)← C∗(X ;Q),
where D(X) is another naturally defined dg-algebra;
(b) there is a natural map of cochain complexes APL(X) → C∗(X ;Q), the
‘Stokes map’, which induces an isomorphism in cohomology.
(c) if X is a smooth manifold, then the dg-algebra Ω∗(X) of de Rham forms
is weakly equivalent to APL(X)⊗Q R.
The proof of (a) can be found in [194, §III.3] or in [112, Corollary 10.10].
For (b), see [39, §2], and for (c), see [194, Theorem V.2] or [112, Theorem 11.4].
Definition B.2.4. Given a cell complex X , we refer to any commutative dg-
algebra A weakly equivalent to APL(X) as a (rational) model of X . The minimal
model of APL(X) is called the minimal model of X , and is denoted by MX .
In the case of nilpotent spaces, the rational homotopy type of X is fully de-
termined by the commutative dg-algebra APL(X) or its minimal model MX . More
precisely, there is the following fundamental result.
Theorem B.2.5. There is a bijective correspondence between the set of rational
homotopy types of nilpotent spaces and the set of classes of isomorphic minimal dg-
algebras over Q. Under this correspondence, there is a natural isomorphism
Hom
(
πi(X),Q
) ∼=M iX/(M+X ·M+X),
i.e. the rank of the ith rational homotopy group of X equals the number of generators
of degree i in the minimal model of X.
For the proof, see [194, Theorem IV.8].
Definition B.2.6. A space X is formal if C∗(X ;Q) is a formal dg-algebra
(equivalently, if APL(X) is a formal commutative dg-algebra, see Definition A.4.5).
If X in nilpotent, then it is formal if and only if there is a quasi-isomorphism
MX → H∗(X ;Q). If X is a smooth manifold, then it is formal if and only if the
de Rham algebra Ω∗(X) is formal; in this case we can define MX as the minimal
model of Ω∗(X) instead of APL(X).
Example B.2.7.
1. Let X = S2n+1 be an odd sphere, n > 1. Then
MX = Λ[x], deg x = 2n+ 1, dx = 0.
There is a quasi-isomorphismMX → Ω∗(X) sending x to the volume form of S2n+1.
2. Let X = S2n, n > 1. Then
MX = Λ[y]⊗ R[x], deg x = 2n, deg y = 4n− 1, dx = 0, dy = x2.
The map MX → Ω∗(X) sends x to the volume form of S2n and y to zero.
3. Let X = CPn, n > 1. Then
MX = Λ[y]⊗ R[x], deg x = 2, deg y = 2n+ 1, dx = 0, dy = xn+1.
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There is a quasi-isomorphismMX → Ω∗(X) sending x to the Fubini–Study 2-form
ω = i2π∂∂ log |z |2 ∈ Ω2(CPn) and y to zero.
4. Let X = CP∞. Then
MX = Q[v] = H
∗(X ;Q), deg v = 2, dv = 0.
5. Let X = CP∞ ∨ CP∞. Then
H∗(X ;Q) = Q[v1, v2]/(v1v2), deg v1 = deg v2 = 2,
MX = Q[v1, v2, w], degw = 3, dv1 = dv2 = 0, dw = v1v2,
and the map MX → H∗(X ;Q) sends w to zero. Theorem B.2.5 gives the following
nontrivial rational homotopy groups:
π2(X)⊗Q = Q2, π3(X)⊗Q = Q.
This conforms with the homotopy fibration
S3 → CP∞ ∨ CP∞ → CP∞ × CP∞
(see Example 4.3.4).
In all examples above the space X is formal (an exercise). Here is an example
of a nonformal manifold.
Example B.2.8. Let G be the Heisenberg group consisting of matrices1 x z0 1 y
0 0 1
 , x, y, z ∈ R,
and let Γ = GZ be the subgroup consisting of matrices with x, y, z ∈ Z. The quotient
manifold X = G/Γ is the classifying space for the nilpotent group Γ = π1(X), i.e.
X = K(Γ, 1). The minimal model MX is generated by the left-invariant forms
ω1 = dx, ω2 = dy, ω3 = xdy − dz.
This dg-algebra is isomorphic to the dg-algebra of Example A.4.7. Therefore, the
manifold X is not formal.
Exercises.
B.2.9. Show that all spaces of Example B.2.7 are formal.
B.3. Group actions and equivariant cohomology
There is a vast literature available on this classical subject; we mention
the monographs of Bredon [41], Hsiang [164], Allday–Puppe [4] and Guillemin–
Ginzburg–Karshon [142], among others. We briefly review some basic concepts
and results used in the main part of the book.
Let X be a Hausdorff space and G a Hausdorff topological group. One says
that G acts on X if for any element g ∈ G there is a homeomorphism ϕg : X → X ,
and the assignment g 7→ ϕg respects the algebraic and topological structure. In
more precise terms, a (left) action of G on X is given by a continuous map
G×X → X, (g, x) 7→ gx
such that g(hx) = (gh)x for any g, h ∈ G, x ∈ X , and ex = x, where e is the unit
of G. The space X is called a (left) G-space. Right actions and right G-spaces are
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defined similarly. In the case when G is an abelian group, the notions of left and
right action coincide.
A continuous map f : X → Y of G-spaces is equivariant if it commutes with
the group actions, i.e. f(gx) = g · f(x) for all g ∈ G and x ∈ X . A map f is weakly
equivariant if there is an automorphism ψ : G→ G such that f(gx) = ψ(g)(f(x)) for
all g ∈ G and x ∈ X . A weakly equivariant map corresponding to an automorphism
ψ is also referred to as ψ-equivariant.
Let x ∈ X . The set
Gx = {g ∈ G : gx = x}
of elements of G fixing the point x is a closed subgroup in G, called the stationary
subgroup, or the stabiliser of x. The subspace
Gx = {gx ∈ X : g ∈ G} ⊂ X
is called the orbit of x with respect to the action of G (or the G-orbit for short). If
points x and y are in the same orbit, then their stabilisers Gx and Gy are conjugate
subgroups in G. The type of an orbit Gx is the conjugation class of stabiliser
subgroups of points in Gx.
The set of all orbits is denoted by X/G, and we have the canonical projection
π : X → X/G. The space X/G with the standard quotient topology (a subset
U ⊂ X/G is open if and only if π−1(U) is open) is referred to as the orbit space, or
the quotient space. If G is a compact group, then the quotient X/G is Hausdorff,
and the projection π : X → X/G is a closed and proper map (i.e. the image of a
closed subset is closed, and the preimage of a compact subset is compact).
A point x ∈ X is fixed if Gx = x, i.e. Gx = G. The set of all fixed points of a
G-space X will be denoted by XG. A G-action on X is
– effective if the trivially acting subgroup {g ∈ G : gx = x for all x ∈ X} is
trivial (consists of the single element e ∈ G);
– free if all stabilisers Gx are trivial;
– almost free if all stabilisers Gx are finite subgroups of G;
– semifree if any stabiliser Gx is either trivial or is the whole G;
– transitive if for any two points x, y ∈ X there is an element g ∈ G such
that gx = y (i.e. X is a single orbit of the G-action).
A principal G-bundle is a locally trivial bundle p : X → B such that G acts on
X preserving fibres, and the induced G-action on each fibre is free and transitive. It
follows that each fibre is homeomorphic to G, the G-action onX is free, the G-orbits
are precisely the fibres, and the projection p : X → B induces a homeomorphism
between the quotient X/G and the base B. Therefore p can be regarded as the
projection onto the orbit space of a free G-action. If the group G is compact, the
converse is also true under some mild topological assumptions on X : a free G-space
X is the total space of a principal G-bundle (see [41, Chapter II]). Therefore, in
this case the notions of a principal G-bundle and a free G-action are equivalent.
Now let G be a compact Lie group. Then there exists a principal G-bundle
EG → BG whose total space EG is contractible. This bundle has the following
universality property. Let E → B be another principal G-bundle over a cell com-
plex B. Then there is a unique up to homotopy map f : B → BG such that the
pullback of the bundle EG→ BG along f is the bundle E → B. The space EG is
referred to as the universal G-space, and the space BG is the classifying space for
free G-actions (or simply the classifying space for G).
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Let X be a G-space. The diagonal G-action on EG×X , given by
g(e, x) = (ge, gx), g ∈ G, e ∈ EG, x ∈ X,
is free. Its orbit space is denoted by EG×GX (we shall also use the notation BGX)
and is called the Borel construction, or the homotopy quotient of X by G. (The
latter term is used since the free G-space EG ×X is homotopy equivalent to the
G-space X .) There are two canonical projections
(B.4)
EG×X → EG
(e, x) 7→ e and
EG×X → X
(e, x) 7→ x.
After taking quotient by the G-actions, the second projection above induces a
map EG ×G X → X/G between the homotopy and ordinary quotients, which is a
homotopy equivalence when the G-action is free. The first projection gives rise to
a bundle EG ×G X → BG with fibre X and structure group G, called the bundle
associated with the G-space X .
More generally, if E → B is a principal G-bundle (i.e. E is a free G-space) and
X is a G-space, then we have a bundle E ×G X → B over B with fibre X . When
X is an n-dimensional G-representation space, we obtain a vector bundle over B
with structure group G. Real, oriented and complex n-dimensional (n-plane) vector
bundles correspond to the cases G = GL(n,R), SL(n,R) and GL(n,C), respectively.
By introducing appropriate metrics, their structure groups can be reduced to O(n),
SO(n) and U (n), respectively.
Now let a compact Lie group G act on a smooth manifold M by diffeomor-
phisms. Given a point x ∈ M with stabiliser Gx and orbit Gx, the differential of
the action of an element g ∈ Gx is a linear transformation of the tangent space
TxM which is the identity on the tangent space to the orbit of x. Therefore, we
obtain the induced representation of Gx in the space TxM/Tx(Gx) of the orbit,
which is called the isotropy representation. In particular, when x is a fixed point
(i.e. Gx = G and Gx = x), we obtain a representation of G in TxM , which is also
called the tangential representation of G at a fixed point x.
Theorem B.3.1 (Slice Theorem). Let a compact Lie group G act on a smooth
manifold M . Then, for each point x ∈ M , the orbit Gx has a G-invariant neigh-
bourhood G-equivariantly diffeomorphic to G ×Gx
(TxM/Tx(Gx)). The latter is a
vector bundle with fibre TxM/Tx(Gx) over G/Gx ∼= Gx and the diffeomorphism
takes the orbit Gx to the zero section of this bundle.
The slice theorem was proved by Koszul in the beginning of 1950s. Its more
general version for proper actions of noncompact Lie groups was proved by Palais;
this proof can be found e.g. in [142, Theorem B.23] The slice theorem has many
important consequences. One is that the union of orbits of a given type is a (smooth,
but possibly disconnected) submanifold ofM . In particular, the fixed point setMG
is a submanifold. Another consequence is that the quotient M/G by a free action
of G is a smooth manifold.
The second fundamental result is the equivariant embedding theorem:
Theorem B.3.2. Let a compact Lie group G act on a compact smooth mani-
fold M . Then there exist an equivariant embedding of M into a finite-dimensional
linear representation space of G.
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This theorem was proved by Mostow and Palais in 1957 (instead of compactness
ofM they only assumed it to have a finite number of G-orbit types). A simple proof
in the case of compact M (due to Mostow) can be found in [142, Theorem B.50].
The equivariant cohomology of X with coefficients in a ring k is defined by
H∗G(X ;k) = H
∗(EG×G X ;k).
Hence, H∗G(pt ;k) = H
∗(BG;k), and the projection EG ×G X → BG turns
H∗G(X ;k) into a H
∗
G(pt;k)-module.
For a pair of G-spaces (X,A) (where the inclusion A ⊂ X is an equivariant
map), there is a long exact sequence
· · · → HqG(X,A)
j∗−→ HqG(X) i
∗−→ HqG(A) d−→ Hq+1G (X,A)→ · · ·
Its existence follows from the exact sequence in ordinary cohomology and the equi-
variant homeomorphism (EG×X)/(EG×A) ∼= (EG× (X/A))/(EG× pt).
A bundle π : E → X with fibre F is called a G-equivariant bundle if π is an
equivariant map of G-spaces. By applying the Borel construction to a G-equivariant
bundle π : E → X we obtain a bundle BGE → BGX with the same fibre F . The
equivariant characteristic classes of a G-equivariant vector bundle π : E → X are
defined as the ordinary characteristic classes of the corresponding bundle BGE →
BGX . For example, the equivariant Stiefel–Whitney classes of a G-equivariant
vector bundle π : E → X belong to H∗G(X ;Z2) and are denoted by wGi (E). If
E → X is an oriented G-equivariant vector bundle, then the equivariant Euler
class eG(E) ∈ H∗G(X ;Z) is defined. If E → X is a complex bundle and the G-
action preserves the fibrewise complex structure, then the equivariant Chern classes
cGi (E) ∈ H2iG (X ;Z) are defined.
Now let M be a smooth oriented G-manifold of dimension n, where G is a
compact Lie group. Let N ⊂M be a G-invariant (e.g., fixed) oriented submanifold
of codimension k. We can identify the G-equivariant normal bundle ν(N ⊂M) with
a G-invariant tubular neighbourhood U of N in M by means of a G-equivariant
diffeomorphism. The same diffeomorphism identifies the Thom space Th ν (see
Section D.2) of the bundle ν with the quotient space U/∂U . We have the embedding
i : N ⊂M , the projection π : U → N , and the Pontryagin–Thom map p : M → Th ν
contracting the complementM \U to a point. In equivariant cohomology, the Thom
class τN ∈ HkG(Th ν) is uniquely determined by the identity(
α · p∗(τN ), 〈M〉
)
=
(
i∗α, 〈N〉),
for any α ∈ Hn−kG (M). Here 〈M〉 ∈ HGn (M) denotes the fundamental class of M
in equivariant homology. The Gysin homomorphism in equivariant cohomology is
defined by the composition
H∗−kG (N)
π∗−−−−→ H∗−kG (U) ·τN−−−−→ H∗G(Th ν)
p∗−−−−→ H∗G(M),
and is denoted by i∗. Then i
∗(i∗(1)) ∈ HkG(N) is the equivariant Euler class of the
normal bundle ν(N ⊂M).
Exercises.
B.3.3. Let G be a compact group acting on a Hausdorff spaceX . Show that the
G-orbits are closed, the orbit space X/G is Hausdorff, and the projection π : X →
X/G is a closed and proper map.
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B.3.4. If the quotient X/G is Hausdorff, then all G-orbits are closed.
B.3.5. Give an example of a Hausdorff space X with a G-action whose orbits
are closed, but the quotient X/G is not Hausdorff.
B.3.6. Show than any complex line bundle over the complex projective space
CPn has the form S2n+1 ×S1 C. Here the S1-action on S2n+1 is standard (the
diagonal action on a unit sphere in Cn+1, with quotient CPn), and C is a certain
1-dimensional S1-representation space. The same line bundle can be also given as
(Cn+1 \ {0})×C× C, where C× = GL (1,C).
In particular, when C is the standard (weight 1) S1-representation space (given
by S1 × C→ C, (g, z) 7→ gz), the bundle S2n+1 ×S1 C is the canonical line bundle
over CPn (it is also known as the line bundle of hyperplane section and denoted
by O(1) in algebraic geometry literature). The Hopf (or tautological) line bundle,
whose fibre over a line ℓ ∈ CPn is ℓ itself, corresponds to the S1-representation of
weight −1, given by (g, z) 7→ g−1z.
B.3.7. Deduce from the slice theorem that if a compact Lie group G acts
smoothly on a smooth manifold M , then the union of orbits of a given type (in
particular, the fixed point set MG) is a submanifold of M . Also, deduce that if the
action is free then the quotient M/G is a smooth manifold.
B.3.8. Show that if a compact Lie group G acts on M effectively and M is
connected, then the isotropy representation Gx → GL
(TxM/Tx(Gx)) is faithful.
B.4. Eilenberg–Moore spectral sequences
In their paper [105] of 1966, Eilenberg and Moore constructed a spectral se-
quence, which became one of the important computational tools of algebraic topol-
ogy. It particular, it provides a method for calculation of the cohomology of the
fibre of a bundle E → B using the canonical H∗(B)-module structure on H∗(E).
This spectral sequence can be considered as an extension of Adams’ approach to
calculating cohomology of loop spaces [1]. In the 1960–70s applications of the
Eilenberg–Moore spectral sequence led to many important results on cohomology of
homogeneous spaces for Lie groups. More recently it has been used for different cal-
culations with toric spaces. This section contains the necessary information about
the spectral sequence; we mainly follow L. Smith’s paper [287] in this description.
For a detailed account of differential homological algebra and the Eilenberg–Moore
spectral sequence, as well as its applications which go beyond the scope of this
book, we refer to McCleary’s book [215].
Here we assume that k is a field. The following theorem provides an algebraic
setup for the Eilenberg–Moore spectral sequence.
Theorem B.4.1 (Eilenberg–Moore [287, Theorem 1.2]). Let A be a differential
graded k-algebra, and let M , N be differential graded A-modules. Then there exists
a spectral sequence {Er, dr} converging to TorA(M,N) and whose E2-term is
E−i,j2 = Tor
−i,j
H[A]
(
H [M ], H [N ]
)
, i, j > 0,
where H [ · ] denotes the algebra or module of cohomology.
Remark. The construction of Tor for differential graded objects requires some
additional considerations (see e.g. [287] or [203, Chapter XII]).
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The spectral sequence of Theorem B.4.1 lives in the second quadrant and its
differentials dr add (r, 1 − r) to the bidegree, for r > 1. We shall refer to it as the
algebraic Eilenberg–Moore spectral sequence. Its E∞-term is expressed via a certain
decreasing filtration {F−pTorA(M,N)} in TorA(M,N) by the formula
E−p,n+p∞ = F
−p
( ∑
−i+j=n
Tor−i,jA (M,N)
)/
F−p+1
( ∑
−i+j=n
Tor−i,jA (M,N)
)
.
Topological applications of Theorem B.4.1 arise in the case when A,M,N are
cochain algebras of topological spaces. The classical situation is described by the
commutative diagram
(B.5)
E −−−−→ E0y y
B −−−−→ B0,
where E0 → B0 is a Serre fibre bundle with fibre F over a simply connected base B0,
and E → B is the pullback along a continuous map B → B0. For any space X , let
C∗(X) denote the singular k-cochain algebra of X . Then C∗(E0) and C
∗(B) are
C∗(B0)-modules. Under these assumptions the following statement holds.
Lemma B.4.2 ([287, Proposition 3.4]). TorC∗(B0)(C
∗(E0), C
∗(B)) is a k-
algebra in a natural way, and there is a canonical isomorphism of algebras
TorC∗(B0)
(
C∗(E0), C
∗(B)
)→ H∗(E).
Applying Theorem B.4.1 in the case A = C∗(B0), M = C
∗(E0), N = C
∗(B)
and taking into account Lemma B.4.2, we come to the following statement.
Theorem B.4.3 (Eilenberg–Moore). There exists a spectral sequence {Er, dr}
of commutative algebras converging to H∗(E) with
E−i,j2 = Tor
−i,j
H∗(B0)
(
H∗(E0), H
∗(B)
)
.
The spectral sequence of Theorem B.4.3 is known as the (topological) Eilenberg–
Moore spectral sequence. The case when B is a point is of particular importance,
and we state the corresponding result separately.
Corollary B.4.4. Let E → B be a fibration over a simply connected space B
with fibre F . Then there exists a spectral sequence {Er, dr} of commutative algebras
converging to H∗(F ) with
E2 = TorH∗(B0)
(
H∗(E0),k
)
.
We refer to the spectral sequence of Corollary B.4.4 as the Eilenberg–Moore
spectral sequence of the fibration E → B. In the case when E0 is a contractible we
obtain a spectral sequence converging to the cohomology of the loop space ΩB0.
Remark. As we outlined in Section B.2, the Sullivan algebra APL(X) provides
a commutative rational model for X . It can be proved [39, §3] that the above
results on the Eilenberg–Moore spectral sequence hold over Q with C∗ replaced
by APL. This result is not a direct corollary of algebraic properties of Tor, since
the integration map APL(X)→ C∗(X,Q) is not multiplicative.

APPENDIX C
Categorical constructions
In this appendix we introduce aspects of category theory that are directly
relevant to the study of toric spaces. Our exposition follows closely the introductory
sections of the work of Panov and Ray [260].
C.1. Diagrams and model categories
We use small capitals to denote categories. The set of morphisms between
objects c and d in a category c will be denoted by Morc(c, d), or simply by c(c, d).
The opposite category cop has the same objects with morphisms reverted.
We shall work with the following categories of combinatorial origin:
· set: sets and set maps;
· ∆: finite ordered sets [n] and nondecreasing maps;
· cat(K): simplices of a finite simplicial complex K and their inclusions
(the face category of K).
Here cat(K) is an example of a more general poset category p, whose objects
are elements σ of a poset (P ,6) and there is a morphism σ → τ whenever σ 6 τ .
A category is small if both its objects and morphisms are sets. Among the three
basic categories above, ∆ and cat(K) are small, while set is not. Furthermore,
cat(K) is finite.
Given a small category s and an arbitrary category c, a covariant functor
D : s → c is known as an s-diagram in c. The source s is referred to as the
indexing category of the diagram D. Such diagrams are themselves the objects of a
diagram category [s,c], whose morphisms are natural transformations. When s is
∆op, the diagrams are known as simplicial objects in c, and are written as D•; the
object D[n] is abbreviated to Dn for every n > 0, and forms the n-simplices of D•.
A simplicial set is therefore a simplicial object in set, i.e. an object in the diagram
category [∆op, set].
We may interpret every object c of c as a constant s-diagram, and so define the
constant functor κ : c → [s,c]. Whenever κ admits a right or left adjoint [s,c]→ c,
it is known as the limit or colimit functor respectively. In more detail, the limit of a
diagram D : s → c is an object limD in c for which there are natural identifications
of the morphism sets,
Mor[s,c](κ(c),D) ∼= Morc(c, limD)
for any object c of c. Similarly, colimD satisfies
Morc(colimD, c) ∼= Mor[s,c](D, κ(c)).
Simple examples are products and more general pullbacks, which are limits over the
indexing category • → • ← •. Similarly, coproducts and more general pushouts are
colimits over the indexing category • ← • → •.
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For any object c of c, the objects of the overcategory c ↓ c are morphisms
f : b → c with fixed target, and the morphisms are the corresponding commuta-
tive triangles; the full subcategory c ⇓ c is given by restricting attention to non-
identities f . Similarly, the objects of the undercategory c↓c are morphisms f : c→ d
with fixed source, and the morphisms are the corresponding triangles; c⇓c is given
by restriction to the non-identities. In cat(K) for example, we have
cat(K)↓I = cat(∆(I)), cat(K)⇓I = cat(∂∆(I)),
I ↓cat(K) = cat(stK I), I ⇓cat(K) = cat(lkK I),
for any I ∈ K, where ∆(I) and ∂∆(I) denote the simplex with vertices I and its
boundary, and star and link are given in Definition 2.2.13.
A model category mc is a category which is closed with respect to formation
of small limits and colimits, and contains three distinguished classes of morphisms:
weak equivalencies w, fibrations p, and cofibrations i. Unless otherwise stated, these
letters denote such morphisms henceforth. A fibration or cofibration is acyclic
whenever it is also a weak equivalence. The three distinguished morphisms are
required to satisfy the following axioms (see Hirschhorn [158, Definition 7.1.3]):
(a) a retract of a distinguished morphism is a distinguished morphism of the
same class;
(b) if f ′ · f is a composition of morphisms f and f ′, and two of the three
morphisms f , f ′ and f ′ · f is a weak equivalence, then so is the third;
(c) acyclic cofibrations obey the left lifting property with respect to fibrations,
and cofibrations obey the left lifting property with respect to acyclic fi-
brations;
(d) every morphism f factorises functorially as
(C.1) h = p · i = p′ · i′,
for some acyclic p and i′.
These strengthen Quillen’s original axioms for a closed model category [270] in
two minor but significant ways. Quillen demanded only closure with respect to
finite limits and colimits, and only existence of factorisation (C.1) rather than
its functoriality. When using results of pioneering authors such as Bousfield and
Gugenheim [39] and Quillen [271], we must take account of these differences.
The axioms for a model category are actually self-dual, in the sense that any
general statement concerning fibrations, cofibrations, limits, and colimits is equiva-
lent to the statement in which they are replaced by cofibrations, fibrations, colimits,
and limits respectively. In particular, mcop always admits a dual model structure.
The axioms imply that initial and terminal objects ◦ and ∗ exist in mc, and
that mc↓M and M ↓mc inherit model structures for any object M .
An object of mc is cofibrant when the natural morphism ◦ → M is a cofibra-
tion, and is fibrant when the natural morphism M → ∗ is a fibration. A cofibrant
approximation to an object N is a weak equivalence N ′ → N with cofibrant source,
and a fibrant approximation is a weak equivalence N → N ′′ with fibrant target.
The full subcategories mcc, mcf and mccf are defined by restricting attention to
those objects of mc that are respectively cofibrant, fibrant, and both. When applied
to ◦ → N and N → ∗, the factorisations (C.1) determine a cofibrant replacement
functor ω : mc → mcc, and a fibrant replacement functor ϕ : mc → mcf . It fol-
lows from the definitions that ω and ϕ preserve weak equivalences, and that the
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associated acyclic fibrations ω(N) → N and acyclic cofibrations N → ϕ(N) form
cofibrant and fibrant approximations respectively. These ideas are central to the
definition of homotopy limits and colimits given in Section C.3 below.
Weak equivalences need not be invertible, so objects M and N are deemed
to be weakly equivalent if they are linked by a zigzag M
e1←− · · · en−→ N in mc;
this is the smallest equivalence relation generated by the weak equivalences. An
important consequence of the axioms is the existence of a localisation functor
γ : mc → Ho(mc), such that γ(w) is an isomorphism in the homotopy category
Ho(mc) for every weak equivalence w (i.e. Ho(mc) is obtained from mc by in-
verting all weak equivalences). Here Ho(mc) has the same objects as mc, and is
equivalent to a category whose objects are those of mccf , but whose morphisms are
homotopy classes of morphisms between them.
Any functor F of model categories that preserves weak equivalences induces a
functor Ho(F ) on their homotopy categories. Examples include
(C.2) Ho(ω) : Ho(mc)→ Ho(mcc) and Ho(ϕ) : Ho(mc)→ Ho(mcf ).
Such functors often occur as adjoint pairs
(C.3) F : mb⇄ mc :G ,
where F is left Quillen if it preserves cofibrations and acyclic cofibrations, and G is
right Quillen if it preserves fibrations and acyclic fibrations. Either of these implies
the other, leading to the notion of a Quillen pair (F,G); then Ken Brown’s Lemma
[158, Lemma 7.7.1] applies to show that F and G preserve all weak equivalences
on mbc and mcf respectively. So they may be combined with (C.2) to produce an
adjoint pair of derived functors
LF : Ho(mb)⇄ Ho(mc) :RG,
which are equivalences of the homotopy categories (or certain of their full subcate-
gories) in favourable cases.
Our first examples of model categories are of topological origin, as follows:
· top: pointed topological spaces and pointed continuous maps;
· tmon: topological monoids and continuous homomorphisms;
· ssets: simplicial sets.
Homotopy theorists often impose restrictions on topological spaces defining the
category top, ensuring that it behaves nicely with respect to formation of limits and
colimits, etc. For example, top is often defined to consist of compactly generated
Hausdorff spaces (a space X is compactly generated if a subset A is closed whenever
the intersection of A with any compact subset ofX is closed), or k-spaces [315]. We
ignore this subtlety however, as spaces we work with will be nice enough anyway.
There is a model structure on top in which fibrations are Hurewicz fibrations,
cofibrations are defined by the homotopy extension property (B.3), and weak equiv-
alences are homotopy equivalences. However, in the more convenient and standard
model structure on top, weak equivalences are maps inducing isomorphisms of ho-
motopy groups, fibrations are Serre fibrations, and cofibrations obey the left lifting
property with respect to acyclic fibrations (this is a narrower class than maps obey-
ing the the HEP (B.3)). The axioms for this model structure on top are verified
in [163, Theorem 2.4.23], for example.
In either of the model structures above, cell complexes are cofibrant objects
in top. Recall that a cell complex can be defined as a result of iterating the
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operation of attaching a cell, i.e. pushing out the standard cofibration Sn−1 → Dn,
see (B.1). In the second (standard) model structure on top, every space X has a
cellular model, i.e. there is a weak equivalence W → X with W a cell complex,
providing a cofibrant approximation. Two weakly equivalent topological spaces have
homotopy equivalent cellular models. Cellular models are not functorial, however.
A genuine cofibrant replacement functor ω(X)→ X must be constructed with care,
and is defined in [102, §98], for example.
A topological monoid is a space with a continuous associative product and iden-
tity element. We assume that topological monoids are pointed by their identities,
so that tmon is a subcategory of top. The model structure for tmon is originally
due to Schwa¨nzl and Vogt [281], and may also be deduced from Schwede and Ship-
ley’s theory [283] of monoids in monoidal model categories; weak equivalences and
fibrations are those homomorphisms which are weak equivalences and fibrations in
top, and cofibrations obey the appropriate lifting property.
In the standard model structure on sset, weak equivalences are maps of sim-
plicial sets whose realisations are weak equivalences of spaces, fibrations are Kan
fibrations (whose realisations are Serre fibrations), and cofibrations are monomor-
phisms of simplicial sets. There is a Quillen equivalence
| · | : sset⇄ top :S• ,
where | · | denotes the geometric realisation of a simplicial set, and S• is the total
singular complex of a space. It induces an equivalence of homotopy categories of
simplicial sets and topological spaces.
Our algebraic categories are defined over arbitrary commutative rings k, but
tend only to acquire model structures when k is a field of characteristic zero.
· chk and cochk: augmented chain and cochain complexes;
· cdgak: commutative augmented differential graded algebras, with coho-
mology differential (raising the degree by 1);
· cdgck: cocommutative coaugmented differential graded coalgebras, with
homology differential (lowering the degree by 1);
· dgak: augmented differential graded algebras, with homology differential;
· dgck: coaugmented differential graded coalgebras, with homology differ-
ential;
· dgl: differential graded Lie algebras over Q, with homology differential.
For any model structure on these categories, weak equivalences are the quasi-
isomorphisms, which induce isomorphisms in homology or cohomology. The fi-
brations and cofibrations are described in Section C.2 below. The augmentations
and coaugmentations act as algebraic analogues of basepoints.
We reserve the notation amc for any of the algebraic model categories above,
and assume that objects are graded over the nonnegative integers. We denote the
full subcategory of connected objects by amc0. In order to emphasise the differ-
ential, we may display an object M as (M,d). The (co)homology group H(M,d)
is also an R-module, and inherits all structure on M except for the differential.
Nevertheless, we may interpret any graded algebra, coalgebra or Lie algebra as an
object of the corresponding differential category, by imposing d = 0.
Extending Definition A.4.5, we refer to an object (M,d) is formal in amc
whenever there exists a zigzag of quasi-isomorphisms
(C.4) (M,d) =M1
≃←− · · · ≃−→Mk = (H(M), 0).
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Formality only has meaning in an algebraic model category.
There is special class of cofibrant objects in cdgaQ, which are analogous to
cell complexes in top. These are minimal dg-algebras, see Definition A.4.1. Any
minimal dg-algebra can be constructed by successive pushouts of the form
(C.5)
SQ(x)
f−−−−→ (A, dA)yj y
SQ(w, dw) −−−−→ B = (A⊗ S(w), dB)
in a way similar to constructing cell complexes by pushouts (B.1). Here SQ(x)
denotes a free commutative dg-algebra with one generator x of positive degree and
zero differential, so that SQ(x) is the exterior algebra ΛQ[x] when deg x is odd and
the polynomial algebra Q[x] when deg x is even. The dg-algebra SQ(x, dx) has zero
cohomology. The map j is defined by j(x) = dw. The differential in the pushout
dg-algebra B ∼= A⊗ SQ(w) is given by
dB(a⊗ 1) = dAa⊗ 1, dB(1⊗ w) = f(x)⊗ 1.
Theorem A.4.3 asserts the existence of a cofibrant approximation f : MA → A for a
homologically connected dg-algebraA, whereMA is a minimal model for A; any two
minimal models for A are necessarily isomorphic, and MA and MB are isomorphic
for quasi-isomorphic A and B. The advantage of MA is that it simplifies many
calculations concerning A; disadvantages include the fact that it may be difficult
to describe for relatively straightforward objects A, and that it cannot be chosen
functorially. A genuine cofibrant replacement functor requires additional care, and
seems first to have been made explicit in [39, §4.7].
Sullivan’s approach to rational homotopy theory is based on the PL-cochain
functor APL : top → cdgaQ. Basic results related to this approach are given in
Section B.2. Following [112], APL(X) is defined as A
∗(S•X), where S•(X) denotes
the total singular complex of X and A∗ : sset → cdgaQ is the polynomial de Rham
functor of [39]. The PL-de Rham Theorem (Theorem B.2.3) yields a natural isomor-
phism H(APL(X)) → H∗(X,Q), so APL(X) provides a commutative replacement
for rational singular cochains, and APL descends to homotopy categories. Bousfield
and Gugenheim prove that it restricts to an equivalence of appropriate full subcat-
egories of Ho(top) and Ho(cdgaQ). In other words, it provides a contravariant
algebraic model for the rational homotopy theory of well-behaved spaces.
Quillen’s approach involves the homotopy groups π∗(ΩX) ⊗Z Q, which form
the rational homotopy Lie algebra of X under the Samelson product . He constructs
a covariant functor Q : top → dgl, and a natural isomorphism
H [Q(X)]
∼=−→ π∗(ΩX)⊗Z Q.
for any simply connected X . He concludes that Q passes to an equivalence of homo-
topy categories; in other words, its derived functor provides a covariant algebraic
model for the rational homotopy theory of simply connected spaces.
We recall from Definition B.2.6 that a spaceX is formal when APL(X) is formal
in cdgaQ. A space X is referred to as coformal when Q(X) is formal in dgl.
The importance of categories of simplicial objects is due in part to the structure
of the indexing category ∆op. Every object [n] has degree n, and every morphism
may be factored uniquely as a composition of morphisms that raise and lower degree.
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These properties are formalised in the notion of a Reedy category a, which admits
generating subcategories a+ and a− whose non-identity morphisms raise and lower
degree respectively. The diagram category [a,mc] then supports a canonical model
structure of its own [158, Theorem 15.3.4]. By duality, aop is also Reedy, with
(aop)+ = (a−)
op and vice-versa. A simple example is provided by cat(K), whose
degree function assigns the dimension |I| − 1 to each simplex I of K. So cat+(K)
is the same as cat(K), and cat−(K) consists entirely of identities.
In the Reedy model structure on [cat(K),mc] , weak equivalences w : C → D
are given objectwise, in the sense that w(I) : C(I)→ D(I) is a weak equivalence in
mc for every I ∈ K. Fibrations are also objectwise. To describe the cofibrations,
we restrict C and D to the overcategories cat(K)⇓I = cat(∂∆(I)), and write LIC
and LID for their respective colimits. So LI is the latching functor of [163], and
g : C → D is a cofibration precisely when the induced maps
(C.6) C(I) ∐LIC LID −→ D(I)
are cofibrations in mc for all I ∈ K. Thus D : cat(K)→ mc is cofibrant when every
canonical map colimD|
cat(∂∆(I)) → D(I) is a cofibration.
In the dual model structure on [catop(K),mc] , weak equivalences and cofibra-
tions are given objectwise. To describe the fibrations, we restrict C and D to the
undercategories catop(∂∆(I)), and write MIC and MID for their respective limits.
So MI is the matching functor of [163], and f : C → D is a fibration precisely when
the induced maps
(C.7) C(I) −→ D(I)×MID MIC
are fibrations in mc for all I ∈ K. Thus C : catop(K) → mc is fibrant when every
canonical map C(I)→ lim C|
cat
op(∂∆(I)) is a fibration.
C.2. Algebraic model categories
Here we give further details of the algebraic model categories introduced in
the previous section. We describe the fibrations and cofibrations in each category,
comment on the status of the strengthened axioms, and give simple examples in
less familiar cases. We also discuss two important adjoint pairs.
So far as general algebraic notation is concerned, we work over an arbitrary
commutative ring k. We indicate the coefficient ring k by means of a subscript
when necessary, but often omit it. In some situations k is restricted to the rational
numbers Q, in this case we always clearly indicate it in the notation.
We consider finite setsW of generators w1, . . . , wm. We write the graded tensor
k-algebra on W as Tk(w1, . . . , wm), and use the abbreviation Tk(W) whenever
possible. Its symmetrisation Sk(W) is the graded commutative k-algebra generated
by W . If U , V ⊂ W are the subsets of odd and even grading respectively, then
Sk(W) is the tensor product of the exterior algebra Λk[U ] and the polynomial
algebra k[V ]. When k is a field of characteristic zero, it is also convenient to denote
the free graded Lie algebra onW and its commutative counterpart by FLk(W) and
CLk(W) respectively; the latter is nothing more than a free k-module.
Almost all of our graded algebras have finite type, leading to a natural coalge-
braic structure on their duals. We write the free tensor coalgebra on W as Tk〈W〉;
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it is isomorphic to Tk(W) as k-modules, and its diagonal is given by
∆(wj1 ⊗ · · · ⊗ wjr ) =
r∑
k=0
(wj1 ⊗ · · · ⊗ wjk)⊗ (wjk+1 ⊗ · · · ⊗ wjr ).
The submodule Sk〈W〉 of symmetric elements (wi ⊗ wj + (−1)degwi degwjwj ⊗ wi,
for example) is the graded cocommutative k-coalgebra cogenerated by W .
Given W , we may sometimes define a differential by denoting the set of ele-
ments dw1, . . . , dwm by dW . For example, we write the free dg-algebra on a single
generator w of positive dimension as Tk(w, dw); the notation is designed to reinforce
the fact that its underlying algebra is the tensor k-algebra on elements w and dw.
Similarly, Tk〈w, dw〉 is the free differential graded coalgebra on w. For further
information on differential graded coalgebras, [166] remains a valuable source.
Chain and cochain complexes. The existence of a model structure on cat-
egories of chain complexes was first proposed by Quillen [270], whose view of ho-
mological algebra as homotopy theory in chk was a crucial insight. Variations
involving bounded and unbounded complexes are studied by Hovey [163], for ex-
ample. In chk, we assume that the fibrations are epimorphic in positive degrees
and the cofibrations are monomorphic with degree-wise projective cokernel [102].
In particular, every object is fibrant.
The existence of limits and colimits is assured by working dimensionwise, and
functoriality of the factorisations (C.1) follows automatically from the fact that chk
is cofibrantly generated [163, Chapter 2].
Model structures on cochk are established by analogous techniques. It is
usual to assume that the fibrations are epimorphic with degree-wise injective kernel,
and the cofibrations are monomorphic in positive degrees. Then every object is
cofibrant. There is an alternative structure based on projectives, but we shall only
refer to the rational case so we ignore the distinction.
Tensor product of (co)chain complexes invests chk and cochk with the struc-
ture of a monoidal model category, as defined by Schwede and Shipley [283].
Commutative differential graded algebras. We consider commutative dif-
ferential graded algebras over Q with cohomology differentials, so they are commu-
tative monoids in cochQ. A model structure on cdgaQ was first defined in this
context by Bousfield and Gugenheim [39], and has played a significant role in the
theoretical development of rational homotopy theory ever since. The fibrations are
epimorphic, and the cofibrations are determined by the appropriate lifting property;
some care is required to identify sufficiently many explicit cofibrations.
Limits in cdgaQ are created in the underlying category cochQ and endowed
with the natural algebra structure, whereas colimits exist because cdgaQ has finite
coproducts and filtered colimits. The proof of the factorisation axioms in [39] is
already functorial.
By way of example, we note that the product of algebras A and B is their
augmented sum A⊕B, defined by pulling back the diagram of augmentations,
A⊕B −−−−→ Ay yεA
B
εB−−−−→ Q
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in coch and imposing the standard multiplication on the result. The coproduct
is their tensor product A⊗B over Q. Examples of cofibrations include extensions
A → (A ⊗ S(w), d) given by (C.5); such an extension is determined by a cocycle
z = f(x) in A. This illustrates the fact that the pushout of a cofibration is a
cofibration. A larger class of cofibrations A→ A⊗ S(W) is given by iteration, for
any set W of positive dimensional generators corresponding to cocycles in A.
The factorisations (C.1) are only valid over fields of characteristic 0, so the
model structure does not extend to cdgak for arbitrary rings k.
Differential graded algebras. Our differential graded algebras have homol-
ogy differentials, and are the monoids in chk. A model category structure in dgak is
therefore induced by applying Quillen’s path object argument, as in [283]; a similar
structure was first proposed by Jardine [176] (albeit with cohomology differentials),
who proceeds by modifying the methods of [39]. Fibrations are epimorphisms, and
cofibrations are determined by the appropriate lifting property.
Limits are created in chk, whereas colimits exist because dgak has finite co-
products and filtered colimits. Functoriality of the factorisations follows by adapt-
ing the proofs of [39], and works over arbitrary k.
For example, the coproduct of algebras A and B is the free product A ⋆ B,
formed by factoring out an appropriate differential graded ideal [176] from the free
(tensor) algebra Tk(A⊗B) on the chain complex A⊗B. Examples of cofibrations
include the extensions A→ (A⋆Tk(w), d), determined by cycles z in A. By analogy
with the commutative case, such an extension is defined by the pushout diagram
Tk(x)
f−−−−→ Ayj y
Tk(w, dw) −−−−→ A ⋆ Tk(w)
where f(x) = z and j(x) = dw. The differential on A ⋆ Tk(w) is given by
d(a ⋆ 1) = dAa ⋆ 1, d(1 ⋆ w) = f(x) ⋆ 1.
Further cofibrations A → A ⋆ Tk(W) arise by iteration, for any set W of positive
dimensional generators corresponding to cycles in A.
Cocommutative differential graded coalgebras. The cocommutative
comonoids in chk are the objects of cdgck, and the morphisms preserve co-
multiplication. The model structure is defined only over fields of characteristic 0;
in view of our applications, we shall restrict attention to the case Q. In practice,
we interpret cdgcQ as the full subcategory cdgc0,Q of connected objects C, which
are necessarily coaugmented. Model structure was first defined on the category of
simply connected rational cocommutative coalgebras by Quillen [271], and refined
to cdgc0,Q by Neisendorfer [239]. The cofibrations are monomorphisms, and the
fibrations are determined by the appropriate lifting property.
Limits exist because cdgcQ has finite products and filtered limits, whereas
colimits are created in chQ, and endowed with the natural coalgebra structure.
Functoriality of the factorisations again follows by adapting the proofs of [39].
For example, the product of coalgebras C and D is their tensor product C⊗D
over Q. The coproduct is their coaugmented sum, given by pushing out the diagram
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of coaugmentations
Q
δC−−−−→ C
δD
y y
D −−−−→ C ⊕D
in chQ and imposing the standard comultiplication on the result. Examples of
fibrations include the projections (C ⊗ SQ〈dt〉, d) → C, which are determined by
cycles z in C and defined by the pullback diagram
C ⊗ S〈dt〉 −−−−→ S〈t, dt〉y yq
C
h−−−−→ S〈x〉
where q(t) = x, q(dt) = 0 and h(z) = x. The differential on C ⊗ SQ〈dt〉 satisfies
d(z ⊗ 1) = 1⊗ dt, d(1 ⊗ dt) = 0.
This illustrates the fact that the pullback of a fibration is a fibration. Further
fibrations C ⊗ SQ〈dT 〉 → C are given by iteration, for any set T of generators
corresponding to elements of degree > 2 in C.
Differential graded coalgebras. Model structures on more general cate-
gories of differential graded coalgebras have been publicised by Getzler and Go-
erss [126], who also work over a field. Once again, we restrict attention to Q. The
objects of dgcQ are comonoids in chQ, and the morphisms preserve comultiplica-
tion. The cofibrations are monomorphisms, and the fibrations are determined by
the appropriate lifting property.
Limits exist because dgcQ has finite products and filtered limits, and colimits
are created in chQ. Functoriality of factorisations follows from the fact that the
model structure is cofibrantly generated.
For example, the product of coalgebras C and D is the cofree product C ⋆ D
[126]. Their coproduct is the coaugmented sum, as in the case of cdgcQ. Examples
of fibrations include the projections [C ⋆ TQ〈dt〉, d] → C, which are determined by
cycles z in C and defined by the pullback diagram
C ⋆ TQ〈dt〉 −−−−→ TQ〈t, dt〉y yq
C
h−−−−→ TQ〈x〉
where q(t) = x, q(dt) = 0 and h(z) = x.
Differential graded Lie algebras. A (rational) differential graded Lie alge-
bra L is a chain complex in chQ, equipped with a bracket morphism [ , ] : L⊗L→ L
satisfying signed versions of the antisymmetry and Jacobi identity:
(C.8) [x, y] = −(−1)degx deg y[y, x], [x, [y, z]] = [[x, y], z]+(−1)degx deg y[y, [x, z]].
Differential graded Lie algebras over Q are the objects of the cagegory dgl. Quillen
[271] originally defined a model structure on the subcategory of reduced objects,
which was extended to dgl by Neisendorfer [239]. Fibrations are epimorphisms,
and cofibrations are determined by the appropriate lifting property.
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Limits are created in chQ, whereas colimits exist because dgl has finite coprod-
ucts and filtered colimits. Functoriality of the factorisations follows by adapting
the proofs of [239].
For example, the product of Lie algebras L and M is their product L ⊕M as
chain complexes, with the induced bracket structure. Their coproduct is the free
product L ⋆ M , obtained by factoring out an appropriate differential graded ideal
from the free Lie algebra FL(L ⊗M) on the chain complex L ⊗M . Examples of
cofibrations include the extensions L → (L ⋆ FL(w), d), which are determined by
cycles z in L and defined by the pushout diagram
FL(x)
f−−−−→ Lyj y
FL(w, dw) −−−−→ L ⋆ FL(w)
where f(x) = z and j(x) = dw. The differential on L ⋆ FL(w) is given by
d(l ⋆ 1) = dLl ⋆ 1, d(1 ⋆ w) = z ⋆ 1.
For historical reasons, a differential graded Lie algebra L is said to be coformal
whenever it is formal in dgl.
Adjoint pairs. Following Moore [234], [166], we consider the algebraic clas-
sifying functor B∗ and the loop functor Ω∗ as an adjoint pair
(C.9) Ω∗ : dgc0,k ⇄ dgak :B∗.
For any object A of dgak, the classifying coalgebra B∗A agrees with Eilenberg
and Mac Lane’s normalised bar construction as objects of chk. For any object
C of dgc0,k, the loop algebra Ω∗C is given by the tensor algebra Tk(s
−1C) on
the desuspended k-module C = Ker(ε : C → k), and agrees with Adams’ cobar
construction [1] as objects of chk.
The classical result of Adams links the Moore loop functor Ω : top → tmon
with its algebraic analogue Ω∗:
Theorem C.2.1 ([1]). For a simply connected pointed space X and a commu-
tative ring k, there is a natural isomorphism of graded algebras
H(Ω∗C∗(X ;k)) ∼= H∗(ΩX ;k),
where C∗(X ;k) denotes the suitably reduced singular chain complex of X.
The isomorphism of Theorem C.2.1 is induced by a natural homomorphism
Ω∗C∗(X ;k) −→ CU ∗(ΩX ;k)
of dgak, where CU ∗(ΩX ;k) denotes the suitably reduced cubical chains on ΩX
with the dg-algebra structure induced from composition of Moore loops.
The graded homology algebra H(Ω∗C) is denoted by CotorC(k,k). When k is
a field, there is an isomorphism
(C.10) CotorC(k,k) ∼= ExtC∗(k,k)
of graded algebras [267, page 41], where C∗ is the graded algebra dual to C and
ExtC∗(k,k) is the Yoneda algebra of C
∗ [203].
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Proposition C.2.2. The loop functor Ω∗ preserves cofibrations of connected
coalgebras and weak equivalences of simply connected coalgebras; the classifying
functor B∗ preserves fibrations of connected algebras and all weak equivalences.
Proof. The fact that B∗ and Ω∗ preserve weak equivalences of algebras and
simply connected coalgebras respectively is proved by standard arguments with the
Eilenberg–Moore spectral sequence [111, page 538]. The additional assumption
for coalgebras is necessary to ensure that the cobar spectral sequence converges,
because the relevant filtration is decreasing.
Given any cofibration i : C1 → C2 of connected coalgebras, we must check
that Ω∗i : Ω∗C1 → Ω∗C2 satisfies the left lifting property with respect to any
acyclic fibration p : A1 → A2 in dgak. This involves finding lifts Ω∗C2 → A1 and
C2 → B∗A1 in the respective diagrams
Ω∗C1 −−−−→ A1
Ω∗i
y yp
Ω∗C2 −−−−→ A2
and
C1 −−−−→ B∗A1
i
y yB∗p
C2 −−−−→ B∗A2
;
each lift implies the other, by adjointness. Since p is an acyclic fibration, its kernel
A satisfiesH(A) ∼= k. In this circumstances, the projection B∗p splits by [166, The-
orem IV.2.5], so B∗A1 is isomorphic to the cofree product B∗A2 ⋆ B∗A. Therefore,
B∗p is an acyclic fibration in dgc0,k, and our lift is assured.
A second application of adjointness shows that B∗ preserves all fibrations of
connected algebras. 
Remark. It follows from Proposition C.2.2 that the restriction of (C.9) to
simply connected coalgebras and connected algebras respectively,
Ω∗ : dgc1,k ⇄ dga0,k :B∗,
acts as a Quillen pair, and induces an adjoint pair of equivalences on appropri-
ate full subcategories of the homotopy categories. An example is given in [111,
p. 538] which shows that Ω∗ fails to preserve quasi-isomorphisms (or even acyclic
cofibrations) if the coalgebras are not simply connected.
Over Q, the adjunction maps C 7→ B∗Ω∗C and Ω∗B∗A 7→ A are quasi-isomor-
phisms for any objects A and C.
Following Neisendorfer [239, Proposition 7.2], we consider a second pair of
adjoint functors
(C.11) L∗ : cdgc0,Q ⇄ dgl :M∗,
whose derived functors induce an equivalence between Ho(cdgc0,Q) and a certain
full subcategory of Ho(dgl). This extends Quillen’s original results [271] for L∗ and
M∗, which apply only to simply connected coalgebras and connected Lie algebras.
Given a connected cocommutative coalgebra C, the underlying graded Lie algebra
of L∗C is the free Lie algebra FL(s
−1C) ⊂ T (s−1C). This is preserved by the
differential in Ω∗C because C is cocommutative, thereby identifying L∗C as the
differential graded Lie algebra of primitives in Ω∗C. The right adjoint functor M∗
may be regarded as a generalisation to differential graded objects of the standard
complex for calculating the cohomology of Lie algebras. Given any L in dgl the
underlying cocommutative coalgebra of M∗L is the symmetric coalgebra C(sL) on
the suspended vector space L.
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The ordinary (topological) classifying space functor B : top → tmon and the
Moore loop functor Ω : tmon → top are not formally adjoint, because Ω does
not preserve products. However, as it was shown by Vogt [317], after passing to
appropriate localisations, Ω becomes right adjoint to B in the homotopy categories.
There is also a similar result in simplicial category: the loop functor from
simplicial sets to simplicial groups is left adjoint to the classifying functor, as in
the case of algebraic functors Ω∗ and B∗.
C.3. Homotopy limits and colimits
The lim and colim functors [a,mc] → mc do not generally preserve weak equiv-
alences, and the theory of homotopy limits and colimits has been developed to rem-
edy this deficiency. We outline their construction in this section, and discuss basic
properties.
With cat(K) and catop(K) in mind as primary examples, we assume through-
out that a is a finite Reedy category.
A Reedy category a has cofibrant constants if the constant a-diagram M is
cofibrant in [a,mc] , for any cofibrant object M of an arbitrary model category mc.
Similarly, a has fibrant constants if the constant a-diagram N is fibrant for any
fibrant object N of mc.
As shown in [158, Theorem 15.10.8], a Reedy category a has fibrant constants
if and only if the first pair of adjoint functors
(C.12) colim: [a,mc] ⇄ mc :κ, κ : mc⇄ [a,mc] : lim
is a Quillen pair (i.e. colim is left Quillen) for every model category mc. Similarly,
a has cofibrant constants if and only if the second pair above is a Quillen pair, i.e.
lim is right Quillen.
We now apply the fibrant and cofibrant replacement functors associated to the
Reedy model structure on [a,mc] , and their homotopy functors (C.2).
Definition C.3.1. For any Reedy category a with fibrant and cofibrant con-
stants, and any model category mc:
(a) the homotopy colimit functor is the composition
hocolim: Ho [a,mc]
Ho(ω)−−−−→ Ho [a,mc]c Ho(colim)−−−−−→ Ho(mc) ;
(b) the homotopy limit functor is the composition
holim: Ho [a,mc]
Ho(ϕ)−−−−→ Ho [a,mc]f Ho(lim)−−−−−→ Ho(mc).
Remark. Definition C.3.1 incorporates the fact that holim and hocolim map
objectwise weak equivalences of diagrams to weak equivalences in mc.
The Reedy categories cat(K) and catop(K) satisfy the criteria of [158, Propo-
sition 15.10.2] and therefore have fibrant and cofibrant constants, for every simpli-
cial complex K. This implies that holim and hocolim: Ho [cat(K),mc] → Ho(mc)
are defined; and similarly for catop(K).
Describing explicit models for homotopy limits and colimits has been a major
objective for homotopy theorists since their study was initiated by Bousfield and
Kan [40] and Vogt [316]. In terms of Definition C.3.1, the issue is to choose fibrant
and cofibrant replacement functors ϕ and ω. Many alternatives exist, including
those defined by the two-sided bar and cobar constructions of [261] or the frames
C.3. HOMOTOPY LIMITS AND COLIMITS 439
of [158, §16.6], but no single description yet appears to be convenient in all cases.
Instead, we accept a variety of possibilities, which are often implicit; the next few
results ensure that they are as compatible and well-behaved as we need.
Proposition C.3.2. Any cofibrant approximation D′ ≃−→ D of diagrams in-
duces a weak equivalence colimD′ ≃−→ hocolimD in mc; and any fibrant approxi-
mation D ≃−→ D′′ induces a weak equivalence holimD ≃−→ limD′′.
Proof. Using the left lifting property (axiom (c)) of the cofibration ◦ → D′
with respect to the acyclic fibration ω(D) → D we obtain a factorisation D′ →
ω(D)→ D, in which the left hand map is a weak equivalence by axiom (b). But D′
and ω(D) are cofibrant, and colim is left Quillen, so the induced map colimD′ →
colimω(D) is a weak equivalence, as required. The proof for lim is dual. 
Remark. Such arguments may be strengthened to include uniqueness state-
ments, and show that the replacements ϕ(D) and ω(D) are themselves unique up
to homotopy equivalence over D, see [158, Proposition 8.1.8].
Proposition C.3.3. For any cofibrant diagram D and fibrant diagram E, there
are natural weak equivalences hocolimD ≃−→ colimD and lim E ≃−→ holimE.
Proof. For D, it suffices to apply the left Quillen functor colim to the acyclic
fibration ω(D)→ D. The proof for E is dual. 
Proposition C.3.4. A weak equivalence D′ ≃−→ D of cofibrant diagrams in-
duces a weak equivalence colimD′ ≃−→ colimD, and a weak equivalence E ≃−→ E ′ of
fibrant diagrams induces a weak equivalence lim E ≃−→ lim E ′.
Proof. This follows from Propositions C.3.2 and C.3.3. 
Proposition C.3.5. In any model category mc:
(a) if all three objects of a pushout diagram D : L ← M → N are cofibrant,
and either of the maps is a cofibration, then there exists a weak equivalence
hocolimD ≃−→ colimD;
(b) if all three objects of a pullback diagram E : P → Q ← R are fibrant,
and either of the maps is a fibration, then there exists a weak equivalence
lim E ≃−→ holim E.
Proof. For (a), assume that M → N is a cofibration, and that the indexing
category b for D has non-identity morphisms λ ← µ → ν. The degree function
deg(λ) = 0, deg(µ) = 1, and deg(ν) = 2 turns b into a Reedy category with fibrant
constants, and ensures that D is cofibrant. So Proposition C.3.3 applies. If M → L
is a cofibration, the corresponding argument holds by symmetry.
For (b), the proofs are dual. 
There is an important situation when the homotopy colimit over a poset cate-
gory can be described explicitly:
Lemma C.3.6 (Wedge Lemma [321, Lemma 4.9]). Let (P ,6) be a poset with
initial element 0ˆ, and let p be the corresponding poset category. Suppose there is
diagram D : p → top of spaces so that D(0ˆ) = pt and D(σ)→ D(τ) is the constant
map to the basepoint for all σ < τ in P. Then there is a homotopy equivalence
hocolimD ≃−→
∨
σ∈P
(| ord(P>σ)| ∗D(σ)),
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where | ord(P>σ)| is the geometric realisation of the order complex of the upper
semi-interval P>σ = {τ ∈ P : τ > σ}.
According to a result of Panov, Ray and Vogt, the classifying space functor
B : tmon → top commutes with homotopy colimits (of topological monoids and
topological spaces, respectively) in the following sense:
Theorem C.3.7 ([261, Theorem 7.12, Proposition 7.15]). For any diagram
D : a → tmon of well-pointed topological monoids with the homotopy types of cell
complexes, there is a natural homotopy equivalence
g : hocolimtopBD ≃−→ B hocolimtmonD.
Furthermore, there is a commutative square
(C.13)
hocolimtopBD ≃−−−−→ B hocolimtmonDyptop yBptmon
colimtopBD −−−−→ B colimtmonD
where ptop and ptmon are the natural projections.
A weaker version of the theorem above can be stated for the Moore loop functor:
Corollary C.3.8. For D : a → tmon as above, there is a commutative square
Ω hocolimtopBD ≃−−−−→ hocolimtmonDyΩptop yptmon
Ω colimtopBD −−−−→ colimtmonD
in Ho(tmon), where the upper homomorphism is a homotopy equivalence.
Proof. This follows by applying Ω to (C.13) and then composing the hor-
izontal maps with the canonical weak equivalence ΩBG → G in tmon, where
G = hocolimtmonD and colimtmonD respectively. 
The lower map in the diagram above is not a homotopy equivalence in general,
although Ω preserves coproducts. Appropriate examples are given in Section 8.4.
APPENDIX D
Bordism and cobordism
Here we summarise the required facts from the theory of bordism and cobor-
dism, with the most attention given to complex (co)bordism. Cobordism theory
is one of the deepest and most influential parts of algebraic topology, which expe-
rienced a spectacular development in the 1960s. Proofs of results presented here
would require a separate monograph and a substantial background in algebraic
topology. There are exceptions where the proofs are concise and included here. For
the rest an interested reader is referred to the works of Novikov [246], [248], and
monographs of Conner–Floyd [81], [82] and Stong [297].
We consider topological spaces which have the homotopy type of cell complexes.
All manifolds are assumed to be smooth, compact and closed (without boundary),
unless otherwise specified.
D.1. Bordism of manifolds
Given two n-dimensional manifolds M0 and M1, a bordism between them is
an (n+1)-dimensional manifold W with boundary, whose boundary is the disjoint
union of M0 and M1, that is, ∂W =M0 ⊔M1. If such a W exists, M0 and M1 are
called bordant. The bordism relation splits the set of manifolds into equivalence
classes (see Fig. D.1.1), which are called bordism classes.
We denote the bordism class ofM by [M ], and denote by ΩOn the set of bordism
classes of n-dimensional manifolds. Then ΩOn is an Abelian group with respect
to the disjoint union operation: [M1] + [M2] = [M1 ⊔ M2]. Zero is represented
by the bordism class of the empty set (which is counted as a manifold in any
dimension), or by the bordism class of any manifold which bounds. We also have
∂(M × I) =M ⊔M . Hence, 2[M ] = 0 and ΩOn is a 2-torsion group.
Set ΩO =
⊕
n>0Ω
O
n . The direct product of manifolds induces a multiplication
of bordism classes, namely [M1] × [M2] = [M1 × M2]. It makes ΩO a graded
commutative ring, the unoriented bordism ring.
For any space X the bordism relation can be extended to maps of manifolds
to X : two maps M1 → X and M2 → X are bordant if there is a bordism W
between M1 and M2 and the map M1 ⊔M2 → X extends to a map W → X . The
set of bordism classes of maps M → X with dimM = n forms an abelian group
called the n-dimensional unoriented bordism group of X and denoted On(X) (other
notations: Nn(X), MOn(X)). We note that On(pt) = Ω
O
n , where pt is a point.
The bordism group On(X,A) of a pair A ⊂ X is defined as the set of bordism
classes of maps of manifolds with boundary, (M,∂M)→ (X,A), where dimM = n.
(Two such maps f0 : (M0, ∂M0)→ (X,A) and f1 : (M1, ∂M1)→ (X,A) are bordant
Figure D.1. Transitivity of the bordism relation.
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if there is W such that ∂W =M0 ∪M1 ∪M , where M is a bordism between ∂M0
and ∂M1, and a map f : W → X such that f |M0 = f0, f |M1 = f1 and f(M) ⊂ A.)
We have On(X,∅) = On(X).
There is an obviously defined map ΩOm×On(X)→ Om+n(X) turning O∗(X) =⊕
n>0On(X) into a graded Ω
O-module. The assignment X 7→ O∗(X) defines a
generalised homology theory, that is, it is functorial in X , homotopy invariant, has
the excision property and exact sequences of pairs.
D.2. Thom spaces and cobordism functors
A remarkable geometric construction due to Pontryagin and Thom reduces
the calculation of the bordism groups On(X) to a homotopical problem. Here we
assume known basic facts from the theory of vector bundles.
Given an n-dimensional real Euclidean vector bundle ξ with total space E = Eξ
and Hausdorff compact base X , the Thom space of ξ is defined as the quotient
Th ξ = E/E>1,
where E>1 is the subspace consisting of vectors of length > 1 in the fibres of ξ.
Equivalently, Th ξ = BE/SE, where BE is the total space of the n-ball bundle
associated with ξ and SE = ∂BE is the (n − 1)-sphere bundle. Also, Th ξ is the
one-point compactification of E. The Thom space Th ξ has a canonical basepoint,
the image of E>1.
Proposition D.2.1. If ξ and η are vector bundles over X and Y respectively,
and ξ × η is the product vector bundle over X × Y , then
Th(ξ × η) = Th ξ ∧ Th η.
The proof is left as an exercise.
Example D.2.2.
1. Regarding Rk as the total space of a k-plane bundle over a point, we obtain
that the corresponding Thom space Th(Rk) is a k-sphere Sk.
2. If ξ is a 0-dimensional bundle over X , then Th ξ = X+ = X ⊔ pt.
3. Let Rk denote the trivial k-plane bundle over X . The Whitney sum ξ ⊕ Rk
can be identified with the product bundle ξ × Rk, where Rk is the k-plane bundle
over a point. Then Proposition D.2.1 implies that
Th(ξ ⊕ Rk) = Σk Th ξ,
where Σk denote the k-fold suspension.
4. Combining the previous two examples, we obtain
Th(Rk) = ΣkX ∨ Sk.
Construction D.2.3 (Pontryagin–Thom construction). Let M be a subman-
ifold in Rm with normal bundle ν = ν(M ⊂ Rm). The Pontryagin–Thom map
Sm → Th ν
identifies the tubular neighbourhood of M in Rm ⊂ Sm with the set of vectors
of length < 1 in the fibres of ν, and collapses the complement of the tubular
neighbourhood to the basepoint of the Thom space Th ν.
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This construction can be generalised to submanifolds M ⊂ Eξ in the total
space of an arbitrary m-plane bundle ξ over a manifold, giving the collapse map
(D.1) Th ξ → Th ν,
where ν = ν(M ⊂ Eξ). Note that the Pontryagin–Thom collapse map is a partic-
ular case of (D.1), as Sm is the Thom space of an m-plane bundle over a point.
Recall that a smooth map f : W → Z of manifolds is called transverse along a
submanifold Y ⊂ Z if, for every w ∈ f−1(Y ), the image of the tangent space to W
at w together with the tangent space to Y at f(w) spans the tangent space to Z
at f(w):
f∗TwW + Tf(w)Y = Tf(w)Z.
If f : W → Z is transverse along Y ⊂ Z, then f−1(Y ) is a submanifold in W of
codimension equal to the codimension of Y in Z.
Construction D.2.4 (cobordism classes of η-submanifolds in Eξ). Let ξ be
an m-plane bundle with total space Eξ over a manifold X , and let η be an n-plane
bundle over a manifold Y . An η-submanifold of Eξ is a pair (M, f) consisting of a
submanifold M in Eξ and a map
f : ν(M ⊂ Eξ)→ η
such that f is an isomorphism on each fibre (so that the codimension of M in
Eξ is n). Two η-submanifolds (M0, f0) and (M1, f1) are cobordant if there is an
η-submanifold with boundary (W, f) in the cylinder Eξ × I ⊂ E(ξ ⊕ R) such that
∂(W, f) =
(
(M0, f0)× 0
) ∪ ((M1, f1)× 1).
Theorem D.2.5. The set of cobordism classes of η-submanifolds in Eξ is in
one-to-one correspondence with the set [Th ξ,Th η] of homotopy classes of based
maps of Thom spaces.
Proof. Assume given a based map g : Th ξ → Th η. By changing g within its
homotopy class we may achieve that g is transverse along the zero section Y ⊂ Th η
(transversality is a local condition, and both Th ξ and Th η are manifolds outside
the basepoints). Since η is an n-plane bundle, M = g−1(Y ) is a submanifold of
codimension n in Eξ = Th ξ \ pt such that
ν(M ⊂ Eξ) = g∗(ν(Y ⊂ Eη)) = g∗η.
That is, M is an η-submanifold in Eξ.
Conversely, assume given an η-submanifold M ⊂ Eξ. We therefore have the
map of Thom spaces Th ν → Th η (induced by the map of ν to η), whose compo-
sition with the collapse map (D.1) gives the required map Th ξ → Th η.
The fact that homotopic based maps Th ξ → Th η correspond to cobordant
η-submanifolds, and vice versa, is left as an exercise. 
Construction D.2.6 (cobordism groups). Let ηk be the universal vector k-
plane bundle EO(k)→ BO(k). Following the original notation of Thom, we denote
MO(k) = Th ηk.
Every submanifold M ⊂ Rn+k of dimension n is an ηk-submanifold via the
classifying map of the normal bundle ν(M ⊂ Rn+k). Denote by Ω−n,kO the set of
cobordism classes of M ⊂ Rn+k. The base of ηk is not a manifold, but it is a direct
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limit of Grassmannians, and a simple limit argument shows that Theorem D.2.5
still holds for ηk-submanifolds. Hence,
Ω−n,kO = [S
n+k,Th ηk] = πn+k(MO(k)).
There is the stabilisation map Ω−n,kO → Ω−n,k+1O obtained by composing the sus-
pended map Sn+k+1 → ΣMO(k) with the map ΣMO(k) → MO(k + 1) induced
by the bundle map ηk ⊕ R→ ηk+1. The (−n)th cobordism group is defined by
(D.2) Ω−nO = limk→∞Ω
−n,k
O = limk→∞ πn+k(MO(k)).
Proposition D.2.7. We have a canonical isomorphism
Ω−nO
∼= ΩOn
between the cobordism and bordism groups, for n > 0. In other words, two n-
dimensional manifolds M0 and M1 are bordant if and only if there exist embeddings
of M0 and M1 in the same Rn+k which are cobordant.
Proof. Forgetting the embedding M ⊂ Rn+k we obtain a map Ω−n,kO → ΩOn ,
which may be shown to be a group homomorphism. It is compatible with the
stabilisation maps, and therefore defines a homomorphism Ω−nO → ΩOn . Since
every manifold M may be embedded in some Rn+k, it is an isomorphism. 
Together with (D.2), Proposition D.2.7 gives a homotopical interpretation for
the (unoriented) bordism groups. This also implies that the notions of the ‘bordism
class’ and ‘cobordism class’ of a manifold M are interchangeable. Theorem D.2.5
may be applied further to obtain a homotopical interpretation for the bordism
groups On(X) of a space X :
Construction D.2.8 (bordism and cobordism groups of a space). Let X be
a space. We set ξ = Rn+k (an (n + k)-plane bundle over a point) and η = X ×
ηk (the product of a 0-plane bundle over X and the universal k-plane bundle ηk
over BO(k)), and consider cobordism classes of η-submanifolds in Eξ. Such a
submanifold is described by a pair (f, ι) consisting of a map f : M → X from an
n-dimensional manifold to X and an embedding ι : M → Rn+k (the bundle map
from ν(ι) to η is the product of the map Eν(ι)→M → X and the classifying map
of ν(ι)). By Theorem D.2.5, the set of cobordism classes of η-submanifolds in Eξ
is given by
[Sn+k,Th(X × ηk)] = πn+k
(
(X+) ∧MO(k)
)
.
As in the proof of Proposition D.2.7, there is the map from the above set of cobor-
dism classes to the bordism group On(X), which forgets the embeddingM ⊂ Rn+k.
A stabilisation argument shows that
(D.3) On(X) = limk→∞ πk+n
(
(X+) ∧MO(k)
)
,
providing a homotopical interpretation for the bordism groups of X .
We define the cobordism groups of X as
(D.4) On(X) = limk→∞
[
Σk−n(X+),MO(k)
]
.
If X is a (not necessarily compact) manifold, then the groups On(X) may also
be obtained by stabilising the set of cobordism classes of η-submanifolds in Eξ.
Namely, we need to set ξ = Rk−n (the trivial (k − n)-plane bundle over X), and
η = ηk. In other words, a cobordism class in O
n(X) is described by the composition
(D.5) M →֒ X × Rk−n −→ X,
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where the first map is an embedding of codimension k.
The maps of Thom spaces MO(k) ∧ MO(l) → MO(k + l) (induced by the
classifying maps ηk × ηl → ηk+l) turn O∗(X) =
∏
n∈ZO
n(X) into a graded ring,
called the unoriented cobordism ring of X . (One needs to consider direct product
instead of direct sum to take care of infinite complexes like RP∞.)
Exercises.
D.2.9. Prove Proposition D.2.1.
D.2.10. If η is the tautological line bundle over RPn (respectively, CPn), then
Th η can be identified with RPn+1 (respectively, CPn+1).
D.2.11. Prove that cobordism of η-submanifolds is an equivalence relation.
D.2.12. Complete the proof of Theorem D.2.5.
D.2.13. The forgetful map Ω−n,kO → ΩOn is a homomorphism of groups.
D.2.14. Given any (k−n)-plane bundle ξ over a manifold X and an embedding
M →֒ Eξ of codimension k, the composition
M →֒ Eξ −→ X
determines a cobordism class in On(X). (Hint: reduce to (D.5) by embedding ξ
into a trivial bundle over the same X .)
D.2.15 (Poincare´–Atiyah duality [7] in unoriented bordism). If X is an n-
dimensional manifold, then
On−k(X) = Ok(X) for any k.
In particular, for X = pt we obtain the isomorphisms of Proposition D.2.7.
D.3. Oriented and complex bordism
The bordism relation may be extended to manifolds endowed with some addi-
tional structure, which leads to important bordism theories.
The simplest additional structure is an orientation. By definition, two oriented
n-dimensional manifolds M1 and M2 are oriented bordant if there is an oriented
(n+ 1)-dimensional manifold W with boundary such that ∂W =M1 ⊔M2, where
M2 denotes M2 with the orientation reversed. The oriented bordism groups Ω
SO
n
and the oriented bordism ring ΩSO =
⊕
n>0Ω
SO
n are defined accordingly. Given
an oriented manifold M , the manifold M × I has the canonical orientation such
that ∂(M × I) = M ⊔M . Hence, −[M ] = [M ] in ΩSOn . Unlike ΩOn , elements of
ΩSO generally do not have order 2.
Complex structure gives another important example of an additional structure
on manifolds. However, a direct attempt to define the bordism relation on complex
manifolds fails because the manifold W must be odd-dimensional and therefore
cannot be complex. This can be remedied by considering stably complex (also
known as stably almost complex or quasicomplex ) structures.
Let TM denote the tangent bundle of M . We say that M admits a tangential
stably complex structure if there is an isomorphism of real vector bundles
(D.6) cT : TM ⊕ Rk → ξ
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between the ‘stable’ tangent bundle and a complex vector bundle ξ over M . Some
of the choices of such isomorphisms are deemed to be equivalent, that is, determine
the same stably complex structures. This equivalence relation is generated by
(a) additions of trivial complex summands; that is, cT is equivalent to
TM ⊕ Rk ⊕ C cT ⊕id−−−→ ξ ⊕ C,
where C in the left hand side is canonically identified with R2;
(b) compositions with isomorphisms of complex bundles; that is, cT is equiv-
alent to ϕ · cT for every C-linear isomorphism ϕ : ξ → ζ.
The equivalence class of cT may be described homotopically as the equivalence class
of lifts of the map M → BO(2N) classifying the stable tangent bundle to a map
M → BU(N) up to homotopy and stabilisation (see [297, Chapters II, VII]). A
tangential stably complex manifold is a pair consisting of M and an equivalence
class of isomorphisms cT ; we shall use a simplified notation (M, cT ) for such pairs.
This notion is a generalisation of complex and almost complex manifolds (where
the latter means a manifold with a choice of a complex structure on TM , that is, a
stably complex structure (D.6) with k = 0).
We say that M admits a normal complex structure if there is an embedding
i : M →֒ RN with the property that the normal bundle ν(i) admits a structure
of a complex vector bundle. There is an appropriate notion of stable equivalence
for such embeddings i, and a normal complex structure cν on M is defined as the
corresponding equivalence class. Tangential and normal stably complex structures
onM determine each other by means of the canonical isomorphism TM⊕ν(i) ∼= RN .
Example D.3.1. Let M = CP 1. The standard complex structure on M is
equivalent to the stably complex structure determined by the isomorphism
T (CP 1)⊕ R2 ∼=−→ η ⊕ η
where η is the tautological line bundle. On the other hand, one can view CP 1
as S2 embedded into R4 ∼= C2 with trivial normal bundle. We therefore have an
isomorphism
T (CP 1)⊕ R2 ∼=−→ C2 ∼= η ⊕ η
which determines a trivial stably complex structure on CP 1.
The bordism relation can be defined between stably complex manifolds by tak-
ing account of the stably complex structure in the bordism relation. As in the case
of unoriented bordism, the set of bordism classes [M, cT ] of n-dimensional stably
complex manifolds is an Abelian group with respect to disjoint union. This group
is called the n-dimensional complex bordism group and denoted by ΩUn . The sphere
Sn has the canonical normally complex structure determined by a complex struc-
ture on the trivial normal bundle of the embedding Sn →֒ Rn+2. The corresponding
bordism class represents the zero element in ΩUn . The opposite element to the bor-
dism class [M, cT ] in the group Ω
U
n may be represented by the same manifold M
with the stably complex structure determined by the isomorphism
TM ⊕ Rk ⊕ C cT⊕τ−−−→ ξ ⊕ C
where τ : C→ C is the complex conjugation. We shall use the abbreviated notations
[M ] and [M ] for the complex bordism class and its opposite whenever the stably
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complex structure cT is clear from the context. There is a stably complex structure
on M × I such that ∂(M × I) =M ⊔M .
The direct product of stably complex manifolds turns ΩU =
⊕
n>0Ω
U
n into a
graded ring, called the complex bordism ring.
Construction D.3.2 (homotopic approach to cobordism). The complex bor-
dism groups Un(X) and cobordism groups U
n(X) may be defined homotopically
similarly to (D.3) and (D.4):
(D.7)
Un(X) = limk→∞ π2k+n
(
(X+) ∧MU (k)
)
,
Un(X) = limk→∞
[
Σ2k−n(X+),MU (k)
]
,
whereMU (k) is the Thom space of the universal complex k-plane bundle EU (k)→
BU (k). Here the direct limit uses the maps Σ2MU(k)→MU(k + 1).
Construction D.3.3 (geometric approach to cobordism). Both groups Un(X)
and Un(X) may also be defined geometrically, in a way similar to the geometric
construction of unoriented bordism and cobordism groups (Construction D.2.8).
The complex bordism group Un(X) consists of bordism classes of maps M → X of
stably complex n-dimensional manifolds M to X .
The complex cobordism group Un(X) of a manifold X may be defined via
cobordisms of η-submanifolds in Eξ, like in the unoriented case. Let ξ = X×R2k−n
(a trivial bundle), and let η be the canonical (universal) complex k-plane bundle
over BU(k). Then an η-submanifoldM in Eξ defines a composite map of manifolds
M →֒ X × R2k−n −→ X
(compare (D.5)), where the first map is an embedding whose normal bundle has a
structure of a complex k-plane bundle, and the second map is the projection onto
the first factor. A map M → X between manifolds which can be decomposed as
above is said to be complex orientable of codimension n. A choice of this decom-
position together with a complex bundle structure in the normal bundle is called a
complex orientation of the map M → X . As usual, the equivalence relation on the
set of complex orientations of M → X is generated by bundle isomorphisms and
stabilisations. The group Un(X) consists of cobordism classes of complex oriented
maps M → X of codimension n.
Let y ∈ Un(Y ) be a cobordism class represented by a complex oriented map
M → Y , and let f : X → Y be a map of manifolds. If these two maps are transverse,
the cobordism class f∗(y) ∈ Un(X) is represented by the pullback X ×Y M → X
with the induced complex orientation.
When M → X is a fibre bundle with fibre F , the normal structure used in
the definition of a complex orientation can be converted to a tangential structure.
Namely, an equivalence class of complex orientations of the bundle projectionM →
X is determined by a choice of stably complex structure for the bundle TF (M) of
tangents along the fibres of M → X (an exercise). Such a bundle M → X is called
stably tangentially complex.
The equivalence of the homotopic and geometric approaches to cobordism is
established using transversality arguments and the Pontryagin–Thom construction,
as in the unoriented case.
If X = pt, then we obtain
U−n(pt) = Un(pt) = Ω
U
n
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for n > 0, from either the homotopic or geometric description of the (co)bordism
groups. We also set Ω−nU = U
−n(pt) and ΩU =
⊕
n>0Ω
−n
U .
Construction D.3.4 (pairing and products). The product operations in
cobordism are defined using the maps of Thom spacesMU (k)∧MU (l)→ MU (k+l)
induced by the classifying maps of the products of canonical bundles.
There is a canonical pairing (the Kronecker product)
〈 , 〉 : Um(X)⊗ Un(X)→ ΩUn−m,
the ⌢-product
⌢ : Um(X)⊗ Un(X)→ Un−m(X),
and the ⌣-product (or simply product)
⌣ : Um(X)⊗ Un(X)→ Um+n(X),
defined as follows. Assume given a cobordism class x ∈ Um(X) represented by a
map Σ2l−mX+ → MU(l) and a bordism class α ∈ Un(X) represented by a map
S2k+n → X+ ∧MU(k). Then 〈x, α〉 ∈ ΩUn−m is represented by the composite map
S2k+2l+n−m
Σ2l−mα−−−−−→ Σ2l−mX+ ∧MU(k) x∧ id−−−−→ MU(l) ∧MU(k)→MU(l+k)
If ∆ : X+ → (X ×X)+ = X+ ∧X+ is the diagonal map, then x ⌢ α ∈ Un−m(X)
is represented by the composite map
S2k+2l+n−m
Σ2l−mα−−−−−→ Σ2l−mX+ ∧MU(k) Σ
2l−m∆∧ id−−−−−−−−→ X+ ∧Σ2l−mX+ ∧MU(k)
id∧x∧id−−−−−→ X+ ∧MU(l) ∧MU(k)→ X+ ∧MU(l+ k)
The ⌣-product is defined similarly; it turns U∗(X) =
∏
n∈Z U
n(X) into a graded
ring, called the complex cobordism ring of X . It is a module over ΩU .
The products operations can be also interpreted geometrically.
For example, assume that x ∈ Um(X) is represented by an embedding of man-
ifolds Mk−m → X = Xk with a complex structure in the normal bundle, and
α ∈ Un(X) is represented by an embedding Nn → Xk of a tangentially stably
complex manifold N . Assume further that M and N intersect transversely in X ,
i.e. dimM ∩N = n−m. Then 〈x, α〉 is the bordism class of the intersectionM ∩N ,
and x ⌢ α is the bordism class of the embedding M ∩ N → X . The tangential
complex structure of M ∩ N is defined by the tangential structure of N and the
complex structure in the normal bundle of M ∩N → N induced from the normal
bundle of M → X .
Similarly, if x ∈ U−d(X) is represented by a smooth fibre bundle Ek+d → Xk
and α ∈ Un(X) is represented by a smooth map N → X , then 〈x, α〉 ∈ ΩUn+d is the
bordism class of the pull-back E′, and x ⌢ α ∈ Un+d(X) is the bordism class of
the composite map E′ → X in the pull-back diagram
E′ −−−−→ Ey y
N −−−−→ X
Construction D.3.5 (Poincare´–Atiyah duality in cobordism). Let X be a
manifold of dimension d. The inclusion of a point pt ⊂ X defines the bordism
class 1 ∈ U0(X) and the fundamental cobordism class of X in Ud(X). (The normal
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bundle of a point has a complex structure if d is even, otherwise the normal bundle
of a point in X × R has a complex structure.)
The identity map X → X defines the cobordism class 1 ∈ U0(X). It defines
the fundamental bordism class of X in Ud(X) only when X is stably complex.
Now let X be stably complex manifold with fundamental bordism class [X ] ∈
Ud(X). The map
D = ·⌢ [X ] : Uk(X)→ Ud−k(X), x 7→ x ⌢ [X ]
is an isomorphism (an exercise); it is called the Poincare´–Atiyah duality map.
Construction D.3.6 (Gysin homomorphism). Let f : Xk → Y k+d be a com-
plex oriented map of codimension d between manifolds (manifolds may be not
compact, in which case f is assumed to be proper). It induces a covariant map
f ! : U
n(X)→ Un+d(Y )
called the Gysin homomorphism, whose geometric definition is as follows. Let
x ∈ Un(X) be represented by a complex oriented map g : Mk−n → Xk. Then f !(x)
is represented by the composition fg.
Proposition D.3.7. The Gysin homomorphism has the following properties:
(a) f ! : U
∗(X)→ U∗+d(Y ) depends only on the homotopy class of f ;
(b) f ! is a homomorphism of ΩU -modules;
(c) (fg) ! = f !g !;
(d) f !(x · f∗(y)) = f !(x) · y for any x ∈ Un(X), y ∈ Um(Y );
(e) assume that
X ×Y Z g
′
−−−−→ X
f ′
y yf
Z
g−−−−→ Y
is a pullback square of manifolds, where g is transverse to f and f ′ is
endowed with the pullback of the complex orientation of f . Then
g∗f ! = f
′
! g
′∗ : U∗(X)→ U∗+d(Z).
Proof. (a) is clear from the homotopic definition of cobordism, while the other
properties follow easily from the geometric definition. For example, to prove (d)
one needs to choose maps Z → X and W → Y representing x and y, respectively,
and consider the commutative diagram
Z ×Y W −−−−→ X ×Y W −−−−→ Wy y y
Z −−−−→ X f−−−−→ Y
Both sides of (d) are represented by the composite map Z ×Y W → Y above. 
Let ξ be a complex n-plane bundle with total space E over a manifold X and
let i : X → E be the zero section. The element i∗i !1 ∈ U2n(X) where 1 ∈ U0(X)
is called the Euler class of ξ and is denoted by e(ξ).
Construction D.3.8 (geometric cobordisms). For any cell complex X the
cohomology group H2(X) can be identified with the set [X,CP∞] of homotopy
classes of maps into CP∞. Since CP∞ = MU(1), it follows from (D.7) that every
450 D. BORDISM AND COBORDISM
element x ∈ H2(X) determines a cobordism class ux ∈ U2(X). The elements of
U2(X) obtained in this way are called geometric cobordisms of X . We therefore
may view H2(X) as a subset in U2(X), however the group operation in H2(X) is
not obtained by restricting the group operation in U2(X) (the relationship between
the two operations is discussed in Appendix E).
WhenX is a manifold, geometric cobordisms may be described by submanifolds
M ⊂ X of codimension 2 with a fixed complex structure on the normal bundle.
Indeed, every x ∈ H2(X) corresponds to a homotopy class of maps fx : X →
CP∞. The image fx(X) is contained in some CPN ⊂ CP∞, and we may assume
that fx(X) is transverse to a certain hyperplane H ⊂ CPN . Then Mx = f−1x (H)
is a codimension-2 submanifold in X whose normal bundle acquires a complex
structure by restriction of the complex structure on the normal bundle ofH ⊂ CPN .
Changing the map fx within its homotopy class does not affect the bordism class
of the embedding Mx → X .
Conversely, assume given a submanifoldM ⊂ X of codimension 2 whose normal
bundle is endowed with a complex structure. Then the composition
X → Th(ν)→MU(1) = CP∞
of the Pontryagin–Thom collapse map X → Th(ν) and the map of Thom spaces
corresponding to the classifying map M → BU(1) of ν defines an element xM ∈
H2(X), and therefore a geometric cobordism.
If X is an oriented manifold, then a choice of complex structure on the normal
bundle of a codimension-2 embedding M ⊂ X is equivalent to orienting M . The
image of the fundamental class of M in H∗(X) is Poincare´ dual to xM ∈ H2(X).
Construction D.3.9 (connected sum). For manifolds of positive dimension
the disjoint union M1 ⊔M2 representing the sum of bordism classes [M1] + [M2]
may be replaced by their connected sum, which represents the same bordism class.
The connected sum M1 #M2 of manifolds M1 and M2 of the same dimension
n is constructed as follows. Choose points v1 ∈ M1 and v2 ∈ M2, and take closed
ε-balls Bε(v1) and Bε(v2) around them (both manifolds may be assumed to be
endowed with a Riemannian metric). Fix an isometric embedding f of a pair of
standard ε-balls Dn×S0 (here S0 = {0, 1}) into M1 ⊔M2 which maps Dn× 0 onto
Bε(v1) and D
n × 1 onto Bε(v2). If both M1 and M2 are oriented we additionally
require the embedding f to preserve the orientation on the first ball and reverse in
on the second. Now, using this embedding, replace in M1 ⊔M2 the pair of balls
Dn × S0 by a ‘pipe’ Sn−1 ×D1. After smoothing the angles in the standard way
we obtain a smooth manifold M1 #M2.
If both M1 and M2 are connected the smooth structure on M1 # M2 does
not depend on a choice of points v1, v2 and embedding D
n × S0 →֒ M1 ⊔M2. It
does however depend on the orientations; M1 #M2 and M1 #M2 are not diffeo-
morphic in general. For example, the manifolds CP 2 # CP 2 and CP 2 # CP 2 are
not diffeomorphic (and not even homotopy equivalent because they have different
signatures).
There are smooth contraction maps p1 : M1 #M2 →M1 and p2 : M1 #M2 →
M2. In the oriented case the manifold M1#M2 can be oriented in such a way that
both contraction maps preserve the orientations.
A bordism between M1 ⊔ M2 and M1 # M2 may be constructed as follows.
Consider a cylinder M1× I, from which we remove an ε-neighbourhood Uε(v1 × 1)
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Figure D.2. Disjoint union and connected sum.
of the point v1 × 1. Similarly, remove the neighbourhood Uε(v2 × 1) from M2 × I
(each of these two neighbourhoods can be identified with the half of a standard
open (n + 1)-ball). Now connect the two remainders of cylinders by a ‘half pipe’
Sn6 × I in such a way that the half-sphere Sn6 × 0 is identified with the half-sphere
on the boundary of Uε(v1× 1), and Sn6× 1 is identified with the half-sphere on the
boundary of Uε(v2×1). Smoothing the angles we obtain a manifold with boundary
M1⊔M2 ⊔ (M1#M2) (or M1⊔M2 ⊔ (M1#M2) in the oriented case), see Fig. D.2.
Finally, if M1 and M2 are stably complex manifolds, then there is a canonical
stably complex structure on M1#M2, which is constructed as follows. Assume the
stably complex structures on M1 and M2 are determined by isomorphisms
cT,1 : TM1 ⊕ Rk1 → ξ1 and cT,2 : TM2 ⊕ Rk2 → ξ2.
Using the isomorphism T (M1 #M2) ⊕ Rn ∼= p∗1TM1 ⊕ p∗2TM2, we define a stably
complex structure on M1 #M2 by the isomorphism
T (M1 #M2)⊕ Rn+k1+k2
∼= p∗1TM1 ⊕ Rk1 ⊕ p∗2TM2 ⊕ Rk2
cT ,1⊕cT ,2−−−−−−→ p∗1ξ1 ⊕ p∗2ξ2.
We shall refer to this stably complex structure as the connected sum of stably
complex structures on M1 and M2. The corresponding complex bordism class is
[M1] + [M2].
Exercises.
D.3.10. Assume given a complex (k− l)-plane bundle ξ over a manifold X and
an embedding M →֒ Eξ whose normal bundle has a structure of a complex k-plane
bundle. Then the composition
M →֒ Eξ −→ X
determines a complex orientation for the map M → X of codimension 2l, and
therefore a complex cobordism class in U2l(X). (Compare Exercise D.2.14.)
Similarly, an embedding M →֒ E(ξ ⊕ R) whose normal bundle has a structure
of a complex k-plane bundle determines a complex cobordism class in U2l−1(X),
via the composition
M →֒ E(ξ ⊕ R) −→ X.
This is how complex orientations were defined in [273].
D.3.11. Let π : E → B be a bundle with fibre F . The map π is complex oriented
if and only a stably complex structure is chosen for the bundle TF (E) of tangents
along the fibres of π.
D.3.12. The Poincare´–Atiyah duality map
D = ·⌢ [X ] : Uk(X)→ Ud−k(X), x 7→ x ⌢ [X ]
is an isomorphism for any stably complex manifold X of dimension d.
D.3.13. Let f : Xd → Y p+d be a complex oriented map of manifolds, and let
DX : U
k(X) → Ud−k(X), DY : Up+k(Y ) → Ud−k(Y ) be the duality isomorphisms
for X , Y . Then the Gysin homomorphism satisfies f ! = D
−1
Y f∗DX .
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D.3.14. Let ξ be a complex n-plane bundle over a manifold M with total
space E, and let i : M → E be the inclusion of zero section. Define the Gysin
homomorphism
i ! : U
∗(M)→ U∗+2n(E,E \M) = U∗+2n(Th(ξ))
by analogy with Construction D.3.6 and show that i ! is an isomorphism. It is called
the Gysin–Thom isomorphism corresponding to ξ.
D.4. Structure results
Let M be an n-dimensional manifold and let f : M → BO(n) be the classify-
ing map of the tangent bundle. Given a universal Stiefel–Whitney characteristic
class w ∈ H∗(BO(n);Z2) = Z2[w1, . . . , wn] of n-plane bundles, the correspond-
ing corresponding tangential Stiefel–Whitney characteristic number w[M ] is de-
fined as the result of pairing of f∗(w) ∈ Hn(M ;Z2) with the fundamental class
〈M〉 ∈ Hn(M ;Z2). The number w[M ] is an unoriented bordism invariant.
Tangential Chern characteristic numbers c[M ] of stably complex 2n-manifolds
and Pontryagin characteristic numbers p[M ] of oriented 4n-manifolds are defined
similarly; they are complex and oriented bordism invariants, respectively.
Normal characteristic numbers are of equal importance in cobordism theory. If
M →֒ RN is an embedding with a fixed complex structure in the normal bundle ν,
classified by the map g : ν → BU(n), then the normal Chern characteristic number
c¯[M ] corresponding to c ∈ H∗(BU(n)) = Z[c1, . . . , cn] is defined as (g∗c)〈M〉.
Normal Stiefel–Whitney and Pontryagin numbers are defined similarly. Since TM⊕
ν = RN , the tangential and normal characteristic numbers determine each other.
In what follows, all characteristic numbers will be tangential.
The theory of unoriented (co)bordism was the first to be completed: the co-
efficient ring ΩO was calculated by Thom, and the bordism groups O∗(X) of cell
complexes X were reduced to homology groups of X with coefficients in ΩO. The
corresponding results are summarised as follows.
Theorem D.4.1.
(a) Two manifolds are unorientedly bordant if and only if they have identical
sets of Stiefel–Whitney characteristic numbers.
(b) ΩO is a polynomial ring over Z2 with one generator ai in every positive
dimension i 6= 2k − 1.
(c) For every cell complex X the module O∗(X) is a free graded Ω
O-module
isomorphic to H∗(X ;Z2)⊗Z2 ΩO.
Parts (a) and (b) were done by Thom [305]. Part (c) was first formulated by
Conner and Floyd [81]; it also follows from the results of Thom.
Theorem D.4.2.
(a) ΩU ⊗ Q is a polynomial ring over Q generated by the bordism classes of
complex projective spaces CP i, i > 1.
(b) Two stably complex manifolds are bordant if and only if they have identical
sets of Chern characteristic numbers.
(c) ΩU is a polynomial ring over Z with one generator ai in every even di-
mension 2i, where i > 1.
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Part (a) can be proved by the methods of Thom. Part (b) follows from the
results of Milnor [226] and Novikov [244]. Part (c) is the most difficult one; it was
done by Novikov [244] using the Adams spectral sequence and structure theory
of Hopf algebras (see also [245] for a more detailed account) and Milnor (unpub-
lished1). Another more geometric proof was given by Stong [297].
Note that part (c) of Theorem D.4.1 does not extend to complex bordism;
U∗(X) is not a free Ω
U -module in general (although it is a free ΩU -module if
H∗(X ;Z) is free abelian). Unlike the case of unoriented bordism, the calculation
of complex bordism of a space X does not reduce to calculating the coefficient ring
ΩU and homology groups H∗(X). The theory of complex (co)bordism is much
richer than its unoriented analogue, and at the same time is not as complicated
as oriented bordism or other bordism theories with additional structure, since the
coefficient ring does not have torsion. Thanks to this, complex cobordism theory
found many striking and important applications in algebraic topology and beyond.
Many of these applications were outlined in the pioneering work of Novikov [246].
The calculation of the oriented bordism ring was completed by Novikov [244]
(ring structure modulo torsion and odd torsion) and Wall [320] (even torsion), with
important earlier contributions made by Rokhlin, Averbuch, and Milnor. Unlike
complex bordism, the ring ΩSO has additive torsion. We give only a partial result
here (which does not fully describe the torsion elements).
Theorem D.4.3.
(a) ΩSO ⊗Q is a polynomial ring over Q generated by the bordism classes of
complex projective spaces CP 2i, i > 1.
(b) The subring Tors ⊂ ΩSO of torsion elements contains only elements of
order 2. The quotient ΩSO/Tors is a polynomial ring over Z with one
generator ai in every dimension 4i, where i > 1.
(c) Two oriented manifolds are bordant if and only if they have identical sets
of Pontryagin and Stiefel–Whitney characteristic numbers.
D.5. Ring generators
To describe a set of ring generators for ΩU we shall need a special character-
istic class of complex vector bundles. Let ξ be a complex k-plane bundle over a
manifold M . Write its total Chern class formally as follows:
c(ξ) = 1 + c1(ξ) + · · ·+ ck(ξ) = (1 + x1) · · · (1 + xk),
so that ci(ξ) = σi(x1, . . . , xk) is the ith elementary symmetric function in formal
indeterminates. These indeterminates acquire a geometric meaning if ξ is a sum
ξ1⊕ · · · ⊕ ξk of line bundles; then xj = c1(ξj), 1 6 j 6 k. Consider the polynomial
Pn(x1, . . . xk) = x
n
1 + · · ·+ xnk
and express it via the elementary symmetric functions:
Pn(x1, . . . , xk) = sn(σ1, . . . , σk).
Substituting the Chern classes for the elementary symmetric functions we obtain a
certain characteristic class of ξ:
sn(ξ) = sn(c1(ξ), . . . , ck(ξ)) ∈ H2n(M).
1Milnor’s proof was announced in [159]; it was intended to be included in the second part
of [226], but has never been published.
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This characteristic class plays an important role in detecting the polynomial gener-
ators of the complex bordism ring, because of the following properties (which follow
immediately from the definition).
Proposition D.5.1. The characteristic class sn satisfies
(a) sn(ξ) = 0 if ξ is a bundle over M and dimM < 2n;
(b) sn(ξ ⊕ η) = sn(ξ) + sn(η);
(c) sn(ξ) = c1(ξ)
n if ξ is a line bundle.
Given a stably complex 2n-manifold (M, cT ), define its characteristic number
(D.8) sn[M ] = sn(TM)〈M〉 ∈ Z.
Here sn(TM) is understood to be sn(ξ), where ξ is the complex bundle from (D.6).
Corollary D.5.2. If a bordism class [M ] ∈ ΩU2n decomposes as [M1] × [M2]
where dimM1 > 0 and dimM2 > 0, then sn[M ] = 0.
It follows that the characteristic number sn vanishes on decomposable elements
of ΩU2n. It also detects indecomposables that may be chosen as polynomial genera-
tors. The following result featured in the proof of Theorem D.4.2.
Theorem D.5.3. A bordism class [M ] ∈ ΩU2n may be chosen as a polynomial
generator an of the ring Ω
U if and only if
sn[M ] =
{
±1, if n 6= pk − 1 for any prime p;
±p, if n = pk − 1 for some prime p.
There is no universal description of connected manifolds representing the poly-
nomial generators an ∈ ΩU . On the other hand, there is a particularly nice family
of manifolds whose bordism classes generate the whole ring ΩU . This family is
redundant though, so there are algebraic relations between their bordism classes.
Construction D.5.4 (Milnor hypersurfaces). Fix a pair of integers j > i > 0
and consider the product CP i × CP j . Its algebraic subvariety
(D.9) Hij = {(z0 : · · · : zi)× (w0 : · · · : wj) ∈ CP i × CP j : z0w0 + · · ·+ ziwi = 0}
is called a Milnor hypersurface. Note that H0j ∼= CP j−1.
Denote by p1 and p2 the projections of CP
i × CP j onto its factors. Let η be
the tautological line bundle over a complex projective space and η¯ its conjugate
(the canonical line bundle). We have
H∗(CP i × CP j) = Z[x, y]/(xi+1 = 0, yj+1 = 0)
where x = p∗1c1(η¯), y = p
∗
2c1(η¯).
Proposition D.5.5. The geometric cobordism in CP i×CP j corresponding to
the element x + y ∈ H2(CP i × CP j) is represented by the submanifold Hij . In
particular, the image of the fundamental class 〈Hij〉 in H2(i+j−1)(CP i × CP j) is
Poincare´ dual to x+ y.
Proof. We have x+ y = c1(p
∗
1(η¯)⊗ p∗2(η¯)). The classifying map fx+y : CP i ×
CP j → CP∞ is the composition of the Segre embedding
σ : CP i × CP j → CP (i+1)(j+1)−1,
(z0 : · · · : zi)× (w0 : · · · : wj) 7→ (z0w0 : z0w1 : · · · : zkwl : · · · : ziwj),
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and the embedding CP ij+i+j → CP∞. The codimension 2 submanifold in CP i ×
CP j corresponding to the cohomology class x + y is obtained as the preimage
σ−1(H) of a generally positioned hyperplane in CP ij+i+j (that is, a hyperplane H
transverse to the image of the Segre embedding, see Construction D.3.8). By (D.9),
the Milnor hypersurface is exactly σ−1(H) for one such hyperplane H . 
Lemma D.5.6.
si+j−1[Hij ] =

j, if i = 0;
2, if i = j = 1;
0, if i = 1, j > 1;
−(i+ji ), if i > 1.
Proof. Let i = 0. Since the stably complex structure on H0j = CP
j−1 is
determined by the isomorphism T (CP j−1) ⊕ C ∼= η¯ ⊕ · · · ⊕ η¯ (j summands) and
x = c1(η¯), we have
sj−1[CP
j−1] = jxj−1〈CP j−1〉 = j.
Now let i > 0. Then
si+j−1(T (CP i × CP j)) = (i+ 1)xi+j−1 + (j + 1)yi+j−1
=
{
2xj + (j + 1)yj, if i = 1;
0, if i > 1.
Denote by ν the normal bundle of the embedding ι : Hij → CP i × CP j . Then
(D.10) T (Hij)⊕ ν = ι∗(T (CP i × CP j)).
Since c1(ν) = ι
∗(x+ y), we obtain si+j−1(ν) = ι
∗(x + y)i+j−1.
Assume i = 1. Then (D.10) and Proposition D.5.1 imply that
sj [H1j ] = sj
(T (H1j))〈H1j〉 = ι∗(2xj + (j + 1)yj − (x + y)j)〈H1j〉
= (2xj + (j + 1)yj − (x+ y)j)(x + y)〈CP 1 × CP j〉 =
{
2, if j = 1;
0, if j > 1.
Assume now that i > 1. Then si+j−1(T (CP i × CP j)) = 0, and we obtain
from (D.10) and Proposition D.5.1 that
si+j−1[Hij ] = −si+j−1(ν)〈Hij〉 = −ι∗(x+ y)i+j−1〈Hij〉
= −(x+ y)i+j〈CP i × CP j〉 = −(i+ji ).

Remark. Since s1[H11] = 2 = s1[CP
1] the manifold H11 is bordant to CP
1.
In fact H11 ∼= CP 1 (an exercise).
Theorem D.5.7. The bordism classes {[Hij ], 0 6 i 6 j} multiplicatively gen-
erate the ring ΩU .
Proof. A simple calculation shows that
g.c.d.
((
n+1
i
)
, 1 6 i 6 n
)
=
{
p, if n = pk − 1,
1, otherwise.
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Now Lemma D.5.6 implies that a certain integer linear combination of bordism
classes [Hij ] with i+ j = n+1 can be taken as the polynomial generator an of Ω
U ,
see Theorem D.5.3. 
Remark. There is no universal description for a linear combination of bordism
classes [Hij ] with i+ j = n+ 1 giving the polynomial generator of Ω
U .
All algebraic relations between the classes [Hij ] arise from the associativity of
the formal group law of geometric cobordism (see Corollary E.2.4).
Example D.5.8. Since s1[CP 1] = 2, s2[CP 2] = 3, the bordism classes [CP 1]
and [CP 2] may be taken as polynomial generators a1 and a2 of ΩU . However [CP 3]
cannot be taken as a3, since s3[CP 3] = 4, while s3(a3) = ±2. The bordism class
[H22] + [CP 3] may be taken as a3.
Theorem D.5.7 admits the following important addendum, which is due to
Milnor (see [297, Chapter 7] for the proof).
Theorem D.5.9 (Milnor). Every bordism class x ∈ ΩUn with n > 0 contains a
nonsingular algebraic variety (not necessarily connected).
The proof of this fact uses a construction of a (possibly disconnected) alge-
braic variety representing the class −[M ] for any bordism class [M ] ∈ ΩUn of 2n-
dimensional manifold. The following question is still open.
Problem D.5.10 (Hirzebruch). Describe the set of bordism classes in ΩU con-
taining connected nonsingular algebraic varieties.
Example D.5.11. The group ΩU2 is isomorphic to Z and is generated by [CP
1].
Every class k[CP 1] ∈ ΩU2 contains a nonsingular algebraic variety, namely, a disjoint
union of k copies of CP 1 for k > 0 and a Riemann surface of genus (1−k) for k 6 0.
Connected algebraic varieties are contained only in the classes k[CP 1] with k 6 1.
Exercises.
D.5.12. Properties listed in Proposition D.5.1 determine the characteristic class
sn uniquely.
D.5.13. Show that H11 ∼= CP 1.
D.5.14. Show that H1j is complex bordant to CP 1 × CP j−1. (Hint: calculate
the characteristic numbers; no geometric construction of this bordism is known!)
D.5.15. An alternative set of ring generators of ΩU can be constructed as
follows. Let M2nk be a submanifold in CP
n+1 dual to kx ∈ H2(CPn+1), where k is
a positive integer, and x is the first Chern class of the hyperplane section bundle.
For example, one can takeM2nk to be a nonsingular hypersurface of degree k. Then
the set {[M2nk ] : n > 1, k > 1} multiplicatively generates the ring ΩU .
D.6. Invariant stably complex structures
Let M be a 2n-dimensional manifold with a stably complex structure deter-
mined by the isomorphism
(D.11) cT : TM ⊕ R2(l−n) → ξ.
Assume that the torus T k acts on M .
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Definition D.6.1. A stably complex structure cT is T
k-invariant if for every
t ∈ T k the composition
(D.12) r(t) : ξ
c−1
T−−→ TM ⊕ R2(l−n) dt ⊕ id−−−→ TM ⊕ R2(l−n) cT−→ ξ
is a complex bundle map, where dt is the differential of the action by t . In other
words, (D.12) determines a representation r : T k → HomC(ξ, ξ).
Let x ∈ M be an isolated fixed point of the T k-action on M . Then we have
a representation rx : T
k → GL(l,C) in the fibre of ξ over x. This fibre ξx ∼=
Cl decomposes as Cn ⊕ Cl−n, where rx has no trivial summands on Cn and is
trivial on Cl−n. The nontrivial part of rx decomposes into a sum ri1 ⊕ · · · ⊕ rin
of one-dimensional complex T k-representations. In the corresponding coordinates
(z1, . . . , zn), an element t = (e
2πiϕ1 , . . . , e2πiϕk) ∈ T k acts by
t ·(z1, . . . , zn) = (e2πi〈w1, ϕ〉z1, . . . , e2πi〈wn, ϕ〉zn),
where ϕ = (ϕ1, . . . , ϕk) ∈ Rk and w j ∈ Zk, 1 6 j 6 n, are the weights of the
representation rx at the fixed point x. Also, the isomorphism cT ,x of (D.11) induces
an orientation of the tangent space Tx(M).
Definition D.6.2. For any fixed point x ∈ M , the sign σ(x) is +1 if the
isomorphism
Tx(M) id⊕ 0−−−→ Tx(M)⊕ R2(l−n) cT ,x−−→ ξx ∼= Cn ⊕ Cl−n p−→ Cn,
respects the canonical orientations, and −1 if it does not; here p is the projection
onto the first summand.
So σ(x) compares the orientations induced by rx and cT ,x on Tx(M). If M is
an almost complex T k-manifold (i.e. l = n) then σ(x) = 1 for every fixed point x.
Example D.6.3. We let the circle T 1 = S1 act on CP 1 in homogeneous co-
ordinates by t · (z0 : z1) = (z0 : tz1). This action has two fixed points (0 : 1) and
(1 : 0). In the standard stably complex structure (see Example D.3.1) the signs of
both vertices are positive (this structure is complex and the map in Definition D.6.2
is a complex linear map C→ C).
On the other hand, the trivial stably complex structure on CP 1 ∼= S2 may be
thought of as induced from the embedding of S2 into R3 ⊕ R1 with trivial normal
bundle, which can be made complex by identifying it with C. We therefore may
think of the circle action as the rotation of the unit sphere in R3 around the vertical
axis. The fixed points are the north and south poles. The rotations induced on
the tangent planes to the two fixed points are in different directions. Therefore the
signs of the two fixed points are different (which sign is positive depends on the
convention one uses to induce an orientation on S2 from the orientation of R3).

APPENDIX E
Formal group laws and Hirzebruch genera
The theory of formal groups originally appeared in algebraic geometry and plays
an important role in number theory and cryptography. Formal groups laws were
brought into bordism theory in the pioneering work of Novikov [246], and provided
a very powerful tool for the theory of group actions on manifolds and generalised
homology theories. Early applications of formal group laws in cobordism concerned
finite group actions on manifolds, or ‘differentiable periodic maps’. Subsequent
developments included constructions of complex oriented cohomology theories and
applications to Hirzebruch genera, one of the most important class of invariants of
manifolds.
E.1. Elements of the theory of formal group laws
Let R be a commutative ring with unit.
A formal power series F (u, v) ∈ R[[u, v]] is called a (commutative one-
dimensional) formal group law over R if it satisfies the following equations:
(a) F (u, 0) = u, F (0, v) = v;
(b) F (F (u, v), w) = F (u, F (v, w));
(c) F (u, v) = F (v, u).
The original example of a formal group law over a field k is provided by the
expansion near the unit of the multiplication map G×G→ G in a one-dimensional
algebraic group over k. This also explains the terminology.
A formal group law F over R is called linearisable if there exists a coordinate
change u 7→ gF (u) = u+
∑
i>1 giu
i ∈ R[[u]] such that
(E.1) gF (F (u, v)) = gF (u) + gF (v).
Note that every formal group law over R determines a formal group law over R⊗Q.
Theorem E.1.1. Every formal group law F is linearisable over R⊗Q.
Proof. Consider the series ω(u) = ∂F (u,w)∂w
∣∣∣
w=0
. Then
ω(F (u, v)) =
∂F (F (u, v), w)
∂w
∣∣∣
w=0
=
∂F (F (u,w), v)
∂F (u,w)
·∂F (u,w)
∂w
∣∣∣
w=0
=
∂F (u, v)
∂u
ω(u).
We therefore have duω(u) =
dF (u,v)
ω(F (u,v)) . Set
(E.2) g(u) =
∫ u
0
dv
ω(v)
;
then dg(u) = dg(F (u, v)). This implies that g(F (u, v)) = g(u)+C. Since F (0, v) =
v and g(0) = 0, we get C = g(v). Thus, g(F (u, v)) = g(u) + g(v). 
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A series gF (u) = u+
∑
i>1 giu
i satisfying equation (E.1) is called a logarithm of
the formal group law F ; Theorem E.1.1 shows that a formal group law over R⊗Q
always has a logarithm. Its functional inverse series fF (t) ∈ R⊗Q[[t]] is called an
exponential of the formal group law, so that we have F (u, v) = fF (gF (u) + gF (v))
over R ⊗ Q. If R does not have torsion (i.e. R → R ⊗ Q is monomorphic), the
latter formula shows that a formal group law (as a series with coefficients in R) is
fully determined by its logarithm (which is a series with coefficients in R⊗Q).
Example E.1.2. An example of a formal group law is given by the series
(E.3) F (u, v) = (1 + u)(1 + v)− 1 = u+ v + uv,
over Z, called the multiplicative formal group law. Introducing a formal indetermi-
nate β of degree −2, we may consider the 1-parameter extension of the multiplica-
tive formal group law, given by Fβ(u, v) = u + v − βuv, with coefficients in Z[β].
Its logarithm and exponential series are given by
g(u) = − ln(1− βu)
β
, f(x) =
1− e−βx
β
.
Let F =
∑
k,l aklu
kvl be a formal group law over a ring R and r : R → R′ a
ring homomorphism. Denote by r(F ) the formal series
∑
k,l r(akl)u
kvl ∈ R′[[u, v]];
then r(F ) is a formal group law over R′.
A formal group law F over a ring A is universal if for any formal group law F
over any ring R there exists a unique homomorphism r : A→ R such that F = r(F).
Proposition E.1.3. If a universal formal group law F over A exists, then
(a) the ring A is multiplicatively generated by the coefficients of the series F ;
(b) F is unique: if F ′ is another universal formal group law over A′, then
there is an isomorphism r : A→ A′ such that F ′ = r(F).
Proof. To prove the first statement, denote by A′ the subring in A generated
by the coefficients of F . Then there is a monomorphism i : A′ → A satisfying i(F) =
F . On the other hand, by universality there exists a homomorphism r : A → A′
satisfying r(F) = F . It follows that ir(F) = F . This implies that ir = id: A→ A
by the uniqueness requirement in the definition of F . Thus A′ = A. The second
statement is proved similarly. 
Theorem E.1.4 (Lazard [192]). The universal formal group law F exists, and
its coefficient ring A is isomorphic to the polynomial ring Z[a1, a2, . . .] on an infinite
number of generators.
E.2. Formal group law of geometric cobordisms
The applications of formal group laws in cobordism theory build upon the
following fundamental construction.
Construction E.2.1 (Formal group law of geometric cobordisms [246]). Let
X be a cell complex and u, v ∈ U2(X) two geometric cobordisms (see Construc-
tion D.3.8) corresponding to elements x, y ∈ H2(X) respectively. Denote by u+
H
v
the geometric cobordism corresponding to the cohomology class x+ y.
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Proposition E.2.2. The following relation holds in U2(X):
(E.4) u+
H
v = FU (u, v) = u+ v +
∑
k>1, l>1
αkl u
kvl,
where the coefficients αkl ∈ Ω−2(k+l−1)U do not depend on X. The series FU (u, v)
given by (E.4) is a formal group law over the complex cobordism ring ΩU .
Proof. We first do calculations with the universal example X = CP∞×CP∞.
Then
U∗(CP∞ × CP∞) = Ω∗U [[u, v]],
where u, v are canonical geometric cobordisms given by the projections of CP∞ ×
CP∞ onto its factors. We therefore have the following relation in U2(CP∞×CP∞):
(E.5) u+
H
v =
∑
k,l>0
αkl u
kvl,
where αkl ∈ Ω−2(k+l−1)U .
Now let the geometric cobordisms u, v ∈ U2(X) be given by maps fu, fv : X →
CP∞ respectively. Then u = (fu × fv)∗(u), v = (fu × fv)∗(v) and u +H v =
(fu × fv)∗(u +H v), where fu × fv : X → CP∞ × CP∞. Applying the ΩU -module
map (fu × fv)∗ to (E.5) we obtain the required formula (E.4). The identities (a)
and (c) for FU (u, v) are obvious, and the associativity (b) follows from the identity
(u+
H
v) +
H
w = FU (FU (u, v), w) and the associativity of +H . 
Series (E.4) is called the formal group law of geometric cobordisms; nowadays
it is also usually referred to as the complex cobordism formal group law.
By definition, the geometric cobordism u ∈ U2(X) is the first Conner–Floyd
Chern class cU1 (ξ) of the complex line bundle ξ over X obtained by pulling back
the canonical bundle along the map fu : X → CP∞ (it also coincides with the
Euler class e(ξ) as defined in Section D.3). It follows that the formal group law
of geometric cobordisms gives an expression of cU1 (ξ ⊗ η) ∈ U2(X) in terms of the
classes u = cU1 (ξ) and v = c
U
1 (η) of the factors:
cU1 (ξ ⊗ η) = FU (u, v).
The coefficients of the formal group law of geometric cobordisms and its loga-
rithms may be described geometrically by the following results.
Theorem E.2.3 (Buchstaber [47, Theorem 4.8]).
FU (u, v) =
∑
i,j>0[Hij ]u
ivj(∑
r>0[CP
r]ur
)(∑
s>0[CP
s]vs
) ,
where Hij (0 6 i 6 j) are Milnor hypersurfaces (D.9) and Hji = Hij.
Proof. Set X = CP i × CP j in Proposition E.2.2. Consider the Poincare´–
Atiyah duality map D : U2(CP i × CP j) → U2(i+j)−2(CP i × CP j) (Construc-
tion D.3.5) and the map ε : U∗(CP i × CP j) → U∗(pt) = ΩU induced by the pro-
jection CP i × CP j → pt. Then the composition
εD : U2(CP i × CP j)→ ΩU2(i+j)−2
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takes geometric cobordisms to the bordism classes of the corresponding submani-
folds. In particular, εD(u+
H
v) = [Hij ], εD(u
kvl) = [CP i−k][CP j−l]. Applying εD
to (E.4) we obtain
[Hij ] =
∑
k, l
αkl[CP
i−k][CP j−l].
Therefore,∑
i,j
[Hij ]u
ivj =
(∑
k, l
αklu
kvl
)(∑
i>k
[CP i−k]ui−k
)(∑
j>l
[CP j−l]vj−l
)
,
which implies the required formula. 
Corollary E.2.4. The coefficients of the formal group law of geometric cobor-
disms generate the complex cobordism ring ΩU .
Proof. By Theorem D.5.7, ΩU is generated by the cobordism classes [Hij ],
which can be integrally expressed via the coefficients of FU using Theorem E.2.3. 
Theorem E.2.5 (Mishchenko [246, Appendix 1]). The logarithm of the formal
group law of geometric cobordisms is given by
gU (u) = u+
∑
k>1
[CP k]
k + 1
uk+1 ∈ ΩU ⊗Q[[u]].
Proof. By (E.2),
dgU (u) =
du
∂FU (u,v)
∂v
∣∣∣
v=0
.
Using the formula of Theorem E.2.3 and the identity Hi0 = CP
i−1, we calculate
dgU (u)
du
=
1 +
∑
k>0[CP
k]uk
1 +
∑
i>0([Hi1]− [CP 1][CP i−1])ui
.
Now [Hi1] = [CP 1][CP i−1] (see Exercise D.5.14). It follows that
dgU (u)
du = 1 +∑
k>0[CP
k]uk, which implies the required formula. 
Using these calculations the following most important property of the formal
group law FU can be easily established:
Theorem E.2.6 (Quillen [272, Theorem 2]). The formal group law FU of
geometric cobordisms is universal.
Proof. Let F be the universal formal group law over a ring A. Then there is a
homomorphism r : A→ ΩU which takes F to FU . The series F , viewed as a formal
group law over the ring A ⊗ Q, has the universality property for all formal group
laws over Q-algebras. By Theorem E.1.1, such a formal group law is determined by
its logarithm, which is a series with leading term u. It follows that if we write the
logarithm of F as∑ bk uk+1k+1 then the ring A⊗Q is the polynomial ring Q[b1, b2, . . .].
By Theorem E.2.5, r(bk) = [CP k] ∈ ΩU . Since ΩU ⊗Q ∼= Q[[CP 1], [CP 2], . . .], this
implies that r ⊗Q is an isomorphism.
By Theorem E.1.4 the ring A does not have torsion, so r is a monomorphism.
On the other hand, Theorem E.2.3 implies that the image r(A) contains the bordism
classes [Hij ] ∈ ΩU , 0 6 i 6 j. Since these classes generate the whole ring ΩU
(Theorem D.5.7), the map r is onto and thus an isomorphism. 
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Remark. Complex cobordism theory is the universal complex-oriented coho-
mology theory, i.e. it is universal in the category of cohomology theories in which the
first Chern class is defined for complex bundles. This implies that the formal group
law FU of geometric cobordisms is universal among formal group laws realised by
complex-oriented cohomology theories. Theorem E.2.6 establishes the universality
of FU among all formal group laws. It therefore opens a way for application of
results from the algebraic theory of formal groups in cobordism.
E.3. Hirzebruch genera
Every homomorphism ϕ : ΩU → R from the complex bordism ring to a com-
mutative ring R with unit can be regarded as a multiplicative characteristic of
manifolds which is an invariant of bordism classes. Such a homomorphism is called
a (complex) R-genus. (The term ‘multiplicative genus’ is also used, to emphasise
that such a genus is a ring homomorphism.)
Assume that the ring R does not have additive torsion. Then every R-genus
ϕ is fully determined by the corresponding homomorphism ΩU ⊗ Q → R ⊗ Q,
which we shall also denote by ϕ. A construction due to Hirzebruch [160] describes
homomorphisms ϕ : ΩU ⊗Q→ R⊗Q by means of universal R-valued characteristic
classes of special type.
Construction E.3.1 (Hirzebruch genera). Let BU = lim
n→∞
BU(n). Then
H∗(BU) is isomorphic to the ring of formal power series Z[[c1, c2, . . .]] in universal
Chern classes, deg ck = 2k. The set of tangential Chern characteristic numbers of
a given manifold M defines an element in Hom(H∗(BU),Z), which belongs to the
subgroup H∗(BU) in the latter group. We therefore obtain a group homomorphism
(E.6) ΩU → H∗(BU).
Since the product in H∗(BU) arises from the maps BU(k) × BU(l) → BU(k + l)
corresponding to the product of vector bundles, and the Chern classes have the
appropriate multiplicative property, the map (E.6) is a ring homomorphism.
Part 2 of Theorem D.4.2 says that (E.6) is a monomorphism, and Part 1 of
the same theorem says that the map ΩU ⊗Q→ H∗(BU ;Q) is an isomorphism. It
follows that every homomorphism ϕ : ΩU ⊗ Q → R ⊗ Q can be interpreted as an
element of
HomQ(H∗(BU ;Q), R⊗Q) = H∗(BU ;Q)⊗R,
or as a sequence of homogeneous polynomials {Ki(c1, . . . , ci), i > 0}, degKi = 2i.
This sequence of polynomials cannot be chosen arbitrarily; the fact that ϕ is a ring
homomorphism imposes certain conditions. These conditions may be described as
follows: an identity
1 + c1 + c2 + · · · = (1 + c′1 + c′2 + · · · ) · (1 + c′′1 + c′′2 + · · · )
implies the identity
(E.7)
∑
n>0
Kn(c1, . . . , cn) =
∑
i>0
Ki(c
′
1, . . . , c
′
i) ·
∑
j>0
Kj(c
′′
1 , . . . , c
′′
j ).
A sequence of homogeneous polynomials K = {Ki(c1, . . . , ci), i > 0} with K0 = 1
satisfying the identities (E.7) is called a multiplicative Hirzebruch sequence.
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Proposition E.3.2. A multiplicative sequence K is completely determined by
the series
Q(x) = 1 + q1x+ q2x
2 + · · · ∈ R ⊗Q[[x]],
where x = c1, and qi = Ki(1, 0, . . . , 0); moreover, every series Q(x) as above deter-
mines a multiplicative sequence.
Proof. Indeed, by considering the identity
(E.8) 1 + c1 + · · ·+ cn = (1 + x1) · · · (1 + xn)
we obtain from (E.7) that
Q(x1) · · ·Q(xn) = 1 +K1(c1) +K2(c1, c2) + · · ·
+Kn(c1, . . . , cn) +Kn+1(c1, . . . , cn, 0) + · · · . 
Along with the series Q(x) it is convenient to consider the series f(x) ∈ R ⊗
Q[[x]] with leading term x given by the identity
Q(x) =
x
f(x)
.
It follows that the nth term Kn(c1, . . . , cn) in the multiplicative Hirzebruch se-
quence corresponding to a genus ϕ : ΩU ⊗ Q → R ⊗ Q is the degree-2n part of
the series
∏n
i=1
xi
f(xi)
∈ R ⊗ Q[[c1, . . . , cn]]. By some abuse of notation, we regard∏n
i=1
xi
f(xi)
as a characteristic class of complex n-plane bundles. Then the value of
ϕ on an 2n-dimensional stably complex manifold M is given by
(E.9) ϕ[M ] =
( n∏
i=1
xi
f(xi)
(TM)
)
〈M〉,
where the Chern classes c1, . . . , cn are expressed via the indeterminates x1, . . . , xn
by the relation (E.8), and the degree-2n part of
∏n
i=1
xi
f(xi)
is taken to obtain a
characteristic class of TM . We shall also denote the ‘characteristic class’∏ni=1 xif(xi)
of a complex n-plane bundle ξ by ϕ(ξ); so that ϕ[M ] = ϕ(TM)〈M〉.
We refer to the homomorphism ϕ : ΩU → R⊗Q given by (E.9) as the Hirzebruch
genus corresponding to the series f(x) = x+ · · · ∈ R⊗Q[[x]].
Remark. A parallel theory of genera exists for oriented manifolds. These
genera are homomorphisms ΩSO → R from the oriented bordism ring, and the
Hirzebruch construction expresses genera over torsion-free rings via Pontryagin
characteristic classes (which replace the Chern classes).
Given a torsion-free ring R and a series f(x) ∈ R⊗Q[[x]] one may ask whether
the corresponding Hirzebruch genus ϕ : ΩU → R ⊗ Q actually takes values in R.
This constitutes the integrality problem for ϕ. A solution to this problem can be
obtained using the theory of formal group laws.
Every genus ϕ : ΩU → R gives rise to a formal group law ϕ(FU ) over R, where
FU is the formal group of geometric cobordisms (Construction E.2.1).
Theorem E.3.3 (Novikov [247]). For every genus ϕ : ΩU → R, the exponential
of the formal group law ϕ(FU ) is the series f(x) ∈ R⊗Q[[x]] corresponding to ϕ.
This can be proved either directly, by appealing to the construction of geometric
cobordisms, or indirectly, by calculating the values of ϕ on projective spaces and
comparing to the formula for the logarithm of the formal group law.
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1st proof. Let X be a stably complex d-manifold with x, y ∈ H2(X), and let
u, v ∈ U2(X) be the corresponding geometric cobordisms (see Construction D.3.8)
represented by codimension-2 submanifolds Mx ⊂ X and My ⊂ X respectively.
Then ukvl ∈ U2(k+l)(X) is represented by a submanifold of codimension 2(k + l),
which we denote by Mkl. By (E.4), we have the following relation in U
2(X):
[Mx+y] =
∑
k,l>0
αkl[Mkl]
whereMx+y ⊂ X is the codimension-2 submanifold dual to x+y ∈ H2(X). We ap-
ply the composition εD of the Poincare´–Atiyah duality map D : U2(X)→ Ud−2(X)
and the augmentation Ud−2(X)→ ΩUd−2 to the identity above, and then apply the
genus ϕ to the resulting idenity in ΩUd−2 to obtain
(E.10) ϕ[Mx+y] =
∑
ϕ(αkl)ϕ[Mkl].
Let ι : Mx+y ⊂ X be the embedding. Considering the decomposition
ι∗(T X) = TMx+y ⊕ ν(ι)
and using the multiplicativity of the characteristic class ϕ we obtain
ι∗ϕ(T X) = ϕ(TMx+y) · ι∗( x+yf(x+y)).
Therefore,
(E.11) ϕ[Mx+y] = ι
∗
(
ϕ(T X) · f(x+y)x+y
)〈Mx+y〉 = (ϕ(T X) · f(x+ y))〈X〉.
Similarly, by considering the embedding Mkl → X we obtain
(E.12) ϕ[Mkl] =
(
ϕ(T X) · f(x)kf(y)l)〈X〉.
Plugging (E.11) and (E.12) into (E.10) we finally obtain
f(x+ y) =
∑
k,l>0
ϕ(αkl)f(x)
kf(y)l.
This implies, by definition, that f is the exponential of ϕ(FU ). 
2nd proof. The complex bundle isomorphism T (CP k) ⊕ C = η¯ ⊕ · · · ⊕ η¯
(k+1 summands) allows us to calculate the value of a genus on CP k explicitly. Let
x = c1(η¯) ∈ H2(CP k) and let g be the series functionally inverse to f ; then
ϕ[CP k] =
( x
f(x)
)k+1
〈CP k〉
= coefficient of xk in
( x
f(x)
)k+1
= res0
( 1
f(x)
)k+1
=
1
2πi
∮ ( 1
f(x)
)k+1
dx =
1
2πi
∮
1
uk+1
g′(u)du
= res0
(g′(u)
uk+1
)
= coefficient of uk in g′(u).
(Integrating over a closed path around zero makes sense only for convergent power
series with coefficients in C, however the result holds for all power series with
coefficients in R⊗Q.) Therefore,
g′(u) =
∑
k>0
ϕ[CP k]uk.
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Theorem E.2.5 then implies that g is the logarithm of the formal group law ϕ(FU ),
and thus f is its exponential. 
Now we can formulate the following criterion for the integrality of a genus:
Theorem E.3.4. Let R be a torsion-free ring and f(x) ∈ R ⊗ Q[[x]]. The
corresponding genus ϕ : ΩU → R⊗Q takes values in R if and only if the coefficients
of the formal group law ϕ(FU )(u, v) = f(f
−1(u) + f−1(v)) belong to R.
Proof. This follows from Theorem E.3.3 and Corollary E.2.4. 
Example E.3.5. The universal genus maps a stably complex manifoldM to its
bordism class [M ] ∈ ΩU and therefore corresponds to the identity homomorphism
ϕU : Ω
U → ΩU . The corresponding characteristic class with coefficients in ΩU ⊗Q,
the universal Hirzebruch genus, was studied in [47]; its corresponding series fU (x)
is the exponential of the universal formal group law of geometric cobordisms.
Example E.3.6. We take R = Z in these examples.
1. The top Chern number cn[M ] is a Hirzebruch genus, and its corresponding
f -series is f(x) = x1+x . The value of this genus on a stably complex manifold
(M, cT ) equals the Euler characteristic of M if cT is an almost complex structure.
2. The L-genus L[M ] corresponds to the series f(x) = tanh(x) (the hyper-
bolic tangent). It is equal to the signature sign(M) by the classical Hirzebruch
formula [160].
3. The Todd genus td[M ] corresponds to the series f(x) = 1 − e−x. The
corresponding formal group law is given by F (u, v) = u + v − uv, compare Exam-
ple (E.3). By Theorem E.3.4, the Todd genus is integral on any complex bordism
class. Furthermore, it takes value 1 on every complex projective space CP k.
The ‘trivial’ genus ε : ΩU → Z corresponding to the series f(x) = x gives rise
to the augmentation transformation U∗ → H∗ from complex cobordism to ordinary
cohomology (also known as the Thom homomorphism). More generally, for every
genus ϕ : ΩU → R and a space X we may set h∗ϕ(X) = U∗(X) ⊗ΩU R. Under
certain conditions guaranteeing the exactness of the sequences of pairs (known as
the Landweber Exact Functor Theorem [191]) the functor h∗ϕ(·) gives rise to a
complex-oriented cohomology theory with the coefficient ring R.
As an example of this procedure, consider the genus corresponding to the 1-
parameter extension of the multiplicative formal group law, see Example E.1.2. It
is also usually called the Todd genus, and takes values in the ring Z[β], deg β =
−2. By interpreting β = 1 − η¯ as the Bott element in the complex K-group
K˜0(S2) = K−2(pt) we obtain a homomorphism td : ΩU → K∗(pt). It gives rise
to a multiplicative transformation U∗ → K∗ from complex cobordism to complex
K-theory introduced by Conner and Floyd [82]. In this paper Conner and Floyd
proved that complex cobordism determines complex K-theory by means of the
isomorphism K∗(X) = U∗(X) ⊗ΩU Z[β], where the ΩU -module structure on Z[β]
is given by the Todd genus. Their proof makes use of the Conner–Floyd Chern
classes; several proofs were given subsequently, including one which follows directly
from the Landweber exact functor theorem.
E.3. HIRZEBRUCH GENERA 467
Example E.3.7. Another important example from the original work of Hirze-
bruch is given by the χy-genus. It corresponds to the series
f(x) =
1− e−x(1+y)
1 + ye−x(1+y)
,
where y ∈ R is a parameter. Setting y = −1, y = 0 and y = 1 we get cn[M ], the
Todd genus td[M ] and the L-genus L[M ] = sign(M) respectively.
If M is a complex manifold then the value χy[M ] can be calculated in terms of
the Euler characteristics of Dolbeault complexes on M , see [160].
Exercises.
E.3.8. The formal group law corresponding to the χy-genus is given by
F (u, v) =
u+ v + (y − 1)uv
1 + y · uv .
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Algebra, 387
bigraded, 388
connected, 387
exterior, 388
finitely generated, 387
graded, 387
graded-commutative, 387
free, 388
polynomial, 387
multigraded, 388
with straightening law (ASL), 120
Almost complex structure, 446
associated with omniorientation, 252
T -invariant, 252, 259, 457
Ample divisor, 192
Annihilator (of module), 400
Arrangement (of subspaces), 101
coordinate, 162
Aspherical (space), 409, 242
Associahedron, 40
generalised, 31
Atiyah–Hirzebruch formula, 381
Axial function, 272, 310
n-independent, 311
2-independent, 310
Bar construction, 436
Barnette sphere, 77, 79, 190
Barycentre (of simplex), 70
Barycentric subdivision
of polytope, 71
of simplicial complex, 70
of simplicial poset, 89, 128
Base (of Schlegel diagram), 77
Based map, 407
Based space, 407
Basepoint, 407
Basis (of free module), 388
minimal, 392
Betti numbers (algebraic), 103, 124, 180
Betti numbers (topological), 414
bigraded, 149
Bidegree, 388
Bistellar equivalence, 85
Bistellar move, 84
Blow-down, 317
Blow-up
of T -graph, 316
of T -manifold, 281
Boolean lattice, 87
Bordism, 441
complex, 446
oriented, 445
unoriented, 441
Borel construction, 422
Borel spectral sequence, 233
Bott manifold, 294
generalised, 306
Bott–Taubes polytope, 42
Bott tower, 294
generalised, 306
real, 308
topologically trivial, 294
Boundary, 389
Bounded flag, 290
Bounded flag manifold, 290, 295, 369
Bouquet (of spaces), 407
Bru¨ckner sphere, 81
Buchsbaum complex, 116
Buchstaber invariant, 171
Building set, 35
graphical, 40
Calabi–Eckmann manifold, 235
Canonical line bundle, 424
Catalan number, 40
Categorical quotient, 194
CAT(0) inequality, 72
483
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Cell complex, 408
Cellular approximation, 408
Cellular chain, 415
Cellular map, 408
Chain complex, 389
augmented, 412, 413
Chain homotopy, 389
Characteristic function, 250
directed, 253
Characteristic matrix, 253
refined, 254
Characteristic number, 452
Characteristic pair, 251
combinatorial, 253
equivalence of, 252, 253
Characteristic submanifold, 250, 267, 285
Charney–Davis Conjecture, 44
Chern–Dold character, 373
Chow ring, 191
CHP (covering homotopy property), 409
Classifying functor (algebraic), 436
Classifying space, 421
Clique, 71, 352
Cobar construction, 343, 436
Cobordism, 443, 444
complex, 447
equivariant
geometric, 365, 367
homotopic, 365, 366
unoriented, 445
Coboundary, 389
Cochain complex, 389
Cochain homotopy, 389
Cocycle, 389
Cofibrant (object, replacement,
approximation), 428
Cofibration, 411
in model category, 428
Cofibre, 411
Coformality, 349, 431, 436
Cohen–Macaulay
algebra, 400
module, 400
simplicial complex, 112
simplicial poset, 127
Cohomological rigidity, 307
Cohomology
cellular, 416
of cochain complex, 389
simplicial, 412
reduced, 413
singular, 414
Cohomology product, 416
Cohomology product length, 161
Colimit, 179, 187, 322, 427
Combinatorial equivalence
of polyhedral complexes, 76
of polytopes, 8
Combinatorial neighbourhood, 69
Complex orientable map, 447
Complete intersection algebra, 115
Cone
over simplicial complex, 67
over space, 411
Cone (convex polyhedral), 62
dual, 62
rational, 62
regular, 62
simplicial, 62
strongly convex, 62
Connected sum
of manifolds, 351, 450
equivariant, 360
of simple polytopes, 12
of simplicial complexes, 68
of stably complex manifolds, 451
Connection (on graph), 310
Contraction (of building set), 36
Coordinate subspace, 162
Coproduct, 427
Core (of simplicial complex), 69
Cross-polytope, 10
Cube, 8
standard, 8
topological, 89
Cubical complex
abstract, 89
polyhedral, 90
topological, 89
Cubical subdivision, 94
Cup product, 416
CW complex, 408
Cycle, 389
Cyclohedron, 42
Davis–Januszkiewicz space, 147, 324
Deformation retraction, 163
Degree (grading), 387
external, 391
internal, 391
total, 391
Dehn–Sommerville relations
for polytopes, 21, 25
for simplicial complexes, 117
for simplicial posets, 133
for triangulated manifolds, 134
Depth (of module), 398
Diagonal approximation, 151
Diagonal map, 416
Diagram (functor), 427
Diagram category, 427
Differential graded algebra (dg-algebra,
dga), 390, 402
formal, 403
homologically connected, 402
minimal, 402
INDEX 485
simply connected, 402
Dimension
of module, 400
of polytope, 7
of simplicial complex, 65
of simplicial poset, 87
Dolbeault cohomology, 230
Dolbeault complex, 230, 466
Double (simplicial), 172
Edge, 8
Eilenberg–Mac Lane space, 408
Eilenberg–Moore spectral sequence, 425
Elliptic genus, 372
Equivariant bundle, 423
Equivariant characteristic class, 423
Equivariant cohomology, 423
of T -graph, 311
Equivariant map, 421
Euler class
in cobordism, 449
in equivariant cobordism, 368
in equivariant cohomology, 267, 423
Euler formula, 21
Euler characteristic, 259, 383, 412, 413, 466
Eulerian poset, 133
Exact sequence, 389
Excision, 415
Exponential (of formal group law), 460
Face
of cubical complex, 89
of cone, 62
of manifold with corners, 247, 269
of manifold with faces, 247
of polytope, 7
of simplicial complex, 65
of simplicial poset, 88
of T -graph, 311
Face category (of simplicial complex), 88,
322, 427
Face coalgebra, 342
Face poset, 8
Face ring (Stanley–Reisner ring)
of manifold with corners, 271
of simple polytope, 98
of simplicial complex, 98
exterior, 148
of simplicial poset, 119
Facet, 8, 247, 311
Face truncation, 11
Fan, 62, 79
complete, 62
normal, 63
rational, 62
regular, 62
simplicial, 62
Fat wedge, 144
Fibrant (object, replacement,
approximation), 428
Fibration, 409
in model category, 428
locally trivial, 408
Fibre bundle, 408
associated (with G-space), 422
Fixed point, 421
Fixed point data, 376
Flag complex (simplicial), 71, 347
Flagtope (flag polytope), 44
Folding map, 88
Formal group law, 459
of geometric cobordisms, 461
linearisable, 459
universal, 460
Formality
in model category, 431
integral, 324
of dg-algebra, 403
of space 175, 323, 327, 419
F -polynomial (of polytope), 20
Fro¨licher spectral sequence, 233
Full subcomplex (of simplicial complex), 69
Fundamental group, 407
Fundamental homology class, 162
f -vector (face vector)
of cubical complex, 90
of polytope, 20
of simplicial complex, 66
of simplicial poset, 121
Gal Conjecture, 72
Gale diagram, 17, 214, 242
combinatorial, 19, 213
Gale duality, 16, 210, 216, 217, 232
Gale transform, 16
Ganea’s Theorem, 148
g-conjecture, 80, 117
Generalised homology theory, 442
Generalised Lower Bound Conjecture, 28,
194
Generating series
of face polynomials, 57
of polytopes, 55
Genus, 372, 463
Geometric cobordism, 449
Geometric quotient, 195
Geometric realisation
of cubical complex, 90
of simplicial complex, 65
of simplicial set, 430
Ghost vertex, 65
GKM-graph, 309
GKM-manifold, 309
Golod
ring, 178, 352
simplicial complex, 178
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Gorenstein, Gorenstein*
simplicial complex, 115, 159
simplicial poset, 131
Goresky–MacPherson formula, 167
Graph
chordal, 352
of polytope, 14
simple, 14, 40
Graph-associahedron, 40
Graph product, 348
g-theorem, 29, 193
g-vector
of polytope, 20
of simplicial complex, 66
Gysin homomorphism
in equivariant cohomology, 267, 423
in cobordism, 369, 449
Gysin–Thom isomorphism, 377, 452
Half-smash product (left, right), 329
Hamiltonian action, 201, 300
Hamiltonian-minimal submanifold, 237
Hamiltonian vector field, 236
Hard Lefschetz Theorem, 30, 193
Hauptvermutung, 82
Heisenberg group, 420
HEP (homotopy extension property), 410
Hermitian quadric, 208
Hilton–Milnor Theorem, 144
Hirzebruch genus, 372, 463
equivariant, 373
fibre multiplicative, 374
rigid, 372, 374
universal, 466
Hirzebruch surface, 188
H-minimal submanifold, 237
Hodge algebra, 120
Hodge number, 230
Homological dimension (of module), 391
Homology
cellular, 416
of chain complex, 389
simplicial, 412
reduced, 412
singular, 413
of pair, 414
reduced, 413
Homology polytope, 269
Homology sphere, 82
Homotopy, 407
Homotopy category (of model category),
429
Homotopy cofibre, 411
Homotopy colimit, 322, 438
Homotopy equivalence, 407
Homotopy fibre, 410
Homotopy group, 407
Homotopy Lie algebra, 349, 417, 431
Homotopy limit, 322, 438
Homotopy quotient, 422
Homotopy type, 407
Hopf Conjecture, 72
Hopf equation, 56
Hopf line bundle, 424
Hopf manifold, 227
H-polynomial (of polytope), 20
hsop (homogeneous system of parameters),
400
in face rings, 111, 121
h-vector
of polytope, 20
of simplicial complex, 66
of simplicial poset, 121
Hyperplane cut, 11
Intersection homology, 30, 193
Intersection poset (of arrangement), 167
Isotropy representation, 422
Join (least common upper bound), 88, 118
Join (operation)
of simplicial complexes, 67
of simplicial posets, 179
of spaces, 327
Klein bottle, 239
Koszul algebra, 395
Koszul complex, 395
Koszul resolution, 392
Lagrangian immersion, 236
Lagrangian submanifold, 236
Landweber Exact Functor Theorem, 466
Latching functor, 432
Lattice, 186, 215
Lefschetz pair, 139
Left lifting property, 411
Leibniz identity, 390
L-genus (signature), 466
Limit (of diagram), 427
Link (in simplicial complex), 68, 128
Link (of intersection of quadrics), 213
Localisation formula, 376
Locally standard (torus action), 246, 263
Logarithm (of formal group law), 460
Loop functor (algebraic), 436
Loop space, 338, 409
Lower Bound Theorem, 27
lsop (linear system of parameters), 400
in face rings, 111, 121
integral, 112
LVM-manifold, 219, 229
Manifold with corners, 139, 247
face-acyclic, 269
nice, 247
Manifold with faces, 247
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Mapping cone, 411
Mapping cylinder, 411
Massey product, 175, 404
indecomposable, 178
indeterminacy of, 404
trivial (vanishing), 404
Matching functor, 432
Mayer–Vietoris sequence, 415
Maximal action (of torus), 229
Meet (greatest common lower bound), 88,
118
Milnor hypersurface, 454
Minimal model
of dg-algebra, 402, 431
of space, 419
Minimal submanifold, 237
Minkowski sum, 31
Missing face, 71, 340, 347
Model (of dg-algebra), 402
Model category, 428
Module, 387
finitely generated, 387
free, 388
graded, 387
projective, 388
Moment-angle complex, 137, 179
real, 140
Moment-angle manifold, 140, 203
polytopal, 140, 212
non-formal, 176
Moment map, 201, 215
proper, 201, 216
Monoid, 142
Monomial ideal, 98
Moore loops, 338
Multi-fan, 245, 385
Multidegree, 388
Multigrading, 106, 154, 180
M -vector, 29
Nerve complex, 66
Nested set, 36
Nestohedron, 36
Nilpotent space, 418
Noether Normalisation Lemma, 400
Non-PL sphere, 80, 82
Normal complex structure, 446
Omniorientation, 252, 267, 285, 315
Opposite category, 427
Orbifold, 189
Orbit (of group action), 421
Orbit space, 421
Order complex (of poset), 71
Overcategory, 428
Path space, 409
Pair (of spaces), 407
Perfect elimination order, 352
Permutahedron, 34
Picard group, 201
PL map, 67
homeomorphism, 67
PL manifold, 82
PL sphere, 76
Poincare´ algebra, 116
Poincare´–Atiyah duality, 448
Poincare´ duality, 415
Poincare´ duality space, 159
Poincare´ series 391, 349
of face ring, 100
Poincare´ sphere, 82
Pointed map, 407
Pointed space, 407
Polar set, 9
Polyhedral complex, 76
Polyhedral product, 141, 179, 321
Polyhedral smash product, 333
Polyhedron (convex), 7
Delzant, 216
Polyhedron (simplicial complex), 65
Polytopal sphere, 79
Polytope
combinatorial, 8
convex, 7
cyclic, 13
Delzant, 63, 190, 204
dual, 10
generic, 9
lattice, 189
neighbourly, 13
nonrational, 190
polar, 9
regular, 10
self-dual, 10
simple, 9, 52
simplicial, 9, 52
stacked, 27
triangle-free, 45
Polytope algebra, 30
Pontryagin algebra, 339
Pontryagin product, 417
Pontryagin–Thom map, 423, 442
Poset (partially ordered set), 8
Poset category, 427
Positive orthant, 9, 136
Presentation (of a polytope by
inequalities), 8
generic, 9
irredundant, 8
rational, 216
Primitive (lattice vector), 62
Principal bundle, 421
Principal minor (of matrix), 298
Product
of building sets, 53
of polytopes, 11
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Product (categorical), 427
Product (in cobordism), 448
Projective dimension (of module), 391
Pseudomanifold, 157, 314
orientable, 158
Pullback, 427
Pushout, 427
Quadratic algebra, 98, 347
Quasi-isomorphism, 390, 402, 430
Quasitoric manifold, 250, 326, 382
almost complex structure on, 259
canonical smooth structure on, 255
complex structure on, 259
equivalence of, 252, 253
Quillen pair (of functors), 429
Quotient space, 421
Rank function, 87
Rational equivalence, 418
Rational homotopy type, 418
Ray’s basis, 371
Redundant inequality, 8
Reedy category, 432, 438
Regular sequence, 397
Regular subdivision, 127
Regular value (of moment map), 201, 216
Reisner Theorem, 114
Resolution (of module)
free, 391
minimal, 392
projective, 391
Restriction (of a building set), 32
Restriction map
algebraic, 100, 111, 120, 272
in equivariant cohomology, 265
Right-angled Artin group, 348
Right-angled Coxeter group, 348
Right lifting property, 411
Ring of polytopes, 50
Samelson product, 339, 417
higher, 340, 431
Schlegel diagram, 76
Segre embedding, 454
Seifert fibration, 230
Sign (of fixed point), 257, 382, 457
Signature, 383, 466
Simplex, 8, 88
abstract, 65
regular, 8
standard, 8
Simplicial cell complex, 88
Simplicial chain, 411
Simplicial cochain, 412
Simplicial complex
abstract, 65
Alexander dual, 73
geometric, 65
pure, 65
shifted, 178, 332
Simplicial manifold, 82
Simplicial map, 66
isomorphism, 66
nondegenerate, 66
Simplicial object (in category), 427
Simplicial poset, 87
dual (of manifold with corners), 270
Simplicial set, 427
Simplicial sphere, 76
Simplicial subdivistion, 67
Simplicial wedge, 172
Singular chain, 413
of pair, 414
Singular cochain, 414
Skeleton (of cell complex), 408
Slice Theorem, 422
Small category, 427
Small cover, 239, 289, 308
Smash product, 329, 407
Stabiliser (of group action), 421
Stably complex structure, 256, 445
T -invariant, 457
Stanley–Reisner ideal, 98
Star, 68, 128, 224
Starshaped sphere, 79, 226
Stasheff polytope, 31
Stationary subgroup, 421
Steinitz Problem, 81
Steinitz Theorem, 77
Stellahedron, 42
Stellar subdivision
of simplicial complex, 84
of simplicial poset, 128
Straightening relation, 120
Subcomplex of simplicial complex, 65
Sullivan algebra (of piecewise polynomial
differential forms), 418
Supporting hyperplane, 7
Suspension
of module, 388
of simplicial complex, 67
of space, 411
Suspension isomorphism, 415
Symplectic manifold, 201
Symplectic reduction, 201, 215, 242
Symplectic quotient, 202, 215
Sysygy, 391
Tangential representation, 422
Tautological line bundle, 424
Tensor product (of modules), 388
T -graph (torus graph), 311
Thom class, 273, 312, 423
Thom space, 442
T -manifold, 245
Todd genus, 384, 466
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Topological fan, 286
complete, 286
Topological monoid, 430
Topological toric manifold, 284
Tor-algebra, 103
Toral rank, 169
Toric manifold, 191, 242, 248
Hamiltonian, 204, 218
over cube, 294
projective, 191
Toric space, 2, 136
Toric variety, 30, 185
affine, 186
projective, 189
real, 289, 239
Torus
algebraic, 185
standard, 136
Torus manifold, 263
Triangulated manifold, 82
Triangulated sphere, 27, 76
Triangulation, 61, 67
neighbourly, 81
Tropical geometry, 289
Truncated cube, 46
Truncated simplex, 44
Undercategory, 428
Underlying simplicial complex (of fan), 67
Unipotent (upper triangular matrix), 298
Universal toric genus, 366, 368
Upper Bound Theorem, 26
Vector bundle, 422
Vertex
of polytope, 8
of simplicial complex, 65
of simplicial poset, 87
Vertex truncation, 11
Volume polynomial, 30
Weak equivalence
of dg-algebras, 402
in model category, 428
Wedge (of spaces), 144, 407
of spheres, 178, 328, 352
Weight (of torus representation), 256, 382,
457
Weight graph, 308
Weight lattice (of torus), 215
Whitehead product, 417
higher, 340
Yoneda algebra, 436
Zonotope, 35
γ-polynomial, 23
γ-vector
of polytope, 23
of triangulated sphere, 72
χa,b-genus, 380
χy-genus, 466
2-truncated cube, 46
24-cell, 10
5-lemma, 390
