Architecture optimization is a promising technique to find an efficient neural network to meet certain requirements, which is usually a problem of selections. This paper introduces a concept of a trainable gate function and proposes a channel pruning method which finds automatically the optimal combination of channels using a simple gradient descent training procedure. The trainable gate function, which confers a differentiable property to discretevalued variables, allows us to directly optimize loss functions that include discrete values such as the number of parameters or FLOPs that are generally non-differentiable. Channel pruning can be applied simply by appending trainable gate functions to each intermediate output tensor followed by fine-tuning the overall model, using any gradient-based training methods. Our experiments show that the proposed method can achieve better compression results on various models. For instance, our proposed method compresses ResNet-56 on CIFAR-10 dataset by half in terms of the number of FLOPs without accuracy drop.
Introduction
Deep neural network has been widely used in many applications such as image classification speech recognition, and machine translation. However, in order to increase accuracy of the models, the neural networks are becoming larger and require a huge amount of computation (Simonyan and Zisserman, 2014; He et al., 2016) . Because it is often not feasible to load and execute such a large model on an on-device platform such as mobile phones or IoT devices, various compression approaches have been proposed to decrease the model size or the amount of computations (Han et al., 2015; Molchanov et al., 2016; He et al., 2018) . This paper mainly focuses on finding an optimal channel pruning method. It is essential to determine properly how many channels and which channels are pruned from each layer (He et al., 2018) . Most of the conventional approaches focus on either finding the level of compression for each layer, or developing appropriate criteria to select the channels that can be pruned without accuracy degradation (Han et al., 2015) . However, while such methods address important theoretical and heuristic concepts related to channel pruning, they may not always result in optimal compression for individual models.
In this paper, we propose a pruning method that finds the optimal set of channels automatically using a simple gradient descent training procedure. By defining a family of trainable gate functions each of which connects a continuous latent parameter to a discrete output, we have addressed an optimal channel pruning as a learning problem on a combination of discrete sets for selecting channels to be retained.
In order to obtain an optimal channel pruning result for an individual model, one needs to compare the performance of the model induced by all combinations of retained channels. While specialized structures or searching algorithms has been proposed for pruning, they have complex structures or their internal parameters need to be set manually (Dai et al., 2018; Luo and Wu, 2018; He et al., 2018) . The key problem of channel pruning is that there are discrete choices in the combination of channels, which makes the problem of channel selections non-differentiable. Using trainable gate functions can solve this problem in a simple way, so that a general gradient descent procedure can be applied, end-to-end.
Our main contribution in this paper is introducing a simple but efficient pruning layer with a trainable gate function. By using pruning layers we have achieved competitive results in compressing neural networks with minimal degradation in accuracy.
Related Work
Channel pruning is a simple but effective approach for compressing neural networks. The most important factors in channel pruning are to determine (1) how many channels can be pruned per each layer without significant degradation of accuracy and (2) which channels should be pruned within a layer in order to minimize the loss of acquired knowledge.
One main approach selects channels to be pruned by assessing the importance of the channels. Li et al. ) measured the relative importance of a channel by calculating the sum of its absolute weights. Although this approach provides rich intuition about neural networks and can be easily adopted to compress a neural network quickly, such methods tend to be sub-optimal for a given task in practice. The problem of finding the best combination of compression ratios can be formulated as a reinforcement learning problem, as proposed in (He et al., 2018; Zhong et al., 2018) .
A differentiable approach of channel pruning has been considered in various literature (Louizos et al., 2017; Liu et al., 2017) . While a differentiable approach is scalable to a large search space (Liu et al., 2019) , existing approaches determine the set of selected channels in a probabilistic way so that they require an additional step to decide whether to prune each channel or not. Luo and Wu (Luo and Wu, 2018) proposed a type of self-attention module with a scaled sigmoid function as an activation function to retain channels from probabilistic decision. However, it is essential to carefully initialize and control the parameters of the attention layers and scaled sigmoid function.
The method we propose here allows us to find the set of channels deterministically by directly optimizing the objective function which confers a differentiable property to discretevalued variables, thus by-passing the additional step required in probabilistic approaches. The proposed optimization can be performed simply by adding a differentially trainable pruning layer to a target layer and train it using a gradient descent optimization. 
Differentiable Pruning Method
In this section we develop a method to efficiently prune a neural network. To this end, we propose a pruning layer which learns how to prune channels from a layer.
Design of the Pruning Layer
The overall framework of our proposed pruning layer is illustrated in Figure 1 . Channel pruning can be formulated by a function that zeros out certain channels of an output tensor and keeps the rest of the values. We thus design a pruning layer as a set of gate functions whose elements correspond to the output channels of a target layer. Consider a binary gate function b : R → {0, 1} parameterized by a weight value w. The weight is used to learn whether the corresponding channel should be masked by zero or not. In order to prune a target layer we append a pruning layer to its output tensor. Let a pruning layer P l prune the lth target layer. The lth target layer maps an input tensor x l to an output tensor y l := (y l,1 , · · · , y l,n l ) that has n l channels using a kernel K l
for i = 1, · · · , n l . A fully connected layer uses the multiplication × instead of a convolution operation * , but we here simply uses * to represent both cases.
The pruning layer P l consists of trainable weights w l := (w l,1 , · · · , w l,n l ) and a gate function b. The pruning layer P l masks the output tensor y l of the lth target layer as
whereỹ l := (ỹ l,1 , · · · ,ỹ l,n l ) is the pruned output tensor by P l . Since we have y l,i = K l,i * x l , (1) can be rewritten as
So multiplying b(w l,i ) to y l,i is equivalent to masking the ith channel from the kernel K l , which is exactly the same as conventional channel pruning. The original gate function has zero derivative as in the left. We add to the original gate function the shaping function s(w) multiplied by a desirable derivative shape g(w). The resulting function is a trainable gate function that has a desirable derivative.
From (1), b(w l,i ) = 0 yieldsỹ l,i = 0. So the value of the weight w l,i can control the ith channel of the output tensor y l . If a step function b(w) = 1 [w>0] is used as the gate function in the pruning layer, w l,i < 0 implies that the pruning layer zeros out the ith channel from the lth layer. Otherwise, the channel remains identical. Hence, by updating the value of the kernel weights w l , we can make the pruning layer learn how many and which channel to prune.
Differentially Trainable Gate Function
It would be intuitively desirable to use a gate function to learn which channels should be pruned or not. However, a gate function b(·) has derivative of zero wherever differentiable and so a gradient descent optimization algorithm is not applicable to the function.
In order to resolve this issue, we consider a new type of a gate function which has non-zero gradient and is differentiable almost everywhere. Motivated by (Hahn and Choi, 2018) , we first define a gradient shaping function s : R → R by
where M is a large positive integer and w is the greatest integer less than or equal to w. Note that this function has near-zero value for all w, and its derivative is always one wherever differentiable. Using (2) we consider a trainable gate defined as the following (see Figure 2 ).
Definition 1 A functionb (M ) : R → R is said to be a trainable gate of a gate function b : R → {0, 1} with respect to a derivative shape g : R → R if
Proposition 2 For any bounded derivative shape g whose derivative is also bounded, b (M ) (w; g) uniformly converges to b(w) as M → ∞. Moreover,b (M ) (w; g) uniformly converges to g(w). (Proof is given in Appendix A.)
Proposition 2 guarantees that the trainable gateb (M ) (w; g) can approximate the original gate function b(w), while its derivative still approximates the desired derivative shape g. It is now possible to control the derivative of the given kernel b(w) as we want and hence a gradient descent optimization is applicable to the trainable gate functionb (M ) (w; g).
Compression Ratio Control
The purpose of channel pruning is to reduce neural network size or computational cost. However, simply adding the above pruning layer without any regularization does not ensure that channels are pruned out as much as we need. Unless there is a significant amount of redundancy in the network, having more filters is often advantageous to obtain higher accuracy, so the layer will not be pruned. Taking this issue into account, we add a regularization factor to the loss function that controls the compression ratio of a neural network as desired.
Let r be the target compression ratio defined by the ratio between the number of the remaining parameters and the total number of parameters. Let C tot be the total number of parameters of the neural network. The weight values w := (w 1 , · · · , w L ) of pruning layers determine the remaining number of parameters, denoted by C(w). We want to reduce the size of the pruned model by the factor of r, that is, we want it to satisfy C(w)/C tot ≈ r. Let L(θ, w) be the original loss function to be minimized where θ denotes the weights of layers in the neural network except the pruning layers. We add a regularization term to the loss function as follows in order to control the compression ratio.
where · 2 denotes the l 2 -norm and λ is a regularization parameter. The added regularization will ensure that the number of channels will be reduced to meet our desired compression ratio. Note that minimization of the loss function (4) does not only update the weights of pruning layers but also those of the normal layers. A training procedure, therefore, jointly optimizes the selection of the pruned channels while fine-tuning the weights of the pruned model at the same time. Moreover, one can easily extend it to reduce the computational cost, e.g. the number of FLOPs of the neural network, by replacing C(w) and C tot .
Experimental Results
In this section, we demonstrate the effectiveness of our proposed pruning method by carrying out image classification benchmark tasks. The implementation details are explained in Appendix B. Table 1 summarizes the channel pruning results on the CIFAR-10 dataset (Krizhevsky and Hinton, 2009 ). In the experiments we reproduced the models and trained them from scratch. As a result, the original accuracy of each model may slightly differ from the reported one in the literature. Therefore, for fair comparison, we show the accuracy drop by pruning in the table as well. As shown in the table, our proposed method performs well across various models. For example, in ResNet-56, the number of FLOPs is reduced by half while maintaining the original accuracy, which is better than other pruning methods.
Our proposed method may not achieve the target compression ratio exactly in order to avoid significant performance degradation. For example, from the table, the reduced FLOPs after pruning for VGG-16 with a target to achieve r FLOPs = 0.6 results in FLOPs of 0.66. When a more strict enforcement of the regularization on the size of the model or computation is needed, we can increase the value of the regularization weight λ of the loss function (4). Table 2 shows pruning results on ImageNet dataset (Russakovsky et al., 2015) . Our proposed method also works well in terms of accuracy drop. In VGG-16, the accuracy drops 1.03% when only 35% of FLOPs are retained. It is also noticeable that we achieve higher accuracy on the compressed VGG-16 model, even if the accuracy of our initial model was worse.
Conclusion
In this paper, we proposed a differentiable pruning method. The introduction of a trainable gate function allowed us to directly optimize the loss function based on the number of parameters or FLOPs which are non-differentiable discrete values. Our proposed method can be easily implemented by appending pruning layers to the target layers, and the pruning layers do not need additional internal parameters that need careful tuning. Despite its simplicity, our experiments show that the proposed method achieves better compression results on various deep learning models. We expect that trainable gates can be applied to other applications where we need to train discrete choices and turn them into differentiable training problems. doubles. It means that it is intuitively efficient to prune more channels close to the output when we want to optimize the number of parameters, while pruning more channels close to the input is advantageous in reducing FLOPs. We may note from the figure that the pruning layers are also pruning the model in accordance with such an intuition.
Choice of Derivative Shape While in our experiments we used a constant function to shape the derivative within the pruning layers, The proposed method can adopt any derivative shape by changing g(w) in (3). Figure 4 compares the effect of different shaping functions. It shows that the derivative shape g does not affect the result critically, which implies that our proposed method is stable over a choice of g(w). It can be concluded that a simple constant derivative shape g(w) = 1 can be adopted without significant loss of accuracy.
