13 Observational evidence of a quasi-quadrennial oscillation (QQO) in the polar 14 mesosphere is presented based on the analysis of 24 years of hydroxyl (OH) nightglow 15 rotational temperatures derived from scanning spectrometer observations above Davis 16 Research Station, Antarctica (68°S, 78°E). After removal of long term trend and solar 17 cycle responses, the residual winter mean temperature variability contains an oscillation 18 over an approximately 3.5 -4.5 year cycle with an amplitude of 3 -4 K. Here we investigate 19 this QQO feature in the context of the global temperature, pressure, wind and surface fields 20 using the Aura/MLS and TIMED/SABER satellite data, ERA5 reanalysis and the 21 Extended-Reconstructed Sea Surface Temperature and Optimally-Interpolated sea ice 22 variations in sea surface temperatures or the wind field over equatorial areas. Pisoft et al. 62 (2011) applied a 2-dimensional wavelet transform technique to changes in 500 hPa 63 temperature fields in two 50-year reanalysis datasets (ERA-40 and NCEP-NCAR) and 64 established the presence of a distinct QQO and a quasi-decadal oscillation in addition to 65 the annual and semi-annual cycles. Their analysis showed that the QQO is present in at 66 least 15 of 50 years in both reanalysis datasets not only in the equatorial zone (30° S to 30° 67 N), but also over a significant area of the globe including at high latitudes. Both reanalysis 68 datasets showed relatively high QQO wavelet power north of the Bellinghausen and 69 Amundsen Seas, over the Bearing Sea and over North America (north of ~45° N). A region 70 of relatively high wavelet power was detected north of the Mawson and Davis seas near 71 Antarctica in ERA-40 only. 72 There are relatively few reports of observations of multi-year variability in the 73 mesosphere and higher altitudes, and as far as we are aware, the existence of a QQO in the 74 high latitude mesopause region as discussed here has not previously been reported. 75 Offermann et al. (2015) reported multi-annual temperature oscillations in Central Europe 76 detected in SABER data during the period 2002 -2012, which were reproduced in 77 simulations by the Hamburg Model of the Neutral and Ionized Atmosphere (HAMMONIA 78 chemistry climate model (Schmidt et al., 2006) and the Community Earth System Model -79 Whole Atmosphere Community Climate Model (CESM-WACCM; Marsh et al., 2013) 80 models. Periods of 2.4 -2.2 years, 3.4 and 5.5 years were present in the SABER data over 81 a range of altitudes from 18 to 110 km. Perminov et al. (2018) reported statistically 82 significant periods of OH* temperature variations at 3 years and 4.1 years (with amplitudes 83 of 1.3 ± 0.2 K and 0.6 ± 0.2 K respectively) from a Lomb-Scargle analysis of 17-years 84 (2000 -2016) at Zvenigorod, Russia. Reid et al. (2014) detected significant periodicities 85 at 4.1 years in O( 1 S) emission intensity and ~ 3-year in the OH emission intensities by 86
concentration data sets. We find a significant anti-correlation between the QQO and the 23 meridional wind at 86 km altitude measured by a medium frequency spaced antenna radar 24 at Davis. The QQO signal is also correlated with vertical transport as determined from 25 evaluation of carbon monoxide (CO) concentrations in the mesosphere. Together this 26 relationship suggesting that a substantial part of the QQO is the result of adiabatic heating 27 and cooling driven by the meridional flow. The presence of quasi-stationary or persistent 28 patterns in the ERA5 data geopotential anomaly and the meridional wind anomaly data 29 during warm and cold phases of the QQO suggests a tidal or planetary wave influence in 30 its formation, which may act on the filtering of gravity waves to drive an adiabatic response 31 in the mesosphere. The QQO signal potentially arises from an ocean-atmosphere response, 32 and appears to have a signature in Antarctic sea ice extent. In Part 1 of this study (French et al., 2019) we quantify the solar cycle and long 38 term trend in 24 years of hydroxyl (OH) rotational temperature measurements from Davis 39 Research Station, Antarctica and observed that the winter mean residual temperatures 40 revealed a periodic oscillation over an approximately 4 year cycle with amplitude of 3-4 K. 41
While periodic oscillations occur on many timescales in the atmosphere from minutes to 42 years (gravity waves, tides, planetary waves, seasonal variations, quasi-biennial oscillation 43 (QBO), El Nino Southern Oscillation (ENSO), Pacific Decadal Oscillation (PDO), solar 44 cycle), the 4-year period of this quasi-quadrennial oscillation (QQO) is unusual in terms of 45 weather and climate modes. Here we seek to characterize the features and extent of the 46 observed behavior and to examine correlation and composites with several atmospheric 47 parameters which might suggest a possible mechanism for the phenomenon. 48
References to quasi-quadrennial variability in Earth's climate system have 49 previously been reported by Jiang et al. (1995) who found both quasi-quadrennial (52 50 month) and quasi-biennial (24 and 28 months) oscillation modes in equatorial (4° N -4° 51 S) sea surface temperature (SST) and 10 m zonal wind fields over the 1950 -1990 interval. 52 They found the variation consistent with a "devils staircase" interaction between the annual 53 cycle and ENSO. Liu and Duan (2018) use principal oscillation pattern analysis over the 54 1979 -2013 era to also identify a QQO (48 months) in global SST anomaly which is 55 dominant in the equatorial Pacific Ocean region. Liu and Xue (2010) investigated the 56 relationship between ENSO and the Antarctic Oscillation (AAO) index with empirical 57 orthogonal function analysis in sea level pressure anomalies from 1951 -2002 concluded that ENSO plays a key role in the phase transition of AAO at the quasi-59 quadrennial timescale. Pisoft et al. (2011) point out that the quasi-quadrennial oscillations 60 that have been reported are almost always associated with the ENSO phenomenon and 61 performing Lomb-Scargle analysis of a 15 year series of observations at Adelaide, 87
Australia. However, Perminov et al. (2018) and Reid et al. (2014) do not offer causes of 88 these periodicities. 89
The outline of this paper is as follows. In section 2 we review the Davis OH 90 rotational temperature measurements (described in Part 1 of this study) and the derived 91 residual temperatures which contain the QQO feature. In section 3 we explore correlation 92 and composite analyses of the QQO signal using satellite and meteorological reanalysis 93 datasets. Discussion of the results, summary and conclusions drawn are given in Sections 94 4 and 5. Additional figures are presented in the supplementary material 95
As for Part 1 we use the following terminology for the analysed temperature series. 96 From the measured temperatures and their nightly, monthly, seasonal or winter means, 97 temperature anomalies are produced by subtracting the climatological mean or monthly 98 mean (we fit a solar cycle and linear long-term trend to the anomalies), residual 99 to provide a time-series of rotational temperatures (a layer weighted proxy of 107 atmospheric temperatures near 87 km altitude). The solar cycle and long term linear trend 108 in this temperature series are examined in Part 1 of this study (French et al., 2019) . Fitting 109 a solar cycle (using 10.7 cm solar flux) and linear long term trend model to the winter mean 110 temperature anomalies (nightly mean temperatures averaged over day-of-year 106 to 259 111 with mean climatology subtracted) yields a solar cycle response coefficient S of 4.30 ± 1.02 112 K/100 sfu (95% confidence limits 2.2 K/100 sfu < S < 6.4 K/100 sfu) and a long term linear 113 trend L of -1.20 ± 0.51 K/decade (95% confidence limits -0.14 K/decade < L < -2.26 114 K/decade). However, only 58% (R 2 ) of the year-to-year variability is described by this 115 model (see The QQO signal is apparent, with a peak-peak amplitude of 3-4 K. A 118 sinusoid fit to the residual temperatures has a peak-to-peak amplitude of 3.0 K and period 119 of 4.2 years. A wavelet analysis of the residual time-series shown in Fig. 1c reveals an 120 oscillation period increasing from ~3.5 years in 2000 to 4.5 years in 2013. 121
We have attempted to examine the seasonal variability of the QQO signal by 122 dividing averages into intervals FMA, MJJ, ASO (also plotted in Fig 1b) . While these 123 shorter term averages obviously suffer from greater uncertainty, there is a suggestion that 124 the QQO is strongest over the winter months MJJ, mid-range in ASO and less apparent in 125 level 2 used here) produces useful temperature profiles on a fixed vertical pressure grid 138 from 316 hPa (∼8 km) to 0.001 hPa (∼97 km) over the latitude range 82° S -82° N with 139 about 14 orbits per day. The along-track resolution is typically 165 km through the 140 stratosphere to 220 km at the top of the mesosphere. The vertical resolution is defined by 141 the full width at half maximum of the averaging kernels and varies from 5.3 km at 316 hPa 142 to 9 km at 0.1 hPa and up to 15 km at 0.001 hPa (Schwartz et al., 2008) . We also use 143 profiles of carbon monoxide (CO) mixing ratio, which are scientifically useful between 144 215 hPa to 0.0046 hPa and have similar vertical and horizontal resolution to the temperature 145
measurements. 146
For comparison with the Davis OH temperatures we retrieved Aura/MLS profiles 147 acquired within 500 km of Davis station (about 60 coincident samples per month) between 148 2005 (Aura launched in July 2004) and 2018, applied selection criteria according to the 149 quality control recommendations described in Livesey et al. (2018) and averaged over the 150 winter months April to September (AMJJAS; similar to the averaging period for the Davis 151 winter mean) at the native Aura/MLS retrieval pressure level of 0.00464 hPa (0.46 Pa). 152
The 0.00464 hPa pressure level statistically provides the best fit, in absolute temperature 153 terms, and in the correlation of variability, to the OH(6-2) temperatures we derive using 154 Langhoff et al. (1986) a circular orbit at 625 km altitude and 74° inclination to the equator (Russell III et al., 1999) . 169
The satellite undergoes a yaw cycle every 60 days, alternating coverage of latitude bands 170 54° S to 82° N and 82° S to 54° N, and precessing slowly to complete 24 h local time over 171 the yaw interval. Temperature is retrieved over an altitude range of 10 -105 km, with a 172 vertical resolution of about 2 km, and along track resolution of 400 km from 15 µm and 173 4.3 µm carbon dioxide (CO2) emissions (Mertens et al., 2003) . Generally, errors in the 174 retrieved temperatures in the mesopause region are estimated to be in the range ±1.5 -5 K 175 (García-Comas et al., 2008) . 176 SABER also measures a volume emission rate (VER) from a radiometer sensitive 177 over the 1.56 -1.72 µm spectral range (OH-B channel) which includes mostly the OH(4-178 2) and OH(5-3) bands. SABER v2.0 Level 2B data are used in this study. We use a 179
Gaussian fit to the VER to derive weighted average OH layer equivalent temperatures 180 (T_VER; as for French and Mulligan, 2010) . While the VER layer weighting function is 181 not explicitly a vibrational level 6 profile but a combination of the 4 and 5 vibrational levels 182 from the OH-B channel, the difference from the v'=6 profile in terms of peak altitude is 183 not expected to be greater than 1 km, compared to the ~8 km full-width at half maximum 184 (FWHM) of the layer (McDade, 1991; von Savigny et al., 2012) . 185
As for Aura/MLS we average all SABER profiles within 500 km radius of Davis 186 station that fall within the winter averaging window. Due to the satellite yaw cycle this 187 limits SABER observations to two intervals day-of-year 75 -140 and 196 -262 and the 188 days prior to 106 and after 259 are rejected as outside the OH winter interval. Essentially, 189 SABER samples the same as the OH-observations except days July) are excluded. As for OH temperatures and Aura/MLS a fit of solar cycle (F10.7) and 191 linear trend terms is made to remove the solar cycle component. Regression values for 192 SABER for 2002 -2018 are 3.4 ± 1.8 K/100 sfu for the solar term and -0.77 ± 1.05 193 K/decade for the long term trend. Neither term is statistically significant at the 95% level 194 (R 2 = 0.22). The solar term is significant at the 90% level. Both the OH-peak altitude and 195 the OH T_VER show slightly negative trends over the period 2002 -2018 (-0.02 ± 0.02 196 km/year R 2 = 0.09 and -0.13 ± 0.11 K/year R 2 = 0.09 respectively) but they are not 197 statistically significant. There is a slight anti-correlation between OH-peak altitude and 198 T_VER (-2.2 ± 1.7 K/km, R 2 = 0.1), but once again, the value is not statistically significant. 199
Plots of the OH peak altitude and OH T_VER time series and the anti-correlation 200 relationship are provided in Fig. S1 of the supplementary material. 201
The derived SABER residual mean temperatures are also plotted in Fig. 1a (pink 202 dotted line) for years 2002 -2018 . Given that the yaw cycle excludes days 141-195 from 203 the winter averaging in these data, in general the SABER residual temperatures also 204 reproduce the QQO variation, except 2011 appears to be anomalously warm (by ~3 K). 205
The OH peak altitude derived from the SABER OH_VER profile also shows an with spatial completeness enhanced using statistical methods (Huang et al., 2017) . 228
For sea ice cover, we also use the NOAA Optimum Interpolation Sea Surface 229 Temperature (OISST) V2 product, available as monthly means on a 1° global grid using 230 in situ and satellite SSTs plus SSTs simulated by sea-ice cover. (Reynolds et al., 2002; 231 https://www.esrl.noaa.gov/psd/data/ gridded/data.noaa.oisst.v2.html ) 232
Features of the QQO 234
The spatial extent of the QQO signal observed at Davis is explored with the 235 Aura/MLS dataset for the 2005 -2018 interval of concurrent observations. These data are 236 averaged into 5° x 10° (latitude x longitude) grid cells. In Fig. 2a The correlation colour scale is common to all maps and hashed areas show significance at 242 the 90% level. The Davis QQO signal shows a significant positive correlation with a large 243 part of the east Antarctic and southern Indian Ocean sectors and significant anti-correlation 244 in the Southern Ocean near New Zealand. In the NH summer, there is a general region of 245 negative correlation at mid-to high-latitudes, indicating that the QQO has opposite phases 246 in the two hemispheres. We return to examine phase response between the hemispheres in 247 Section 4. 248
Extending this analysis, Fig. 2b shows the correlation between the mean 249 temperature of the polar cap (65° S -85° S), which has a variation similar to that shown in 250 Fig. 2a for Davis (left hand panel), with Aura/MLS temperature for each grid box on 251 different pressure levels. It is apparent that the QQO signal observed at Davis extends over 252 the majority of the polar cap, and through most of the mesosphere down to at least the 0.1 253 hPa level with similar amplitude (3 -4 K peak-to-peak) and phase. Significant anti-254 correlation of the QQO signal then occurs in the upper stratosphere (pressure range 1 -10 255 hPa) in the polar cap and Southern Ocean, while a significant positive correlation occurs 256 in the region of the subtropical jets at 10 hPa. 257
We further examine the Davis QQO signal using correlation and composite analysis 258 with the ECMWF/ERA5 reanalysis data and NOAA/ERSST v5 data described above. 259 Figure 3 shows the composites of the ERA5 geopotential height anomaly (with respect to 260 the 1995-2018 climatology) averaged over AMJJAS for the 33 rd percentile ('cold' years), 261 the 67 th percentile ('warm' years) and the remaining 'mid' years (between the 33 rd and 67 th 262 percentiles) of the detrended Davis hydroxyl temperature winter average QQO signal at 263 pressure levels of 750, 200, 50, 10 and 1 hPa. The first two pressure levels are globally 264 generally within the troposphere, and the other levels are generally within the stratosphere. the threshold did not significantly alter the patterns in the composites. We also produced 314 composite maps using ERA5 temperatures (not shown). While able to span more years than 315 that possible with Aura/MLS temperatures, the ERA5 composites for the 1 hPa and 10 hPa 316 levels were qualitatively consistent with the correlation maps shown in the lower two rows 317 of panels in Fig. 2b . 318 On the basis of the SST patterns apparent in Fig. 5 , we examined the possibility of 338 a QQO signal in Antarctic sea ice concentration using the NOAA Optimum Interpolation 339 SST (OI-SST) dataset version 2 (Reynolds et al., 2002) . As can be seen in Fig. 6a , there 340 are regions of significant negative correlation between the Davis OH residual temperature 341 time series and OI-SST sea ice concentration towards the Antarctic coast between 30° E 342 and 60° E (south east of Africa), and also centered on 120° W (in the Amundsen Sea). 343
Discussion
These regions tend to lie to the south of regions where the SST is positively correlated with 344 the Davis OH temperature residuals (Fig. 6b Ocean (SWP) and south-west Atlantic Ocean (SWA), respectively, identified by Turney et 364 al. (2015) as having a strong influence on Antarctic surface temperatures (see their Fig. 4) . 365
This could hint as to the origin of the QQO forcing as residing with a tropical interaction 366 with the mid-and high latitude SH circulation, particularly in the wave-3 near-surface 367 features of the southern high latitudes (Raphael, 2004) which potentially also influences 368 surface conditions including sea ice. Furthermore, we note that Turney et al. (2015) in their 369 Fig. 6a . While there is evidence for an anti-correlation 375 of this sea ice time series with the Davis OH temperature residuals ( Fig. S3 ; R 2 = 0.26, p = 376 0.001), it is not consistent for all years (e.g. 1999). Parkinson (2019) also provides a sea 377 ice time series for the Ross sea region (160° E -130° W), which covers part of the region 378 of significant negative correlation in Fig. 6a , but also a more extensive region to the east. 379
There is a weak but not significant negative correlation between this time series and the 380 Davis OH temperature residual (R = -0.09). 381
Overall, further investigation of sea ice variability in connection with a QQO 382 signature is suggested, particularly as the annual time series of Antarctic sea ice extent 383 presented in Fig. 1c of Parkinson (2019) To further explore the origin of the QQO temperature variation, we examined the 429 AMJJAS mean meridional and zonal winds measured by the medium frequency spaced 430 antenna (MFSA) radar, co-located at Davis (Murphy et al., 2012) . Correlations between 431 the Davis OH and SABER residual temperatures (compared over the common satellite era 432 2002-2018) and the MFSA meridional wind at 86 km both yield R 2 values of 0.51 as shown 433
in Fig. 7 . The Aura/MLS correlation R 2 is 0.54 over the shorter time span (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) (2018) . The 434 correlation between mesopause region temperature and the meridional wind is such that 435 higher (lower) temperatures correspond to poleward (equatorward) flow over the site. 436
There is no significant correlation with the zonal wind. 437 Dyrland et al. (2010) and Espy et al. (2003) have reported a similar relation 438 between temperature and the background wind in the mesosphere, which they explain in 439 terms of adiabatic processes whereby poleward circulation leads to convergence and 440 downwelling and therefore adiabatic heating, while equatorward circulation is 441 symptomatic of upwelling and cooling. The correlation suggests that at least part of the 442 temperature variation at Davis after removal of the seasonal cycle, the solar cycle response, 443 and the long-term linear trend is due to the adiabatic action of the residual meridional 444 circulation. This hypothesis is supported by the Aura/MLS polar cap correlation plots 445 which show the highest correlation in the region of the SH polar cap, but only down to an 446 altitude of ~64 km (0.1 hPa). 447 448
CO as a tracer of vertical transport 449
Additional evidence supporting the association between temperature and large-450 scale adiabatic processes over the polar cap was obtained by examining the concentration 451 of CO using Aura/MLS measurements. The primary source of CO in the upper stratosphere 452 and mesosphere is photolysis of CO2, while production via oxidation of methane occurs 453 throughout the middle atmosphere (Brasseur and Solomon, 2005; Lee et al., 2018) . The 454 long lifetime (> 1 month) of CO makes it a useful tracer for vertical and meridional 455 transport, particularly during the polar winter when there is a lack of photolysis over the 456 polar cap. Figure 8 shows a general positive correlation between the time series of the SH 457 polar cap winter residual temperature at 0.0046 hPa and CO mixing ratio at levels between 458 0.0046 hPa and 0.1 hPa using Aura/MLS data. Here we have used the same gridding and 459 averaging as for Fig. 2, and process. As there is a strong positive vertical gradient in CO in the upper mesosphere (Lee 468 et al., 2018) , we suggest that the largest contribution to changes in CO in Fig. 8 is from 469 vertical transport rather than from horizontal transport. Below the 0.1 hPa pressure level, 470 the correlations diminish. 471 Figure 9 shows the spatial correlation between the polar cap QQO temperature 472 signal at 0.0046 hPa and the CO residual mixing ratio at four pressure levels. In Fig. 9a , 473 temperature and CO are significantly positively correlated over most of Antarctica, which 474 is consistent with Fig. 8 and our hypothesis that the QQO temperature variation is an 475 adiabatic response (i.e. increased (decreased) temperature is associated with increased 476 (decreased) CO concentration due to descent (ascent)). This general positive correlation 477 over Antarctica is also seen for CO at 0.1 hPa (Fig. 9b ) and is apparent though less clear 478 for CO at 1 hPa (Fig. 9c ). There are also regions of significant positive correlation to the 479 south east of Madagascar and near the southern tip of South America that are consistent 480 with the regions of significant positive correlation in Fig. 2b . Note however that the region 481 of significant negative correlation in Fig. 2b south of New Zealand also shows negative 482 correlation in Fig. 9a , albeit mostly not significant. This suggests that temperature and CO 483 are in opposing phases in this region, unlike the in-phase response over Antarctica. The 484 implication here is that the response in the sub-New Zealand region does not tally with an 485 adiabatic response. In the NH, there are generally no large scale significant patterns of 486 correlation. However it can be seen, particularly in Fig. 9a , that there are regions of 487 significant correlation between the SH polar temperature and CO over northern mid-to 488 high-latitudes, which have negative correlation in Fig. 2b . This suggests that the QQO in 489 the NH summer is in the opposite phase to the QQO in the SH winter, and that the forcing 490 of temperature is consistent with an adiabatic response. 491 492
Interhemispheric coupling 493
Returning to the phase response of the QQO signal between the hemispheres, we 494 performed a similar analysis to that shown in Fig. 2 radiative forcing (the WMO A1 and RCP 6.0 scenarios, respectively; Morgenstern et al., 518 2017) . SH polar cap (65° S -85° S) temperatures were averaged over AMJJAS for pressure 519 levels of 0.01 Pa (~105 km altitude), 0.5 Pa (~85 km) and 0.15 hPa (~60 km), and Morlet 520 wavelet analysis (Torrence and Compo, 1998 ) was applied to the individual ensemble 521 members. While a solar-cycle (10 -11 year period) signal was detected with better than 522 95% confidence at each pressure level for all ensemble members, no periodicity in the 3 -523 6 year range exceeded the 95% confidence limit for any member. 524 525 4.7 Gravity wave interaction 526
We now consider why our SH winter QQO signal appears generally restricted to 527 the mesosphere. It is well known that the Antarctic Peninsula is a hot spot for gravity wave 528 activity at the edge of the southern polar cap (Hoffmann et al., 2013) and this region is 529 consistently active during austral autumn, winter and spring. Many GWs are able to 530 penetrate all the way up to the mesosphere before their amplitudes become so large that 531 they break, and deposit their energy, thereby introducing perturbations in winds and 532 temperatures. Correlation coefficients below the 0.1 hPa level (~65 km) in our Aura/MLS 533 analysis are potentially low because few GWs break below this altitude. The strong 534 eastward stratospheric winds of the polar night jet filter out many eastward propagating 535
GWs creating a westward drag on winds in the mesosphere, which when combined with 536 the Coriolis force generates a weak poleward flow. This flow is modulated by interannual 537 variations in upward propagation of GWs and agrees with the view of (Solomon et al., 538 2018) who attribute the significant inter-annual variability of mesopause temperatures to 539 the dominance of dynamical processes in their control. Further support for this view can 540 be found in (Sato et al., 2012) who employed a high-resolution middle atmosphere general 541 circulation model (GCM) to examine gravity wave propagation in the middle to high 542 latitudes of the SH without the need for gravity wave parameterization. Gravity wave 543 energy is generally weak in summer but in winter, gravity waves have large amplitudes 544 and are distributed around the polar vortex in the upper stratosphere and mesosphere. The 545 wave energy is not zonally uniformly distributed but is concentrated on the leeward side of 546 the Southern Andes and Antarctic Peninsula. Energy propagation extends several thousand 547 kilometres eastwards which explains the gravity wave distribution around the polar vortex 548 in winter. 549
Examining the Aura/MLS polar cap correlation plots in Fig. 2(a) and 2(b) in detail, 550 we see that maps of GW potential energy (PE) at 10 hPa calculated for the winter months 551 by Sato et al. (2012; their Fig. 2) is well reproduced at 0.1 hPa, and that the region of 552 highest correlation becomes more concentrated as GWs are filtered out with increasing 553 altitude. It is also likely that GWs are strongly focussed into the polar night wind jet 554 (Wright et al., 2017) . Wright et al. (2016) reported strong correlations between GW 555 potential energy and vertical wavelength with stratospheric winds, but not local surface 556 winds from a multi-instruments gravity-wave investigation over Tierra del Fuego and the 557 Drake Passage. 558 559 https://doi.org/10.5194/acp-2019-1097 Preprint. Discussion started: 5 February 2020 c Author(s) 2020. CC BY 4.0 License.
Mechanisms for a 4 year cycle 560
The question remains as to why does this modulation have a quasi-four year cycle? 561 Zhang et al. (2017) detected both three-and four-year oscillations in zonal mean SABER 562 temperatures at 85 km altitude in the period 2002-2015 using Lomb-Scargle analysis, in 563 which the much stronger annual, semi-annual, quasi-biennial, and 11-year periods were 564 also present. The latitude range studied was limited to 50° S to 50° N because of the 565 satellite yaw cycle; the four-year oscillation was found to have a stronger peak in the SH. 566
Although the origin of the four-year oscillation is not discussed in Zhang et al. (2017) , it is 567 suggested that the three-year oscillation is a sub-peak of the QBO, and is due to modulation 568 of the QBO possibly by the semiannual oscillation. Their analyzed SABER temperatures 569 also show evidence of the four-year oscillation at 25 km altitude, but not at 45 km. We note 570 that a QQO variability observed in Jupiter's equatorial winds has been inferred to result 571 from forcing by gravity waves produced by deep convection (Cosentino et al., 2017) . 572 Liu et al. (2017) examined variations in global gravity waves from 14 years of 573 SABER temperatures between 2002 and 2015. Unfortunately, their study was limited to 574 the latitude band 50° S to 50° N because of the TIMED 60-day yaw cycle. They applied 575 multivariate linear regression to calculate trends of global GW potential energy and the 576 responses of GW PE to solar activity, to the QBO and to ENSO. They found a positive 577 trend in GW PE with a maximum of 12-15% per decade at 40° S -50° S below 60 km 578 altitude. This was interpreted as a possible indication of eddy diffusion increase in some 579 locations, and at 50° S could be due to a strengthening of the polar stratospheric jets. 580
Increasing eddy diffusion was advanced as a possible explanation of increasing CO2 trends 581 with altitude (Emmert et al., 2012) . However, Qian et al. (2019) Lee et al. (2018) . 652

The modulation of the meridional circulation is most likely a result of the 653 variation of the gravity wave filtering by the strong stratospheric winds during 654 the polar night. 655
Taken together, these points highlight the interconnectedness of the entire 656 atmosphere-ocean system, and that the QQO may be a manifestation of some type of 657 normal oscillatory atmospheric mode arising from atmosphere-ocean interactions. Our 658 efforts to isolate a specific mechanism that would drive a QQO, such as combinations of 659 ENSO, QBO, PVI, SAM (like those proposed by Li et al. (2016) in the SH summer) have 660 not found anything definite in the winter data at this time, and further investigations are 661 warranted. 662
As we have shown, the QQO signal is also present in the polar summer mesosphere, 663 and consequently there are implications for multi-year variability in the summer polar 664 phenomena of noctilucent clouds (or Polar Mesospheric Clouds (PMC)), and Polar 665 Mesospheric Summer Echoes. It would be expected that the temperature perturbations of 666 3 -4 K that accompany the QQO at the mesopause will tend to have the most significant 667 influence where temperatures hover near the ice-aerosol formation threshold, perturbed by 668 gravity waves, planetary waves and tides. Indeed, the QQO signal may explain part of the 669 variability in the position of the low-latitude boundary and modelled occurrence of 670 noctilucent clouds in the NH reported by Russell et al. (2014) , and the albedo of PMC for 671 the SH and NH reported by Liu et al. (2016) . The implications of the QQO for long-term 672 trends in these mesospheric phenomena deserves further study. 673 674 Data Availability 675 All Davis hydroxyl rotational data described in this manuscript are available through the 676 Australian Antarctic Data Centre website (under project AAS4157) via the following link 677 -https://data.aad.gov.au/metadata/records/Davis_OH_airglow. The satellite data used in 678 this paper were obtained from the Aura/MLS archive at the Goddard Earth Sciences (GES) 679 Data and Information Services Center (DISC) Distributed Active Archive Center (DAAC) 680 4025). Aura/MLS data used in this study were acquired as part of the NASA's Earth-Sun 704 System Division and archived and distributed by the Goddard Earth Sciences (GES) Data 705 and Information Services Center (DISC) Distributed Active Archive Center (DAAC). 706 SABER were obtained from http://saber.gats-inc.com/data.php. ECMWF/ERA5 data were 707 also obtained from the Copernicus Climate Data Store (https://climate.copernicus.eu/ 708 climate-data-store). ERA5, ERSST and OI-SST data sets were accessed via the KNMI 709 Climate Explorer site (https://climexp.knmi.nl/); ERSST and OI-SST original data from 710 the NOAA Physical Science Division (https://www.esrl.noaa.gov/psd/). CESM-WACCM 711 data were obtained from the British Atmospheric Data Center (http://badc.nerc.ac.uk). We 712 thank those teams and acknowledge the use of these data sets. This work contributes to the 713 understanding of mesospheric change processes coordinated through the Network for 714 residual Aura/MLS CO mixing ratio in each grid box at the pressure levels indicated. 974
Crosses indicate the correlation is significant at the 90% level. 975
