I. INTRODUCTION
In the last two decades a large amount of effort has been devoted to the design of robust controllers with guaranteed performance in the face of plant uncertainty. If there are uncertainties in the system model, the norm ∞ H can be a desirable measure of a system's robust performance [19] . The theoretic motivation for the ∞ H control problem and important results about output feedback control can be found in [3] , [5] , [13] and the references therein.
An important characteristic occurring in practical problems is the presence of state, control or output constraints [14] , [16] , [7] due to physical limitations and/or non-linearities in the plant. Most of realistic control problems involve both some type of time domain constraints and model uncertainties. Previous researches into this problem include the works of [17] , [1] , [2] , [12] . In the current literature, many results are available for the robust constrained control problem mainly regarding control saturation.
In this work a procedure is proposed to solve the The bilinear character of some constraints in the resulting optimization problem leads to the proposed hybrid procedure, based on Genetic Algorithms (GAs) [8] , [9] and linear matrix inequalities (LMIs). This procedure can be used for the synthesis of reduced or full order controllers. This paper is organized as follows. Section 2 presents the preliminary assumptions related to the system description and the formulation of the constrained ∞ H robust control problem. In section 3, considering a sufficient condition for the positive R) (D, -invariance, the problem is formulated using matrix inequalities. A programming procedure for determining a solution to the stated problem is proposed in section 4. A numerical example is presented in section 5.
II. PROBLEM STATEMENT
Consider an uncertain continuous-time linear system described by the following state-space equations: 
where ,
Let us also consider a bounded polyhedral set of admissible initial states :
where
denote the vertices of the polytope
The disturbance vector belongs to the following set:
where ⋅ denotes the Euclidean norm. Thus, the disturbance ) (t w is constrained to a hypersphere of radius . 0 w The dynamic compensator is given by
is the error signal, ) (t r is the reference input, and
e k D are unknown matrices of appropriate dimensions.
Assume also the reference input ) (t r belongs to the following bounded set:
The resulting closed-loop system can be written as follows:
where From (5) and (6), the sets
are the regions in the state space in which control and output saturation respectively do not occur. The constraints on x and 0
x can be rewritten as function of the closed loop states
Hence, from (16), (14) and (15), it is worth noticing that the resulting closed-loop system is valid only for the states f
Defining the matrices
the closed-loop transfer function from w to z is given by , ) ( ) ( (4), (5) and (6) 
III. MAIN RESULTS
The following definition will be useful for establishing some of the results in this paper. (11) 
where . 
R) (D, -invariant set with respect to the uncertain system (11).
Proof: It is based on S-procedure [18] . For the sake of brevity this proof is omitted here.
The next theorem provides a solution for the constrained ∞ H robust control problem for dynamic output feedback.
Theorem 1. Consider the uncertain system with time domain constraints (1) and the set Ω defined in (21). Let L α and L σ denote the vectors
be the solution of the following optimization problem
Then the controller k L is a solution of Problem 1. The upper bound of all feasible
is given by γ and the suitable ellipsoidal set Ω is generated by 1 W for the closedloop system (11) .
Proof: From the bounded real lemma [19] and the concept of quadratic stability [4] , the LMIs (27) assure that this problem of minimization gives an upper bound γ of the ∞ H cost for the uncertain system (11), with the stabilizing controller k L . From LMIs (23) and (24) obtained by geometric considerations (Boyd et al., 1994) 
. The procedure to obtain these LMIs is similar to the one discussed in [2] . Thus, the dynamic output feedback controller k L guarantees that control and output constraints are respected. (22) is introduced. The proposed procedure combines the reliability properties of the Genetic Algorithms [8] and their typical search heuristics with the accuracy and efficiency of the LMI solving methods [6] .
Based on Genetic Algorithms and LMIs, this algorithm searches an optimal robust controller k L 
Algorithm
BEGIN Generate initial feasible population ]. , [ k L L x α = Evaluate population WHILE gen n is not achieved
Store the best individual of the population Perform selection (roulette)
WHILE infeasible AND attempt < r n Perform arithmetical recombination
Choose scalar a WHILE infeasibility AND attempt < u n
END_WHILE Substitute the worst individual for the best individual stored previously END_WHILE Solve LMIs for the best individual END
Notice that pc and pm are, respectively, the probability of recombination and mutation. max f is the maximum fitness value of the population, f is the average fitness value of the population and f is the fitness value of the solution. a is a number uniformly chosen in [ ]
gives the possibility of changing the mutation at each iteration. Since the infeasibility of new candidate solutions can occur due to recombination and mutation procedures (matrix inequalities are quite sensitive to parameter changes), the algorithm may execute the recombination up to r n times, choosing new q , and up to u n times for the mutation, adjusting parameter ' a , in an attempt to reduce this problem. r n and u n must be adjusted to each kind of problem.
Since the search space is not convex and its bounds are unknown, the classical random initial population generation requires a strong computational effort. In order to reduce this effort generating feasible elements, an approach described in [10] is implemented. This approach gives a sufficient condition to find feasible controllers using the Lyapunov inequality associated to the ∞ H -norm for the state feedback control. For this aim, the output feedback control problem is rewritten as a state feedback one. In this procedure, the transformation matrices carry the diversity of the initial population, since for each generated transformation a distinct initial solution is found. The control constraint is relaxed during the initialization step because the transformation doesn't generate a convex constraint. The vector L α is randomly generated.
V. NUMERICAL EXAMPLE
Consider the uncertain continuous-time system [11] . The system matrices are The state constraints are given by
The control is subject to the constraints
The output constraints are given by 
The dynamic output feedback obtained by the synthesis algorithm is A hybrid algorithm mixing genetic algorithms and linear matrix inequalities has been proposed, exploring the bilinear relation between the controller k L and Lyapunov matrix 1 W that exists in the problem formulation by matrix inequalities. This algorithm has been applied to many others examples and the simulations results indicate that this approach can offer an effective and simple method to solve the constrained ∞ H robust control problem. The proposed algorithm is suitable for full or reduced order dynamic output controller design.
