Abstract. Successful implementation of best management practices for reducing non-point source (NPS) pollution requires knowledge of the location of saturated areas that produce runoff. A physically-based, fully-distributed, GISintegrated model, the Soil Moisture Distribution and Routing (SMDR) model was developed to simulate the hydrologic behavior of small rural upland watersheds with shallow soils and steep to moderate slopes. The model assumes that gravity is the only driving force of water and that most overland flow occurs as saturation excess. The model uses available soil and climatic data, and requires little calibration.
Introduction
Reducing agricultural non-point source (NPS) pollution has become a focus for watershed management programs that maintain and improve water quality. Significant NPS pollution originates from hydrologically active areas where runoff is generated, and that also have high soil nutrient concentrations . Successful implementation of best management practices for reducing NPS pollution requires the knowledge of the location of frequently-saturated areas prone to overland flow generation, termed hydrologically sensitive areas (HSAs) (Walter et al., 2000) .
Overland flow generation can occur by two mechanisms. Infiltration-excess runoff (also called Hortonian overland flow) takes place when precipitation rate exceeds soil infiltration capacity (Horton, , 1940 . This mechanism is predominant on low organic matter arid and semiarid soils that are prone to crusting and on compacted areas during highintensity rainfall events. In contrast, saturation-excess overland flow occurs when precipitation falls on saturated soil. Location of saturation-excess overland flow generation does not depend on rainfall intensity but on topography, soil properties, and local hydrological conditions, such as high water table (Hewlett and Hibbert, 1967; Dunne and Black, 1970; Hewlett and Nutter, 1970; Dunne et al., 1975; Beven and Kirby, 1979) .
Either infiltration-or saturation-excess processes may predominate at different times and different locations within a watershed. When Hortonian flow dominates, the volume of surface runoff is a function of soil type, land cover and rainfall intensity. Semi distributed models such as SWAT (Arnold et al., 1993 (Arnold et al., , 1994 Di Luzio and Arnold, 2004; 246 P. Gérard-Marchant et al.: Phosphorus transport in an agricultural landscape Srinivasan et al., 1998) or GWLF (Haith and Shoemaker, 1987; Haith et al., 1992; Schneidermannet al., 2002) are usually based on Hortonian overland flow generation mechanisms. With these models, topographical information is not an important predictor of total runoff and nutrient loads to the streams. However, when overland flow is generated by saturation-excess mechanisms, landscape position is a determining factor, and the temporal distribution of variable source areas must be estimated. Therefore, only models that preserve the spatial information during the simulation can accurately simulate saturation-excess overland flow.
Typical fully-distributed spatial models include the Système Hydrologic Européen, SHE (Abbott et al., 1986a, b; Refsgaard and Storm, 1995) ; TOPMODEL (Beven, 1997; Beven and Kirkby, 1979; Saulnieret al., 1998) ; Distributed Hydrology Soil Vegetation Model, DHSVM (Wigmosta et al., 1994; Wigmosta et al., 2002; Wigmosta and Perkins, 2001 ) and the Soil Moisture Distribution and Routing model, SMDR. The SMDR model is based on a soil moisture balance calculation initially developed by Steenhuis and van der Molen (1986) , later modified and integrated into the Geographic Resources Analysis Support System (GRASS) Geographic Information System (GIS) (US Army C.E.R. L., 1991; Neteler and Mitasova, 2002) by Zollweg et al. (1996) , Frankenberger et al. (1999) and Kuo et al. (1999) . This model is currently maintained by the Soil and Water Laboratory, Cornell University (Soil and Water Laboratory, 2003) . SMDR was specifically designed for application on small rural watersheds of the Northeastern United States, characterized by soils overlying slowly permeable layers at shallow depths and moderate to steep slopes. It differs from other models such as SHE or DHVSM in that it uses only readily available input data. Unlike TOPMODEL, it does not assume a water table underlying the whole watershed, but uses soil data on depth to restrictive layer to determine the lower soil boundary.
In the recent years, SMDR has been successfully applied to predict discharge data in several watersheds of the Catskills Mountain region, New York (Frankenberger et al., 1999; Mehta et al., 2004) , in Central New York (Kuo et al., 1999; Johnson et al., 2003) , and in Pennsylvania (Srinivasanet al., 2005) . Validation of the model distributed outputs has been limited due to the difficulty of collecting accurate distributed data.
The objective of this paper is, therefore, to validate SDMR integrated (i.e. runoff at the watershed outlet) and distributed results. The study watershed is a 164-ha dairy farm, located in the northern Catskills region of Delaware County, NY, within the headwaters of Cannonsville reservoir, the third largest reservoir of the New York City water supply system. Streamflows and streamwater nutrient concentrations have been measured at the watershed outlet since 1993 (Bishop et al., 2003 (Bishop et al., , 2005 . Detailed management records are also available, and this farm provides an ideal context for application of the model and verification of results.
Description of the SMDR model
The purpose of SMDR is to identify the location and evolution of variable source areas for overland flow generation and to estimate water fluxes to streams and groundwater. The SMDR is intended as a tool for planners or groups interested in watershed management. Therefore, it does not require extensive calibration and is designed to use data that are readily available in electronic form: (i) a digital elevation map, (ii) a soil type map and the associated table of soil hydrologic properties, (iii) a land use and land cover map, and (iv) weather data (temperature, precipitation and potential evapotranspiration). Details of input data requirements are given in a following section.
Use of SMDR is limited to upland, well-vegetated watersheds, where soils have a high infiltration capacity and slopes over 3%. In many cases, a low permeability layer, such as bedrock or fragipan, is present at a relatively shallow depth. Watersheds of this type occur not only in the Northeastern United States, but also in many other parts of the world.
The SMDR divides the watershed in square gridcells, with typical cell dimensions ranging from 5 to 30 m. Larger dimensions tend to misrepresent the landscape curvatures and lead to unreasonably high estimates of soil water content (Kuo et al., 1999) . In practice, the minimum grid size depends on the resolution of the DEM. Within each cell, soil properties are assumed to be homogeneous. Soil horizons above the low-conductivity restricting layer are grouped into a single surface soil layer. This surface soil layer is then decomposed into two functional sublayers, corresponding to the rooting zone and a transmission zone.
A soil water mass balance is computed for the surface soil of each cell at each time step. A constant daily time step is usually chosen as a good compromise between computational speed, accuracy of results, and data availability. Daily water inputs to the top soil layer of each cell are daily precipitation and lateral flow from surrounding upslope cells. Outputs are lateral flow to surrounding downslope cells, percolation through the restrictive layer, and evapotranspiration. A schematic representation of the water balance is illustrated Fig. 1 . The water mass balance equation can be expressed for each cell as:
where z is the thickness of the surface soil (m), W the (square) grid size (m), θ the cell average water content (cm 3 .cm −3 ), t the time step (d), RF and SM the rainfall and snowmelt volumes, respectively, Q i the volume of water received through lateral flow from surrounding upslope cells, Q o the volume of water lost through lateral flow to surrounding downslope cells, ET the volume of water lost by evapotranspiration, P the volume of water lost by percolation through the bounding layer, and SE the saturation excess runoff. Volumes are expressed in (m 3 ). Although the mass balance components are tightly coupled, they are estimated separately for computational simplicity. They are presented hereafter in the order in which they are calculated for each time step.
Precipitation
Daily precipitation is first partitioned into rain or snow, depending on the observed daily mean air temperature ( • C), corrected as necessary for local elevation by the adiabatic lapse rate of 6.5×10 −3 C.m −1 (Boll et al., 1998) . Rainfall RF is identified with precipitation on cells where air temperature is greater than −1 • C. Snowmelt SM is computed following a simple land-cover dependent temperature index method (US Army Corps of Engineers, 1960) . Rainfall and snowmelt occurring on impervious areas, e.g. roads and buildings, are converted directly to overland flow.
Moisture redistribution
Water inputs are assumed to infiltrate and are added to the water already stored in the surface layer. After infiltration, three characteristic moisture θ f , θ m and θ s are considered, corresponding to field capacity, macroporous drainage limit and saturation, respectively. Field capacity is defined as the moisture content below which no drainage takes place. The macroporous drainage limit corresponds to the minimum water content required to activate macropore flows, and is related to the depth to the slowly permeable layer: the shallower the slowly permeable layer, the larger the drainage limit (Boll et al., 1998) . The moisture content at saturation is identified with effective porosity (i.e. porosity corrected by rock fragment and organic matter content).
When the average soil water contentθ is less than the macroporous drainage limit, the moisture profile is assumed uniform throughout the top layer of soil. Otherwise, a saturated layer of thickness z s is formed, with average water content θ , so that
2.3 Lateral flows Lateral outflows are calculated by integrating Darcy's law over soil depth, grid width and time step. After identifying the hydraulic gradient with the local surface slope σ (m.m −1 ), and assuming that the hydraulic conductivity does not vary significantly with position or time during one time step, it comes eventually:
where K is the average hydraulic conductivity of the layer (m.day −1 ), κ a depth-dependent multiplier (typical range of 2 to 10) introduced to correct transmissivities for preferential flows in macropores (Boll et al., 1998) . The average hydraulic conductivity K is defined as:
where K s =K(θ s ) and K m =K(θ m ) are the hydraulic conductivity at saturation and at macroporous drainage limit, respectively, and α is an universal constant equal to 13 for a large range of soils (Bresler et al., 1978; Steenhuis and van der Molen, 1986) . Lateral outflows from each cell are then distributed according to local aspect between one cardinal and one diagonal downslope neighboring cells, following the D ∞ algorithm (Tarboton, 1997) . On each cell, the lateral inflow Q i is defined as the sum of the contributions received from the upslope surrounding cells.
Evapotranspiration
Evapotranspiration ET is calculated by solving the differential equation:
where z r is the depth of the rooting zone (m), K c a basal evapotranspiration coefficient introduced to reflect differences among vegetation types (−) (Allen et al., 1998) , and E the evapotranspiration rate (m.day −1 ). Following Thornthwaite and Mather (1955) , it is assumed that E varies linearly with water content, from 0 at permanent wilting point, θ p (cm 3 .cm −3 ), to the potential evapotranspiration (Jensen et al., 1990) . Growing degree-days accumulation starts when average daily air temperature is larger than the basal temperature T b for five consecutive days (Goudriaan and van Laar, 1994) . Data for the basal coefficients and growing-degree day threshold are compiled from literature or estimated from local records.
Percolation
Percolation of water through the fractures and cracks in the bedrock and, to a lesser extent, through the dense fragipan (Soren, 1963) , is computed for each cell as:
where K sub is the conductivity at saturation of the cell substratum, (m.day −1 ), and where the hydraulic conductivity K is given by Eq. (4). Percolation stops when the average water content of the bottom structural layer is less than field capacity. Identification of percolation pathways requires some knowledge of the geometry of the fractures. Unfortunately, such data are scarce. Therefore, it is assumed that at each time step, only a fraction r of the total percolating volume flows to the streams, with the remainder lost to regional flow. Percolation to the stream constitutes the stream baseflow BF (m 3 ), such as
where P i is the percolation volume simulated on cell (i) (m 3 ), and where the summation domain is the entire watershed. Conceptually, this does not mean that a drop of water that percolates in the substratum becomes immediately baseflow. Water, as in previous versions of the model, enters into a subsurface reservoir. In the current implementation, the reservoir volume is fixed so that for each quantity of water that enters the reservoir, a similar quantity becomes baseflow. Although for the water balance the distinction of what water enters the stream as baseflow is immaterial, it becomes important when nutrient transport is considered.
Overland flow and streamflow generation
At the end of each time step, any water in excess of saturation becomes saturation excess overland flow SE (m 3 ). Overland flow is routed directly to the watershed outlet. Re-infiltration and interaction of overland flow with downslope soils are not considered.
3 Input data Refsgaard and Strom (1996) stress that for a rigorous parametrization of hydrological systems, only the parameters that are pertinent to modeling and that can be directly measured or derived from field data should be selected. In SMDR, computation of the water balance requires, in addition to climatic input, the knowledge of several parameters on each cell: z, θ p , θ l , θ f , θ m , θ s , κ, K s , z r , K c , and K sub . Another parameter, the percolation coefficient r, has to be estimated on the watershed scale. To limit the risk of overparameterisation (Beven, 1996) , parameters are actually grouped in generic classes reflecting only significant spatial variations. Typical classes consist of soil units, soil horizons, vegetative types and land covers. Parameter classes for the study watershed are defined in a following section.
Weather information
Daily minimum and maximum temperatures were obtained from a nearby weather station located at Delhi, New York, 438.9 m.s.l., (National Weather Service (USDC NOAA) cooperative observer station #302036, "Delhi 2 SE"), located about 20 km SW of the site (NCDC, 2000) . Temperatures were corrected by −1.2 • C to account for the difference of elevation with the study watershed. Potential evapotranspiration rates E ref were calculated from daily temperature data, following the Priestley and Taylor (1972) method. Precipitation was recorded at a 10-min interval, and integrated over one day. Onsite precipitation records were available from 1998 to 1999 only, for air temperatures greater than 1 • C. When onsite information was not available, daily precipitation records from the Delhi weather station were used instead. Daily stream flows were recorded on a 10-min basis by a gauge at the watershed outlet, and integrated over one day (Bishop et al., 2003) . and to match the area above the streamflow monitoring station, and was finally verified by Hively (2004) . An aerial photograph of the watershed, with 5-m elevation contours, is presented Fig. 2 . Study watershed elevations range from 600 to 740 m.s.l. The main flow direction is oriented NNW-SSE. Slopes on the upper part of the watershed range from 2 to 40% (with an average about 17%), while slopes on the lower part range from 0 to 20% (with an average about 8%).
Soil type classes
Soil types and characteristics were derived from the SSURGO database (USDA-NRCS, 2000). The steeper, shallower (average thickness 65 cm) upper terrains are characterized by Halcott channery loams (loamy-skeletal, mixed, active, frigid Lithic Dystrudepts) and Vly channery silty loams (loamy-skeletal, mixed, superactive, frigid Typic Dystrudepts). These terrains overlay a fractured horizontal bedrock. The flatter, deeper (average thickness 180 cm) lower terrains consist of moderately-well-drained Willowemoc channery silt loams (coarse, loamy, mixed, frigid, Typic Fragiochrepts) and Onteora silt loams (coarse-loamy, mixed, semiactive, frigid Aquic Fragiudepts). These terrains are restricted by a dense fragipan. The watershed soil map is presented in Fig. 3 . No independent validation was carried out on the exact location of the boundaries between soil types.
Land covers and land uses
Because readily available MRLC land cover data were not sufficiently detailed for modeling at a 10-m gridcell resolution, a 1-m Chromatic InfraRed (CIR) digital orthophoto- graph quadrangle quarter (DOQQ) covering the study watershed (taken on 1-6 December 2000; NYSDoS, 2000), was used as a basemap for high-resolution on-screen digitization of field boundaries, impermeable areas, and other important landscape features. Combination of this information with field observations, GPS data, farm planning records, and farmer interview provided sufficient detail to produce 10-m land use raster maps reflecting annual changes in crop rotation (Hively, 2004) . Land use categories were based upon the National Land Cover Data (NLCD) classification system (NLCD, 1997) , with the addition of several categories specific to local farm management practices. The map of field boundaries and corresponding land uses for 2001 is presented in Fig. 4 . About 53% of the watershed area is covered by deciduous forest. The lower slopes consist of improved pasture and hay (27%), unimproved pasture (11%), rotated maize (7%) and impermeable areas such as roadways and barnyards (2%). Table 2 . Soil characteristics for the study watershed. Minimum and maximum values of the basal evapotranspiration coefficient K c and the rooting depth z r were derived from generic values reported in the literature (Jensen et al., 1990; Allenet al., 1998 effect of macropores is based on the procedures by Boll et al. (1988) as described in Eq. (4). The selected properties values were then weighted by the structural layer thickness, averaged over the composite topsoil layer and rounded. Parameters values for each soil type are presented in Table 2 .
In previous versions of the model, the main soil sequence was decomposed as the superposition of several structural layers, as described by the SSURGO data base (Johnson et al., 2003; Metha et al., 2004 ). In the current version, the structural layers above the restricting layer (bedrock or fragipan) are aggregated into a composite surface soil layer, and soil depth z is defined as the sum depth of this composite layer.
Wilting point θ p was calculated as the water content at −1500 kPa, using SSURGO values of organic matter and clay contents, and a linear regression equation developed by Rawls and Brakensiek (1985) . Field capacity θ f was calculated as the sum of θ p and the midrange of SSURGO values for available water content. Evapotranspiration limit θ l was set to field capacity.
Estimated soil properties parameters
Only four parameters are not readily available and have to be estimated: macroporous drainage limit θ m , horizontal hydraulic conductivity multipliers κ, hydraulic conductivity at saturation of the bounding layer K sub , and percolation fraction delivered to streamflow, r.
In previous versions of the model, decreasing values of the multipliers κ were allocated from the top structural layer to the bottom one (Mehta et al., 2004 ). In the current version, the multipliers were assumed to decrease exponentially with topsoil thickness, from 10 for the shallowest soils of the watershed to 2 for the deepest ones. The values were initially chosen to reproduce field observations that hydraulic conductivities derived from bore hole measurements were up to one order of magnitude larger than those reported in the SSURGO database, for which conductivities are determined on disturbed samples (unpublished data).
The macroporous drainage limit, θ m , is a key parameter controlling subsurface lateral flows and percolation. Preliminary investigations indicated that if θ m was set to a low value, simulated percolation would last for too long a period for wet soils, as compared with observed baseflows, and would restart after a too short period for dry soils, leading to overestimated baseflows at the beginning and end of the summer period. Eventually, for soils with a restrictive layer of less than 3 m, the parameter was estimated from field capacity and soil depth, through the relation:
with the soil depth z expressed in (m). This relation relies on the hypotheses that under hydrostatic conditions, the soil water pressure -water content relationship is described by the Brooks and Corey (1964) model, and that field capacity is identified with the water content at a pressure of −30 kPa (equivalent to 3 m of water column). The exponent in Eq. (8) corresponds to a generic value of Brooks-Corey pore size distribution index over a wide range of soils. Following Frankenberger et al. (1999) , a generic value of 1 mm·day −1 was assumed for the saturated conductivity of fragipan layers, while a saturated conductivity of 2 mm·day −1 was assumed for the slowly permeable bedrock layers. The percolation fraction r, was calibrated after simulation to a value of 0.677, in order to match observed flows during a dry summer period (1997).
SMDR model integrated results
The SMDR model was applied to the study watershed over a 9-year period (1 January 1993 to 31 December 2001). The resulting hydrographs are presented in Figs. 5a-h. The first year of simulation (1993) is not shown as it was affected by the assumed initial water storage conditions. Outputs for each year were decomposed into two 6-month seasons, "summer" (May-October) and "winter" (November-April).
From 1993 to 2001, a total of 8577 mm of precipitation was recorded (4422 and 4155 mm for summer and winter periods, respectively), and 4531 mm of streamflow was observed (1155 and 3376 mm for summer and winter periods, respectively). For the same period, simulated streamflow was 4412 mm (1157 and 3255 mm for summer and winter periods, respectively). Precipitation and observed and simulated streamflows are reported for each simulated year in Table 3 , along with the values of three efficiency criteria: modified Nash-Sutcliffe criterion MNS (Chiew and McMahon, 1994) , mean absolute error MAE (Ye et al., 1997) , and correlation coefficients R 2 . The MNS criterion is similar to the NashSutcliffe criterion, but it uses square roots of flows instead of absolute flows. It is therefore more sensitive to low flow events than the classical Nash and Sutcliffe (1970) criterion. The mean absolute error characterizes how close the simulated results are from observations at each time step (Ye et al., 1997) . The closer the value of any of the three criteria is to one, the better the simulation.
Agreement between observed and simulated streamflows was reasonable over the entire simulated period (MNS=0.66, MAE=0.44, R 2 =0.58), taking into account that only the base flow factor, r, was calibrated. Differences in accuracy could be observed from year to year: the model was more precise and gave larger efficiency criteria for the dry years (1997) (1998) (1999) than the wetter years (1994) (1995) (1996) (2000) (2001) . The best agreement (MNS=0.90, MAE=0.76, R 2 =0.90) was obtained for the dry summer 1997 on which the calibration of the percolation rate r was performed. This was expected since it was assumed, for lack of better data, that the fraction of the watershed contributing to percolation was constant. In reality it is not and because of the many springs in the watershed, it could even be affected by the previous year's rainfall. Therefore, more complex reservoir models requiring more parameters were also considered. However, they did not significantly improved baseflow simulations. It was finally decided to use the simplest model as presented above. Note that the lack of knowledge of the complicated underground flow paths is a limitation for any hydrology model applied to watersheds in the Catskills.
It is also of interest to evaluate the model's performance by comparing the timing and intensities of simulated peak flows with observed data. Unlike watersheds where Hortonian overland flow is the dominant process and where peak flows have a short duration (of a few minutes to a few hours), watershed where runoff is generated by saturation excess exhibit broader flow peaks. These peaks occur when a major portion of the watershed contributes to runoff, during periods when total rainfall amounts exceeds evaporation greatly. Moreover, since precipitation data was available on a daily basis only, observed and simulated peak flows were compared at the same daily time step.
Peak flow timing, intensities and hydrograph recession were usually well simulated. Occasionally peaks were not reproduced in winter (e.g. 25 January 1996 , 6 February 1997 , 17 January 1998 , 15 Feburary 2000 , while some peaks were incorrectly simulated during observed low winter flows (e.g. 23 January 1997, 22 March 1999 in Figs. 5d and f, respectively) . This discrepancy was attributed to the use of off-site climate data, as described below.
Agreement between observed and simulated flows was better during summer (MNS=0.66, MAE=0.47, R 2 =0.63) than during winter (MNS=0.51, MAE=0.33, R 2 =0.54). Here again, peak timing and intensities were generally well predicted, with a slight underestimation of peakflows. A significant underestimation of peakflows was observed in August 2000 (Fig. 5g) , when precipitation occurred late in the season, as short-duration, high-intensity summer thunderstorms over dry soils. Low flows were usually underestimated (e.g. August 1998 and July 1999).
Three main sources can explain the occasional poor matches between observed and predicted hydrographs. First, water balance components are not perfectly modeled.
Snowmelts are only crudely estimated by the temperature-index method currently implemented. More realistic snowmelt routines involve calculation of a radiation balance, even simplified (Walteret al., 2005) , but required data were not readily available. Soil freezing and interactions between rainfall and snow cover should also be taken into account. Moreover, infiltration-excess overland flow during summer months is modeled on impervious areas only and not on other soils, which for high rainfall intensity summer storms will likely cause the underestimation of peakflows such as were observed in August 2000. Also, SMDR takes into account perched water tables only, and regional groundwater only indirectly. The latter is a direct consequence of the lack of information about the subsoil structure and the location of subsurface flow paths.
An additional source of errors comes from non-optimal parameter calibration. For example, an overestimation of the soil drainage properties would lead to too rapid a depletion of the water storage by lateral flows, causing an underestimation of percolation during summer months. This hypothesis can explain the simulation of lower summer flows than were observed.
Finally, weather data were obtained from an offsite station about 20 km from the site. In the summer, thunderstorms are localized, and precipitation measured at Delhi, NY may not equal precipitation occurring onsite. For example, on 7 August 2000, 18 mm of rain (as recorded in Delhi) produced only 0.7 mm of streamflow at the watershed outlet, while three days later, 15 mm of rain produced 7.3 mm of streamflows. It is likely that the actual precipitation for the storm that hit Delhi on 7 August 2000 was in fact much less on the study watershed. Model results may improve substantially with the use of on-site climatic data. Similarly, the use of off-site temperature data may have contributed to the imperfect reproduction of snowmelt events.
SMDR model distributed results
Alone, comparison of observed and simulated hydrographs is not a sufficient check of the distributed accuracy of hydrological models. For example, Refsgaard and Knudsen (1996) observed that after proper calibration, a conceptual lumped model (NAM) and a physically-based distributed model (MIKE-SHE) predicted streamflows equally well. Similarly, Johnson et al. (2003) compared SMDR results with outputs simulated by HSPF, an infiltration-excess based semi-distributed conceptual model. Both models gave equally accurate hydrographs despite their different runoff generation mechanisms (Johnson et al., 2003) .
A classical approach to assess the efficiency of a distributed model such as SMDR consists in the quantitative comparison of observed and simulated moisture contents at various locations throughout the watershed. Such a method is intrinsically limited by its local character, as samples are taken at specific locations, on particular dates. Even if this approach provides valuable information about the hydrodynamic characteristics of the soils where the samples are taken, it usually fails to identify variable source areas on a larger scale and to capture their dynamics.
A complementary validation consists in using direct information about the location of springs, ephemeral stream paths and saturated areas, as obtained with GPS and mapping (Mehta et al., 2001 (Mehta et al., , 2004 , or indirect information about the position of hydrological features in the landscape. For example, diversion ditches and tile drains are usually installed to intercept overland flow and subsurface lateral flows, respectively, thus indicating the regular occurrence of runoff generating areas upslope of these installations. In a related way, certain vegetation types, such as ferns and marsh grasses, grow preferentially in wet areas, and could be used as an indicator of the location of areas prone to generate runoff. Both direct and indirect validation approaches are presented below.
Transect sampling
Soil samples were collected at 10-m intervals along three transects on two occasions (8 June 2001 and 5 December 2001). The transects were chosen to represent various land uses and topography. A forested transect ("F") was located on a steep hillslope, over bedrock-limited soils. Transect ("P") was located on pasture fields, on gently sloping soils overlying a fragipan. Transect ("S") was located on moderately steep shrubland. Sampling locations were identified by GPS for the eastern ("P") and middle ("S") transects, but could not be obtained the forested transect ("F") because of the interference from tree canopy. The location of this latter transect was therefore only approximated from the DOQQ. Transect positions are plotted on the land use map in Fig. 4 .
Single cores (48 cm 3 ) were taken from each location at a depth from 2 to 6 cm. Each core was weighted and dried to determine gravimetric moisture content and soil bulk density. The samples were also sieved (2 mm) to correct the results for rock content. Soil moisture saturation degree was calculated as:
where m w and m s are the measured mass of water and dry soil in the sample, V c the core volume and ρ s the particle density, after correction by the organic matter content. Relative errors on the core volumes were estimated at 10 to 15%. Other uncertainties about weight measurements and particle density led eventually to an approximate relative error on saturation degree about 20 to 30%. Additional soil moisture information was available from a previous sampling campaign (6 May, 30 June, 28 October 1994 and 18 January 1995) on a fourth transect (noted "P2"), located on moderately steep pastures (Frankenberger et al., 1999) . For these data, saturation degrees were calculated as the ratio of volumetric water content values and an average porosity of 0.45 cm 3 .cm −3 , as reported by Frankenberger et al. (1999) . Absolute errors on volumetric contents and porosity were estimated for this transect as about 0.07 cm 3 .cm −3 and 0.04 cm 3 .cm −3 , respectively (Frankenberger et al., 1999) , giving an absolute error about 0.11 cm 3 .cm −3 on saturation degrees. Comparisons of observed and simulated saturation degrees are presented for each transect on Figs. 6a-d. A 3-point moving average was calculated for both the simulated and observed values to smooth outliers (lines). On each plot, the estimated error margin is presented as the grey area. A vertical dash line represents the approximate transition point from one soil type to another. Correlation coefficients (R 2 ) and relative standard errors (RRSE) of the linear regression between observed and simulated 3-point moving averages are reported for each of the four transects in Table 4 , along with the average square residual NASR (normalized by the simulated average). Noting ob , sm , f t the observed, simulated and regression-fitted saturation degrees, respectively, the relative standard error RRSE and the average square residual are defined as
For the shrubland transect "S" on 8 June 2001 (Fig. 6a) , simulated degrees of saturation matched observations on the bottom half of the transect, but overpredicted them on the top half, while showing the same generic trend (R 2 =0.56, NASR=0.21). On 5 December 2001, simulations systematically overestimated observations by about 33%, but still had a similar trend (R 2 =0.83, NASR=0.29). These results indicate that the drainage characteristics of the upper portion of the transect were underestimated. Indeed, when the average porosity value measured on the site is used instead of the SSURGO estimates, and when the hydraulic conductivities at saturation are set to the higher limits reported in the SSURGO database, simulated results have a much better fit to observations, as illustrated Fig. 6a (R 2 =0.86, NASR=0.09 for 8 June and R 2 =0.75, NASR=0.06 for 5 December). For the pasture transect "P", simulated saturation degrees are in close agreement with observed moisture contents on both dates (R 2 =0.43, NASR=0.17 for 8 June and R 2 =0.04, NASR=0.21 for 5 December). Observed data points at 30 and 330 m on 5 December had suspiciously low measured water content, and are likely outliers. These outliers explain the low values of the R 2 . Corresponding error margins were adapted in consequence. Results were also satisfactory for transect "F" (forest) on both dates in Fig. 6c , correctly reproducing the observed greater saturation at the flatter base of the slope than on the steeper upper section (R 2 =0.78, NASR=0.24 for 8 June and R 2 =0.93, NASR=0.09 for 5 December). On 8 June 2001, however, the model did not reproduce as sharp a decrease in saturation degree with slope change as was observed at 70 m from the bottom of the slope.
Finally, observed saturation degrees (Fig. 6d) were also well reproduced for the fourth transect "P2", with however a slight systematic overestimation of saturation degrees on 18 January 1995, and overestimation on the bottom part of the transect on 6 June 1994 (R 2 =0.51 and NASR=0.13 on the four dates).
Overall, the trend of moisture distribution along selected transects was reasonably well reproduced, although simulated saturation degrees did not match observations at some locations at some dates. Discrepancies between observed and simulated results originated partly from experimental errors in the determination of saturation degrees and partly from the potential lack of representativity of the samples. Thus, some errors were introduced by using only relatively shallow samples for comparison with moisture contact simulated over the entire depth of the soil column. However, it should be noted that the stone content of these soils is high, making it difficult to take samples at deeper depth. Moreover, the spring samples were taken during a relatively dry period, and the winter samples during a relatively wet period. Therefore, a large gradient in moisture content with depth was not expected. Nevertheless, the moisture content for the top soil could systematically underpredict the average moisture content over the whole soil column.
At last, errors originate also from the soil properties input dataset used in the simulation. The SSURGO database describes characteristic soils, and by its statistical nature cannot account for local variability. Therefore, the parameters derived from SSURGO are only approximate. A better match of simulations and observations could be achieved by calibrating the soil hydrodynamic characteristics on a soil by soil, or even field by field, basis, as illustrated by the better fit obtained on transect "S" after calibration. However, such a punctual adjustment of parameters would defy the original purpose of SMDR, i.e. a fully distributed model that requires little calibration, and would lead naturally to the overparametrization pitfall pointed out by Beven (1996) , without gaining much accuracy in the overall location of wet areas.
Mapping of saturated areas
Eight 30-cm CIR DOQQs covering the watershed were taken on April 2001 (NYSDoS, 2000) . These orthophotographs provided basemaps for the digitization of natural hydrological features (streambeds, pond, main springs) and drainage features (diversion ditches, tile drains). Additional information, including farmer interview and field observations, was used to map the frequently saturated areas (also called wet spots). These wet spots are circled with a yellow line in Fig. 8 ). Although the determination of the location and extent of these wet spots is subjective, the structures installed to drain these wet areas are not: they include drainage tile lines (brown orange in Fig. 7 and green in Fig. 8 ) and open drainage ditches (green in both Figs. 7 and 8). The stream network starting at the saturated areas is also shown in Fig. 7 in blue. The original position of the stream, before its diversion near the barns in the early nineties, is reported in purple. In addition, field boundaries (in pink) are also drawn to facilitate comparison and localization of features. Simulated daily runoff volumes for the entire period were summed and averaged over the summer (May-October) and winter (November-April) periods, to create the maps in Fig. 8 . Note that SMDR calculates runoff as the depth of water in excess of saturation and tile outflow is therefore included in the simulated runoff. Figure 8a shows that in the summer, most runoff is generated on impervious areas by infiltration excess. Only a small fraction of the pervious areas of the watershed produces runoff in summertime. However, the stream network can still be distinguished. As surface runoff is not explicitly routed in SMDR, stream cells are not connected. Since the stream flowing from the pond had water all summer, the agreement is satisfactory. During winter the comparison between expected (Fig. 7) and simulated ( Fig. 8b) is in general good since all the drainage structures and most of the identified wet spots are within the area generating at least 3 cm/month in average (blue color). This blue area roughly overlays the fragipan-restricted lower terrains. The steeper northeastern slopes produce more runoff than the gentler western slopes. Variable source areas are concentrated in converging areas, slope breaks, and transition between bedrock-and fragipan-restricted soils. In addition, the streams and the surrounding wet areas generate the higher runoff amounts (shown in black), as expected. A closer in- spection shows that certain features are not predicted well, such as the wet spots on the south east watershed boundary. These wet spots are likely associated with subsurface features not simulated in the model. Also, part of the stream in the northwest portion of the watershed fades into the background.
Western (2005) asks the fundamental question if these kinds of prediction tools are sufficiently accurate to be used as a management tool. He defines accurate as "predicting high spatial runoff generation zones such that false negatives and false positives both constitute less than 10% of the total high runoff area". On a pixel-to-pixel basis, SMDR would not meet this criterion. However, management is based on a field-by-field basis and not on a pixel basis. Since the general locations are predicted correctly on a field basis, the model performs well. Moreover if time is included as a factor (i.e., small runoff-producing areas in summer versus to larger areas in winter), the predictions of SMDR might actually meet the 10% criterion. This is not to say that improvements are not needed, but they may be difficult to achieve since they would require better spatial input on the characteristics of the subsoil.
Conclusions
Results of the hydrological model were good considering the minimal calibration. Hydrographs were generally properly simulated, both in terms of timing and intensity of peaks, although summer baseflows were often underestimated, and some winter peakflows were improperly reproduced. Agreement between observed and simulated saturation degrees along four transects at different dates were usually correct. Visual comparison of seasonal cumulative runoff maps and digitized hydrological features was also very encouraging. Improvements should focus on a better representation of snowmelt and soil freezing during winter periods, baseflow generation mechanisms during summer periods, and simple estimation rules for some of the hydrodynamic properties (macroporous drainage limit and horizontal hydraulic conductivity). However, given the limited information about spatially distributed nature of soils, the question remains how the suggested improvements can best be implemented to obtain more accurate simulated distributed moisture contents.
