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「該J，I同Jや「中J， 1付近J) 1以上J， 1現在」など，連体詞的，相対的，副詞的な
ものは名詞匂の一部としては扱わない.
7)香号の除外










































































































• knives→ knife + s→ knife 
14 第 2章情報検索
• happiest→ bappy + cst→ happy 






















































同ーの概念に変換し索引付けを行う .例えば， I火J， I炎」を同一概念として紫引付けを行
うときに，すべて@FIREのような概念を明確に示す記号に置き換えて，それを索引語





















































7TI X nの索引語 ・文書行列が得られる .η 個の文書を表す各ベクトルはそれぞれ行列の列
ベクトルを表し，文書ベクトルと呼ばれている.また，行列の行ベクトルは，索引詰ベク
トルと呼ばれ，対応する索引語がどの文書に出現するかを表したものである.この行列 A




19 文書ベクトル2.7. 情報検索第 2章l 



















T5: pastr(y， ies) 
T6: pie 
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“Speechαnd Speech Bα.scd Systems"という文書を特徴ベクトルに変形すると次のように表
現できる.










1 jf ftd > 0 
o if ftd = 0 
ftd 
{ ~+ 1叫汀ん >0
o jf .ftd = 0 
log(l +ん)
(間…o if ftd = 0 
(05+05ZIhifん >0
o if ftd = 0 










? 。 if ftd = 0 




















Ltd = TF(d， t) (2.3) 






ここで，Ltdは d呑口の文占に対する 1番目の索引語への重み，Otは文書全体に対する y
番目の索引語への重み，また，川は文古 jに対して正規化を行う作用素を表す.局所的












3 2 3 2 3 t u 
この大域的重みで最もよ く知られているも のに，Inverse 義されたのが大域的重みである.





tが含まれる文書数を dJ(t)とすると ，IDFの値 IDF(t)は次のように定義できる.
IDF(t)ニ logJL (~f(t) 
ID F[ll] [36] log (ご)
確率的 IDF[16][36]log(ZE) l長
エントロビー[1] 1 + 2:アM rloE uLfL4 f j=l Jog N 
GfIDF[ll] Ft 
γlt 
対数 GfIDF[8] log (号+1) 
改良 GfIDF[8] p. + 1 
γLt 
平方根 GfIDF[8] P-0.9 
nt 
平均 [1] 1 ゾ立1ft] 
重みな し l 
|名前これを用いて重み T;l!(d，のを












\~TID F( cl， t) 
(2.6) 
となる .IDF と \~lIDF のどちらの方が優れているかを比較すると 文書どうしの比較で
となり ，
はなく， 文書とクラスタ との比較でカ テゴリを割り当てるという方法に限定しているが，
\~lIDF が IDF よ り優れている という報告がなされている [44] .
式 (2.6)にある ように， ¥iVIDFには反比例する項 TF(N，t)が存在している.
(2.7) ITf( cl， t) = ¥iVIDF( clヲt)
この偵が大ここで表の中にある diはひとつの文書，例として，表2Aにある文書について考えてみる.
下 r7i?主主主早15












九(t)ι+TF(1V， tt二 J¥;fAX"(TF) α 
ここで 10，{A)C (TF)は N 中で最も多く出現する項の同数，αは曲線次数で、ある.(2.8) 
中の項の頗度を和で割るので，
ーo 50 
¥VIDF(d21 1:J.') = 
2 + .50 + :3 + 2 + l 61 










































r d(x，y)三0，(等号は，:'"C= yのときのみ成り立つ.) i川=川
d(ιy) ~ d(ιz)+cl(z，y) 
JVj二 / l(2.11)




ふたつのベクトルを只 (Wil'ωi2， ・パUin)，う=(W山 Wj2，'" ，ωin) とする.このとき，
，~ と 1う の距離 cl(1ふ巧) を









cl(九1Ij)=ゾ(Wil- Wjl)2 + ('Wi2 -'Wj2)2 + . . +('Win -'Wjn)2 (2.14) 
と定義されている.
その他の距離の例としてはハミング距離があり，単純なものと して，2進ベクトルに対
して定義されている 2進ベクトルは 0または iのどちらかの要素しかとらないもので，ハ











y = ( ω，e， s， t， e町?アhう川η) (2.16) 









LD(A， B)= lnin{α(i) + b(i) + c(i)} (2.18) 












2.8 類似度計算 27 




=JEL-τ (j=し "，d) (2.19) 
1αj 121 ql12 ゾZZld3ε乙1ql 
また，文書ベクトル αj(j = 1，・.， cl)と検索質問ベクトルを qの距離が正規化されてい
るときは，検索質問と文書の類似度は簡単な内積計算となり，以下の式で表される.









て異なった要素の数との比と定義しでもよい.もし n(X)が集合 X 中の要素の数とする
と，類似度は以下のようになる.
η(An B) 川AnB) 
ST(A， B) . _ ~-:: : ~~ -
η(A U B) 
(2.22) 
ここで，上で述べたふたつのベクトル Vzと%が特別な要素があるかないかによってその










つ 第 2章情報検索 2.9. LATENT SE~^1ANTIC INDEXING(LSI) 29 






n個の文書からなる文書集合から， 7η × η である索引語・文書行列 Aが得られたと
する.このとき，行列 Aの階数がァであるとすると ，Aの特異値分解 (SingularValue 
Decomposition， SVD)は次のように定義される.








o 0.4082 0 
1.0000 0.4082 0.7071 
o 0.4082 0 
o 0.4082 0 
? ??
o 1.0000 0 0.4082 0.7071 
o 0 0 0.4082 0 
特異値分解を用いて，階数を 3として近似した行列んを示す.
A = U~lIT (2.24) A3ニ
0.4971 -0.0330 0.0232 0.4867 -0.0069 
0.6003 0.0094 0.9933 0.3858 0.7091 
0.4971 -0.0330 0.0232 0.4867 -0.0069 
0.1801 0.0740 -0.0522 0.2320 0.0155 
-0.0326 0.9866 0.0094 0.4402 0.7043 
0.1801 0.0740 -0.0522 0.2320 0.0155 
ここで，U = (Ulイ・.) 1tm)と1= (υ1，・・.) Vn)はUTu= lITlI =人を満たすユニタリ行
列， 2 は~ = cliag(σ1 )のう..• )ση) ，σ1どのど・・・三 σTどσT+l- ・ =ση=0を満たす対
角行列で，この σi(i二 1・・・ァ)は Aの特異値と呼ばれる.これらの特異値の値引により，




ここで，Akは AK=zf=1σtutu?を満たす行列である.この式より，行列 Akは，行列 A
の階数を減少させた行列の中で Aを最もよく近似した行列であることがわかる.また，近
似した Akと元の行列 A との誤差は，以下のようになる.
t=l 
特異値分解によって求められる，行列 Aの特異値の数は，この行列の階数 rに等しい.
また，行列 Aのフロベニウスノルム IAIFは，以下のように Aの対角成分から直接求め
ることができる.
IA -AkllF二 rpin IA -XIIFニゾσ;+1+- +σ? 
ral1}~(X):::;k 
(2.29) 
IAIIF = IIU~VTIIF = I I ~~，T TIIF 二 I I ~IIF 二恒三
(2.27) 
SVDは信号処理，パターン認識のための制御理論や実時間解析のなかでのさまざまな処
理を行う重要な計算手法である.なかでも， Total Least Squares(TLS)は線形な等式を持







行列 A との差のフロベニウスノルムが最小となる，階数 k以下の行列 β を求めるとき，
B は以下のように，特異1IQ~分解により階数をんに圧縮した行列になることが知られている.




山!~ " IA -BIF = I I~ri -AkllF 
1ん(B)三k (2.28) Ay =ユ77ZTZ=i (2.31 ) 
クトルとの聞のなす角の余弦は以下の式のようになる.
cos e ~ = -.(Akej )TL=_(U戸k1f[ eJ)Tq efl戸 k(U[ q)
] -IIAkej 121ql12 -1 UI;Ek 1f[ eJ 121ql12一1~k ，? ej 1211 ql12
S3=日1グejと置き換えると，
COS857(Ufq)/- 1 け一 一一回 一
3一 ISj121q12'¥J ムー， )リ
このように，余弦の計算は近似行列 Ak明確にを求めることなしに計算をすることができ
31 情報検索システムの評価2.10. 第 2章情報検索30 
(2.33) 
(2.32) 
このとき IA-BIF =ァとなり，最小の特異値を持つ 3つ組(ユ、?ア，y)となる.
図 2.6に示した行列に対して特異値分解を行うと，分解されてできる 3つの
以下のようになる • Sigm，αは4個の Oでない特異値を持ち，
ATヱ=YT可 yTY = 1 
ここで，例として，
(2.34 ) 




ベクトル U'[qの k個の要素は，検索質問ベクトル q
を次元圧縮した行列んに射影した行列 UkU'[qの基底に等しくなる.上の余弦計算の式を
変更して，分母の検索質問ベクトル qを U[qに射影した式とすると，以下のようになる.
3;(U'[ q) 。'=~ ー ， (j = 1γ ，吋









































































クトルであるので，Ulqを計算すること自体はそれほど計算量を必要とはしない.。-0.6715 0.3688 -0.4 717 0.4366 





















た場合，索引語 ・文書行列 Aの階数を 3とした行列 A3との比較を行うと，式 2.34に示す
この結果から，-0.0097となる.-0.0469， 0.0330， 0.7161， 余弦の値はそれぞれ 0.7327，
その↑也の1番目と 4香目の文書タイトルは高い類似度において正しく検索されているが，階数を 3と近似した行列を A3最も特異値の小さい 4番目の特異値を省略し，ここで，
文書については余弦がほとんどOに近いために，検索されていない.実際に，余弦がほとAのノルまた元の行列 Aとの誤差は， IA -A311F二円=0.4195となる.とすると，
関連性が低いのが容易に分かるたんど0に近い文書タイトルは与えられた検索質問とは，ムは IAIF= 2.2361であるから，近似行列 A3が元の行列 Aに対してノルムの損失す
め，有効に検索が行われていると理解できる.ノルムは階数を 4から 3に下げた場合，る割合は， IA -jbllFIIレl1F回 0.1876となり，
ノルムが損失する割合はさらに， I階数を 4から 2に下げると，約 L9%の損失を生じる.



















































































文書香号 ランク 正否 再現率 適合率
45 1 。0.20 1.00 
23 2 × 0.20 0.50 
89 3 × 0.20 0.33 
98 4 。0.40 0.50 
44 5 。0.60 0.60 
90 6 × 0.60 0.50 
7 7 × 0.60 0.43 
9 8 × 0.60 0.38 
51 9 。0.80 0.44 









文書番号 フンク 正否 再現率 適合率
89 1 × 0.00 0.00 
45 2 。0.20 0.50 
31 3 。0.40 0.67 
98 4 。0.60 0.75 
44 5 。0.80 0.80 
23 6 × 0.80 0.67 
7 × 0.80 0.57 
9 8 × 0.80 0.50 
51 9 。1.00 0.55 



































































































































課題番号 A判定 B判定 記事総数 課題番号 A判定 B判定 記事総数
予備試験 1018 55 101 2086 
1001 80 145 931 1019 42 45 1859 
1002 89 61 1096 1020 94 173 1291 
1003 42 407 1316 1021 58 68 2030 
1004 108 66 1480 1022 19 31 2015 
1005 50 41 1099 1023 33 68 2853 
1006 66 77 1356 1024 60 74 2934 
本試験 1025 67 138 2047 
1007 175 300 2246 1026 72 165 1914 
1008 29 73 2565 1027 65 165 2513 
1009 99 125 1588 1028 100 115 2806 
1010 14 29 2222 1029 23 62 1878 
1011 88 158 2130 1030 92 121 2053 
1012 25 42 1535 1031 109 178 2134 
1013 199 260 1308 1032 44 78 2268 
1014 1L11 260 1473 1033 9 49 2989 
1015 132 176 1，505 1034 60 131 1911 
1016 L13 45 2446 1035 53 88 2008 
1017 20 81 2248 1036 32 88 2299 
数の割合であり，システムがすべての適合する文書のうちどの程度実際に検素可能かとい



























1133a .... • 
11 33b -_.-G--.-
1135a -ー + ーー
-1:J 

















































1DF 0.86364 0.49341 
レレノTンスフィードノてック 0.22727 0.45499 
名詞 0.45455 -0.42376 
フレース 0.31818 0.41665 
EGタグ 0.36364 0.40655 
ロノてー トソン法 0.09091 0.40427 
文書の長さ 0.45455 0.38297 
名詞以外の品詞 0.40909 -0.38053 
シソーラス 0.13636 0.33728 
DESCR1PT01Nタグ 0.90909 -0.33728 
文字列形態素インデクス 0.09091 0.32822 
BM25 0.09091 0.32822 
ことにした.このように変換をしたデータに平均適合率を付け足してひとつの行列にして，
用いられた手法と平均適合率との相関係数を求めた.相関とは，変数 X，Yにおいて一方












の高い LSI(LatentSemantic Inclexing)や IDF(InverseDocument F日quency)については，
若干の相関は見られるものの 0.5に満たしていないため 平均適合率との問に明確な相関
を52.めることができなかった.





JDF 0.88888 0.64416 
LSI 0.11111 -0.64416 
フレーズ 0.55555 0.61796 
レレノすンスフィー ドノてック 0.33333 0.57326 
確率と情報量 0.33333 0.56095 
名詞 0.66667 -0.54080 
名詞以タトの品詞 0.66667 -0.54080 
構文解析 0.22222 -0.43654 
EGタグ 0.22222 0.42834 
シソーラス 0.22222 0.42834 



















表 3.3と表 3.<1から共辿して吾-えることは， sbortとlongに分ける前の表3.2と比較すると
相関係数が全体的におくなっているということである.すなわち， Sh01ι とlongに分ける







NEGタグ 0.46154 0.48372 
名詞 0.30769 -0.41387 
面の情報 0.15385 -0.41384 
IDF 0.84615 0.39269 
単語 0.61538 0.37213 

























文書の長さ 0.45455 -0.60396 
構文解析 0.04545 -0.49385 
IDF 0.86364 -0.44741 
固有名詞(索31) 0.22727 -0.43614 
固有名詞(検索式) 0.22727 -0.36891 
単雪日五口 0.68182 -0.30771 
面の情報 0.09091 0.30267 
LSJ 0.04545 0.30140 
表 3.6回帰直線の定数項と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
IDF 0.86364 0.60051 
文書の長さ 0.45455 0.55917 
LSI 0.04545 -0.55286 
ロパートソン法 0.09091 0.44812 
NEGタグ 0.36364 0.42826 
フレーズ 0.31818 0.39632 
固有名詞(検索式) 0.22727 0.39059 
レレノてンスフ ィー ドノてック 0.22727 0.37556 
面の情報 0.09091 -0.36234 









を，それぞれ表 3.5と表 3.6に示す.直線回帰を行ったときの決定係数は最大で 0.99446，最





3.3 評価実験 47 
表 3.7shortの回帰係数と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
シソーラス 0.12500 0.75160 
LSI 0.12500 0.75160 
自動検索質問拡張 0.12500 0.75160 
IDF 0.75000 -0.74788 
フレース 0.37500 -0.57108 
文字列形態素インデクス 0.25000 -0.51490 
確率と情報量 0.25000 -0.51490 
BM25 0.25000 -0.51490 
表 3.8shortの回帰直線の定数項と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
IDF 0.75000 0.60051 
シソーラス 0.12500 0.55917 
LSI 0.12500 -0.55286 
自動検索質問拡張 0.12500 0.44812 
文字列形態素インデクス 0.25000 0.42826 
確率と情報量 0.25000 0.39632 




















ベクトル 0.14285 -0.60621 
文書の長さ 0.14285 ー0.60621
索引語の長さ 0.14285 0.59558 
IDF 0.42857 ー0.58837
フレース 0.28571 -0.47094 
インデクス(ベクトル) 0.92857 0.38171 
TF 0.07142 -0.38171 
構文的な手がかり 0.07142 0.38171 
表 3.10lOllgの回帰直線の定数項と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
フレース 0.28571 0.75913 
ベクトル 0.14285 0.62619 
文書の長さ 0.14285 0.62619 
索引語の長さ 0.14285 -0.60014 






















































































次元圧縮に必要なベクトル rl). . ) rkを列ベクトルとする nxんの行列 R を用いると，が非常に長いことが問題となっている.
求めるた次元ベクトルはランダム ・フ。ロジェクショ上記の問題を解決するベクトル空間モデルの次元圧縮手法に，
( 4.2) ul = RTu ランダム ・プロジェクションは，あらかじめ指定した数のベクトルとのン[3]が存在する
ランダム ・プロジェクションは行列計算のみの簡単な形で表現することができる.となり ，
これまでに報告されているランダム ・プ内積を計算することで次元圧縮を行う手法である
この行手I]Rが任意の正規直交行列のとき，すなわち，行列 Rの列ベクトルがすべて単位ロジェクションを用いた研究には I VLSI(Very Large-Sca.le 1ntegra.ted circuit)の設計問題









































このベクトルをん(んく 17)次元空間に射影する手法である.クトル u として表税するとき，
さらに，非常に大きい次元数をもっ行列について考え率の良い手法であるとはいえない.
。クトル 1・l，'" • r"を用意する.用意したこれらのベクトルん↑|司の任窓の n次元その際， したがって，特異値た場合，特異値分解に多くの計算量が必要であることも問題となる.




ダム ・プロジェクションのみを用いてLS1の効果を得ることで，(4.1 ) u;=1 1七 、uL=rk U 











































概念ベクトルを求める例として，正規化された N個のベクトル X}，X2，' • • ，XNを，異な
る 8(8く JV)個のクラスタ π1ぅπ2，・グsにクラスタリングすることを考える.このとき，
















































クラスタ円に含まれるベクトル Xiと概念ベクトルとの内積の総和が最大となる. 合，収束した時の目的関数は 1000を超えることがこれまでの研究で報告されている






















































(J.11 ) (1 三j::;s)
一、(t+1c~t+1 )二 μ l.i
|mjf+1 頻度に重み付けした数値が用いられる.数多く提案されている重みづけ手法で，今回の実
(.Jijはj寄自の文書に士、I験で、は以下の式で、定義された対数エントロビー重み [S]を用いた.吋+1)はクラスタザ+1)の文官ベクトルの重心を表す、. 、~ ヤづて、'-'-¥. ， 
.j8第4章ランダム・プロジ‘エクションによる次元縮退を用いたベクトル空間情報検索モデル
する t番目の索引語への重み， Giは文書全体に対する t番目の索引語への重みを表す.
Lu--j 
l十logfij ('hi > 0) 
l 0 (ん=0) 
ム争log44




























本実験では，ランダム ・プロジェクションにより，ベクトルの次元を 100から 900まで
圧縮した検索モデルについて，検索実験を行った.その結果，各次元における平均正解率
4.6. 実験結果および考察 .59 
表 4.1各次元数における平均正解率
次冗数 フンダム ・フ。ロジェクション 平均正解率
100 あり 0.3982 
200 あり 0.4711 
300 あり 0. ，515~ 
400 あり 0.523] 
500 あり 0.5673 
600 あり 0.5748 
700 あり 0.5822 
800 あり 0.5979 
900 あり 0.6037 
1033 なし 0.4936 
は表4.1のよ うになった.平均正解率は，ベクトルの次元が大きくなるにつれてよ首加し，次
元数300において，次元圧縮を行わないベクトル空間モデルよりも良い結果となった.ま







クトルの次元を 500とした結果 表4.2に示すように ランダム ・プロジェクションをj日い
た場合，モデルを作成する時間は約 1分必要であった.LS1の場合， SVDの計算につい
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ランダム・プロジェクション| 約 2分 4秒























































、ーー 、-この結よR，再現率 ・正j科卒曲線は|き1"1.:2となった.それぞれ次元圧縮に用いた.ルを，またグラフの七S1100'は次元数 100のLS1，~VS 1\ 1うは次元圧縮なし縦車IDは正j秤率を点す.
JI: 































































































































































U1 = rl・U，'・ ，Uk- rk . U (5.3) 
をそれぞれ計算する.その結果，k次元に圧縮した u;v-vuLを要素とするベクトルが得
られる.












概念ベクトルを求める例として，正規化された N個のベクトル Xl，X2，・ '，XN を，異な
る s(sく JV)個のクラスタ π1，π2γ.. ， 7rsにクラスタリングすることを考える.このとき，
ひとつのクラスタ町に含まれるベクトル Xiの平均である重心 1111は以下のように表さ
~'lる .
u' = RT U (5.4 ) 
となり ，コンセプト ・プロジェクションは行列計算のみの簡単な形で表現することができ
る.この行列 Rが任意の正規直交行列のとき ，すなわち，行列 Rの列ベクトルがすべて
単位ベクトルで かっ 相異なる列ベクトルが互いに直交していれば コンセプト ・プロ
ジェクションは射影前後におけるベクトル問距離を近似的に保存する特性を持っている.
概念ベク トルからなる行列 Rを求めるために，球面た平均アルゴリズム [10]と呼ばれ


























ここで 11J はクラスタ πj に合まれるベクトルの数を表す.ベクトルの重心は単位長には
なっていないので，そのベクトルの長さで割ることにより概念ベクトル cJを得る.
5.2.2 コンセフ 卜・ フロジェクション































L1 )目的関数 D(t+l)の値を求め.前回の繰り返しにおける目的関数の値 D(t)との差を計
算する.このとき，
1 D(t) - D(1+1) 1 ~ 1 (5.9) 
を満たす場合，ワ =π;t+1)，c;=cjt+1)(i三j:::;ぷ)とし，アルゴリズムを終了する
停止基準を趨えていない場合は，lにlを加え，ステップ 2に戻る.ここで，停止基
園田園』圃ー←← 一一一 .~ 






























実験5.4. ランダム・プロジェクションによる次元縮退を用いた関連性フィードパック第 5章70 
(5.12) 
よいog与Gi = 1 +、-u
ι 出 logn 
または関連のない文書集合の重心との内積が，ある4)システムが検索した関連のある，
それらの概念ベクトルにそれぞれ文関値 γ以上である概念ベクトル集合を見つけ，
Fiは文書η は全文書数，んは j番目の文書に出現する i番困のタームの頻度，ここで，書ベクトルを加えて，正規化を行う.
集合全体における t番目のタームの頻度を表す.5)適合性フィードパックの基本である手法で， z回目の検索質問ベクトル Qiから i+ 1 
これらの文書ベクトルよ得られた文書ベクトルから，球面ん平均アルゴリズムを用い，回目の検索に向けて案引語の重みを修正した検索質問ベクトル Qi+lを求める式を以
り指定した 500の概念ベクトル作成する.作成した概念ベクトルを結合した行列に対し下のように表した手法である [34].





、Q2+1二 Qi+α乞 x-s 2二y
xεRr YξRn その値を各文書ベクトルへ内積の計算を行い，する.次元の削減されたベクトルに対し，
出力する.上位 50文書を検索結果として，これらのスコアのうち，の検索スコアとする.Rη は i回目において検索さここで，Rrは t回目において検索された関連文書集合，










































(Iij = 0) 
L;j = { ~ + log.fu 





































手法 5(α=1.0， s = 0.5) 
繰り返し回数| 平均適合率
0.4936 
2 I 0.8662 


































































恒些些竺 一 』 I~ 






る手法 5を用いて実験した結果，表 5.6に示すように適合率は約 0.96となった.この手法
と比較した場合，我々の提案した手法は良い検索結果を得ることができなかった.しかし，
本手法と同様にシステムに対してフィードパックを加える文献 [41]で提案された手法と比



































LS1 (Latent Sen1antic 1ndexing)を紹介した.
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system ID 1103a 1103b 
0.1.1 D D 
0.1.2 X X 
0.1.3 BMIR-J2の行験あり BMJR-J2の経験あり
0.1.4 X X 
1.1.1 ttZEおよび解析n-なgram 1~.I; ltおよび 11 ・なgram 
1.1. 2 形態 ;l~ ど 形態l'};向付Ij' ど
1.1.3 品5';)など 品川lなど
1.1. 4 X × 
1.1.5 X × 
1.1. 5 f。ヘ rコ町、
1.1.7 
1.1.8 ? ? 
1.1.9 形態ぷ解析 形態，正解析
1.1.10 X × 
1.1.11 X X 
1.1.12 X x 
1.1.13 X ?又
1.1.14 × x 
1.1.15 C 
形1237。1i糾庁など1.1.15 形態;正解析など
1.1.17 X X 
1.1.18 
1.1.19 
1.2.1.1 × X 
1.2.1.2 X X 
1.2.1.3 X × 
1. 2.1.4 X X 
1.2.1.5 A1 A2 
1.2.2.1 ヲ ? 
1.2.2.2 ? . 
l.2.2.3 
既存の形態。35M桁待望F l沈イFのi彩r~、〆コJ ー、k;解析~N!i-l.2.2.4 1.3.1 
1.3.2 
2.1 1秒以内 1秒以内
2.2.1 1~.Jli li3l¥ 
2.2.2 × X 
2.2.3 X X 
2.2.4 X X 
2.2.5 X X 
2.2.5 × X 
2.2.5.1 X x 
2.2.5.2 × C A4 
2.2.5.3 X X 
2.2.5.4 
2.2.6 × X 
2.2.7 
3 1 ? ? 
3.2 ? ? 
3 3.1 SUN Ultra 2 SUN Ultra 2 
3.3.2 lりJlJ りVJIl 
3.3.3 23GB 23GB 
33.4 768MB 768MB 
3.3.5 296MHz 296MHz 
4.1 0 0 」。J 4.2 
4.3 
4.4.1 
。I、ー) rコ¥ 1.4.2 
4.4.3 BM25 BM25 
4.4.4 × X 
4.4.5 × × 
4.4.6 X X 
1 4. i X X 
4.4.8 。 o 、1
4.4.9 
5.1 
5.2.1 3句，、 L、':町、J 
5.2.2 
5.3.1 X X 
5.3.2 × X 
5.3.3 X X 
5.3.4 ~ 
~ 
5.3.5 X × 
コ9
110G 1110 





形rL~ 会解析 ~rg 
品J司










Jf~!L~kWI将 liW -f( 
X X 





'Ii， ，~ftのベクト Jレ 1，(， 1
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<Y.Lem 1D 1112 1120 11220. 1122b 
o 1 1 D D.L N D.lニ N D& N 
0.1 2 X } 
( u 
o 1 3 X X X X 
o 1 4 ，、町J、 X 、J コ
1.1.1 I~. ，: 'li，1¥ 'j1.uri 
1 1.2 Jf~::生当;解析 形態，結解析 I;t ，';をmいたj.);人fji.1m切り ltし tl .'f を伺いた~k'払~h切り出し
1 1.3 何E日"β:1'司J 才'，'J スト ノブリード以外を選択 スト ヅプワード以外を選択
1.1.4 ? X X × 
] .1.5 
H) UCハi1. ~H × X × 1.1.6 J ( 、J 。1.1 7 X X X 
1. 1.8 X X 
5yoLem lD lJ 26 J128a 1128b 
0.1.1 D D‘" N D.L N 
0.1.2 X X X 
0.1.3 × X C 
1.1 9 4悼0文rr.J
1 1 10 X X X 
1.111 × × x X 
1.1 12 × × 〉く × 
0.1.4 lii~tì と 0修飾付朝i X × 1.1.1 その他そののn1-也gra.m 全.'iB分文'j者
1.1.2 AlJ Suffix Array 
1.1.3 EbZ司 A11 全初分丈'j:刈をすべて利JI
1. 1 13 X X X X 1.1.4 X X × 
1.1.14 X × X X 1.1.5 X X × 
1.1.15 X X X X 
1 1 1C Jf.¥1LU;断桁 Jf~1~ よ解析 短大 1~.Mt京づ I h式 短大 I~- ，~l~宗ヲ|方式




、 X 1.1.7 × X 
1.1.17 × X × X 1.1.8 X Ndl.将:1tの情報料でさまるもの
1. J .18 X 1.1. 9 X キ止，]十(J'J
1 1.19 X 1.1.10 。 X × 
1.2.1.1 ? 1.1.11 X X X 
1.2 1 2 × 1.1.12 X X X 
1.2 1.3 A6 1.1.13 × X X 
1.2.1.4 X 1.1.14 X × X 
1，2，1.5 Ai 極大 'ii JH~~I 似大1位 ~i~京引 1.1.15 。 × × 
1.22.1 150MB 225MB 300MB 300MB 
1 2.2.2 ? 
。
静0 0 JF
0 0 1. 2. 2.3 。っ1.2.2.4 × 
1.3. J 昨.!J: 苦手1~f
1.1.16 j彩〈車禁解析 段大スコアパスを 'jえる n-gro.m 令部1分文ネ列 (SuffixArray) 




1.3.2 EDR 1本MtIj1. M~ ~'t(l} EDR ~t. ' F EDR '¥Y'i!F 1.2.1.2 ヲ
2.1 ? 10 秒 4.3秒 0.3秒 1.2.1.3 ? 
2 2.1 1j1.，ift lit ~~ i何日 'Ii;守f広u 1.2.1.4 ? 
2 2.2 4自主;銘析 × × 1.2.1.5 フ .uf百xarray li!1:JI した Suffix Array 
2 2.3 A8 × × 1.2.2.1 1.3GB 600MB 412MB 
2 2.4 X X × 
2 2.5 X X X 
2 2.5 X X X 







2.2.5.1 X =-町、 。 1.3.1 A3 X X 
2 2.52 X X X 1.3.2 X X X 
2.2.5.3 X 。 。 2.1 ? 0秒 ? 
2 2.5.1 X × 
2 2，6 。 A9 。
2，2.1 '11_ ~lt その他の n-grarn 令.，目分文1:安'J
2.2.2 X X 
2.2.7 倹詰;~;Rの係り受合けめIUj{，品を1古川
3 1 検叶;式作成を 4.23秒 2500秒 0.6秒 0.6 fJ; 
2.2.3 A4 × 
2.2.4 X X 
3 2 02MB 0.6MB 0.5MB 0.5MB 2.2.5 間有名詞'/，lカ × 
3.3.1 DELL Dimen5ion R350 ASiOOO U1/140 SUN SS-UA2 SUN SS-UA2 2.2.5 X X 
3，3.2. WnJ JUII jUrI 共)Jl 2.2.5.1 X × 
3 3.3 12GB 6GB 64GB 64GB 2，2.5.2 × X 
3 3.4_ 192MB 64MB 64MB 64MB 2.2.5.3 X × 
3 3.5 350MHz 140加1Hz 296MHz 296MHz 2.2.5.4 X X 
4.1 × 。 。 。 2.2.6 X × 
4.2 × × × × 2.2.7 X 文字列のままf似H A15 
4，3 文，'fの係り受Itl湖(#:をN!川 3.1 294秒 1800 tレ COO秒
4.4.1 c r、J、 文~I~内 J~起。七日報を干IJI 。4 4.2 4 4.3 A10 ¥V1DF 文、':-IJ.I共産主fi'it!lを利川 3，2 ? 1GB 1000MB 3.3 1 Sun Ultra1 Pentiu口、 2 SU N Zn L1e1lr川pnoe 3000 3.32 JtJn WJII 
4.4.4 × X X × 3.3.3 4GB 24GB 50GB 
4.4 O × X X X 3.3.1 256MB 512MB 1500MB 
4 1.6 ペ。 × × × 4.4. i x X × 
3.3.5 UltraSPARC 2 300MHz x 2 unit5 400MHz 200MHz 
4，1 。 X 。
4 <1.8 X X c 司、 。 4.2 X X X 
4 4.9 ;Htの係り!叉け ずイトル'1の'ji，ihJt起 4.3 X A 16 
O 1 
52.]. 
0 0 ¥、，J-、-' 、o'"、 。5 2.2. 
4 4.1 。-、 × 3 
r、J、4.4.2 =-‘、
1，1.3 X IDFのみ Lennのみ
5 3.1. X X X × 
5 3.2 」ぺ × "I'IlI，デ-?と して干1川した ，rl'I，Iiデータとして利川した




「 X × 
4 4.5 X X 
4.4.6 × x 
O 3.4 。 、:) "I'{dl:テ'-?として干IJ川した 計{liIJデータと して干IJ川した 4.4.7 × X X 
5.3 O X X X × 4.4.8 。 X o 、
1.4.9 X 










5.3.1 × × × 






5.3.4 H:Jj~的に i世 111 した X 
5.3.5 × X X 
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.y.tem ID 1132 1133a 1133b 1135a 
o 1.1 D DoζN D& N D& N 
0.1.2 × X X 〔、J
0.1.3 X 
~ :;、 × 
o 1 4 X X × X 
5y5tem ID 1135b 1142 1)44" 1144 b 
0.1.1 D& N D D& N DJ.ょN
0.1.2 「、) X 
、f」r(J 句、d 、 0 0 、ノ0.1.3 × X 
0.1.4 × X 
1.1.1 1~. ，iI\ その1也 その他 X 
1.1.2 IfH色本餓析 その1也 その他 X 
1 1.3 X 
1.1.4 x X × × 
1 1 5 × X × X 
1.1.1 X その他そののn1-也gram 
1.1.2 × ]似'L~:/r;解4斤 If~rLl1 ，h JlfI ~.庁
1.1.3 × i先泌せずに全て他1 スト yプワード、下Hl、品!';] スト y フリード、'j-:lι1[1:I ~iiJ
1.1.4 X C :J 。
1.1.5 × × x × 
1 1.6 ( 、J ~ 〆、:; X 
1.1. 7 × X × x 
1.1.6 X × 。 。1.1.7 X X 
1.1.8 × X X 1.1.8 X 
1.1.9 その1也 その他 × 1.1.9 X 
1.1.10 X X × X 1.1.10 × X X × 
1.1.11 /、，、J X X X 1.1.11 X × わ〕 。
1.1.12 X X X X 1.1.12 X X X X 
1.1.13 × X X X 1.1.13 X X X X 
1.1.14 X X × × 1.1.14 X X r、-、J 。
1.1.15 X × X X 1.1.15 X X X × 
1 1 16 形態KiPfI析 × 1.1.16 × 'j:H.ごとに n-gramに分別 If~ri!\MíI -I斤 Jf~Wl.hjlf(. t庁
1.1.17 X X X × 1.1.17 × X X X 
1.1.18 X 1.1.18 X X 
1.1.19 LaLent SemanLic Indexing X 
1.2.1.1 X X X 
1.1.19 X 
1.2 1.1 X 
1.2.1.2 X X X 1.2.1.2 X 
1 2 1 3 × × × 1.2.1.3 X 
1.2.1 4 X X × 1.2.1.4 X 
1.2.1.5 × 1.2.1.5 X B-tree 'Iiilファ イル 4弘il"(7rイJレ
1.2.2.1 418MB × 1.2.2.1 X 
内， 
164MB 164MB 
1.2.2.2 4811宇IHJ X 
1.2.2.3 X X X X 
1.2.2.4 X X X × 
1.2.2.2 X ? 1.411年no
14C r1‘守IiJ1.2.2.3 X c o O 、J1.2.2.4 X 
1.3.1 形態;t;9!T析mWIfI<I干t!f × 1.3.1 × × ンソーラス ンソーシス
1.3.2 X 1.3.2 X × 
2.1 2砂 1 1主 1秒 60秒
2.2.1 'i.lm 'it，;日
2.1 60秒 ? 
2.2.1 'Itc{h !紅白
2.2.2 X 2.2.2 X × f、J、 r. 
2.2.3 X 2.2.3 X X X X 
2.2 4 × 
2.2.5 つ
2.2.5 A19 X 
2.2.5.1 X 
2.2.5.2 X 
2.2.4 × X X × 
2.2.5 。 X 
戸O C (〉、J c o c o 
2.2.5 X X 
2.2.5.1 、く × 
2.2.5.2 X × 
2.25.3 × 2.2.5.3 X X X × 
2.2.5.4 X 2.2.5.4 X 
2.2.6 X 2.2.6 × 検討~t:ftをORと*.Ii-;r × X 
2.2.7 X 
3. I 74秒 1200秒 1200秒 1200秒
3.2 4!:.3MB 5MB 5MB 500MB 
3.3.1 了 Jレ7γ ーサ-J'-4000 GatewりaHyl2000 G a tewaYl 2000 Sun Ultra 10 
3.3.2 '.1I1 W.， wm 
33.3 10GB 8GB 8GB 1000GB 
3.3.4 1000MB ? 、 ? 1000MB 
3.3.5 時 1801¥IHz 180MHz ? 
2.2.7 × 
3.1 900秒 令 ;.8秒 A23 3.4秒 A21
3.2 500MB ワ
3.3.1 Sun UlIra 10 内 DellOptiPlex GXl DelJOptiPlex GXl 
3.3.2 出UI1 ? ¥'/1/ '.1川
3.3.3 100GB ? 9GB 9GB 
3.3.4 1000MB ? 384MB 384MB 
3.3.5 ? ? 150MHz 150MHz 
<1.1 c 、 X X × 
4.2 X ( 、、~ C ヲ
1.3 ロパートソン式の交奴
'1.'1.1 。 O ¥〈J C 。
4 4.2 X 
4.4 .3 r IliJのj，'d!lを似つた r 1!li Jのw判iを十上った
I 4.4 X × X X 
4 4.5 X X × ο コ4.4.6 X X × 
4.1.7 X X X × 




L、川2 。しへ 。~戸，町司、 r、)，J 、、52.2 
5 3.1. 〉、 X X × 
5.3.2 〉、 X X X 
53 3 × × X ¥。，1 53 4 ¥へd c、; 、:J
".3.5 × × 1 〉ぺ
4.1 × 、c F、rJ、『、
4.2 ? × γ 
1.3 ロパートソン式の変換
4.4.1 。
o Eコつ C コ4.4.2 
4 4.3 
4.4.4 × X 〉イ x 
4.1.5 、/コ，崎、J × x X 
4.4.6 X X 〉イ
4.4.7 X X X × 
4.4.8 C J X X 
1.1.9 X 
5.1 .4lh1fJIr軒p-¥、iの干IjJlj
5.2.1 ¥。f¥ J 1コ O 〆、J5.2.2 
5.3.1 x 




5.3.3 C 、， X 「O 、J
5.3.4 X 
5.3.5 X X × X 
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丞 y5t~m 10 1126 1128a 1128b 
0.1 1 D.!.ニ N 心&N D 
0.1 2 X X X 
0.1 3 '2 ヘ ( 、J X 
0.1.4. X X X 
1.1.1. !j1.，in J~- ，lh 
u m lglqr距am離1.1.2 形態ぷ解析 Jf~!L1i誤解桁 下旬 離
1.1. 3 日，i.iJ，スト yブワード 品川、スト Jブワード 乍I'Tt
1.1 4 C 。 。
1.1 5 × X × 
1.1.6 、fdヘ 。 C 
1.1.7 × X × 
1.1.8 ? 
1.1.9 ? 
1.1.10 X X X 
1.1.11 × X X 
1.1.12 X X × 
1.1.13 X X X 
1.1.14 X × X 
1.1.15 X × × 
1.1.16 文字分解
1.1.17 × × X 
1.1.18 ? 
1.1 19 'j→rX:I:J目;iIl1tマップ1;1.点
] 2.1.1 X 




1.2.2 1 390MB 390MB J043MB 
1.2.2.2 211与1/11 211午JlI) 3.83 U年間
].2.2.3 C 。 。
1.2.2.4 × X 
1.3.1 × 
1.32 X 
2.1 ]秒 1秒 ワ
2.2.1 Ij1. M~ ~ji. ~li unト gram
2.2.2 X 
2.2.3 X 
2.2 4 X 
2.2.5 X 
2.2.5 A25 A26 X 
2.2.5.J X 





3.1 3600秒 3600秒 470干:J;
32 1000MB 10001[8 0.22MB 
3.3.1 Sun Ultra1 Enterprise 450 Sun Ultra1 Enterpri5e 450 SUN Ultra10 
3.3.2 JUII JUIJ J~JII 
3.3.3 9GB 9GB 12GB 
3.3.4 2560M8 25601.[8 128MB 
3.3.5 400l¥IHz 400MHz 300MHz 
11 cヘ， 。 X 
4.2 X X X 
4 3 m~ 1tf¥i:lnの述絞↑'Li'lilHi
4.4.1 c 。 」L('1 J d x 4.4 2 X 
4.4.3 A27 検討{文'j :il) とのJ!~~~文寸列i毛
4.4 4 X X X 
4 4 5 ~ 。 。
1.4.6 × X X 
4 4.7 1 X × 
4.4.8 X X X 
4.4.9 将:オ;文 'n;l) とIl~f 合文寸ヲリ i毛
5.1 'j-:iriの町114Uf3 Fi、による検京
5.2.1 、」vA『-1 4 L、"¥司、5.2.2 
5.3.1 がI1IYーすとしてfl)川した :Jftliデータとして刊I1した X 
5.3.2 ~..li ltl .デー?として刊 JIJ した ~f仙iデータとして刊 JIJ した × 
53.3. × × X 
5 3.4 ，~ntll デー タとして利 JIJ した ，'Iftlhデータとして干1)川した c 
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元を圧縮する手法として有効な， LSI (、LatentSemantic lndexing)について説明している.第 3章で
は， IREXワークショップにおける IRの本試験の結果，および，参加したすべての情報検索システ
ムについてのアンケートを基に，平均適合率，再現率・適合率曲線を直線回帰させた傾きと切片が，
情報検索システムに用いられた手法とどのような相関関係をもっているのかを調査し，それぞれの
手法がシステムの性能に与える影響の大きさを示した.第 4章では LSIの問題点を解決するため
に，ランダム・プロジェクションを用いた情報検索モデルを構築し，情報検索における次元圧縮手
法として，ランダム・プロジェクションの有効性を確認した.また，ランダム-プロジェクションを
行う際にあらかじめ指定するベクト jレに，文書の内容を表す概念ベクトルの利用し，これまで単語
などが要素であったベクトルを文書の内容を要素とする低次元のベクト jレに変換をするコンセプト・
プロジェクションを提案した.第 5章では，提案したコンセプト-プロジェクションの応用として，
関連性フィードパックによる検索モデルの更新手法を提案した.最後に 第 6章で本研究で得られ
た諸成果の総括を行い 今後の研究課題について述べている.
以上本研究は，情報検索システムに用いられた手法の新しい評価方法により，検索システムの設
計にに有効な知見を与え，概念ベクトルを用いた効率的な次元圧縮手法であるコンセプト・プロジェ
クションを提案し，その有効性を考察したものであり 本論文は博士(工学)の学位授与に値するも
のと判定する .
