Interactive learning environments (ILEs) show up in many different forms and contexts of use for a variety of audiences. Due to advances in information technology and software design, simulation modeling is becoming increasingly accessible to the general public. These advantages necessitate additional responsibility of model builders and designers of ILEs with respect to the impact of knowledge transfer. Policy makers and managers tend to extract more certainty from simulation studies of social systems than scholars generally think to be justified. Policy makers and managers, as well as the lay public, tend to ignore ranges of uncertainty of model output. Assumptions underlying models, which are based on insufficient theoretical and empirical evidence, are important sources of uncertainty. They shape the conditions for conceptualizing reality and define the richness and reach of modeling exercises. ILEs convey meaning that needs to be assessed critically by facilitators in dialogue with the participants, especially with regard to their impact on governance in social systems. Model building concerning social systems is not a neutral process. It takes place in a policy arena, and that awareness should be reflected in the knowledge elicitation and utilization activities. In this article, two basic orientations are presented that need close attention when dealing with these issues.
Before elaborating on the various interactive learning environments that are based on System Dynamics (SD) modeling, a reflection on social systems is needed, for SD is a theory of social systems. In addition, I will reflect on epistemological issues related to learning. This framework is used to present three simulation modes. It offers opportunities to couple two learning metaphors with advances in social systems theory. It also defines specifications of new software that could support the design of self-organizing learning environments (Klabbers, 1996) .
Characteristics of SD
The SD tradition started in the late 1950s with Jay Forrester's (1961) Industrial Dynamics. He characterized Industrial Dynamics as an experimental, quantitative philosophy for designing corporate structures and policies that are compatible with an organization's growth and stability objectives. Industrial dynamics analyzes the management process through evaluation of realistic models that incorporate decision-making policy and the interactions of information, money, orders, material, personnel, and capital equipment. From this analysis emerges the influence of management actions on the dynamic characteristics of the organization. . . . Industrial dynamics has grown out of four major advances: theory of information-feedback systems, the study of policies guiding decision making, the experimental model approach to the design of large systems, and the availability of the digital computer for simulation studies of systems that are too complex for analytical solution. (pp. 13-19) During its development, the early scope on Industrial Dynamics broadened to Urban Dynamics (Forrester, 1969) , World Dynamics (Forrester, 1971; Meadows et al., 1972) , and finally System Dynamics. All are based on Principles of Systems (Forrester, 1968) . Rapid advances in information technology and SD software packages improved availability and accessibility of computers dramatically. In the 1960s, SD models ran on mainframe computers based on the DYNAMO computer program. Experimenting with those models was cumbersome. Nowadays, various software packages enable the development and use of large-scale models on the personal computer, local area networks, and Web-based learning environments. Via the idea of the learning organization, the spirit of Industrial Dynamics has been disseminated outside the community of SD specialists to corporate decision makers (Senge, 1990) .
The basic building blocks of SD models are two different causal loops, the negative and the positive feedback loop. The behavior of the negative loop is directed toward a goal from outside the loop. Behavior of the positive loop is not goal directed. It represents exponential growth or decline, departing from some initial focal condition. SD models are state-space models, linking material and information flows within and between loops. Decisions connect information flows with material flows. By coupling feedback loops, intricate (nonlinear) behavior patterns of systems can be simulated, depicting phases of growth, stabilization, and decline. Shifting dominance of loops can explain how levers for change may vary over time, and which policies are beneficial or detrimental to the system concerned.
The experimental model approach is a powerful means to learn to understand and change system's behavior. Through SD models, experts and practitioners have a communication vehicle, a common language for mapping a reference system and its behavior. Building an SD model progresses through an iteration of steps (Klabbers, 1975 ) (see Table 1 ).
In particular circumstances it may be worthwhile to stop the model building exercise at step 6 in Table 1 , that is, the development of a conceptual map. The related knowledge elicitation and representation process finishes in such case with a system of concepts and their interrelationships, based on the framework of positive and negative feedback loops. Such a process would have much in common with Checkland's soft systems methodology (Checkland & Scholes, 1990) . For the purpose of this article, I will base myself on SD models that follow from the 11 steps mentioned in Table 1 . I also will not elaborate on the four classes of SD models distinguished by Randers (1972) , that is, common sense models, expert opinion models, partially estimated models, and fully estimated models.
It is suitable, however, to reflect on the limitations of model building of social systems because of its general implications on the learning environments and the learning goals while experimenting with those models. Bekey (1971) has listed difficulties of mathematical model building that particularly apply to social systems (see Table 2 ).
Most of these difficulties have not yet been resolved. Thus, the question of whether a certain SD model works cannot be answered straightforward. The test of the model lies in whether it can be used in accomplishing the client's purpose (Churchman, 1970) . Sometimes a conceptual map satisfies a client's purpose, sometimes a formal system will do the job. On other occasions, a (partly) estimated operational model will give the answers needed. Key questions are as follows:
• Are SD models to be viewed as "truth machines" or as tools to explore different sets of assumptions and values? (Answers to this question define the kinds of learning environments that can be expected from SD modeling.) • Which constraints of SD modeling tools should be considered with regard to the Learning Organization? • Which learning metaphor is stressed by the five disciplines presented by Senge (1990) and Senge, Kleiner, Roberst, Ross, and Smith (1994)? It is out of the scope of this article to elaborate on validation in SD. This topic has extensively been covered by Barlas (1996) and Barlas and Carpenter (1990) . I will summarize some of the basic issues raised by Barlas that are relevant for this article.
SD models belong to the class of causal mathematical models. When they are used for practical purposes, such as policy development of social systems, all model builders are aware that those models are incomplete, relative, and partly subjective, and that model validity means usefulness with respect to a purpose. Consequently, model validation is a matter of social conversation rather than objective confirmation (Barlas & Carpenter, 1990, p. 163) . I would add to Barlas's argumentation that a foundationalist type of validation would reduce an SD model to a Trivial Machine (TM), though I consider SD models to be Nontrivial Machines (NTMs). Data-driven econometric model-ings are examples of TMs. TMs are predictable, history independent, synthetically deterministic, and analytically determinable (Klabbers, 1996; Von Foerster, 1984) . Validation procedures, valid for TMs, are not suitable for validating NTMs. SD models are causal descriptive models with a transparent structure. For that reason Barlas refers to them as white boxes. Validation covers primarily judging the validity of the internal structure and subsequently the validity of structure-oriented behavior (Barlas, 1996, p. 189) . Based on these ideas, I will raise two fundamental questions about SD models of social systems: 3. The data that are required to validate a mathematical model of a large system are difficult, if impossible, to obtain. 4. Data, when available, are noisy. 5. Control of poorly defined systems is in its infancy. 6. Criterion functions are hard to obtain. 7. In large, interconnected, and complex systems, the separation of input and output may be very difficult and the application of controlled specific inputs nearly impossible. 8. In many cases, decomposition is by no means obvious and models of individual components are not all suitable for a resulting synthesis. 9. On many levels of a given large system, entirely different time scales may be encountered. 10. The physical scale may fall into a series of hierarchies. 11. State variables in the system may not have compatible dimensions, which is a problem for multidisciplinary research.
SOURCE: Adapted from Bekey (1971).
• Because validity of an SD model means adequacy with respect to a purpose (Barlas, 1990, p. 188) , who are the judges or owners of such a purpose? • Because structure of social systems is a social construct, knowledge about it is not a product of merely mirroring reality. Moreover, structure evolves over time on the basis of systems of interactions, generating multiple reality based on various perspectives and interests. So, who can put themselves best in the role of model builders, who can judge the validity of structure? Who are the owners of a particular structure?
These questions underlie the modeling process of social systems, but are not addressed by Barlas (1996) . They need to be addressed from the perspective of social systems theory; otherwise, the validation discussion lacks its theoretical basis. As will be discussed below, such a reflection precedes the actual modeling process and provides additional conditions for validation, strengthening the case of validation via conversation. In line with the notion that SD models serve a purpose, I would like to stress that every model is for learning. SD has its roots in feedback control theory. Feedback control theory is mainly applied in the field of engineering and automatization. Cybernetics is the science in which control systems in electronic and mechanical devices are studied and compared to biological systems. Both represent different communities of scholars and practitioners. From an epistemological viewpoint, they have so much in common that in the context of this article I consider them to be a part of classical systems science. Barlas's (1996) thorough reflection on validation confirms my point of view.
Social Systems Theory: A Brief
Classical Systems Theory and Social Systems SD is based on information-feedback control theory. It is a systems theory of human organizations. Simulation plays a vital part in SD. It provides the conditions for the experimental approach to understanding system behavior (Forrester, 1961) and thus for reflecting on learning about organizations. The concepts organization and model play a basic role in understanding SD in the broader context of management science. Therefore, I will elaborate on them.
Model building is a central feature of SD. Its core construct is the feedback loop based on circular causality. I will not elaborate on the many meanings of causality as discussed in philosophy. In the context of this article it is sufficient to consider one aspect of causality, namely that a causal relationship between x and y implies a time dependent controllability of x over y; y follows x in time and x is a necessary and sufficient condition for y. Controllability seems an appropriate concept for denoting causality in human organizations, which are the empirical basis for SD modeling. Organizational concepts are not entities such as particles in physics, but partly denote tangibles by design or due process. In other words, they are social constructs. During the process of knowledge elicitation, they become topic of mutual reflection. With regard to social systems, model building does not refer to mapping of ontological
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processes but to constructing a system of meaning in the form of feedback loops. In this context, the term organization is a core concept. Ashby (1968) has pointed out that the concept of organization is related with the treatment of conditionality between entities or parts. Causal feedback loops are particular forms of conditionality. The essential idea is the product space of possible interactions between parts or entities and some subset of points, showing the actualities. This implies that conditionality is a constraint in the product-space of possibilities. Through different degrees of conditionality, various forms of organization are established. The peculiarity of the product space is "that it contains more than actually exists in the real physical world." From the ontological point of view, "the real world gives the subset of what is: the product space represents the uncertainty of the observer" (p. 109). Considering social systems, this "real world" is the explicit and implicit result of human endeavor. Ashby continues by saying that a substantial part of the theory of organization is concerned with properties that are not intrinsic to the thing but are relational between the observer and the thing. When things belong to the domain of physics, chemistry, or technology, they can objectively be studied as parts of the real physical world. Two observers eventually agree on the same product space. When objects belong to the human and social domains, two observers legitimately can use different product spaces within which they record the same subset of actual events. When applied to companies, it is worthwhile to take into account the position of observers to understand their potentially different perceptions of organization based on different interests. Functional and general managers, for example, will not only observe different product spaces-they will experience different conditionalities. To bring these different perceptions together in one coherent conceptual system belongs to the art and science of SD modeling.
Another essential component of the concept of organization is the assumption of a whole composed of parts. From the viewpoint of a theory of dynamics, systems can be analyzed as an unanalyzed and an analyzed whole. Ashby (1968) mentions that one observer of a material system may see entities interacting in some organized way, whereas the other may only see trajectories of different states. He concludes that "any dynamic system can be made to display a variety of arbitrarily assigned parts, simply by a change in the observer 's viewpoint" (p. 110) . This notion refers to the level of aggregation of a model in combination with the time horizon of the model (see Table 1 ).
Based on these notions, Ashby (1968, p. 111) subsequently defines the concept of a machine. It is a device of which the internal state and the state of its surroundings define uniquely the next state it will go to. Therefore, a mathematical model is a machine. Machines and mathematical models bring forward a mechanistic view of reality. Ashby (1968) further makes an interesting distinction that is suitable in the context of this article. He speaks about organization "being noticed by the actual observer of the actual system, and 'mapping' being recorded by the person who represents the behavior in mathematical or other symbolism" (p. 111). If the observer and model builder ("mapper") are different persons, they have in principle a communication problem to solve.
The abstract concepts of product space, conditionality, and organization sketched above refer to material systems. For social systems (such as companies, institutions, and nations) this approach is too limited. One of the reasons is that, compared with purely material systems, some key objects of social systems are less identifiable. They are more intangible. So, in line with the concepts of conditionality and organization, I will add new ideas to structure the product space of social systems.
In organization studies, three basic coupled strata are distinguished for describing different types of objects and processes:
• technology, that is, the whole complex of routine and nonroutine procedures to handle material processes; • structure, that is, vertical and horizontal communication and coordination; and • culture, that is, norms, values, attitude, morals, and so forth (Klabbers, 1985) .
These strata are the building blocks of any social system. They represent distinct knowledge and action domains. They help observers to structure the constraints on the product space of a specific social system.
Applying this stratification to SD, the technology stratum represents the material flows as input, throughput, and output. The structure stratum contains all information and decision flows, controlling the material flows. The culture stratum represents the goals, or set points, and decision rules. In SD models those decision rules are fixed. Closed SD models are not self-organizing in the sense of generating new model structures to cope with new circumstances. In other words, within one product space only one type of conditionality, and thus one interpretation of organization, is allowed. The group dynamics to reach a specific interpretation depends on the influence (power) of the people involved. It is outside the scope of the model.
In SD models all information to explain system's behavior should be included in the model. This implies that only those aspects of the social system that can be formalized are acceptable. These restrictions hamper the mapping of vital social processes into SD models, as important aspects of the structure and particularly the culture stratum cannot be formalized. These characteristics of SD modeling limit the reach of the experimental learning environments based on SD models.
Social systems are reduced to simple basic structures in the classical systems theory approach of SD, that is, coupled negative and positive feedback loops explain their behavior (Klabbers, 1991) . Traditionally, SD stresses mechanistic aspects of social systems. In cybernetic terms, structure defines functional relations that are statements of circular causal connections. Functions explain causation and define the reproduction of structure. While building an SD model, both conditionality and the productspace of possibilities need to be considered by the observers and mappers as a basis of reflection on social systems theory. This implies that structure is the outcome of a continuous negotiation process between the actors/observers.
These views relate to two presuppositions for modeling. First, models are representations of reality based on invariant relations between its entities. Second, reality is stationary or in steady state during the modeling study. This means that relationships in one time period are of the same nature as in any other period. If this does not apply (e.g., as in World Dynamics; Forrester, 1971 ), an SD model may be exact but wrong.
Considering the major goals of SD and its relations with learning in and about organizations (see Senge, 1990) , these basic assumptions generate the following dilemma. Organizational learning links two antithetical processes. To learn is to disorganize and to increase variety. To organize (or manage) is to forget and reduce variety (Weick & Westley, 1996) . Organizational learning in the SD tradition means organizational change based on SD tools and methods. The objective of companies engaged in organizational learning is to improve management practices to better cope with heavy pressure, looming crisis, and accelerated change. But if improving those management practices implies changing the structure of a company, that is, to disorganize and increase variety, SD tools and methods are of limited use because of their mechanistic approach reflecting historic conditions. Linking Senge's five disciplines (i.e., personal mastery, mental models, building shared vision, team learning based, and systems thinking) does not provide sufficient flexibility for voluntaristic structural changes in social systems. Nevertheless, voluntaristic changes refer to the disciplines of personal mastery, building shared vision, and team learning. Consequently, the five disciplines are not linked together consistently. The type of reflexivity needed to disorganize, to question conditions that govern the existing company, is not possible with existing SD tools and methods. Therefore, learning environments based on traditional SD tools and methods are limited in scope regarding organizational change and development, that is, organizational learning.
To overcome the shortcomings of classical systems theory and the related traditional SD approach, I will introduce another epistemological perspective. With this other lens, I will rearrange the concepts of social systems to offer a coherent basis for organizational learning.
Autopoietic Systems Theory and Social Systems
Companies, institutions, and collectives are examples of social systems. All have structural properties. In organization theory, structure is viewed as the arrangement of parts, components, or subsystems of the entire organization (system). Basic structural concepts in companies are division of work into tasks, authority, the scalar principle, span of control, delegation and decentralization, departmentalization, and line and staff relationships. They all are constraints on the product space of possible interactions between the parts (see Ashby, 1968) . Weick (1979) has elaborated on the concept of collective structure (Allport, 1962 ) and the concept of interlocked behavior (Krippendorf, 1971) . He has pointed out that the structure that determines how an organization acts and how it appears is the same structure that is established by regular patterns of interlocked behavior. Such structure, although viewed with a dual meaning, is subjectless. That idea of structure reflects an outsider/observer perspective. Reproduction of such a structure is the mechanical outcome of functions (behavior). A more basic view is taken by Giddens (1993) , who
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speaks of duality of structure. By this he means that social structures are systems of interaction: "Interaction is constituted by and in the conduct of subjects; structuration, as the reproduction of practices, refers abstractly to the dynamic process whereby structures come into being. . . . Social structure is both constituted by human agency and is at the same time the medium of this constitution" (Giddens, 1993, p. 128) . Companies exist through the reproduction of the practices of their employees, and by so doing they produce a certain structure. That structure is also the medium for reproducing the organizational structure. It brings forward the codes of conduct and the navigation system for the employees (subjects) to understand the meaning of communication and to confirm that same structure. In the context of this article I will not elaborate on the implications of structuration as developed by Giddens (1993) . By switching from the functionalist approach to the actor metaphor, I will adjust the strata of social systems to the connected building blocks of social systems:
• actors, • rules, and • resources (see Figure 1 ).
Actors constitute systems of interactions. They draw on rules and resources while performing tasks in organizations. Through confirming each other's roles and making use of the rules and resources, they produce and reproduce the social system concerned (Giddens, 1993; Klabbers, 1986) . By changing the interactions-the rules and/or the resources-they either transform the system or produce a completely new one. Because of the duality of structure, they can also switch positions from inside participant (actor) to outside observer (Klabbers, 1996) . In such case, they can question their motives and personal efforts, the rules and/or the resources, to develop strategies for the maintenance or transformation of the social system. Underlying this approach to social systems are notions about autopoiesis (self-reproduction), self-reference, and reflexivity (self-awareness).
Classical systems science, when applied to social systems, fits into the scientific tradition of rationalism or positivism. It is called first-order systems theory. Current social systems theory builds on concepts such as voluntarism (Parsons & Shils, 1951) , autopoiesis (e.g., Maturana & Varela, 1980) , structuration (Giddens, 1993) , secondorder systems theory (Von Foerster, 1984) , and constructivism (e.g., Dewey, 1960; Kuhn, 1962; Piaget, 1980; Von Foerster, 1973; Von Glasersfeld, 1991) . Concepts such as organization and structure play an important role in these approaches. Therefore, I will describe them in more detail, based on the concept of self-organizing system as highlighted by Ashby (1968) and Von Foerster (1984) .
A system is self-organizing when it changes from separated to joined parts. It is self-connecting. It is also self-organizing if it changes from bad organization to a good one. Ashby (1968) states that "good organization" implies that a number of parts interact to achieve some given "focal condition." There is no good organization in any absolute sense. An organization that is good in one context may be bad in another. Ashby makes clear that no machine can be self-organizing. Ashby's abstract view on self-organizing systems bears on living and social systems. For the study of self-organization of social systems, additional notions about the duality of structure and reflexivity are needed to couple self-organizing with self-reproduction. I will rephrase Ashby's definition: A social system is self-organizing when it changes from separated to joint parts through the actions of participating actors. They may confirm each other's roles, and make use of rules and resources, and thus reproduce the social system. They may question the roles, rules and resources and devise strategies for the transformation of the social system. Based on these connotations, I will describe model structures that relate to the theoretical and epistemological positions described above.
Models of Social Systems
In the former section I have distinguished between first-order and second-order systems theory. I will present two generic models that represent both lines of thought.
The NTM
SD models belong to a class of models that can best be characterized by Von Foerster's (1984) concept of the NTM (see Figure 2 ).
Klabbers / LEARNING AS ACQUISITION AND INTERACTION 389 FIGURE 1: Building Blocks of Social Systems
The driving function is defined by y = F(x, s) . The state function, s′ = S(x, s), is recursive; that is, s′ is defined by s at an earlier stage. Suppose NTM is a discrete system. In that case, the state function can be represented by
and so forth. S represents the memory or history of any NTM. The internal state generated through S influences the processing of subsequent inputs to outputs. Von Foerster (1984) shows that identification of a large class of NTMs is impossible (transcomputational) because the machine's driving and state functions cannot be inferred from observed sequences of input/output pairs (x, y).
NTMs are characterized as synthetically deterministic (constituted by deterministic driving and state functions), history dependent, analytically indeterminable, and analytically unpredictable. For further details, see Von Foerster (1984) .
The switch from first-order, depicted by NTM, to second-order systems theory is illustrated in Figure 3 .
For the line of argument it does not make a fundamental difference to substitute the NTM function by the F function, which represents the TM (Klabbers, 1996; Von Foerster, 1984) . However, in the context of this article, which focuses on SD models, the use of NTM is more appropriate.
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In Figure 3 , the three components of social systems (see Figure 1) -that is, actors, rules, and resources-are represented by actors, rules, and NTMs. Such NTMs contain the material and related information resources. Actors draw on two types of rules: first, rules of conduct between the actors that produce the system of interactions and that also produce the subsystem of resources. The connected subsystems of actors and rules constitute the system of meaning, in the sense of Giddens's (1993) duality of structure. Second, the actors draw on rules for connecting the material and information flows embedded in the NTM. The first set of rules is normative or prescriptive. The second set of rules is descriptive. They map the behavioral properties of the subsystem of resources. It should be clear that the switch from NTM to the Actor System represents an epistemological switch.
Applying the framework of Figures 2 and 3 to the instrumental use of SD, I distinguish two learning environments:
1. Traditional simulation with closed SD models to experiment, that is, to perform simulation runs with NTMs. It is not possible to make intermediate adjustments in the parameter setting during the simulation run. This type of simulation is depicted in Figure 4 . 2. Multiactor simulation incorporating SD models (see Figure 5) . In a multiactor simulation setup, actors communicate, share, or withhold values, knowledge, and information to gain influence. They draw on rules and enact a system of interactions through these rules. In doing so, they develop strategies for steering the resources, mapped in the simulation model. The actors have distributed access to the model, which means that they are only able to influence parts of the (integrated) model. In addition, actors have the possibility to intervene in the behavior of the subsystem of resources. These intermediate interventions allow for adapting the strategies as the social system develops over time.
Both types of simulation represent heuristic learning environments (Klabbers, 1996) . They deal with searching for satisfying strategies in relation to the organization's objectives. Parameters are adjusted within the existing structure. However, to use simulation in a self-organizing learning environment (Klabbers, 1996) , interventions in interactive learning environments have to deal with the design (production) of new structures. SD models can be used in both types of learning environments. The instrumentalities of both simulation formats are different. Therefore, the software specifications for running those simulations are different.
For the design of self-organizing learning environments, existing software packages need to be advanced to allow for the duality of structure and the related self-reproducing features of social systems. Instead of adjusting parameters within a model, parameters for structuring models need focus of attention. This requires a higher level of abstraction of the learners, model builders included. In the next section I will structure those learning environments.
Computer-Based Learning Environments:
Connectivity-Interactivity
Building on the two generic models described in the former section, I will present a framework for categorizing SD models according to the type of interactive (heuristic) learning environment they provide. Connectivity refers to the mode of linking a user or client to the computer. In educational sciences, connectivity refers to the locus of control. In case of a so-called closed model, it is the model builder, the SD expert, who is responsible for the connection with the model. The interface allows only single access to the model. It is the mapper or simulation operator who conveys the results of the simulations. As interactivity refers to the interactions between the users in their role of actor, in this case there is no interactivity. Distributed access enables the actors to directly connect with parts of the model. as one client system or actor develops interactively strategies to be tested with the model. The expert is the go-between with the model. This is the one actor option. A third option offers the possibility that more than one user group develops strategies while interacting within teams. The expert is the go-between with the model. This is the n actor option. So, when a management team jointly uses an SD model of its company, it is viewed as one actor, although consisting of several interacting individuals.
Simulations require the initial setting of run time. It is not possible to stop the run, make intermediate parameter adjustments, and continue stepwise during the rest of the run. So, only at the beginning of each run the parameter set is defined. This is the single-access mode of connectivity. Even when different actors provide different sets of parameters, the expert, in the role of intermediary, combines them into one parameter set for the whole run.
Simulation Mode II: Open Models
Actors may have the opportunity to have direct access to the (integrated) model (see Table 4 ). If they can only change the parameter set at the beginning of the simulation run, they use the option of single access. In addition, they may have the option to make a stepwise simulation run, during which they can adjust their strategies based on the intermediate results. It gives the actors the opportunity to adapt their strategies while the system evolves over time. Although this option can be used by one actor, it is more interesting to use it in combination with several actors having access to parts of the (integrated) model. This is a frame of reference for multiactor, multilevel simulation (Klabbers, van der Hijden, Hoefnagels, & Truin, 1980 ) (see Figure 6 ). It is in line with management structures of social systems. Decision makers only have control of parts of the system. This option is called the distributed access option of connectivity. In such a case, the client can connect directly with the computer. Dependent on the communication rules within an organization, teams may directly interact with each other. They can use this option to reach agreement on how to shape a comprehensive strategy that is to be carried out and tested via the model. So, linked to the distributed access option is the stepwise progress of the simulation over time. To catch the meaning of the framework, some characteristic examples are chosen. (Forrester, 1961) , models simulation-operator, Urban Dynamics (Forrester, 1969) , and single access World Dynamics (Forrester, 1971; Meadows et al., 1972 ) Via expert and facilitator One actor Simulation mode BEER GAME Via expert and facilitator n actor STRATEGEM (Meadows, 1984) , FISH BANKS (Meadows, 1988) Tables 3 and 4 represent different types of functionality of mathematical models, and thus offer different (interactive) learning environments. Simulation mode I fits best into the frame of the NTM (see Figure 2) . Simulation mode II, especially interactivity levels 2 and 3, bears resemblance with the Actor System (see Figure 3) . The examples given in Table 4 only provide changes in the parameter specifications of (Senge et al. 1994 ).
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FIGURE 6: Representation of a Multiactor, Multilevel Simulation
the underlying SD models. Participants cannot adjust the structure specifications of the models. This implies that the potential for experimenting is bounded by the structure (organization) of existing rules and resources. The actors may produce a new subsystem of interactions and normative rules; however, they are confined to the fixed structure of behavioral rules and resources that cannot be transformed. The simulation is rule-driven. Simulations of this type map operational processes. They cannot catch the flavor of the more fuzzy and less structured sort of work of the upper level of management involved in long-term strategic, normative decisions and entrepreneurship based on ideas and beliefs. Because of these limitations, all interactive learning environments presented in Tables 3 and 4 are heuristic. Underlying these types of simulations in line with the epistemological considerations described earlier and illustrated in Figures 2 and 3 , different connotations of knowledge and knowledge transfer play an important role. They focus on different learning objectives.
Learning as Acquisition, Learning as Interaction
From its beginning, SD has emphasized the importance of systems thinking on the management practice. The experimental model approach to the design of large-scale systems aimed at transferring SD knowledge to large audiences of practitioners, that is, decision makers in industry and government. Although practitioners' learning has been a key SD objective, underlying assumptions about knowledge, knowledge transfer, and learning have not received wide attention. The five disciplines that constitute the art and practice of the learning organization (Senge, 1990; Senge et al., 1994) cover implicitly distinct approaches to learning. In this article, I will address different notions of learning and relate them to the learning environments presented above.
All management training aims at developing expertise. Five interacting key elements are metacognitive skills, learning skills, thinking skills, knowledge, and motivation (Sternberg, 1998) . Metacognitive skills refer to people's cognition of their cognition, which is their understanding and control of their own cognition. Metacognition is a second-order concept; it refers to itself. Sternberg mentions seven modifiable metacognitive skills: problem recognition, problem definition, problem representation, strategy formulation, resource allocation, monitoring of problem solving, and evaluation of problem solving.
Examples of learning skills are selective encoding, distinguishing relevant from irrelevant information, selective combination, putting together the right information, selective comparison, and relating new information to information stored in memory (Sternberg, 1985) . Thinking skills are the following:
• critical (analytical) thinking, that is, analyzing, critiquing, judging, evaluating, comparing, and contrasting; • creative thinking skills, that is, creating, discovering, inventing, imagining, supposing, and hypothesizing; and • practical thinking skills, that is, applying, using, utilizing, and practicing (Sternberg, 1997) .
Two kinds of knowledge play an important part: declarative and procedural knowledge. Declarative knowledge refers to facts, concepts, principles, and laws. It is knowing that. Procedural knowledge concerns procedures and strategies. It is knowing how. Sternberg, Wagner, Williams, and Horvath (1995) mention that procedural tacit knowledge involves knowing how the system functions in which one is operating.
Motivation is the driving force of developing expertise. Achievement motivation refers to people attracted to tasks that are neither very easy nor very hard. People high on achievement motivation strive to constantly better themselves and their accomplishments. Competence motivation refers to people's beliefs in their own ability to solve the problem at hand (Sternberg, 1998 ; see also Bandura, 1996; McClelland, 1985) .
These five key elements should be seen from the viewpoint of individuals operating in so-called contextualized environments. They all play a part in the actors (individuals) drawing more or less competently on rules and resources in the reproduction of the social system. The controversial nature of current learning theories offers an intriguing view on the potential of interactive learning environments. I will highlight two competing frameworks: the acquisition metaphor versus the interaction metaphor. They implicitly play a key role in understanding the meaning of the five elements pointed out by Sternberg (1998) . Although Sfard (1998) uses the concept of participation, in the context of this article I prefer to use the concept of interaction. It is more in line with the ideas of duality of structure and system of interactions. I will not elaborate on epistemological and ontological foundations of both learning metaphors. Sfard (1998) has pointed out that since the time of Piaget and Vygotsky, the growth of knowledge in the process of learning has been studied in terms of concept development. "Concepts are to be understood as basic units of knowledge that can be accumulated, gradually refined, and combined to form ever richer cognitive structures" (p. 5). The learner is a person who constructs meaning. Sfard states, "The language of 'knowledge acquisition' and 'concept development' makes us think about the human mind as a container to be filled with certain materials and about the learner as becoming an owner of these materials" (p. 5). The following terms fit into the framework of the acquisition metaphor: knowledge, concepts, conception, notion, misconception, meaning, sense, schema, fact, representation, material, and contents. Terms that denote the action to become owner of knowledge are reception, acquisition, construction, internalization, development, accumulation, and grasp. Acquired knowledge, like any other commodity, may be applied, transferred, and shared with others. The acquisition metaphor is strongly entrenched in the rationalist tradition in science. In this tradition, knowledge is composed of abstract, context-independent, formally interconnected domain-specific concepts (Klabbers, 1996) . It focuses mainly on declarative knowledge, on knowing what. The dilemma of this metaphor is phrased in the question, How are learners able to build for themselves concepts that seem fully congruent with those of others? This simple question is difficult to answer. For example, take into account the philosophical debate about the meaning of words. Fodor (1998) points out that we should get rid of the idea of internally structured meaning of words. The prototype theory that human beings associate words with prototypes (i.e., the prototype of an apple, a table, a car, etc.) implies that words can function in compositional connections, such as in sentences. The meaning of words is not fixed and the same for every individual. Marconi (1998) notes that in linguistic usage we are guided by norms. Often we have to find the right word. It is our lexical competence to judge whether a word fits. Everyone using a language assumes that he or she speaks like everyone else. Testing the meaning of words is actually an interactive process that may converge to something that is intersubjective. The prototype theory supports both the acquisition and the interactive metaphor.
The interaction metaphor has recently started to develop. Rogoff (1990) speaks of learning as an apprenticeship in thinking. Sfard (1998) signals an extensive change by the fact that, although referring to learning, recent literature does not mention concept or knowledge. They have been replaced with the noun knowing, which indicates action. She states, "The talk about states has been replaced with attention to activities. The image of learning that emerges from this linguistic turn, the permanence of having (knowledge) gives way to the constant flux of doing" (p. 6). The new set of key words is practice, discourse, and communication. They suggest that the learner is a person interested in participation in certain kinds of activities rather than in accumulating private possessions. From the viewpoint of the interaction metaphor, learners contribute to the existence and functioning of a community of practitioners (Sfard, 1998) . Greeno (1997) defines learning as "improved participation in interactive systems" (p. 12).
Underlying the acquisition metaphor are many dualist notions centering on the antagonistic distinction between subject and object, process and content. Prawat (1998) , while referring to Dewey (1989) , points out that attention has been focused on the mental representation aspects of knowledge (see acquisition metaphor) at the expense of "the all important environment-person aspect" (p. 201). Dewey argued that the ontology that gives rise to dualism has emphasized the origins of knowledge and not its consequences. The origins' argument is central in the thinking of traditional rationalist and empiricist philosophers (Prawat, 1998) . Dewey argued that emphasizing origins, that is, where the idea came from, is like looking through a rearview mirror. The acquisition metaphor focuses on retrospective factors. Highlighting the consequences of knowledge looks at the prospective factors of knowledge. Dewey rejected the origins' argument. He developed further the "idea" as a knowledge construct. "The true test of an idea is thought to lie in its ability to open up new aspects of the world, in a cognitive-perceptual sense, for the inquirer" (Prawat, 1998, p. 201 ). Dewey's pragmatism implied abandoning the mental container metaphor for knowledge in favor of the nondualist perceptual metaphor. Dewey abolished the epistemological gap between thought and reality (Diggins, 1994) . Pragmatists locate meaning in the present and future (Prawat, 1998) . Prawat argues that in both simple and complex situations the need to test ideas leads to operations being performed on objects and events, either in fact or in imagination. Ideas lead to changes in prior conditions. Giddens (1993) sees rules and resources as objects in the social environment. Performing operations on objects in imagination (e.g., via gaming and simulation) can help in testing ideas in Dewey's sense. Dewey further argued that although individuals test ideas, they do not necessarily author them (cited in Diggins, 1994) . "Ideas typically are hammered out in a social context. To understand is to anticipate together" (Dewey, 1981, p. 141) . Prawat (1998) mentions that Dewey viewed idea generation as a process best carried out in the learning community, a community devoted to disciplined inquiry. Dewey's pragmatism links the notions of the interaction metaphor with the perceptual metaphor. It underpins the notion of interactive learning environments as an environment for testing ideas (i.e., consequences of knowledge) in a learning community.
Put Learners in Learning Environments
To put the learners in the interactive learning environment is to link both learning metaphors with the two generic models of social systems (see Figures 2 and 3) . Interactive learning environments based on the NTM view the system as allopoietic or artificial (Maturana & Varela, 1980) . The behavior of the system is controlled by the function it fulfills in the larger social system and by the input it receives from its environment. It is viewed as an instrument produced and used by another external system to reach its goals.
Interactive learning environments based on the actor system view the system as autopoietic. It is not structured by the external information it receives, but by its system of interactions. Therefore, the (meta-)cognitive structures used by the system are constructed (produced) by the system itself. Maturana and Varela (1980) reject the concept of knowledge as a representation or image of some external reality. Cognitive interaction between the system and its environment is restricted to triggering of internal processes by external perturbations (Heylighen, 1990) . Evidently in social systems these internal processes are enacted by the actors producing a system of interactions. They form the autopoietic forces within the system.
From an epistemological point of view, I see a strong link on one hand between learning according to the acquisition metaphor and allopoietic steering, and on the other hand between learning according to the interaction metaphor and autopoietic steering.
Interactive learning environments based on simulation mode I (see Table 3 ) stress allopoietic steering. Emphasis is on control from the outside. Those who are in control do not view themselves as part of the system they want to control. They invite learners to use the following terms: knowledge, concepts, conception, notion, misconception, meaning, sense, schema, fact, representation, material, and contents. The actions to become owner of such knowledge are reception, acquisition, construction, internalization, development, accumulation, and grasp.
Designers of the interactive learning environments based on simulation mode II (see Table 4 ) have the option to balance the acquisition and interactive metaphor. They can offer learners the possibility for learning concerning terms such as practice, discourse, communication, interaction, and improved participation in interactive systems. However, they should keep in mind the limitations that rule-based simulations have on self-reproduction of the subsystems of rules and resources. That restriction hampers the actors to distance themselves from the rules and resources to devise strategies for their transformation. That option would provide the conditions for interactive learning environments to become self-organizing (see simulation mode III in the next section).
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Truly self-organizing learning environments stress that the ideal of objectivity, that is, universal knowledge, and knowledge as accumulation need to be replaced with intersubjective agreement within a historic community. This notion is the quintessence of the interaction metaphor.
Participative Design of Interactive Learning Environments Simulation Mode III
In the foregoing sections, the idea of an interactive learning environment was based on the experimental use of available closed and open SD models. I have pointed out the limitations and opportunities of such learning environments with respect to the frameworks of the NTM and the Actor System. Current SD-related learning environments put learners in a situation where they cannot adapt the model structure to newly emerging views. This implies that at best they can reproduce the subsystem of resources and related subsystem of rules. They may question the assumptions underlying the model.
Organizational learning links two antithetical processes, that is, "to learn is to disorganize and to increase variety, and to organize is to forget and reduce variety" (Weick & Westley, 1996, p. 440) . Consequently, interactive learning environments, based on simulation modes I and II (see Tables 3 and 4) , cannot deal with disorganizing and increasing variety to completely transform the existing system. They merely allow the learners to organize and to forget and reduce variety. So, the next logic step is to arrange learning environments in which the learners are given the opportunity to interactively build their own system of resources and rules. This learning mode provides conditions for the interactive self-reproduction of social systems. Dependent on the instrumentality of the programming software, various types of connectivity may allow more or less flexibility in the design process. The learning environment that is related to participative model building is shown in Table 5 . Steps in model building have been shown in Table 1 . Increasing level of interactivity means increasing opportunities for transforming the existing structure of the social system.
Whether such interactive design of interactive learning environments shape selforganizing social systems (based on notions such as duality of structure, autopoiesis, and reflexivity of actors) depends on the morality of the actors and the way they handle empowerment and deal with the legitimation of power (see also Giddens, 1993, p. 129) .
Summarizing Remarks: Retrospect and Prospects
I have presented three simulation modes that constitute distinct interactive learning environments, each with different learning objectives. They depict social systems from the viewpoint of classical and autopoietic systems theory. Giddens's (1993) 
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concept of duality of structure of social systems, applied to the design of learning environments, provides a strong criterion for testing their reach and use for practitioners (learners). Dewey's pragmatism, in combination with the interaction metaphor, brings forward different views on the learner.
In the SD community I have sensed a strong inclination toward interactive learning environments based on simulation mode I. Even in the case of simulation mode III on participative model building, emphasis is on the acquisition metaphor. Implicit assumptions about the learners, in line with the rationalist tradition, indicate that the SD learning community favors the acquisition or mental container metaphor. Effectiveness of the resulting learning environment is assessed in terms of criteria that are derived from that metaphor (Vennix, 1990; Verburgh, 1994) . Vennix (1990) conducted his PhD study by setting up an experiment to evaluate computer-based learning environments for policy making. The experimental group conducted interactive simulations with an existing model. Those interactive simulations were embedded in a gaming environment. To prepare themselves, before the first session both the experimental and the control group received a general introductory text on the most important characteristics of the subject matter. Before each session the learners received more detailed information relevant for that session. The control group of experts received information about the subject matter in the traditional way, conveyed through the results from runs with the simulation model. These results were expressed mainly through a written research report on the model. The experimental group was put into a learning environment represented by Table 4 , level 2 (one actor); the control group was put into a learning environment represented by Table 3 , level 1 (zero actor).
Knowledge gained by the experimental and control groups was measured in terms of
• knowledge about the structure of the system, • knowledge about the dynamic characteristics of the system, and • knowledge about the relationship between the structure and dynamics of the system.
The policy theory, which is the total set of assumptions underlying a policy, was tested via a cognitive map representing a network of causal relations. Two results are interesting to mention. Both groups, due to the written information provided before the sessions, showed a significant increase on two aspects of knowledge: structure and the relationship between structure and dynamics. However, no Via users, direct distributed access n actor differences were found between the experimental and the control group (Vennix, 1990, p. 202) . Also, as for the policy theory, differences between both groups were not significant. Based on testing the effectiveness of the interactive learning environment (Table 4 , level 2, compared with Table 3 , level 1), within the framework of the acquisition metaphor the interactive mode was not superior to the traditional way of conveying information about experiments with the model.
In a follow-up study, Verburgh (1994) tested effects of participative modeling, distinguishing between domain-specific and strategic (across domain) knowledge. Verburgh used Vennix's (1990) approach. The domain-specific knowledge referred to the subject matter, and the strategic model referred to SD concepts such as feedbackloops, delays, and so forth. The interactive learning environment used in this approach is similar to Table 5 , level 2 (one actor). Also, here the framework of the acquisition metaphor was used as a basis for the assessment of results. The results showed no significant differences in the conceptualization, neither with respect to the domain-specific nor with the strategic knowledge dimension. This applied as well to the individual and the interindividual dimension (Verburgh, 1994, p. 224) . Based on the evidence of Vennix's (1990) and Verburgh's (1994) studies, their assessment approaches seem to be a dead end. New avenues need to be explored.
Although Larsen, Morecroft, and Murphy (1991) and Morecroft (1992) have reported on the successfulness of participative policy modeling as a tool for supporting the policy-making process, hardly any empirical evidence for this support has been given. The studies by Vennix (1990) and Verburgh (1994) are no exception in the sense that there is still insufficient empirical evidence for the successfulness of interactive learning environments based on the acquisition metaphor. These thoroughly carried out empirical studies show that still a gap exists between practical experience with interactive learning environments and scientific evidence to support claims of success. We have learned from both studies that a strict positivist assessment approach based on the acquisition metaphor is too narrow a view on knowledge transfer. SD per se does not limit the scope to simulation mode I or II. In fact, distributed design of and interaction with SD models have been discussed in the literature (Davidsen, 1994) . Admittedly, however, traditionally software support for modes II and III has been limited until the past 5 years. By then, software was released that supported multiple role and/or user games in local area network (Davidsen & Myrtveit, 1994) . Over the past year, the same kind of software also supports the design, implementation, and operation of Web-based games (POWERSIM METRO™).
Moreover, modern textbooks and articles underscore the dual relationship between structure and behavior-how structure creates behavior and how behavior endogenously modifies structure, that is, shifts the relative dominance of structural components in the system (Davidsen, 1996) . The associated software has traditionally only supported analysis (i.e., the derivation of behavior from structure) and not synthesis (i.e., the modification of structure to generate desired behavior). This capability is clearly in line with the recent trend in software development. It also provides conditions for experimenting with the duality of structure, as pointed out above. An object-based and even object-oriented perspective will be one of the standard features that are supported. Moreover, new software will also support online modification of structures during a game. The related connectivity offers the instrumental conditions for enabling interactivity between the actors, thus providing a basis for systems of interactions to self-reproduce social systems and related self-organizing learning environments (Klabbers, 1996) . Thus, in-flight model expansions, policy, and model structure modifications will be facilitated.
In conclusion, the recent development of software for SD modeling and simulation has brought the field considerably closer to the satisfaction of the requirements posed by simulation modes II and III.
Simulation mode III will be the most difficult for the participants. Modes I, II, and III call for different kinds of competencies, mode III requiring the most expertise and sophistication of both participants and facilitators. Simulation mode III not only requires a high level of competence in model building, it furthermore presupposes firsthand knowledge of the reality that is to be modeled. Note, however, that the degree of complexity thus introduced and the potential switches of (strategic) actions of the participants pose important challenges for facilitators when it comes to interpreting the simulation results and thus optimizing and securing the learning effects. Linear assessments based on a strictly logical positivist approach have proven to be too limited in scope and should therefore be avoided (see Vennix, 1990; Verburgh, 1994) . Instead of consistency of policies, coherence and practical value seem to be more fruitful criteria for success. If simulation mode III, after taking onboard a necessary variety of perspectives from the stakeholders, would lead to a convergence of models and the establishment of learning communities of practitioners, then the actors themselves will produce sound criteria of relevance and success.
I offer a few suggestions to beat that difficult road:
• Theoretical notions about social systems should be sorted out adequately. From an epistemological point of view, the distinctions presented in this article make a difference in the way steering and control in social systems are to be understood.
• The taxonomy of interactive learning environments (see Tables 3, 4 , and 5) based on different epistemological and methodological considerations described in this article should be used as a framework for setting up adequate assessment procedures.
• The learner should explicitly be put into those learning environments, taking onboard the arguments about the different knowledge claims sketched above.
• SD models should not be considered truth machines. The related learning environments are tools to explore different sets of assumptions and values about steering in social systems. These assumptions and values refer not only to the subsystems of rules and resources of social systems-they should also explore assumptions about the system of interactions and the normative rules that govern them. These requirements are necessary to study their potential for the self-reproduction of the existing social system. • Senge's (1990) five disciplines underlying the learning organization should be assessed with respect to their internal consistency. They now implicitly draw on different systems theories and learning metaphors. Consequently, because the constraints of the SD-related learning environments are not made explicit, it is difficult to assess the effectiveness of the tools.
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The design of interactive learning environments to advance the idea of the learning organization could be improved considerably if the notions on social systems theory and learning metaphors are made the subject of dialogue between SD specialists and decision and policy makers. Autopoietic systems theory offers new perspectives, showing that classical systems theory is a subset of that broader knowledge domain. Classical systems theory is, in terms of Ashby (1968) , a more special (i.e., technocratic) treatment of conditionality between parts of the organization. Instead of thinking about the learning metaphors (paradigms) as two mutually excluding ways of dealing with knowledge transfer, it is more fruitful to live with both contradictory research traditions and to embrace both valuable perceptions. They complete one another. The acquisition metaphor relates to a state description of knowledge, whereas the interaction metaphor refers to meaning processing. They are two sides of one coin.
SD models are empirical models that catch local knowledge about organization and organizing of companies and institutions. Due to this understanding, model building is setting up conditions for testing ideas about the consequences of knowledge while participating in a learning community. I see this as the fundamental meaning of the interactive learning environment.
