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Abstract
In this paper, we solve the problem of simultaneously driving in minimum time to arbitrary final conditions,
N two level quantum systems subject to independent controls. The solution of this problem is obtained via an
explicit description of the reachable set of the associated control system on SU(2). The treatment generalizes
previous results on the time optimal control of two level quantum systems and suggests that similar techniques
could be used to solve the minimum time control problem for a larger class of right invariant systems on Lie
groups.
1 Introduction
In the recent work, [3] [9], the problem of the minimum time optimal control of a two level quantum system (qubit)
was solved. In the model considered, the system was subject to a drift and a control field orthogonal to the drift
and with bounded norm (cf. section 2 for a precise statement of the optimal control problem). Two level quantum
systems are of paramount importance in quantum mechanics and, in particular, in quantum computation (see, e.g.,
[8]). In this context, evolution in minimum time is a natural requirement when it is desired to minimize the effect
of the environment or to increase the speed of implementation of a given quantum computation. In fact, the circuit
model of quantum computation (cf. [8]) requires a cascade of simple evolutions on elementary quantum systems
which therefore have to occur in very short time in order to maximize the speed of the overall computation. The
solution of the minimum time problem given in [3] [9] is quite simple and explicit, requiring only very elementary
numerical work, something very rare for optimal control problems.
When trying to control N ≥ 2 qubits simultaneously with independent controls in minimum time, one could
argue that the above results could simply be applied N times to obtain the optimal control. Let us assume, for
simplicity of exposition, N = 2, and let Xf1 and Xf2 the desired final condition for system S1 and system S2,
respectively. Let us denote by T1 and T2 the optimal times to reach Xf1 and Xf2 for system S1 and S2, respectively.
If T1 = T2, then the two optimal controls designed with the techniques of [3] [9], will drive the two systems to the
desired final conditions, in minimum time. However if T1 6= T2, then there is a slow system and a fast system and
the solution is not simply to slow down the fast system to synchronize it with the slow system. The problem is
that for a (bilinear) system with drift, such as the ones considered here, the fact that a certain evolution can be
performed at (minimum) time T1 does not ensure that the same evolution can be achieved at a later time T2 > T1.
Therefore, this problem requires a careful analysis of the reachable sets R(T ), for the systems under consideration,
that is, the set of evolutions or states which can be reached at exactly time T .
The goal of this paper is twofold. On one hand we want to solve the above mentioned time optimal and
synchronization control problem for N qubits to any desired final condition. On the other hand we want to
describe the structure of the reachable sets for the dynamics of two level quantum systems. In doing so we will
determine the features of the dynamics of quantum bits which make the time optimal control problem amenable
of such a simple solution as described in [3], [9]. In fact the underlying geometric structure of the problem, which
facilitates its solution, can be found in other problems as well.
The paper is organized as follows. In section 2 we describe the problem of minimum time control for a two level
quantum system which mathematically amounts to a time optimal control problem for a right invariant bilinear
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system on the Lie group SU(2). We shall consider and review the main results and the approach of [3], [9]. We
will see that the time optimal synthesis can be visualized in the unit disk where all the geometric analysis can be
performed. A special trajectory called the critical trajectory plays a special role in that time optimal trajectories
loose optimality intersecting this curve. In section 3, we further analyze the optimal synthesis for two level quantum
systems by studying the continuity properties of the minimum time function as a function of the bound on the
controls or of the final point. This analysis sheds further light on the time optimal synthesis for this model. It
shows that the minimum time function is continuous except for points on the critical trajectory where it presents
a right discontinuity. This discontinuity is a manifestation of the fact that the reachable sets for this model do not
monotonically grow with time. The analysis of reachable sets is performed in section 4. Here using a change of
coordinates we reduce the problem to the study of the reachable sets for a driftless system. We use monotonicity
of the reachable sets in this case and the relation between the geometry of reachable sets and time optimal control
trajectories. In this section, we try to present the results in a way that can be applied to more general systems on
Lie groups highlighting the features of the system which allow the treatment to go through. Finally, the description
of the reachable sets is used in section 5 to give an algorithm for the design of the synchronous time optimal control
for N qubits.
2 The time optimal control problem for a two level quantum system
Let us consider the Schro¨dinger operator equation (see, e.g., [10]) for a spin 12 particle in a magnetic field with time
varying components (controls) in the x and y direction, ux and uy. The equation is written as
X˙ = σ˜zX + uxσ˜xX + uyσ˜yX, X(0) = 1, (1)
where X ∈ SU(2), X(0) = 1 the identity, and σ˜x,y,z are proportional to the Pauli matrices, σx,y,z, and form a
basis of the Lie algebra su(2). They are defined as
σ˜x :=
i
2
σx =
1
2
(
0 i
i 0
)
, σ˜y :=
−i
2
σy =
1
2
(
0 −1
1 0
)
, σ˜z :=
i
2
σz =
1
2
(
i 0
0 −i
)
. (2)
The Lie algebra su(2) is equipped with an inner product between matrices, 〈·, ·〉, defined as 〈A,B〉 := Tr(AB†),
so that the associated norm is ‖A‖ := √〈A,A〉. The coefficient of σ˜z in (1) (which is called Larmor frequency in
NMR applications see, e.g., [1]) is taken equal to 1, in the appropriate units, without loss of generality, since to
this situation we can always reduce ourselves with an appropriate re-scaling and-or reversing of the time variable
and-or a redefinition of the bound on the control1 (cf. Remark 1.1 in [3])
The problem considered in [3] and [9] is, given a desired final condition Xf ∈ SU(2), to find the control functions
ux, uy, that steer the state X of system (1) from the identity, 1, to Xf in minimum time, under the constraint
that u2x(t) + u
2
y(t) ≤ γ2, for every t. We shall later generalize this problem (cf. section 5) to the minimum time
simultaneous control of N two level quantum systems.
The classical approach to the solution of this type of problems is to apply the Pontryagin Maximum Principle
PMP (see, e.g., [2], [6], and, in particular [5], [7] for applications to quantum systems.), which gives the necessary
conditions for optimality. This results in a set of candidate optimal control functions (more or less explicit) which
are typically parametrized by some real values. Then these controls are placed back in the dynamics which is
(numerically) integrated. The parameters are then chosen so that the final condition is met and the time of
transfer is the minimum one. In essence, the PMP allows one to reduce a search over a space of functions (the
controls) to a search over a finite dimensional space (the space of the parameters). In the case of system (1)
application of the PMP2 shows that the optimal candidate controls (extremals) are of the type [3]:
ux = γ sin(ωτ + φ˜), uy = −γ cos(ωτ + φ˜), (3)
where τ denotes the time variable and ω and φ˜ are two parameters (frequency and phase) to be tuned in order to
reach the desired final condition while minimizing the time.
1This is true unless the Larmor frequency is zero in which case we have a driftless system which will be considered in detail in the
following (see section 4).
2Along with a result showing the non-optimality of singular extremals (cf. [3]).
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By plugging ux and uy in (3) into (1), the corresponding differential equation can be explicitly integrated. The
solution is given by
X(τ, ω, φ˜) :=
(
eiωt(cos(at) + i ba sin(at)) e
i(ωt+φ˜) γ
a sin(at)
−e−i(ωt+φ˜) γa sin(at) e−iωt(cos(at)− i ba sin(at))
)
, (4)
for t := τ2 , b := 1 − ω, a :=
√
γ2 + b2. Direct inspection of formula (4) shows that the φ˜ only affects the phase
of the off-diagonal element. This means that the minimum time only depends on the (1, 1) element of the matrix
giving the desired final condition.3 We can use an arbitrary phase (for example φ˜ = 0) and study the trajectory of
the (1, 1) element which belongs to the unit disk. Once the frequency ω corresponding to the time optimal control
steering to the desired point of the unit disk has been found, then the phase φ˜ is chosen to match the phase of the
off diagonal element of the desired final condition.
Let x = x(t) and y = y(t) be the real and the imaginary part of the (1,1) element in (4), which, parametrized
by ω, is given by:
x(t) := xω(t) = cos(ωt) cos(at)− b
a
sin(ωt) sin(at), (5)
y(t) := yω(t) = sin(ωt) cos(at) +
b
a
cos(ωt) sin(at). (6)
In [3] the optimal synthesis was described in the unit disk. This was done for values of γ, 1√
3
≤ γ ≤ 1. A typical
picture for the optimal trajectories is in Figure 1 to which we shall refer in the following discussion. In general, the
values of ω for which the controls in (3) are optimal are −∞ < ω ≤ 1+γ2 := ωc. The limit value ωc := 1+γ2 called
the critical frequency corresponds to a trajectory, also called the critical trajectory which has a cuspid at the time
Tc =
pi
2γ
√
1+γ2
. The critical trajectory is optimal until time Tc and then looses optimality. It is the curve in blue in
Figure 1. Among the other trajectories, another important one is the one corresponding to ω = ω∗ := 1+γ
2
2 which
corresponds to a circle (in red in Figure 1) centered at
(
γ2
1+γ2 , 0
)
and with radius 11+γ2 . This trajectory was called
the separatrix since optimal trajectories corresponding to −∞ < ω < ω∗ entirely lay outside of the region bounded
by it until they loose optimality upon reaching the boundary of the unit disk. Also, trajectories with ω∗ < ω ≤ ωc
remain inside the separatrix until reaching the critical trajectory and loosing optimality there4(sample trajectories
are drawn in black in Figure 1).
Given, the qualitative picture of the optimal synthesis as in Figure 1 it is straightforward to find the time
optimal control to steer to a desired final condition. Let Xf be the desired final condition and Pf the point in
the unit disk representing the (1, 1) entry of this matrix. Then one finds ω such that the corresponding trajectory
contains Pf (this can be done for example using a bisection algorithm and the graphics of the trajectories). Once
ω has been found one determines the minimum time. This can be done for example solving a static optimization
problem, minimizing (in t) the distance of the trajectory with fixed ω from the point Pf . Finally, one determines
the phase φ˜ in (3) to match (in (4)) the phase of the off diagonal entry of the desired final condition.
The assumption of γ ≤ 1 was used in [3] to guarantee that the minimum time to reach points on the boundary
of the unit disk set is an increasing function of the phase of the point. Without this feature the optimal synthesis
becomes more complicated. The assumption of 1√
3
≤ γ was used to render the synthesis inside the separatrix
analytically tractable. As γ → 0 the critical trajectory become longer and longer and resembles a long spiral filling
the whole disk bounded by the separatrix. Simulations show that the optimal trajectories follow this trajectory
before going around its endpoint (the one corresponding to Tc =
pi
2γ
√
1+γ2
) and intersecting the critical trajectory.
This behavior observed with numerical simulations is however difficult to describe analytically.
These difficulties were overcome in [9] where the author reconsidered the curves (5), (6) but this time keeping
t fixed and considering ω as a variable. If this is done, the curves (5) and (6) represent, for ω in a certain interval,
part of the boundary of the reachable set at that time t. For every ω in that interval the corresponding point is the
endpoint of an optimal trajectory. The points where the curve in (5) (6) are not endpoints of optimal trajectories
anymore are the ones where the curve corresponding to time t, say Ft5 intersects the one at time t+dt, Ft+dt. The
3This can also be proved without using the explicit form of the optimal controls (cf. Proposition 2.1 in [3]).
4The loss of optimality is of different type at the boundary of the unit disk and on the critical trajectory. At the boundary of
the unit disk the trajectory (with corresponding ω) is optimal until an including the point on the unit disk. However, for a curve
intersecting the critical trajectory, this curve is optimal until but not including, the point on the critical trajectory.
5This curve is called the optimal frontline in [9].
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Figure 1: Optimal synthesis for γ = 1√
2
. Reported here are the separatrix in red corresponding to ω = ω∗ = 34
and the critical curve in blue corresponding to ω = 2ω∗ = ωc = 32 . Moreover in black are the optimal trajectories
corresponding to ω = −3, ω = −1, ω = 0, ω = 0.2ω∗, ω = 0.5ω∗, ω = 0.7ω∗, ω = 0.9ω∗, outside the separatrix,
and ω = 1.3ω∗, ω = 1.45ω∗, ω = 1.6ω∗, ω = 1.8ω∗.
curve of all these intersections with varying t coincides with the critical trajectory above discussed which is therefore
the envelope of these curves. As γ →∞ the critical trajectory becomes shorter and shorter and disappears at the
limit which corresponds to a driftless system6 At the other end, when γ → 0 the critical trajectory becomes very
long. Besides giving an interpretation of the critical trajectory, the analysis of [9] provides an alternative and
general method to find the minimum time control. One consider the frontlines Ft with evolving t and bounded on
one end by the boundary of the unit disk and on the other end by the critical trajectory (i.e., (5), (6) with ω = ωc)
and look for the smallest t such that the desired final point Pf is in Ft. This idea will be used later in this paper.
We refer to [9] for details.
In the next two sections we shall further elaborate on these results and investigate the geometric nature of the
minimum time problem on SU(2) and its relation with the geometry of the reachable sets.
3 Properties of the minimum time function
We now study the continuity and monotonicity properties of the minimum time function for the above problem
for a two level quantum system. This is a function of the final state Xf ∈ SU(2) fixed and of the bound on the
control γ. As discussed above Xf is represented by a point Pf in the unit disc. For any γ > 0, and for any final
condition Pf = (xf , yf ), with 0 ≤ x2f + y2f ≤ 1, we denote by tPf = tPf (γ) the optimal time to reach the fixed final
6Recall that in (1) we have normalized the Larmor frequency to 1 and the value of γ is in fact γ := γ
′
ω0
where γ
′
is the ‘physical’
bound on the norm of the control and ω0 is the value of the Larmor frequency which tends to zero for a driftless system.
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condition, and by ωPf = ωPf (γ) the corresponding frequency ω of the optimal control (cf. (3))
Using (5) (6), we know that
xf = xωPf (γ)(tPf (γ))
yf = yωPf (γ)(tPf (γ))
(7)
as in equations (5), (6). And we let bPf (γ) := 1− ωPf (γ) and aPf (γ) =
√
(bPf (γ))
2 + γ2.
The function tPf (γ) is monotonic non increasing since all controls available for γ = γ1 are also available for any
γ ≥ γ1.
We consider first the final condition in the interior of the unit circle, so let Pf = (xf , yf ) be a fixed point
such that 0 ≤ x2f + y2f < 1. We give a bound on the value of the optimal frequency ω to be used in (3). Define
KPf :=
√
x2f+y
2
f
1−(x2f+y2f )
.
Proposition 3.1. If ω ∈ RI and t > 0 is such that xω(t) = xf and yω(t) = yf , then
1− γKPf ≤ ω ≤ 1 + γKPf . (8)
Proof. If (8) does not hold, then b2 = (1− ω)2 > γ2K2Pf . This implies (using a2 := γ2 + b2)
γ2
a2
sin2(at) <
1
1 +K2Pf
.
By using equations (5) and (6), we have:
x2f + y
2
f = 1−
γ2
a2
sin2(at) >
K2Pf
1 +K2Pf
= x2f + y
2
f ,
which is a contradiction.
The above simple proposition gives bounds on the frequencies to be used for a given desired final condition Pf .
This can be used in the search of the optimal control described in the previous section. In particular, if Pf = (0, 0),
which corresponds to SWAP-like final conditions, Xf :=
(
0 eiφ
e−iφ 0
)
, then KPf = 0, so the only admissible ω is
ω = ωPf (γ) = 1, independently of γ (these are the resonant controls considered for example in [4]).
We now study the limit of tPf (γ) as γ goes to zero.
Proposition 3.2. If Pf is in the interior of the unit disc, then
lim
γ→0+
tPf (γ) = +∞. (9)
If Pf is on the boundary of the unit disc and corresponds to a phase ψf , i.e., Pf = e
iψf , then
lim
γ→0+
tPf (γ) = ψf . (10)
Proof. Consider first the case where Pf is inside the unit circle, i.e., the case of (9). Using equations (5) and (6),
we have that:
γ2
(bPf )
2 + γ2
sin2
(
aPf tPf
)
= 1− x2f + y2f > 0. (11)
First we prove that
lim
γ→0+
|bPf (γ)| = 0. (12)
Assume, by the way of contradiction, that (12) does not hold. Then we have:
∃  > 0, such that ∀ n > 0 ∃ 0 < γn < 1
n
with (bPf (γn))
2 > .
5
This implies
0 ≤ γ
2
n
(bγnPf )
2 + γ2n
≤ γ
2
n
+ γ2n
Thus we have:
lim
n→+∞
γ2n
(bPf (γn))
2 + γ2n
sin2
(√
((bPf (γn))
2 + γ2n) tPf (γn)
)
= 0
since the sin function is bounded, and γn → 0. This contradicts equation (11), thus (12) holds.
Now we use (12) to prove (9). Assume, by the way of contradiction, that (9) does not hold. As done before, this
would imply that, for some K > 0 there exists a sequence γj (j > 0) with 0 < γj <
1
j , such that 0 < tPf (γj) < K.
Thus using (12):
lim
j→+∞
√
(bPf (γj))
2 + γ2j tPf (γj) = 0.
Since γ
2
(bγPf
)2+γ2
< 1, the previous equation would imply that
lim
j→+∞
γ2j
(bPf (γj))
2 + γ2j
sin2
(√
(bPf (γj))
2 + γ2j tPf (γj)
)
= 0
and this, again, contradicts equation (11). Thus (9) holds.
Finally for points on the unit circle (10) follows from the explicit expression of the minimum time for a point
Pf = e
iψf which was derived in [3] under the assumption γ ≤ 1. This is
tPf (γ) =
ψf (2pi − ψf )
pi − ψf +
√
pi2 + γ2ψf (2pi − ψf )
. (13)
Taking the limit as γ → 0 we obtain (10).
In order to study the continuity of the function tPf (γ) as a function of γ (or as a function of Pf ) we study, more
generally, the continuity of the ‘joint’ function T (Pf , γ) := T (xf , yf , γ) := tPf (γ). This is a function defined on a
half infinite cylinder C := {xf , yf , γ | 0 ≤ x2f + y2f ≤ 1, γ > 0}. We shall restrict ourselves to study this function in
the interior of C, i.e., intC := {xf , yf , γ | 0 ≤ x2f + y2f < 1, γ > 0}.
Proposition 3.3. The function T := T (xf , yf , γ) is continuous at all points in (Pf , γ) ∈ intC such that Pf is not
on the critical trajectory corresponding to γ.
Recall from the results of [3], [9] reviewed in the previous section that the critical trajectory is given by (5) (6)
with ω := ωc = 1 + γ
2, and 0 ≤ t ≤ pi2ac := pi2γ√1+γ2 . The locus of points of discontinuity is a surface in C whose
intersection with the planes γ = const is the critical trajectory at that γ, which is a spiral-like curve, which is very
short for large γ and very long for small γ.
Proof. For a given Pf and γ¯, with Pf not in the critical trajectory of γ¯, consider the corresponding values tPf (γ¯)
and ωPf (γ¯) which are optimal. Then the two equations
F1(t, ω, x, y, γ) := x(t, ω, γ)− x = 0,
F2(t, ω, x, y, γ) := y(t, ω, γ)− y = 0, (14)
hold at tPf (γ¯), ωPf (γ¯), xf , yf , γ¯. Moreover, from the Implicit Mapping Theorem, they define in an open neighbor-
hood N of (xf , yf , γ¯) two continuous functions t := t(x, y, γ), ω = ω(x, y, γ), as long as the Jacobian with respect
to the variables t and ω is different from zero. We calculate using (5) (6),
Det
 ∂∂tF1 ∂∂tF2
∂
∂ωF1
∂
∂ωF2
 = γ2(γ2 + 1− ω)
a4
sin(at) [sin(at)− at cos(at)]
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This expression is zero if and only if t = 0, t = pi/a or ω = 1+γ2. Since the optimal time tPf (γ¯) is always positive and
strictly less then pia ,
7 and the point Pf does not belong to the critical trajectory, i.e., ωPf (γ¯) 6= 1 + γ¯2, the Jacobian is
not zero, so the two continuous functions are defined. We know that t(xf , yf , γ¯) = tPf (γ¯) and ω(xf , yf , γ¯) = ωPf (γ¯).
Let V = (t(N), ω(N)), this is a neighborhood of
(
tPf (γ¯), ωPf (γ¯)
)
, moreover if (t, ω, x, y, γ) ∈ V ×N , and satisfies
the equations in (14), then necessarily t = t(x, y, γ) and ω = ω(x, y, γ).
To show continuity of the map T at (Pf , γ¯),i.e., of the time optimal function, we prove that there exists a
neighborhood W ⊆ N , such that if (x, y, γ) ∈ W then T (x, y, γ) coincides with the implicit map t(x, y, γ), whose
continuity is guaranteed by the Implicit Mapping Theorem.
It is obvious by definition that t(x, y, γ) ≥ T (x, y, γ). Assume, by the way of contradiction, that the statement
is false, then for all n sufficiently large, there exists a sequence {Pn = (xn, yn)} and a sequence {γn}, such that the
sequence Pn goes to Pf , the sequence γn goes to γ¯, and t(xn, yn, γn) > T (xn, yn, γn). On the other hand, we have:
xn = x (t(xn, yn, γn), ω(xn, yn, γn), γn) = x
(
T (xn, yn, γn), ω(xn,yn)(γn), γn
)
,
yn = y (t(xn, yn, γn), ω(xn, yn, γn), γn) = y
(
T (xn, yn, γn), ω(xn,yn)(γn), γn
)
,
where ω(xn,yn)(γn) are the optimal values. Since T (xn, yn, γn) and ω(xn,yn)(γn) belong to compact sets (for the
values ω see Proposition 3.1), we may assume, after passing if necessary to a subsequence, that:
ω(xn,yn)(γn)→ ω¯, T (xn, yn, γn)→ t¯.
Since by continuity
x
(
T (xn, yn, γn), ω(xn,yn)(γn), γn
)→ x(t¯, ω¯, γ¯), y (T (xn, yn, γn), ω(xn,yn)(γn), γn)→ y(t¯, ω¯, γ¯),
we must have
xf = x(t¯, ω¯, γ¯), yf = y(t¯, ω¯, γ¯).
From the fact that t(xn, yn, γn) > T (xn, yn, γn), we have tPf (γ¯) = t(xf , yf , γ¯) ≥ t¯, since tPf (γ¯) is optimal we
conclude tPf (γ¯) = t(xf , yf , γ¯) = t¯. This, in turn, implies that also ω¯ = ωPf (γ¯), since the optimal values is
unique.8 Thus for n sufficiently large
(
T (xn, yn, γn), ω(xn,yn)(γn)
)
belongs to V , thus we must have T (xn, yn, γn) =
t(xn, yn, γn) since the Implicit Map Theorem guarantees uniqueness of the function t, which contradicts t(xn, yn, γn) >
T (xn, yn, γn).
We now are interested in studying the discontinuity of the function tPf = tPf (γ) at the points on the critical
trajectory. The following result summarizes the continuity properties of this function.
Proposition 3.4. The function tPf = tPf (γ) is continuous for every γ except for the γ’s such that Pf is in the
interior of the critical trajectory. On these points it presents a discontinuity on the left and it is right continuous.
Proof. First we first prove right continuity everywhere.
By monotonicity of the function tPf , for a fixed value γ¯, we know that:
lim
γ→γ¯+
tPf (γ) = sup
γ>γ¯
tPf (γ) = l+(γ¯) ≤ tPf (γ¯), (15)
We will prove that l+(γ¯) = tPf (γ¯).
By definition of l+(γ¯), we know that for each n ≥ 1 there exists γ¯ < γn < γ¯ + 1n , such that l+(γ¯) − 1n <
tPf (γn) < l+(γ¯). Then for each n ≥ 1 consider the corresponding optimal control value ωPf (γn). By Proposition
3.1, these control values are bounded, thus they admit a converging subsequence ωPf (γnk). Along this subsequence
we have that tPf (γnk)→ l+(γ¯), ωPf (γnk)→ ω¯, and γnk → γ¯. By using equations (5) and (6) we have
xf = x(ω¯, l
γ¯
+) and yf = y(ω¯, l
γ¯
+).
7This follows from the results of [3] [9]. At t = pi
a
every optimal candidate trajectory is at the boundary of the unit circle where it
looses optimality (if it had not lost it before by intersecting the critical trajectory).
8see [3] or alternatively the geometric analysis of next section which shows that the value ω is the value of the parameter at the
intersection of two parametric curves which is uniquely defined.
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Thus l+(γ¯) = tPf (γ¯), otherwise tPf (γ¯) would not be the optimal time, since we have found a control that reaches
Pf = (xf , yf ) in time l+(γ¯).
Continuity of the function tPf = tPf (γ), for every γ except for the γ’s such that Pf is on the critical trajectory,
follows from Proposition 3.3, where it is proved that the function is indeed continuous as a function of both variables
Pf and γ.
Assume now that Pf is a point such that for γ = γ¯ it lies in the interior of the critical trajectory. Therefore
tPf (γ¯) =
αpi
2γ¯
√
(1+γ¯2)
with 0 < α < 1. However, from the analysis in [3], [9], it follows that, for  > 0 sufficiently
small, tPf (γ¯ − ) > pi2(γ¯−)√1+(γ¯−)2 . This gives
lim
γ→γ¯−
tPf (γ) = lim
→0+
tPf (γ¯ − ) ≥
pi
2γ¯
√
1 + γ¯2
> α
pi
2γ¯
√
1 + γ¯2
. (16)
The analysis of [3] [9] also shows left continuity of tPf if Pf is exactly at the endpoint of the critical trajectory.
9
Remark 3.5. If Pf corresponds to a SWAP like operator, then, since Pf := (0, 0) is not on any critical trajectory,
tPf is a continuous function of γ. For other points Pf however in the interior of the unit disc, there are infinitely
many values of γ such that Pf is on the corresponding critical trajectory.
10 At each of these values, the function
tPf has a jump on the left. If we are trying to reach a point at exactly a time T which is possibly larger than the
minimum time corresponding to a bound γ¯, we cannot always use the time optimal control for a γ smaller than
γ¯. The time T might not be in the range of the function tPf even though such a function tends to +∞ as γ → 0
as shown in proposition 3.2. A characterization of the reachable sets for every T will allow us to know exactly at
what times we can reach a given state and how.
4 Geometry of the reachable sets
We now give a description of the reachable sets for system (1), which will then be used in the solution of the
minimum time synchronization problem in the next section 5. As the method has more general validity, we shall
first describe it for general, bilinear, right invariant systems on Lie groups and then specialize to system (1).11
4.1 General method
Consider a system
X˙ = AX +
m∑
j=1
ujBjX, X(0) = X0, (17)
where A,B1, . . . , Bm are matrices in a matrix Lie algebra L, X belongs to the corresponding Lie group eL, X0 is
the given initial condition and uj , j = 1, . . . ,m are the controls, which are assumed to belong to a set U of functions
of time. The reachable set at time T , R(T ) is the set of states Xf in eL such that there exist functions u1, . . . , um
in U defined in [0, T ] so that the solution X of (17) with these controls satisfies X(T ) = Xf . R(0) = {X0} by
definition and the reachable set R(≤ T ) is defined as
R(≤ T ) :=
⋃
0≤t≤T
R(t). (18)
It follows obviously from the definition that the reachable sets R(≤ T ) are non decreasing with T , i.e., R(≤ T1) ⊆
R(≤ T2) if T1 ≤ T2, a property not necessarily true for the reachable sets R(T ). To study reachable sets we can
9For γ smaller than γ¯ optimal trajectories reaching Pf travel around the end point of the critical trajectory corresponding to that
γ before reaching Pf . The time to reach Pf is therefore greater than the maximum time on the critical trajectory. However as γ → γ¯−
the two points and the two times coincide.
10They have a limit point at zero
11Some of the concepts and ideas we shall describe are valid for more general families of vector fields. Restricting ourselves to bilinear
right invariant vector fields ensure us that the solution of the associated initial value problems exists for every time t. For concreteness,
our notation refers to matrix Lie groups, although we could have extended the discussion to abstract general Lie group simply replacing
the exponential of a matrix with the exponential map.
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make a, possibly time varying, change of variables in system (17) and study the reachable sets for the resulting
system. The reachable sets for the original system are obtained by mapping back the reachable sets for the new
system. In the case of system (17) we define12
U(t) := e−AtX(t). (19)
From (17), we obtain the differential equation for U ,
U˙ =
 m∑
j=1
uje
−AtBjeAt
U, U(0) = X0. (20)
Let I the smallest subspace of L which contains {B1, . . . , Bm} and is invariant under Lie bracket with A, and let
{C1, C2, . . . , Cl} be a basis of I. Then there are analytic functions γj,i := γj,i(t) such that
e−AtBjeAt :=
l∑
i=1
γj,i(t)Ci. (21)
By replacing this in (20) and defining
vi :=
m∑
j=1
ujγj,i, (22)
we obtain
U˙ =
(
l∑
i=1
viCi
)
U, U(0) = X0. (23)
If V denotes the image of the set of control functions, U , under the map (22), then we can study the reachable sets
for (23) under the set of controls V, denote them by RU (T ) and RU (≤ T ), respectively, and the reachable sets for
the original system (17), are recovered from (cf. (19))
R(T ) = eATRU (T ), R(≤ T ) =
⋃
0≤t≤T
eAtRU (t). (24)
This method is particularly useful when the set of controls V has the scalability property, that is, ~v ∈ V implies
Lα(~v) := α~v(αt) ∈ V for every α ∈ [0, 1]. In this case, the reachable sets RU (T ) are increasing with T , so that
RU (T ) = RU (≤ T ) for every T . This is seen with a standard argument for driftless systems such as (23). Let ~v a
control in V steering the initial condition X0 to Uf in time T1, so that Uf ∈ RU (T1). Let T2 > T1 and consider
the control LT1
T2
~v(t) = T1T2~v(
T1
T2
t). With this control the function U˜(t) := U(T1T2 t) solves (23) and it is such that
U˜(T2) = Uf , so that Uf ∈ RU (T2).
In general, studying R(≤ T ) is easier than studying R(T ) because this set is related to the solution of the
time optimal control problem. It is a well known fact in geometric control theory that if Xf is a final point of a
time optimal trajectory at time T , then Xf is on the boundary of the reachable R(≤ T ). On the other hand, by
definition, the minimum time to reach Xf , is the smallest time T such that Xf ∈ R(T ). In the above described
situation, the minimum time T is the smallest time t such that
Xf ∈ R(t) = eAtRU (t), (25)
and, if we have a description of RU (t)(= RU (≤ t)) this gives an alternative way to find the minimum time and
control.
4.2 Reachable sets for systems on SU(2)
We now apply the strategy outlined above to the case of system (1). In this case, the space of controls, U is the
space of Lebesgue measurable functions ~u := (ux, uy) with Euclidean norm ‖~u‖ :=
√
u2x + u
2
y ≤ γ. Specializing
(21), we obtain
e−σ˜zτ σ˜xeσ˜zτ = cos(τ)σ˜x − sin(τ)σ˜y, (26)
12This is called ‘passage to the interaction picture’ in the physics literature.
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and
e−σ˜zτ σ˜yeσ˜zτ = sin(τ)σ˜x + cos(τ)σ˜y. (27)
Therefore, the equation corresponding to (23) is
U˙ = (vxσ˜x + vyσy)U, U(0) = 1 (28)
with vx := cos(τ)ux + sin(τ)uy and vy = − sin(τ)ux + cos(τ)uy. Therefore, if ~u := [ux, uy]T and ~v := [vx, vy]T , we
have
~v =
(
cos(τ) sin(τ)
− sin(τ) cos(τ)
)
~u. (29)
Formula (29) gives a one to one correspondence between Lebesgue measurable functions ~u with norm bounded by
γ and Lebesgue measurable functions ~v with norm bounded by γ. That is, in this case, the space of controls V
coincides with U . Moreover, V has the scalability property, and therefore RU (≤ T ) = RU (T ) for every T ≥ 0.
The following theorem describes RU (T ) for system (28), from which, in the following corollary, we obtain the
reachable sets for the original system (1). As we have already done in the previous section, we scale the time
variable as t := τ2 and we we refer to ‘time’ (as for example for T in RU (T )) we shall refer to the time t defined
this way.
Theorem 1. The reachable set RU (T ) for the system (28) is given by the set of matrices in SU(2) with the
x1,1 := x+ iy entry in the region of the unit disc bounded by the parametric curve FT defined as.13
x = x(ω) = cos(ωT ) cos(aT ) +
ω
a
sin(ωT ) sin(aT ), (30)
y = y(ω) = sin(ωT ) cos(aT )− ω
a
cos(ωT ) sin(aT ), (31)
where a :=
√
ω2 + γ2 and the parameter ω ∈
[
−
√
pi2
T 2 − γ2,
√
pi2
T 2 − γ2
]
.
The region of the unit disc representing RU (T ) is at the right of the curve FT which, for every T , connects two
points on the boundary of the unit disc and is symmetric with respect to the x-axis. The region grows with T ,
and when T = piγ , the curve FT collapses to the point (−1, 0) and the reachable set RU (T ) becomes all of SU(2).
Figure 2 shows the typical behavior for the curves FT for various values of T .
Specializing (24) we obtain
Corollary 4.1.
R(T ) = e2σ˜zTRU (T ). (32)
In other terms, Xf ∈ R(T ) if and only if, denoted by Pf the (1, 1) entry of Xf , we have that e−iTPf is in the
region described in Theorem 1.
Remark 4.2. The above corollary gives an alternative geometric explanation of the discontinuity we described
in the previous section (cf. Remark 3.5). Consider the desired point Pf , in the unit disc. As T increases e
−iTPf
describes a circle inside the unit disc. At the same time, as T increases the curve FT moves towards left with a
speed which decreases with decreasing γ. The optimal time is the minimum time where these two curves intersect
for the first time. If this intersection happens at a point of tangency, a small decrease in γ implies that e−iTPf will
have to go around almost an entire circle again before intersecting FT , which explains the discontinuity at that γ.
Notice that this problem does not occur at the origin (corresponding to SWAP-like operators) since in this case
the circle e−iTPf reduces to a single point.
To prove Theorem 1 we shall need the following facts about the parametric curves FT (with parameter ω and
fixed T ), and its extension to values (in (30), (31)) of ω ∈ (−∞,−
√
pi2
T 2 − γ2)
⋃
(
√
pi2
T 2 − γ2,+∞), which we denote
by ST . It can be inferred by plotting the curves for different values of T , but we present an analytic proof in the
appendix.
13These are the optimal frontlines studies in [9].
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Figure 2: Boundaries of reachable sets RU (≤ T ) = RU (T ) for various values of T . The parameter γ is chosen
equal to 1. In red, we have the boundary (curves (30), (31)) for T = 1, in green for T = 1.1, in blue for T = 2, in
purple for T = 3. For T = piγ = pi the boundary of the reachable set collapses to the single point (−1, 0) and the
reachable set becomes the whole unit disc and therefore the whole SU(2).
Lemma 4.3. Let Ft and St the previous defined curves, then:
1. If t1 6= t2 then Ft1 ∩ Ft2 = ∅
2. The curve Ft does not have self intersections.
3. For any 0 < t < piγ , we have Ft ∩ St = ∅.
Proof. (Proof of Theorem 1) Consider the problem of time optimal control subject to v2x+v
2
y ≤ γ2. Analogously to
the case of the system with drift considered in [3] [9] and summarized in section 2, the candidate optimal controls
have the form (cf. (3))14
vx = γ sin(ωτ + φ˜), vy = −γ cos(ωτ + φ˜). (33)
As in the case of system with drift of section 2, with this control, the differential equation (28) can be explicitly
integrated. The result is (cf. (4))
U(τ, ω, φ˜) :=
(
eiωt(cos(at)− iωa sin(at)) ei(ωt+φ˜) γa sin(at)
−e−i(ωt+φ˜) γa sin(at) e−iωt(cos(at) + iωa sin(at))
)
, (34)
with a :=
√
ω2 + γ2. From this expression, it follows that, if a final condition is reached optimally in time T ,
the same is true (by simply changing the phase φ˜) for any state which differs from it only by the phase of the off
14No singular extremals of the form vx = vy ≡ 0 are admissible in this case since they would mean zero dynamics and therefore they
are incompatible with the minimum time requirement.
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diagonal element. Therefore, we only have to consider the (1,1) entry of the desired final condition. This is a point
inside the unit disc with coordinates (cf. (5), (6) and (30) (31))
x = xω(t) = cos(ωt) cos(at) +
ω
a
sin(ωt) sin(at), (35)
y = yω(t) = sin(ωt) cos(at)− ω
a
cos(ωt) sin(at). (36)
Consider now the curve (35) (36) corresponding to t, and with ω ∈
[
−
√
pi2
t2 − γ2,
√
pi2
t2 − γ2
]
, which connects
two symmetric points on the unit circle, i.e. Ft.
From Lemma 4.3, we know that Ft1 and Ft2 do not intersect for t1 < t2. Moreover by comparing the x values
of the endpoints of Ft1 and Ft2 for t1 and t2, which are x1 = − cos(
√
pi2 − γ2t21) and x2 = − cos(
√
pi2 − γ2t22), it
follows that x2 < x1. So, if t1 < t2 Ft1 lies entirely to the right of Ft2 . Now we want to show that St1 , also is
entirely to the right of Ft2 . In fact, since limω→±∞ xω(t) = 1 and limω→±∞ yω(t) = 0, St1 eventually belongs to
the region on the right of Ft1 . If St1 where to intersect Ft2 , then would have to ‘go back’ to the region on the right
of Ft1 and therefore intersect Ft1 , something which is excluded by Lemma 4.3.
In view of this fact, for every (x0, y0) ∈ FT , T is the smallest time such that (x0, y0) can be reached with
an extremal control, and therefore it is the minimum time to reach (x0, y0). As a consequence, (x0, y0) is on the
boundary of the reachable set RU (≤ T ) = RU (T ).15
Using Theorem 1 we obtain an alternative (yet related) method to the ones in [3], [9] to find the minimum time
and the optimal control to reach a final condition Xf for system (1) represented by a point Pf in the unit disc.
The minimum time is the minimum t such that
e−itPf ∈ RU (t). (37)
The optimal control problem with the method from formula (37) can be solved graphically or numerically by
finding for increasing values of T the distance from the point e−iTPf and the curve Ft until such a distance becomes
zero. The first time T where this distance is zero is the minimum time. The value of ω of the intersection gives
the frequency to be used in the controls, vx and vy. Inverting the transformation (29), we obtain the control for
the original system (1), which is of the form (3).16 Finally the phase is φ˜ is found in (3) to match the desired final
condition in SU(2) according to (4).
5 Solution of the minimum time synchronization problem for N qubits
With the above description of the reachable set for system (1) we can now solve the problem to drive simultaneously
to the desired final conditions, N qubits in minimum time. Let us assume the bounds on the norm of the controls√
u2x + u
2
y are γ1, . . . , γN for system 1, . . . , N ,
17. Let Xf,1, . . . , Xf,N be the desired final conditions for system
1, . . . , N , respectively. We also denote by Rj(t) the reachable set at time t for system j.
The first step to find the time optimal synchronous control is to solve independently the time optimal control
problems for the systems 1 through N , and to find therefore the minimum times T1,...,TN . This can be done
using the methods of [3], [9], or the method based on the evolution of the reachable set in the previous section.
Let us consider now the maximum among T1, ..., TN ; Assume it is T1. Then for j = 2, . . . , N we check whether
Xf,j ∈ Rj(T1). If that is the case, then the minimum time is T1 and we can simply drive system 1, time optimally
and (possibly) slow down systems 2 through N in order to obtain the desired final conditions Xf,2,...,Xf,N in time
T1. To slow down a system, we can apply the optimal control but with a smaller value of γ. Graphically e
−iTPf is
15or, more properly, the projection of the reachable set onto the unit disc where the actual reachable set in SU(2) is the set of all
the matrices whose (1,1) entry is in the region bounded by the curve FT .
16Notice that the frequency ω for the driftless system and the frequency ω for the original system with drift are not the same. We
should have used two different symbols for ω (as well as for a) but we have not done it to keep the notations simple.
17This takes into account possible differences in the Larmor frequencies of spin 1
2
particles since the equations are normalized.
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in the region bounded by FT . If we consider a smaller γ the boundary of this region is moved towards the right.
We can do that, until the boundary includes the point e−iTPf and this gives us the correct γ to use.
Assume instead that there exists a j¯ ∈ {2, . . . , N} such that Xf,j¯ /∈ Rj¯(T1). Then the minimum time for
synchronous control is greater than T1 and greater than or equal to the smallest T > T1 such that Xf,j¯ ∈ Rj¯(T ).
Find such a T and then check that for all other j = 1, . . . , N , j 6= j¯, Xf,j ∈ Rj(T ). If that is the case, the algorithm
stops otherwise it continues going back and replacing T1 with T . The algorithms ends because for T ≥ piγmin , where
γmin := min{γ1, . . . , γN}, Rj(T ) = SU(2), for every j.
We summarize the procedure in the following formal algorithm.
ALGORITHM
1. Solve the Time Optimal Control Problem for systems 1 through N and find the minimum
times T1, . . . , TN .
Set Tcurr := max{T1, . . . , TN}.
Set kcurr a value of j such that Tj = Tcurr.
2. For j 6= kcurr check that
Xf,j ∈ Rj(Tcurr)
If this is the case then STOP.
3. Choose a j¯ ∈ {1, . . . , N} such that
Xf,j¯ /∈ Rj¯(Tcurr)
4. Find the smallest T > Tcurr such that
Xf,j¯ ∈ Rj¯(T )
5. Set Tcurr = T , kcurr = j¯
6. Go back to step 2.
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Appendix: Proof of Lemma 4.3
First we rewrite, for convenience, the equations of the curves Ft and St. We have:
x = xω(t) = cos(ωt) cos(at) +
ω
a
sin(ωt) sin(at), (38)
y = yω(t) = sin(ωt) cos(at)− ω
a
cos(ωt) sin(at). (39)
Then Ft is the curve (xω(t), yω(t)) for ω ∈
[
−
√
pi2
t2 − γ2,
√
pi2
t2 − γ2
]
, while St is (38), (39), with ω ∈ (−∞,−
√
pi2
t2 − γ2)∪
(
√
pi2
t2 − γ2,+∞).
1. If t1 6= t2 then Ft1 ∩ Ft2 = ∅
For ω = −
√
pi2
t2 − γ2 we have that:
x = − cos(
√
pi2 − γ2t2), y = sin(
√
pi2 − γ2t2), (40)
which is a point on the unit circle. Since
x−ω(t) = xω(t), y−ω(t) = −yω(t), (41)
the curve Ft connects two symmetric points on the unit circle.
Consider now two curves Ft1 and Ft2 , and let us assume t1 < t2. To prove that these two curves do not
have intersections, we actually need to check that they do not have intersections only for ω ∈
[
−
√
pi2
t2 − γ2, 0
]
,
since they are symmetric with respect to the x axis (see equation (41)). First notice that at the endpoint, when
ω = −
√
pi2
t2 − γ2, on the unit circle, equation (40), implies that the x coordinate is strictly decreasing with t,
therefore the intersection point cannot happen on the unit circle. For ω = 0, y = 0 for all t, and x = cos(γt),
which is also strictly decreasing with t. So, if an intersection point between Ft1 and Ft2 occurs it cannot be on the
boundary of the unit disc or on the x axis. It has to be for a parameter ω := ω1 for Ft1 in
(
−
√
pi2
t21
− γ2, 0
)
and
for a parameter ω := ω2 for Ft2 in
(
−
√
pi2
t22
− γ2, 0
)
.
To show that this is also not possible, we first show that it cannot exist a point where Ft1 and Ft2 are tangent
to each other. Calculation of dxdω gives
dx
dω
=
γ2
a3
sin(ωt) [−at cos(at) + sin(at)] ; (42)
Calculation of dydω gives
dy
dω
= −γ
2
a3
cos(ωt) [−at cos(at) + sin(at)] . (43)
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The function f(at) = −at cos(at) + sin(at) is always positive for at ∈ [γt, pi] (recall we are assuming 0 < γt < pi).
Since ω is negative and |ωt| ≤
√
pi2 − γ2t2 < pi, dxdω < 0 and the curve Ft gives y as a well defined function of x.
Its derivative is
dy
dx
=
dy
dω
dx
dω
= − cot(ωt). (44)
This function is always increasing in the considered interval (it goes from cot(
√
pi2 − γ2t) to +∞). Therefore if
the curves Ft1 and Ft2 coincide so that their slope are the same, we must have
ω1t1 = ω2t2. (45)
Moreover the points where they intersect must coincide. Working in polar coordinates, the radius of a point from
equations (38) and (39) is given by r2 = 1− γ2a2 sin2(at). Equalities of the radiuses gives (a1,2 =
√
ω21,2 + γ
2).
1
a21
sin2(a1t1) =
1
a22
sin2(a2t2). (46)
The phase of the point is given by (cf. (34))
ψ = ωt+ δ − arctan
(ω
a
tan(at)
)
+ 2kpi, (47)
where δ = 0 or δ = pi according to whether the point is in the first or second quadrant.18 Therefore we must have
ω1t1 + δ − arctan
(
ω1
a1
tan(a1t1)
)
+ 2k1pi = ω2t2 + δ − arctan
(
ω2
a2
tan(a2t2)
)
+ 2k2pi. (48)
Since |ω1,2t1,2| ≤
√
pi2 − γ2t21,2 < pi the absolute value of the sum of the first and third terms in both left and right
hand side formula (48) is bounded by 3pi2 . So the above equality (48) can only occur for k1 = k2. This implies
ω1t1 − arctan
(
ω1
a1
tan(a1t1)
)
= ω2t2 − arctan
(
ω2
a2
tan(a2t2)
)
. (49)
Using (45) and the fact that arctan is an increasing function, we obtain,
ω1
a1
tan(a1t1) =
ω2
a2
tan(a2t2). (50)
Using (46) and the fact that 0 < at < pi, we obtain from (50)
cos2(a1t1)
ω21
=
cos2(a2t2)
ω22
. (51)
Combining (46) and (51), we obtain
1 =
ω21
ω22
cos2(a2t2) +
a21
a22
sin2(a2t2). (52)
From (45) and t1 < t2 we obtain
ω21
ω22
> 1 and
a21
a22
> 1. Therefore in (52), we have
1 > cos2(a2t2) + sin
2(a2t2) = 1, (53)
which is a contradiction.
So, if an intersection point between Ft1 and Ft2 occurs, at the intersection the two curves are not tangent. Now
we use this to prove that intersections are not possible.
18To be more precise, we should have replaced arctan
(
ω
a
tan(at)
)
with −pi
2
in the case where at = pi
2
. The treatment of this special
case is analogous to the treatment of the case where at 6= pi
2
. So we focus on this case only.
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Denote by C1 = {t ∈ (0, t2) | Ft ∩Ft2 6= ∅}, and by C2 its complement. We need to show that C1 = ∅. We will
prove that this set is both closed and open, so it must be empty since the interval (0, t2) is a connected set.
First we prove that C1 is open. Denote by A the region bounded by the unit circle, the x−axis, and the curve
Ft2 . If a curve Ft˜, for 0 < t˜ < t2 intersects the curve Ft2 , since at the intersection point the two curves are not
tangent, this implies that the curve Ft˜ leaves the region A. Let Q =
(
xω˜(t˜), yω˜(t˜)
) ∈ Ft˜ and outside A. Let V be
a neighborhood of Q which lies outside A. By continuity there exits  > 0 such that if |t− t˜| ≤  and |ω − ω˜| < ,
then (xω(t), yω(t)) ∈ V . By choosing, if necessary, 1 < , such that ω ∈
[
−
√
pi2
t2 − γ2, 0
]
, for |t − t˜| ≤ 1 and
|ω − ω˜| < 1, we have that for t ∈ (t˜− 1, t˜+ 1) the curve Ft reaches V , so goes outside A, and so must intersect
Ft2 . Thus C1 is open.
Now we prove that also C2 (the complement of C1) is an open set. If t˜ ∈ C2, then the curve Ft˜ lies all inside the
interior of A. Thus there exists a neighborhood W of this curve which lies all inside A. For all ω˜ ∈
[
−
√
pi2
t˜2
− γ2, 0
]
there exists δ > 0 such that if |t − t˜| ≤ δ, and |ω − ω˜| < δ then (xω(t), yω(t)) ∈ W . The constant δ depends on
t˜ and also on ω˜. Since ω˜ varies in a compact set, we may choose a common δ > 0, thus all the curves Ft for
t ∈ (t˜− δ, t˜+ δ) lie in W , so in particular they do not intersect Ft2 . So (t˜− δ, t˜+ δ) ⊂ C2, so C2 is open, and this
implies that C1 is closed.
2. The curve Ft does not have self intersections.
Consider the function r2 = 1 − γ2a2 sin2(at) seen as a function of ω. This function is even and it is easily seen,
by taking the derivative with respect to ω, that this is decreasing in the interval [−
√
pi2
t2 − γ2, 0] (so consequently
increasing in the interval [0,
√
pi2
t2 − γ2]). Thus a possible self intersection may only be for two opposite values of
ω. On the other hand, by equation (41), to have equality we must suppose yω(t) = 0 and this can happen only for
ω = 0.19 So Ft does not have self intersections.
3. For any 0 < t < pi
γ
, we have Ft ∩ St = ∅.
We consider positive ω because of the symmetry of the curve (38) (39). We want to show that St remains strictly
inside the region of the unit disc bounded by Ft and the boundary of the unit disc. Denote this region by A. This
shows in particular that it has no intersection with Ft.
As in the proof of Theorem 1, for any given t, limω→∞ x(ω) = 1 and limω→∞ y(ω) = 0. Therefore St eventually
belongs to this region.
Given a point (xω(t), yω(t)) of the curve (38) (39), we denote by φ(ω) its phase if it belongs to Ft, i.e. ω ∈[
0,
√
pi2
t¯2 − γ2
]
, and we denote by ψ(ω) its phase if it belongs to St, i.e. ω ∈
(√
pi2
t¯2 − γ2,+∞
)
.
Using (38) (39), the phase of this initial point, i.e. when ω = 0, is φ(0) = 0 if at = γt ≤ pi2 and φ(0) = −pi if
pi
2 < at = γt < pi. The portion of the curve (38) (39) belonging to Ft, corresponds at going from γt to pi.
To prove our statement, and show that, in fact, St never exits the region A, we will consider separately the two
cases:
• γt > pi2 , in which case the initial point corresponding to ω = 0 is on the negative side of the x axis, and
φ(0) = −pi,
19This is easily seen as follows: If y = 0, from (39) we have sin(ωt) cos(at) = ω
a
cos(ωt) sin(at). From this, if cos(ωt) = 0 then
cos(at) = 0 and viceversa. Therefore in this case, we would have (take positive ω) ωt = kpi
2
and at = lpi
2
with k and l odd and strictly
positive (since we are assuming ω 6= 0). Solving for t, we get ω
a
= k
l
and using a =
√
ω2 + γ2 we get (l2 − k2)ω2 = k2γ2 which shows
that l > k. From this, we also obtain ω =
√
k2
l2−k2 γ which replaced in ωt = k
pi
2
gives t =
pi
√
l2−k2
2γ
that along with the fact that l and
k are odd and l is strictly greater than k contradicts the fact that t < pi
γ
. Therefore, we can write
tan(ωt)
ωt
=
tan(at)
at
. Since for the given
bounds on the value of ωt is 0 < ωt <
√
pi2 − γ2t < pi, and the value of at is γt < at < pi, so the equality tan(ωt)
ωt
=
tan(at)
at
means that
ωt and at are both in (0, pi
2
) or both in (pi
2
, pi). On both these intervals the function
tan(x)
x
is increasing. Therefore we have ωt = at
which is possible only if ω = 0 and γ = 0.
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• γt ≤ pi2 in which case it is on the positive axis, and φ(0) = 0. The proof in this second case requires few extra
elements.
Case: γt > pi2
We will prove that:
a. The value of the phase, ψ(ω), of the corresponding point in St is always greater than the value of the phase
(for Ft) at the point corresponding to ω =
√
pi2
t2 − γ2 which is (cf.(47)),
φ0 := −pi +
√
pi2 − γ2t2. (54)
b. This value φ0 is always greater than all values of the phase, φ(ω), of the corresponding points in Ft.20
This gives that the phase for points on St, ψ(ω), is always greater than the phase for points on Ft, φ(ω), and
therefore intersection cannot occur.
a. We first consider the function ψ(ω), where ω varies so that at ∈ [pi, 32pi] and then, for k = 2, 3, ..., for
at ∈ ((2k − 1)pi2 , (2k + 1)pi2 ]. If at ∈ [pi, 32pi) the phase (from the entry (1,1) in (34)) is
ψ(ω) = ωt− pi − arctan
(ω
a
tan(at)
)
. (55)
Calculating dψdω we obtain, after some manipulations,
dψ
dω
= t− a
2 cos2(at)
γ2 cos2(at) + ω2
(
γ2
a3
tan(at) +
ω2t
a2 cos2(at)
)
. (56)
To study the sign of dψdω , we calculate (γ
2 cos2(at) + ω2)adψdω , whose sign is the same as the sign of
dψ
dω . We have
(γ2 cos2(at) + ω2)a
dψ
dω
= γ2 cos(at)(cos(at)at− sin(at)) := f(at). (57)
For at ∈ (pi, 3pi2 ) this function is positive and then becomes negative with increasing at. It has one zero and
limat→ 3pi2 f(at) = 0. Therefore, to show that ψ(ω) is greater than the one corresponding to the value of ω =√
pi2
t2 − γ2, i.e., the value where at = pi, for all values of at ∈ (pi, 3pi2 ] is enough to show that the phase for at = 3pi2
is greater than the phase for at = pi. This gives the inequality:
φ0 = −pi +
√
pi2 − γ2t2 < −3pi
2
+
√
9pi2
4
− γ2t2. (58)
For future use we prove the more general inequality
φ0 = −pi +
√
pi2 − γ2t2 < − (2k + 1)pi
2
+
√
(2k + 1)2pi2
4
− γ2t2, (59)
k = 1, 2, ... of which (58) is a special case with k = 1. Inequality (59) is equivalent to
(2k − 1)pi
2
+
√
pi2 − γ2t2 <
√
(2k + 1)2pi2
4
− γ2t2. (60)
Squaring both terms and after some simplifications, we obtain,
(2k − 1)2pi + 4pi + 4(2k − 1)
√
pi2 − γ2t2 < (2k + 1)2pi, (61)
which, after some manipulations gives, the obviously true relation√
pi2 − γ2t2 < pi. (62)
20Here we take the ‘principal’ value of the phase, i.e., ψ ∈ [−pi, pi), and in this case, since we are in the negative y’s region ψ ∈ [−pi, 0].
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Generalizing (55), we define
ωt− kpi − arctan(ω
a
tan(at)) := ψk(ω), (63)
when at ∈ ((2k − 1)pi2 , (2k + 1)pi2 ), for k = 1, 2, 3, .... The general expression for the phase when at ∈ [ 3pi2 ,∞) is
given by the continuous function ψ = ψ(ω)
ψ(ω) = ψk(ω), (64)
when at ∈ ((2k − 1)pi2 , (2k + 1)pi2 ), for k = 2, 3, ...,
ψ(ω) = lim
ω→
√
(2k−1)2 pi2
4t2
−γ2
+
ψk−1(ω) = lim
ω→
√
(2k−1)2 pi2
4t2
−γ2
−
ψk(ω) =
√
(2k − 1)2pi
2
4
− γ2t2 − kpi + pi
2
, (65)
in the points at = (2k−1)pi2 , k = 2, 3, ....
21 In the interior of the interval where at ∈ [(2k − 1)pi2 , (2k + 1)pi2 ], for
k = 2, 3, ..., the derivative of the function ψ(ω) is still given by (56) and it is positive, then, it becomes negative and
then it tends again to zero as at→ (2k+1)pi2 . This means that ψ(ω) is increasing, it reaches a maximum and then it
decreases to a minimum. The maximum cannot be greater than zero because by continuity the curve (38) (39) will
have to cross the x axis and we have seen that this happens only when ω = 0. This ensures that ψ(ω) < 0. The
minimum the function tends to is the value of the function at at = (2k+1)pi2 , i.e.,
√
(2k + 1)2 pi
2
4 − γ2t2−(2k+1)pi2 ,
which is greater than φ0 := −pi +
√
pi2 − γ2t2 (and therefore of −pi) as it was proved in (59).
b. The phase φ(ω) of a point belonging to Ft, which corresponds to at going from γt to pi, can be written,
since we have γt > pi2 :
φ(ω) = ωt− pi − arctan
(ω
a
tan(at)
)
. (66)
This expression is the same as the one given in equation (55). Thus if we take the derivative with respect to ω,
we end up with the same f(at) function of equation (57). This function is positive for (pi2 <)γt < at < pi, thus the
phase is always increasing so φ(ω) ≤ φ0.
Case: γt ≤ pi2
In this case, the previous argument has to be modified with some extra elements since the phase φ(ω) of the
points of Ft, is not always increasing. Here we have:
φ(ω) = ωt− arctan
(ω
a
tan(at)
)
, (67)
if at ∈ [γt, pi2 ). Then φ(ω) is given by equation (66), for at ∈ [pi2 , pi]. The function φ(ω) has a minimum for at = pi2
and then increases for at ∈ (pi2 , pi]. Moreover, we have that φ(pi2 ) = φ0 in (54).
The phase ψ(ω) of the points in St, is again given by equations (63), (64), (65), for at ∈ (pi,∞). Proceeding as
in the previous case (part a.), we show that the phase for the points of St has to be always greater than the value
φ0, and therefore greater of all points on Ft for at ∈ (pi2 , pi]. Therefore if an intersection occurs it has to occur in
the first part of the curve Ft, the one corresponding to values of at ∈ [γt, pi2 ). Now consider the square radius r2 as
a function of at, i.e.,
r2 = 1− γ
2t2
a2t2
sin2(at). (68)
For at ∈ [γt, pi] this function is increasing as a function of at. Therefore the radius on the first part of Ft is ≤ than
the value of this function at at = pi2 , which is,
r20 = 1−
4γ2t2
pi2
. (69)
21We remark that this is the ‘principal’ value of the phase, that is, the one with value in the interval (−pi, 0). To see this, notice
that at the first endpoint of the interval [(2k − 1)pi
2
, (2k + 1)pi
2
], we have ψ(ω) given by
√
(2k − 1)2 pi2
4
− γ2t2 − kpi + pi
2
as in (65) and
we can see 0 >
√
(2k − 1)2 pi2
4
− γ2t2 − kpi + pi
2
> −pi. The right inequality is equivalent to
√
(2k − 1)2 pi2
4
− γ2t2 > kpi − 3pi
2
, which
squaring both terms and after simplifications leads to the true inequality −γ2t2 > −2(k − 1)pi2. The left inequality follows similarly.
The fact that the phase ψ = ψ(ω) remains in this range is a consequence of the considerations that follow.
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Now for at ∈ [pi, 3pi2 ] the square radius function is decreasing, it has a minimum and then it is increasing again. A
computation of the derivative with respect to at shows that the minimum is at the point at = z1 ∈ (pi, 3pi2 ) such
that tan(z1) = z1. At this point, writing sin
2(z1) =
tan2(z1)
1+tan2(z1)
, we can write the radius in (68) as
r21 = 1−
γ2t2
1 + z21
. (70)
Comparing with (69) using the fact that z1 > pi, we obtain r1 > r0, i.e., the minimum radius for at ∈ [pi, 3pi2 ] is
greater than the value r0.
This argument extends to vales of at ∈ [(2k − 1)pi2 , (2k + 1)pi2 ], for any k ≥ 2. In these intervals, the radius
square function is increasing, then decreasing, then increasing again. The minimum is obtained for a value zk ∈
((2k − 1)pi2 , (2k + 1)pi2 ) such that tan(zk) = zk, and for the corresponding radius rk, we have:
rk > r1 > r0,
so also in this case the curves Ft and St do not intersect.
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