The tomographic picture of quantum mechanics has brought the description of quantum states closer to that of classical probability and statistics. On the other hand, the geometrical formulation of quantum mechanics introduces a metric tensor and a symplectic tensor (Hermitian tensor) on the space of pure states. By putting these two aspects together, we show that the Fisher information metric, both classical and quantum, can be described by means of the Hermitian tensor on the manifold of pure states.
I. INTRODUCTION
The states of quantum systems are described by wave functions (state vectors in Hilbert space) or density matrices. The difference between quantum states can be associated with a distance between the state vectors or the density matrices. To introduce the notion of the distance one needs to construct a metric in the set of states. In classical probability theory the Fisher information metric can be used to characterize the distance between probability distributions. In quantum information theory the quantum generalization of the metric is also used.
In the past two decades, the tomographic picture of Quantum Mechanics has shown that quantum states may be described by means of genuine probability distributions, called tomograms [1] .
This allows the use of methods of classical probability theory to deal with quantum states. Of course, the converse is also possible and we can view classical probability theory within the quantum setting. We shall consider this second possibility to express the Fisher classical information metric within the quantum paradigm. In doing this we obtain that the appropriate expression contains the Quantum Information Metric and reduces to the classical one when states satisfy suitable conditions.
More specifically, in classical optics, photometry dominates the measured quantities. In radiative transfer we must include the direction cosines of light rays as well as the spectrum. But even the two slit interference demands a phase (or rather phase differences). This is also true for the description of partial coherence. Pancharatnam showed that propagation in crystals also requires the introduction of a phase for the wavefunction. This notion was amplified by Berry by introducing a path dependent phase. (Already Dirac, when dealing with the magnetic monopole,had introduced phase dependence on the path.) In all these cases the primary measurement is of intensities only and he showed that such a phase is present in general in quantum mechanics. So classical intensity distribution is insufficient for a complete description. Given a classical (non-negative, normalised) probability we should introduce a phase.
The main observation is the following: we describe probability densities p(x) of random variables with values in X by means of probability amplitudes, i.e. normalized wave functions ψ(x) defined on X, by setting p(x) = ψ * (x)ψ(x) = |ψ(x)| 2 , thus going from integrable functions to square integrable functions on X [2] . Our strategy consists of using the available metric tensors on H and thereof on the space of pure states R(H) and to pull them back to a submanifold Θ of probability densities over X.
We shall find that the Hermitian tensor fields on R(H) when pulled back to Θ will give the Fisher Quantum Information metric tensor. The aim of this work is to exhibit explicitly the form of this metric tensor on the space Θ starting with the Fubini-Study metric on the space of pure states.
II. THE METRIC TENSOR ON THE SPACE OF PURE STATES
It is well known that due to the probabilistic interpretation, states for quantum systems are not vectors |ψ ∈ H but rather they are rays, elements of the Hilbert manifold R(H), which are conveniently parametrized as rank-one projection operators, the projection from H to R(H) being defined by
for |ψ = 0. This projection map allows to identify on R(H) a metric tensor g usually called the
Fubini-Study metric and a symplectic structure ω [3] . Both of them define on R(H) what is called a Kählerian structure. The pullback of this tensor to H along the map π acquires the following form:
as has been shown elsewhere [4] . To work with this tensor on H instead of R(H) is quite convenient for computational purposes.
Let the Hilbert space H be realized as the space of square integrable functions over X, namely H = L 2 (X). Therefore, abstract vectors |ψ are wave functions ψ(x), and their scalar product is
The physical state |ψ may depend on unknown parameters θ 1 , θ 2 , ..., θ m and this can be made explicit using the notation ψ(x; θ) for the wave function. This will be the setting for what follows.
Having replaced |ψ with a wave-function ψ(x; θ) we can consider a polar representation by setting
with ψ|ψ = 1, so that p ∈ L 1 (X) is a probability density.
We should say something about our notation. The probability density p(x; θ) is being used to consider averages of functions
averages of differential forms
and more generally averages of covariant tensors like df dg pdx.
For instance, if f depends on parameters (θ 1 , θ 2 , ..., θ m ) we think of df as
and similarly
The advantage of using the abstract notation df is that we do not have to specify the parameters or their number. Moreover, from the abstract notation, we would have |dψ and x|dψ = dψ(x),
showing that the differential should not be understood as taken with respect to x which identifies an orthonormal basis of improper eigenvectors which are considered to be chosen once and for all.
Using the polar representation (3) above for ψ(x) we have d(ln ψ(x; θ)) = Using expression (2) for h, we obtain for the pullback of h, denoted by h X , the expression
We have used a few identities in deriving this expression which follow from pdx = 1, namely dp dx = d ln p pdx = 0.
From (8) we obtain for the metric tensor h X the expression
where
This Hermitian tensor on Θ coincides with the Fisher classical information metric when dα = 0. To see this, consider a parameter space Θ ≡ {θ 1 , θ 2 , ..., θ m }. If we compute our metric tensor
is the Fisher classical information metric, whose abstract expression reads
It is clear that the second and the third terms in (11) combine to give the covariance of dα and that the imaginary part of (11) is connected with the geometric phase. So when Cov(dα) and the geometric phase are both zero, we recover the Fisher classical information metric, namely
In general, we have that the Fisher classical information metric F /4 is strictly dominated by the quantum Riemannian metric g [3] .
In the general case (dα = 0) h X coincides with the Fisher quantum information metric. This will be shown in the next section.
III. FISHER QUANTUM INFORMATION METRIC
A definition of the Fisher quantum information metric was proposed by Helstrom [5] . This definition relies on the notion of the symmetric logarithmic derivative. The symmetric logarithmic differential dL ρ is implicitly defined by the relation
where ρ represents a generic density matrix (which we prefer to call a density state) and dL ρ = dL † ρ defines the Hermitian matrix whose matrix elements are differential one-forms. The uniqueness of dL ρ may be proved by adopting the arguments in [6] , p. 274. The Fisher quantum information acquires the form
As usual the trace replaces the integrals which appear when we consider probability distributions.
By restricting our computations to pure states, i.e. ρ 2 = ρ, ρ † = ρ, Trρ = 1, we find the
From the definition of the symmetric logarithmic differential (15) compared with i) we find that
Thus for pure states we get
We recall that by the differential of a matrix we mean a matrix-valued differential one-form, i.e.
the matrix which we obtain by taking the differentials of the elements of the matrix.
To carry out the comparison of F q with h X , we start with
From dρ = |dψ ψ| + |ψ dψ| we compute easily
which is exactly our tensor field h, given in (2) when ψ|ψ = 1.
In conclusion, we have found that for pure states, what we have called the Fisher quantum information metric contains both the quantum version and the classical version when dα = 0.
IV. CONCLUSIONS AND OUTLOOK
Much interest has been focused on the quantum counterpart of the classical Fisher information [7] . The quantum counterpart of the classical Fisher information was shown to constitute an upper bound on the classical Fisher information. Consequently there was interest in understanding conditions under which the bound could be attained. Barndorff-Nielsen and Gill [8] derived a condition for the quantum and classical Fisher information to coincide in the particular case of a two-dimensional pure state system. Luati [9] showed that this condition held even for twodimensional mixed states. Our geometrical formulation of the quantum Fisher information shows that the condition for the equality of the quantum and classical information is the condition dα = 0 for pure states in any dimension.
We will elsewhere discuss the implications of our geometrical formulation of Fisher information in terms of the Fubini-Study metric and tomographic probabilities.
Our presentation of Fisher quantum information metric is closer in spirit to what is known in the literature as "nonparametric" Fisher information metric [10] . In our approach however we consider a manifold of states suitably chosen so that it carries a differential calculus.
