The chiral Hall effect of magnetic skyrmions from a cyclic cohomology
  approach by Lux, Fabian R. et al.
The chiral Hall effect of magnetic skyrmions from a cyclic cohomology approach
Fabian R. Lux,1, 2, ∗ Frank Freimuth,1 Stefan Blu¨gel,1 and Yuriy Mokrousov1, 3
1Peter Gru¨nberg Institut and Institute for Advanced Simulation, Forschungszentrum Ju¨lich and JARA, 52425 Ju¨lich, Germany
2Department of Physics, RWTH Aachen University, 52056 Aachen, Germany
3Institute of Physics, Johannes Gutenberg University Mainz, 55099 Mainz, Germany
(Dated: October 22, 2019)
We demonstrate the emergence of an anomalous Hall effect in chiral magnetic textures which is neither
proportional to the net magnetization nor to the well-known emergent magnetic field that is responsible for
the topological Hall effect. Instead, it appears already at linear order in the gradients of the magnetization
texture and exists for one-dimensional magnetic textures such as domain walls and spin spirals. It receives a
natural interpretation in the language of Alain Connes’ noncommutative geometry. We show that this chiral Hall
effect resembles the familiar topological Hall effect in essential properties while its phenomenology is distinctly
different. Our findings make the re-interpretation of experimental data necessary, and offer an exciting twist in
engineering the electrical transport through magnetic skyrmions.
Topological magnetic solitons such as magnetic skyrmions
represent a class of particle-like magnetization textures which
could serve as energy-efficient information bits of the fu-
ture [1, 2]. There are three important milestones which need
to be reached in order to realize this vision, and which are
currently an active field of research: the stabilization of room-
temperature solitons [3, 4], their deterministic control [5, 6]
and their deterministic read-out [7, 8]. With regard to the lat-
ter, non-collinear magnetic textures challenge us with broken
translational invariance and variations on mesoscopic length
scales. This is why the interpretation of experimental trans-
port data is often strongly debated, as has been recently the
case for SrIrO3/SrRuO3 bilayers [9, 10]. While this sys-
tem may exhibit skyrmionic magnetization textures, the pres-
ence of chiral domain walls and strong spin-orbit coupling
(SOC) adds further complexity [11] and undermines an a pri-
ori gauge field interpretation of the observed topological Hall
effect (THE) [12–14].
The THE has been used as a proxy for the detection of a
skyrmion phase since the early days of skyrmionics [15] and
various theoretical approaches have been put forward in order
to generalize upon its gauge-field interpretation. These are
model based extensions of either the gauge-field language in
the non-adiabatic regime [16, 17], or on a T -matrix scatter-
ing theory operating in a weak-coupling regime [18, 19]. The
only approach which acknowledges the importance of SOC-
induced gauge fields to linear order is that by Nakabayashi
and Tatara [20]. However, previous work on the orbital mag-
netization of non-collinear spin-textures suggests that any per-
turbative description in the SOC-strength is eventually insuf-
ficient in a regime where no preferred spin reference-frame
exists anymore [21]. Strong SOC materials such as the above
mentioned oxides can fall into this regime as well. Further,
it would be desirable to have a formalism which can be gen-
eralized to an ab initio description and is not confined to the
model level.
In this work, we close this gap and set the foundation for
future progress in the area of electrical transport properties of
isolated topological solitons. We do so by rephrasing its con-
stitutive equations in the language of non-commutative geom-
etry [22, 23]. This procedure results in a systematic recipe
to incorporate non-collinear magnetism by providing correc-
tions to the conductivity tensor order by order in the gradients
of the local magnetization texture. In addition, the transverse
components of the conductivity tensor receive a natural in-
terpretation as non-trivial elements in the cyclic cohomology
class of the non-commutative phase-space geometry [24]. We
focus on the first non-trivial transverse correction in this ex-
pansion which we coin chiral Hall effect (CHE). We argue that
the CHE can provide a non-negligible correction compared to
the THE while it can display similar features.
Central to our approach is the phase-space formulation of
quantum mechanics [25, 26] and its application to the non-
equilibrium Keldysh formalism [22]. In this approach, the
non-commutative algebra of quantum operators is translated
into the non-commutative ?-product
? ≡ exp
{
i~
2
(←
∂ xµ
→
∂ pµ −
←
∂ pµ
→
∂ xµ
)}
, (1)
acting on phase-space functions. Here, and in the following
discussion, we refer to the four-position (x)µ ≡ (ct,x) and
momentum (p)µ ≡ (/c,p) with respect to the metric signa-
ture (−+++). Both, x and p can now be regarded as classical
c-numbers. When H denotes the Hamiltonian and Σ the self-
energy on phase-space, the Dyson equation reads
(−H − Σ) ? G = id, (2)
whose solutions G represent the non-equilbrium Keldysh
Green’s function and encode the physical properties of the
system. By the nature of the ?-product, a solution of the
Dyson equation yields a semiclassical expansion with respect
to ~ with the classical propagator at O(~0) represented by
G0 = ( −H − Σ)−1. In the following, we approximate the
self-energy Σ with a constant broadening Γ in the advanced
and retarded component ΣA = (ΣR)∗ = iΓ and the lesser
component Σ< = 2if()Γ. In the presence of static and ho-
mogeneous external electromagnetic fields, the ?-product is
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2modified and takes the form [22]
? ≡ exp
{
i~
2
(←
∂ xµ
→
∂ pµ −
←
∂ pµ
→
∂ xµ + qF
µν
←
∂ pµ
→
∂ pν
)}
.
(3)
This equation introduces the electromagnetic field tensor Fµν
which follows the usual conventions. In particular, cF0i = Ei,
where c is the speed of light and q = −e denotes the electric
charge. Within the semiclassical formalism, the electric four-
current density jµ ≡ (cρ, j) is given by
jµ ≡ e
2
=
∫
dp
(2pi)d+1~d
tr
{
∂
∂pµ
(GR)−1? ?, G<
}
, (4)
where { ?, } indicates the anti-commutator with respect to the
?-product and which fulfills the continuity equation ∂µjµ = 0
(see the Supplemental Material). We define the net current
density as the average 〈j〉 ≡ V −1T−1 ∫ dx j(x), where T
represents the time-interval of measurement and V the d-
dimensional volume of the sample. The conductivity tensor
is then defined as the derivative σkl = ∂ 〈j〉k /∂El|E→0. In
order to determine this derivative, we expand G → G + GE
to find the first-order correction due to the electric field (see
Supplemental Material):
GE =
i~q
2
(
G?∇pG−10 ?∂G−G?∂G−10 ?∇pG
)
·E, (5)
where the ?-product and the Green’s function is now evalu-
ated at zero-field. The conductivity can then be split into two
contributions σkl = σseakl + σ
surf
kl . Employing the convention
Tr{•} ≡
∫
dp
(2pi)d+1~d
tr{•}, (6)
we arrive at the deformed Kubo-Bastin formula
σseakl = ~e2< Trsea
〈
GR ? vk ? G
R ? vl ? G
R − (k↔ l)〉 ,
(7)
σsurfkl = ~e2< Trsurf
〈
vk ? (G
A −GR) ? vl ? GA
〉
.
(8)
Here, we denote Trsea{•} = Tr{f() •} and Trsurf{•} =
Tr{f ′() •}, where f is the Fermi distribution. The derivation
of these equations heavily relies on certain algebraic proper-
ties of the ?-product. In particular its associativity and the
cyclic property of the phase-space, Tr 〈A ? B〉 = Tr 〈B ? A〉,
which would not be valid without the real-space averaging.
We now want to comment on the geometrical interpretation
of the anomalous Hall effect for the special case d = 2 of two
space dimensions. For this, we introduce the Maurer-Cartan
like objects θµ ≡
(
G ? ∂∂pµ (G)
−1?
)
, and by defining
ϕ2(θ0, θ1, θ2) ≡ < Trsea
〈
µ0µ1µ2θRµ0 ? θ
R
µ1 ? θ
R
µ2
〉
, (9)
where µ ∈ {, px, py}, we can write the Hall conductivity as
σseaxy =
~e2
3
< ϕ2(θ0, θ1, θ2). (10)
FIG. 1. Angular dependence of the chiral Hall effect in the Rashba
model. The shown matrix represents the normalized angular mag-
netization dependence of the components of the CHE which cou-
ple to the real-space derivatives ∂inˆj , where i ∈ {x, y} is the
row-index and j ∈ {x, y, z} is the column index of the figure
(~αR = 1.41 eV A˚, ∆xc = 0.5 eV, µ = 0, Γ = 50 meV,
m∗eff = 3.81 me). All shapes have an inversion center resulting
from Onsager reciprocity.
As shown explicitly in the Supplemental Material, ϕ2 repre-
sents a cyclic cocycle, i.e., it represents the cyclic cohomology
class of the electronic system (see [27] for an introduction to
the subject). It can be seen as a generalization of the Thouless-
Kohmoto-Nightingale-Nijs (TKNN) formula. In fact, for in-
sulators in the semiclassical limit ~→ 0, one retains the form
of the generalized TKNN formula σseaxy =
e2
h N2 [28, 29],
where N2 is the Chern character of the electronic system.
Also in the general case, a smooth variation of the Green’s
function δGR will not alter ϕ2 for insulators at zero temper-
ature, i.e., δϕ2 = 0. A proof of this statement can be ob-
tained by generalizing an argument of [30] (see Supplemen-
tal Material). That it should be quantized can be understood
from the considerations in non-commutative Chern-Simons
theory [31]. Symbolically, we will write the Kubo 2-cocycle
as
ϕ2(θ0, θ1, θ2) = < Trsea 〈αβγ
α γ
β
〉, (11)
which puts an emphasis on the cyclic invariance of the trace
operation and on its geometrical origin. Here, the solid
lines represent retarded Green’s functions while the vertices
represent derivatives of the inverse propagator, i.e., •
α
≡
∂pα(G
R
0 )
−1. In order to translate the diagram into an equa-
tion it is to be read in clockwise direction. The next-order
correction (the “one-loop” level) can be obtained by expand-
ing the Green’s functions to first order in the gradients [22]
GR = GR0 +
i~
2 Π
ijGR0 ∂i(G
R
0 )
−1GR0 ∂j(G
R
0 )
−1GR0 , where the
tensor Π encodes the first-order expansion of the ?-product.
For time-independent Hamiltonians, the indices i and j there-
fore run over the components of x and p. Diagrammatically,
this correction can be expressed as
GR = GR0 + . (12)
3FIG. 2. Chiral Hall effect in a chiral Heisenberg magnet. A 2D-
system of side-length L containing 100 × 100 spins is simulated at
T = 1 K using the Spirit code. Starting from the polarized state
at Hz = −4 T, the magnetic field is increased step-by-step. a) At
Hz = 0.57 T the magnetization starts to switch. Shown is the den-
sity of the CHE which displays strong resonances at local conical
phases which have no topological charge. b) At Hz = 2.53 T, the
system is dominated by magnetic skyrmions which exhibit a ring-like
CHE signature. c) Tracing the evolution of the average CHE and the
topological charge Q one finds a correlated signal (the correspond-
ing magnetic state is shown in the inset below). Yet, by its nature,
the CHE is not caused byQ.
Inserting this first-order expansion into Eq. 11, expanding the
?-products and retaining only first-order contributions in ~
leads to the full set of diagrams presented in the Supplemen-
tal Material. All corrections can be incorporated into a single
renormalized (dressed) four-momentum vertex α¯, concisely
written as
•¯
α
= 3
(
α
− ∂pα
)
− 2
α
. (13)
Going from the zeroth order to the one-loop corrections then
amounts to the replacement •
α
→ •¯
α
in Eq. 11. Since the renor-
malized vertex is by construction linear in the gradients of
the magnetization texture, we refer to the resulting Hall signal
σchexy as the chiral Hall effect.
Consider a generic time-independent two-band Hamilto-
nian of the form H ≡ dµσµ, where µ ∈ {0, 1, 2, 3}, σµ =
(id,σ) and dµ = (d0,d) in the (+ − −−) metric conven-
tion. We consider H as the Wigner transformation of some
quantum Hamiltonian and therefore, dµ is a function of the
phase space coordinates x and p. Defining the four-vector
gµ = (g0,g) ≡ ( − d0 + iΓ,d), the retarded Green’s func-
tion for this Hamiltonian is given by GR0 = gµσ
µ/gνgν . With
these conventions, the first order gradient correction can be
obtained via a suitable renormalization of the current vertex
as described above. The renormalized diagram evaluates to
tr αβγ
α¯ γ
β
=
−4i
(gµgµ)2
{
d · (∂pxd× v¯py)
+ d · (v¯px × ∂pyd)
+ v¯0 d ·
(
∂pxd× ∂pyd
)
+ g0 v¯ ·
(
∂pyd× ∂pxd
)}
, (14)
where we have defined v¯µα ≡ 12 tr •α σ
µ . Evaluating the trace
for the coupling to v¯0 yields
v¯0 = −
1
2
∂tr
{ }
= ∂
2|d|3
gµgµ
∑
i
Ωxipi , (15)
where we now have introduced the mixed-space Berry cur-
vature of a two-level system, which can be written as Ωij =
−d · (∂id × ∂jd)/(2|d|3). The term proportional to v¯0 thus
describes a coupling of the momentum space Berry curvature
Ωpxpy to the mixed space Berry curvatures Ωxipi − a connec-
tion which was speculated on before (but not shown to exist)
for the chiral orbital magnetization of isolated skyrmions [21].
The appearance of a term like this is remarkable, since the
semiclassical dynamics of insulators would be well captured
by the Strˇeda formula with a modified density of states given
by the Pfaffian D = |Pf(Ω−Π)| /(2pi)2 [32–34] and a cou-
pling like ΩpxpyΩxipi is not present in the two-dimensional
expansion of the Pfaffian.
Finally, we demonstrate the existence of the CHE by per-
forming an explicit numerical simulation for a spin-polarized
electronic system with spin-orbit interaction. Namely, we
focus our analysis on the two-dimensional magnetic Rashba
model, which is well-suited to describe the effect of SOC in
interfacial systems:
H =
p2
2m∗eff
+ αR(σ × p)z + ∆xc σ · nˆ(x), (16)
where m∗eff is the electron’s (effective) mass, σ denotes the
vector of Pauli matrices, αR is the Rashba spin-orbit coupling
constant, and ∆xc is the strength of the local exchange field.
In general, the CHE can be formulated in a tensorial way as
σchexy [nˆ] =
1
V
∫
dx (σchexy )
ij (nˆ)∂inˆj , (17)
where (σchexy )
ij(nˆ) depends only on the direction of nˆ, but not
on its derivatives. In Fig. 1, we present the zero-temperature
directional dependence of this tensor for the case of ~αR =
1.41 eV A˚, ∆xc = 0.5 eV, Γ = 50 meV and m∗eff = 3.81 me.
4The chemical potential was set to µ = 0 eV. All shapes
have an inversion center due to the local Onsager reciprocity
(σchexy )
ij (−nˆ) = (σchexy )ij (nˆ), proved in the Supplemental
Material (generalizing results from [35]). Notably, the angu-
lar dependence does not resemble a dominant n2z behavior in
(σchexy )
xx(nˆ) and (σchexy )
yy(nˆ) as would be expected for the
Berry phase term which was alluded to above. This means
that the Berry curvature contribution to the CHE is subdomi-
nant in this case, and it should therefore be rather interpreted
as a strongly non-adiabatic effect.
It lies in the power of our approach that once the direc-
tional dependence of the CHE tensor is known, it can be
integrated for arbitrary magnetization textures. We chose
to perform a numerical experiment using the spin dynamics
code Spirit [36], and perform a hysteresis loop experiment
for a Heisenberg magnet with ferromagnetic nearest neigh-
bor exchange J = 1 meV, Dzyaloshinskii-Moriya interaction
D = 0.5 meV and spin moment µs = 2µB at a temperature
of T = 1 K. This system stabilizes skyrmions in between
2 T and 3 T (for further details we refer to the Supplemental
Material). This kind of experiment is commonly conducted
in materials where skyrmions are so small that optical tech-
niques are not available for their detection. Instead, the pres-
ence of skyrmions is inferred from an additional feature in the
anomalous Hall signal which is commonly attributed to the
topological Hall effect.
The results of this numerical experiment, presented in
Fig. 2(a), demonstrate the emergence of the chiral Hall effect
in the switching process and its correlation with the build-
up of the topological charge. However, unlike the topolog-
ical Hall effect it is not caused by this charge. This be-
comes evident when we look closer at the field strength of
H = 0.57 T, at which local conical phases appear in the sam-
ple. Remarkably, the CHE shows a very large magnitude in
the areas which exhibit conical spin spirals (see the inset of
Fig.2(b) of the main text, and Fig. (3) in the Supplemental
Material), while the topological charge is still zero in this case.
Within the field regime where magnetic skyrmions are stabi-
lized, the CHE shows a non-trivial behavior, and manifests
itself in ring-like textures in the local current density, see the
inset of Fig.2(c).
Overall, our findings call for a re-interpretation of common
transport experiments in chiral magnets. In the past, these
mostly relied on phenomenological arguments based on the
adiabatic theory of the topological Hall effect, which is al-
ready known to be insufficient in many cases [16–19]. Our
formalism represents the first systematic derivation of correc-
tions to the anomalous Hall effect of collinear magnets, which
are in principle not restricted to the model level or the weak-
coupling regime, and which can be certainly reformulated in
the language of ab initio electonic structure.
We believe that the CHE will provide an essential degree of
freedom in engineering the electrical transport through mag-
netic skyrmions and non-collinear magnetic textures in gen-
eral. This is emphasized by the fact that according to our
analysis the non-vanishing CHE emerges already for one-
dimensional spin textures such as spin-spirals and domain
walls [37]. In materials with pronounced spin-orbit interac-
tion the CHE can be a significant contribution to the overall
Hall signal. This might be the case for example in the afore-
mentioned SrIrO3/SrRuO3 bilayers or the celebrated B20-
compound MnSi, where scattering off the cone-phase has
been speculated to lead to a Hall effect before [38]. But also
in antiferromagnetic systems of e.g. the Mn3X-family, which
exhibit the “topological” Hall effect, an investigation of the
CHE can be of great interest [39, 40].
Importantly, we have embedded the approach to the CHE
into the rich context of non-commutative geometry which
lends itself to a deep interpretation. This connection is fruit-
ful for two reasons. Firstly, its language might shed some
light on how super-lattices of magnetic skyrmions can in-
duce topological states in magnetic insulators as they change
the topology of the underlying non-commutative phase space.
Secondly, electronic transport in non-collinear magnets on
its own represents an experimentally well-established field,
where theoretical ideas from non-commutative geometry and
non-commutative Chern-Simons theory could be put under
scrutiny, while they remain rather elusive in the context of
high-energy physics where they have been studied intensively
20 years ago [41–43].
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Appendix A: Derivation of the deformed Kubo formula and the chiral Hall effect
1. Definition of the Wigner transformation
We follow the conventions in [22]. Given a function o(x1, x2) with a dependence on two space-time points x1 and x2 one
constructs the auxiliary function ox(y), where x = (x1 + x2)/2 and y = x1 − x2. The Wigner transformationW of o is then
defined as the Fourier transformation
W[o](x, p) =
∫
dd+1y ox(y) e
−iyµpµ/~. (A1)
As the Fourier transformation is invertible, one can express o(x1, x2) in terms of its Wigner transformation as
ox(y) =
1
(2pi~)d+1
∫
dd+1pW[o](x, p) e+iyµpµ/~. (A2)
For a space-time convolution of the form (o1 ∗ o2)(x1, x2) ≡
∫
dy o(x1, y)o(y, x2), the Wigner transformation is given by the
?-product expression
W[o1 ∗ o2](x, p) =W[o1](x, p) ?W[o2](x, p) (A3)
with the ?-product defined as in the manuscript.
Expectation values of operators
A time-averaged single particle operator Aˆ(1) in second quantized form is given by
Aˆ =
1
V T
∑
σσ′
∫
dt
∫
ddr
∫
ddr′ Ψ†σ(r, t)
〈
rσ
∣∣∣ Aˆ(1) ∣∣∣ r′σ′〉Ψσ′(r′, t), (A4)
where Ψ†σ(r, t) =
∑
k e
−ik·ra†k,σ(t). We now define the integration kernel Aσσ′(rt, r
′t′) = δ(t − t′) 〈rσ ∣∣A(1) ∣∣ r′σ′〉. There-
fore
〈Aˆ〉q = −i~
1
V T
∫
dd+1x1 lim
x2→x1
tr (A ∗G<)(x1, x2) ≡ −i~
〈
lim
x2→x1
tr (A ∗G<)(x1, x2)
〉
(A5)
where we have identified the lesser Green’s function G<σσ′(x1, x2) = i
〈
Ψ†σ′(x2)Ψσ(x1)
〉
q
/~ and where the index q indicates
the quantum statistical expectation value. The bracket on the r.h.s. again denotes the space-time averaging as in introduced in
the manuscript. Based on the inverse Wigner-transformation, one finds
lim
x2→x
tr (A ∗G<)(x, x2) = lim
y→0
1
(2pi~)d+1
∫
dd+1p trW[A ∗G<](x, p) e+iyµpµ/~
=
1
(2pi~)d+1
∫
dd+1p tr {W[A](x, p) ?W[G<](x, p)}. (A6)
Usually, we neglect the explicit notation ofW and will do so again in the following. In summary, the time-averaged expectation
value of the single particle operator Aˆ is given by
〈Aˆ〉q = −iTr 〈A ? G<〉 , (A7)
with A = A(x, p) and G< = G<(x, p). Using the cyclic property of the phase-space trace, it would be indeed possible to drop
the ?-product in this expression. It his however often beneficial to keep it until the point where semiclassical approximations are
adopted. For Hermitian operators, i.e., for Aˆ† = Aˆ, and using the property that (G<)† = −G<, one finds
〈Aˆ〉q = = Tr 〈A ? G<〉 . (A8)
72. Useful relations for Wigner-space Green’s functions
Analytic properties of the Green’s function
We consider the left and right Dyson equations
Gl ? (−H − Σ) = id (A9)
(−H − Σ) ? Gr = id. (A10)
Since the ?-product is associative, we find that Gl = Gr = G. This can be seen as follows:
Gr = id ? Gr = (Gl ? (−H − Σ)) ? Gr = Gl ? ((−H − Σ) ? Gr) = Gl ? id = Gl. (A11)
Further, if the self-energy fulfills ΣR = (ΣA)† and Σ< = −(Σ<)†, then the Green’s function obeys
GR = (GA)†, G< = −(G<)†. (A12)
At zeroth order in ~, the Dyson equation reduces to (−H − Σ)G0 = id.
The Green’s function under time-reversal
We consider a Hamiltonian of the form
H[nˆ] ≡ H0 + ∆xcnˆ · σ, (A13)
where H0 is invariant under the time reversal operation T. On phase-space, we decompose T = U ? K into a ?-unitary part U
and the complex conjugation K, and define its action on phase-space functions by
T ?O(x, t; p, ) ? T−1 ≡ U ?O(x, t; p, )∗ ? U† ≡ uO(x,−t;−p, )∗u†, (A14)
where the unitary matrix u acts on the spin degree of freedom. Here, we require that T?σ?T = −σ. The Hamiltonian therefore
transforms as H[p, nˆ] = T ? H[−p,−nˆ] ? T−1. It then follows directly from the Dyson equation, that
GR0,nˆ(x, t; p, ) = +T ? G
A
0,−nˆ(x,−t;−p, ) ? T−1, (A15)
GA0,nˆ(x, t; p, ) = +T ? G
R
0,−nˆ(x,−t;−p, ) ? T−1, (A16)
G<0,nˆ(x, t; p, ) = −T ? G<0,−nˆ(x,−t;−p, ) ? T−1. (A17)
In the absence of electromagnetic fields, the ?-product is invariant under time-reversal, and these relations generalize to the full
propagator G. For A = A(x, p), it then follows that
< tr {A ? G<nˆ (x, t; ,p)} = −< tr {(U† ? A ? U)∗ ? G<−nˆ(x,−t; ,−p)}, (A18)
= tr {A ? G<nˆ (x, t; ,p)} = += tr {(U† ? A ? U)∗ ? G<−nˆ(x,−t; ,−p), }. (A19)
This is a generalization of the result in [35]. In particular, this implies that the expectation value of Hermitian operators (such as
the density of states ∼ = tr G<) is invariant under time-reversal as long as the ?-product remains T-invariant.
3. Current operator and continuity equation
Following the relativistic notation, we define the Hermitian four-velocity operator as
vµ ≡ −1
2
(
∂pµG
−1? + h.c.
)
. (A20)
The electric four-current density jµ = (cρ, j) can then be obtained from the phase-space expectation value of vµ using its local
expression, i.e.,
jµ ≡ e
2
= Tr
{
∂
∂pµ
(GR)−1? ?, G<
}
, (A21)
8where e is the elementary charge. From the Dyson equation one obtains
∂x0j
0 = −e= Tr 1
i~
[H?,G<] (A22)
div j = +e= Tr 1
i
[H(∂~?), G<]. (A23)
As can be proven order by order in ~, we have the identity Tr[H?,G<]/(i~) = Tr[H(∂~?), G<]/i for Hamiltonians of the form
H = p2/(2m) + V (x) and therefore, the continuity equation ∂xµjµ = 0 is fulfilled. That a continuity equation like this should
be fulfilled was claimed in [22] but not proved.
4. Perturbation of the Green’s function
Applying a partial derivative with the property ∂? = 0 to the Dyson equation and using the associativity of the ?-product, one
finds the matrix identity
∂G = −G ? ∂G−1? ? G = −G ? ∂G−10 ? G. (A24)
This implies in particular that ∂G = G?
(
∂Σ− id
)
?G and∇pG = G?∇pH ?G. We want to point out that this observation
can be used to construct a perturbation series expansion. Assuming we know the exact eigenstates of the Hamiltonian H0 and
consider a perturbation H = H0 + λδH controlled by the dimensionless parameter λ, we can construct the Dyson equation
G = Gλ→0 +Gλ→0 ? δH ? G. (A25)
The perturbation by the electric field is treated fundamentaly differently in our approach as it changes the symplectic structure
of the underlying phase-space. In particular, the presence of a non-zero field tensor Fµν implies that
lim
Fµν→0
∂
∂Fµν
? = −ei~
2
(←
∂ pµ
→
∂ pν
)
◦ ?, (A26)
and is in general a T-symmetry breaking operation. Applying this derivative to the Dyson equation yields
lim
Fµν→0
∂
∂Fµν
G = −ei~
2
G ? ∂pµG
−1
0 ? G ? ∂pνG
−1
0 ? G. (A27)
Since cF i0 = Ei, a perturbation by a constant, homogeneous electric can be represented by the chain rule
∂
∂Ei
→ 1
c
(
∂
∂F i0
− ∂
∂F 0i
)
. (A28)
The electric field expansion of the Green’s function is then given by G→ G+GE +O(E2) , where
GE = −
i~e
2
(
G ?∇pG−10 ? G ? ∂G−10 ? G−G ? ∂G−10 ? G ?∇pG−10 ? G
)
·E. (A29)
The result can be split in two parts: i) a part originating from the Fermi sea and ii) a term originating from the Fermi surface.
The first one is given by
GseaE =
i~e
2
(
G ? v ? G ? G−G ? G ? v ? G
)
·E, (A30)
and it has the property G<,seaE = f()
(
GA,seaE −GR,seaE
)
. The second contribution to the Green’s function is defined by
GsurfE = −
i~e
2
(
G ? v ? G ? ∂Σ ? G−G ? ∂Σ ? G ? v ? G
)
·E (A31)
Assuming that ∂tH = 0, the Dyson equation leads to the result Σ< = f()
[
(GR0 )
−1 − (GA0 )−1
]
. Therefore, the lesser compo-
nent of the surface term mixes advanced and retarded components:
G<,surfE = −
i~e
2
∂f
(
(GR −GA) ? v ? GA −GR ? v ? (GR −GA)
)
·E. (A32)
9The important aspect of these to results is the fact that they are of infinite order in the sense of the gradient expansion and
non-perturbative in this regard. Only the electromagnetic field is treated in a perturbative way. Inserting both quantities into the
expression for the current and taking the derivative σkl = ∂ 〈j〉k /∂El|E→0 yields the expression which were provided in the
manuscript, i.e.,
σseakl = ~e2< Trsea
〈
GR ? vk ? G
R ? vl ? G
R − (k↔ l)〉 , (A33)
σsurfkl = ~e2< Trsurf
〈
vk ? (G
A −GR) ? vl ? GA
〉
.
(A34)
5. Cyclic Hochschild Cohomology
Here, we briefly review some definitions from cyclic cohomology. The notation follows closely the one in [27]. If A is
an algebra and M is an A-bimodule, one defines the Hochschild cochain complex of A with coefficients in M , denoted by
(C•(A,M), δ) by C0(A,M) = M , Cn(A,M) = Hom(A⊗n,M) for n ≥ 1 and with the differential defined as
(δm)(a1) = ma1 − a1m
(δf)(a1, . . . , an+1) = a1f(a2, . . . , an+1) +
n∑
i=1
(−1)i+1f(a1, . . . , aiai+1, . . . , an+1) + (−1)n+1f(a1, . . . , an)an+1, (A35)
where m ∈ C0, f ∈ Cn and ai ∈ A. It can be shown that δ2 = 0. The cohomology of the Hochschild cochain complex is called
the Hochschild cohomology ofA with coefficients inM . For the special case whereM is dual toA, i.e., M = A∗ = Hom(A, k)
where k is a field of characteristic zero, one can use the fact that
Hom(A⊗n, A∗) ∼= Hom(A⊗(n+1), k), (A36)
to construct a new differential b which operates directly on Hom(A⊗(n+1), k). From now on we use the abbreviated notation
Cn(A) = Cn(A,A∗) = Hom(A⊗(n+1), k). For f ∈ Cn(A) we define b by
(bf)(a0, . . . , an+1) =
n∑
i=0
(−1)if(a0, . . . , aiai+1, . . . , an+1) + (−1)n+1f(an+1a0, . . . , an). (A37)
Let λ : Cn(A)→ Cn(A) be given by
(λf)(a0, . . . , an) = (−1)nf(an, a0, . . . , an−1) (A38)
One then defines the space of cyclic cochains as Cnλ (A) ≡ ker(1 − λ). Since bCnλ (A) ⊂ Cn+1λ (A) one arrives at a cochain
complex (C•λ(A), b) known as the cyclic complex and which forms a subcomplex of the Hochschild complex defined above. The
cohomology of the cyclic complex is the cyclic cohomology denoted by HC(A), i.e.,
HCn(A) ≡ ker b
n
im bn−1
. (A39)
From now on, we understand A as the non-commutative algebra of matrix valued smooth Keldysh phase space functions w.r.t
the Moyal ?-product. We then introduce the cochain
ϕ2n(a0, . . . , a2n) ≡ < Tr
〈
µ0···µdaRµ0 ? a
R
µ1 ? . . . ? a
R
µ2n
〉
. (A40)
From the cyclic property of the phase space trace follows that ϕ2n is a cyclic cochain, i.e., ϕ2n ∈ C2nλ (A) . The cyclic property
also implies that ϕ2n is invariant under inner automorphisms of A which are of the form aµ → u ? aµ ? u−1? for invertible
elements u of A. Using the cyclic property we rewrite
ϕ2(a0, a1, a2) = 3< Tr
〈
aR0 ? a
R
1 ? a
R
2 − aR2 ? aR1 ? aR0
〉
= 3< Tr 〈aR0 ? aR1 ? aR2 − (R→ A)〉
≡ ψ2R(a0, a1, a2)− (R→ A). (A41)
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From the high symmetry of ψ2 follows bψ2 = 0 which extends by linearity to bϕ2 = 0. Therefore, the cyclic cochain ϕ2
represents a cocycle, i.e, ϕ2 ∈ HC2(A). Due to the invariance under inner automorphism, one might wonder if the Kubo
conductivity represents now a pairing
σxy : HC
2(A)⊗K0(A)→ R, (A42)
where K0(A) is the K-theory of A. However, the Hall-conductivity is not formulated in terms of idempotents (which are a
useful ingredient in showing that the pairing depends only on the cyclic cohomology class).
6. Onsager relations
In the manuscript we defined the Maurer-Cartan like objects θRµ ≡
(
GR ? ∂∂pµ (G
R)−1?
)
. If nˆ represents the local vector
field of magnetization, we can express the Kubo cocycle as a functional of nˆ, i.e., ϕ2(θ0, θ1, θ2) ≡ ϕ2[nˆ]. If we now employ
operation T of time-reversal by the relation GR[nˆ] = T ? GA[−nˆ] ? T−1, it is apparent from Eq. (A41) that this implies
ϕ2[nˆ] = −ϕ2[−nˆ] and as a consequence, the Onsager relation σseaxy [nˆ] = σseayx [−nˆ] holds. In order to derive this, one cannot
permute the time-reversal operator under the trace. However, one can use the decomposition of T = UK into a unitary operator
U and complex conjugation K. Using this decomposition one finds < tr TOT−1 = < tr O∗ = < tr O.
7. Topological Invariance
In the manuscript we defined the Maurer-Cartan like objects θµ ≡
(
GR ? ∂∂pµ (G
R)−1?
)
and the cyclic cocycles
ϕn(θ0, . . . , θn) ≡ Trsea 〈µ0···µnθµ0 ? θµ1 ? . . . ? θµn〉 . (A43)
To proof the topological invariance of ϕn=d in d space-dimensions under a smooth variation δ of the retarded Green’s function
we generalize an argument of [30]. We assume that the system is an insulator at zero temperature and the variation does not
close the gap. The θ-objects transform as
δθµ = −GR ? ∂µ(GR)−1? ? δGR ? (GR)−1? − (∂µδGR) ? (GR)−1? = −GR ? (∂µ∆) ? (GR)−1?, (A44)
where we have defined ∆ = (GR)−1? ? δGR. Analogously we set θ˜µ = (GR)−1? ? θµ ?GR = ∂µ(GR)−1? ?GR. The variation
of the cocycle is then
δϕd(θ0, . . . , θd) = δTrsea 〈µ0···µdθµ0 ? θµ1 ? . . . ? θµd〉
∝ Trsea 〈µ0···µd(δθµ0) ? θµ1 ? . . . ? θµd〉
= −Trsea
〈
µ0···µd(∂µ0∆) ? θ˜µ1 ? . . . ? θ˜µd
〉
p.i.
= Trsea
〈
∆ ? µ0···µd∂µ0(θ˜µ1 ? . . . ? θ˜µd)
〉
. (A45)
If the dimension is an even integer, i.e., d ∈ 2N, cyclic and anti-cyclic terms in µ0···µd∂µ0(θ˜µ1 ? . . . ? θ˜µd) pair up and cancel
each other, and therefore
δϕd(θ0, . . . , θd) = 0, (A46)
whenever d ∈ 2N.
8. Ring diagram expansion
The calculation of the anomalous Hall conductivity requires the evaluation of the ?-product chain
Trocc
〈
GR ? •
α
? GR ? •
β
? GR ? •
γ
〉
, (A47)
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where •
α
= ∂pα(G
R)−1?. The zeroth order term can be represented diagrammatically as
α γ
β
. (A48)
The circle captures the cyclic invariance of the trace operation where the solid lines represent retarded Green’s functions. In
order to translate the diagram into an equation it is to be read in clockwise direction. The next-order correction (the “one-loop”
level) can be obtained by expanding the Green’s functions to first order in the gradients, i.e,
GR = GR0 +
i~
2
ΠijGR0 ∂i(G
R
0 )
−1GR0 ∂j(G
R
0 )
−1GR0 (A49)
where Π represents the symplectic structure of the underlying phase space. Diagrammatically, this correction can be captured as
GR = GR0 + . (A50)
Inserting this relation to Eq. A47, expanding the ?-products and retaining only first-order contributions in ~ leads to the set of
diagrams presented in Fig. 3. From the associativity of the ?-product, one is free to select a certain bracketing, i.e,
GR ? •
α
? GR ? •
β
? GR ? •
γ
= GR ? (•
α
? (GR ? (•
β
? (GR ? •
γ
)))). (A51)
Since we have the identity ∂iGR0 = −GR0 ∂i(GR0 )−1GR0 , the diagrams have to multiplied with a factor of (−1)#v , where #v
is the number of velocity vertices •
α
, to which the Moyal gradient line is attached. Since the diagrams will be contracted with
the Levi-Civita symbol αβγ they are invariant under a cyclic relabelling of αβγ. Making use of this fact, the sum over all
diagrammatic contributions simplifies to
Σ ≡ 3
α γ
β
+ 3
α γ
β
+
α γ
β
+
α γ
β
+
α γ
β
. (A52)
Here we have disregarded diagrams of the type
α γ
β
, (A53)
which are zero for the class of Hamiltonians we consider, i.e., those where position and momentum variables do not couple
directly. It can be seen that the sum
α γ
β
+
α γ
β
+
α γ
β
(A54)
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FIG. 3. Diagrammatic expansion of the chiral anomalous Hall effect. The black lines represent retarded Green’s functions, the black vertices
correspond to four-momentum derivatives of the inverse propagator. Gradient corrections (apricot) have a directionality which is indicated by
an arrow.
amounts to a total derivative under the trace. By partial integration, we can therefore replace
α γ
β
→ −
α γ
β
−
α γ
β
(A55)
Inserting this relation into the diagrammatic sum yields
Σ ≡ 3
α γ
β
+ 2
α γ
β
+
α γ
β
+ 2
α γ
β
. (A56)
The replacement •
α
→ −∂pα would induce the diagrams
α γ
β
+
α γ
β
+
α γ
β
, (A57)
and is used in the manuscript to compactify the notation.
13
Appendix B: Spin Dynamics Simulation
The spin-dynamics simulation in Spirit [36] implements a square lattice of 100 × 100 spins (spin-moment 2µB) and solves
the Landau–Lifshitz–Gilbert equation using a Depondt solver at T = 1 K. The atomistic Hamiltonian consists of the isotropic
nearest-neighbor Heisenberg exchange J = 11 meV and the Dzyaloshinskii–Moriya interaction of D = 0.51 meV. This system
stabilizes skyrmions in between 2 T and 3 T. To perform a hysteresis loop experiment starting from a polarized state, the
magnetic field is reduced in steps of about 0.16 T. After each step, the system evolves for 8 ps before the next increment in the
magnetic field strength occurs. At 4 T, the system is fully polarized and the magnetic field is swept in the opposite direction
until the loop is complete. The result is shown in Fig. 4 with an excerpt from the spin state at 0.57 T in Fig. 5.
FIG. 4. Hysteresis loop for a chiral Heisenberg magnet. The 2D-system containing 100 × 100 spins is simulated at T = 1 K using the
Spirit code. Upon switching the H-field, the systems enters a phase with isolated skyrmions shown in the perspective inset. Measuring the
anomalous Hall conductivity along the hysteresis loop could result in a signal proportional to the black data points, where Q represents the
topological charge of the spin structure.
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FIG. 5. Excerpt from the spin-state at about 0.57 T (in the switching branch of the hysteresis loop). This is the local conical phase which was
alluded to in the manuscript. The chiral Hall effect shows a strong resonance to these states. The color code represents the in-plane angle of
the local spin.
