We are considering a problem of the measurement of the dispersion of the random pulse signal with unknown time of arrival against the white noise and the correlated Gaussian interference. By applying a maximum likelihood method, we synthesize quasi-optimal, quasi-likelihood and adaptive estimation algorithms. We also find out the theoretical and experimental dependences for the characteristics of the obtained dispersion estimates that are then used in the study of the efficiency of the introduced algorithms and in the further investigation revea-
Introduction
The problem of estimation of the dispersion of the stationary random processes is considered in a number of researches [1-3, etc.] . At the same time, in many applications of statistical radio engineering and radio physics it is necessary to estimate the dispersion of the essentially non-stationary random pulses against hindrances.
In the study [4] the way of hardware implementation is suggested and the efficiency is tested of the maximum likelihood measurer of the dispersion of the random pulse signal with unknown time of arrival against Gaussian white noise. However, besides the effect of the receiver noise (approximated by Gaussian white noise), the useful signal is often rather distorted by the additive external disturbance with a generally unknown intensity. As examples of such disturbances, there can be considered an external unintentional (interburst) interference passed through the input receiver filter (preselector) [3] , or a barrage jamming [5, 6 ].
The Problem Definition
As opposed to [4] , we assume that the realization of the random process
is observed over the interval   We now write down the process   t  spectral density (SD) in the form of [4, 7]    are statistically independent. Besides, we suppose that the radio pulse (2) duration τ is much greater than the correlation time of the process   t  , i.e. the following condition is satisfied:
With observable realization (1), it is necessary to estimate the dispersion 
Quasi-Optimal Estimate of the Dispersion
To estimate the dispersion 0 D , there can be used the measurer considered in [4] . In this case we get the following estimate
Here    
and the function
is defined by the expression
where
is the output signal of the filter, its transfer 
(11) Using Eqs. (9)- (11) and referring to the results in the researches [8, 9] , it is possible to obtain the approximate expression for the distribution function is the probability integral.
According to [8, 9] , the formulas (12) 
The distribution function 
The accuracy of the formulas (12), (14), (15) can be neglected while estimating the time of arrival. Then we get
Assuming that 0   q in Eqs. (12)- (16), (18), we procced to the earlier found (in [4] ) expressions for the distribution function and the characteristics of the estimate of the dispersion of the random radio pulse (2) in absence of the external
The loss in the measurement accuracy produced by the presence of the external interference can be quantitatively characterized by the relation
is the variance of the estimate (5) 
Maximum Likelihood and Quasi-Likelihood Estimates of the Dispersion
Accuracy of the estimate of the dispersion 0 D of the random radio pulse (2) can be improved, if, while synthesizing the estimation algorithm in accordance with the maximum likelihood method, we take into account the presence of the external interference   t  . For this purpose we designate the logarithm of the functional of likelihood ratio for the hypothesis
. If condition (4) holds, then, according to [10, 11] , we get
is the output signal of the filter with the transfer function
Estimate of the dispersion of the random radio pulse 
Here m  is MLE of the time of arrival 0  of the radio pulse (2): 
where the function
is defined from Eq. (7). For the start, we assume that the magnitude 0  of SD (3) is a priori unknown, but it is possible to specify its some approximate expected (predicted) value 
Here 
If the probability of the anomal error (17) during the estimation of time of arrival of the random pulse (2) can be neglected, i.e. when conditions 1   (4), . The analysis of the curves in Fig. 3 shows that the ignorance of the intensities of the external interference and the white noise can lead to the considerable loss in the accuracy of the dispersion estimate (24). Fulfillment of the condition 0   q means that the external interference is absent. Therefore, in this case QLE (24) coincides with the similar estimate considered in [4] and synthesized in the assumption that the SD 
Adaptive Estimate of the Dispersion
We can reduce the loss in accuracy of the estimate of the dispersion 
where 
is the peak detec- 
The specified properties of the functional 
where Estimate of the dispersion of the random radio pulse
For sufficiently large values μ and z more simple approximations of bias and variance of the adaptive MLE (30) instead of (36) can be used: 
Results of Statistical Simulation
In order to test the serviceability of the considered measurers and to establish the borders of applicability for the found asymptotically exact formulas for the estimation characteristics, we are to demonstrate the statistical computer simulation of the algorithms (5), (23), (24), (30), using a procedure presented in [12] . During simulation within the interval   
Conclusion
The quality of the band random pulse dispersion estimation algorithms constructed for the expected (predicted) values of the interference and the white noise SDs particularly depends upon the presence of the prior data concerning the unknown spurious parameters. If the prior information about the intensities of the band interference and the white noise is absent, or is inexact, then the quality of the estimate of the dispersion of the pulse signal may deteriorate considerably. In this case a negative error in determining the average capacity of the total interference is generally less desirable than a corresponding positive error.
Application of the adaptive approach for the removal of the prior uncertainty concerning unknown band interference intensity allows us to obtain the algorithm for the estimate of the dispersion of the band random pulse, which is also independent from the intensity of the white noise. Besides, if the length of the observation interval is much greater than the useful signal duration, or if the interference bandwidth surpasses the interference bandwidth of the pulse random substructure considerably, then the loss in the accuracy of the maximum likelihood estimate of the dispersion due to the ignorance of the interference and the white noise spectral densities is absent asymptotically. Conclusions and recommendations are valid, if the output signal-to-noise ratio is greater than 0.5…1. Thus, with the found expressions we can now make a reasonable choice between estimates (5), (23), (24) and (30), having accounted for the available prior information concerning analyzed process and for the requirements to the estimate accuracy and to the simplicity of the measurer hardware implementation.
