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ABSTRACT
Dimensional Dependence of Light Interaction with Nanowires
Zhihuan Wang
Advisor: Dr. Bahram Nabet
Semiconductor nanowires have been used in a variety of passive and active optoelectronic devices
including waveguides, photodetectors, solar cells, LEDs, Lasers, sensors, and optical antennas. We
examine GaAs/AlGaAs core-shell nanowires (CSNWs) grown on both GaAs and Si substrates by
vapor-liquid-solid (VLS) method followed by Metal-Organic Chemical Vapor Deposition (MOCVD).
These nanowires show extremely enhanced optical properties in terms of absorption, guiding, radia-
tion of light, and even lasing. For the wavelength range of 700-1200nm these core-shells which only
occupy 15% of the volume compared to thin films of the same height, reflect 2-4% of light for the
CSNWs grown on Si, and 3-7% of light for those grown on GaAs substrate. The photoluminescence
(PL) spectrum shows 923 times more light emitted from CSNWs grown on GaAs compared to bulk
GaAs at room temperature, and optical pumped lasing with threshold of around 5µW , followed
by saturation near 12µW . In addition, as-measured full-width half-max (FWHM) of ˜13 ps time
response has been demonstrated for CSNW using Electro-Optically Sampling (EOS) measurement.
Analysis of the interaction of light with cylindrical and hexagonal structures with sub-wavelength
diameters identifies both transverse and longitudinal plane modes which we generalize to volumetric
resonant modes, importantly, without the need for vertical structures such as Bragg mirrors com-
monly used in vertical cavity surface emitting lasers (VCSEL’s). We report on FDTD simulations
with the aim of identifying the dependence of these modes on geometry (length, width), tapering,
shape (cylindrical, hexagonal), core-shell versus core-only, and dielectric cores with semiconductor
shells. This demonstrates how NWs form excellent optical cavities without the need for top and
bottom mirrors.
However, optically equivalent structures such as hexagonal and cylindrical wires can have very dif-
ferent optoelectronic properties meaning that light management alone does not sufficiently describe
the observed enhancement in upward (absorption) and downward transitions (emission) of light in
nanowires, rather, the electronic transition rates should be considered. Using Fermi’s Golden Rule
in interaction of light and matter, we discuss how the transition rates change due to electronic wave
function and identify three factors, namely, oscillator strength, overlap functions, and the joint op-
tical density of states(JDOS), explicitly contributing to the transition rates with strong dependence
xv
on dimensionality.
We apply these results to the study of lasing in as-grown CSNW on Si & GaAs and discuss how these
subwavelength structures can have enhanced optical gain, quantum efficiency and 175 times more
optical output power compared to their bulk counterparts despite their large > 200nm geometries.
These results and findings will further facilitate the design and optimization of sub-micron scale
optoelectronic devices. In conclusion, we make a case for photonic integrated circuits that can take
advantage of the confluence of the desirable optical and electronic properties of these nanostructures.

1CHAPTER 1
INTRODUCTION
The practice of staining glass for decorative purposes dates to ancient Rome, but the investigation of
light matter interaction starts even back to the begining of history for human beings, when ancient
men wondered about the source of light ,sun, or the first time to use a torch for hunting. People
never stop studying how the light interacts with our world, meanwhile, this leads to improving our
understanding and building a better world with photonic technology. The stained-glass windows
such as the one inside of the St. Patrick’s Cathedral in Fig. 1.1 served as a ’poor man’s Bible’ in
the Middle Ages, allowing believers who could not read Latin to learn the story of the Gospels.
The term stained glass refers to glass that has been coloured by adding metallic salts during its
manufacture. Then this coloured glass is crafted into stained glass windows in which small pieces
of glass are arranged to form patterns or pictures. Even nowadays, people are still surprised about
how beautiful they are and wondering how the light interact with these pieces of art crafts. Besides
the arts, lighting technology is also evolving very rapidly, from the ancient torchs to the bulb that
Thomas Edison invented and to the modern LEDs such as the ones also shown in Fig. 1.1. From
blackbody radiation to electroluminescence, i.e., from thermal radiation to radiative recombination,
we are now capable of generating light more efficiently.
Now we find ourselves living through a new revolution in the age of information technology, one with
consequences every bit as dramatic and likely even more profound as the data transmission by light.
Electrons have served us very well for the past few decades, but the explosion of data. The storage
and the transmission of data consumes large amount of power and time, simultaneously. Meeting
2Figure 1.1 The Stained-glass window and the top modern lamps inside of the St. Patrick’s Cathedral,
5th Ave, New York, NY.
Chapter 1: Introduction
3the energy needs of the communication of information, together with storage and computation form
a ”grand challenge” of the information age.
One good example of huge amount of power consumption by data transmission and computation is
the data centers, which currently consume 1.5% of global energy production, and up to approximately
4% of U.S. energy produced. Though the statistics seems small, a 1000 times increase in the volume
of data is predicted by 20251. Google data center alone consumes enough electricity to power 200,000
homes, since an average Google search or a YouTube video or a message through Gmail uses 0.3
watt-hours of electricity2. Having efficient data computation and transmission tools will greatly
reduce the total data center power consumption into a greener number. And the data pipelines of
light can certainly be very helpful in this regime.
1.1 Background
1.1.1 Photonics and Optoelectronics
Photonics involves the generation, control and detection of lightwaves and photons, which are parti-
cles of light, in free space or solid. Optoelectronics is the study and application of effects related to
the interaction of light and electronic signals, and may be considered a sub-field of photonics. Both
photonics and optoelectronics study the light, and explore a wider variety of wavelengths besides
visible lightwave range, from gamma rays to radio, including X-rays, ultraviolet and infrared light.
The invention and development of solar cells3,4, photodetector5,6, modulators7,8, LEDs9–11 and
lasers12,13 certainly set the example of breakthroughs due to the manipulation of photons in thin
films and semiconductor bulk crystals. The continuing success of photonic technologies relies on
the discovery of new optical materials and the miniaturization of optoelectronic devices that feature
better performance, low cost and low power consumption. For the last few decades, countless efforts
in nano-scale materials and devices research have created a rich collection of nanostructures where
size, shape and composition can be readily controled. Many such nanostructures exhibit fascinating
optical properties that could have significant impact in the future for photonic technology.
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41.1.2 Core-Shell Nanowires
The primary principle for constantly miniaturizing the device is not only about the size, but also
to have better electronic and optical properties. As the critical dimension of semiconductor solid-
state devices keep shrinking, the effect of charge carriers quantization becomes more prominent,
and to be more specific, this means the confinement of electrons or holes by constructing quantum
confined structures. At the very dawn of electronics, the idea of using heterostructures (i.e., the
structure with two layers or regions of dissimilar crystalline semiconductors) has emerged. After
Shockley proposed the idea, Alferov and Kroemer introduced the concept that heterojuctions could
possess high injection efficiencies in comparison with homojunctions, and which we know now is
due to the confinement of carriers14. It would be very difficult today to imagine solid-state physics
without semiconductor heterostructures for both electronic-based and optical-based applications.
The heterostructures and, especially, double heterostructures, including quantum wells, nanowires,
and quantum dots, are the fundamental building blocks for current nanoscience research as depicted
in Fig. 1.2.
Quantum well is a potential well which confines particles to only move freely in two dimensions in
stead of three dimensions, by forcing them to occupy a planar region. These wells are typically
formed in semiconductors by having a narrower bandgap material sandwiched between two layers
with wider bandgap materials. Electrons in quantum wells are confined in two dimensions either
naturally or by doping the barrier of a quantum well, thus a two-dimensional electron gas (2DEG)
may be formed at the heterointerface. This not only increases the density of electrons, but also
causes a better performance in optoelectronic devices such as laser diodes15, High Electron Mobility
Transistors (HEMTs)16,17, photodetectors18,19, and solar cells20,21.
Quantum dots, as another most common nanostructure in semiconductor physics, exhibit much
more enhanced optical properties. They are normally only several nano-meters in size, and either
synthesized or self-assembled into a bulk solid. As the particles in the quantum dots are confined in
three dimensions, which leave them zero degree of freedom. As a result, the density of states changes
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6to a delta function as opposed to a smooth square root dependence that is found in bulk materials.
The narrower peak spectra and larger magnitude of intensity make them even better candidates in
the application of solar cells22, lasers23,24 and light emitting diodes (LEDs)25,26.
However, since the introduction in the 1990’s, another important class of semiconductor nanostruc-
tures has emerged: structures with cross-sections of tens or hundreds of nano-meters and lengths up
to several micro-meters. These structures are named as ’nanowires’27 different from quantum dots
as they are confined only in two dimensions, thus allowing electrons, holes or photons to propagate
freely along the third dimension. Besides their own outstanding electro-optical properties, the high-
aspect-ratio of these new semiconductor nanostructures allows for the bridging of the nanoscopic
and macroscopic world. As P. Yang writes in their review paper:28 ”This nano-macro interface is
fundamental to the integration of nanoscale building blocks in electrical or optoelectronic device
applications. Conventional photonic platforms often consist of features with large aspect-ratios such
as interconnects and waveguides, typically with micrometre dimensions. Thus, when semiconductor
nanowires emerged they were immediately recognized as one of the essential building blocks for
nanophotonics.”
The development of sophisticated nanowires growth techniques29,30, either bottom-up31,32 or top-
down33, has stimulated a large body of new work in semiconductor nanowires over the last twenty
years or so. Previously, the research activities focused on the growth of higher quality nanowires34
and the variation of its constituent materials. At that time, most of the nanowires were core-
only with ZnO34, GaAs35, Si36, or Ge37. However, later on, researchers found out that growing
an additional layer of shell can increase quantum yield by passivating the surface trap states. In
addition, the shell provides protection against environmental changes, photo-oxidative degradation,
and provides another route for modularity. Precise control of the size, shape and composition of both
the core and the shell enable engineering the device with many degree of freedom and optoelectronic
properties, such as the tuning of the emission wavelength over a wider range of wavelengths than
with either individual semiconductor. Undoubtedly, much of this interest was further stimulated by
the possibility of novel physics and applications in core-shell nanowires.
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using quantum-confined structures have, furthermore, enlivened the debate over possible applications
of optics for functions such as transmission, logic and switching in communications and computation.
It is important to emphasize at the outset that quantum confinement produces not only quantitative
but also qualitative differences in physics compared to that in bulk structures, which is of course an-
other major motivation for the interest in them. As Dr. Miller discussed in the paper about quantum
well:38 ”There are many examples of these differences. The optical absorption spectrum breaks up
into a series of steps associated with the quantum-confined electron and hole levels. Excitonic effects
become much stronger because of the quantum confinement, giving clear absorption resonances even
at room temperature. The relative importance of direct Coulomb screening and exchange effects
is quite different in quantum wells (the Coulomb screening is relatively much weaker), giving very
different optical saturation behaviour.” Similar to quantum wells, nanowires have been observed to
have even more profound differences in physics. Thus, the analysis and discussion about different
behavior of nanowires and bulk semiconductors when they interact with light will be the primary
topic of this dissertation.
1.2 Literature Review
Since the introduction of initially so-called ’nanowhiskers’ in the 1990s39, semiconductor nanowires
have been extensively studied and much insight has been gained on tuning their electrical and optical
properties. Nanowire related articles have shown a healthy increase in number published from
2005 to 2016, as Fig. 1.3 (blue bars) shows. Article with topics on optical properties of nanowires
comprise a good portion in all the nanowire-related papers published in the recent decade, showing
clear increasing trend in the number of papers on NW optics or photonics (green bars), presently
comprising more than four-fifth of the nanowire-related articles.
The applications and classifications of NWs are shown in Fig. 1.4. In terms of the geometric strcuture,
the most common NWs are cylindrical40,41 and hexagonal42,43 due to the growth techniques. And
as discussed previously, there are core-only44–46, core-shell47,48 and core-multi-shell49,50 configura-
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8Figure 1.3 Article with topics on optical properties of nanowires consist of a large portion of all
the nanowire related papers published from 2005 to 2016. (Source: ISI website, keyword: Nanowire
(blue), Nanowire AND optical OR optoelectronic OR photonics (grey))
tions in order to exploit various properties of NWs. In addition, NWs have been used as electronic
based devices, such as High Electron Movement Transistors (HEMTs)51,52, Field Effect Transis-
tors (FETs)53–55, capacitors56, diodes57,58, and optoelectronic based devices, such as lasers46,59–66,
LEDs67–71, Solar Cells72–78, Photodetectors40,79–83, waveguides84–88, phototransistors89–93.
Exciting developments have been made in the academia environment from many research groups
worldwide, including notably the Lieber group at Harvard University46,51,65,66,94,95, the Yang group
at Berkeley30,34,82,96,97, the Samuelson group at Lund University57,81,98–100, and the Wang group
at Georgia Tech45,101–105. With different perspectives, these research groups focus on a varia-
tion of NW materials, growth techniques and applications as shown in Fig. 1.4. The development
of semiconductor NW materials follow the similar road as bulk materials, from initial single ele-
ment (e.g., Si36, Ge37, Carbon106 et al.) to compound binary (ZnO96, GaN66,107, CdSe91, ZnS108,
ZnSe109, InP93, CdS108, GaAs110 et al.), ternary (InGaAs111, CdSSe112, AlGaN113) or even quater-
Chapter 1: Introduction 1.2 Literature Review
9Figure 1.4 Diagram of nanowires applications and classifications
Chapter 1: Introduction 1.2 Literature Review
10
nary (AlInGaN114), then to currently popular III-V heterostructure NWs(e.g., GaAs/AlGaAs115,116,
GaAs/InGaAs117, InGaN/GaN118, GaAs/GaAsP64 et al.).
At the same time, many important electronic and optical properties have been observed, and some
of the fundamental applications have been demonstrated as well. The first optical pumped nanowire
laser was demonstrated by the Yang group32 at 2001, and two years later, the Lieber group showed
the first electrically injected nanowire laser46 which makes NW a potential candidate to be integrated
in the electronic-based integrated circuits.
In the field of industry and commercialization, several companies have started their adventure in the
areas like energy, environment, bio-medicine etc., with products that influencing our daily life. The
glo-USA, Inc.119 is an LEDs manufacturing company at Sunnyvale, CA. They use nanowire arrays
which fabricated on chip to generate light as shown in Fig. 1.5(a). Each nanowire acts basically
as an individual light-emitting diode (LED) with two circular metal contacts as anode and cathod.
The inset is the 45 degree magnified view of the NW array. Except the fabricated blue nLED
as in Fig. 1.5(b), all color of the visible spectrum, ranging from deep blue to red, can be realized
using nanowire LEDs with industry-standard semiconductor material and manufacturing equipment.
Since these nanowires are made using one material system with the active layers grown on the non-
polar plane, they can reduce the wavelength shift and efficiency drop that are observed with other
commercially-available planar LEDs. This will enable a true white RGB (red, green and blue) LED
without the need of lossy phosphor conversion, thus achieving the highest Color Rendering Index
(CRI) and efficiency.
From academic research to industrial applications, from efficient electrons transportation to high
quality light confinement, and from applications for environmental concerns to electronic devices in
the daily life, the interaction of light and nanowires need to be investigated, thus, the major topic
of this dissertation is to study the optoelectronics properties of core-shell nanowires and how they
interact with light when electrons in this nano-scale structure are confined to lower dimensionality.
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Figure 1.5 (a) SEM of actual glo nanowire chip showing magnified 45 degree view of individual
nanowires. (b) The fabricated blue nLED. Each dot represents a nanowire LED. The inset shows
top view SEM of nanowire array. Courtesy of glo-USA, Inc.
1.3 Scope and Organization of the Dissertation
This thesis is structured as follows. The growth techniques and electro-optical properties of core-shell
nanowires are presented in Chapter 2. After introducing four different light confinement mechanisms,
i.e., Leaky Mode Resonance, Whispering Gallery Modes, Fabry-Perot Resonant Mode and Helical
Resonance Modes, Chapter 3 presents our findings for a generalized volumetric modes with light
management of sub-wavelength cavities. Chapter 4 presents our methods and findings for calculat-
ing band-bending and electronic distribution in both cylindrical and hexagonal core-shell nanowire
by solving Poisson-Schrodinger equations self-consistantly. In Chapter 5, we apply the inter-band
optical transition rates study to understand the extremely enhanced optical properties of hexago-
nal core-shell nanowires, and identify three primary factors (overlap integral, oscillator strength and
joint optical density of states) which are strong function of dimensionality. The quantum mechanical
derivation based on perturbation theory and Fermi’s Golden Rule used in this chapter are outlined
in more detail in Appendix A. The modeling of lasing threshold based on the optical transition
rates in Chapter 6 confirmed that our theoretical explanation, analysis and calculation of optical
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properties of core-shell nanowire have a very strong dependence on electron confinement. Finally,
we present our conclusions in Chapter 7.
Throughout this work we use the term nanowires (NWs) to represent a specific quantum confined
structure with cross-sections of 2-300 nm and lengths upwards of several micrometers. There are
other research groups using terms such as nanopillars, nanotubes or quantum well wires (QWRs) to
discuss the same nanostructures.
Chapter 1: Introduction 1.3 Scope and Organization of the Dissertation
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CHAPTER 2
OPTICAL ENHANCEMENT IN CORE-SHELL
NANOWIRE
Given that the profound enhancement of optoeletronic properties of nanowires is the major theme of
this dissertation, it is dutiful to first summarize the major experimental results, such as fabrication
techniques and characteristics of core-shell nanowires (CSNWs).
A CSNW is a quasi-one dimensional structure with a wide band gap materials, such as AlGaAs,
wrapping around a low band gap semiconductor, such as GaAs. It is expected that the lower
dimensionality of electronic states in CSNW to have a significant influence on both optical and
electrical properties of the structure. For instantce, electron systems in lower dimensions are ade-
quately treated through perturbation methods, and the correlations among electrons are much more
significant due to higher degrees of confinement. The electrons can be moving in the direction of
NW growth axis and any small or localized interaction can cause a collective response from the
whole system. Importantly, this one-dimensional electron system (1DES) can experimentally be
realized in various material systems. These include carbon nanotubes, electrons at the edges of a
two-dimensional electron system (2DES), and in NWs with small diameters.
Electrically it is important account for the electron correlations in order to determine the behavior
of the structure. The significant values of exchange and correlation energies in 1DES, makes them
an interesting candidate for probing their energy dynamics, and especially the interaction with light.
This, however, imposes various experimental challenges and theoretical considerations and will be
discussed in the following sections.
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2.1 Growth of Nanowires
Freestanding quasi-one-dimensional semiconductor NWs based on III-V compound semiconductors,
owing to their unique physical properties120,121, are considered ideal building blocks for the realiza-
tion of photonic and electronic nano-scale devices.
Currently, two bottom-up approaches to the fabrication of freestanding nanowires have been con-
sidered: (i) selective area epitaxy (SAE)122 and (ii) metal-catalyst assisted growth through the
so-called vapor-liquid-solid (VLS) mechanism123,124. The latter method relies on the alloying of
a metal catalyst (usually Au) nanoparticle with the semiconductor constituent elements, supplied
through a vapor phase. The as-formed alloy acts as an initial nucleation site for the material and
further guides the nanowire growth, the diameter of the nanowire being controlled by that of the
metal nanoparticle125.
An advantage of the VLS method over SAE is that it does not require nanolithography processing
of the substrate; furthermore, it is compatible with most advanced epitaxial growth techniques for
III-V compounds, such as molecular beam epitaxy (MBE)126,127, chemical beam epitaxy (CBE)128,
and metalorganic vapor phase epitaxy (MOVPE)129,130. In addition, the growth of expitaxial NWs
allows precise control over the material composition and/or intentional doping along the NW length
(i.e., growth direction). Most commonly used precursors of group-V elements are arsine (AsH3) and
phosphine, however, instead of using the toxic hydrides, the alkyl-substituted arsine and phosphine
molecules will be much more safer and improve the materials’ electronic properties. The detailed
fabrication techniques will be discussed next.
GaAs nanowires were grown by our collaborators Drs. Paola Prete and Nico Lovergine of IMM-
CNR and University of Salento, respectively, by low (50mbar) pressure MOVPE using an Aixtron
reactor model AIX200 RD. Trimethylgallium (TMGa) and tertiarybutylarsine (TBAs) were used as
gallium and arsenic precursors, respectively. Au nanoparticle deposited on (1¯1¯1¯)B GaAs were used
to catalyze the nanowire growth. To this purpose, VGF-grown semi-insulating (undoped) GaAs
wafers oriented (1¯1¯1¯)B were used. The substrates were then first degreased in isopropanol vapors,
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etched in 4H2SO4 : 1H2O2 : 2H2O solution for 8 min at around 40
◦c, rinsed in de-ionized water and
finally dried under pure N2. Au nanoparticles with ∼ 60nm diameters were prepared by reaction of
HAuCl4 with sodium citrate in aqueous solution and randomly deposited on the as-prepared GaAs
surface by dropping a small amount of colloidal solution onto the substrate. The solvent (water) was
then evaporated by holding the samples on a hot plate (in air) for a few minutes; Au nanoparticle
surface densities thus achieved ranged around (1− 4)× 108cm−2.
After loading the sample into the reactor chamber, its temperature was raised, and sample annealing
was then performed for 10 min to absorb GaAs surface oxides and organic residues originating from
the Au nanoparticle synthesis. This annealing step would also allow the initial uptake of Ga atoms
from the GaAs substrate into the Au nanoparticles. After ramping down the sample temperature to
the final growth value, TMGa was admitted to the reactor chamber and the growth was initiated130.
2.2 Nanowire Morphology
The nanowire morphology and dimensions were studied by scanning electron microscopy (SEM)
observations using a Dual Beam Scanning Electron/Focused Ion Beam Microscope model FEI Helios;
a primary electron beam acceleration voltage of 15 kV and a working distance of 10 mm were
employed. Figure 2.1 is top view scanning electron microscopy (SEM) image of nanowires with
∼ 100nm diameter core of GaAs, ∼ 40nm thick of AlGaAs shell, and an additional ∼ 5nm GaAs
cap layer. The four figures show the CSNWs array at different magnifications and view angles.
These images demonstrate the rather sparse distribution of the wires. In addition, the wires are
not fully arrayed with various growth directions and lengths. The most magnified view for the left
bottom figure clearly indicate the CSNWs have hexagonal structure and tapering effect along the
wire growth direction.
2.3 Electrical Characterization of Nanowires
The as-grown CSNWs are used to perform optical characterization measurement. However, in order
to measure the CSNWs electrical performance, additional treatments have been taken to make
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Figure 2.1 Scanning Electron Microscopy image of as-grown GaAs/AlGaAs core-shell nanowires on
Si taken at different magnifications and view angles (Image courtesy of Dr.Pouya Dianat)
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Ohmic contacts between nanowires and transmission lines. Figure 2.2 show the SEM image of one
dispersed core-shell nanowire connecting with the transmission line by Focus Ion Beam (FIB) for
(left) I-V and (right) C-V measurement. The CSNWs were first detached from the as-grown Si or
GaAs substrate by ultrasonication105,131 in an ethanol bath and dispersed between two transmission
lines, then contacted with the transmission lines by FIB using platinum metal.
Characteristic current-voltage (I-V) curves of the nanowire device are given in Fig. 2.3. The ex-
periment is performed with a room-temperature probe station connected with a Keithley 6487
picoammeter voltage source and a parameter analyzer. The light source is provided by a solar light
simulation system with up to 90kW/cm2 light intensity. The I-V curve exhibits Ohmic behavior
with decreasing of current under higher applied voltage and illumination, confirming that the de-
vice is a well-behaved conductor with the electric contact on both sides (Pt) ohmic. The reverse
bias dark current of the device is very small, ∼ 4nA at -10V, and could be further improved by
properly passivating the CSNW surface. Upon illumination, the device shows a photo-resistance
response due to the excited electron distribution in the CSNW. And this response is magnified with
higher bias voltage. Fig. 2.4 shows the capacitance of the device at 1Khz as a function of applied
voltage with or without illumination. The metal contact pads of the CSNW device are made large
enough to compensate the geometric capacitance as shown in Fig. 2.2(right). The capacitance of
this typical device is measured to be ∼ 20− 60pF based on a simple parallel-plate model and thus
its cutoff frequency is mainly limited by the transit time of the photo-generated charge carriers in
the device, which may in principle reach ∼ 100GHz after certain parameter optimization. With
light illumination, the curve fitted capacitance (red line with red dots) increased to 80 pf with a
significant transition of capacitance happened at -3.3V. The similar effect also observed in forward
bias situation.
2.4 Electro-Optically Sampled Time Response
Transport properties of these NWs can be probed by high resolution electro-optic sampling (EOS)
technique. The EOS set up is shown in Fig 2.5 (a). In essence, the EOS is an ultrafast sampling
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Figure 2.2 Scanning Electron Microscopy (SEM) image of one dispersed core-shell nanowire con-
necting with the transmission line by Focus Ion Beam (FIB). (left) NW with small contact pad to
connect the transmission line for I-V measurement. (right) NW with large contact pad to connect
the transmission line for C-V measurement.
oscilloscope that uses femtosecond laser pulses to excite optoelectronic transients and then measures
the electronic response by probing the refractive index change of an electro-optic crystal placed on
top of the device and/or transmission line. In the experiments performed at Naval Research Lab
(NRL) by Dr. M. Currie, the laser is split into two paths: one path, the pump beam, is coupled
into a fiber to excite the device and the other path, probe beam, passes through a LiTaO3 crystal
to sample the electric field of the propagating response. As shown in Fig. 2.5 (a, b) the CSNW were
placed in the middle of a coplanar transmission line (TL), and connected to the TL by Focused Ion
Beam (FIB) lithography. The distance between the two FIB contacts is ˜3.5 µm.
By varying the optical path of the sampling beam, the temporal response of the device is observed
with a time resolution limited by the laser pulse width and the response of the electro-optic crystal.
The amplitude sensitivity is limited by the noise in this detection system. The switching beam was
modulated at 80 kHz and performed phase-sensitive detection with a lock-in amplifier on the light
analyzed (with a polarizer and differential detection) from the LiTaO3 crystal, in order to increase
the sensitivity to sub-mV levels. In this experiment, ˜100 fs pulses from a Ti:sapphire laser with a
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Figure 2.3 Current versus Voltage Measurement under illumination of Single Core-Shell Nanowire.
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Figure 2.4 Capacitance versus Voltage Measurement under illumination of Single Core-Shell
Nanowire.
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center wavelength of 830 nm were split into the two paths. The path that is coupled into a fiber to
excite the device under test (DUT) is dispersed by the fiber and excites as a 400 fs chirped optical
pulse. The second laser path that passes through the LiTaO3 crystal to sample the propagating
electric field broadens slightly to a 150 fs optical pulse at the crystal. The photodetectors’ electronic
response is coupled to a coplanar strip (CPS) transmission line. The separation from the fiber
exciting the device to the optical sampling crystal is 250µm. The CPS transmission line is contacted
with microwave probes for dc bias and < 50 GHz measurements. Bias values from -10 to +10 V
were applied to the CSNW structure with average optical powers ranging from 250 nW to 10 mW.
The current – voltage (I-V) measurements in ambient room light (dark) and under continuous wave
(CW) illumination by an 830 nm Ti:sapphire laser were performed. The CSNW shows very low
dark current (<0.1pA) which increases to 170nA average photocurrent with 2.6 mW of optical
power which is remarkable for a single wire. This corresponds to a responsivity of 0.03 A/W, while
the responsivity for the same volume of GaAs in bulk is 0.02x10-3 A/W. A three orders of magnitude
increase in the responsivity demonstrates that CSNW is not only a good absorber but also converts
energy more efficiently compared to their thin film counterparts. This I-V response result shows that
the device is an efficient optical detector mostly due to the collection of carriers generated outside of
the active region, which are efficiently collected in the low-dimensional electron gas reservoir which
will be discussed shortly.
The time response data for the CSNW is shown in Fig. 2.5 (c) under applied bias of 10 V, showing
as-measured full-width half-max (FWHM) of ˜13 ps. Several factors are involved in the temporal
response measured via electro-optic sampling. The overall response comprises three major elements:
1) the device response, 2) the signal propagation, and 3) the electro-optic sampling system measure-
ment. The measurement is a combination of these responses, resulting in a measured signal that
is distorted. Thus, the device’s intrinsic speed is even faster when the test set up limitations are
considered.
Given the length of the wire, this result shows higher speed of both electron and hole transport in
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Figure 2.5 (a) Electro-optic sampling (EOS) time response measurement set up: RF probe is at one
end of a transmission line in the middle of which the NW is contacted and is excited by 400 fs pulses
of light delivered by fiber; probe beam samples the electric field through the electro-optic crystal.
(b) Image of the FIB-contacted NWs. (c) Time response data. Courtesy of Dr. Marc Currie at
Naval Research Lab.
the wire. This is due to the electron charge distribution in the core-shell nanowire. Different from
the core-only nanowires or bulk semiconductor devices, the CSNWs are able to confine electrons
primarily at the hetero-interface of GaAs core and AlGaAs shell, with small amount of electrons
in the core. The movement of these charge carriers are confined in two-dimensions, forming a
two-dimensional electron gas (2DEG) at the heterojunction. If the CSNW has hexagonal facet
more optical excitation produces more electron-hole pairs, and higher order confinement or one-
dimensional electron gas (1DEG) will be found as six (6) pillars of charge at the corners of the
hexagonal CSNW132. In addition to the confined charge carriers’ distribution in CSNWs, there is
an electric field due to applied bias that moves the optically generated electrons to the 2DEG/1DEG.
These optically generated carriers perturb the charge reservoirs, eliciting a collective response that
is not limited by the transit of the charges to the contacts. Analogous to a drop exciting a wave in
a reservoir that is detected more rapidly than the drop’s transport by current flow, charge plasma
confined in a semiconductor can transfer energy, hence respond much faster than the electric field-
induced carrier drift current.
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2.5 Optical Characterization of Nanowires
Linear optical spectroscopic techniques, such as absorption, luminescnence and modulation spec-
troscopy, have for a long time been important tools in understanding the basic physics of semi-
conductor devices and materials. Also, over the last fifteen years or so, semiconductor optical and
optoelectronic properties have become of increasing technological importance in their own right.
The ever-growing application of semiconductor diode lasers and related optoelectronic technology
in communications and consumer products has helped to give yet further impetus to research to
optical, electronic and optoelectronic properties of as-grown core-shell nanowires.
2.5.1 Absorption Enhancement
The reflectance spectra measurement was performed with an Oriel 77501 white light source to
illuminate the samples after being coupled through a 1 mm fiber, collimated with a lens and focused
onto the sample with a 25x reflecting objective. Reflectivity was measured by using a glass cover slip
as a beamsplitter to couple 5% of the light onto the sample while transmitting 95% of the reflected
light. The reflected light was coupled into a 1 mm fiber with a 10x objective and the spectra were
measured with an Ando6317B OSA. Figure 2.6 shows the reflectivity of a GaAs wafer on which 50
nm thin film of AlGaAs is grown, and compared this to the reflectivity spectrum of a Si substrate133.
As expected, about 30% to 55% of a normally incident light is reflected in bulk Si and GaAs, with
a sharp change for wavelengths near their respective band gaps. All the data are normalized to the
reflectivity of gold (Au).
Figure 2.7 contrasts this with the measured reflectance spectra of two types of GaAs core, AlGaAs
shell nanowires (CSNWs): those grown on a GaAs substrate (black), and the others heteroexpi-
taxially grown on a Si substrate (red)133. The spectra show that both cases have the signature
change of reflectivity at badgap of GaAs, i.e., these spectra are due to the GaAs/AlGaAs CSNWs,
not the substrate. Importantly, for the wavelength range of 700-1200nm these core-shells which
only occupy 15% of the volume compared to thin films of the same height, reflect 2-4% of light for
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Figure 2.6 Reflectivity of GaAs (blue) and Si (green) substrates measured with ∼ 1µm normally
incident beam. Courtesy of Dr. Marc Currie at Naval Research Lab.
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Figure 2.7 Reflectivity spectrum of GaAs/AlGaAs core-shells grown on Si (red) and GaAs (black)
substrates shows, normalized to volume, nearly two orders of magnitude more absorption of ligth.
the CSNWs grown on Si, and 3-7% of light for those grown on GaAs substrate. The beam-width
of the incident light being ∼ 1µm, this shows that only a few NWs are interrogated by ligth and,
normalized to volume, these wires absorb more than two orders of magnitude more ligth than their
thin-film counterparts.
2.5.2 Emission Enhancement
A more robust probe of interaction of light and matter can be produced by inspecting the lumines-
cence spectra. Figure 2.8 compares room temperature micro photoluminescence (PL) spectrum of
bulk GaAs to CSNWs grown on GaAs, and two cuts of Si43. The ratio of peak luminescence of a)
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Figure 2.8 Photoluminescence of bulk GaAs, Core-Shell Nanowires grown on GaAs and Si.
CSNWs on GaAs, b) CSNWs on Si[111] and c) Si(miscut) substrates to bulk GaAs are, respectively,
923, 311 and 10. Considering the beam width of ∼ 1µm, 5-10 NW were excited, yet emitted over
three order of magnitude more light compared to bulk. An important contribution of this thesis is
the explanation of the underlying physics of this behavior, as expanded in Chapter 5.
2.5.3 Optical Amplification and Lasing
Photoluminescence (PL) of bulk GaAs to CSNWs grown on GaAs, and on two directions of Si
showed that normalized to the fraction of the volume that these wires occupy, nearly 10,000 times
more brightness is observed in these wires compared to thin-film48 as in Fig. 2.8. Figure 2.9 is
the photoluminescence (PL) spectrum at various optical pump intensities. As the excitation laser
power increase beyond 5µW a sudden and highly nonlinear increase in the emission intensity is
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observed, with pronounced peaks emerging from 800nm to 850nm that rapidly grows to become
several orders of magnitude stronger than the background emission. The lasing amplitude versus
excitation power demonstrates a threshold of around 5µW , followed by saturation near 12µW . This
nonlinear threshold behavior shows in detail in the L-L plot, (i.e., The pumping power intensity
(L) versus output light power intensity (L)) as in Fig. 2.10. The sharp peak has a full width
half maximum (FWHM) that varies from 1.5 to 3.5 nm. This remarkable behavior is achieved in
the as-grown wires with no vertical structure, which means light can be confined and resonated
in this sub-wavelength structure with optical gain, allowing transitions from spontaneous emission
to stimulated emission. Of importance, these III-V CSNWs can achieve lasing by heterogeneously
grown on Si substrate, and compatible with traditional Complementary Metal-Oxide-Semiconductor
(CMOS) fabrication technologies, which makes them promising candidates as coherent light source
in the photonic integrated circuits.
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Figure 2.9 Micro-Photoluminescence measurements with fs-pulsed, 532-nm laser excitation at 250kHz
repetition rate shows lasing of the as-grown wires. (Courtesy of Dr. Marc Currie at Naval Research
Lab)
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Figure 2.10 The pumping power intensity (L) versus output light power intensity (L) of as-grown
core-shell nanowire operating at room temperature with a low threshold of ∼ 10µW and followed
by saturation near 22µW . (Courtesy of Dr. Marc Currie at Naval Research Lab)
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CHAPTER 3
LIGHT CONFINEMENT IN SUB-WAVELENGTH
NANO-STRUCTURES
3.1 Light and Nanowire
We have demonstrated that core-shell nanowires grown on Si or GaAs substrate have extraordinary
enhanced optical and electronic properties compared to their thin film counterparts in the previous
chapter. However, the question about how the light interact with these sub-wavelength structures
still remains, and one cannot simply apply ray-optics to solve this issue. Thus, in this chapter, a
proper model of electromagnetic wave propagation and resonating in the cavities will be proposed,
and the general solutions of this eigen problem will be discussed. In addition, with the aim of finite-
difference-time-domain (FDTD) simulation, we generalized the volumetric cavity modes in CSNWs,
and studied their geometric dependence and light engineering applications.
3.1.1 Modal Analysis of Cylindrical Nanowire
The general equation describing the scalar wave (e.g., single components of the electromagnetic field)
is:
∇2u− 1
c2
∂2u
∂t2
= f(r, t) (3.1)
where u(r, t) ∈ C is the wave field amplitude, c is the wave speed or phase velocity, f(r, t) ∈
C represents wave field sources. By applying the technique of separation of variables u(r, t) =
ψζ(r)e
−iωzetat, Re(ωζ) ≥ 0 (from e−iωζt = e−i<(ωζ)te−i=(ωζ)t we observe that solutions with =(ωζ) 6=
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0 dissipate in time as ”leaky modes”) to reduce the complexity of the analysis and considering the
free wave equation f(r, t) ≡ 0, we obtain the Helmholtz or the amplitude wave equations for a
nanostructure representing by electromagnetic field:
∇2E + ω2µE = 0 (3.2)
∇2H + ω2µH = 0 (3.3)
where E and H are the macroscopic electric and magnetic fields, respectively. This is an eigenvalue
equation for the operator ∇2 with eigenvalues ω2µ and eigenfunctions E and H. Because all other
components of both electric and magnetic fields can be derived from their z component, we only
consider Ez and Hz here,
∂2Ez
∂r2
+
1
r
∂Ez
∂r
+
1
r2
∂2Ez
∂φ2
+
∂2Ez
∂z2
+ ω2µEz = 0 (3.4)
∂2Hz
∂r2
+
1
r
∂Hz
∂r
+
1
r2
∂2Hz
∂φ2
+
∂2Hz
∂z2
+ ω2µHz = 0 (3.5)
Under specified boundary conditions, these equations can only be solved for a discrete set of eigen-
frequencies ωζ (resonant angular frequencies) with an index ζ (also called mode numbers). These
special solutions (called the eigenmodes) allow us 1) to write the general solution of the free wave
equation (f(r, t) ≡ 0) as a linear combination of eigenmodes, and 2) to obtain the solution to the har-
monically forced wave equation (f(r, t) = F (r)e−iωt). The general solutions for the above equations
can be written as,
Ez(r, φ, z) = ψ(r)e
−jβze−jvφ (3.6)
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If at the edge of the cavity, only the wave speed changes, c1 inside the cavity and c0 outside, and the
refractive index inside the cavity defined as n = c0/c1, outside the cavity as 1 for air. We impose the
following boundary conditions: 1) the function ψ(r) should be finite everywhere (no singularities),
2) it should describe only outgoing waves for r →∞, 3) the wave function should be continuous at
the edge of the cavity at r = a.
Thus, we have the wave function inside the cylinder (r < a),
r2
∂2ψ
∂r2
+ r
∂ψ
∂r
+ r2(k0
2n2 − β2 − v
2
r2
)ψ = 0 (3.7)
and outside the cylinder (r > a),
r2
∂2ψ
∂r2
+ r
∂ψ
∂r
+ r2(k0
2 − β2 − m
2
r2
)ψ = 0 (3.8)
where k0 = ωζ/c is the wave number, and β is the wave vector in z direction. Define κ and γ as
wave vectors in the transverse direction inside and outside of the cylindrical structure;
κ2 = k0
2n2 − β2 (3.9)
γ2 = k0
2 − β2 (3.10)
After applying the separation of variables in a cylindrical coordinates system (r, ϕ), the Bessel Jm
and Hankel functions Hm
(1) of the first kind of order m will be the proper solution for Eqs. 3.9
and 3.10, respectively:
ψζ(r) = e
imϕ ·

Aζ · Jm(nk0r) ; r < a
Bζ ·Hm(1)(k0r) ; r > a
(3.11)
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The first boundary condition determines the ratio Bζ over Aζ (3.12) and the second one determines
the eigenfrequency ωζ from the characteristic equations (3.13), which can only be solved numerically
due to its transcendental form. Thus,
Bζ
Aζ
=
Jm(nk0a)
Hm
(1)(nk0a)
(3.12)
Jm
′(nk0a)
Jm(nk0a)
=
1
n
· Hm
(1)′(nk0a)
Hm
(1)(nk0a)
(3.13)
where the prime denotes ordinary differentiation.
To be more specific, the excitation of leaky modes occurs in an infinitely-long dielectric cylinders of
radius a when the following condition is satisfied; i.e., the characteristic equation is41:
(
1
κ2
− 1
γ2
)
2
(
βm
a
)
2
= k0
2(n2
J ′m(κa)
κJm(κa)
− n02 H
′
m(γa)
γHm(γa)
)(
J ′m(κa)
κJm(κa)
− H
′
m(γa)
γHm(γa)
) (3.14)
Equation 3.14 can be split in conditions for purely transverse magnetic (TM) modes, if a cylinder in
vacuum and air (n0 = 1) is illuminated by normal incidence (β = 0), with the magnetic fields in the
plane normal to the nanowire axis [nJ ′m(nK0a)/Jm(nk0a) = H ′m(K0a)/Hm(k0a)] and transverse
electric (TE) modes [J ′m(nK0a)/nJm(nk0a) = H ′m(K0a)/Hm(k0a)] with the electric fields normal
to the nanowire axis. From these conditions it follows that nanowires tend to support a limited
number of TE and TM leaky modes, which increase in number as their radius is increased. Detailed
discussion of Leaky Resonant Mode will be present in the following section 3.1.2.
On the other hand, Whispering Gallery Modes (WGM) can also be supported by solving the charac-
teristic equation 3.13 numerically. They correspond to waves circling around the cavity, supported
by continuous total internal reflection off the cavity surface, and return to the same point with the
same phase after round trip, thus, interfere constructively with themselves, forming standing waves.
One of the most important quantities that describe the performance of any resonator is the quality
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factor or Q-factor. It can be defined as134:
Q = ω0
Stored energy
Power loss
= ω0τ =
ω0
4ωFWHM =
<(ωζ)
2|=(ωζ)| (3.15)
where ω0 = 2piv0 is the angular frequency and v0 is the frequency of the resonance, τ is the cavity
ring down lifetime (i.e., the time required for the field intensity to decay by a factor of e) and
4ωFWHM = τ−1 is the linewidth of the frequency of the resonance in angular frequency.
Large Q-factors are necessary for most applications. The Q-factor measures the characteristic time
for the natural decay of the energy stored inside the resonator in terms of the number of full field
oscillations (times 2pi). This means that for a higher Q-factor the time that energy is stored inside
the resonator is proportionally longer, and the total field intensity of the resonating mode will be
higher
The last term in Eq. 3.15 express the Q-factor of the resonance mode from the complex propagation
constant (wave number): k0 =
ωζ
c0
= β + 12 iα, where β =
2pi
λ0
= <(ωζ) is the phase constant, λ0 is
the wavelength in vacuum or air, and |α| = 2|=(ωζ)| is the intensity attenuation coefficient due to
various cavity loss mechanisms.
3.1.2 Leaky Mode Resonance
Interaction of light with a dielectric or metallic cylindrical medium is analyzed by solving Maxwell’s
equations with the appropriate boundary conditions in the classical waveguide theory135, which
leads to highly confined modes in optical fibers and microscale dielectric resonators. In an infinitely
long cylinder, even at deep sub-wavelength diameters this results in a characteristic equation 3.14,
the solution to which are the transverse magnetic (TM) and transverse electric (TE) resonant modes.
We can define the electromagnetic modes of localized resonators as time-harmonic solutions of the
form E(r, t) = E(r, ω)e−iωt to the source-free Maxwell equations. This solution shows that the lon-
gitudinal field component distributes outside the NW and is in resonance with the natural modes,
such as TE11, TM02, etc., supported by the NW. These modes have been termed leaky-mode reso-
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nances (LMR)41,136, and provide an intuitive tool to facilitate the understanding and optimization
of the resonance effect in such nano-structures.
In order to gain an understanding of light confinement and guiding in NWs. We replicate previous
results using MEEP, a widely used open-source finite-difference time-domain (FDTD) simulation
package137, to identify how light is confined in an infinitely long GaAs nanowire. The top row of
Fig. 3.1 shows several configurations of TM LMR modes for a NW with diameter of 220 nm, with
excitation single wavelength light being incident parallel to the NW axis. The blue and red color
codes represent the polarization of the electric fields. The TE modes are primarily identical to the
TM modes shown here with the electric and magnetic fields exchanged. If the light is incident with
an arbitrary angle, then so-called hybrid HE and EH leaky modes will be excited instead of the
pure TE or TM mode. The bottom row of Fig. 3.1 shows the directional energy flux density of
the electromagnetic field, the Poynting vector, at different time frames with light being incident
perpendicular to the NW axis from the right side. The light is seen to propagate from the right
and then mostly remain confined at the left part of the cylinder. It is notable that in either case
the light energy is spatially distributed along the cross section of the wire but, as expected from a
2D treatment does not vary axially. Figure 3.1 demonstrates that the LMR can gently confine light
within subwavelength semiconductor nano-structures, similar to the intuitive ray-optics picture of
multiple total internal reflections from the periphery of the cylinder. As shown by in Ref.41, these
LMRs depend on the radius and the height of the dielectric, which allows light engineering of the
nanowires so as to increase its absorption efficiency at pre-determined wavelength, e.g., to maximize
absorption of sunlight spectrum for higher efficiency solar cells, or to radiate as optical antennas.
3.1.3 Whispering Gallery Modes
Infinitely long cylindrical or hexagonal NW structures can also support Whispering Gallery (WG)
modes111,138–145. To calculate the resonant WGMs, Maxwell’s equations have to be solved numer-
ically146 taking into consideration the spectral dependence of the material of interest’s index of
refraction. However, we can deduce a simple plane-wave model from theoretical derivations, and the
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Figure 3.1 (Top) Resonant modes in an infinitely long cylinder of GaAs with diameter of 220 nm
with light incident parallel to NW axis. (Bottom) The Poynting vector at different time frames
with light incident perpendicular to the NW axis from the right. The black lines show the physical
boundary between the nanowire and air.
relationship between resonance wavelength λ and the corresponding mode serial number N can be
obtained145. The WG modes can also reflect and confine light in the (subwavelength) nanostructure
by total internal reflection from the curvature of the structure boundaries. However, a light wave
can interfere with itself only when having completed one full circulation within the resonator, which
means only the light with one or multiple wavelengths are allowed to perform multiple circulations
generating a standing wave. Figure 3.2 from reference140 shows near-field intensity patterns of low-
order TM polarized hexagonal WGMs for n = 1 and refractive index nr = 2.1. Each mode pattern
is labeled by its respective mode number m (lower right number) and its symmetry class (upper
right symbol).
For comparison, four mode patterns of the circular cavity are given in the upper left and lower right
together with their angular mode number. We again observe the radial spatial dependence of light
intensity. Furthermore, the low order WG modes of hexagonal NWs are essentially similar to the
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Figure 3.2 Several configurations of Whispering Gallery resonance modes in infinite long cylindrical
and hexagonal nanowires. For comparison, four mode patterns of the circular cavity are given in
the upper and lower right together with their angular mode number. (Reprinted with permission
from140 , ©2005 by the American Physical Society.)
cylindrical ones, but for higher order modes additional features will arise on the facets of the hexag-
onal NWs140. Simulation results also show little difference between WG mode and Leaky modes in
lower order modes for both hexagonal and cylindrical structures. As with the LMR, the resonant WG
modes have been used as the basis for a precise theoretical explanation of the enhanced optical be-
havior of hexagonal NWs, such as enhanced light absorption41,75,133,147,148 and emission43,138,149,150.
Furthermore, these numerical solutions have lead to reproduction of experimental resonance spec-
tra, e.g., polarization-resolved micro-photoluminescence (µ − PL) and cathodeluminescence (CL)
spectroscopy.
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3.1.4 Fabry-Pe´rot Resonant Mode
The above analysis and results apply to long structures, hence, provide two-dimensional radial modes,
independent of the NW axis. However, light confinement has strong axial dependence, necessitating
three-dimensional analysis of the cavity modes. FDTD simulation in 3D are used to identify the
axial dependence of resonant modes in these nano-structures, revealing modes which are volumetric
in nature.
Fabry-Pe´rot (FP) modes have been analyzed for sub-microcavity, or nano-cavity, NWs with cylindri-
cal or hexagonal structures, specifically in order to determine the axial dependence of the resonance
modes 151. At least two mirrors are needed to construct the reflection structure inside the cavity,
whether they are the top and bottom ends, i.e., the air and substrate interfaces with the nanowire,
or any of the two opposite facets along the nanowire axis. For subwavelength structures, the longi-
tudinal WG modes have high scattering losses due to diffraction, and axial FP waveguide modes will
dominate144. However, due to small difference of the refractive index between the substrate and the
nanowire dielectric, the existence of the FP mode will only be valid if the nanowire has relatively
large radii, e.g., larger than 200 nm152. Under these conditions, besides the top and bottom ends,
the lateral facets of nanowire can also be treated as two parallel slabs, and with the dielectric in
between, it can support the FP mode with mode spacing inversely related to the nanowire length.
An application of this analysis is in the design of NW lasers, since the optical cavity modes are
observed at threshold for lasing, and have been investigated for both optical and electrical pumped
cases 46,153. As a results the FP resonance mode based nanoscale lasers are not only capable of
covering a wide spectral regions, but can also can be integrated as single or multi-color laser source
arrays in silicon based photonic integrated circuit or microelectronic devices 46,153. However, the
FP modes supported by the nano-cavity structure have relatively small quality factor due to the
small difference of the refractive indices of the substrate and the NWs. In order to address this
issue, Bragg gratings can be produced at the NW ends, alternatively, NWs can be placed on metal
substrates in order to increase the FP resonance peak intensity by more than one order of magnitude
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compared to those on Si substrates154.
3.1.5 Helical Resonance Modes
Nanoneedles of III-V material grown on heterogeneous substrates are optoelectronic devices which
have shown interesting optical behavior, including lasing, at room temperature63. Figure 3.3 (a)
shows SEM image of a nano-laser grown on silicon substrate that has subwavelength dimensions on
all sides. Analysis of light propagation shows that unlike the traditional WG mode that lack vertical
structure, there is net propagation in axial direction in these structures which leads to volumetric
resonant modes which are termed helical mode resonances63. The schematic Fig. 3.3(b) suggests
a helical ray path with nearly total internal reflection at the nanopillar-silicon interface due to the
glancing angle of incidence from the hexagonal facets of the nano-laser shown in Fig. 3.3(a). As such,
the faceted shape of the structure affects the optical cavity properties. FDTD-simulated field profile
shows a hexagonal WG-like mode pattern in the transverse plane as in Fig. 3.3 (c), which arises from
strong azimuthal components of helical modes. Figure 3.3 (d) shows first-order and higher-order
standing waves axial variation. The radial mode number (first number, m) describes the transverse
field pattern for WG modes, and the axial mode number (second number, n) describes the axial
standing wave as is the case for Fabry-Perot resonances. It is seen that light or optical field can be well
confined in the nanostructure even with low index contrast at the dielectric interface thus producing
the nano-resonators needed for lasing. Although the quality (Q) factors of such nanostructure are
usually not large, these helically propagating cavity modes, provide an optical feedback mechanism
without the sophisticated mirror structures of the vertical cavity surface emitting lasers (VCSEL’s).
Additionally, since the nanowires are heteroepitaxially grown on different substrates, they enable
heterogeneous integration of photonic emitters and silicon based computational circuitry. Whereas
traditional FP modes are inhibited by the interface between semiconductor nanostructure and the
silicon substrate, such unique optical structures have been proposed as an avenue for engineering
and integrating on-chip nanophotonic devices.
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Figure 3.3 Helically propagating modes for optical feedback. (a) SEM image of the nanolaser grown
on silicon substrate. (b) Schematic depicting a helical ray path because of glancing angle of incidence
from the hexagonal facetes of the nanolaser shown in (a). (c) FDTD-simulated field profile shows
a hexagonal WG-like mode pattern in the transverse plane, which arises from strong azimuthal
components of helical resonance modes. (d) First-order and higher-order standing waves’ axial
variation. (Reprinted with permission from Macmillan Publishers Ltd: Nature Photonics63, ©2011)
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3.2 Volumetric Modes
3.2.1 FDTD Simulation
The finite-difference time-domain (FDTD) algorithm is one of the most common computational
tools in classical electromagnetism, which divides space and time into a regular grid and simulates
the time evolution of Maxwell’s equations155,156. The starting point for any FDTD solver is the
time-derivative parts of Maxwell’s equations, which in their simplest form can be written:
∂B
∂t
= −∇×E − JB (3.16)
∂D
∂t
= +∇×H − J (3.17)
where E and H are the macroscopic electric and magnetic fields, respectively. D and B are the
electric displacement and magnetic induction fields157, respectively. J is the electric-charge current
density, and Jb is a fictitious magnetic-charge current density which is used for the calculation
convenience of magnetic-dipole sources. In time-domain calculations, one typically solves the initial-
value problem where the fields and currents are zero for t < 0, and then nonzero values evolve in
response to some currents J(x, t) and/or Jb(x, t). However,the frequency-domain solver assumes a
time dependence of e−iωt for all currents and fields, and solves the resulting linear equations for the
steady-state response or eigen-modes158.
In this chapter, all the simulation work were carried out by an open-source simulation package
MEEP (an acronym for MIT Electromagnetic Equation Propagation)137, which implemented the
FDTD algorithm. The advantages of MEEP compared to other commercially available FDTD
software packages are: free and open-source which extends the flexibility provided by access to
the source code. In addition, MEEP is full-featured, including: arbitrary anisotropic, nonliear,
and dispersive electric and magnetic media; a variety of boundary conditions including symmetries
and perfectly matched layers (PML); distributed-memory parallelism; Cartesian (1d/2d/3d) and
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cylindrical coordinates; and flexible output and field computations.
In order to perform the simulation in 2D by MEEP, a core-shell hexagonal structure has to be
constructed using cylindrical coordinates as in Fig. 3.4, which takes the advantages of geometric
symmetries to reduce the computation time. The radius of AlGaAs shell is 185 nm, and the radius
of GaAs core is 40% of the shell, i.e., 74 nm. The dielectric constant for GaAs and AlGaAs sets to
be 3.4 and 3.3, respectively. Air with unit dielectric constant fills between this hexagonal structure
and the perfectly matched layer (PML). The PML is an artificial absorbing layer used to truncate
computational regions with open boundaries for solving electromagnetic wave equations numerically.
The primary difference between PML and an ordinary absorbing materials is that the waves incident
upon the PML from a non-PML medium do not reflect at the interface, thus, allow the PML to
completely absorb outgoing waves from the interior of a computational region without reflecting
them back into the inner region. Finally, a Gaussian pulse source at the right corner of the hexagon
with certain center frequency and bandwidth is used to excite the structure. The simulation stops
until the sources are finished, and then to run for some additional period of time. In that additional
period, the electromagnetic field is processed at a specific point to identify the frequencies and decay
rates of the modes that are excited.
3D simulation can be easily performed by adding one additional degree of freedom which is the
nanowire length. The simulated cylindrical and hexagonal structures with cylindrical coordinates
are sketched at the bottom of Fig. 3.5 (a). The top row of Fig. 3.5 (a) shows the transverse plane
mode for cylindrical (left) and hexagonal (right) core-only NW which is a cross-section cut at the
center of the wire. The middle row depicts the longitudinal plane mode for cylindrical and hexagonal
structures. These results are transverse magnetic (TM) resonance modes adapted from a single time
frame of the electromagnetic evolving in the NW structure with respect to time. Figure 3.5 (b) shows
the 3D view of electromagnetic field distribution at the middle of a hexagonal NW. The electrical
field is tightly confined at the corners and facets of the structure with a little light at the core.
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Figure 3.4 A schematic illustration of Finite-Difference-Time-Domain (FDTD) Simulation Set Up.
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Figure 3.5 (a) (top) Transverse plane mode for cylindrical and hexagonal core-only nanowire. (mid-
dle) The corresponding longitudinal plane mode. (bottom) Three dimensional simulation schematic
for cylindrical and hexagonal nanowires. (b) 3D view of electromagnetic field distribution at the
middle of a hexagonal NW.
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3.2.2 Generalized Volumetric Modes
The diameter of the nanostructures which can support the helical resonance modes is near the
Rayleigh limit, around the boundary of the validity of ray-optics. FDTD analysis can be applied to
deeper subwavelength structure in order to identify the cavity modes which are by nature volumetric,
i.e., axially dependent. Figure 3.6 shows simulation results for various diameters of hexagonal
structure of 1 µm length. Incident radiation with 532 nm wavelength is nearly parallel to the wire
axis and different modes are displayed for different radii. Top row shows radial spatial dependence
at the middle of the wire axis, and the bottom row shows the axial dependence. Top row results are
similar to Figures 3.1 and 3.2, and the bottom row shows that the light can be confined in volumetric
resonance mode in both transverse plane and longitudinal plane even with sub-wavelength diameter
of these hexagonal NWs. Unlike helical modes, the explanation of resonance need not rely on an
intuitive ray-optics description based on the grazing angle of incident light, but shows similar results
in how the deep subwavelength structures can confine the light and produce a resonant cavity without
having sophisticated mirrors at the end facets. In this respect nano-cavities of as-grown nanowires
outperform microcavities of VCSELs.
The same results that are obtained from hexagonal NWs apply to cylindrical ones as shown in Fig-
ure 3.7, which compares the simulation results for cylindrical and hexagonal core-only and core-shell
NWs with cylindrical coordinates r, z. Since these nano-cavities resonances have net propagation
in the axial direction, two distinct mode numbers m and n, such as in TMm,n, are used to describe
the azimuthal mode and axial mode, respectively. The transverse magnetic resonant mode TM5,7
with electric field perpendicular to the nanowire axis is shown for circular (Fig. 3.7 (a), (b)) and
hexagonal (Fig. 3.7 (c), (d)) cross-sections. Top row of Fig. 3.7 are the radial standing wave patterns
taken at the middle of the NW, and bottom parts are the axial variation which together demonstrate
standing wave patterns in the nano-cavity. The hexagonal and cylindrical NWs present nearly iden-
tical optical behavior if the nanowires have the same cross-sectional area, consistent with previous
findings159. These simulations produce the same results as the two-dimensional analysis of Leaky
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Figure 3.6 Volumetric cavity modes’ dependence on nanowire diameter. Top row is a radial cut at
the middle of the wire, bottom row is the corresponding axial spatial variation.
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Figure 3.7 Cavity modes for (a) core-only cylindrical, (b) core-shell cylindrical, (c) hexagonal core-
only, and (d) hexagonal core-shell. The radius of nanowire is 185 nm and the height is 1 µm.
Modes and Whispering Gallery, as well as the volumetric analysis presented in terms of Fabry-Perot
and Helical resonance modes. The results indicate, however, that there is no need for light to reflect
from the parallel facets of the wire as in the last two descriptions, rather, the curved surfaces in the
sub-wavelength structure can confine the light equally well.
3.2.3 Geometry Dependence of Resonant Modes
We examine the optical properties of CSNW to see whether it significantly differs from core-only or
dielectric core NWs. Both the materials and the geometric parameters of the core-shell nanowires
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Figure 3.8 FDTD simulation results for different ratios, (top) rcore = 40% rshell (middle) rcore =
60% rshell and (bottom) rcore = 80% rshell, of core-shell radius of (left) air-core/AlGaAs-shell (right)
GaAs-core/AlGaAs-shell cylindrical nanowires.
can be controlled by the chemical compositions and/or the temperature/reaction rates during the
growth process. Figure 3.8 and 3.9 show the FDTD simulation results for both transverse plane and
longitudinal plane modes for cylindrical and hexagonal CSNWs at same wavelength (532 nm) of
incident light, respectively. The left part of Fig. 3.8 and 3.9 is air-core/AlGaAs-shell, while the right
part is GaAs-core/AlGaAs-shell. And they vary with different core/shell radius ratios, i.e., (top)
rcore = 40% rshell (middle) rcore = 60% rshell and (bottom) rcore = 80% rshell. As expected, a core
with unit dielectric constant will confine the light more into the shell. The reduction of the shell
thickness will further move the light into the shell with a little light in the core. However, in the
right part of Fig. 3.8 and 3.9, the results clear indicated that the increasing of the core-shell radius
ratio does not modify the electromagnetic field distribution inside of the CSNWs. The transverse
plane modes keep the same mode number, as TM5n, for different ratios. In addition, the materials
variation does not alter the mechanisms of confinement of light in the CSNWs, but only a shift of
the resonance frequency corresponding to the dielectric constant and the bandgap of the materials.
In Fig. 3.10, the diameters and the length dependence of the CSNWs have been studied. The
top two rows are transverse plane TM modes with diameters varying from 20 nm to 370 nm at
same wavelength (532 nm) of incident light. Bottom row is the longitudinal plane TM modes with
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Figure 3.9 FDTD simulation results for different ratios, (top) rcore = 40% rshell (middle) rcore =
60% rshell and (bottom) rcore = 80% rshell, of core-shell radius of (left) air-core/AlGaAs-shell (right)
GaAs-core/AlGaAs-shell hexagonal nanowires.
length varying from 0.5µm to 3µm while remain the same diameters. The results demonstrated that
with increasing of the diameters or lengths while remain the other factor same, the resonant mode
numbers also increased correspondingly. However, if the diameter of the CSNW is smaller than 150
nm, there is no clear confined resonant modes excited by the structure which is consistent with the
findings in Ref.138.
Additionally, figures 3.7(b) and 3.7(d) show simulation of cylindrical and hexagonal structures,
respectively, with core of GaAs and shell of AlGaAs. These simulations show that there is little
difference between core-only as in Fig. 3.7 (a, c) and core-shell (b, d) NWs, since the difference of
the refractive indices of core and shell is small. Despite being optically identical, these structures
have very different optoelectronic properties which will be discussed in Chapter 5 after describing
the important ramifications of the optical analysis of NWs.
3.2.4 Light Engineering of sub-wavelength Nano-structure
Dependence of the resonant modes on the cavity geometry offers an important degree of freedom
to engineer a cavity for particular optical properties. Figure 3.11 shows the dependence of three
volumetric TM resonant modes excitation wavelengths with radius. In this spectral range, only lower
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Figure 3.10 Geometric Dependence TM radius variation for different diameters and length. Top two
rows are the transverse plane TM modes with diameters varying from 20 nm to 370 nm. Bottom
row is the longitudinal plane TM modes with length varying from 0.5µm to 3µm.
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Figure 3.11 Correlation of the volumetric TM modes’ excitation wavelength with NW radius allows
optimization of cavity for absorption and emission at desired wavelengths.
TM modes can be excited with smaller radii, e.g., r = 40 nm and 60 nm, however, as the radius
increases, higher order modes can be excited, and the optical power corresponding to the lower
order modes will be reduced. We observe redshift of these volumetric TM modes with increasing
NW radius. Also, the wavelength variation of TM1n mode is much larger compared to TM2n and
TM3n modes. These observations demonstrate the feasibility to engineer the volumetric mode at
certain wavelength, i.e., allow us to optimize absorption or emission at a desired frequency or certain
incident optical power by controlling the radius and/or length of a NW thus providing the ability
to engineer the absorption spectrum in order to match desired properties.
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3.2.5 Continuous Variation of Geometry - The Tapering effect
The dependence of the resonant modes on NW radius also suggests the interesting possibility of
having tapered structures which can support more than one resonant mode, thus be able to opti-
mize the spectrum of interest. The metalorganic vapor phase epitaxy (MOVPE) or vapor liquid
solid (VLS) growth methods are readily capable of forming nanowires with tapered sidewalls. The
resultant cavity, however, does not support the superposition of the modes present in cylindrical
structures of the same diameter; in fact tapered sidewalls have been identified as the primary loss
mechanism for these sub-wavelength cavities.
The effect of tapering has been studied for hexagonal CSNW that were grown on a silicon substrate
with average 5◦ angles between opposite sidewalls; vertical electrical field intensity (|E|2) profiles
for (a) TM61 and (b) TM62 modes under different excitation wavelength are shown in Fig. 3.12,
which similar to the result in Ref.63. Figure 3.12 (c, d) show first-order and higher-order transverse
plane modes at different positions along the wire growth axis. The modes are primarily confined
at the base, and become less resonant as they propagate upwards with decreasing of the radius at
top. Higher-order axial modes generally have lower quality factor. Physically, the stronger Fabry-
Perot characteristic of higher-order axial modes means that their effective longitudinal wave-vector
components become stronger, causing larger penetration and loss into the substrate. Nevertheless,
from a different perspective, multi-mode resonances can be achieved within certain wavelength range
by controlling the tapering angle in order to form small varying radius along the nanostructure axial
direction as in Fig. 3.12 (c, d). One can also red- or blue-shift the resonance peaks, since these
volumetric resonance modes are dependent on transverse dimensions. Thus, intentioned tapering
offers an alternative way to engineering the multi-mode resonances and finer tunability of these
resonance peaks.
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Figure 3.12 FDTD simulated electric field intensity distribution (|E|2) of hexagonal core-shell
nanowire on top of Si substrate with 5◦ tapering effect. (a, b) field intensity distribution along
axial direction with different incident light wavelength, (c, d) field intensity distribution in the
transverse plane at different positions along the NW.
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CHAPTER 4
REDUCED ELECTRONIC DENSITY DISTRIBUTION
A heterojuntion is basically a p-n junction in a semiconductor between materials of different com-
position. Normal junctions are between p and n type versions of the same material. But in this
case we refer to a juntion formed betewen two group III-arsenide usually a GaAs/AlAs interface or
a GaAs/AlGaAs interface. Since they are two differnt materials, the band structure is discontinuous
from one material to the other and the band alignment across the interface is typically of type I, i.e.
the band gap of the lower bandgap material is positioned energetically within the bandgap of the
wider bandgap semiconductor.
Polarization fields The usual growth direction for hexagonal III-V materials is along the polar [0001]
axis, for which the crystal lacks inversion symeetry. This will result in the formation of polariza-
tion fields. There are two kinds of polarization fields. They are spontaneous polarization (SP) and
Piezoelectric polarization (PZ). The spontaneous polarization exists in polar semiconductors with
a Wurzite or lower symmetry crystal structure and is related to the deviation of the crystal lattice
parameters from the ideal values for the structure, thereby creating molecular dipoles in the material
building a polarization field just like that formed in ferroelectrics. This field has a fixed direction
along the [0001] c-axis in the Wurtzite lattice. Therefore the field resulting from spontaneous polar-
ization will point along the growth direction and this maximizes pontaneous polarization effect in
these systems and renders the problem effectively one-dimensional.
The other type of polarization field, the piezoelectric polarization occurs due to the presence of
strain in the system. When two layers are joined together to form a heterojunction, the difference in
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the lattice constant between the two materials will lead to a strain . This strain also occurs due tot
he difference in the thermal expansion coefficients in the the layers during cool down after growth.
This leads to elastic strain in the layers.
4.1 Self-consistent Schro¨dinger-Poisson Solver
4.1.1 Finite Element Method
The study of energy band structures of heterostructures needs a detailed knowledge of optical
and transport properties of the heterostructures. These properties can be found by solving self-
consistently Poisson’s and Schro¨dinger’s equations for the electron wave functions.
The finite element method (FEM) is a simple and efficient method for solving ordinary differential
equations (ODEs) or partial differential equations (PDSs) in problem regions with simple bound-
aries160. FEM can be used to solve for the Schro¨dinger and Poisson equation self-consistently. A
generic formulation for a PDE with the following form:
|D|u(x) = f(x) ∈ Ω (4.1)
where D is an arbitrary operator, and Ω defines the geometry. In order to solve this PDE using
FEM, eq. 4.1 has to be rewritten in weak variational form with the boudary conditions:

u(x) = u0(x) on ΓD
∂u
∂n = g0(x) on ΓN
(4.2)
where ΓD and ΓN signifies Dirichlet and Neumann boundary condition. By introducing an arbitrary
function v and multiplying the PDF with v, then integrating over all the domain Γ and separating
every second-order derivative using integration by parts, the original PDE can be carried out in the
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weak form as:
∫
Ω
|D′|(u·v) dΩ +
∫
ΓN
gv ∂Ω =
∫
Ω
fv dΩ ∀v ∈ Vˆ (4.3)
where D′ is the reduced operator after performing integration by part to the second-order derivatives,
and Vˆ is the function space where an arbitrary function v belongs to. The function u lies in V,
which could be different than Vˆ . This continuous variational problem need to be reformulated to
discrete problem with discrete space Vˆd ⊂ Vˆ and V ⊂ V so that the boundary conditions can be
restated as:
∫
Ω
|D′|(ud·v) dΩ +
∫
ΓN
gv ∂Ω =
∫
Ω
fv dΩ ∀v ∈ Vˆd ⊂ Vˆ (4.4)
It is more convenient to use unified notation for linear weak forms a(u, v) = L(v) with a(u, v) =∫
Ω
|D′|(ud·v) dΩ and L(v) =
∫
Ω
fv dΩ− ∫
ΓN
gv∂Ω.
4.1.2 Variational form of Schro¨dinger and Poisson equations
A general Poisson equation for electrostatics is giving by161:
d
dx
(s(x)
d
dx
)Φ(x) =
−q[ND(x)− n(x)]
0
(4.5)
where s is the dielectric constant of the material, ND is the ionized donor concentration, Φ is
electrostatic potential, and n is the electron density. Since Eq. 4.5 only has a piecewise dielectric
constant, the domain can be divided into subdomains by different dielectric constants. The Poisson
equation can be rewritten as:
s∇2Φ(x) = −q[ND(x)− n(x)]
0
(4.6)
Chapter 4: Electron Distribution 4.1 Self-consistent Schro¨dinger-Poisson Solver
57
Note that the operator |D| is replaced by ∇2, and the source term f(x) is replaced with the scaled
difference of the ionized donor concentration and the electron density. Then the Poisson equation
can be reformulate to the weak variational form following the previous procedures.
∫
Ω
s0∇Φ∇v dΩ =
∫
Ω
[−q[ND(x)− n(x)]]v(x) dΩ (4.7)
The weak variational form of Schro¨dinger’s equation can be derived from the general differential
form following by the similar manner:
−~
2
2
d
dx
(
1
m∗(x)
d
dx
)ψ(x) + V (x)ψ(x) = Eψ(x) (4.8)
where m∗(x) is the effective mass. Equation 4.8 can rewritten after taking the effective mass out,
as it will remain constant in a single region.
~2
2m∗
∇2ψ(x) + [E − V (x)]ψ(x) = 0 (4.9)
Multiply both sides by a test function v, which is arbitrary with the condition that it vanishes on
the boundaries of the system.
∫
Ω
~2
2m∗
ψ
x
v
x
dΩ +
∫
Ω
V (x)ψ(x)v(x) =
∫
Ω
Eψ(x)v(x) dΩ (4.10)
4.1.3 Numerical Implementation
To obtain the electronic properties, the electrostatic potential V (x = −qφ(x) +4Ec(x) first sets to
zero. Then the envelope functions and the eigen energies are calculated according to the Schro¨dinger
equation 4.8. A Poisson equation 4.5 is solved after the determination of the quasi Fermi level EF
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by solving charge neutrality equation. The electron concentration can now be calculated based on:
n(x) =
m∑
k=1
ψ∗k(x)ψk(x)nk (4.11)
nk =
m∗
pi~2
∞∫
Ek
1
1 + e(E−EF )/KT
dE (4.12)
where 4Ec(x) is the pseudopotential energy due to the band offset at the heterointerface, nk is
the electron occupation number which can be calculated by Fermi-Dirac distribution function with
Fermi level EF , ψk is the wavefunction in the k
th state, and Ek is the eigen energy in state k.
Finally, a check of the electrostatic potential update decides whether the iteration terminates. The
procedure of this Schro¨dinger-Poisson solver has been demonstrated in the flow chart diagram as in
Fig. 4.1.
Implementing the FEM method when solving the Schro¨dinger and Poisson equations requires the
construction of a mesh defining local coordinate surfaces. For each node of this mesh, the unknown
eigen functions and eigen values are found, replacing the original differential equations by variational
forms. In order to make the FEM method more effective, implementing a small mesh when the
wavefunction is changing rapidly and a large mesh during a slow change in the wavefunction is
necessary.
4.2 Electronic Distribution in Nanowires
The electronic band structure and the electronic density of cylindrical and hexagonal GaAs/Al-
GaAs core-shell nanowire are calculated self-consistently by solving Poisson and Schro¨dinger equa-
tions162,163 using nextnano3 simulation packages164, which is a commercial computer aid software
with better physical method for the calculation of the quantum mechanical properties of an arbitrary
combination of geometries and materials.
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Figure 4.1 A flow chart diagram of the Schro¨dinger-Poisson solver. The procedure is only discussed
for electrons in the conduction band for simplicity but it also hold true for holes in the valence band
using analogous formulas.
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Figure 4.2 (left) Electron charge distribution in 3D illustration. (right) Conduction and valence band
bending (black lines) and electron density distribution (blue line) for cylindrical core-shell nanowire.
The inset shows the data captured from a vertical slice of the simulated structure.
4.2.1 Cylindrical Core-Shell Nanowire
The cylindrical core-shell nanowire has been investigated with a radius of 20nm GaAs core and 15nm
AlGaAs shell. An additional Si-doped AlGaAs layer with a 0.33 mole fraction is placed between the
core and shell. The thickness of this layers is 5 nm. The left part of Fig. 4.2 shows the electron
density distribution in 3D view. A free-electron gas is formed in the GaAs core and at the inner
heterointerface with a small fluctuation of density along the interface. There is a very small amount
of electron gas distributed at the center of the core. Further simulation with different doping density
ρD shows similar distribution of the electron gas but very small variation of the magnitude of the
intensity. On the right part of Fig. 4.2, the black line represents the conduction and valence band
bending and the blue line shows the electron density along the vertical cut of this cylindrical CSNW.
4.2.2 Hexagonal Core-shell Nanowire
Due to the hetero-interface between the core and shell and the piezoelectric force at the corners,
the electronic states distribution inside of the hexagonal core-shell nanowire is not always three-
dimensional case or two-dimensional like in cylindrical NWs. Lower-dimensional electron gas arises
with increased doping density. A delta-doped hexagonal CSNW heterostructure has been simulated.
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Figure 4.3 (left) Three dimensional electron charge distribution in 3D illustration. (right) Conduction
and valence band bending (blue lines) and electron density distribution (red line) for hexagonal core-
shell nanowire with a low doping density. The inset shows the data captured from a (top) vertical
or (bottom) horizontal slice of the simulated structure.
The radius of GaAs core and AlGaAs shell is 43.3 nm and 45 nm, respectively, with a 17.3 nm
AlGaAs spacer in between. The thickness of Si-doped AlGaAs is 1.6 nm with a 0.33 mole fraction
of AlGaAs. This Si-doped AlGaAs layer is used to populate a (triangular) quantum well at the
heterointerfaces. Such a well can also be produced by sandwiching a GaAs layer radially between
two wider bandgap materials.
The left part of Fig. 4.3, 4.4 and 4.5 shows the spatial distribution of the free-electron gas for
the three values of the doping density indicated as (Fig. 4.3) ρD = 9.2 × 1018cm−3, (Fig. 4.4)
ρD = 9.6 × 1018cm−3, (Fig. 4.3) ρD = 1.5 × 1019cm−3. On the right part, the electronic band
structure (blue line) and the electronic density (red line) of hexagonal GaAs/AlGaAs core-shell
nanowire are depicted for vertical slice (top, right) or horizontal slice (bottom, right).
At the lowest doping, shown in Fig. 4.3, the charge is distributed deep into the core. The distribution
is only slightly modulated (right panels) crossing the core along either the y cross section or x cross
section, and slightly depleted in the center of the core.
As the doping is increased in Fig. 4.4, the charge depletion in the center is more pronounced, and the
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Figure 4.4 (left) Two dimensional electron charge distribution in 3D illustration. (right) Conduction
and valence band bending (blue lines) and electron density distribution (red line) for hexagonal
core-shell nanowire with a moderate doping density. The inset shows the data captured from a (top)
vertical or (bottom) horizontal slice of the simulated structure.
charge moves toward the heterojunction interface, leaving this ”volcano” like charge distribution in
the left part of Fig. 4.4. The two-dimensional electron gases (2DEG) are formed at the heterointerface
of GaAs core and AlGaAs shell.
As the doping is further increased in Fig. 4.5, the shell 2DEG form at the six (6) core-shell hetero-
interface facets, with six (6) pillars of one-dimensional electron gas (1DEG) forming at the 6 vortices.
In addition, as shown in the right part of the Fig. 4.3, 4.4 and 4.5, the electronic density of Fig. 4.5 is
around two orders of magnitude higher than 2DEG and bulk counterparts. The results also matched
the other groups’ simulation results very well162,163.
4.3 Conclusions
In this chapter, the finite-element-method implemented self-consistent Shro¨dinger-Poisson solver
has been discussed. In addition, a cylindrical and hexagonal core-shell nanowire structure has been
simulated and compared with different doping density. The simulated results show unique electron
density distribution in hexagonal CSNW with large doping density. This unique distribution of
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Figure 4.5 (left) One dimensional electron charge distribution in 3D illustration. (right) Conduction
and valence band bending (blue lines) and electron density distribution (red line) for hexagonal
core-shell nanowire with a high doping density. The inset shows the data captured from a (top)
vertical or (bottom) horizontal slice of the simulated structure.
electrons has also been verified experimentally by electron holographic tomography165
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CHAPTER 5
DIMENSIONAL DEPENDENCE OF OPTICAL
TRANSITION RATES
In this chapter, we focuses on the dimensional dependence of the optical transition process, such
as absorption, spontaneous emission and stimulated emission behavior in semiconductor when in-
teracting with light. Through time-dependent perturbation theory and Fermi’s Golden Rule, we
find out the two bands optical transition rates, then based on the light interaction Hamiltonian,
time average Poynting vector and matrix element, derive the absorption coefficient, spontaneous
and stimulated emission rates for bulk semiconductor (3-dimension), quantum well (2-dimension)
and nanowire (1-dimension) structure.
5.1 Optical Transition in Semiconductor
All semiconductor optical or photonic devices can be divided into three groups166: (1) devices as light
sources that convert electrical energy into optical radiation (such as LED and Lasers); (2) devices
that detect optical signals (such as photodetectors); (3) devices that convert optical radiation into
electrical energy (such as photovoltaic devices or solar cells). In addition, all these three groups of
photonic devices involve the generation and recombination of electron-hole pairs.
In order to generate an electron-hole pair, the photon energy has to be greater than the semicon-
ductor material energy bandgap, hγ ≥ Eg, where γ is the frequency of the photon. A variety of
material systems have been employed for different wavelength detection and luminescence due to
their proper bandgap values as depicted in Fig. 5.1. Generally, GaAs material is used for fiber opti-
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Figure 5.1 Schematic representation of various semiconductor materials’ energy bandgaps (or wave-
lengths) with corresponding human eye response. Adapted from reference167
cal communication applications in the infrared portion of the electromagnetic spectrum. For visible
and near visible luminescence, where human eyes have higher sensitivity, GaP and CdS materials
are commonly used. GaN and ZnS materials with larger bandgap are primarily used for violet and
ultraviolet applications.
Besides the energy conservation which requires photon energy to be greater than the material
bandgap, another important condition that is necessary for the interaction of electron and holes
by the perturbation of photon energy. Figure 5.2 shows the corresponding energy-momentum (E-k)
plots for two different kinds of bandgap. As indicated in the left part of Fig. 5.2, the conduction
band has only one minima, on the right-hand side, there are two minima. The one with an arrow is
the direct minimum, and the another one is the indirect minimum. Electrons in the direct minimum
of the conduction band and holes at the top of the valence band have equal momentum; while elec-
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Figure 5.2 Schematic representation of optical absorption process in semiconductor (left) direct and
(right) indirect bandgap materials. Adapted from reference167.
trons in the indirect minimum have different momentum. For direct-bandgap semiconductors, such
as GaAs and InAs, the momentum is conserved and band-to-band transitions may occur with high
probability. The photon energy is then approximately equal to the bandgap energy of the semicon-
ductor. The radiative transition mechanism is predominant in direct-bandgap materials. However,
for Si and GaP that are indirect bandgap semiconductors, the probability for interband transitions
is extremely small, since phonons or other scattering agents must participate in the process in order
to conserve momentum166.
There are three main optical processes for interaction between a photon and an electron in a solid
as depicted in Fig. 5.3.
• An electron excited from a filled state in the valence band to an empty state in the conduction
band may absorb one photon. This is called absorption (the left upward arrow in Fig. 5.3)
and it is the main process in a photodetector or solar cell.
• An electron in the conduction band can spontaneously return to an empty state in the valence
band (recombination), with the emission of a photon. This is called spontaneous emission (the
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Figure 5.3 Schematic representation of basic interaction of a two-level system and an optical field.
middle downward arrow in Fig. 5.3), as the reverse process of absorption. And this is the
primary process for LEDs.
• The incoming photon can stimulate the emission of anohter similar photon by recombination,
giving out a net of two photons which are coherent (with same energy). This is called stimulated
emission (the right downward arrow in Fig. 5.3), and it is the main process in a laser.
5.2 Optical Transition Rates in Semiconductor
In this section, we review the derivation of general optical transition rates in semiconductor by using
time-dependent perturbation theory and Fermi’s Golden Rule.
5.2.1 Time-dependent Perturbation Theory
The interaction of light and matter may be analyzed by the time-dependent perturbation theory
(detailed derivation can be found in Appendix. A) which gives optical transition rate Wif from
initial state ’i’ to final state ’f’, caused by light as:
Wif =
2pi
~
|H ′fi|2δ(Ef − Ei − ~ω) +
2pi
~
|H ′fi|2δ(Ef + Ei − ~ω) (5.1)
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Here the prefactor 2 is due to the spins; H ′fi =
∫
Φf
∗(r)H ′(r)Φi(r)d3r is the matrix element defined
by Fermi’s Golden Rule168 that connects the initial state i with the final state f through the
perturbation Hamiltonian H ′(r, t) = − em0A(r, t) · p, where m0 is the free electron mass, A(r, t) is
the vector potential accounting for the presence of the electromagnetic field, and p is the momentum
operator. The delta functions indicate the energy conservation, and show the resonance of photons
and electrons for absorption of light (first term) and its emission (second term).
5.2.2 Fermi’s Golden Rule
When the semiconductor illuminated by light, the interaction between the photons and the electrons
in the semiconductor can be described by the Hamiltonian:
H = 1
2m0
(p− eA)2 + V (r) (5.2)
where m0 is the free electron mass, e = −|e| for electrons, A is the vector potential accounting for
the presence of the electromagnetic field, and V (r) is the periodic crystal potential.
The Hamiltonian can be expanded into
H = 12m0 (p− eA)
2
+ V (r) ≈ H0 +H′ (5.3)
where H0 is the unperturbed Hamiltonian and H′ is considered as a perturbation due to light
H0 = p
2
2m0
+ V (r) (5.4)
H′ = − e
m0
Ap (5.5)
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and consider the coulomb gauge has been used.
∇ ·A = 0 (5.6)
noting that p = (~/i)∇, so p ·A = (~i )∇ ·A = A ·p. And since we know p ≈ ~k ≈ ~pia , and a is the
lattice constant, usually have a value of 5A˚, so |eA|  |p|, then we can drop the last term e2A22m0 ,
because it is much smaller than the terms linear in A.
Assume the vector potential for the optical electric field of the form
A = eˆA0 cos kop · r − ωt = eˆA0
2
eikop·re−iωt + eˆ
A0
2
e−ikop·reiωt (5.7)
where kop is the wave vector, ω is the optical angular frequency, and eˆ is a unit vector in the direction
of the optical electric field, we have
E(r, t) = −∂A
∂t
= −eˆωA0 sinkop · r − ωt (5.8)
H (r, t) =
1
µ
∇×A = − 1
µ
kop × eˆA0 sin (kop · r − ωt) (5.9)
where we have used the fact that the scalar potential ϕ vanishes (ρ = 0) for the optical field, and
µ = µ0, the permeability of the free space. The Poynting vector for the power intensity (W/cm
2) is
given by
P (r, t) = E (r, t)×H (r, t) = kˆkopωA0
2
µ
(kop · r − ωt) (5.10)
which is pointing along the direction of wave propagation kop. The time average of the Poynting
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flux is simply
P = |P (r, t)| = ωA022µ kop
= ω
2A0
2nr
2µc
=
ω2A0
2nr
√
µ0ε0
2µ0
=
ω2A0
2nr
√
ε0
2
√
µ0
=
ω2A0
2nr
√
ε0
√
ε0
2
√
µ0
√
ε0
= ω
2A0
2nrε0c
2 (5.11)
Noting the time average of the sin2() function is 12 and kop = ω
√
µε0 =
ω
ν =
ω
c
nr
, c = 1√µ0ε0
The interaction Hamiltonian
H′ (r, t) = − em0 A(r, t) · p
= H′ (r) e−iωt +H′+ (r) e+iωt (5.12)
where
H′ (r) = −eA0e
ikop·r
2m0
· eˆ · p (5.13)
The superscript “+” means the Hermitian adjoint operator.
The transition rate for the absorption of a photon:
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If the electron is at state a initially. And assume Eb > Ea
Wabs =
2pi
~
∣∣∣〈b∣∣∣H′ (r)∣∣∣a〉∣∣∣2 δ(Eb − Ea − ~ω) (5.14)
The total upward transition rate per unit volume (s−1cm−3) in the crystal taking into account the
probability that state a is occupied and state b is empty:
Ra→b =
2
V
∑
ka
∑
kb
2pi
~
∣∣∣H′ba∣∣∣2 δ(Eb − Ea − ~ω)fa(1− fb) (5.15)
where we sum over the initial and final states and assume that the Fermi-Dirac distribution fa is
the probability that the state a is occupied. A similar expression holds for fb with Ea replaced by
Eb, and (1− fb) is the probability that the state b is empty. The prefactor 2 takes into account the
sum over spins, and the matrix element H′ba is given by Fermi’s Golden Rule
H′ba ≡
∣∣∣〈b∣∣∣H′ (r)∣∣∣a〉∣∣∣ = ∫ Ψ∗b (r)H ′ (r, t) Ψa (r) d3r (5.16)
5.2.3 Upward and Downward Transition Rates
Similarly, the transition rate for the emission of a photon if an electron is initially at state b is
Wems =
2pi
~
∣∣∣〈a∣∣∣H′ (r)∣∣∣b〉∣∣∣2 δ(Ea − Eb + ~ω) (5.17)
The downward transition rate per unit volume (s−1cm−3) is
Rb→a =
2
V
∑
ka
∑
kb
2pi
~
∣∣∣H′+ab∣∣∣2 δ(Ea − Eb + ~ω)fb(1− fa) (5.18)
Using the even property of the delta function, δ (−x) = δ (x), and H′ba = H′+ab, the net upward
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transition rate per unit volume can be written as
R = Ra→b −Rb→a = 2
V
∑
ka
∑
kb
2pi
~
∣∣∣H′ba∣∣∣2 δ(Eb − Ea − ~ω)(fa − fb) (5.19)
The absorption coefficient α(1/cm) in the crystal is the fraction of photons absorbed per unit
distance:
α =
Number of photons absorbed per second per unit volume
Number of injected photons per second per unit area
(5.20)
The injected number of photons per second per unit area is the optical intensity P (W/cm2) divided
by the energy of a photon ~ω:
α (~ω) =
R
P
~ω
=
~ω
(
nrc0ω2A20
2 )
R (5.21)
Using the long wavelength approximation that A (r) = Aeikop·r ≈ A, we find that the matrix
element can be written in terms of the momentum matrix element
H′ba = − e
m0
A · 〈b|p|a〉 = eA0
2m0
· eˆ · pba (5.22)
The absorption coefficient becomes
α (~ω) = C0 2V
∑
ka
∑
kb
|eˆ · pba|2δ(Eb − Ea − ~ω)(fa − fb)
C0 =
pie2
nrε0cm20ω
(5.23)
We can see that the factors containing A0
2 are canceled because the linear optical absorption coef-
ficient is independent of the optical intensity.
Chapter 5: Transition Rates 5.2 Optical Transition Rates in Semiconductor
73
5.2.4 Photonic Modes Density
In order to find the density of states for the photon field, We need to first calculate the number
of modes in a cube (mode density) of refractive index nr and side length L in a frequency interval
between ν and ν + dν, assuming that L is much larger than the wavelength of the mode under
consideration. As is usual, the photon field can be describes by a plane wave:
eik·r = eikxx+ikyy+ikzz (5.24)
Using the periodic boundary conditions that the wave function should be periodic in the x, y and z
directions with a period L.
kx = l
2pi
L
, ky = m
2pi
L
and kz = n
2pi
L
(5.25)
With
k2 = k2x + k
2
y + k
2
z = (
2pi
L
)
2
= (
2piνnr
c
)
2
(5.26)
A combination of l, m and n describes a mode. The volume of a state in the k-space is
(
2pi
L
)3
.
Therefore the number of modes per unit volume of k-space in the frequency range 0 to ν (or having
wavevectors in the interval 0 to k) is obtained by dividing the volume of a sphere with radius ν (or
k) by the volume per mode
(
2pi
L
)3
.
Nv =
8pi3v
3
n3rL
3
3c3pi2 =
k3L3
3pi2
(5.27)
The enclosed volume is Vv = L
3, the number of modes per unit volume in the frequency range 0 to
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ν is
Nv
Vv
=
8piv3n3r
3c3
(cm−3) (5.28)
As the initial assumption that the enclosure size L is much larger than the wavelength of the enclosed
mode. This implies a large mode density closely spaced in frequency; however, as a nanowire, the
diameter and length of the lasing cavity comes to subwavelength, we may have to alter the mode
density function. Taking the derivative of Eq. 5.28 with respect to ν gives us the mode density per
unit frequency interval per unit volume between ν and ν + dν,
nv =
1
Vv
dNv
dv
=
8piv2n2r
c3
(s.cm−3) (5.29)
Similarly, the mode density per unit energy interval is
nε =
8pinr
3ε2
(2pi)
3
h3c3
=
nr
3ε2
pi2~3c3
cm−3(eV )−1 (5.30)
This equation gives the number of electromagnetic modes with different l, m, n, per unit volume,
having energy in the interval between ε and ε+dε.
The radiation density of the modes in a frequency interval dv is given by
ϕ (v) dν = vnvuvdv (5.31)
And in an energy interval dε by
ϕ (E) dE = hvnεuεdε (5.32)
hv on the right-hand side is the energy per photon, the second term nε is the mode density, and the
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third term uε is the average number of photons per mode in the energy interval between ε and ε+dε,
which is the same as the occupation factor that following the Bose-Einstein statistics for photons:
uε =
1
e
~ωk
kBT − 1
(5.33)
Then the photon density per unit energy interval can be defined as Np = nεuε:
Np =
nr
3ε2
pi2~3c3
1
e
ε
kBT − 1
cm−3(eV )−1 (5.34)
5.3 The Einstein Relations
Consider two energy levels ε1 and ε2 with populations N1 and N2 in an atomic system in thermal
equilibrium. ε2 is larger than ε1 and normally N2 is smaller than N1. In such a system, the rate of
the upward transition must equal the rate of the downward transitions.
Then define Einstein’s B12 Coefficients as
B12 =
2pi
~
∣∣∣H′12∣∣∣2 (5.35)
where B12 is known as the Einstein coefficient for stimulated upward transitions, or absorption rate
per incident photon within an energy interval, (eV/s). So the upward transition rate per unit volume
(s−1cm−3) is proportional to N1 and the radiation density ϕ (v),
r12= B12N1ϕ (v) (5.36)
Thus, for the total upward transition rate per unit volume (s−1cm−3) for a broad spectrum is
R12= B12S(E21) (5.37)
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where
S (E21) = N (E21)nε (5.38)
is the number of photons per unit volume per energy interval with a dimension of cm−3(eV )−1,
nε =
1
e
E21
kBT − 1
(5.39)
is the number of photons per state at an optical energy E21.
If we take into account the occupation probabilities of level 1 and level 2 using Fermi-Dirac distri-
butions, f1 and f2, respectively, the expression for R12 will be modified,
R12(= r12(E21)dE) =
1
V
∑
k B12δ (E2 − E1 − ~ωk)2nε·f1(1− f2)
= B12f1(1− f2)S (E21) (5.40)
Where r12(E21)dE means that the upward transition rate per unit volume has been integrated for a
light with a spectral width dE near E = E21, r12(E) is the number of 1→ 2 transitions per second
per unit volume per energy interval (s−1cm−3eV−1).
Similarly, a stimulated emission rate per unit volume can be given
Rstim21 = r
stim
21 (E)dE = B21f2(1− f1)S (E21) (5.41)
In the case of spontaneous emission, where the photons created by recombination escape, the spon-
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taneous emission rate per unit volume is independent of the photon density and is given by
Rspon21 = r
spon
21 (E)dE = A21f2(1− f1) (5.42)
A21 is the Einstein coefficient for spontaneous emission. As A and B coefficient are not changed
whether in thermal equilibrium or not, we can use the following properties in the future. At thermal
equilibrium, there is only one Fermi level; therefore F1 = F2. We balance the total downward
transition rate with the upward transition rate:
R12 = R
stim
21 +R
spon
21 (5.43)
or
B12f1 (1− f2)S (E21) = B21f2 (1− f1)S (E21) +A21f2(1− f1) (5.44)
We have
A21
B12e
E21
kBT −B21
= N (E21)
1
e
E21
kBT − 1
(5.45)
By comparing the left- and right-hand sides, we find B12 = B21, and
A21
B21
= N (E21) =
n3rE
2
21
pi2~3c3
(5.46)
Thus, the ratio of the stimulated and spontaneous emission rate is:
Rstim21
Rspon21
=
B21f2 (1− f1)S (E21)
A21f2(1− f1) = nε (5.47)
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which is the number of photons per state.
5.4 Dimensional Dependence of Interband Transition Rates
Optical interband transition rates are strong function of dimensionality. Shrinking the size of the
devices not only introduced the confinement of electron and hole movement, but also modified the
optical interband transition rates dramatically.
5.4.1 Interband Transition Rates for a Bulk Semiconductor
Here, we evaluate the optical matrix element:
H′ba =
〈
b
∣∣∣∣−eA(r)m0 · p
∣∣∣∣a〉 (5.48)
The vector potential for the optical field is
A (r) = A·eikop·r = eˆA0
2
eikop·r (5.49)
The Bloch functions for electrons in the valence band Ea and the conduction band Eb are:
Ψa (r) = uv(r)
eikv·r√
V
(5.50)
Ψb (r) = uc(r)
eikc·r√
V
(5.51)
where uv(r) and uc(r) are the periodic parts of the Bloch functions, and the remainders are the
envelope functions (plane waves) for a free electron. The momentum matrix element is derived from
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H′ba = − eA02m0 eˆ ·
∫
Ψ∗be
ikop·rpΨad3r
= − eA02m0 eˆ ·
∫
uc(r)e
ikc·reikop·r
[(~
i∇uv(r)
)
eikv·r + ~kvuv(r)eikv·r
]
d3r
V
≈ − eA02m0 eˆ ·
∫
Ω
uc
∗(r)~i∇uv(r)d
3r
Ω
∫
V
ei(−kc+kop+kv)·r d
3r
V
= − eA02m0 eˆ · pcvδkc,kop+kv (5.52)
pcv =
∫
Ω
uc
∗(r)
~
i
∇u
v
(r)
d3r
Ω
(5.53)
where we noted that
[
uc
∗(r)~i∇uv(r)
]
and [uc
∗(r)uv(r)] are periodic functions with the period of
a unit cell, whereas the envelope functions are slowly varying functions over a unit cell. Therefore,
the integral over d3r can be separated into the product of two integrals, one over the unit cell Ω
for the periodic part, and the other over the slowly varying part. In another word, we use the
approximation:
∫
V
[
uc
∗ (r)
~
i
∇u
v
(r)
]
F (r)d3r ≈
∫
V
F (r)d3r
∫
Ω
uc
∗(r)
~
i
∇u
v
(r)
d3r
Ω
(5.54)
where F (r) is slowly varying over a unit cell, and we have used the periodic property of the Bloch
periodic functions
uc
∗ (r)
~
i
∇u
v
(r) =
∑
G
CGe
iG·r (5.55)
where the vectors G
′
s are the reciprocal lattice vectors. Because F (r) is slowly varying over a unit
cell, we may approximate F (r+R) = F (R) and put it outside of the integral over a unit cell.
Here the Rs are the lattice vectors, and eiG·R = 1.ω is the volume of a unit cell. Note that the
orthogonal property
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∫
Ω
uc
∗uvd3r = 0,
1
Ω
∫
Ω
uc
∗ucd3r = 1Ω
∫
Ω
uv
∗uvd3r = 1 (5.56)
From the matrix element, we see the momentum conservation
~kc = ~kv + ~kop (5.57)
is obeyed. The electron at the final state has its crystal momentum ~kc equal to its initial momentum~kv
plus the photon momentum~kop. Because kop ∼ 2piλ0 , and the magnitudes kc ,kv are of the order 2pia0 ,
where a0 is the lattice constant of the semiconductors, which is typically of the order 5.5A˚ and is
much smaller than we may ignore kop and obtain
H′ba ≈ − eA0
2m0
eˆ · pcvδkc,kv (5.58)
which is the K-selection Rule.
1) Interband momentum matrix element pcv depend only on the periodic parts of the Bloch
functions (uc and uv),
2) The original optical momentum matrix element pab, depends on the full wave functions (i.e.
including the envelope function).
Using the K-selection rule in the matrix element, we find that the absorption coefficient for a bulk
semiconductor is
Chapter 5: Transition Rates 5.4 Interband Transition Rates
81
α (~ω) = C0 2V
∑
ka
∑
kb
|eˆ · pcv|2δ(Ec − Ev − ~ω)(fv − fc)
C0 =
pie2
nrε0cm20ω
(5.59)
where the Fermi-Dirac distributions for the electrons in the valence bend and in the conduction band
are, respectively.
fv (k) =
1
1 + e
(Ev(k)−Fv)
KT
, fc (k) =
1
1 + e
(Ec(k)−Fc)
KT
(5.60)
Assume:
1) kc = kv = k, Fv = Fc = EF (thermal equilibrium)
2) fv = 1 and fc = 0
3) |eˆ · pcv|2 is independent of k and denote the absorption spectrum at thermal equilibrium.
α (~ω) = C0 |eˆ · pcv|2
∫
2d3k
(2pi)
3 δ(Eg +
~2k2
2m∗r
− ~ω) (5.61)
where used the reduced effective mass m∗r
Ec = Eg +
~2k2
2m∗r
Ev = −~
2k2
2m∗r
1
m∗r
=
1
m∗e
+
1
m∗h
Here all energies are measured from the top of the valence band. Therefore, both Ec and Fc contain
the band-gap energy Eg. Let
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X = Eg + E − ~ω E = ~
2k2
2m∗r
(5.62)
we find, by a change of variables, the integration can be carried out with the contribution at X =
0, and E = ~ω − Eg
α3D (~ω) = C0 |eˆ · pcv|2 ρr (~ω − Eg) (fv − fc) (5.63)
ρr (~ω − Eg) = 12pi2 ( 2m
∗
r
~2 )
3
2
(~ω − Eg)
1
2 (5.64)
Therefore, the absorption coefficient depends on the momentum matrix element and the joint optical
density of states. Below the band-gap energy Eg, the absorption does not occur because the photons
see a forbidden band gap.
For the derivation of spontaneous emission rate, we start from the absorption spectrum within a
spectral width dE:
α (E21) dE =
rabsnet (E21)dE
P (E21)
c
nr
= nrc B12 (f1 − f2) (5.65)
where P (E21) is the irradiance of the photon beam or energy crossing the unit area in unit time
(cm−3eV−1).
The ratio of the spontaneous emission spectrum and the absorption spectrum can be expressed as:
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rspon21 (E21)
α(E21)
= A21f2(1−f1)nr
c B12(f1−f2) =
c
nr
·N (E21) 1
e
(E21−F )
kBT − 1
(5.66)
or
rspon21 (E21) = (
n2rE
2
21
pi2~3c2
)
1
e
(E21−F )
kBT − 1
α (E21) (5.67)
and F = F2 − F1 is the quasi-Fermi level separation. Now, the spontaneous emission rate can be
carried out as:
rspon3D (~ω) =
nre
2ωpcv
2
pi0m02C3~
mr
∗3/2
2pi2~3
√
(~ω − Eg)fc(1− fv) (5.68)
In addition, based on the relationship between spontaneous emission and stimulated emission as in
Eq. 5.47, the stimulated emission can also be derived as:
rsti3D(~ω) =
(
nrωe
2(1 + uε)
3pi~c30m20
)
|eˆ · pcv|2fc(1− fv) 1
2pi2
(
2m∗r
~2
)3/2(~ω − Eg)1/2 (5.69)
5.4.2 Interband Transition Rates in A Quantum Well
The central cell functions in the quantum wells are relatively unaffected by the presence of the
confining potential. There are only two changes compared to bulk semiconductor, first, the nature
of wavefunction for the low lying states are confined to the well region, second, the density of the
state have the usual step-like form for parabolic 2-dimensional bends.
Ignore the excitonic effects due to the Coulomb interaction between electrons and holes.
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Within a two-band model, the Bloch wave functions can be described by
Ψa (r) = uv(r)
eikt·ρ√
A
gm(z) (5.70)
for a hole wave function in the heavy-hole or a light-hole subband m. and
Ψb (r) = uc(r)
eikt·ρ√
A
Φn(z) (5.71)
for an electron in the conduction subband n. The momentum matrix element pba is given by
pba = 〈Ψb|p|Ψa〉 ≈ 〈uc|p|uv〉 δkt,k′t I
en
hm (5.72)
where
Ienhm =
∫ +∞
−∞
dzΦ∗n(z)gm(z) (5.73)
• This is the overlap integral of the conduction and valence band envelope functions
• K-Selection rule applied
• Take into account the quantization of the electron and hole energies Ea and Eb
Ea = Ehm − ~
2k2t
2m∗h
(5.74)
Eb = Eg + Een +
~2k2t
2m∗e
(5.75)
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And Ehm < 0,
Eb − Ea = Eenhm + Et, Et =
~2k2t
2m∗e
(5.76)
where
Eenhm = Eg + Een − Ehm (5.77)
is the band edge transition energy (kt = 0). The summations over the quantum numbers ka and kbbecome
summations over (k
′
t,m) and (kt, n). Noting in the matrix element kt = k
′
t
α (~ω) = C0
∑
n,m
|Ienhm|2
2
V
∑
kt
|eˆ · pcv|2 δ(Eenhm + Et − ~ω)(fmv − fnc ) (5.78)
Use the two-dimensional joint density of states
2
V
∑
kt
=
2A
V
∫
d2kt
(2pi)
2 =
1
piLz
∫ ∞
0
ktdkt =
∫ ∞
0
d
~2kt
2
2m∗r
· m
∗
r
pi~2Lz
=
∫ ∞
0
dEtρ
2D
r (5.79)
ρ2Dr =
m∗r
pi~2Lz
(5.80)
where A is the area of the cross section, ALz = V , Lz is an effective period of the quantum wells,
and V is a volume of a period. The delta function gives the contribution at Eenhm + Et = ~ω, and
the absorption edges occur at ~ω = Eenhm. For an unpumped semiconductor, fmv = 1 and fnc = 0, we
have the absorption spectrum at thermal equilibrium α0 (~ω)
α0 (~ω) = C0
∑
n,m
|Ienhm|2 |eˆ · pcv|2 ρ2Dr H(~ω − Eenhm) (5.81)
Because the integration of the delta function gives the step function, shown as H or the Heaviside
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step function, H (x) = 1 for x > 0, and 0 for x < 0. For a symmetric quantum well, we find
Ienhm = δnm using an infinite well model, and the absorption spectrum is
α2D (~ω) = C0 |eˆ · pcv|2 m
∗
r
pi~2Lz (fv − fc)
C0 =
pie2
nrε0cm20ω
(5.82)
Use the same relationship between absorption, spontaneous emission and stimulated emission, we
can derive the spontaneous emission and stimulated emission rates as follows:
rspon2D (~ω) =
nre
2ωp2cv
pi0m02C3~
m∗r
pi~2Lz
fc(1− fv) (5.83)
rsti2D(~ω) =
(
nrωe
2(1 + uε)
pi~c30m20
)
|eˆ · pcv|2fc(1− fv) m
∗
r
pi~2Lz
(5.84)
5.4.3 Interband Transition Rates in nanowire
For nanowire structure, the confining potential also only changes the nature of wavefuction and the
density of the state as in the 2-dimensional case. Also ignore the excitonic effects due to the Coulomb
interaction between electrons and holes, then follow the similar procedure in 2-dimensional.
We consider a nanowire with cross section a× b, and the length of wire is Lz  a, b.
Within a semiconductor model, the valence band Bloch wave functions can be described by
Ψv (r) = uv(r)
eikt·ρ√
Lz
gm(x, y) (5.85)
gm (x, y) =
2√
ab
sin (
mpi
a
x) sin (
npi
b
y) (5.86)
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and the conduction band Block wave function as,
Ψc (r) = uc(r)
eikt·ρ√
Lz
Φn(x, y) (5.87)
Φn(x, y) =
2√
ab
sin (
m
′
pi
a
x) sin (
n
′
pi
b
y) (5.88)
where
Em
′
n
′
v = Ev0 −
~2
2m∗h
[
(
m
′
pi
a
)2
+
(
n
′
pi
b
)2
+ k2t ] (5.89)
Emnc (kt) = Ec0 +
~2
2m∗e
[
(mpi
a
)2
+
(npi
b
)2
+ k2t ] (5.90)
The momentum matrix element pba is given by
pba = 〈Ψb|p|Ψa〉 ≈ 〈uc|p|uv〉 δkt,k′t I
en
hm (5.91)
where
Ienhm =
∫ +∞
−∞
dxdyΦ∗n(x, y)gm(x, y) (5.92)
• This is the overlap integral of the conduction and valence band envelope functions
• K-Selection rule applied
Use the one-dimensional joint density of states,
2
V
∑
kt
=
2Lz
V
∫
dkt
2pi
=
1
piLxLy
∫ ∞
0
1
kt
dkt =
∫ ∞
0
dEtρ
1D
r (5.93)
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ρ1Dr =
∑
m,n
(2m∗r)
1
2
pi~
1√
(~ω − Emnc )
forE > Emnc (5.94)
ρ1Dr =
(m∗r)
3
2
pi~m∗eLxLy
1√
(~ω − Eg)
(5.95)
The electron density is given by the occupation of the wire states, and at zero temperature it can
be integrated analytically,
n =
∑
m,n
(2m∗r)
1
2
pi~LxLy
√
(Fc − Emnc ) (5.96)
where LzLxLy = V , Lx, Ly,Lz are effective period of the quantum wire along different directions,
Lz along the axial of the quantum wire, and V is a volume of a period. The delta function gives the
contribution at Eenhm + Et = ~ω, and the absorption edges occur at ~ω = Eenhm. For an unpumped
semiconductor, fmv = 1 and f
n
c = 0, we have the absorption spectrum at thermal equilibrium α0 (~ω)
α0 (~ω) = C0
∑
n,m
|Ienhm|2 |eˆ · pcv|2 ρ1Dr H(~ω − Eenhm) (5.97)
Because the integration of the delta function gives the step function, shown as H or the Heaviside
step function, H (x) = 1 for x > 0, and 0 for x < 0. For a symmetric quantum wire, we find
Ienhm = δnm using an infinite wire model, and the absorption spectrum is
α1D (~ω) = C0 |eˆ · pcv|2 (2m
∗
r)
1
2
piωLxLy
1√
(~ω−Emncv )
(fv − fc)
Emncv = Eg +
~2
2m∗r
[
(
mpi
a
)2
+
(
npi
b
)2
]
C0 =
pie2
nrε0cm20ω
(5.98)
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Similarly, the spontaneous emission and stimulated emission rates can be carried out as:
rspon1D (~ω) =
nre
2ωp2cv
pi0m02C3~
m∗r
3/2
pi~m∗eLxLy
1√
(ξ − ξg)
fc(1− fv) (5.99)
rsti1D(~ω) =
(
nrωe
2(1 + uε)
pi~c30m20
)
|eˆ · pcv|2fc(1− fv) (m
∗
r)
3/2
pi~m∗eLxLy
1√
(~ω − Eg)
(5.100)
5.5 Contributing Factors
The derived transition rates (absorption, spontaneous emission and stimulated emission rates) are
both strong function of dimensionality. Carrier confinement in core-shells, and the effect of local
forces shown by band bending affects transition rates due to the following factors:
5.5.1 Overlap Integral
The confined structure alters the overlap integral between initial and final wave function as in
Eq. 5.101, Where Φ∗n(z) and gm(z) are electron envelope function in the conduction subband n and
heavy-hole or light-hole envelope function in the subband m, respectively. Higher overlap results in
higher optical transition rates in reduced dimensions in much the same manner that the Quantum
Confined Stark Effect (QCSE) is much stronger than the bulk Franz-Keldysh effect169. This has
been exploited in NW light-emitting devices and lasers for increased luminosity170.
Ienhm =
∫ ∞
−∞
Φ∗n(z)gm(z) dz, (5.101)
Figure 5.4 shows the transition energy (black line, first confined conduction band to the first con-
fined heavy hole band i.e., e1-hh1) as well as the spatial overlap integral (blue line) of the electron
and hole ground state wave functions as a function of increasing x alloy content of a hexagonal
GaAs/AlxGa1−xAs core-shell structure. The hexagonal GaAs core has an outer radius of 10 nm,
while the AlGaAs shell has a diameter of 40 nm and surrounded by an infinite barrier.The results
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Figure 5.4 The transition energy (black line, e1-hh1) as well as the spatial overlap integral (blue
line) of the electron and hole ground state wave functions as a function of increasing AlxGa1−xAs
x alloy content for a hexagonal GaAs/AlxGa1−xAs core-shell structure.
show with increasing of the alloy mole fraction, as expected, the transition energy increased. And
most importantly, the overlapping of the electron and hole ground state wavefunction remain a rel-
ative large number over 80% with a minima at around 5% of mole fraction, showing electron and
hole wavefunctions strongly confined in this hexagonal nanostructure.
5.5.2 Oscillator Strength
According to Thomas-Reiche-Kuhn (TRK) sum rule171, the integrated oscillator strength of an ab-
sorber equals the total number of electrons in the structure. The increased number of photo-induced
electrons in lower-dimensional electronic states manifest in proportional increase in probability of
optical transition. The optical matrix element for the electron-to-heavy hole transition induced
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Figure 5.5 Exciton binding energy (solid) and oscillator strength per unit length (dashed) vs well
thicknesses d0 and d1. Figure adapted from reference
172.
oscillator strength per unit length can be expressed as:
f0
L
=
2p2cv
Egm0
|
∫
Ψ
(e)
0 (x, z)Ψ
(h)
0 (x, z) dxdz Fex(r)|
2
, (5.102)
where the squared part is the exciton wave function with Fex(r) being the envelope part; Ψ
(e)
0 (x, z)
and Ψ
(h)
0 (x, z) are the ground state wave functions for electrons and heavy holes, respectively, in the
absence of their interaction. Esaki et al.172 have demonstrated that the oscillator strength per unit
volume of a GaAs/AlGaAs quantum wire is 3× 10−5A˚−3, nearly an order of magnitude larger than
for bulk GaAs value of 3.5× 10−6A˚−3 as shown in Fig. 5.5.
Chapter 5: Transition Rates 5.5 Contributing Factors
92
5.5.3 Joint Optical Density of States
Thirdly, the joint optical density of states (JDOS) function is strongly dependent on dimensionality
which comes from the summation over wave numbers k, from continuous JDOS for 3D to step-
like JDOS for 2D, and discrete form for 1D, as explicitly shown in Eqs. (5.103, 5.104 and 5.105).
As this function connects electron hole pairs involved in a transition, it has a reduced effective
mass 1m∗r
= 1m∗e
+ 1m∗h
which for 3D is equivalent to that of electrons, but in 2D and 1D changes
substantially due to separation of heavy, light, and split-off bands in valence band. In fact, the hole
effective mass is reduced to 0.027m0 for 1D quantum wire structure, and to 0.118m0 for 2D quantum
well, compared with 0.51m0 for bulk GaAs
173 as shown in Fig. 5.6.
ρ3Dr =
1
2pi2
(
2m∗r
~2
)3/2(~ω − Eg)1/2 (5.103)
ρ2Dr =
m∗r
pi~2Lz
(5.104)
ρ1Dr =
(m∗r)
3/2
pi~m∗eLxLy
1√
(~ω − Eg)
(5.105)
5.6 Spacial Overlapping of confined light and electronic wavefunctions
The electronic band structure of hexagonal core-shells is calculated self-consistently by solving Pois-
son and Schro´dinger equations showing that, as expected, at high doping concentrations of the shell
two-dimensional electron gasses (2DEG) form at the six (6) core-shell heterointerface facets, with six
(6) pillars of one-dimensional electron gas (1DEG) forming at the six vortices; this is schematically
shown in Fig. 5.7(a). The electronic wave function is calculated and shown in Fig. 5.7(b) for core
of GaAs and shell of AlGaAs, with high doping assumed for the shell, in two cuts: one along two
opposing vortices and one along two opposing facets. Clearly, 2DEG and 1DEG exist, respectively,
at facets and vortices. Calculation of transition rates with incorporation of dimensionality shows
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Figure 5.6 Effective mass value estimated in the wire direction in the lowest valence subband of
GaAs/AlxGa1−xAs quantum wire. The solid line is the finite barrier model. The dashed line is
the infinite barrier model, where the effective mass value is independent of the well width. The
maximum wave vector where the parabolic approximation holds within the accuracy of 1 meV is
also shown. Figure adapted from reference173.
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Figure 5.7 (a) The schematic plot of GaAs/AlGaAs core-shell nanowire with electron charge po-
sitions. (b) The calculated conduction band energy diagram and the electron density at y cross
section (top) and x cross section (bottom) with high doping density. (c) FDTD-simulated (optcial)
electric field intensity of a hexagonal nanowire at y cross section (top) and x cross section (bottom).
The insets are mode patterns (TM5n) in the transverse plane. The black boundaries represent the
interface between semiconductor and air.
over one order of magnitude increase for the 2D and over two orders of magnitude for 1D compared
to the same material in 3D. Furthermore, for the stimulated emission rate calculation, the mode
occupancy number uε in Eq. 5.33 plays an important role, as expected.
Figure 5.7(C) shows the FDTD-simulated electric field density of a hexagonal nanowire at y cross
section (top) and x cross section (bottom). The photon energy of this mode shown as the insets
of Fig. 5.7 (C) is concentrated primarily along the 6 corners and secondarily along the facets with
little light in the 3D core of GaAs. Hence, we suggest that the fortuitous spatial overlap of the
resonant optical modes on reduced dimensional electronic wavefunctions plays a significant role in
the remarkable optoelectronic properties of core-shell nanowires. Restated, the superposition of
the photon modes on reduced electronic states that form on the facets and vortices of the hexag-
onal CSNWs strongly enhances both upward and downward transition rates. Thus, the reduced
dimensionality transition rate distinguishes the core-shell nanostructure from the optically equiva-
lent core-only structure due to its significantly modified rate management. These nanostructures
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are not only excellent optical cavities, but despite their large size also provide the right reduced
dimensional electronic structures which enhance optoelectronic interactions. It should be noted the
present analysis is for direct optical transitions; although it can be extended to incorporate k-vector
changes as in phonon scattering, other important factors such as many-body interactions need to be
included in a more detailed analysis.
5.7 Many body effects
The preceding theory of optical transition rates and gain involving Fermi’s Golden Rule considers
each electron in isolation as it interacts with the electromagnetic field. In other words, we have
used a single-particle theory to obtain the optical transition rates and gain spectrum (this will be
presented in next chapter). In reality, there is a large density of both electrons and holes present in
the system. The mutual interactions between these particles are generally referred to as many-body
effects. These effects included lineshape broadening, which is related to collisions between particles
and/or phonons in the crystal. In addition to this important effect, there are two other significant
consequences of many-body effects: exciton states and bandgap shrinkage174. Exciton states exist
primarily at low carrier densities and low temperatures, where bandgap shrinkage becomes noticeable
at high carrier densities.
Under conditions of low carrier density and low temperature, it is possible for an electron and hole
to orbit each other for an extended period of time, forming what is referred to as an exciton pair.
Such exciton pairs have a binding energy associated with them that is equal to the energy required
to separate the electron and hole. As a result, electrons that are elevated from the valence band
to one of these exciton states will absorb radiation at energies equal to the bandgap substracting
the binding energy (the bandgap will appear to be red-shifted). In addition, the overlap integral
(and hence the matrix element) of these two-particle states can be quite large. As a result, band-to-
exciton transitions tend to dominate the absorption spectrum. However, exciton states are limited to
states near k = 0, and hence band-to-exciton transitions are clustered at the band edge (or subband
edge). The overall effect is the appearance of very strong absorption peaks near the subband edges
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in quantum-well materials, and near the band edge in bulk material.
Exciton absorption peaks are clearly visible in quantum wells at room temperature for a typical
GaAs QW. The first two steps in the ”staircase” absorption spectrum predicted from the density
of states. However, the exciton peaks riding on top of the steps, particularly the n = 1 peaks,
dominate the absorption spectrum. Each observed exciton peak corresponds to one of the subband
transitions.
The second many-body effect occurs at high carrier densities, where the charges actually screen
out the atomic attractive forces. With a weaker effective atomic potential, the single-atom electron
wavefunctions of interest become less localized and the nearest-neighbor electron overlap becomes
higher. The large overlap increases the width of the energy bands (δE is larger), reducing the gap
between bands. Although this description is only qualitative, it does reveal that the bandgap should
shrink with increasing carrier density.
It can also be argued theoretically that the bandgap shrinkage is inversely related to the average
spacing between carriers, or (the closer the carriers are, the more their own Coulomb potentials
screen out the atomic potential). In bulk material, the average volume occupied by one carrier
is inversely related to the carrier density. The net effect of bandgap shrinkage is that as carrier
density increases, the entire gain spectrum red-shifts by a noticeable amount. In principle, the shift
is accompanied by a slight distortion. (i.e, reshaping and enhancement) of the spectrum.
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CHAPTER 6
STIMULATED EMISSION, OPTICAL GAIN AND
LASING IN CORE-SHELL NANOWIRES
In this chapter, we review the history and operation principle of semiconductor lasers, then through
the derivation of the gain spectrum for different dimensionality, the threshold carrier density and the
quantum efficiency are calculated, showing that lower dimensional structures are capable to generate
more output power due to the extremely enhanced optical transition rates. In addition, a nanowire
transient response model under ultrafast pulse excitation is discussed, revealed the large carriers
and optical power generated when the excitation power above the threshold condition.
6.1 Background of Semiconductor Lasers
Semiconductor laser is an essential component for building optical communication systems, while
intensive research results and achievements are published in this field. In 1917, Einstein predicted
the existence of spontaneous and stimulated emission as depicted in Fog. 6.2 by which an atom can
emit radiation175. After the proposal of p-n junction semiconductor lasers in 1961176, the first semi-
conductor lasers were fabricated in 1962 using homojunctions177. These lasers have high threshold
current density (19000/A/cm2) and operated at very low temperature, thus, not efficient enough due
to high optical and electrical losses. The concept of heterojuntion or double heterojunction semi-
conductor lasers were realized in the late 1960s by Alferov and others with a lower threshold current
density (1600A/cm2) operating at room temperature178. These double-heterostructure diode lasers
provide both carrier and optical confinements, which improve the efficiency for stimulated emission.
The concept of quantum well structures for semiconductor lasers was proposed and realized experi-
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Figure 6.1 Basic structure of a junction laser in the form of a Fabry-Perot cavity, showing the active
region and the coherent radiation output. Figure adapted from the reference166.
mentally in the late 1970s. In these lasers the active region, in which electrons and holes recombine
to give off light, is less than 100A˚ wide. Such small transverse dimensions are obtained using molec-
ular beam epitaxy and employ most often a GaAs active region sandwiched between higher energy
band gap materials layers, such as AlGaAs. The threshold current density was reduced to less than
500 A/cm2, which improved the laser performance significantly.
6.2 Operation Principle of Semiconductor Lasers
The semiconductor laser (or laser diode) in its simplest form is a p-n junction of semiconductor
material arranged in a cavity, as shown in 6.1. Two metal contacts connected to the p-type or n-
type semiconductor materials separately with a junction active region in between. On the optically
flat and parallel side faces, there are two mirror like reflectors to confine and forming the feedback of
light, in order to produce coherent radiation at one side of the device. The type and configuration
of the material used determine the optical characteristics of the laser diode emission. Like others
in various oscillators or wave sources, the fundamental elements in the semiconductor lasers are the
following three elements:
• Population Inversion In order to provide net optical gain and achieve non-equilibrium con-
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Figure 6.2 (left) Optical Process (absorption and emission) in a two level system. (right) Lasing
mechanism with stimulated emission and population inversion in a three-levels system.
dition, electrons must be excited to a highly excited level as depicted in a three level laser in
Fig. 6.2. The excited electrons will recombine radiationless with holes and release their energy
to the upper level, where the population of electrons will be greater than the population in
ground state, and achieving population inversion with optical amplification.
• External Pumping and p-n Junction Either electrical injection or optical pumping can
provide the source of input energy and optical radiation obtained by injecting minority carriers
into the vicinity of a semiconductor p-n junction where radiative transitions take place.
• Reflectors of Cavity The structural requirement for a laser is an optical resonator in the
direction of the light output. The optical resonator mainly serves to trap the light and build
up the intensity inside. Based on the types of reflector, the most common semiconductor lasers
are including Fabry-Perot(FP) lasers46 or distributed feedback (DFB)179/distributed Bragg
reflector (DBR)180 lasers.
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6.3 Lasing Characteristics
6.3.1 Absorption of Light
The light and matter interaction includes absorption, spontaneous emission and stimulated emission.
We first quantify the enhancement of absorption of light caused by reduced dimensionality by in-
troducing the absorption coefficient. This is the absorption rate without considering the occupation
factors. As derived in Chapter 5, the absorption coefficient for 3D can be expressed as:
α3D(~ω) = C0|eˆ · pcv|2(fv − fc) 12pi2 ( 2m
∗
r
~2 )
3/2(~ω − Eg)1/2 ,
C0 =
pie2
nr0cm20ω
, (6.1)
and for 2D and 1D case, we have:
α2D(~ω) = C0|eˆ · pcv|2 m
∗
r
pi~2Lz
,
α1D(~ω) = C0|eˆ · pcv|2 (m
∗
r)
3/2
pi~m∗eLxLy
1√
(~ω − Eg)
,
(6.2)
The split plots of absorption coefficient for 3D, 2D and 1D are shown in Fig. 6.3. Note the unique
shapes of joint optical density of states (JODS), i.e., from continuous JODS for 3D to step-like JODS
for 2D, and discrete form for 1D, as explicitly shown in the last terms of Eqs. (6.1 and 6.2). The
parameters used for rate equations calculation are presented in table 6.1.
Then the overlay plot with multiple y axis as in Fig. 6.4 with the different scales indicating the
integrated absorption rates for 1D is 35 times larger than 3D. The maximum absorption coefficient
is 1.0× 106(cm−1) for 3D, 6.1× 106(cm−1) for 2D and 1.4× 108(cm−1) for 1D.
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Table 6.1. Parameters and constants used for rate equation calculations.
Parameters Symbol Values and Units
Reduced Planck’s constant ~ 1.05× 10−34 J · s
Speed of light c 3× 1010 m/s
Elementary charge e 1.6× 10−19 C
Energy Bandgap for GaAs at 300k Eg 1.424 eV
Permeability of vacuum µ0 4pi × 10−7 H/m
Permittivity of vacuum ε0 8.854× 10−12 F/m
Electron rest mass m0 9.109× 10−31 kg
Electron effective mass me 0.067m0
Hole effective mass for GaAs 3D mh3D 0.47m0
Hole effective mass for GaAs 2D mh2D 0.118m0
Hole effective mass for GaAs 1D mh1D 0.027m0
Thermal voltage at 300k Vt 0.02585 eV
Energy Parameter for GaAs Ep 25.7 eV
Note. — The rest of the parameters that are not listed here have
its conventional meaning and values.
Figure 6.3 Absorption Coefficient versus Photon Energy for 1D 2D and 3D with split plot.
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Figure 6.4 Absorption Coefficient versus Photon Energy for 1D, 2D and 3D with multiple y axis.
6.3.2 Optical Gain
The net stimulated emission rate is given by rnetsti (~ω) = rsti(~ω)− αabs(~ω), and the optical gain is
equal to the net stimulated emission rate divided by the photon flux as g(~ω) = rnetsti (~ω)/(cnεuε/nr),
where nε is the photon mode density. Thus, an expression for the gain spectra g(~ω) can be derived
for 3D, 2D and 1D181 with consideration also of occupation factor by calculating the Fermi levels:
g3D(~ω) =
√
2e2m∗r
3/2p2cv
3pinr0m02c~3ω
√
(~ω − Eg)(fc − fv),
g2D(~ω) =
e2m∗rp
2
cv
3nr0m02c~2Lzω
(fc − fv),
g1D(~ω) =
e2m∗r
3/2p2cv
3nr0m02c~ωLxLy
1√
(~ω − Eg)
(fc − fv).
(6.3)
With decreasing dimensionality of the active region of an injection laser, the joint optical density
of states and gain spectra become narrower, which leads to a decrease in the number of states to
be filled to make the active region transparent (zero population inversion and zero gain) and to
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achieve lasing (round trip gain equal to loss). Consequently, the transparency current (or inversion
current, i.e., the injection current at which the population inversion is zero) and the threshold
current (injection current at which the gain is equal to the loss and lasing begins) decrease and their
temperature dependence becomes weaker182. The decrease in the threshold current and increase in
its temperature stability reflect one of the main areas of development and improvement of injection
lasers. Owing to the continuous nature of the carrier spectrum within the allowed subbands, the use
of quantum wells (QWs) or quantum well wires (QWRs) as active medium for optical transitions
can quantitatively improve the parameters of devices based on them compared with devices with a
bulk active region.
Among the advantages of QWR lasers over the presently used QW lasers are their narrower gain
spectra, much lower threshold currents, and ultrahigh temperature stability, as well as the wider
possibilities for controlling their lasing wavelength.
Now the gain spectrum respect to photon energy for (a) 3D, (b) 2D and (c) 1D can be calculated
in Figure 6.5. As expected, the gain spectrum also follows the unique shapes of density of states.
The inset of Fig. 6.5(a) is the maximum gain versus electron carrier concentration varing from
3× 1018(cm−3) to 3× 1019(cm−3). Using parameters Ntr = 2× 1018cm−3, Ns = 4× 1018cm−3, and
g0 = 6.11× 105cm−1, we fit the curve in inset of Fig. 6.5(a) to build a logarithmic gain model of the
form for 3D case:
g(N) = g0 ln
(
N +Ns
Ntr +Ns
)
(6.4)
where Ns is a shift to force the natural logarithm to be finite at N = 0 such that the gain equals the
unpumped absorption due to the band-to-band transitions, Ntr is the transparency carrier density,
and g0 is the empirical gain coefficient. Ntr and g0 will be different for different dimensionality.
After fitting the curve in Fig. 6.6, we can estimate the threshold carrier density is Nth = 4.533 ×
1018cm−3. Then plotting the spontaneous emission rate with respect to the threshold carrier density
Nth for 3D, 2D and 1D as following:
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Figure 6.5 Gain Coefficient versus Photon Energy for (a) 3D (b) 2D and (c) 1D as a function of
carrier concentration. The inset of (a) is the maximum gain versus injected/pumped electron carrier
concentration varing from 3×1018(cm−3) to 3×1019(cm−3). (d) Spontaneous Emission Rate versus
Photon Energy with respect to threshold carrier concentration for 3D(green), 2D(red) and 1D(blue).
Note the scales difference for different dimensionality cases.
Figure 6.6 Gain Model Fitting
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(6.5)
Figure 6.5(d) shows the spontaneous emission rate spectrum with the estimated threshold carrier
density for 3D(green), 2D(red) and 1D(blue) based on Eqs. 6.5 with (1 + uε) ∼= 1. Besides the
expected narrower linewidth, the peak rate for 1D is 6.4×106(cm−1), compared with 7.6×104(cm−1)
for 2D and 7.1× 103(cm−1) for 3D.
The total spontaneous emission rate per unit volume per second is Rsp =
∫
ξ
rspdξ, and can be
calculated for different dimensionalities by integrating over entire photon energy spectrum, where
ξ = ~ω. The optical output power created at threshold is Pout = hνRsp|Nth . The total generated
optical output power at the same injected carrier Nth is seen to be 6.5 times and 175.3 times more
for 2D and 1D, respectively, compared to the 3D case. In other words, with the same amount of
carriers injected either by optical pumping or electrical injection, highly confined electronic structure
can produce more than two orders of magnitude more light compared to bulk.
6.4 Modeling of Nanowire Lasers
In this section, we model an idealized semiconductor nanowire laser from the general formulations
through the rate equations and wave equations based on the generalized Fabry-Perot (FP) lasers.
Considering different aspects of the energy conservation rule, there are two basic classical methods to
model the operation of semiconductor lasers. The first method applies the concept of photon/electron
particles exchange with the abstract optical parameters and is suitable for the FP lasers as depicted
in Fig. 6.7. The FP laser is conceptually a cavity with a pair of end mirrors or facets. The mirrors
are needed to create the feedback mechanism of light inside an amplifying medium for lasing to
occur. The lasing medium can only amplify (undergo stimulated emission) over a fairly narrow
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Figure 6.7 Schematic diagram of a semiconductor Fabry-Perot laser
range because of the characteristics of the material. On the other hand, strong non-uniformities of
index distribution of the DBR/DFB lasers alters the interaction between electromagnetic fields and
the electronic particles. These two methods are compatible with each another. Here, because the
nanowire based lasers have net propagating resonant mode in the axial direction and the resonant
modes are very similar to the FP modes, we employ the first method, which is the standard rate
equation approach.
As discussed previously, there are three fundamental elements in the semiconductor lasers: semicon-
ductor band structure, current injection/optical pumping, and cavity. The former two are related
to the material and junction structure, and the later is related to the laser structure. The key part
of modeling semiconductor laser is to deal with the interaction between electromagnetic fields and
gain medium. Figure 6.8 illustrated the basic procedure of modeling semiconductor nanowire lasers.
Starting from the optical pumping power, the carrier density, N , can be calculated by solving Poisson
and carrier continuity equations. Then some optical parameters, such as effective refractive index
and confinement factor related to the optical modes, can be extrapolated from the FDTD simulation
results. Simultaneously, the optical gain of the gain medium is given by the optical transition rate
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Figure 6.8 Flow chart diagram of modeling a semiconductor nanowire laser.
equations. Finally, the optical output power is proportional to the photon density Np, which is
numerically solved by the rate equations and coupling between carrier and photon density using the
traveling-wave approach (in time domain). It solves the time-dependent coupled-wave equations for
the forward and the backward traveling waves directly and therefore is valid even the laser cavity
has relatively small Q-factor and/or the characteristic time of the laser dynamics is very short. Of
importance, the traveling-wave model can be applied to lasers operated with multiple cavity modes
which is the case for the as-grown core-shell nanowires.
6.5 Laser Rate Equations
We start with the governing equations of carrier density N and photon density Np in the active
region of a semiconductor laser which is governed by a dynamic process181:
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dN
dt
=
ηiI
qV
− N
τ
−Rst,
dNp
dt
= ΓvggNp + ΓβspRsp − Np
τp
,
(6.6)
where βsp is the spontaneous emission factor, defined as the percentage of the total spontaneous
emission coupled into the lasing mode. And it is just the reciprocal of the number of available optical
modes in the bandwidth of the spontaneous emission for uniform coupling to all modes. The g is
the incremental gain per unit length. ηi is the injection efficiency, which defined as the fraction of
terminal current that generates carriers in the active region. τ and τp is the carrier lifetime and
photon lifetime, respectively.
The first term on the right hand side of equation 6.6(top) is the generation rate of injected electrons
Ggen = ΓiI/qV , where ΓiI/q is the number of electrons per second being injected into the active
region, where V is the volume of the active region. The rest terms are the rate of recombining of
electrons per unit volume in the active region. There are several mechanisms should be considered,
including a spontaneous recombination rate, Rsp, a nonradiative recombination rate, Rnr, a carrier
leakage rate, Rl and a net stimulated recombination, Rst, including both stimulated absorption and
emission. Thus, the total recombination rate is the sum of all rates:
Rrec = Rsp +Rnr +Rl +Rst (6.7)
The first three terms on the right refer to the natural or unstimulated carrier decay processes. The
fourth one, Rst, require the presence of photon.
Equation 6.6 uses input current intensity, I, for electrically injected lasing situation, however, if
optical pump, P , used as the lasing source, then we need to rewrite the governing equations as:
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dN
dt
=
ηiP
hνV
− N
τ
−Rst,
dNp
dt
= ΓvggNp + ΓβspRsp − Np
τp
,
(6.8)
P is the optical pump used for exciting nano-cavity laser emission and is time-dependent of the form
Ppsech
2( 1.76tδt ), where Pp is the peak power amplitude, and δt is the time pulse width.
The cavity loss can be characterized by a photon decay constant or lifetime, τp, and the threshold
can be reached when the round trip gain overcomes losses. By assuming steady-state conditions
(i.e. dNp/dt = 0), and solving for this steady-state or threshold gain, gth, where the generation term
equals the recombination term for photons. We assume only a small fraction of the spontaneous
emission is coupled into the mode (i.e. βsp is quite small), and only consider light emission into a
single mode of the resonant cavity, then the second term can be neglected, and we have the solution:
Γgth =
1
vgτp
=< αi > +αm (6.9)
The product, Γgth, is referred to as the threshold modal gain because it represents the net gain
required for the mode as a whole that experiences the cavity loss. < αi > is the average internal
loss, and αm is the mirror loss if we considered an in-plane wave laser. However, since the refractive
index difference between CSNW and the Si or GaAs substrate is very small, we may change the
mirror loss into leaky loss due to the confined volumetric resonant mode αl.
At threshold, the steady-state carrier rate equation can be expressed as:
ηiPth
hνV
= (Rsp +Rnr +Rl)th =
Nth
τ
(6.10)
where (Rsp +Rnr +Rl) = AN +BN
2 +CN3 depends monotonically on N , and this recombination
rate will saturate at its threshold value. Thus, we can substitute Eq 6.10 into the carrier rate
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equation Eq 6.8 to obtain an above threshold carrier rate equations:
dN
dt
= ηi
(P − Pth)
hνV
− vggNp, (P > Pth) (6.11)
The steady-state photon density can be also calculated when pumping power above threshold where
g = gth,
Np =
ηi(P − Pth)
hνvggthV
(steady state) (6.12)
Then the optical output power intensity is obtained by multiplying the photon density, Np, by the
energy per photon, hv, and the group velocity, gv.
Pop =
ηi(P − Pth)
gthV
(6.13)
Therefore, the optical output power is simply calculated as:
P0 = Popwd = ηi
(P − Pth)wd
gthV
= ηi
(P − Pth)
gthL
(P > Pth) (6.14)
where w, d and L are the width, thickness and length of the active region, respectively. All input
parameters for the modeling of semiconductor nanowire laser are listed in Table 6.2.
It is desirable to reduce the cavity loss (< αi > +αm) and volume, V , in order to retaining a
reasonably large confinement factor, Γ. However, CSNWs based semiconductor laser as a good
resonant cavity are able to confine light with a large quality factor. The extrapolated confinement
factor based on the FDTD simulation results is 0.756, along with other calculated parameters listed
in Table 6.3.
Now, we are able to generate the transient responses of carrier and photon densities with respect to
the pumping power. Figure 6.9 shows the optical output power versus the input pumping power with
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Table 6.2. Input parameters of the core-shell nanowire semiconductor laser.
Parameters Symbol Values and Units
Cavity length L 3 µm
Active-region width w 300 nm
Active-region thickness d 300 nm
Carrier lifetime τr 1 ns
Spontaneous emission lifetime τsp 1 ns
Gain coefficient g0 3.0× 10−16 cm−2
Carrier density at threshold nth 4.5× 1018 cm−3
Cavity loss αc 20 cm−1
Pumping power p0 200 µW
Reference wavelength λ0 800 nm
Planck’s constant h 6.625× 10−34 Js
Electron charge e 1.6× 10−19 C
Nonradiative recombination coefficient A 1.43× 108 s−1
Auger recombination coefficient C 3.5× 10−30 cm6 · s
Note. — The rest of the parameters that are not listed here have its
conventional meaning and values.
Table 6.3. Calculated parameters of core-shell nanowire semiconductor laser. Some of the
parameters are calculated based on the FDTD simulation results.
Parameters Symbol Values and Units Reference
Area of top section of active part AI 9.0× 105 nm2 AI = Lw
Area of cross section of active part Ap 9.0× 104 nm2 Ap = wd
Effective refractive index nr 2.728
Group refractive index ng 3.5
Group velocity of light vg 8.56× 107 m/s vg = c/ng
Confinement factor Γ 0.756
Photon lifetime τph 5.84 ps τph = I/vgαc
Gain coefficient for power gp 1.94× 10−12 cm3/s gp = Γvgg0
Pumping power density P0 2.22× 109 W/m2 P0 = p0/Ap
Carrier density at transparency n0 4.41× 1018 cm−3
Threshold pumping power density Pth 3.35× 108 W/m2
The operating frequency f 3.75× 1014 Hz f = c/λ0
Threshold pumping power Powerth 3.0× 10−5 W Powerth = PthAp
Analytical power Panalyt 0.439 W
Note. — The rest of the parameters that are not listed here have its conventional meaning and
values.
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Figure 6.9 Calculated optical output power vs. pumping power, i.e., L-L curve.
a threshold pumping power at 30µW . The gain switching occurs because of ultrafast excitation.
By generating a large amount of carriers at a very short times cale, picosecond pump pulses excite
carrier densities significantly above threshold, resulting in a strong peak of stimulated emission as
shown in Fig. 6.10 and Fig. 6.11. Thus, the optical output power reaches maximum value when the
gain at its maxim, and quickly drops below threshold after this initial spike.
6.6 Linewidth Enhancement Factor
Electrons and holes frequently interact with other carriers and with phonons, thereby changing
their energy within the sub-band. Such intra-band scatter events happen about every 0.1 ps, much
more often than band-to-band recombination events. Thus, scattering leads to an uncertainty of
the electron energy, which can be accounted for by introducing a symmetrical linewidth broadening
function L into the gain formula183. This convolution integral means that gain at the photon energy
can now receive contributions from electron transitions within sub-bands.
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Figure 6.10 The calculated steady state optical output power.
Figure 6.11 The calculated steady state gain Gm of semiconductor nanowire laser.
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In fact, positive gain is now possible even for photon energies slightly below the bandgap. Cauchy
himself exploited such a density function in 1827, with infinitesimal scale parameter, in defining a
Dirac delta function, while among physicists, it is known as the Lorentzian line shape function L
with the half-width. This function is based on the assumption that the occupation probability of
an electron state decays proportionally to exp(−t/τ). The Fourier transformation of this exponential
function into the energy domain. Γ is the average of the broadening in the conduction and in the
valence band. The full linewidth 2Γ is related to the average intra-band scattering time, which
includes scattering events in the conduction band and valence band. For each band, linewidth
contributions from different scattering processes are adding up.
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CHAPTER 7
CONCLUSIONS AND FUTURE RESEARCH
In this chapter, conclusions about the dissertation will be drawn and the author’s contributions will
be presented. Further work in the future, including investigation and application of Plasmonic effects
in CSNW; heterogeneous integration of CSNW active and passive components on the silicon-based
photonic integrated circuit, will be discussed.
7.1 Summary of Contributions
As mentioned previously, communication of information, together with storage and computation
form a grand challenge of the information age. Recently, the analysis of big data has become the
engine for societal, financial, scientific, and technological endeavors. This demands an infrastructure
that is capable of fast and reliable high volume data processing. Traditionally, this requirement
was fulfilled by silicon technology. However, silicon-based technology has its own limitations, such
as speed limit and heat dissipation problem. In order to process high volume data, we need data
computation, storage and communication work as three fundamental functions of a computation
cell. And core-shell nanowires will play an important role in this regime with their extraordinary
optical properties.
In conclusion, fabrication techniques, electrical and optical properties of core-shell nanowires grown
on GaAs or Si substrates were discussed here emphasizing the analysis of resonant optical modes
which depend both radially and axially on the geometries of the nanowires. This shows how such
sub-wavelength structures can form optical cavities as-grown, without needing sophisticated facet
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mirrors. In addition, we show how the fortuitous overlap of the reduced dimensional electronic wave
functions and the photonic modes is responsible for the extraordinary optoelectronic properties
of core-shell nanowires. Such nano-structures have been developed on heterogeneous substrates,
particularly silicon, and as such becoming an important component in the next generation of photonic
integrated circuits which are particularly useful in meeting the grand challenge of low energy and
fast speed computation.
In this dissertation, we designed and fabricated the CSNWs based heterostructure devices, mea-
sured and simulated their opto-electronic properties, and compared it with bulk structures. The
static behavior simulations, including 2-D potential profile, electric field distributions, and carrier
concentration, were performed with commercially available software. The light confinement and
distribution in the CSNWs was investigated by FDTD simulation. The simulation revealed the
transverse and longitudinal plane waves in the resonance frequency enhanced the optical confine-
ment of these sub-micron scale cavities.
We showed that how low dimensional electron density distribution change the optical transition
rates when a small perturbation is introduced by light which results in large enhancement of optical
properties.
In addition, we designed a CSNW based laser and modeled its static and dynamic lasing behav-
ior by calculating the optical gain and threshold current density, demonstrated that how reduced
dimensional electron states enhance the overall gain and emission efficiency compared to its bulk
counterpart.
The major contributions of this thesis are (1) design, fabricate and characterize the hexagonal
CSNWs grown on Si or GaAs substrates, revealing enhanced optical properties, such as absorption,
emission and lasing; (2) simulation and analysis of light confinement and propagation mechanism in
CSNWs; (3) simulation and analysis of electron distribution in the hexagonal CSNWs; (4) derived
dimensional dependent band-to-band transition rates and proposed the spacial overlapping of the
confined light with reduced electronic wave function greatly enhanced the optical transition rates; (5)
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modeled and calculated the optical gain and output power in order to justify that lower dimensional
electron states will facilitate the lasing behaviors of CSNW based laser and produced more light
compare to their bulk counterparts.
7.2 Outline of the future work
Several aspects of research, such as in-depth theoretical work, wide ranges of applications, further
material explorations, can be extended from the present work in the future as both breadth and depth
are concerned. These issues include collective behavior in low dimensional structures, optimization of
growth techniques and materials, development of Schottky contacts and exploiting electrical injection
applications, employment of plasmonic effects, heterogeneous integration on Silicon based photonic
integrated circuits.
7.2.1 Plasmonic Effects
Low dimensional electron gases exist at the heterointerfaces of core-shell nanowires (CSNWs). For
example, the GaAs/AlGaAs CSNWs typically form a hexagonal structure in which six (6) pillars of
1D charge at the vortices, and six (6) sheets of 2D charge at facets are formed132. At the same time,
nanowires (NW) have also been shown to be capable of confining light in their sub-wavelength nano-
structure, supporting photonic modes, and producing resonant cavities without the need for polished
end facets. We have previously shown how the electronic wave functions that are thus formed affect
the optical transition rates, resulting in orders of magnitude enhancement in absorption and emission
of light. Here we propose the plasmonic effects of the confined charge on the optical properties of
CSNWs.
The finite difference time domain (FDTD) simulations identify the surface plasmon resonance modes
which affect light confinement in hexagonal CSNWs, and help form a high quality factor reso-
nant cavity. We compare regular CSNW, with a) wires covered with metal which produces surface
plasmon-polaritons (SPP); b) NWs covered with metal that is sandwiched between the core and the
outer, shell; and c) two-dimensional electron gas (2DEG) which embedded at the heterointerace of
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Figure 7.1 An FDTD-simulated electric field profile (linear scale) of (a) a hexagonal core-shell
nanowire (CSNW), (b) photonic modes are affected by plamonic modes in a CSNW covered with
silver coating, (c) CSNW with embedded silver layer between the core and the shell; (d) plasmonic
and photonic modes of CSNW with embedded 2DEG show similar effects compared to embedded
metal. The black boundaries represent the interface betweeen layers of the structure.
CSNWs. Results show that the 2DEG behaves similarly to an embedded metallic surface, allowing
for highly localized light confinement in these wires without the need for vertical structures such as
Bragg mirrors commonly used in vertical cavity surface emitting lasers (VCSELs). Besides affecting
the cavity, the 2DEG enhances the transition rates due to the plasmon-electron interaction, facili-
tating not only photonic stimulated emission and lasing, but also surface plasmon amplification by
stimulated emission of radiation184.
The electromagnetic wave traveling of the Surface Plamon Polariton (SPP) involves both charge
motion in electron reservoir (e.g., metal, graphene and 2DEG) and waves in the dielectric or air.
Instead of using any metallic materials, Core-Shell nanowires (CSNWs) can naturally form two-
dimensional electron gas (2DEG) at the heterojunction interface and even large one-dimensional
pillar of charge at the corners of thier hexagonal facets.
Figure 7.1 shows the FDTD-simulated electric field profile (linear scale) in the transverse plane of
(a) CSNW; (b) CSNW with silver coating; (c) CSNW with and embedded silver layer between the
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core and the shell; (d) CSNW with 2DEG at the hetero-interface. As shown in Fig 7.1, coating the
wire with metal introduces plasmonic modes in the structure that enhance light confinement. Metal
embedded between the core and the shell has similar effect. Importantly, we observe that similar
plasmonic features can be obtained due to the 2DEG that is embedded in CSNW185.
7.2.2 Heterogeneous Integration on PIC
Recently, the increasing demand for high-speed low-power computation and communication has
driven the growth of photonics integrated circuit (PIC) technology with projected market size of
a billion dollars by 2018. Silicon photonics have received significant attention as it benefits from
well-established complementary metal-oxide-semiconductor (CMOS) technology. Lack of an effi-
cient silicon-based light source and photodetector, has motivated development of technologies for
heterogeneous integration of efficient III-V semiconductor light sources and detector with silicon
chips. Here we present core-shell nanowires (CSNWs) as versatile low-dimensional optoelectronic
systems as a replacement to their conventional thin film counterparts in heterogeneous integration
in silicon photonics. These CSNWs have extraordinary performance in light generation, absorption,
light modulation, energy generation, and high-speed optical detection. Finally, we elaborate on a
vision for a low-cost high-performance silicon photonics chip based on a core-shell nanowire plat-
form. In this scheme, CSNWs are applied as high-speed low-power optical detectors, light source,
and waveguides.
In order to process high volume data, we need data computation, storage, and communication to
work in concert as the three fundamental functions of a computation cell. As schematically shown
in Fig. 7.2, a monolithic nanosystem may be envisioned, which incorporates NWs as waveguides,
detectors, photovoltaic cells, antennas, modulators, (photo)capacitors, LEDs and lasers. These com-
ponents may be incorporated in circuit layers, such as network-on-chip. Different layers can commu-
nicate using NW through-silicon vias (TSVs). Similar low-power/high-performance advantags can
be realized through achievement of high interconnect densities on the 2.5D through-Si-interposer
(TSI) as reported in reference186
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Performance enhancement of CSNWs can be attributed to the formation of confined quasi-one-
dimensional electron gas at the vortices, and two-dimensional electron gas at the facets of the
hexagonally shaped GaAs/AlGaAs core-shell hetero-interface. These reduced dimensional confined
charge plasma affect optical transition rates, facilitate population inversion, and collect optically
generated electrons and wholes before they transit to the contacts. Additionally these plasmons,
which are unique to CSNWs, affect waveguiding and optical cavity properties of CSNWs and can
be used as waveguides, modulators and photocapacitors.
The proposed integrated photonic platform is schematically depicted at the bottom part of Fig. 7.2
with multiple key components implemented through utilizing core-shell nanowires. This monolithic
nanosystem incorporates CSNWs as waveguides, detectors, photovoltaic cells, antennas, modulators,
LEDs, and lasers. These components may be incorporated in circuit layers, such as networks on
chip. Additionally, they can be used for 3D integration using NW through-silicon vias (TSVs). Such
a circuit may compete with manufacturing methods such as flip-chip bonding and achieves further
miniaturization by incorporating high-performance nanowires in vertical architectures to replace
large surface area thin film structures such as vertical cavity surface emitting lasers (VCSELs).
In conclusion, CSNW demonstrate unique combination of plasmonic, photonic, and electronic prop-
erties which makes them versatile high-performance optoelectronic devices including Lasers, LEDs,
photodetectors, solar cells, waveguides, and optical amplifiers. Since they can be grown from a wide
range of material including GaAs, InP, and GaN, at different directions and on foreign substrates
such as oxides, Graphene, Si, and III-Vs, they offer a competitive platform for photonic integrated
circuits, and specifically for heterogeneous integration in silicon photonics chips, photodetectors/pho-
tocapacitors, antennas and waveguides.
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Figure 7.2 Schematic depiction of an optoelectronic nanosystem may include key components such
as NW LED/laser source, photodetector/photocapacitor, NW antennas, and NW-enabled network-
on-chip integrated on silicon.
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APPENDIX A
TIME-DEPENDENT PERTURBATION THEORY
In this appendix section, we review the time-dependent perturbation theory in detail as in refer-
ence187. The method and conclusion will be used as the fundamental blocks in the derivation of the
optical transition rates in Chapter 5. Starting from the Schro¨dinger equation:
HΨ(r, t) = −~
i
∂
∂t
Ψ(r, t) (A.1)
The Hamiltonian H can be expressed as:
H = H0 +H′(r, t) (A.2)
where H0 is the unperturbed part Hamiltonian and is time-independent, H′(r, t) is the small per-
turbation.
The solution to the unperturbed part is assumed known:
H0Ψn(r, t) = −~
i
∂
∂t
Φn(r, t), (A.3)
Φn(r, t) = Φn(r)e
−iEnt/~ (A.4)
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The time-dependent perturbation is assumed to have the form:
H =

H′(r)e−iωt +H′+(r)e+ωt, t ≥ 0
0, t < 0
(A.5)
Expand the wave function in terms of the unperturbed solution, we find out Ψ(r, t):
Ψ(r, t) =
∑
n
an(t)Φn(r)e
(−iEnt/~) (A.6)
|an(t)|2 gives the probability that the electron is in the state n at time t.
Substituting the expansion for Ψ into Schro¨dinger equation and using A.3, we have
∑
n
dan(t)
dt
Ψn(r)e
−iEnt/~ = −~
i
∑
n
H′(r, t)an(t)Φn(r)e(−iEnt/~) (A.7)
Taking the inner product with the wave function Φm
?(r), and using the orthonormal property,
∫
d3rΦ∗m(r)Φn(r) = δmn (A.8)
We find:
dan(t)
dt
= − i
~
∑
n
an(t)H′mn(t)eiωmnt (A.9)
where
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H′mn(t) = 〈m|H′(r, t)|n〉
=
∫
Φ∗m(r)H′(r, t)Ψn(r)d3r
= H′mne−iωt +H′mne+iωt
(A.10)
ωmn = (Em − En)/~ (A.11)
and the matrix element is:
H′mn(t) =
∫
Φ∗m(r)H′(r, t)Ψn(r)d3r (A.12)
Introducing the perturbation parameter λ
H = H0 + λH′(r, t) (A.13)
and letting
an(t) = a
(0)
n + λa
(1)
n(t) + λ
2a(2)n(t) + · · · (A.14)
we can take the derivative and set λ = 1
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da(0)n(t)
dt
= 0
da(1)n(t)
dt
= − i
~
∑
n
a(0)n (t)H′mn(t)eiωmnt
da(2)n(t)
dt
= − i
~
∑
n
a(1)n (t)H′mn(t)eiωmnt
(A.15)
Thus, the zeroth-order solutions for equation A.15 are constant. Let the electron be at the state i
initially
a(0)i(t = 0) = 1; a
(0)
m(t) = 0, m 6= i (A.16)
We have the zeroth-order solution
ai
(0)(t = 0) = 1; a(0)m(t) = 0, m 6= i (A.17)
Therefore, the electron stays at the state i in the absence of any perturbation. The first order
solution is
da
(1)
n
dt
= − i
~
H′mn(t)eiωmnt
= − i
~
[H′mie−i(ωmi−ω)t +H′mie+i(ωmi+ω)t]
(A.18)
If for final state m = f ; then integrate above equation, we have
a
(1)
f (t) = −
i
~
[H′fi e
−i(ωmi−ω)t
ωfi − ω +H
′+
fi
e+i(ωmi−ω)t
ωfi + ω
] (A.19)
Appendix A: Time-Dependent Perturbation Theory
137
If we consider the photon energy to be near resonance, either ω ∼ ωfi or ω ∼ −ωfi, we find the
dominant terms:
a
(1)
f (t) =
4|H′fi|2
~2
sin2 t2 (ωfi − ω)
(ωfi − ω)2
+
4|H′fi|2
~2
sin2 t2 (ωfi + ω)
(ωfi + ω)
2 (A.20)
where the cross-term has been dropped because it is small compared with either of the above two
terms.
When the interaction time is long enough, using approcimation
sin2(xt2 )
x2
→ pit
2
δ(x) (A.21)
Then
|a(1)f (t)|
2
=
2pit
~2
|H′fi|2δ(ωfi − ω) + 2pit~2 |H
′
fi|2δ(ωfi + ω) (A.22)
The transition rate should be, after using the property of
δ(~ω) =
δ(w)
~
(A.23)
Wif =
d|a(1)f (t)|
2
dt (A.24)
= 2pi~ |H′fi|2δ(Ef − Ei − ~ω) + 2pi~ |H′fi|2δ(Ef − Ei + ~ω) (A.25)
where Ef = Ei + ~ω represents the absorption of a photon by an electron, and Ef = Ei − ~ω
corresponds with the emission of a photon.
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APPENDIX B
PARTIAL CONFINEMENT ON THE ELECTRON IN
CONDUCTION BAND
If the one-dimensional confinement only apply to the electrons in the conduction band, i.e., the
holes in the valance band are free to move as in the bulk semiconductor, the wavefunction in the
conduction band and valance band will change accordingly. The overlap of the conduction and
valance band envelope function will no longer exist.
Within a two-band model, the Bloch wave functions can be described by
Ψa (r) = uv(r)
eikt·ρ√
Lz
(B.1)
for a hole wave function in the heavy-hole or a light-hole subband m. and
Ψb (r) = uc(r)
eikt·ρ√
Lz
Φn(x, y) (B.2)
for an electron in the conduction subband n. The momentum matrix element pba is given by
pba = 〈Ψb|p|Ψa〉 ≈ 〈uc|p|uv〉 δkt,k′t Ien (B.3)
where
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Ien =
∫ +∞
−∞ dxdyΦ
∗
n (x, y)
=
∫ +∞
−∞ dxdy · const× e−α
2y2Hn1(αy)sinxn2Lx (B.4)
Here introduce the notations
α =
m∗eω
~
, Hn (y) = (−1)ney2 d
n
dyn
e−y
2
(B.5)
where Hn are the Hermite polynomials188, n1 and n2 are two quantum numbers.
There is no overlap of the conduction and valence band envelope functions and the K-Selection rule
also applied. The energy levels, which arise in quantum wires, are strongly dependent on the form
of the confining potentials. And the additional confinement of electrons leads to an increase of the
lowest energy level.
Take into account the quantization of the electron and hole energies Ea and Eb
Ea = Ehm − ~
2k2t
2m∗h
(B.6)
Eb = Eg + Een +
~2k2t
2m∗e
(B.7)
And Ehm < 0,
Eb − Ea = Eenhm + Et, Et =
~2k2t
2m∗e
(B.8)
Appendix B: Partial Confinement on the Electron in Conduction Band
140
where
Eenhm = Eg + Een − Ehm (B.9)
is the band edge transition energy (kt = 0). The summations over the quantum numbers ka and kbbecome
summations over (k
′
t,m) and (kt, n). Noting in the matrix element kt = k
′
t
α (~ω) = C0
∑
n
|Ien|2 2
V
∑
kt
|eˆ · pcv|2 δ(Eenhm + Et − ~ω)(fmv − fnc ) (B.10)
Similarly, for this quasi-one dimensional case, assume the one-dimensional joint density of states
also apply
2
V
∑
kt
=
2Lz
V
∫
dkt
2pi
=
1
piLxLy
∫ ∞
0
1
kt
dkt =
∫ ∞
0
dEtρ
1D
r (B.11)
ρ1Dr =
(m∗r)
3
2
m∗eLxLy
1√
(~ω − Eg)
(B.12)
where LzLxLy = V , Lx, Ly,Lz are effective period of the quantum wire along different directions,
Lz along the axial of the quantum wire, and V is a volume of a period. The delta function gives the
contribution at Eenhm + Et = ~ω, and the absorption edges occur at ~ω = Eenhm. For an unpumped
semiconductor, fmv = 1 and f
n
c = 0, we have the absorption spectrum at thermal equilibrium α0 (~ω)
α0 (~ω) = C0
∑
n
|Ien|2 |eˆ · pcv|2 ρ1Dr H(~ω − Eenhm) (B.13)
Because the integration of the delta function gives the step function, shown as H or the Heaviside
step function, H (x) = 1 for x > 0, and 0 for x < 0. The summation of Ienbecomes the integral
of conduction band electron envelope function, using an infinite wire model, and the absorption
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spectrum is
α0 (~ω) = C0
∑
n
|Ien|2 |eˆ · pcv|
2 (m∗r)
3
2
pi∗eLxLy
1√
(~ω − Eg)
(B.14)
C0 =
pie2
nrε0cm20ω
(B.15)
We can see that the factors containing A20 are canceled because the linear optical absorption coeffi-
cient is independent of the optical intensity.
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APPENDIX C
SEMICONDUCTOR LASER MODELING
In this section, we are trying to delve into the mechanics of how an injected current actually results
in an optical output in a semiconductor heterojunction laser by providing a systematic derivation
of the dc light-current characteristics. First, the rate equation for photon generation and loss in a
laser cavity is developed. This shows that only a small portion of the spontaneously generated light
contributes to the lasing mode. Most of it comes from the stimulated recombination of carriers. All
of the carriers that are stimulated to recombine by light in a certain mode contribute more photons
to that same mode. Thus, the stimulated carrier recombination/photon generation process is a gain
process. We find the threshold gain for lasing which is the gain necessary to compensate for cavity
losses. The threshold current is the current required to reach this gain.
For electrons and holes in the active region of a diode laser, only a fraction, ηi, of injected current
will contribute to the generation of carriers. We assumed the active regions that are undoped or
lightly doped, so that under high injection levels, charge neutrality applies and the electron density
equals the hole density (i.e., N = P in the active region). Thus, we can greatly simplify our analysis
by specifically tracking only the electron density, N.
We start with the governing equations of carrier density and photon density in the active region
which is governed by a dynamic process.
143
dN
dt
=
ηiI
qV
− N
τ
−Rst,
dNp
dt
= ΓvggNp + ΓβspRsp − Np
τp
,
(C.1)
where βsp is the spontaneous emission factor, defined as the percentage of the total spontaneous
emission coupled into the lasing mode. And it is just the reciprocal of the number of available optical
modes in the bandwidth of the spontaneous emission for uniform coupling to all modes. The g is
the incremental gain per unit length.
The first term of Eq. C.1 is the rate of injected electrons Ggen = ΓiI/qV , ΓiI/q is the number of
electrons per second being injected into the active region, where V is the volume of the active region.
The rest terms are the rate of recombining of electrons per unit volume in the active region. There
are several mechanisms should be considered, including a spontaneous recombination rate, Rsp, a
nonradiative recombination rate, Rnr, a carrier leakage rate, Rl and a net stimulated recombination,
Rst, including both stimulated absorption and emission. Which looks like:
Rrec = Rsp +Rnr +Rl +Rst (C.2)
The first three terms on the right refer to the natural or unstimulated carrier decay processes. The
fourth one, Rst, require the presence of photon.
The natural decay process can be described by a carrier lifetime, τ . In the absence of photon or a
generation term, the rate equation for carrier decay is dN/dt = −N/τ , where N/τ = Rsp+Rnr+Rl.
The natural decay rate can also be expressed in a power series of the carrier density, N. We can also
rewrite Rrec = BN
2 + (AN + CN3) + Rst. Where Rsp ∼ BN2 and Rnr + Rl ∼ (AN + cN3). The
coefficient B is the bimolecular recombination coefficient, and it has a magnitude, B ∼ 10−10cm3/s
for most AlGaAs and InGaAsP alloys of interest.
When a laser is below threshold, in which the gain is insufficient to compensate for cavity losses,
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the generated photons do not receive net amplification. The spontaneous photon generation rate
per unit volume is exactly equal to the spontaneous electron recombination rate, Rsp, because an
electron-hole pair will emit a photon when they recombine radiatively. Under steady-state conditions
(dN/dt = 0), the generation rate equals the recombination rate with Rst = 0.
ηiI
qV
= Rsp +Rnr +Rl (C.3)
The spontaneously generated optical power, Psp, is obtained by multiplying the number of photons
generated per unit time per unit volume, Rsp, by the energy per photon, hv, and the volume of the
active region, V.
Psp = hυV Rsp = ηiηr
hυ
q
I (C.4)
The main photon generation term above threshold is Rst. Electron-hole pair is stimulated to recom-
bine, another photon is generated. But since the cavity volume occupied by photons, Vp, is usually
larger than the active region volume occupied by electrons, V, the photon density generation rate
will be [V/Vp]Rst, not just Rst. The electron-photon overlap factor, [V/Vp], is generally referred to
as the confinement factor, Γ.
C.1 Threshold or Steady-State Gain in Lasers
The cavity loss can be characterized by a photon decay constant or lifetime, τp, and the gain
necessary to overcome losses, and thus reach threshold. By assuming steady-state conditions (i.e.
dNp/dt = 0), and solving for this steady-state or threshold gain, gth, where the generation term
equals the recombination term for photons. We assume only a small fraction of the spontaneous
emission is coupled into the mode (i.e. βsp is quite small), then the second term can be neglected,
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and we have the solution:
Γgth =
1
vgτp
=< αi > +αm (C.5)
The product, Γgth, is referred to as the threshold modal gain because it now represents the net gain
required for the mode as a whole, and it is the mode as a whole that experiences the cavity loss.
< αi > is the average internal loss, and αm is the mirror loss if we considered an in-plane wave laser.
The optical energy of a nano-cavity laser propagates in a dielectric waveguide mode, which is confined
both transversely and laterally as defined by a normalized transverse electric field profile, U(x, y). In
the axial direction this mode propagates as exp(−jβz), where β is the complex propagation constant,
which includes any loss or gain. Thus, the time- and space-varying electric field can be written as
ξ = eˆyE0U(x, y)e
j(ωt−βz) (C.6)
where eˆy is the unit vector indicating TE polarization and E0 is the magnitude of the field. The
complex propagation constant, β, includes the incremental transverse modal gain, < g >xy and
internal modal loss, < αi >xy. If we consider a Fabry-Perot laser with the propagating mode is
reflected by end mirrors, and the reflection coefficients are r1 and r2. respectively. In addition, the
mean mirror intensity reflection coefficient, R = r1r2.
Define the mirror lass as αm
αm ≡ 1
L
ln(
1
R
) (C.7)
The photon decay lifetime is given by,
1
τp
=
1
τi
+
1
τm
= vg(< αi > +αm) (C.8)
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Thus, we can also write
Γgth =< αi > +αm =
1
vgτp
(C.9)
C.2 Threshold Current and Output Power
We construct together a below-threshold and an above-threshold characteristic to illustrate the
output power versus input current for a normal diode laser. The first step is to use the below-
threshold steady-state carrier rate equation,
ηiIth
qV
= (Rsp +Rnr +Rl)th =
Nth
τ
(C.10)
Then, recognizing that (Rsp + Rnr + Rl) = AN + BN
2 + CN3 depends monotonically on N , we
observe from N(I > Ith) = Nth that above threshold (Rsp+Rnr+Rl) will also clamp at its threshold
value, given by Eq. C.10. Thus, we can substitute Eq. C.10 into the carrier rate equation, Eq. C.1
to obtain a new above threshold carrier rate equations,
dN
dt
= ηi
(I − Ith)
qV
− vggNp, (I > Ith) (C.11)
We also calculate a steady-state photon density above threshold where g = gth,
Np =
ηi(I − Ith)
qvggthV
(steady state) (C.12)
To obtain the power out, we first construct the stored optical energy in the cavity, Eos, by multiplying
the photon density, Np, by the energy per photon, hv, and the cavity volume, Vp. That is Eos =
NphvVp. Then, we multiply this by the erngy loss rate through the mirrors, vgαm =
1
τm
, to get the
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optical power output from the mirrors,
P0 = vgαmNphvVp (C.13)
Substituting from , and using Γ = V/Vp,
P0 = ηi(
αm
< αi > +αm
)
hv
q
(I − Ith), (I > Ith) (C.14)
The output power below-threshold (I < Ith) can be approximated by neglecting the stimulated
emission term and solving for Np under steady-state conditions.
Np = ΓβspRspτp (I < Ith) (C.15)
and
P0(I < Ith) = ηrηi
(
αm
< αi > +αm
)
hv
q
βspI, (C.16)
We can get the threshold carrier density:
Nth = Ntre
gth/g0N = Ntre
(<αi>+αm)/Γg0N (C.17)
Using the polynomial fit for the recombination rates, and recognizing that for the best laser ma-
terial the recombination at threshold is dominated by spontaneous recombination, we have, Ith ∼=
BNth
2qV/ηi, Thus
Ith∼=qV BNtr
2
ηi
e(<αi>+αm)/Γg0N (C.18)
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where for most III − V materials the bimolecular recombination coefficient, B ∼ 10−10cm3/s.
For a multiple quantum-well (MQW) lasers, we have to multiply the single-well confinement factor,
Γ1, and volume, V1, by the number of wells, Nw.
IthMQW∼=qNwV1BNtr
2
ηi
e2(<αi>+αm)/NwΓ1g0N (C.19)
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APPENDIX D
MEEP SIMULATION CODE
D.1 Cylindrical Core-Shell Nanowire
1 ; By Zhihuan Wang , 06-27-2013
2 ; Calculating 1D cylindrical GaAs/AlGaAs core-shell nanowire excitation
mode using cylindrical coordinates.
3
4 ;%%% length unit %%%
5 ; fundamental length unit in meep is um
6 ;(define nm 0.001) ; nano-meter unit
7 ;(define um 1) ; micro-meter unit
8
9 ;------------------------- Parameter Setup---------------------------------
10 (define-param nc 3.4) ; index of nanowire core
11 (define-param ns 3.1349) ; index of nanowire shell
12 (define-param w 0) ; width of nanowire
13
14 (define-param r 1.1) ; radius of core
15 (define-param rtotal 1.5) ; radius of total (core+shell)
16
17 (define-param pad 0.5) ; padding between waveguide and edge of PML
18 (define-param gap 0.4) ; padding between cylinder and cell edge in XY plane
19 (define-param dpml 1.5) ; thickness of PML
150
20
21 ;------------------ Dimension and size of the computational cell-----------
22 (define sxy (* 2 (+ rtotal w pad dpml))) ; cell size in XY plane
23 (set! geometry-lattice (make lattice (size sxy sxy no-size)))
24
25 ;------------------------ Geometric Setup---------------------------------
26 (set! geometry (list
27 (make cylinder (center 0 0) (height infinity)
28 (radius rtotal ) (material (make dielectric (index ns))))
29
30 (make cylinder (center 0 0) (height infinity)
31 (radius r) (material (make dielectric (index nc))))))
32
33 ;------------------------------ PML layers set up--------------------------
34 (set! pml-layers (list (make pml (thickness dpml))))
35 (set-param! resolution 20)
36 ;-------------------------------- Source set up----------------------------
37 (define-param fcen 0.15) ; pulse center frequency
38 (define-param df 0.1) ; pulse width (in frequency)
39 ;(define-param nfreq 500); number of frequencies at which to compute flux
40
41 (set! sources (list
42 (make source
43 (src (make gaussian-src (frequency fcen) (fwidth df)))
44 (component Ez) (center (+ rtotal 0.5) 0))))
45 ; note that the r -> -r mirror symmetry is exploited automatically
46
47 ;--------------------------- run meep----------------------------------------
48 (run-sources+ 300
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49 (at-beginning output-epsilon)
50 (after-sources (harminv Ez (vector3 (+ rtotal 0.5)) fcen df)))
51 (run-until (/ 1 fcen) (at-every (/ 1 fcen 20) output-efield-z))
snippet/sourcecode/CylindCS.ctl
D.2 Hexagonal Core-Shell Nanowire
1 ; Calculating GaAs/AlGaAs single Hexagon core-shell nanowire excitation mode
2 ; By Zhihuan Wang 07-01-2013
3 ; Will examine the diameter varing from 20 50 90 130 170 210 250 290 330
4 ; Incident light source wavelength is 532 nm fcen =0.1879
5 ;------------------------ Parameter Setup-----------------------------------
6 (reset-meep)
7 (define-param n 3.4) ; index of waveguide
8 (define-param ns 3.3) ; index of waveguide shell
9
10 (define-param w 0) ; width of waveguide
11 (define-param r 1.65) ; outer radius of ring
12 (define-param l 10) ; length of the nanowire
13 (define-param rc (* 0.4 r)) ; inner radius of ring
14
15 (define-param pad 0.5) ; padding between waveguide and edge of PML
16 (define-param dpml 1) ; thickness of PML
17
18 ;----------------- Dimension and size of the computational cell-------------
19 (define C- >L (compose cartesian- >lattice vector3))
20 (define sxy (* 2 (+ r w pad dpml))) ; cell size y
21 (define sxz (* 2 (+ l w pad dpml))) ; cell size z
22
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23 ;----------------------- Geometric Setup-----------------------------------
24 (set! geometry-lattice (make lattice (size sxy sxy sxz)))
25 (set! geometry (append
26 (list
27 (make block (center 0 0) (size (* r (sqrt (/ 4 3))) (* 2 r) l)
28 (e1 (C- >L 1 0)) (e2 (C- >L 0 1))
29 (material (make dielectric (index ns))))
30 (make block (center 0 0) (size (* r (sqrt (/ 4 3))) (* 2 r) l)
31 (e2 ( C- >L (/ (sqrt 3) 2) 0.5)) (e1 (C- >L -0.5 (/ (sqrt 3) 2) ))
32 (material (make dielectric (index ns))))
33
34 (make block (center 0 0) (size (* r (sqrt (/ 4 3))) (* 2 r) l)
35 (e2 ( C->L (/ (sqrt 3) 2) -0.5)) (e1 (C- >L 0.5 (/ (sqrt 3) 2)) )
36 (material (make dielectric (index ns))))
37 (make block (center 0 0) (size (* rc (sqrt (/ 4 3))) (* 2 rc) l)
38 (e1 (C- >L 1 0)) (e2 (C- >L 0 1))
39 (material (make dielectric (index n))))
40 (make block (center 0 0) (size (* rc (sqrt (/ 4 3))) (* 2 rc) l)
41 (e2 ( C- >L (/ (sqrt 3) 2) 0.5)) (e1 (C- >L -0.5 (/ (sqrt 3) 2) ))
42 (material (make dielectric (index n))))
43 (make block (center 0 0) (size (* rc (sqrt (/ 4 3))) (* 2 rc) l)
44 (e2 ( C- >L (/ (sqrt 3) 2) -0.5)) (e1 (C- >L 0.5 (/ (sqrt 3) 2)) )
45 (material (make dielectric (index n)))))))
46
47 ;---------------------------- PML layers set up-----------------------------
48 (set! pml-layers (list (make pml (thickness dpml))))
49 (set-param! resolution 10)
50 ;------------------------------ Source set up-------------------------------
51 (define-param fcen 0.1879) ; pulse center frequency
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52 (define-param df 0.02) ; pulse width (in frequency)
53 (set! sources (list
54 (make source
55 (src (make gaussian-src (frequency fcen) (fwidth df)))
56 (component Ez) (center (+ r 0.1) 0))))
57
58 ;--------------------------- run meep----------------------------------------
59 (run-sources+ 300
60 (at-beginning output-epsilon)
61 (after-sources (harminv Ez (vector3 (+ r 0.1)) fcen df)))
62 (run-until (/ 1 fcen) (at-every (/ 1 fcen 20) output-efield-z
output-tot-pwr))
snippet/sourcecode/HexCS3D.ctl
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APPENDIX E
GAIN SPECTRUM AND THRESHOLD CALCULATION
MATLAB CODE
1 %% gain ( Gain Spec t r a l Ana lys i s Method to determin the enhancement f a c t o r f o r
redueced d imens i ona l i t y
2 % with Approximations f o r s imple geometry and v a r i a b l e s )
3 % Modif ied f o r s i n g l e band t r a n s i t i o n s and without s c a t t e r i n g broadening e f f e c t
4
5 % Created on 8/25/2014 By Zhihuan Wang (GaAs/AlGaAs core−s h e l l nanowire )
6 % Modif ied by 11/4/2016
7 c l c ; c l o s e a l l ;
8
9 J eV = 1.60217657 e−19; %Jou l e s per eV
10 eV J = 6.24150934 e18 ; % eV per Joule
11
12 %% Photon energy & system input ( v a r i a b l e s i n i t i a t e )
13 E ph = 1 . 2 : 0 . 0 1 : 2 ;
14 n = 6e18 : 3 e18 : 3 e19 ;
15 p = 6e18 : 3 e18 : 3 e19 ; % Hole c a r r i e r concentrat ion , Unit [ cmˆ−3]
16
17 k = length ( E ph ) ;
18 l en n = length (n) ;
19 abs coef3D = s i z e ( k ) ;
20 abs coef2D = s i z e ( k ) ;
21 abs coef1D = s i z e ( k ) ;
22 k0 3D = s i z e ( k ) ;
23 gain 3D = s i z e (k , l en n ) ;
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24 gain 2D = s i z e (k , l en n ) ;
25 gain 1D = s i z e (k , l en n ) ;
26 enhance abs = s i z e ( k ) ;
27 sp rate3D = s i z e ( k ) ;
28 sp rate2D = s i z e ( k ) ;
29 sp rate1D = s i z e ( k ) ;
30 enhance sp = s i z e ( k ) ;
31 s t ra te3D = s i z e ( k ) ;
32 s t ra te2D = s i z e ( k ) ;
33 s t ra te1D = s i z e ( k ) ;
34 enhance s t = s i z e ( k ) ;
35
36 f v = s i z e (k , l en n ) ;
37 f c = s i z e (k , l en n ) ;
38 Fc = s i z e ( l en n ) ;
39 Fv = s i z e ( l en n ) ;
40
41 maxgain 3D = s i z e ( l en n ) ;
42 maxgain 2D = s i z e ( l en n ) ;
43 maxgain 1D = s i z e ( l en n ) ;
44 %% R e f r a c t i v e index without mate r i a l d i s p e r s i o n
45 % Uncommented i f need d i s p e r s i o n
46 n r = 3 . 3 1 2 ; % r e f r a c t i v e index without mate r i a l d i s p e r s i o n
47
48 %% Parameters in MKS un i t s
49 H j = 6.63 e−34;%Plancks constant [ J . s ]
50 H = 4.14 e−15;%Plancks constant [ eV . s ]
51 H rj = 1 .05 e−34;% Reduced Plancks constant [ J . s ]
52 H r = 6.58 e−16;% Reduced Plancks constant [ eV . s ]
53 C = 3 e10 ; %speed o f l i g h t [ cm/ s ]
54 e = 1 .6 e−19; %elementary charge [C]
55 kB = 1.38∗10ˆ−23; % Boltzmann ' s constant [ J/K]
56 T = 300 ; % room temperature [K]
57 m0 = 9.11 e−31; % Elect ron r e s t mass [ kg ]
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58 Eg=1.424; %Energy bandgap f o r GaAs at 300K [ eV ]
59 m e = 0.067∗m0; %Elect ron E f f e c t i v e mass f o r GaAs [ u n i t l e s s /m0]
60 m h = 0.47∗m0; %Hole E f f e c t i v e mass f o r GaAs 3D[ u n i t l e s s /m0]
61 m h2D = 0.118∗m0; %Hole E f f e c t i v e mass f o r GaAs 2D[ u n i t l e s s /m0]
62 m h1D = 0.027∗m0; %Hole E f f e c t i v e mass f o r GaAs 1D[ u n i t l e s s /m0]
63 m hh = 0.50∗m0; %heavey ho le E f f e c t i v e mass f o r GaAs [ u n i t l e s s /m0]
64 m lh = 0.087∗m0; %Light ho le E f f e c t i v e mass f o r GaAs [ u n i t l e s s /m0]
65 m r = m e∗m h/( m e+m h) ; % Reduced e f f e c t i v e mass
66 m r2D = m e∗m h/( m e+m h2D) ; % Reduced e f f e c t i v e mass 2D
67 m r1D = m e∗m h/( m e+m h1D) ; % Reduced e f f e c t i v e mass 1D
68
69 m0SI = 5.693 e−16; %Elect ron r e s t mass [ kg ]
70 m eSI = 0.067∗m0SI ; %Elect ron E f f e c t i v e mass f o r GaAs [ u n i t l e s s /m0]
71 m hSI = 0.47∗m0SI ; %Hole E f f e c t i v e mass f o r GaAs 3D[ u n i t l e s s /m0]
72 m rSI = m eSI∗m hSI /( m eSI+m hSI ) ; % Reduced e f f e c t i v e mass
73
74 m00 = 9.11∗10ˆ−28; %Elect ron r e s t mass [ kg ]
75 m ee = 0.067∗m00 ; %Elect ron E f f e c t i v e mass f o r GaAs [ u n i t l e s s /m0]
76 m hh = 0.47∗m00 ; %Hole E f f e c t i v e mass f o r GaAs 3D[ u n i t l e s s /m0]
77 m rr = m ee∗m hh/( m ee+m hh) ; % Reduced e f f e c t i v e mass
78 m rr2D = m e∗m h/( m e+m h2D) ; % Reduced e f f e c t i v e mass 2D
79 m rr1D = m e∗m h/( m e+m h1D) ; % Reduced e f f e c t i v e mass 1D
80
81 Lx = 50e−8; % 50 A f o r l ength [ cm]
82 Ly = 50e−8;
83 Lz = 50e−8;
84 Lz3D = 50e−5; % 50000 A f o r l ength [ cm ]
85 Lz2D = 50e−10; % 5000 A f o r l ength [ cm]
86 Lz1D = 50e−6; % 50 A f o r l ength [ cm]
87 Lzm = 100e−10;
88 a = 100e−10; %nanowire c r o s s s e c t i o n [m]
89 b = 100e−10;
90 p cv = 2.88∗10ˆ−18;
91 f c v = 23 ; %o s c i l l a t o r s t r ength 3D [ eV ]
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92 f cv1D = 230 ; %o s c i l l a t o r s t r ength 1D [ eV ]
93 eps 0 = 8.85 e−14; % Permi t t i v i t y o f vacuum [F/cm]
94 Nwr = 1/(Lx∗Ly) ; %nanowire dens i ty [ cmˆ−2]
95 Ep = 2 5 . 7 ; % Energy parameter [ eV ]
96 %% quant ized energy s t a t e f o r 2D
97 E e1 = H rj ˆ2∗ pi ˆ2/(2∗m e∗Lzmˆ2) ∗eV J ;
98 E h1 = H rj ˆ2∗ pi ˆ2/(2∗m h∗Lzmˆ2) ∗eV J ;
99 E e2 = H rj ˆ2∗ pi ˆ2∗4/(2∗m e∗Lzmˆ2) ∗eV J ;
100 E h2 = H rj ˆ2∗ pi ˆ2∗4/(2∗m h∗Lzmˆ2) ∗eV J ;
101 E e3 = H rj ˆ2∗ pi ˆ2∗9/(2∗m e∗Lzmˆ2) ∗eV J ;
102 E h3 = H rj ˆ2∗ pi ˆ2∗9/(2∗m h∗Lzmˆ2) ∗eV J ;
103
104 E e1h1 = Eg+E e1+E h1 ; %E h should be negat ive va lue .
105 E e2h2 = Eg+E e2+E h2 ;
106 E e3h3 = Eg+E e3+E h3 ;
107
108 %% quant ized energy s t a t e f o r 1D
109 E 11 = Eg+H rj ˆ2/(2∗m r ) ∗ ( ( p i /a ) ˆ2+( pi /b) ˆ2) ∗eV J ;
110 E 12 = Eg+H rj ˆ2/(2∗m r ) ∗ ( ( p i /a ) ˆ2+( pi ∗2/b) ˆ2) ∗eV J ;
111 E 22 = Eg+H rj ˆ2/(2∗m r ) ∗ ( ( p i ∗2/a ) ˆ2+( pi ∗2/b) ˆ2) ∗eV J ;
112 E 23 = Eg+H rj ˆ2/(2∗m r ) ∗ ( ( p i ∗2/a ) ˆ2+( pi ∗3/b) ˆ2) ∗eV J ;
113 E 33 = Eg+H rj ˆ2/(2∗m r ) ∗ ( ( p i ∗3/a ) ˆ2+( pi ∗3/b) ˆ2) ∗eV J ;
114
115 %% Fermi d i s t r i b u t i o n
116 Na = 1e11 ;%acceptor doping concent ra t i on
117 Nd = 1 e11 ;%donor doping concent ra t i on
118 Nc = 2∗(2∗ pi ∗m e∗kB∗T/ H j ˆ2) ˆ1.5∗10ˆ−6;
119 Nv = 2∗(2∗ pi ∗m h∗kB∗T/ H j ˆ2) ˆ1.5∗10ˆ−6;
120 f o r j =1: l en n
121 Fc ( j )= kB∗T∗( l og (n( j ) . / Nc) + 1/ s q r t (8 ) ∗(n( j ) . / Nc) ) ∗eV J ;
122 Fv( j )= kB∗T∗( l og (p( j ) . /Nv) + 1/ s q r t (8 ) ∗(p( j ) . /Nv) ) ∗eV J ;
123 end
124
125 % Check Joyce−Dixon approximation a p p l i c a b l e range −1<theta<7
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126 theta = s i z e ( l en n ) ;
127 f o r j =1: l en n
128 theta ( j )= log (n( j ) /Nc) +2ˆ(−1.5) ∗(n( j ) /Nc) ;
129 end
130
131 Ec =s i z e ( k ) ;
132 Ev =s i z e ( k ) ;
133 f o r j =1: l en n
134 f o r i =1:k
135 k0 3D ( i ) = s q r t (2∗m r ∗ ( ( E ph ( i )−Eg) ∗J eV ) / H rj ˆ2) ;
136 Ev( i ) = −H rj .ˆ2∗ k0 3D ( i ) . ˆ2/(2∗m h) ;
137 Ec( i ) = Eg+H rj .ˆ2∗ k0 3D ( i ) . ˆ2/(2∗ m e ) ;
138 f c ( i , j ) = (1 + exp ( ( m r/m e∗( E ph ( i ) − Eg) − Fc ( j ) ) /(kB∗T∗eV J ) ) ) .ˆ−1;
139 f v ( i , j ) = (1 + exp ( ( − m r/m h∗(Eg − E ph ( i ) ) + Fv( j ) ) /(kB∗T∗eV J ) ) ) .ˆ−1;
140 end
141 end
142
143 f i g u r e ;
144 p lo t ( E ph , f c , E ph , f v , E ph , f c−f v ) ;
145
146 %% Gain Spectrum : Gain=Absorption C o e f f i c e n t ∗ f e rmi d i s t r i b u t i o n ( g (hw)=a0 (hw) [ fv ( k0 )
−f c ( k0 ) ] )
147 % Without Linewidth Broadening
148 f e = s i z e (k , l en n ) ;
149 f o r j =1: l en n
150 f o r i =1:k
151 i f E ph ( i )< Eg
152 gain 3D ( i , j ) = 0 ;
153 e l s e
154 gain 3D ( i , j ) = ( s q r t (2 ) ∗m r ˆ1 .5∗ ( e∗eV J ) ˆ2∗ (1 .5∗m0∗Ep∗J eV /6) ) /(3∗ pi ∗ n r ∗m0∗ eps 0 ∗C∗
H rj ˆ2∗E ph ( i ) ) ∗( E ph ( i )−Eg) ˆ0 . 5∗ ( f c ( i , j )− f v ( i , j ) ) ;
155 end
156
157 i f E ph ( i )< E e1h1
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158 gain 2D ( i , j ) = 0 ;
159 e l s e i f E e1h1<= E ph ( i )
160 gain 2D ( i , j ) = ( e ˆ2∗ pi ∗H r ∗ ( 1 . 5∗m0∗Ep∗J eV /6) ∗2) /(3∗ n r ∗ eps 0 ∗C∗m0ˆ2∗E ph ( i ) ) ∗
m r2D/( H rj ˆ2∗ pi ∗Lz ) ∗( f c ( i , j )− f v ( i , j ) ) ;
161 end
162
163 i f E ph ( i )< E 11
164 gain 1D ( i , j ) = 0 ;
165 e l s e i f E 11<= E ph ( i )
166 gain 1D ( i , j ) = ( e ˆ2∗ pi ∗H r∗Nwr) /(3∗ n r ∗ eps 0 ∗C∗m0ˆ2∗E ph ( i ) ) ∗(m0∗Ep∗10∗J eV /6) ∗(
m r1D ˆ1 .5/ ( p i ∗ H rj ∗m e∗Lx∗Ly) ) ∗ ( ( E ph ( i )−E 11 ) ) ˆ−0.5∗( f c ( i , j )− f v ( i , j ) ) ;
167 end
168
169 maxgain 3D ( j )= max( gain 3D ( : , j ) ) ;
170 maxgain 2D ( j )= max( gain 2D ( : , j ) ) ;
171 maxgain 1D ( j )= max( gain 1D ( : , j ) ) ;
172 enhance abs ( i , j ) = gain 2D ( i , j ) / gain 3D ( i , j ) ;
173
174 end
175 end
176
177 %% Plo t t i ng the r e s u l t s
178 f i g u r e ;
179 subplot ( 2 , 2 , 1 ) ;
180 p lo t ( E ph , gain 3D , ' LineWidth ' , 4 )
181 t i t l e ( 'Gain c o e f f i c i e n t ver sus photon energy f o r 3D ' )
182 y l a b e l ( 'Gain c o e f f i c i e n t (/cm) ' )
183 x l a b e l ( ' photon energy (eV) ' )
184 g r id on ,
185
186 subplot ( 2 , 2 , 2 ) ;
187 p lo t ( E ph , gain 2D , ' LineWidth ' , 4 )
188 t i t l e ( 'Gain c o e f f i c i e n t ver sus photon energy f o r 2D ' )
189 y l a b e l ( 'Gain c o e f f i c i e n t (/cm) ' )
Appendix E: Gain Spectrum and Threshold Calculation Matlab Code
160
190 x l a b e l ( ' photon energy (eV) ' )
191 g r id on ,
192
193 subplot ( 2 , 2 , 3 ) ;
194 p lo t ( E ph , gain 1D , ' LineWidth ' , 4 )
195 t i t l e ( 'Gain c o e f f i c i e n t ver sus photon energy f o r 1D ' )
196 y l a b e l ( 'Gain c o e f f i c i e n t (/cm) ' )
197 x l a b e l ( ' photon energy (eV) ' )
198 g r id on ,
199
200 subplot ( 2 , 2 , 4 ) ;
201 p lo t (n , maxgain 2D , ' LineWidth ' , 4 )
202 t i t l e ( 'Maximum gain ver sus c a r r i e r dens i ty ' )
203 y l a b e l ( 'Gain c o e f f i c i e n t (/cm) ' )
204 x l a b e l ( ' Car r i e r dens i ty (1/cmˆ2) ' )
205 g r id on ,
206 %% Curve f i t t i n g in order to f i n d the th r e sho ld c a r r i e r dens i ty
207 % which i s nth = 4.533∗10ˆ18 (1/cmˆ3)
208
209 nth = 4.533∗10ˆ18 ; % Unit (1/cmˆ3)
210 % nth = Ntr∗exp ( gth/g0 )
211
212 %% Fermi d i s t r i b u t i o n f o r th r e sho ld c a r r i e r dens i ty
213 Fc th= kB∗T∗( l og ( nth/Nc) + 1/ s q r t (8 ) ∗( nth/Nc) ) ∗eV J ;
214 Fv th= kB∗T∗( l og ( nth/Nv) + 1/ s q r t (8 ) ∗( nth/Nv) ) ∗eV J ;
215
216 f v t h = s i z e ( k ) ;
217 f c t h = s i z e ( k ) ;
218 f o r i =1:k
219 f v t h ( i ) = (1 + exp ( ( − m r/m h∗( E ph ( i ) − Eg) + Fv th ) /(kB∗T∗eV J ) ) ) .ˆ−1;
220 f c t h ( i ) = (1 + exp ( ( m r/m e∗( E ph ( i ) − Eg) − Fc th ) /(kB∗T∗eV J ) ) ) .ˆ−1;
221 end
222
223 %% Calcu la t ing rsp and Rsp based on the th r e sho ld c a r r i e r dens i ty
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224 % Spontaneous Emission Spectrum : s p r a t e = Emission P r o b ab i l i t y ∗ Density o f S ta t e s ∗
f e rmi d i s t r i b u t i o n
225 % ( s p r a t e (hw)=Pem∗Nj (hw) ∗ [ fv ( k0 )−f c ( k0 ) ] )
226
227 f o r i =1:k
228 i f E ph ( i )< Eg
229 sp rate3D ( i ) = 0 ;
230 e l s e
231 sp rate3D ( i ) = ( n r ∗e ˆ2∗E ph ( i ) ∗Ep∗J eV /6) /( p i ∗m0ˆ2∗ eps 0 ∗Cˆ3∗H r ˆ2) ∗ ( (2∗ m r ) ˆ 1 . 5 )
/(2∗ pi ˆ2∗H r ˆ3) ∗ ( ( E ph ( i )−Eg) ∗J eV ) ˆ0 . 5∗ ( f c t h ( i )∗(1− f v t h ( i ) ) ) ;
232 end
233
234 i f E ph ( i )< E e1h1
235 sp rate2D ( i ) = 0 ;
236 e l s e i f E e1h1<= E ph ( i )
237 sp rate2D ( i ) = ( n r ∗e ˆ2∗E ph ( i ) ∗J eV∗Ep∗J eV /6) /( p i ∗m0ˆ2∗ eps 0 ∗Cˆ3∗H r ˆ2) ∗(m r2D∗2) /(
p i ∗H r ˆ2∗Lz2D) ∗( f c t h ( i )∗(1− f v t h ( i ) ) ) ;
238 end
239
240 i f E ph ( i )< E 11
241 sp rate1D ( i ) = 0 ;
242 e l s e i f E 11<= E ph ( i )
243 sp rate1D ( i ) = ( n r ∗e ˆ2∗E ph ( i ) ∗J eV∗Ep∗J eV /6) /( p i ∗m0ˆ2∗ eps 0 ∗Cˆ3∗H r ˆ2) ∗(m r1D
ˆ1 .5/ ( p i ∗H r∗m e∗Lz1D∗Lz1D) ) ∗( E ph ( i )−E 11 ) ˆ−0.5∗( f c t h ( i )∗(1− f v t h ( i ) ) ) ;
244 end
245
246
247 end
248
249 Rst 3D = trapz ( sp rate3D ' ) ;
250 Rst 2D = trapz ( sp rate2D ' ) ;
251 Rst 1D = trapz ( sp rate1D ' ) ;
252
253 %% Threshold cur rent c a l c u l a t i o n
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254
255 Jth 3D = e∗Lz∗Rst 3D ;
256 Jth 2D = e∗Lz∗Rst 2D ;
257 Jth 1D = e∗Lz∗Rst 1D ;
258
259 %% Opt ica l Outpul Power
260
261 P 3D = (Eg+0.0257/2)∗Lz∗Rst 3D ;
262 P 2D = (Eg+0.0257/2)∗Lz∗Rst 2D ;
263 P 1D = (Eg+0.0257/2)∗Lz∗Rst 1D ;
264 enhance 2D = P 2D/P 3D
265 enhance 1D = P 1D/P 3D
266
267 %% Plo t t i ng the r e s u l t s
268 f i g u r e ;
269 subplot ( 2 , 2 , 1 ) ;
270 p lo t ( E ph , sp rate3D )
271 t i t l e ( ' Spontaneous Emission Rate ver sus photon energy f o r 3D ' )
272 y l a b e l ( ' Spontaneous Emission Rate (/cm) ' )
273 x l a b e l ( ' photon energy (eV) ' )
274 g r id on ,
275
276 subplot ( 2 , 2 , 2 ) ;
277 p lo t ( E ph , sp rate2D )
278 t i t l e ( ' Spontaneous Emission Rate ver sus photon energy f o r 2D ' )
279 y l a b e l ( ' Spontaneous Emission Rate (/cm) ' )
280 x l a b e l ( ' photon energy (eV) ' )
281 g r id on ,
282
283 subplot ( 2 , 2 , 3 ) ;
284 p lo t ( E ph , sp rate1D )
285 t i t l e ( ' Spontaneous Emission Rate ver sus photon energy f o r 1D ' )
286 y l a b e l ( ' Spontaneous Emission Rate (/cm) ' )
287 x l a b e l ( ' photon energy (eV) ' )
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288 g r id on ,
289
290 subplot ( 2 , 2 , 4 ) ;
291 barx = [ 1 2 3 ] ;
292 bary = [ Jth 3D , Jth 2D , Jth 1D ] ;
293 bar ( barx , bary ) ;
294 s e t ( gca , ' YScale ' , ' l og ' ) ;
295 s e t ( gca , ' XTickLabel ' ,{ ' 3D ' , ' 2D ' , ' 1D ' }) ;
296 f o r i 1 =1:numel ( bary )
297 t ex t ( barx ( i 1 ) , bary ( i 1 ) , num2str ( bary ( i 1 ) , '%2.2E ' ) , . . .
298 ' HorizontalAl ignment ' , ' c en te r ' , . . .
299 ' Vert ica lAl ignment ' , ' bottom ' )
300 end
301 t i t l e ( ' Threshold Current dens i ty f o r d i f f e r e n t d imens i ona l i t y ' )
302 y l a b e l ( ' Threshold Current Density (A/cmˆ2) ' )
303 x l a b e l ( ' Dimensions ' )
304 g r id on ,
305
306
307 %% Addit iona l over lapp ing Plot
308 f i g u r e ;
309 ax1 = gca ;
310 get ( ax1 , ' Pos i t i on ' ) ;
311 s e t ( ax1 , ' XColor ' , 'k ' , . . .
312 ' YColor ' , 'b ' ) ;
313 l i n e ( E ph , sp rate1D , ' Color ' , 'b ' , ' LineSty l e ' , '− ' , ' Marker ' , ' . ' , ' Parent ' , ax1 , '
DisplayName ' , ' 1D ' , ' LineWidth ' , 4 )
314 l egend show
315 ax2 = axes ( ' Pos i t i on ' , get ( ax1 , ' Pos i t i on ' ) , . . .
316 ' XAxisLocation ' , ' bottom ' , . . .
317 ' YAxisLocation ' , ' l e f t ' , . . .
318 ' Color ' , ' none ' , . . .
319 'YLim ' , [ 0 , 1 0 ∗ 1 0 ˆ 4 ] , . . .
320 'YTick ' , [ 1∗10ˆ4 , 3∗10ˆ4 , 5∗10ˆ4 , 7∗10ˆ4 , 9 ∗ 1 0 ˆ 4 ] , . . .
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321 ' XColor ' , 'k ' , . . .
322 ' YColor ' , ' r ' , . . .
323 'XTick ' , [ ] , ' XTickLabel ' , [ ] ) ;
324 s e t ( gca , ' YTickLabel ' , num2str ( reshape ( get ( gca , 'YTick ' ) , [ ] , 1 ) , '%.d ' ) ) ;
325 y l a b e l ( ' Spontaneous Emission Rate (/cm. s ) ' )
326 l i n e ( E ph , sp rate2D , ' Color ' , ' r ' , ' LineSty l e ' , '− ' , ' Marker ' , ' . ' , ' Parent ' , ax2 , '
DisplayName ' , ' 2D ' , ' LineWidth ' , 4 )
327 l egend show
328 ax3 = axes ( ' Pos i t i on ' , get ( ax1 , ' Pos i t i on ' ) , . . .
329 ' XAxisLocation ' , ' bottom ' , . . .
330 ' YAxisLocation ' , ' r i g h t ' , . . .
331 ' Color ' , ' none ' , . . .
332 'YLim ' , [ 0 , 1 0 ∗ 1 0 ˆ 3 ] , . . .
333 'YTick ' , [ 1∗10ˆ3 , 3∗10ˆ3 , 5∗10ˆ3 , 7∗10ˆ3 , 9 ∗ 1 0 ˆ 3 ] , . . .
334 ' XColor ' , 'k ' , . . .
335 ' YColor ' , ' g ' , . . .
336 'XTick ' , [ ] , ' XTickLabel ' , [ ] ) ;
337 l i n e ( E ph , sp rate3D , ' Color ' , ' g ' , ' LineSty l e ' , '− ' , ' Marker ' , ' . ' , ' Parent ' , ax3 , '
DisplayName ' , ' 3D ' , ' LineWidth ' , 4 )
338 l egend show
339 y l a b e l ( ' Spontaneous Emission Rate (/cm. s ) ' )
340 x l a b e l ( ' Photon energy (eV) ' )
341 xlabh = get ( gca , ' XLabel ' ) ;
342 s e t ( xlabh , ' Pos i t i on ' , [ get ( xlabh , ' Pos i t i on ' ) − [ 0 0 . 2 0 ] ] ) ;
343 g r id on ,
snippet/sourcecode/gain1band.m
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APPENDIX F
SEMICONDUCTOR NANOWIRE LASER MODELING
MATLAB CODE
F.1 FDTD Simulation Results Processing
1 %% Mode CSNW FDTD.m A program to s o l v e conf inement f a c to r , e f f e c t i v e
2 %% r e f r a c t i v e index and mode e f f e c t i v e area from the FDTD s imu la t i on r e s u l t s
3 %% Drexel Un ive r s i ty Zhihuan Wang 08−28−2016
4
5 c l e a r ;
6 %% 1 . Open r e f r a c t i v e index f i l e and get d i r e c t o r y
7 [ FileName , PathName ] = u i g e t f i l e ( ' ∗ . h5 ' , ' S e l e c t the Meep hdf5 s t r u c t u r e f i l e ' , . . .
8 'C:\ Users \wason\OneDrive\Documents\MATLAB\ L as e r t h r e s ho l d ' ) ;
9 i f i s e q u a l ( FileName , 0 )
10 di sp ( ' User s e l e c t e d Cancel ' )
11 e l s e
12 f n r= f u l l f i l e (PathName , FileName ) ;
13 di sp ( [ ' User s e l e c t e d ' , f u l l f i l e (PathName , FileName ) ] )
14 end
15 % get i n f o and data f o r the r e f r a c t i v e index hdf5 f i l e
16 h in f o = hd f5 in f o ( f n r ) ;
17 d s e t n r = hdf5read ( h in f o . GroupHierarchy . Datasets (1 ) ) ;
18 DissStruc=ndims ( d s e t n r )
19 SzStruc=s i z e ( d s e t n r )
20 s t ru c=squeeze ( d s e t n r ( 1 1 5 , : , : ) ) ;
21
22 %% 2 . Open photon wave f i l e and get d i r e c t o r y
166
23 [ FileName , PathName ] = u i g e t f i l e ( ' ∗ . h5 ' , ' S e l e c t the Meep hdf5 r e s u l t s f i l e ' , . . .
24 'C:\ Users \wason\OneDrive\Documents\MATLAB\ L as e r t h r e s ho l d ' ) ;
25 i f i s e q u a l ( FileName , 0 )
26 di sp ( ' User s e l e c t e d Cancel ' )
27 e l s e
28 f= f u l l f i l e (PathName , FileName ) ;
29 di sp ( [ ' User s e l e c t e d ' , f u l l f i l e (PathName , FileName ) ] )
30 end
31 % get i n f o and data f o r the photon wave hdf5 f i l e
32 h in f o = hd f5 in f o ( f ) ;
33 dset = hdf5read ( h in f o . GroupHierarchy . Datasets (1 ) ) ;
34 DissA=ndims ( dset )
35 SzA=s i z e ( dset )
36
37 %% 3 . proce s s the data
38 xx=squeeze ( dset ( 1 1 5 , : , : ) ) ;
39 yy=squeeze ( dset ( : , 3 3 , : ) ) ;
40 zz=squeeze ( dset ( : , : , 3 3 ) ) ;
41 % get the co rne r s o f the domain in which the data occurs .
42 min xx = min ( min ( xx ) ) ;
43 min yy = min ( min ( yy ) ) ;
44 max xx = max(max( xx ) ) ;
45 max yy = max(max( yy ) ) ;
46 min zz = min (min ( zz ) ) ;
47 max zz = max(max( zz ) ) ;
48 % the image data you want to show as a plane .
49 planeimg = abs ( xx ) ;
50
51 %% 4 . p l o t t i n g the r e s u l t s
52 % s e t hold on so we can show mul t ip l e p l o t s / s u r f s in the f i g u r e .
53 f i g u r e ;
54 % s u r f ( yy , zz )
55 s u r f ( xx ) ;
56 hold on ;
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57 % d e s i r e d z p o s s i t i o n o f the image plane .
58 imgzpos i t i on =−0.25;
59 s u r f ( [ 0 6 7 ] , [ 0 6 7 ] , repmat ( imgzpos i t ion , [ 2 2 ] ) , . . .
60 planeimg , ' f a c e c o l o r ' , ' t ex tu re ' )
61 % s u r f ( [ min yy max yy ] , [ min zz max zz ] , repmat ( imgzpos i t ion , [ 2 2 ] ) , . . .
62 % planeimg , ' f a c e c o l o r ' , ' texture ' )
63 % s e t the view ang le .
64 view (45 ,30) ;
65 colormap hsv
66 co l o rba r
67 % s e t a colormap f o r the f i g u r e .
68 colormap ( j e t ) ;
69 % t i t l e
70 t i t l e ( ' Volumetric Mode ' )
71 % l a b e l s
72 x l a b e l ( 'x ' ) ;
73 y l a b e l ( 'y ' ) ;
74 z l a b e l ( ' z ' ) ;
75
76 %% 4 . Ca l cu l a t i on o f e f f e c t i v e r e f r a c t i v e index and conf inement f a c t o r
77 idx = s i z e (67 ,67) ;
78 f o r i =1:67
79 f o r j =1:67
80 i f s t ru c ( i , j )> 1
81 idx ( i , j ) = 1 ;
82 e l s e
83 idx ( i , j ) = 0 ;
84 end
85 prm = l o g i c a l ( idx ) ;
86 end
87 end
88 wv = 1 . 5 5 ; %wavelength , un i t : um
89 k0 = 2∗ pi /wv ;
90
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91 H = spar s e ( s q r t ( s t ru c ) ) ;
92 [ u , d ] = e i g s (H, 2 , 'LR ' ) ;
93
94 mode1 = xx ; % modal p r o f i l e o f fundamental mode
95 % mode2 =reshape (u ( : , 2 ) ,Nx ,Ny) ; % modal p r o f i l e o f f i r s t order mode
96 e f f n e f f 1 = s q r t (d (1 , 1 ) ) /k0 % e f f e c t i v e index o f fundamental mode
97 % e f f n e f f 2 = s q r t (d (2 , 2 ) ) /k0 % e f f e c t i v e index o f f i r s t order mode
98
99 % modal p r o f i l e o f fundamental mode in a c t i v e area
100 mode1 act ive = xx ( 1 6 : 5 3 , 1 6 : 5 3 ) ;
101 gamma = norm( mode1 active , 2 ) ˆ2/norm(mode1 , 2 ) ˆ2 %conf inement f a c t o r
snippet/sourcecode/Mode CSNW FDTD.m
F.2 Steady State Rate Calculation
1 %% CSNW Laser .m Core−s h e l l nanowire l a s i n g behavior by pumping power
2 %% By Zhihuan Wang 10−13−2016
3 %% Source code adapted from McMaster Un ive r s i ty Hua Wang .
4
5 c l e a r
6 hold o f f
7 format long e
8 % Some v a r i a b l e s through a l l program
9 g l o b a l taur taup q d P0 h f sigmagp n0 t f i n a l b i t s e q N
10
11 %% 1 . Basic cons tant s
12 cc = 2.99793 e8 ; % Ve loc i ty o f l i g h t in f r e e space , un i t : m/ s
13 q=1.60218e−19; % Unit e l e c t r o n charge , un i t : C
14 eV=1.60218e−19; % Unit e l e c t r o n vo l tage , un i t : J
15 h=6.6256e−34; % Planck ' s constant , un i t : Js
16 kB = 1.38054 e−23; % Boltzmann ' s constant , un i t : J/K or Ws/K
17
18 %% 2 . CSNW l a s e r Data input
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19 w = 300.0 e−9; % Width o f a c t i v e area , un i t :m
20 d=300.0e−9; % Thickness o f a c t i v e area , un i t :m
21 L=3.0e−6; % Length o f a c t i v e area , un i t :m
22 taur = 1 .0 e−9; % Time constant or l i f e t i m e o f c a r r i e r ( e l e c t r o n and ho le ) , un i t : s
23 tausp = 1 .0 e−9; % Time constant or l i f e t i m e o f spontaneous emiss ion , un i t : s
24 sigmag = 3 .0 e−20; % Gain cros s−s e c t i o n c o e f f i c i e n t , un i t : mˆ2
25 nth = 4 .5 e24 ; % Threshold c a r r i e r dens i ty , un i t : mˆ(−3)
26 alphac = 2 0 0 0 . 0 ; % Cavity l o s s , un i t : mˆ(−1)
27 gamma = 0 . 7 5 6 ; % Confinement f a c t o r o f l a s e r , un i t : none
28 n e f f = 2 . 7 2 8 ; % E f f e c t i v e index , un i t : none
29 ng = 3 . 5 ; % Group index , un i t : none
30 p0 = 200 .0 e−6; % pumping power o f l a s e r , un i t : W
31 wv =800e−9; % working wavelength , un i t :m
32
33 %% 3 . Ca l cu l a t i on o f der ived parameters
34 a r e a I = w∗L ; % Area o f top s e c t i o n o f a c t i v e area , un i t :mˆ2
35 area P = w∗d ; % Area o f c r o s s s e c t i o n o f a c t i v e area , un i t :mˆ2
36 vg = cc /ng ; % Group v e l o c i t y o f l i g h t , un i t : m/ s
37 taup = 1/( vg∗ alphac ) ; % Time constant or l i f e t i m e o f photon , un i t : s
38 sigmagp = sigmag∗gamma∗vg ; % sigmagp = sigmag∗gamma∗vg
39 P0 = p0/ area P ; % Pumping power dens i ty , un i t : W/mˆ2
40 n0 = nth−1/( sigmagp∗ taup ) ; % Transparency value o f e l e c t r o n dens i ty , un i t :mˆ(−3)
41 f = cc /wv ; % The opera t ing frequency , un i t : Hz
42 Pth = h∗ f ∗d∗nth/ taur ; % Threshold pumping power dens i ty , un i t : W/mˆ2
43 Power th = Pth∗ area P ; % Threshold pumping power , un i t : W
44 power analyt = w∗h∗ f ∗vg∗ taup ∗(P0−Pth ) /q ;% Ana ly t i c a l output power , un i t : W
45
46 %% 4 . Ca l cu l a t i on o f ba s i c gain c o e f f i c i e n t
47 %4.1 gain with c a r r i e r dens i ty
48 nn=0.5 e24 : 0 . 0 1 e24 : 1 0 . 0 e24 ; gg=sigmag . ∗ ( nn−n0 ) ;
49 f o r i =1: l ength (nn) , i f gg ( i )<0, gg ( i ) =0.0 ; end , end
50 gg1=sigmag .∗ s q r t ( abs (nn−0.83∗n0 ) . ˆ 3 ) ∗1 .0 e−12;
51 f o r i =1:20 , gg1 ( i ) =0.0 ; end
52 p lo t (nn ∗1 .0 e−6,gg∗1e−2,nn ∗1 .0 e−6,gg1∗1e−2, '−− ' ) ; g r i d ;
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53 x l a b e l ( ' Car r i e r dens i ty n (1/cmˆ3) ' ) ; y l a b e l ( 'Gain c o e f f i c i e n t gm (1/cm) ' ) ;
54
55 %4.2 Output power with input pumping power
56 pp temp = taup∗vg∗h∗ f /q/L ;
57 i i =1.0e−6:0 .1 e−7:200.0 e−6; pp=pp temp . ∗ ( i i−Power th ) ;
58 f o r i =1: l ength ( i i ) , i f pp ( i )<0, pp ( i ) =0.0 ; end , end
59 f i g u r e , p l o t ( i i ∗1 .0 e6 , pp ∗1 .0 e3 ) ; g r i d ;
60 x l a b e l ( 'Pumping Power (uW) ' ) ; y l a b e l ( 'Output power (mW) ' ) ;
61
62 %% 5 . Output power under steady s t a t e
63 t f i n a l = 0 .5 e−9; % Fina l time , un i t : s
64 opt ions = odeset ( ' RelTol ' ,1 e−10, 'AbsTol ' , [ 1 e−10 1e−10 ] ) ;
65 [T,Y] = ode45 ( ' r a t e eq n s t ead y ' , [ 0 t f i n a l ] , [ 1 e−30 1e−30] , opt ions ) ;
66 power = Y( : , 1 ) ∗h∗ f ∗vg∗w∗d ; % Numerical output power , un i t : W
67 f i g u r e ; p l o t (T∗1e9 , power ) ; gr id , % Plot steady s t a t e o p t i c a l power
68 x l a b e l ( 'Time( ns ) ' ) ; y l a b e l ( 'The steady s t a t e o p t i c a l power (W) ' ) ;
69 gain = sigmagp ∗(Y( : , 2 )−n0 ) ; % Numerical output gain
70 f o r i =1: l ength ( gain ) , i f ga in ( i )<0, ga in ( i ) =0.0 ; end , end
71 f i g u r e ; p l o t (T∗1e9 , ga in ) ; gr id , % Plot steady s t a t e o p t i c a l ga in
72 x l a b e l ( 'Time( ns ) ' ) ; y l a b e l ( 'The steady s t a t e gain Gm' ) ;
73
74 % func t i on o f the steady ra t e equat ion
75 f unc t i on x = ra t e eq n s t eady ( t , y )
76 g l o b a l taur taup q d P0 sigmagp n0 h f
77 Gm = sigmagp ∗( y (2 )−n0 ) ;
78 yp1 = Gm∗y (1 )−y (1) / taup ;
79 yp2 = −Gm∗y (1 )−y (2) / taur + P0/(h∗ f ∗d) ;
80 x = [ yp1 yp2 ] ' ;
snippet/sourcecode/CSNW Laser.m
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