Abstract: The problem of static output feedback control design for continuous-time TakagiSugeno (T-S) fuzzy systems is addressed in this paper. The membership functions are modeled in a space defined by the Cartesian product of simplexes, called multi-simplex, and are allowed to vary arbitrarily (i.e. no bounds on the time-derivative of the membership functions are assumed). The static output feedback fuzzy controller is obtained through a two-step procedure: first, a stabilizing fuzzy state feedback control gain is determined by means of linear matrix inequalities (LMIs). Then, the state feedback gain matrices are used in LMI conditions that, if satisfied, provide the fuzzy static output feedback control law. A fuzzy line integral Lyapunov function with arbitrary polynomial dependence on the premise variables is used to assess closedloop stability. The main appeal of the approach is that the output feedback gains can have independent and arbitrary polynomial dependence on some specific premise variables, selected by the designer, with great advantages for practical applications. An example illustrates that the proposed strategy can provide less conservative results when compared to other methods from the literature for output feedback stabilization of continuous-time T-S fuzzy systems.
INTRODUCTION
The problem of stabilization of Takagi-Sugeno (T-S) fuzzy models (Takagi and Sugeno [1985] ) has been extensively investigated over the last thirty years. To derive stability and design conditions for T-S fuzzy systems, the Lyapunov theory combined with linear matrix inequalities (LMIs) have been frequently applied, and methods based on a common quadratic Lyapunov function were among the first approaches in the field.
It is well known, however, that methods based on a constant Lyapunov matrix can be conservative. Therefore, fuzzy Lyapunov functions appeared as a more general alternative (Tanaka et al. [2003] ). On the other hand, the use of fuzzy Lyapunov functions generally implies that the time-derivatives of the membership functions explicitly appear in the stability conditions, requiring a special treatment. A frequent strategy is to take into account bounds on the time-derivatives of the membership functions in the LMI conditions (Tanaka et al. [2001] ), but it may be very difficult to obtain such bounds in control design problems. Another method, based on a line integral Lyapunov function (Rhee and Won [2006] ) circumvents this problem and does not require any information about the bounds on the time-derivatives of the membership functions, that are allowed to vary arbitrarily. Sufficient LMI conditions for stability analysis, less conservative than quadratic stability, have been obtained by simply imposing a particular structure to the Lyapunov matrix. Extensions for state feedback control design are proposed in Rhee and Won [2006] (through bilinear matrix inequalities) and in Mozelli ⋆ Supported by the Brazilian agencies CAPES, CNPq and FAPESP. et al. [2009a] (LMI conditions), but in both cases the premise variables must be the states, and all state variables are needed in real time for the feedback control law.
Few results can be found in the T-S fuzzy systems literature concerned with static output feedback control. Contrasted to dynamic output feedback and observer based controllers (Guerra et al. [2006] , Mansouri et al. [2009] , Nguang and Shi [2006] , ), static output feedback control does not need any on-line differential equation to be solved, being of great interest for practical applications (Syrmos et al. [1997] ). On the other hand, the design of a stabilizing static output feedback control is one of the most challenging problems in control theory. Actually, in order to derive tractable conditions for output feedback, some conservativeness is always introduced, as in the sufficient conditions Huang and Nguang [2007] , Lee and Kim [2009] , .
The main contribution of this paper is a two-step LMI based procedure for output feedback stabilization of continuous-time T-S fuzzy systems. The membership functions of the T-S fuzzy system are represented by the Cartesian product of simplexes, called multi-simplex (Baranyi [2004] , Tognetti et al. [2010] ). No information about the time-derivative of the membership functions is considered. The two steps strategy follows the lines given in Peaucelle and Arzelier [2001] , Arzelier and Peaucelle [2002] , Arzelier et al. [2003] , Mehdi et al. [2004] , Agulhari et al. [2010] , Arzelier et al. [2010] . First, a stabilizing state feedback gain with arbitrary polynomial dependence on the premise variables is designed through LMI conditions. At the second step, the matrices that compose the state feedback control law are used as input parame-ters in the LMIs that provide the static output feedback gains. The closed-loop stability is assessed by a generalized line integral Lyapunov function. The degrees of the fuzzy polynomial Lyapunov function and of the matrices that compose the stabilizing control laws are completely independent and can be freely chosen for each premise variable. This flexibility provides great advantages for the design of stabilizing output feedback controllers for T-S fuzzy systems. As a by-product, the state feedback gain obtained from the first stage generalizes previous results based on line integral Lyapunov functions (Rhee and Won [2006] , Mozelli et al. [2009b] ). A numerical experiment illustrates the flexibility and efficiency of the approach when compared to other methods.
PRELIMINARIES

System Description
Consider the ℓ-th rule of a continuous-time T-S fuzzy model, given by
and . . . and
for ℓ = 1, . . . , N , where x(t) ∈ R n is the state, y(t) ∈ R p is the measured output, u(t) ∈ R m is the control input, and the linear subsystem matrices are A α ℓ1 ···α ℓn ∈ R n×n , B α ℓ1 ···α ℓn ∈ R n×m and C α ℓ1 ···α ℓn ∈ R p×n . The premise variables are the states and M α ℓj j denotes an x j -based fuzzy set used for the ℓ-th fuzzy rule, where α ℓj specifies which x j -based fuzzy set is used in the ℓ-th fuzzy rule. N is the total number of fuzzy rules. For instance, if α 11 = α 21 = k then it means that in rules 1 and 2 the premise variable x 1 (t) belongs to the same fuzzy set, M 
For simplicity, the dependence of µ(x(t)) on x(t) is omitted. In the standard T-S fuzzy modeling, the defuzzification is done by multiplying the membership functions of each rule in order to construct a function that is the normalized weight of that rule in the premise parts. In the modeling used in this paper, the dependence of the membership functions in terms of each premise variable is carried on in the defuzzification. In this regard, the set where all membership functions lie, called multi-simplex, is introduced. Definition 1. (Multi-simplex). A multi-simplex U is the Cartesian product U r1 × U r2 × · · · × U rn of a finite number of simplexes U r1 , . . . , U rn . The dimension of U is defined as the index r = (r 1 , . . . , r n ). For ease of notation, R r denotes the space R r1+···+rn . A given element µ of U is decomposed as (µ 1 , µ 2 , . . . , µ n ) according to the structure of U and, subsequently, each µ j , j = 1, . . . , n (being in U rj ), is decomposed in the form (µ j1 , µ j2 , . . . , µ jrj ).
Thus, the T-S fuzzy system can be rewritten as
where
. . , n belonging to the unit simplex
Following Definition 1, polynomial combinations of arbitrary degree of the membership functions can also be modeled through the multi-simplex structure, with great advantages in the output feedback problem, as illustrated later.
The fuzzy control rule for output feedback synthesis is
An important aspect in the output feedback control problem for T-S fuzzy systems is the non availability of all premise variables in real-time for the implementation of the control law. As a matter of fact, the control law depends on the output y(t) of the system and on some of the premise variables (i.e. the ones that are associated to the available states). If no information about the premise variables is available, a constant output feedback control gain may be an alternative. This can be implemented as well by the proposed methodology.
Multi-simplex Homogeneous Polynomials
Before presenting the stability and stabilizability conditions, some definitions and notations are given. A homogeneous polynomial written in term of the membership functions (that belong to the multi-simplex), called Uhomogeneous polynomial, is defined as follows. Definition 2. (U −homogeneous polynomial). Given a multi-simplex U of dimension r, a polynomial P (µ) defined on R r and taking values in a finite dimensional vector space is said U −homogeneous polynomial if, for any i ∈ {1, . . . , n}, and for any given µ j ∈ R rj , j ∈ {1, . . . , n} \ {i}, the partial application µ i ∈ R ri → P (µ) is a homogeneous polynomial.
For r, g ∈ N, let K r (g) be the set of r-tuples obtained as all possible combinations of nonnegative integers k i , i = 1, . . . , r, such that k 1 + k 2 + · · · + k r = g. Taking r, g ∈ N n , the set K r (g) is defined as the Cartesian product
An U -homogeneous polynomial matrix M (µ) of partial degrees g = (g 1 , . . . , g n ) can be generically represented by where µ k are homogeneous monomials of degree g i in each variable µ i , i.e.
n×n are the corresponding matrix-valued coefficients. For instance, an U -homogeneous polynomial with dimensions n = 2, g = (1, 2), r = (2, 2) yields K r (g) = K 2 (1) × K 2 (2) = {(0, 1), (1, 0)} × {(0, 2), (1, 1), (2, 0)}, corresponding to the following matrix valued polynomial
Finally, note that the indexes k = (k 1 , k 2 , ..., k n ) are obtained by combining all the r-tuples of the sets K ri (g i ), i = 1, . . . , n. Note also that M (µ) above is U -homogeneous of degree 1 in the components of µ 1 ∈ U 2 and of degree 2 in µ 2 ∈ U 2 .
By definition, for r-tuples k, k
. . , r. Usual operations of summation k +k ′ and subtraction k −k ′ (whenever k k ′ ) are defined componentwise. The factorial of r i -tuples k and n-tuples g are defined as
The multi-simplex notation for the T-S fuzzy matrices (3) can be rewritten in terms of the U -homogeneous polynomials presented above. Denoting σ = ones(1, n), one has (A, B, C) (µ) =
or, equivalently,
Fuzzy Lyapunov Function Candidate
As in (Rhee and Won [2006] , Mozelli et al. [2009a] ), a fuzzy line integral Lyapunov function is used i.e.
where ρ(0, x) is a path from the origin to the present state, (·) stands for the inner product of vectors, ψ is a vector for the integral and dψ is an infinitesimal displacement. The fuzzy vector f (x(t)) is parameterized as
with
and µ ki i (x i ) given by (6). The off-diagonal entries are constants. Note that the above structure generalizes the results in Rhee and Won [2006] , Mozelli et al. [2009a] , where only affine dependence was considered, by allowing arbitrary polynomial degrees g i in each element d iig i (µ i ).
Observe also that the structure of P g (µ) in (11) satisfies the condition for V (x) to be a path-independent function (for details, see [Rhee and Won, 2006 , Theorem 1]). Moreover, the degrees g i of the elements d ii can be different. In order to construct homogeneous polynomial matrices P g (µ) as in (5), all terms of (11) need to be homogenized to the same degree,
are the constant terms generated by the binomial expansion.
MAIN RESULTS
The following theorem provides less conservative stabilizing state feedback gains for continuous T-S fuzzy systems (2) through the fuzzy line integral Lyapunov matrix proposed in (11)- (12), with arbitrary polynomial dependence. Theorem 1. Let β > 0 be a given scalar. If there exist degrees g = (g 1 , . . . , g n ) and s = (s 1 , . . . , s n ), symmetric positive definite matrices W k ∈ R n×n , k ∈ K r (g), as in (13), a matrix G ∈ R n×n and matrices Z k ∈ R m×n , k ∈ K r (s), such that, for all k ∈ K r (w), w = max{g, s+σ}, the following LMIs are verified
is a stabilizing state feedback control gain of degree s for the T-S fuzzy system (2).
Proof: First, note that
1 The symbol ⋆ stands for symmetric blocks.
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and, if LMIs (14) hold, Γ(µ) < 0. Pre-and postmultiplying Γ(µ) by T and T' respectively, with
′ ] and post-multiply by its transpose to obtainĀ(µ) ′ P g (µ)+P g (µ)Ā(µ) < 0 and, since P g (µ) has the structure (11), one hasV (x) < 0.
To impose the structure of P g (µ) as in (11) from the variable transformation (17), the same structure need to be imposed to W g (µ) and, moreover, G must also have a special structure. If n = 2, for example, and P g (µ) has all the diagonal terms as in (12), then G must be a diagonal matrix. P g (µ) may also have some diagonal term constant and, in this case, matrix G must assume a triangular structure.
The LMIs of Theorem 1 depend on a given scalar β, that represents a degree of freedom that can be exploited in the search for a feasible solution. For instance, a line search can be performed, or simply a set of given values of β can be tested.
As discussed before, the stabilizing state feedback gain obtained with Theorem 1 may not be useful when only the output y(t) is available for feedback. Nevertheless, the control gain can be used as an input to the following theorem, that provides a stabilizing output feedback control law for the T-S fuzzy system. Theorem 2. Let K k ∈ R m×n , k ∈ K r (s), s = (s 1 , . . . , s n ), be a stabilizing state feedback gain. If there exist g = (g 1 , . . . , g n ), v = (v 1 , . . . , v n ), q = (q 1 , . . . , q n ), symmetric positive definite matrices P k ∈ R n×n , k ∈ K r (g), as in (13)
is a stabilizing output feedback control gain of degree v for the T-S fuzzy system (2).
Proof: Observe that
with Ω(µ) given by (21) and, if the LMIs (18) hold, Ω(µ) < 0. Pre-and post-multiplying (21) by T and T ′ respectively, with
, since, using the same transformation as in (16)
A cl (µ) < 0, with P g (µ) structured as in (11). Observe that, the same transformation with S(µ) = 0 certificates the stability of
One of the important aspects of Theorem 2 is that the control gains are dissociated from the Lyapunov matrix and the degrees related to each premise variables are independents. As a consequence, they may have independent structures which, combined with the multi-simplex representation, provide a powerful tool for the design of polynomial fuzzy controllers of arbitrary degree depending only on the selected premise variables. Note also that the special structure (11) of the Lyapunov matrix (contrarily to Theorem 1 and the results in the literature) does not demand any additional constraints on the other variables. Note that any stabilizing state feedback gains could be used in Theorem 2. Finally, it is important to stress that the relaxations of Theorems 1 and 2 are only sufficient,
but, for a fixed β, they are LMI conditions (no bilinearity, no equality constraint). Moreover, more and more precise results can be obtained as the degrees increase, as illustrated by the numerical example in the sequel.
IMPLEMENTATION ISSUES AND EXAMPLE
It is clear that to decrease conservativeness, the degree g associate to the Lyapunov matrix must be increased at the price of a higher computational effort. On the other hand, the choices of v, i.e. the degree of the control gain, depend on the design purposes. Although the structure (11) assumes that all the states are premise variables (as in the fuzzy rule (1)), some of the states can be discarded by imposing the respective diagonal terms in (11) as constants (degree g i = 0), as in [Mozelli et al., 2009a, Example 4] , [Rhee and Won, 2006, Example 2] . A constant gain (not depending on any premise variables) can be obtained by selecting v = (0, . . . , 0). A control gain that depends only on a specific premise variable is constructed by choosing a nonzero corresponding degree v i .
Since there exist no results combining static output feedback stabilization of T-S fuzzy systems with line integral Lyapunov functions, the stabilization conditions proposed in Theorem 2, with state feedback controllers previously obtained from Theorem 1, for various degrees of the fuzzy Lyapunov function, slack variables and controllers, are compared to the static output feedback stabilization conditions presented in Fang et al. [2006] (based on a constant Lyapunov matrix) and in (where bounds on the time-derivative of the membership functions are taken into account in the conditions).
A database of continuous-time T-S fuzzy system is considered using the following rules
where the system matrices (A ij , B ij , C ij ), i, j = 1, 2, A ij ∈ R 2×2 , have been randomly generated following a procedure similar to the one described in Mehdi et al. [2004] , guaranteeing the existence of a constant output feedback gain such that the closed-loop system is Hurwitz stable for all t. The number of inputs m and outputs p are m = {1, 2} and p = {1, 2}, with 25 systems for each pair {m, p}. In Theorem 1, the scalar variable β has been chosen in the set {1, 0.1, 0.01, 0.001, 10 −6 }.
In terms of static output feedback stabilization, the method from (considering bounds of the time-derivatives in the set {−10, −1, −10 −1 , −10 −2 }) failed in all cases. Table 1 shows the number of systems that were stabilized through the conditions from Fang et al. [2006] and by Theorem 2. As can be seen, Theorem 2 stabilized a greater number of systems when compared to Fang et al. [2006] , illustrating the good performance of the proposed conditions. Observe also that, as the degrees of the polynomial matrices involved in the LMIs increase, more systems were stabilized. As a remark, note that the strategy of designing a state feedback controller by means of a quadratic Lyapunov function and affine slack variables in Theorem 1 still provide good results, not included in Table 1 for space reasons.
Note that even if all state variables have been used for modeling, there are cases where one or all premise variables (depending on the states) are not available in real-time for the implementation of the control law. This practical situation is illustrated in Table 1 by the degrees of the output feedback controller v = (v 1 , v 2 ). The situations simulated are: no measurement of x 2 (t) ({ḡ,ḡ, 0}), of x 1 (t) ({ḡ, 0,ḡ}) or of both ({ḡ, 0, 0}), where, for simplicity,ḡ is the value used for g 1 , g 2 , s 1 , s 2 , q 1 and q 2 , that are the degrees of the Lyapunov function of Theorem 1 and 2 (g 1 , g 2 ), of the state feedback controller (s 1 , s 2 ) and of the slack variables (q 1 , q 2 ). As expected, when one of the premise variables is not available, the performance decreases, and the worst case occurs when no premise variables are used in the control law, i.e. a constant static output feedback.
CONCLUSION
LMI conditions for the synthesis of stabilizing static output feedback controllers for continuous-time T-S fuzzy systems have been presented, combining a two-step procedure with a polynomial fuzzy line integral Lyapunov function of arbitrary degree. Using a multi-simplex representation, separate degrees for the Lyapunov function and for the control law can be used. Moreover, the stabilizing output feedback control law can depend only on some of the premise variables, chosen by the designer. Table 1 . Number of systems stabilized for m inputs and p outputs (out of 25 cases for each pair {m, p}) using [Fang et al., 2006, Theorem 9] (FANG), and using Theorem 2, with degrees represented by the triple {ḡ, v 1 , v 2 }, whereḡ is the value used for g 1 , g 2 , s 1 , s 2 , q 1 and q 2 , that are the degrees of the Lyapunov function of Theorem 1 and 2 (g 1 , g 2 ), of the state feedback controller (s 1 , s 2 ) and of the slack variables (q 1 , q 2 ), and (v 1 , v 2 ) are the degrees of the output feedback controller.
