Introduction
Let ⟨⋅, ⋅⟩ be an inner product on C and let ‖ ⋅ ‖ be the corresponding norm. Consider the initial value problems (IVPs) of nonlinear neutral delay differential equations (NDDEs) as follows (cf. [1] ):
where 1 , 2 are real positive constants, = max{ 1 , 2 }, :
[ 0 − , 0 ] → C is a continuously differentiable function, and : [ 0 , +∞) × C × C × C → C is a continuous function satisfying
( , , V 1 , ) − ( , ,
( , , V, 1 ) − ( , , V, 2 ) ≤ 2 1 − 2 ,
( , , V 1 , 1 , , ) − ( , , V 2 , 2 , , )
where ( , , V, , , ) := ( , , V, ( − 2 , , , ))
and , 1 , 2 , 1 , and 2 are real constants and 1 ≥ 0, 0 ≤ 2 < 1, 1 > 0, and 2 > 0.
The existence and uniqueness of solution to (1) are discussed in [2, 3] . Throughout this paper we assume that problem (1) has a unique true solution ( ), and we will still use the symbol D( , 1 , 2 , 1 , 2 ) presented in literature [1] to denote the problem class consisting of all problem (1) satisfying conditions (2)- (5) .
In order to investigate the stability of NDDEs, we have to introduce the perturbed problem of (1), which is defined by the same function ( , , V, ), but with another initial condition:
where : [ 0 − , 0 ] → C is a continuous and differentiable function. The unique exact solution of problem (7) is denoted by ( ). 
and they obtained a series of stability results of theoretical solution and numerical solution which was given by backward Euler methods. Recently, they further investigated the stability of one-leg methods [5] , Runge-Kutta methods [6] , and continuous Runge-Kutta-type methods [7] for the solution to problem (8) , respectively. More research in this field can be found in literatures [2, 3, [8] [9] [10] [11] [12] [13] [14] [15] . The research of numerical methods for more extensive problem class can be seen in [16] [17] [18] [19] .
The difference between (1) and (8) is that the quantities 1 , 2 in (1) can be unequal. However, many real-world phenomena can be described by (1) but not with (8) . For the application of this type in the real world, one is referred to [1] , because, in these problems, the change of the state variable depends on the state of the past some time and, in addition, a state change of another some time (cf. [20, 21] ). It is easy to see that the existent analytic and numerical stability results for (8) in the abovementioned literatures can not be applied to problem (1).
Remark 2.
In 2012, the authors of the present paper considered problem (1), and a sufficient condition for the stability of the problem itself is given [1] . This result is described below.
Theorem 3 (cf. [1] ). Assume that (1) belongs to D( , 1 , 2 , 1 , 2 ) with < 0 and
Then one has
where
and the notation ⌊ ⌋ denotes the largest integer smaller than or equal to .
Remark 4. In [1] , the numerical stability results are obtained for -stable one-leg methods when they are applied to problem (1) . This paper pursues this and further investigates the stability of Runge-Kutta methods for problem (1) . It is well known that the Runge-Kutta-type methods are a class of important and common numerical methods for solving differential equations. Therefore, it is important to analyse whether or not Runge-Kutta methods inherit the stability of the underlying problem when they are applied to (1) . This also is the motivation of this paper.
The organization of this paper is as follows. In Section 2, the numerical stability results of ( , )-algebraically stable Runge-Kutta methods for (1) are given. Finally, in Section 3, some numerical experiments are given which confirm the theoretical results obtained in this paper.
The Stability of Runge-Kutta Methods
The adaptation of the stage Runge-Kutta method
for ODEs can generally lead to an stage Runge-Kutta method
for solving problem ( × and = [ 1 , 2 , . . . , ] ∈ , respectively. We always assume that
In this paper, we always let ℎ = 2 / 2 for some positive integer 2 and 1 = ( 1 − )ℎ with integer 1 ≥ 1 and ∈ [0, 1).
[22])
and we assume integers , ] ≥ 0 and 1 ≥ ] + 1 so as to guarantee that, in the interpolation procedure for ( ) , no unknown values ( ) with ≥ are used.
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The arguments̃( ) are given bỹ
Similarly, the adaptation of the Runge-Kutta method ( , , ) with the same interpolation procedures to problem (7) leads to the following process:
where 0 = ( 0 ). 
As an important special case, a (1, 0)-algebraically stable method is called algebraically stable for short.
In the following, we give the main result of this paper and its proof. (12) is ( , )-algebraically stable with 0 < ≤ 1 and that problems (1) and (7) belong to D ( , 1 , 2 , 1 , 2 ) with < 0, 1 ≤ 1 . Then when
Theorem 6. Assume that method
method (13) with (14) and (16) is stable; that is,
where the constant > 0 depends only on , 1 , 2 , 1 , 2 , 1 , and 2 and the sequences { } and { } are two approximation solutions produced by (13) and (17), respectively.
Proof. For any > 0, let ( ) = ⌊( + )/ 2 ⌋, = 1, 2, . . . , ; then we have
Let = − ,
Then from (13) and (17) we obtain that
As in [23] , we can easily obtain that
Noting that the method is ( , )-algebraically stable; then (24) reads
4 Discrete Dynamics in Nature and Society It follows from (2) that
When + ℎ ≤ 0 + 2 , from (3), (4), and (16), we have
Otherwise, when + ℎ > 0 + 2 , from (4), (5), and (16), we have
From this and by induction we have
where we have used (29) and 1 ≤ 1 . Apparently, inequality (29) can be integrated to (31) by ( ) = 0. Note that, here and later, when < , the value of sum ∑ = 0.
Inequality (27) together with (31) yields
2 .
(32)
Then, from (26) and noting that 0 < ≤ 1, we can easily obtain
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where = ∑ =1 .
In order to estimate the term ‖ ( ) ‖ in (34), we denote (14), we have
Therefore, we obtain that
Otherwise, when ≤ 1 − 2 or = 1 − 1 but ∈ 1 , we have
Therefore, when ≤ 1 − 2, (34) with (38) gives
(39)
When ≥ 1 , from (34) and (37) we have
By condition (19) , a combination of (39), (40), and (41) shows the method is stable, which completes the proof of Theorem 6.
For the case where the Runge-Kutta method is algebraically stable, from Theorem 6 we can obtain following result. (12) is algebraically stable and that problems (1) and (7) belong to D ( , 1 , 2 , 1 , 2 ) with < 0, 1 ≤ 1 . Then when
Corollary 7. Assume that method
method (13) with (14) and (16) (14) and (16) are stable when applied to (1) ∈ D( , 1 , 2 , 1 , 2 ) with < 0, 1 ≤ 1 provided (42) satisfied.
Paper [24] also shows that the Gauss and Radau methods have some good stability properties for delay equations. This is in harmony with the results in this paper.
Remark 9. When 1 = 2 in right-hand side function of problem (1), from Theorem 6 we can obtain the corresponding stability result which is similar to that obtained by Wang in [6] , but the result of Theorem 6 is more extensive than that in [6] , because, in [6] , for processing the delay items, only piecewise linear interpolation is considered, which will lead to higher order method appear order reduction phenomenon for the problem which possesses sufficiently smooth solution.
Remark 10. For the method which has order at most 2, we can choose ] = 1, = 0 in (15) to process ( ) . Here (14) can be reduced to
which is widely used by many authors for numerically solving differential equations with delay term, such as [6, 8, 25] . Theorem 6 and Corollary 7 are suitable for this situation certainly. Notable is, in this case, the conclusion of the theorem can be more perfect, if we deduce it directly based on (43).
Numerical Experiment
We consider the following nonlinear NDDE: (9) is satisfied, where the inner product is standard inner product. Theorem 3 implies that system (44) is stable.
In order to solve problem (44), we consider the 2-stage Radau IIA Runge-Kutta method: 
Because method (46) is -stable, then from Theorem 6 the numerical solutions will preserve the stability of problem (44) itself. Let ℎ = 0.033 and ℎ = 0.0033; the numerical solutions 1 , 2 and 1 , 2 are computed, and the errors ‖ − ‖ are shown in Figures 1 and 2 , respectively, where = [ 1 , 2 ] and = [ 1 , 2 ] are given by applying (46) to (44) and its perturbed problem, which takes initial functions 1 ( ) = sin (6 ) + 0.1, 
These results further confirm our conclusions.
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