In this paper, we propose a capacity scaling heuristic using a column generation and row generation technique to address the multicommodity capacitated network design problem. The capacity scaling heuristic is an approximate iterative solution method for capacitated network problems based on changing arc capacities, which depend on flow volumes on the arcs. By combining a column and row generation technique and a strong formulation including forcing constraints, this heuristic derives high quality results, and computational effort can be reduced considerably. The capacity scaling heuristic offers one of the best current results among approximate solution algorithms designed to address the multicommodity capacitated network design problem.
INTRODUCTION
The multicommodity capacitated network design problem (MCND) represents a generic network model for applications in designing the construction This paper presents a capacity scaling heuristic using a path-based formulation including tight forcing constrains and a column generation and row generation technique. In many papers, an arc-flow based formulation is used for MCND. Since the arc-flow based formulation including tight forcing constraints is a large mixed integer programming problem, it take significant amounts of time to solve large problem or their linear relaxation problems. Consequently, we use a path-based formulation including tight forcing constraints and a column generation and row generation technique, and we are thereby able to efficiently solve MCND by capacity scaling heuristic.
MATHEMATICAL FORMULATION
MCND can be described as follows. G = (N, A) denots a directed network with the set of nodes N and the set of directed arcs A. Let K be the set of commodities using this network. For each commodity k ∈ K, let P k be the set of paths of commodity k, and d k the required amount of flow of commodity k from its single origin node to its single destination node.
The following measures characterize arc (i, j) ∈ A: f ij the design cost of including arc (i, j) in the network design; c k ij the unit variable flow cost for commodity k flowing on arc (i, j), and C ij the limited arc capacity, which must be shared by all the commodities flowing on the arc. The formulation of MCND has two type variables. The first type is a binary design variable, which is defined as y ij = 1, if arc (i, j) is included in the network design, y ij = 0 otherwise. The second type is a continuous flow variable, which is defined by f ij y ij (1) subject to
The objective function (1) is the total cost, the sum of variable flow costs of commodities plus the sum of design costs in a given network design, and should be minimized. Constraints (2) are the flow conservation equations, representing the fact that the sum of path flows of commodity k is equal to the required amount. Constraints (3) provide the capacity constraints, which prohibit flowing if the arc is closed (y ij = 0), and allowing for flow up to the arc capacity if the arc is opened (y ij = 1). Constraints (4) ensure the nonnegativity of continuous variables and constraints (5) force binary variables to assume binary values.
When relaxing binary conditions (5), this linear relaxation problem is reduced to the following shortest path problem with arc length c
This shortest problem is disjoint for each commodity and can be solved separately. But the lower bound derived from this relaxation is very weak, and the gap between the lower bound derived and the upper bound is relatively large.
Constraints (3) can be disaggregated for each commodity.
Constraints (9) are the forcing constraints, which prohibit flowing of commodity k if the arc is closed, and allow for flow up to the required amount if the arc is opened. These forcing constraints are redundant by constraints (3) , and the number of constraints is very large. Since these constraints are very tight at the linear relaxation problem, they are added to the formulation in order to improve on the lower bound derived from the linear relaxation problem.
CAPACITY SCALING HEURISTIC
The capacity scaling heuristic is an approximate iterative solution method for capacitated network problems based on changing arc capacities, which depend on flow volumes on arcs [19] . When solving the linear relaxation problem of MCND, the capacity constraints (3), which define a variable upper bound on design variable y for arc flow X, is approximated by a linear function ( Figure 1 ). The design variable is underestimated all over the domain. As a consequence, a relaxation solution may not be good approximation to find a feasible solution of MCND. If the optimal flowX of MCND is found, we should change capacity C to C , which is equal toX for each arc.X can be calculated by the equation
Then we solve the linear relaxation problem with capacity C again. As a result, 0 or 1 solutions for all design variables can be obtained. The multicommodity flow problem of all fixed design variables to these solutions is solved, and then the optimal value of MCND may be obtained. As a matter of course, finding the optimal flow of MCND is extremely difficult. If the near optimal flow can be found, C can be estimated and a good approximate solution might be derived from it. On the other hand, by changing capacity C a little bit at a time, we seek the near optimal flow.
The capacity scaling heuristic begins by solving the linear relaxation problem of MCND with C instead of C. We set C (1) := C initially. The linear relaxation problem LR(C (l)) with capacity C (l) at the iteration l can be formulated as follows:
The right-hand side of constraints (12) is changed to C ij (l), and the righthand side of constraints (15) is changed to C ij /C ij (l) to enable flow up to its original capacity C ij .
LetX be the optimal arc flow of LR(C (l)). At the next iteration, we substitute C by λX + (1 − λ)C (Figure 2 ), where λ(0 ≤ λ ≤ 1) is a smoothing parameter preventing rapid jumping. If all design variables converge to zero or one in the solution of LR(C (l)) at some iteration, then we solve the multicommodity network flow problem of all fixed design variables to these values, and a feasible solution to MCND is found. For obtaining converged solutions, it may require numerous iterations, or sometimes they may not be convergent. Consequently when most design variables converge to zero or one by a threshold value and the number of free design variables is less than a certain number B, then a branch-and-bound algorithm is applied for free variables and the upper bound Z(l) is found. The capacity scaling heuristic stops when the iteration number exceeds the maximum iteration number MAXN and we have found the upper bound UB.
An outline of the capacity scaling heuristic proceeds as follows: 
When the number of free variables ofȳ is less than B, a) Solve the problem with design variableȳ by a branch-and-bound algorithm. Let Z(l) be the corresponding upper bound.
and change the upper bound of y ij to C ij /C ij (l). Go to step 2.
COLUMN AND ROW GENERATION TECHNIQUE
In the capacity scaling heuristic, the linear programming problem LR(C (l)) is solved iteratively. Since LR(C (l)) has exponentially the large number of path flow variables and has the forcing constraints of the number of O(|K||A|), not every variables and constraint can be included in the model when solving large instances. In order to solve larger instances efficiently, a column generation technique for path flow variables [20] is developed. This technique can also reduce the number of forcing constraints, which can be generated, as needed, via a column generation.
For each commodity k, letP k ⊂ P k be the initial set of paths and Δ We reformulate the restricted problem with capacity C (l), restricted path setsP k , k ∈ K and restricted forcing constraints from LR(C (l)), as following RLR(C (l),P );
Let s be the dual variable for constraint (18) , u(≥ 0) for constraint (19) , w(≥ 0) for constraint (20) . When solving RLR(C (l),P ) optimally, a dual solution (s, u, w) is obtained. The reduced cost of path flow variable
The pricing problem is used for generating new path flow variables. The pricing problem of RLR(C (l),P ) is disjoint for each commodity k and then can be solved separately. The pricing problem for commodity k is written as follows:
Given that u ≥ 0 and w ≥ 0, this is a shortest path problem with nonnegative arc length c 
∈ p * and the forcing constraints do not exist, then they are also generated and added to RLR(C (l),P ) as new rows.
To summarize, the algorithm with the column and row generation technique solving LR(C (l)) is as follows:
Column and Row Generation Technique
a) Solve the shortest path problem with the arc length c
is grater than 0 from 0 in step b), then corresponding forcing constraints are generated and added to RLR(C (l),P ). 4) If a new path is generated, then go to step 2, otherwise stop the procedure.
COMPUTATIONAL EXPERIMENTS
To evaluate the performance of the capacity scaling heuristic proposed in this paper, we compare its output to the optimal value or a lower bound using a branch-and-bound algorithm, as well as to the result of the simplex-based tabu search [11] [13], the cycle-based tabu search [13] , the path relinking [14] and the multilevel cooperative search [17] . The same two data sets by Crainic et al. [11] are used. A detailed description of these problem instances is given in [7] [11].
The first set of instances, denoted C, consists of 43 problem instances characterized by the number of nodes, the number of arcs and the number of commodities. Two letters are used to characterize the design cost level, "F" for high and "V" for low relatively to the flow cost, and the capacity level "T" for tight and "L" for loose compared to the total demand. The second set of instances, denoted R, consists of 153 problem instances characterized by three capacity levels, "C1", "C2", "C8", and three design cost levels, "F01", "F05", "F10". If the C value is small, the arc capacities are loose and if large, the arc capacities are tight compared to the total demand. If the F value is small, the design costs are low and if large, the design costs are high compared to the flow costs.
Our experiments were performed on an IBM compatible PC with Pentium 3.2GHz CPU, 1GBytes RAM. The computer code is written in Visual Basic.NET on WINDOWS XP. CPLEX 9.0, a mathematical programming solver by ILOG, is used to solve linear programming problems and mixed integer programming problems in the capacity scaling heuristic. In order to assess the solution quality relative to the optimal values or lower bounds, we solved all instances using the branch-and-bound algorithm of CPLEX and a limit of 10 hours of computation time was imposed for each instance. If the problem cannot be solved optimally within the limit computation time, the best lower bound found in the branch-and-bound algorithm is used instead of the optimal value.
A smoothing parameter λ was calibrated and six values, 0.025, 0.050, 0.075, 0.100, 0.125, 0.150 were tested. A branch-and-bound execution parameter, B=75 for each instance. Table 1 displays the average of results for the first set, the C problems. Column GAP displays the percentages of the average gap relative to the optimal value/lower bound by CPLEX for the upper bound by each heuristic. SIMPLEX is the result by the simplex-based tabu search, CYCLE by the cycle-based tabu search, RELINK by the path relinking, MULTI by the multilevel cooperative search and SCALE(λ) by the capacity scaling heuristic with smoothing parameter λ. SCALE(best) is the result of the best values among all parameters. Tables 2 and 3 display the detailed results for C problems. Column PROB indicates the number of nodes, arcs, commodities, and the design cost level and the capacity level. Column OPT/LB corresponds to the optimal value/lower bound by CPLEX. "O" indicates that the optimal value is found and "L" indicates that the algorithm stopped due to the time limit condition and this value is a lower bound. Column SCALE displays the best results found among all parameters by the capacity scaling heuristic. Column GAP displays the gaps relative to the optimal value/lower bound by CPLEX for the upper bound by the capacity scaling heuristic. Column IMPROV displays the percentage of improvement of the upper bound by the capacity scaling heuristic relative to the current best upper bound. " * " indicates that the best upper bound is found by the capacity scaling heuristic.
In Table 1 , when compared to MULTI, which is the best result among four other heuristics, the capacity scaling heuristic improves the gaps ranging from 1.79% to 2.11%. In Tables 2 and 3 , for each instance, the capacity scaling heuristic improves the gaps of maximum 6.20%, and finds the best new solutions for 31 out of 43 problems in set C. The superiority of the capacity scaling heuristic appears to be especially greater when the number of commodities is greater than or equal to 100. For these large difficult problems, the minimum improvement is 1.33% and the maximum 6.20% for the current best upper bound. Tables 4 and 5 display the computation times in CPU seconds for the capacity scaling heuristic and three other heuristics, computational times of which are reported in the papers. OPT/LB and SCALE were performed with the same PC with 3.2GHz CPU. SIMPLEX was performed by a SUN Ultra60/2300 workstation with 296MHz 2CPUs (one CPU use), 2GBytes RAM, and CY-CLE and RELINK were performed by a SUN Enterprise 10000 with 400 MHz 64CPUs (one CPU use), 64GBytes RAM. "t" indicates that the branch-andbound algorithm stopped due to the time limit condition, and X indicates that no feasible solution can be found. Small instances can be solved optimally by CPLEX, but CPLEX can identify no feasible solution for some large instances. Due to the fact that different CPUs were used, these computation times cannot be compared directly. But the computational times by the capacity scaling heuristic are reasonable and generally short compared to other heuristics. Table 6 displays the distribution of the average gaps relative to the optimal value/upper bound by CPLEX for the upper bound by each heuristic according to the capacity level and the design cost level in set R. Table 7 displays the same information but according to problem dimensions. In both tables, "1)" indicates that the gaps are calculated by the difference between the op- timal value/upper bound by CPLEX and the upper bound by each heuristic. A real gap is calculated by the optimal value/lower bound, but we show this gap to be compared to the results of other heuristics. "2)" indicates that the gaps are calculated by the difference between the optimal value/lower bound by CPLEX and the upper bound by the capacity scaling heuristic. Column CAPACITY indicates the capacity level, Column FIXED COST the design cost level. Column BEST displays the number of problems, the best solutions of which are found by the capacity scaling heuristic, out of the number of problems.
In Table 6 , the gaps by the capacity scaling heuristic are smaller than other heuristics in all cases. The average gap relative to the optimal value/upper bound by the capacity scaling heuristic is 0.27% and all gaps are less than 0.8%. The average gap relative to the optimal value/lower bound is 1.10%. The minimum gap is 0.06% and the maximum gap is 2.38%. The best upper bounds are found for more than 60% of problems in each category. The capacity scaling heuristic finds the best new solutions for 106 out of 153 problems in set R. In Table 7 , the gaps by the capacity scaling heuristic are smaller than other heuristics in most cases, except small instances such as 10 or 25 commodities. The best upper bounds are found for 8 or 9 out of 9 problems in difficult categories such that both the number of commodities and arcs are greater than or equal to 40. All gaps relative to the optimal value/upper bound are less than 1.3%. The minimum gap relative to the optimal value/lower bound is 0.07% and the maximum gap is 3.42%.
The capacity scaling heuristic proposed in this paper performs satisfactorily for the multicommodity capacitated network design problem. By these computational results, we report that the capacity scaling heuristic can offer high quality solutions with a reasonable computation time and improve most current best solutions.
CONCLUSION
In this paper, we proposed a capacity scaling heuristic using the column generation and row generation technique for the strong formulation of the multicommodity capacitated network design problem. The performance of the capacity scaling heuristic was evaluated by solving 196 problem instances of two data sets. Computational results are satisfactory and the capacity scaling The capacity scaling heuristic using the linear relaxation problem with forcing constraints can offer high quality results. For combining the column and row generation technique, the computational effort can be reduced considerably. We believe that the capacity scaling heuristic proposed in this paper offers one of the best current results among approximate solution algorithms to resolve the multicommodity capacitated network design problem.
design problems. 
