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CHAPTER 1
Introduction
An n-dimensional manifold M is called highly connected when all
of its homotopy groups vanish below the middle dimension. That is,
πi(M) = 0 for all i < (n− 1)/2. We begin by briefly recalling the his-
tory of the classification of highly connected, closed, smooth manifolds
in dimensions greater than 4. Throughout all manifolds will be smooth
and oriented and all maps orientation preserving. In [Wa1] Wall built
on the results of Smale, most notably the h-cobordism theorem, to
classify highly connected even dimensional manifolds up to the addi-
tion of homotopy spheres. Later Wall [Wa3] presented a classification
of highly connected odd dimensional manifolds up to the addition of
homotopy spheres except in dimensions 5, 7 and 15. Barden, a student
of Wall, solved the problem of the classification of simply connected
5-manifolds [Ba]. In dimensions 7 and 15 Wilkens, another student of
Wall, obtained results but they were not complete as we now explain
[Wi1, Wi2].
Throughout this thesis P shall denote a highly connected, closed
manifold of dimension (8j − 1) and L shall denote a handlebody by
which we mean a highly connected, compact, even dimensional mani-
fold with a nonempty and connected boundary. For every P there is a
unique homotopy sphere such ΣP (often the standard sphere) such that
P#ΣP is the boundary of a handlebody L and such that ΣP bounds a
Spin manifold with vanishing decomposable Pontryagin numbers and
signature equal to zero (see Section 2.5). To each handlebody L, Wall
associated the triple (H, λ, α), where H = H4j(L;Z) is the middle ho-
mology group of L, λ : H × H → Z is the intersection form of L and
α ∈ H4j(L;Z) is the primary obstruction to the stable triviality of
L. We identify H4j(L;Z) with H∗, the dual group of H , via the Kro-
necker pairing. Two triples (H0, λ0, α0) and (H1, λ1, α1) are isomorphic
if there is an isomorphism Θ : H0 → H1 such that Θ∗(α1) = α0 and
λ0 = λ1 ◦ (Θ × Θ). If the handlebodies L0 and L1 have associated
triples (H0, λ0, α0) and (H1, λ1, α1) then Wall proved in [Wa1] that
an isomorphism between these triples is realized by a diffeomorphism.
Wilkens later proved that if f : ∂L0 → ∂L1 is a diffeomorphism be-
tween the boundaries of two handlebodies, then there are handlebodies
1
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V0 and V1 with standard spheres as boundary and a diffeomorphism
g : L0♮V0 → L1♮V1 which extends f (here ♮ denotes the boundary con-
nected sum). Now, the intersection form of a handlebody is nonsingular
if and only if the handlebody cobounds a homotopy sphere. Thus the
question of classifying the manifolds P up to connected with sum homo-
topy spheres becomes the question of the stable classification of triples
(H, λ, α). Here we say that two triples (H0, λ0, α0) and (H1, λ1, α1)
are stably equivalent if there are triples (H ′0, λ
′
0, α
′
0) and (H
′
1, λ
′
1, α
′
1)
such that λ′0 and λ
′
1 are nonsingular and (H0⊕H ′0, λ0⊕ λ′0, α0 ⊕α′0) is
isomorphic to (H1 ⊕H ′1, λ1 ⊕ λ′1, α1 ⊕ α′1).
To classify the manifolds P up to almost diffeomorphism Wilkens
associated to each P the triple (G, b, β) where G = H4j(P ;Z), b is the
linking form of P which is a nonsingular symmetric bilinear function
b : TG × TG → Q/Z where TG is the torsion subgroup of G and
β ∈ G is the primary obstruction to the triviality of the stable tangent
bundle of P . We shall call this triple the Wilkens triple or Wilkens
invariants of P . Two triples (G0, b0, β0) and (G1, b1, β1) are isomorphic
if there is an isomorphism θ : G0 → G1 such that θ(β0) = β1 and
b0 = b1 ◦ (θ × θ). The only constraint on the triples which are realized
by highly connected 7 and 15 manifolds is that β = 2γ for some γ ∈ G.
In higher dimensions all triples are realized. If P = ∂L and (H, λ, α) is
the triple associated to L then (H, λ, α) induces (G, b, β) in a natural
way. Wilkens was able to prove that if the group G contains no 2-
torsion then any two highly connected (8j−1)-manifolds, j = 1, 2, with
isomorphic triples are diffeomorphic after the addition of homotopy
spheres. When G contains 2 torsion and b is not decomposable as the
sum of smaller nontrivial linking forms, Wilkens showed that up to
connected sum with homotopy spheres, there were at most two highly
connected (8j − 1)-manifolds, j = 1, 2 with isomorphic triples. For a
precise statement of Wilkens’ results we refer the reader to Section 2.8.
A Z/2-ambiguity associated to groups of even order points to the need
for a quadratic refinement of the linking form b. Indeed Wall had left
the classification unsolved in dimensions 7 and 15 because the existence
of bundles of Hopf-invariant one over the 4-sphere and 8-sphere meant
that his definition of the quadratic refinement of the linking form of
a highly connected manifold did not work. Wilkens, however, did not
interpret his results on the stable algebra of triples (H, λ, α) in terms
of quadratic refinements of the induced linking forms.
Now let G be a finite abelian group. A quadratic linking function
on G is a function q : G→ Q/Z such that
q(x+ y) = q(x) + q(y) + b(x, y)
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for every x, y ∈ G and for some linking form, b, on G. If q is ho-
mogeneous, that is q(−x) = q(x) for every x ∈ G, then q is called a
quadratic linking form. We let Q(b) denote the set of quadratic linking
functions refining a linking form b. There is a free action of G on Q(b)
defined, for a ∈ G and q ∈ Q(b), by a · q = qa where for every x ∈ G,
qa(x) = q(x) + b(x, a).
A nondegenerate, even bilinear form λ : H × H → Z on the free
abelian groupH induces a quadratic linking form, q(λ), on G = Cok(λˆ)
where λˆ : H → H∗ is the adjoint of λ (see Definition 2.32). Both
Durfee [Du1, Du2] and Wall [Wa4] proved that if λ0 and λ1 are
nondegenerate even bilinear forms then λ0 and λ1 are stably equivalent
if and only if q(λ0) ∼= q(λ1), where stable equivalence means isomorphic
after the addition of nonsingular even bilinear forms. However, they
did not consider the question of the stable equivalence of the triples
(H, λ, α). In particular in dimensions 8 and 16 the triples (H, λ, α)
arising from handlebodies need not contain even intersection forms.
So these algebraic results were confined to topological applications in
dimensions other than 7 and 15.
Thus the question of the classification of 2-connected 7-manifolds
and 6-connected 15-manifolds stood where Wilkens left it for thirty
years.1 Then Grove and Ziller showed that the total spaces of S3-
bundles over S4 admit metrics of non-negative sectional curvature and
they called for a classification of these total spaces [GZ, Problem 5.2].
Of course such total spaces are 2-connected 7-manifolds. This problem
was solved in [CE] where we showed that the invariants s1 and s¯1 de-
fined in [KS] 2 resolved the ambiguity in Wilkens’ classification. Specif-
ically we showed that if P0 and P1 are the total spaces of S
3-bundles
over S4 which do not admit a cross section then P0 is homeomorphic
(resp. diffeomorphic) to P1 if and only if their Wilkens invariants are
isomorphic and s¯1(P0) = s¯1(P1) (resp. s1(P0) = s1(P1)). We shall
prove that the same statement holds for all 2-connected 7-dimensional
rational homology spheres.
Now let L be a handlebody of dimension 8 or 16 with associated
triple (H, λ, α). From the point of view of Durfee’s and Wall’s results
above the difficulty in dimensions 8 and 16 is that λ need not be an even
1This is not quite correct. Madsen, Taylor and Williams [MTW] claimed that
Wilkens’ ambiguous pairs are homeomorphic but this is not so. However more on
this in Section 6.4.
2We explain the invariants s1 and s¯1 in detail in Section 2.12. They are defined
in all dimensions 4k − 1 and in dimensions 7 and 15, s1 coincides with the Eels-
Kuiper µ-invariant [EK].
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form which is an immediate consequence of the existence of bundles of
Hopf invariant one. However, this is compensated by the fact that the
existence of bundles of Hopf invariant one ensures that the tangential
invariant, α, of L reduces mod 2 to either w4 or w8, the fourth or eight
Stiefel-Whitney class. Thus α is characteristic for λ by which we mean
that the quadratic function κ(λ, α) defined by
κ(λ, α)(v) = λ(v, v) + α(v)
takes on even values for every v ∈ H . When λ is nondegenerate this
fact allows the definition of a quadratic linking function on the cokernel
of λˆ as follows. For every x ∈ H∗ there is a nonzero integer r and an
element v ∈ H such that λˆ(v) = rx. If [x] denotes the image of x in
Cok(λˆ) then
qc(κ(λ, α))([x]) :=
1
2r
(x(v) + α(v)) mod Z.
We note that qc(κ(λ, α)) is not necessarily homogeneous. Let P be a
highly connected (8j − 1)-manifold, j = 1, 2. Recall that there is a
homotopy sphere ΣP such that P#ΣP = ∂L where L is a handlebody.
Suppose that L defines the triple (H, λ, α). Then, identifying H4j(P )
and H4j(P#ΣP ) if necessary, Cok(λˆ) = H
4j(P ). If P is a rational
homology sphere then H4j(P ) is finite and λ is nondegenerate so we
may define the quadratic linking function of P by
qc(P ) := qc(κ(λ, α)).
We shall show that qc(P ) is independent of the choice of handlebody
and refines b, the linking form of P . Also we show that for any quadratic
linking form q which refines b there is an element a ∈ G such that
qc(P ) = qa and that the Wilkens invariant of P is (G, b, 2a).
As we first classify the manifolds P up connected sum with homo-
topy spheres we introduce the notion of an almost diffeomorphism. A
homeomorphism f : M0 →M1 between smooth manifolds is an almost
diffeomorphism if it is a diffeomorphism except at a finite number of
singular points. Two manifolds are called almost diffeomorphic when
there is an almost diffeomorphism between them. Note thatM0 andM1
are almost diffeomorphic if and only if there is a single homotopy sphere
Σ and a diffeomorphism f ′ :M0#Σ→M1. Given any degree one map
f : P0 → P1 between two highly connected (8j − 1)-manifolds we de-
fine the induced Umker map on cohomology, f! : H
4j(P0) → H4j(P1),
where for x ∈ H4j(P0), f!(x) := f∗(x ∩ [P0])/(P1). Here [P0] ∈ H8j(P0)
and (P1) ∈ H8j(P1) are the orientation classes of P0 and P1 and ∩ and
/ denote the cap and slant products respectively.
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Theorem A. Let j = 1 or 2. For every finite group G, every
linking form b : G × G → Q/Z and every quadratic linking function
q ∈ Q(b), there is a highly connected (8j − 1)-dimensional rational
homology sphere, P , such that qc(P ) ∼= q. If P0 and P1 are two highly
connected (8j−1)-dimensional rational homology spheres with quadratic
linking functions qc(P0) and q
c(P1) and Wilkens invariants (G0, b0, β0)
and (G1, b1, β1), then,
1. there is an almost diffeomorphism f : P0 → P1 such that f! = θ :
H4j(P0) ∼= H4j(P1) if and only if qc(P0) = qc(P1) ◦ θ,
2. there is a diffeomorphism f : P0 → P1 such that f! = θ :
H4j(P0) ∼= H4j(P1) if and only if qc(P0) = qc(P1) ◦ θ, s1(P0) =
s1(P1) and ΣP0
∼= ΣP1,
3. P0 and P1 are almost diffeomorphic if and only if (G0, b0, β0) ∼=
(G1, b1, β1) and s¯1(P0) = s¯1(P1),
4. P0 and P1 are diffeomorphic if and only if (G0, b0, β0) ∼= (G1, b1, β1),
s1(P0) = s1(P1) and ΣP0
∼= ΣP1,
5. in dimension 7, “almost diffeomorphism” may be replaced by
“homeomorphism” in 1,
6. in dimension 7 there is a homotopy equivalence f : P0 → P1
such that f! = θ : H
4j(P0) ∼= H4j(P1) if and only if qc(P0)12a =
qc(P1) ◦ θ for some a ∈ G0.
Remark 1.1. The proof of Theorem A is distributed throughout
the thesis as follows. Part 1 is a special case of Theorem B which is
proven in Theorem 4.2. Part 2 is a special case of Theorem 4.9. Parts
3 and 4 are equivalent to Corollary 5.24. Part 5 is proven in Theorem
6.1 and Part 6 is a special case of Theorem 6.11.
Remark 1.2. Note that we do not follow the classical surgery path
of first classifying the manifolds P up to homotopy and then up to
homeomorphism. Nor do we use Kreck’s [Kr2] modified surgery. Rather,
we use Wall’s [Wa1] classification on the handlebodies L and consider
more closely the algebraic structures particular to dimensions 7/8 and
15/16 which are induced on the boundaries P .3 In Chapter 6 we use
surgery theory and the topological classification of part 5 to deduce the
homotopy classification.
Remark 1.3. Part 4 of this theorem extends Theorem 6 of [Kr2]
to cases where H4(Pi) is not generated by βi. After completing this
thesis we discovered that F. Bermbach had already undertaken such
3This is the route suggested by Wall just after Theorem 8 in [Wa3] (and fol-
lowed by Wilkens).
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an extension in [Be]. However, Bermbach’s general theorem on the
classification of simply-connected 7-manifolds uses a Wall style homo-
geneous quadratic refinement which is not easy to calculate. Moreover,
he does not apply this theorem to the classification of 2-connected 7-
manifolds but in applications he is exclusively concerned with certain
homogeneous spaces having π2 ∼= Z2.
We now proceed to the general case where G = H4j(P ) might have
a nontrivial free subgroup. If G is itself free then the classification
problem is easily solved by Wall’s classification of handlebodies.
Proposition 1.4. Let P0 and P1 be highly connected (8j − 1)-
manifolds with Wilkens invariants (G0, b0, β0) and (G1, b1, β1) and sup-
pose that G0 and G1 are free groups. Then there is an almost dif-
feomorphism f : P0 → P1 such that f! = θ : G0 ∼= G1 if and only
if θ(β0) = β1. Moreover, if G0 ∼= Zl then P0 is diffeomorphic to
P ′0#(#
l−1
i=1(S
4j−1 × S4j)) where H4j(P ′0) ∼= Z.
If, however, G = H4j(P ) has a nontrivial torsion subgroup TG and a
nontrival free subgroup then the classification becomes a more compli-
cated matter because in this case a highly connected (8j− 1)-manifold
P , (j = 1, 2), does not necessarily define a unique quadratic linking
function on TG. We are therefore lead to the notion of a quadratic
linking family which we now explain. Firstly, let τG denote the canon-
ical homomorphism
τG : G → G∗∗
g 7→ (x 7→ x(g))
and let Sec(τG) denote the set of homomorphisms Φ : G
∗∗ →֒ G such
that τG ◦ Φ = IdG∗∗. A quadratic linking family is a triple (G, q∗, β)
consisting of the finitely generated abelian group G, an element β ∈ G
and a function q∗ : Sec(τG) → Q(b) for some linking form on TG.
The superscript ∗ takes the values c for characteristic and ev for even.
When j is greater than 2, highly connected (8j − 1)-manifolds define
even quadratic linking families on their 4jth cohomology groups. The
function qev is always a constant function whose value is a quadratic
linking form. Thus an even quadratic linking family is equivalent to a
triple (G, q, β) where q is a quadratic linking form on TG. However, in
dimensions 7 and 15, highly connected manifolds define characteristic
quadratic linking families whose function qc may be far from constant.
We refer the reader to Section 2.10 for the precise definitions of qua-
dratic linking families and isometries between them. A triple (H, λ, α)
(where λ may now be a degenerate bilinear form) induces a quadratic
linking family, Q(λ, α) on Cok(λˆ) = G. Given P , we define Q(P ) to
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be Q(λ, α) where P#ΣP = ∂L for a handlebody with triple (H, λ, α)
(again see Section 2.10).
Theorem B. Let j = 1 or 2. For every finitely generated abelian
group G and every characteristic quadratic linking family Q defined on
G, there is a highly connected (8j − 1)-manifold P such that Q(P ) ∼=
Q. The quadratic linking family Q(P ) of a highly connected (8j − 1)-
manifold P is a complete invariant of almost diffeomorphisms. That
is, if P0 and P1 are two highly connected (8j − 1)-manifolds then there
is an almost diffeomorphism f : P0 → P1 such that f! = θ : H4j(P0) ∼=
H4j(P1) if and only if θ defines an isometry of quadratic linking families
from Q(P0) to Q(P1).
For comparison we present the analogous theorem in higher dimensions
which follows rapidly from a compilation of Wall’s results on highly
connected manifolds.
Theorem 1.5 (Wall [Wa1, Wa2, Wa3, Wa4]). Let j > 2. For
every finitely generated abelian group G and every even quadratic link-
ing family Q on G there is a highly connected (8j − 1)-manifold P
such that Q(P ) ∼= Q. The quadratic linking family Q(P ) of a highly
connected (8j−1)-manifold P is a complete invariant of almost diffeo-
morphisms.
The remainder of this thesis is organized as follows. In Chapter
2 we develop the necessary preliminaries. We first summarize Wall’s
classification of the handlebodies L and rephrase it in terms of qua-
dratic functions. Here a quadratic function on a free abelian group H
is a function κ(λ, α) : H → Z such that κ(v) = λ(v, v) + α(v) for λ
a symmetric bilinear form on H and α a linear function on H . We
then show that after the addition of a homotopy sphere, every mani-
fold P bounds a handlebody L and present Wilkens’ Theorem (2.24)
on the extension of diffeomorphisms of the manifolds P to cobounding
handlebodies. At this stage it is clear that the almost diffeomorphism
classification of the manifolds P is equivalent to the stable classifica-
tion of quadratic functions where “stable” means “modulo nonsingular
quadratic functions”. We therefore devote the sections which follow to
the algebraic invariants that a quadratic function, κ(λ, α), induces on
its cokernel, G = Cok(λˆ), which are stably invariant. These invariants
are, in increasing order of sophistication: a linking form on the torsion
subgroup of G, a quadratic refinement of this linking form and, in the
case where κ in degenerate, a quadratic linking family. In the final
two sections of the chapter we provide categorical statements of our
classification and define the invariants s1 and s¯1.
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Chapter 3 is an entirely algebraic chapter concerning the stable
classification of quadratic functions. We prove that quadratic func-
tions are stably classified by the quadratic linking families which they
induce. We first consider the case of nondegenerate quadratic func-
tions where the key idea is that quadratic linking functions behave like
algebraic boundaries to the quadratic functions which induce them.
In particular, the Gluing Lemma 3.3.6 states that if quadratic func-
tions κ0 and κ1 induce quadratic linking functions q0 and q1, then an
isometry, θ : q0 ∼= q1, may be used to glue κ0 to κ1 and form a nonsin-
gular quadratic function which we denote κ0 ∪θ κ−1 . This procedure is
a precise algebraic analogue of gluing two handlebodies together along
a diffeomorphism of their boundaries. We are then able to mimic the
proof of Wilkens’ Theorem 2.24 in the algebraic setting and show that
the isometry θ : q0 → q1 above is induced by an isometry of quadratic
functions Θ : κ0⊕κ0∪θ κ−1 → κ1⊕µ where µ is a nonsingular quadratic
function. Taking a little more care we seen that the somewhat complex
notion of a quadratic linking family is the required algebraic object to
generalize this result for degenerate quadratic functions. We note that
our results in this chapter generalize the results of Wall and Durfee
on the stable classification of nondegenerate even quadratic forms (in a
natural way) to the stable classification of nondegenerate characteristic
quadratic functions.
In Chapter 4 we prove our central classification results, Theorem B
and Theorem 1.5, by applying Wilkens’ Theorem 2.24 to the algebraic
results obtained in Chapter 3. As well as completing the classification
left open by Wilkens’ this gives a new and simpler proof of Wall’s
Theorem 1.5. In Section 3 we use the h-cobordism theorem to show
that the algebraic Gluing and Splitting Lemmas (3.3.6 and 3.3.10) from
Chapter 3 are mimicked precisely in the world of handlebodies. In the
case of rational homology spheres, this gives a second proof of Theorem
B and Theorem 1.5 which is independent of Theorem 2.24. In the last
section of the chapter we present the smooth classification of highly
connected (8j − 1)-manifolds.
In Chapter 5 we review the classification of linking forms and qua-
dratic linking forms on finite abelian groups due to Kawauchi and Ko-
jima [KK] and Nikulin [Ni] respectively and we then extend Nikulin’s
classification of quadratic linking forms to the classification of qua-
dratic linking functions. Specifically, let G be a finite abelian group
and let q be a quadratic linking function on G which refines the linking
form b(q). There is a quadratic linking form qo such that q = qoa for
a ∈ G. If we define β(q) := 2a then the pair (b(q), β(q)) is an invari-
ant of q (see 2.38). In addition to the invariant (b(q), β(q)) there is a
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Kervaire-Arf invariant, K(q) ∈ Q/Z, defined for each quadratic linking
function q via a Gauss sum (see Section 5.3). Our classification result
is the following
Theorem 5.22. Let q0 and q1 be quadratic linking functions over
a finite abelian group G. Then q0 is isometric to q1 if and only if
(b(q0), β(q0)) ∼= (b(q1), β(q1)) and K(q0) = K(q1).
If qc(P ) is the quadratic linking function of a highly connected (8j−1)-
manifold (j = 1, 2), we also show that K(q(P )) = −s¯1(P ). Hence
Theorem 5.22 is the algebraic counter-part to 3 of Theorem A.
In Chapter 6 we use smoothing theory and surgery theory to deduce
respectively the topological and homotopical classification of highly
connected 7-manifolds from the almost diffeomorphism classification
of these manifolds. We conclude by applying our results to give the
classification of the total spaces of 3-sphere bundles over the 4-sphere
which appears in [CE].
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CHAPTER 2
Preliminaries
1. Manifold essentials
Throughout this thesis all manifolds shall be compact and ori-
ented and all maps between manifolds shall be assumed orientation-
preserving. If M is a manifold then −M shall denote the manifold
with opposite orientation. Unless otherwise noted manifolds shall also
be smooth. The letter L shall always denote a 2k-dimensional han-
dlebody by which we mean a manifold obtained by attaching some
number of k-handles to the 2k-ball. We review the definition and the-
ory of handlebodies in Section 2. For all k > 2 every highly connected
2k-manifold with a single boundary component is diffeomorphic to a
handlebody. The symbol ∂ shall be used to indicate the operation
of taking the boundary of a manifold. The boundary of every handle-
body is a highly connected manifold of dimension (2k−1). The symbol
M0#M1 denotes the (interior) connect sum of the manifolds M0 and
M1. The symbol L0♮L1 denotes the boundary connect sum of L0 and
L1. We refer the reader to [KM] for definitions. It is a consequence of
these definitions that
∂(L0♮L1) = ∂L0#∂L1.
A simply connected h-cobordism is a simply connected compact
(n+1)-manifoldW whose boundary has two components, ∂W = M0⊔
−M1, such that each inclusion Mi →֒ W is a homotopy equivalence for
i = 0, 1. The h-cobordism theorem of Smale asserts that when n > 4
every simply connected h-cobordism is diffeomorphic to the product
M0 × [0, 1] via a diffeomorphism that is the identity restricted to M0.
A homotopy sphere is a manifold which is homotopy equivalent
to the standard sphere. We shall always denote homotopy spheres
by the letter Σ. In dimensions higher than 4 Kervaire and Milnor
[KM] famously classified the groups of diffeomorphism classes of ho-
motopy spheres under the operation of connected sum. The group of
n-dimensional homotopy spheres is denoted by Θn and the subgroup
of those spheres bounding parallelizable manifolds by bPn+1. There is
11
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an exact sequence
0 −→ bPn+1 i−→ Θn −→ Cok(Jn)
where Cok(Jn) denotes the cokernel of the J-homomorphism, Jn :
πn(O) → πSn (see [Wh] pg 502-4). When n = 4k − 1, Θ4k−1 ∼=
bP4j ⊕ Cok(Jn) and Brumfiel defined a splitting s : Θ4k−1 → bP4k of i
as follows. The group bP4k ∼= Z/|bP4k| is cyclic (of order determined
by the kth Bernoulli number). Brumfiel [Bru] showed that every ho-
motopy sphere Σ ∈ Θ4k−1 bounds a spin manifold W with vanishing
decomposable Pontryagin numbers. The homomorphism s is defined
by Σ 7→ σ(W )(mod|bP4k|) where σ(W ) denotes the signature of the
4k-manifold W . For the dimensions of primary concern in this thesis,
namely 7 and 15, the groups of exotic spheres are:
Θ7 = bP8 ∼= Z/28 Θ15 ∼= bP16 ⊕ Z/2 ∼= Z/8128⊕ Z/2.
LetM0 andM1 be smooth manifolds. A homeomorphism f :M0 →
M1 which is a diffeomorphism except at a finite number of singular
points shall be called an almost diffeomorphism.
Proposition 2.1. Let f : M0 → M1 be an almost diffeomorphism
of n-dimensional manifolds. Then there is an embedded disc Dn →֒ M0
containing all the singular points of f , a homotopy sphere Σ and a
diffeomorphism f ′ : M0#Σ → M1 such that f ′|M0−Dn = f |M0−Dn.
(Here it is understood that the connected sum of M0 and Σ takes place
inside Dn.)
Proof. Let p1, . . . pl be the singular points of f and let Ii : D
n
i →֒
M0 be l pairwise disjoint embeddings of discs with Ii(0) = pi. The
image of each Dni under f is a subset of M1 homeomorphic to the
n-disc and restricting the smooth structure of M1 to f(D
n
i ) yields a
smooth manifold which is diffeomorphic to the n-disc. So let Ji : D
n
i1 be
embeddings of discs in M1 such that Ji(D
n
i1) = f(Ii(D
n
i )) and Ji(0) =
f(pi). There are then diffeomorphisms fi : (D
n − 0) → (Dni1 − 0)
defined by fi = J
−1
i ◦f ◦Ii|Dni −0 and we construct the homotopy spheres
Σi := −Dni ∪fi Dni1. Using the obvious embedding of −Dni into Σi and
Ii we define the connected sum M0#Σ1# . . .#Σl. There is then a
diffeomorphism
f
′′
: M0#Σ1# . . .#Σl → M1
M0 − {p0, . . . , pl} ∋ x 7→ f(x)
Dni1 ∋ x 7→ Ji(x).
Now let Σ = Σ1# . . .#Σl and let D
n be a disc in M0 containing
∪li=1Dni in its interior. There is a diffeomorphism f ′′′ : M0#Σ →
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M0#Σ1# . . .#Σl such that f
′′′|M0−Dn = IdM0−Dn . We may then take
f ′ to be the diffeomorphism f
′′ ◦ f ′′′.
Now let f0 : M0 → M1 and f1 : M1 → M2 be a pair of almost diffeo-
morphisms with singular points p0, . . . , pl0 and q0, . . . , ql1 respectively.
Their composition, f1 ◦ f0 is a homeomorphism with singular points
p0, . . . , pl0, f
−1
0 (q0), . . . , f
−1
0 (ql1) (some of which may be repeated) and
hence an almost diffeomorphism. Thus, for any class of smooth man-
ifolds there is a corresponding category whose morphisms are almost
diffeomorphisms. We work primarily in the almost diffeomorphism cat-
egory because this is the level at which the algebra of the manifolds L
and P is the simplest.
By an almost smooth manifold we shall mean a PL n-manifold, M ,
with a smooth structure except at a finite number of singular points,
p1, . . . , pl. We may assume that there are mutually disjoint discs D
n
i
with pi ∈ int(Dni ). The manifold M − (⊔li=1Dni ) is a smooth mani-
fold with boundary l disjoint homotopy spheres Σ1, . . . ,Σl and the PL
structure on Dni is obtained by coning on Σi. Almost smooth mani-
folds shall arise in this thesis in two ways. Firstly, we shall sometimes
consider a handlebody L with boundary an exotic sphere Σ and form
the almost smooth manifold L ∪ Dn with singular point at the center
of the disc Dn. At other times we shall consider two handlebodies L0
and L1 and an almost diffeomorphism f : ∂L0 → ∂L1. The adjunction
space L0 ∪f −L1 has the structure of an almost smooth manifold with
singular points corresponding to the singular points of f . An almost
smooth h-cobordism between closed simply connected smooth mani-
foldsM0 and M1 is a compact almost smooth manifold W with bound-
ary M0 ⊔ −M1, singular points contained in W − (M0 ⊔M1) and with
the inclusions Mi →֒ W homotopy equivalences. We now demonstrate
that the boundaries of such an almost smooth h-cobordism are almost
diffeomorphic. Let the singular points of W be p0, . . . , pn and suppose
that they are contained in pair-wise disjoint closed discs Dni whose
boundaries are diffeomorphic to Σi = ∂D
n
i with the smooth structure
they inherit fromW . In addition let γi : [0, 1]×int(Dn−1) →֒W be pair-
wise disjoint smooth embeddings such that γ−1i (D
n
i ) = 1 × int(Dn−1i )
and γ−1i (∂W ) = 0 × int(Dn−1i ) ⊂ M0. The manifold W − (
⊔
i Im(γi))
is a smooth simply connected h-cobordism between with boundary
M0#(Σ1# . . .#Σn) ⊔ −M1 and hence M0 and M1 are almost diffeo-
morphic by the h-cobordism theorem.
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2. Wall’s classification of the handlebodies L
We adopt the notation of [Sm] and consider manifolds L = L(D2k, φ1, . . . , φl; k)
where φi : (∂D
k × Dk)i → D2k are embeddings and L is obtained
from D2k ⊔⊔li=1(Dk×Dk)i by identifying points using the φi and then
smoothing corners. The embedding
φ = ⊔li=1φi : ⊔li=1(Sk−1 ×Dk)i →֒ ∂D2k
is called a presentation of L. Smale denoted the set of manifolds
formed in this way by H(2k, l, k) and defined H(k) := ⋃∞l=0H(2k, l, k).
The isotopy extension theorem entails that the diffeomorphism type of
L(D2k, φ1, . . . , φl; k) is determined by the isotopy class of the embed-
ding φ. Two pieces of data determine the isotopy class of φ. Firstly if
one considers φ restricted to the attaching spheres of each handle one
obtains a link
φ¯ = ⊔li=1φ¯i : ⊔li=1(Sk−1 × 0)i →֒ S2k−1.
When k > 2, Smale proved in [Sm] that the isotopy class of φ¯ is com-
pletely determined by the linking numbers of the attaching spheres.
Setting Sk−1i = (S
k−1×0)i, the linking number of φ¯i(Sk−1i ) with φ¯j(Sk−1j )
is cij where φ¯i(S
k−1
i ) is homologous to cij times φ(0×∂Dk)j inHk−1(∂D2k−1−
φ¯j(S
k−1
j )). Secondly, for each φi there are framing invariants, α¯i ∈
πk−1(SO(k)), which are defined as follows. The subspace N := φi(S
k−1×
Dk) is a tubular neighborhood of φ¯i(S
k−1
i ) in S
2k−1. There is a framing
of N , ψi : N ∼= φ¯i(Sk−1i )×Dk, uniquely defined up to homotopy, such
that ψ extends to a framing of the normal bundle of a k-disc which is
embedded in D2k and which bounds φ¯i(S
k−1
i ). After isotopy of φi we
may assume that the composition ψi ◦ φi has the form
ψi ◦ φi : (Sk−1 ×Dk)i → φ¯i(Sk−1i )×Dk
(x, y) 7→ (φ¯i(x), a(φi)(x)(y))
for some map a(φi) : S
k−1 → SO(k). While the map a(φi) depends
upon the choices made the homotopy class of a(φi), which we denote
by α¯i, does not.
Lemma 2.2 (Wall [Wa1]). The invariants cij, (i 6= j) and α¯i form
a complete set of isotopy invariants of the presentation φ.
Wall then proceeds to identify abstract invariants for handlebodies
L which are counter parts to the invariants of a presentation but which
do not depend upon giving a presentation for L. Viewed abstractly, the
manifold L has invariants a free abelian group H = Hk(L), an intersec-
tion pairing λ : H×H → Z, and a map α¯ : H → πk−1(SO(k)). Geomet-
rically λ is defined as follows. By the Hurewicz theorem Hk(L) ∼= πk(L)
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and so every homology class v ∈ H is represent by a map v¯ : Sk → L.
By the embedding theorems of Whitney this map may be chosen to
be an embedding. Given v, w ∈ H we may assume further that the
embeddings v¯ : Sk → L and w¯ : Sk → L are in general position and
so intersect at isolated points. The integer λ(v, w) is the signed sum
of these intersection points where the sign comes from comparing the
orientation of L with orientation induced by v¯ and w¯ at a particular
intersection point. The map α¯ evaluated on a homology class v is given
by mapping the normal bundle of v¯ : Sk →֒ L to the homotopy class of
its clutching function which is an element of πk−1(SO(k)). If ∂ιk de-
notes the element of πk−1(SO(k)) corresponding to the tangent bundle
of the k-sphere, then Wall proves:
Lemma 2.3 (Wall [Wa1]).
α¯(v + w) = α¯(v) + α¯(w) + λ(v, w) · ∂ιk.
This allows us to translate between the abstract invariants of L and
the invariants of the presentation for L = L(D2k, f1, . . . , fn; k). If one
attaches a disc Dki inside D
2k to the core of each handle (Dk×0)i then
one obtains a k-sphere v¯i which one may assume is embedded in L. The
homology classes vi corresponding to these embedded spheres form a
basis for H = Hk(L). Moreover the spheres v¯i intersect only inside D
2k
and their intersection number λ(vi, vj) is coincides with linking number
cij. The self linking numbers λ(vi, vi) are given by the Euler numbers
E(α¯i) of the framings from the presentation invariants. Finally the
framings α¯i are evidently given by α¯(vi) and Lemma 2.3 ensures that
the framings α¯i determine α¯. Wall is able to complete this translation
between presentations and the abstract point of view by proving
Theorem 2.4 (Theorem 1 [Wa1]). Suppose L ∈ H(k), and choose
a basis for Hk(L). Then L has a presentation corresponding to this ba-
sis.
For much of the rest of this thesis k shall be equal to 4j and we shall
be concerned almost exclusively with 8j-dimensional handlebodies and
more particularly with the boundaries of 8j-dimensional handlebodies.
It will be algebraically convenient to consider the stabilization of the
tangential invariant α¯ which is α := S ◦ α¯, where S : π4j−1(SO(4j))→
π4j−1(SO) ∼= Z is the stabilization map. Since S(∂ιk) = 0, Lemma
2.3 implies that α : H → Z is a homomorphism. In fact, Kervaire
computed that α = aj(2j − 1)!pj where pj denotes the jth Pontryagin
class and aj = 1 if j is even and 2 if j is odd, [Ke]. Note that we
lose nothing by considering α over α¯ since the unstable part of α¯(v) is
given by the Euler number of the normal bundle of v¯ and this is equal
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to λ(v, v). Hence α¯ may be recovered from α and λ. We conclude this
section with a summary in the form of a Corollary.
Corollary 2.5. Let k > 2 and let L be a highly connected 2k-
manifold with a non-empty and connected boundary. Then L is dif-
feomorphic to a handlebody. If L0 and L1 are two handlebodies of
dimension 2k with invariants (H0, λ0, α0) and (H1, λ1, α1) then there is
diffeomorphism f : L0 → L1 such that f∗ = Θ if and only if there is an
isomorphism Θ : H0 → H1 such that λ1(Θ(v),Θ(w)) = λ0(v, w) and
α1(Θ(v)) = α0(v) for all v, w ∈ H0.
Remark 2.6. Note that the PL-invariance of rational Pontrya-
gin classes (see [MS] §20) entails that the words words “diffeomor-
phic” and “diffeomorphism” in Corollary 2.5 may be replaced by “PL-
homeomorphic” and“PL-homeomorphism”. Novikov’s result on the
topological invariance of the rational Pontryagin classes entails that
they may be replaced by “homeomorphic” and “homeomorphism”.
3. Quadratic functions
In the previous section we saw Wall’s classification of the handle-
bodies L via their intersection form λ(L) : H4j(L) ×H4j(L) → Z and
their stable tangential invariant α(L) ∈ H4j(L). In this section we give
an abstract summary of the algebraic invariants of L.
To begin let H be a finitely generated free abelian group. A linear
form on H is simply a group homomorphism α : H → Z. The set of all
such forms with the operation of pointwise addition of homomorphisms
forms a free abelian group called the dual group of H and denoted by
H∗. A symmetric bilinear form on H is a bilinear map λ : H ×H → Z
such that λ(v, w) = λ(w, v) for all v, w ∈ H . There are two ways
one might combine a bilinear form λ : H × H → Z and a linear form
α : H → Z. One may follow Wall and simply consider the pair (λ, α).
A morphism of pairs (λ0, α0) (λ1, α1) is a homomorphism Θ : H0 → H1
such that α0 = α1 ◦Θ and λ0 = λ1 ◦ (Θ×Θ). Another way to combine
λ and α is to take the quadratic form associated to λ and add α to it.
Definition 2.7. A function κ : H → Z is called a quadratic func-
tion if there exists a bilinear form λ on H, a linear functional α ∈ H∗
such that
κ(v) = λ(v, v) + α(v)
for all v ∈ H.
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Proposition 2.8. The form λ and dual element α are uniquely
recovered from κ using the following relations:
κ(v + w) = κ(v) + κ(w) + 2λ(v, w)
α(v) = κ(v)− λ(v, v).
Proof. The first relation shows that λ is determined by κ and the
second shows how to recover α from κ given that λ is known.
When we wish to specify the components of a quadratic function we
shall write κ = κ(H, λ, α) for a quadratic function with domain H ,
bilinear form λ and linear form α. On occasions we shall drop any of
H, λ or α from the list when they are understood or not relevant. Note
that κ is linear in the case where λ is identically zero. When α = 0,
the quadratic function κ is homogeneous, in which case κ is a quadratic
form.
We shall see below that what distinguishes the quadratic functions
which arise from handlebodies of dimension 8 or 16 is that they take
on only even integer values. We therefore make the following
Definition 2.9. An element α ∈ H∗ is called characteristic for
λ when κ(λ, α) takes on only even values. That is, λ(v, v) + α(v) is
even for all v ∈ H. In this case we shall call κ(λ, α) a characteristic
quadratic function.
Now let κ0 = κ(H0, λ0, α0) and κ1 = κ(H1, λ1, α1) be quadratic
functions on H0 and H1 respectively and let Θ : H0 → H1 be a homo-
morphism. We define Θ∗κ1 by Θ
∗κ1(v) = κ1(Θ(v)). A homomorphism
Θ is called an isometric embedding if it is injective and Θ∗κ1(v) = κ0(v)
for every v ∈ H0. A bijective isometric embedding is called an isometry.
We observe that an isometry of quadratic functions induces an isom-
etry of both the homogeneous quadratic and linear parts and record
this fact as a proposition.
Proposition 2.10. Let λ0 and λ1 be symmetric bilinear forms on
free abelian groups H0 and H1 respectively and let α0 and α1 be ele-
ments of H∗0 and H
∗
1 respectively. Then the the quadratic functions
κ(H0, λ0, α0) and κ(H1, λ1, α1) are isometric if and only if the pairs
(λ0, α1) and (λ1, α1) are isomorphic.
Proof. This follows immediately from Proposition 2.8.
Thus the two methods for combining λ and α which we mentioned
earlier are equivalent.
Now let κ = κ(H, λ, α) be a quadratic function. The adjoint of the
bilinear form λ is the linear transformation induced by λ from H to its
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dual,
λˆ : H → H∗
v 7→ [w 7→ λ(v, w)].
Thus for all v, w ∈ H , λ(v, w) = λˆ(v)(w). We define the radical of λ
to be the group F := Ker(λˆ) = {v ∈ H|λ(v, w) = 0 ∀w ∈ H} and the
quotient of λ to be the group G := Cok(λˆ) = H∗/λˆ(H). The groups
F , H , H∗ and G fit into the following exact sequence:
0 −→ F −→ H λˆ−→ H∗ π−→ G −→ 0
where π is the canonical projection from H∗ to H∗/λˆ(H) = G. We call
this sequence the fundamental sequence of λ and κ as it will occupy
us for most of the remainder of this thesis. If F = 0 then λ and κ
are called nondegenerate. If in addition G = 0 then λ and κ are called
nonsingular.
Given two quadratic functions κ0 = κ(H0, λ0, α0) and κ1 =
κ(H1, λ1, α1), the direct sum κ0 ⊕ κ1 is defined on H0 ⊕ H1 via the
equation
(κ0 ⊕ κ1)[(v0, v1)] = κ0(v0) + κ1(v1).
We conclude this section by making the relation between handle-
bodies and quadratic functions explicit.
Definition 2.11. Let L ∈ H(4j) be a handlebody with intersec-
tion form λ(L) and tangential invariant α(L) defined on H4j(L), then
κ(L) := κ(H4j(L), λ(L), α(L)) shall be called the quadratic function
of L. Conversely, if κ = κ(H, λ, α) is a quadratic function such that
there is an 8j-dimensional handlebody L with κ(L) ∼= κ(H, λ, α) then
 L8j(κ) shall denote the 8j-dimensional handlebody defined up to diffeo-
morphism by κ.
Now let P denote the boundary of L, let PD : H4j(L, P ) ∼= H4j(L) de-
note the Poincare´ duality isomorphism and let j : H4j(L)→ H4j(L, P )
denote the map induced by the map of pairs (L, φ) → (L, P ). The
following fact is fundamental and well known. If we use the Kronecker
pairing to identifyH4j(L) with Hom(H4j(L),Z) then PD◦j : H4j(L)→
H4j(L) is the adjoint of the intersection pairing on L. Thus, given Def-
inition 2.11 we have the following pair of isomorphic sequences
0 H4j(P ) H4j(L) H4j(L) H4j(P ) 0
0 F H H∗ G 0
✲ ✲i∗
❄
✻
✲PD◦j
❄
✻
✲i
∗
❄
✻
✲
❄
✻
✲ ✲ ✲λˆ ✲π ✲
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where i∗ and i
∗ denote the maps induced by the inclusion i : P →֒ L.
This gives a topological interpretation of the fundamental sequence of
κ(L) which we shall use throughout this thesis.
It is apparent that the boundary connected sum of handlebodies
gives rise to the direct sum of the associated quadratic functions so
that κ(L0♮L1) = κ(L0) ⊕ κ(L1). If we reverse the orientation on L
then this will change the intersection form of L by reversing its sign.
However, reversing the orientation on L does not affect the tangential
invariant. This is because α(L) is the primary obstruction to trivializ-
ing the tangent bundle and we noted above that this class is a multiple
of the Pontryagin class which is not affected by a change of orienta-
tion. Thus if κ = κ(H, λ, α) we define κ− to be the quadratic function
κ(H,−λ, α) and with this definition κ(−L) = κ(L)−.
4. Wall’s classification restated
We may now restate Wall’s theorem 2.4 as follows: for every isom-
etry Θ : κ(L0) ∼= κ(L1) there corresponds a diffeomorphism f(Θ)
whose induced map on homology is Θ. We shall now dress this state-
ment up in categorical terms by defining the following categories. Let
H8j := H(4j) be the category whose objects are highly connected 8j-
manifolds L and whose morphisms are equivalence classes of diffeo-
morphisms of handlebodies. Two diffeomorphisms g, h : L0 → L1 are
equivalent if they induce the same isomorphism on middle homology,
g∗ = h∗ : H4j(L0) → H4j(L1). We define F to be the category whose
objects are quadratic functions on free abelian groups and whose mor-
phisms are isometries of quadratic functions. Finally we define F8j to
be the full sub-category of F whose objects are quadratic functions
which are isomorphic to the quadratic function of some handlebody L.
A symmetric monoidal category is one with an associative and commu-
tative addition operation on its objects that is functorially well behaved
(see [MacL] VII 7). We shall not distract the reader with the precise
definitions but assure him that H8j and F∗ are symmetric monoidal
categories with respect to the operations of boundary connected sum
of handlebodies and of direct sum of quadratic functions.
Theorem 2.12 (Restatement of [Wa1] Theorem 1). There is an equiv-
alence of (symmetric monoidal) categories
κj : H8j ∼= F8j
{L, [g], ♮} → {κ(L), g∗,⊕}.
Proof. Recall that a skeleton of a category C is a full subcategory
of C which contains precisely one object for every isomorphic class of
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objects in C. Every category C is equivalent to every one of its skeletons
([MacL] IV 4). So let H8j be a skeleton of H8j . By Corollary 2.5,
κj(H8j) is a skeleton of F8j and therefore that κ is an equivalence
of categories. Finally, for any pair of handlebodies L0 and L1 and
any pair of diffeomorphisms f0 and f1, κ(L0♮L1) = κ(L0)⊕ κ(L1) and
(f0♮f1)∗ = f0∗ ⊕ f1∗.
We now come to a fundamental observation which Wall and Wilkens
did not fully exploit.
Proposition 2.13. When j 6= 1, 2 the category F8j has as ob-
jects all quadratic functions κ(λ, α) with even bilinear forms λ (and
no restriction on α). When j = 1, 2 the category F8j has objects all
characteristic quadratic functions (with no restriction on the type of
the bilinear form).
Proof. We have seen that a handlebody L is completely described
by a presentation {(v1, . . . , vl), {cij}, α¯(1), . . . , α¯(l)} consisting of a ba-
sis of handles, linking numbers between the handles and the normal
bundle of each handle. With respect to this basis the intersection ma-
trix of L has components λij where
λij =
{
cij i 6= j
E(α(i)) i = j
}
and where E(α(i)) is the Euler number of α¯(i) ∈ π4j−1(SO((4j)).
When j 6= 1, 2 Adams’ result on the non-existence of Hopf invari-
ant one bundles ensures that each E(α¯(i)) is even and hence that λ is
even. However, since every set of linking numbers may be realized by
a link of (4j − 1)-spheres in S4j−1 we see that any even form may be
produced. The stable tangential invariant is determined by the stabi-
lizations S(α¯(i)) ∈ π4j−1(SO) which are the values of α on the basis
elements vi. That these can be chosen arbitrarily follows from the
result (see [Wa1, 171]) that the image of the homomorphism
S ⊕E : π4j−1(SO(4j))→ π4j−1(SO)⊕ Z
has index 2. Since E takes only even values for j 6= 1, 2 the map S must
be onto π4j−1(SO). When j = 1, 2 then there are bundles with every
possible Euler number and thus any intersection form one desires may
be produced. Moreover, for every α¯ ∈ π4j−1(SO(4j)), we now have
that S(α¯) and E(α¯) are of the same parity. Hence for i = 1, . . . , l,
λ(vi, vi) = E(α¯(i)) ≡ S(α¯(i)) (mod 2) ≡ α(vi) (mod 2).
As {v1, . . . , vl} is a basis forH4j(L) it follows that λ(v, v) ≡ α(v) mod (2)
for every v ∈ H4j(L).
5. HIGHLY CONNECTED BORDISM 21
As a consequence of Proposition 2.13 we define three categories of
quadratic functions as follows.
• F c shall denote the full sub-category of F whose objects are
characteristic quadratic functions with arbitrary bilinear forms.
• F ev shall denote the full sub-category of F whose objects are
quadratic functions with even bilinear forms and arbitrary linear
terms.
• F o shall denote the full sub-category of F whose objects are even
quadratic forms.
Proposition 2.13 states that F8j = F c when j = 1, 2 and F8j = F ev
when j > 2. For all values of j the category F o corresponds to the
category of stably parallelizable handlebodies. Within each category
F∗ there are full subcategories of nondegenerate and nonsingular qua-
dratic functions. They correspond respectively to the categories of
handlebodies cobounding rational homology spheres and handlebodies
cobounding homotopy spheres. As we are primarily concerned with the
classification of the boundaries of handlebodies up to connected sum
with homotopy spheres we define the notion of stable F∗-equivalence
of quadratic functions.
Definition 2.14. We call two quadratic functions κ0 and κ1 be-
longing to the category F∗, stably F∗-equivalent if there are nonsingular
quadratic functions µ0 and µ1 also belonging to F∗ and an isometry
Θ : κ0 ⊕ µ0 ∼= κ1 ⊕ µ1.
We shall denote the stable F∗-equivalence class of κ ∈ F∗ by [κ]F∗ .
Note the direct sum of stable F∗-equivalence classes of quadratic func-
tions is well defined,
[κ0]F∗ ⊕ [κ1]F∗ := [κ0 ⊕ κ1]F∗ .
5. Highly connected bordism
Our perspective on highly connected (8j − 1)-manifolds is to view
them as the boundaries of handlebodies. However, not every highly
connected (8j − 1)-manifold P bounds a handlebody. In this section
we digress somewhat to introduce an invariant of P which is the ob-
struction to P bounding a handlebody. With this invariant we shall
show that every P bounds a handlebody after the addition of the right
homotopy sphere. We remind the reader that an n-manifold is highly
connected if all of its homotopy groups vanish below its middle dimen-
sion which is [n/2]. Now let ΩHCn be the set of highly connected bor-
dism classes of highly connected, closed (smooth, oriented) manifolds.
A highly connected bordism between highly connected n-manifolds M0
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andM1 is a compact highly connected (n+1)-manifoldW and a diffeo-
morphism ∂W ∼= M0⊔−M1. The relation of being bordant via a highly
connected manifold defines an equivalence relation. We shall write [M ]
for the highly connected bordism class of a highly connected manifold
M and 0 for the class of the empty manifold. Note that [P ] = 0 if and
only if P is the boundary of a handlebody L.
Lemma 2.15. When n is even or when n = 2k − 1 is odd and
k ≡ 0, 4, 6, 7 (mod 8) the operations of connected sum and reversing
orientation give rise to well defined operations on ΩHCn under which
ΩHCn is an abelian group.
Proof. Given highly connected bordism classes [M0] and [M1] we
define
[M0] + [M1] := [M0#M1] and − [M0] := [−M0].
We now verify that these operations are well defined and that [M#−
M ] = 0. IfW is a highly connected bordism fromM0 toM
′
0 then −W is
a bordism from−M0 to−M ′0 and so reversing orientation is well defined
on highly connected bordism. Now,M#−M = ∂((M−Dn)×[0, 1]) and
if the dimension of M is even, (M −Dn)× [0, 1] is a highly connected
zero bordism of M# − M . When n = 2k − 1 is odd the additional
hypothesis on k entails that πk−2(SO) = 0. This ensures that every
stable bundle over Sk−1 is trivial and hence that (M − Dn) × [0, 1]
is (k − 1)-parallelizable in the language of [Mi]. We may therefore
perform surgeries in the interior of (M −Dn)× [0, 1] to kill πk−1. The
resulting manifold is a highly connected zero bordism of M#−M .
Suppose thatW0 is a highly connected bordism fromM0 toM
′
0. To
show that connected sum is well defined over highly connected bordism
we must show that there is a highly connected bordism from M0#M1
to M ′0#M1. We first note that there is a highly connected bordism
W1 from M1 to −M1. When n is even we take M1 × [0, 1] and when
n = 2k − 1 we argue as before that surgery may be performed in the
interior ofM1×[0, 1] to produce a highly connected bordism. The band
connected sum ofW0 and W1 (see [KM] §2) is then a highly connected
bordism from M0#M1 to M
′
0#M1. It is clear that the connected sum
operation on highly connected bordism is associative and commutative.
It follows that ΩHCn is an abelian group in the indicated dimensions.
Lemma 2.16. Let k > 1 and k ≡ 0, 4, 6, 7 (mod 8). Then every
member of ΩHC2k−1 is represented by a homotopy sphere and
ΩHC2k−1
∼= Θ2k−1/bP2k.
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Proof. We let
Ω : Θ2k−1 → ΩHC2k−1
be the homomorphism we sends a homotopy sphere to the highly con-
nected bordism class which it represents. It follows from calculations
of Wall in [Wa1] that the kernel of Ω is precisely bP2k. It remains to
show that Ω is onto but this is a simple consequence of the success of
simply connected surgery in odd dimensions as we now show. One may
always take the (k − 1)-skeleton of a closed highly connected (2k− 1)-
manifold M to be a wedge of (k − 1)-spheres. From the assumption
on k it follows that that πk−2(SO) = 0 and thus every stable bundle
over a wedge of (k − 1)-spheres is trivial. In particular the tangent
bundle of M restricted to the (k − 1)-skeleton of M is trivial. Thus
M is (k− 1)-parallelizable and we may perform a series of surgeries on
(k − 1) spheres in M to kill πk−1(M). The resulting (2k− 1)-manifold
is a homotopy sphere Σ and the trace of the surgeries performed is a
highly connected bordism from M to Σ.
Corollary 2.17. Let P be a highly connected (8j − 1)-manifold.
There is a unique homotopy sphere ΣP such that P#ΣP is the boundary
of a handlebody and s(ΣP ) = 0 ∈ bP8j−1. Moreover, if P0 and P1 are
two highly connected (8j − 1)-manifolds then ΣP0#P1 = ΣP0#ΣP1.
Proof. We note first that 8j − 1 is a dimension to which both
Lemmas 2.15 and 2.16 apply. By Lemma 2.16, −P is highly connected
bordant to a homotopy sphere Σ which is determined up to connected
sum with homotopy spheres in bP8j . There is thus a unique homo-
topy sphere ΣP such that s(ΣP ) = 0 and [ΣP ] = −[P ] ∈ ΩHC8j−1. Now
by Lemma 2.15, [P#ΣP ] = 0 and therefore P#ΣP bounds a handle-
body. To prove the second assertion we need only note that if Li are
handlebodies such that Pi#ΣPi = ∂Li for i = 0, 1 then
(P0#P1)#(ΣP0#ΣP1) = ∂(L0♮L1) and s(ΣP0#ΣP1) = s(ΣP0)+s(ΣP1) = 0.
We remind the reader that in the dimensions of primary concern in this
thesis Θ7/bP8 = 0 and Θ15/bP16 = Z/2. In particular, in dimension
7, the homotopy sphere ΣP is always the standard sphere and every
manifold P bounds a handlebody.
6. Decomposition of quadratic functions
Quadratic functions are of two essentially different types. There
are linear or “totally degenerate” quadratic functions at one extreme
and at the other there are nondegenerate quadratic functions. In this
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section we consider the decomposition of a general quadratic function
into the sum of linear and nondegenerate quadratic functions.
Let κ = κ(H, λ, α) be a quadratic function and recall the funda-
mental sequence of κ,
0 −→ F −→ H λˆ−→ H∗ π−→ G −→ 0.
By definition F is the subspace of H on which κ is linear. It is clear
that F is a summand of H for suppose that r.v ∈ F for some non-zero
integer r. This means that λ(rv, w) = rλ(v, w) = 0 for every w ∈ H .
Since r is non-zero we conclude that λ(v, w) = 0 for every w ∈ H and
that v belongs to F . Thus F is a summand of H and H/F is a free
group. The bilinear form λ descends to define a nondegenerate bilinear
form on H/F in the familiar way:
λ/F : H/F ×H/F → Z
(v + F,w + F ) 7→ λ(v, w).
The function λ/F is well defined because different coset representatives
differ by an element of F but λ(u, v) = 0 for any u ∈ F and any v ∈ H .
Moreover, if λ/F (v+F,w+F ) = 0 for every w+F ∈ H/F then v ∈ F ,
v + F = 0 and so λ/F is nondegenerate. Now let ρ : H → H/F denote
the canonical projection from H onto H/F and let
Sec(ρ) := {Ψ : H/F → H|ρ ◦ s = IdH/F}
denote the set of sections of ρ. The set Sec(ρ) is nonempty and there
is a free and transitive action of Hom(H/F, F ) on Sec(ρ) defined by
(ψ ·Ψ)(v + F ) = Ψ(v + F ) + ψ(v + F )
where ψ ∈ Hom(H/F, F ), Ψ ∈ Sec(ρ) and v + F ∈ H/F . For every
Ψ ∈ Sec(ρ), we define the projections
pF (Ψ) : H → F
v 7→ v −Ψ(ρ(v)) and
p(Ψ) : H → Ψ(H/F )
v 7→ Ψ(ρ(v))
and the subgroups
H(Ψ) := Ψ(H/F ) H∗(Ψ) := p(Ψ)∗(H(Ψ)∗)
F ∗(Ψ) := pF (Ψ)
∗(F ∗) G(Ψ) = π(F ∗(Ψ)) ⊂ G.
It is straightforward to check that there are direct sum decompositions
H = F ⊕ H(Ψ), H∗ = F ∗(Ψ) ⊕ H∗(Ψ) and G = G(Ψ) ⊕ TG where
TG denotes the torsion subgroup of G. Moreover, we show below that
H∗(Ψ) ⊂ H∗ does not depend upon Ψ and so we shall henceforth
identify H(Ψ)∗ and H∗(Ψ) via p(Ψ)∗. The reason for doing this is that
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it is technically convenient to think of H(Ψ)∗ as a subgroup of H∗. We
denote the restrictions of α, λ and κ as follows
α(Ψ) := α|H(Ψ), λ(Ψ) := λ|H(Ψ)×H(Ψ) and κ(Ψ) := κ|H(Ψ).
With this notation κ(Ψ) = κ(H(Ψ), λ(Ψ), α(Ψ)), α = α(Ψ)+pF (Ψ)
∗(α|F ).
We also obtain the following decomposition of the fundamental se-
quence of κ:
0 −→ F =−→ F 0−→ F ∗(Ψ) −→ G(Ψ) −→ 0⊕ ⊕ ⊕
0 −→ H(Ψ) λˆ(Ψ)−→ H∗(Ψ) −→ TG −→ 0
where λˆ(Ψ) denotes the adjoint of λ(Ψ).
Proposition 2.18. Let κ(H, λ, α) be a quadratic function and λ/F ,
ρ and Sec(ρ) be as above. Then, for every section Ψ ∈ Sec(ρ) and for
every ψ ∈ Hom(H/F, F ),
1. Ψ∗(λ) = λ/F ,
2. Ψ and ρ|H(Ψ) define inverse isometries Ψ : Ψ∗(κ) ∼= κ(Ψ) and
ρ|H(Ψ) : κ(Ψ) ∼= Ψ∗(κ),
3. κ(Ψ) is nondegenerate and κ = κ(Ψ)⊕ α|F ,
4. H∗(Ψ) = ρ∗((H/F )∗) and TG = H∗(Ψ)/λˆ(Ψ)(H(Ψ)),
5. α(ψ ·Ψ) = α(Ψ) + ρ∗(ψ∗(α|F )).
Proof. (1.) Let v, w ∈ H be arbitrary and let v′ = Ψ(v + F ) and
w′ = Ψ(w + F ) so that v′ + F = v + F and w′ + F = w + F . We
calculate that
Ψ∗(λ)(v + F,w + F ) = λ(Ψ(v + F ),Ψ(w + F ))
= λ(v′, w′)
= λ/F (v + F,w + F ).
(2.) This is true by definition. Certainly Ψ ◦ ρ|H(Ψ) = IdH(Ψ) and
ρ|H(Ψ) ◦Ψ = IdH/F . Moreover, for v ∈ H(Ψ) we calculate that
κ(Ψ)(Ψ(v + F )) = κ(Ψ(v + F ))
= Ψ∗(κ)(v + F )
and
Ψ∗(κ)(ρ|H(Ψ)(v)) = κ(Ψ(ρ|H(Ψ)(v))
= κ(v)
= κ(Ψ)(v).
(3.) We showed above the that λ/F is nondegenerate and so by 1 we
see that Ψ∗(κ) is nondegenerate and then by 2 we have that κ(Ψ) is
nondegenerate. For each v ∈ H , we decompose v as v = v−Ψ(ρ(v)) +
Ψ(ρ(v)) where v −Ψ(ρ(v)) ∈ F and Ψ(ρ(v)) ∈ H(Ψ). Therefore
κ(v) = λ(Ψ(ρ(v)),Ψ(ρ(v))) + α(Ψ(ρ(v))) + α(v −Ψ(ρ(v)))
= κ(Ψ)(Ψ(ρ(v)) + α|F (v −Ψ(ρ(v)))
= (κ(Ψ)⊕ α|F )[(Ψ(ρ(v)), v −Ψ(ρ(v)))].
26 2. PRELIMINARIES
(4.) Since this result justifies our convention identifying H∗(Ψ) and
H(Ψ)∗ we briefly drop that convention. For every Ψ, ρ∗ : (H/F )∗ → H∗
factors as
(H/F )∗
(ρ|H(Ψ))
∗
−→ H(Ψ)∗ p(Ψ)
∗
−→ H∗(Ψ) ⊂ H∗
as the following calculation demonstrates. For any z ∈ (H/F )∗ and
any v ∈ H
p(Ψ)∗ ◦ (ρ|H(Ψ))∗(z)(v) = (ρ|H(Ψ))∗(z)((Ψ ◦ ρ)(v))
= z((ρ|H(Ψ) ◦Ψ ◦ ρ)(v))
= z(ρ(v))
= ρ∗(z)(v).
As (ρ|H(Ψ))∗ and p(Ψ)∗ are isomorphisms it follows that H∗(Ψ) =
p(Ψ)∗(H(Ψ)∗) = ρ∗((H/F )∗). The second assertion follows from the
splitting of the fundamental sequence of κ just prior to the statement
of this proposition. Equivalently it may demonstrated as follows. For
every v ∈ H , λˆ(v) = λˆ(Ψ(ρ(v))) and for every w ∈ H ,
λ(v, w) = λ(v −Ψ(ρ(v)) + Ψ(ρ(v)), w)
= λ(Ψ(ρ(v)), w).
It follows that λˆ(H) = λˆ(Ψ)(H(Ψ)) and that
Cok(λˆ) = F ∗(Ψ)⊕H∗(Ψ)/λˆ(Ψ)(H(Ψ)) = F ∗(Ψ)⊕ Cok(λˆ(Ψ)).
Moreover, as λ(Ψ) is nondegenerate, Cok(λˆ(Ψ)) is a torsion group and
thus it is the torsion subgroup of Cok(λˆ).
(5.) Given v ∈ H , α(Ψ)(v) = α(Ψ(ρ(v))) and thus
α(ψ ·Ψ)(v) = α(Ψ(ρ(v)) + ψ(ρ(v)))
= α(Ψ(ρ(v))) + α|F (ψ(ρ(v)))
= α(Ψ)(v) + ρ∗(ψ∗(α|F ))(v).
7. Linking forms and Kronecker pairings
In this section we review the algebraic structures that a quadratic
function κ = κ(H, λ, α) induces on its quotient G and radical F . The
most important of these is the linking form induced on the torsion
subgroup of G. By a linking form on a finite abelian group TG we
shall mean a function
b : TG× TG→ Q/Z
with the following properties.
1. Symmetry: b(x, y) = b(y, x).
2. Bilinearity: b(x, y + z) = b(x, y) + b(x, z).
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3. Nonsingularity: b(x, y) = 0 ∀x ∈ TG⇒ y = 0.
In Chapter 5 we shall describe in detail the classification of linking
forms on finite abelian groups but for now we report some fundamental
facts concerning linking forms. If (TG0, b0) and (TG1, b1) are linking
forms then an isomorphism θ : TG0 → TG1 is an isometry from b0 to
b1 if b0 = b1 ◦ (θ × θ). There is a linking form (TG0 ⊕ TG1, b0 ⊕ b1)
defined by
(b0 ⊕ b1)[(x0, x1), (y0, y1)] = b0(x0, y0) + b1(x1, y1).
If (TG, b) is a linking form and TG0 is a subgroup of TG then the
annihilator of TG0 is the set
TG⊥0 := {x ∈ TG : b(x, y) = 0 ∀y ∈ TG0}.
Lemma 2.19. Let (TG, b) be a linking form. If TG0 is a finite sub-
group of TG such that
b|TG0×TG0 : TG0 × TG0 → Q/Z is nonsingular then b|TG⊥0 ×TG⊥0 is non-
singular and
b ∼= b|TG0⊕TG0 ⊕ b|TG⊥0 ×TG⊥0 .
Proof. We postpone the proof which is straight forward until
chapter 5.
A linking form (TG, b) is called indecomposable if it cannot be written
as a non-trivial direct sum of sublinking forms. In [Wa2] Wall proved
that the groups which arise as the domains of indecomposable linking
forms are Z/pk and Z/2k ⊕ Z/2k for p any prime and k any positive
integer.
Every quadratic function κ(H, λ, α) defines a linking form on the
torsion subgroup of its quotient group TG ⊂ G = Cok(λˆ) via the
bilinear form λ. We begin by assuming that λ is nondegenerate in
which case the fundamental sequence of λ is
0 −→ H λˆ−→ H∗ π−→ TG −→ 0.
If we tensor this sequence with Q and λˆ with IdQ then λˆ ⊗ IdQ is an
isomorphism. We let λˆ−1 denote the restriction of the inverse of λˆ⊗IdQ
to H∗,
λˆ−1 := (λˆ⊗ IdQ)−1|H∗ : H∗ → H ⊗Q.
The linear map λˆ−1 : H∗ → H ⊗Q defines a bilinear pairing
λ−1 : H∗ ×H∗ → Q
(x, y) 7→ y(λˆ−1(x))
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where y(v ⊗ p
q
) = p
q
y(v). The symmetry of λˆ−1 follows immediately
from the symmetry of λ. The pairing λˆ−1 may be defined alternatively
as follows. For any x, y ∈ H∗ there is a non-zero r ∈ Z and some v ∈ H
such that rx = λˆ(v). We have the following identity since λˆ−1(x) = 1
r
v,
λ−1(x, y) =
1
r
y(v).
The bilinear pairing λ−1 induces a nonsingular linking form on TG as
follows. Let [x] = π(x) and [y] = π(y) ∈ TG.
b = b(λ) : TG× TG → Q/Z
([x], [y]) 7→ λ−1(x, y) mod Z
The linking form b is well defined in Q/Z, for suppose that x + λˆ(v)
and y + λˆ(w) are different lifts of [x] and [y]. Then
λ−1(x+ λˆ(v), y + λˆ(w)) = λ−1(x, y) + λ−1(x, λˆ(w)) + λ−1(λˆ(v), y)
+λ−1(λˆ(v), λˆ(w)) mod Z
= λ−1(x, y) + x(w) + y(v) + λ(v, w) mod Z
= λ−1(x, y) mod Z.
The function b(λ) is evidently bilinear and symmetric. It is also non-
singular as we now show. We may choose an indivisible v ∈ H and an
integer r such that rx = λˆ(v) for if v′ ∈ H and r′ ∈ Z satisfy x = r′λˆ(v′)
then if v′ = s.v for s ∈ Z and v indivisible then x = r′sλˆ(v). Now, if
If b([x], [y]) = 0 for every [y] ∈ TG then 1
r
y(v) ∈ Z for every y ∈ H∗.
Since v is indivisible there is a y ∈ H∗ such that y(v) = 1. Thus r = ±1
and hence [x] = 0 ∈ TG. We may also define b by its adjoint map to
the torsion dual of TG, TG∧ = Hom(TG,Q/Z),
bˆ : TG → TG∧
[x] 7→ ([y] 7→ b([x], [y])).
As TG and TG∧ are finite groups of the same order bˆ is an isomorphism
if and only if b is nonsingular.
If the quadratic function κ is degenerate then by Proposition 2.18,
each section Ψ defines a nondegenerate quadratic function κ(Ψ) where
TG = H∗(Ψ)/λˆ(Ψ)(H(Ψ)) and H∗(Ψ) = ρ∗((H/F )∗) are is indepen-
dent of Ψ. In fact the following is true.
Lemma 2.20. The bilinear pairing λ(Ψ)−1 : H∗(Ψ) × H∗(Ψ) → Q
is independent of Ψ.
Proof. Suppose that Ψ′ is another section of ρ, that x, y ∈ H∗(Ψ′) =
H∗(Ψ) and that rx = λˆ(Ψ)(v) for v ∈ H(Ψ) and a non-zero integer
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r. If we set v′ := Ψ′(ρ(v)), then λˆ(Ψ′)(v) = rx, v′ − v ∈ F and hence
y(v′ − v) = 0. We calculate that
λ−1(Ψ)(x, y) = 1
r
y(v)
= 1
r
y(v + v′ − v)
= 1
r
y(v′)
= λ−1(Ψ′)(x, y).
It follows from Lemma 2.20 that b(λ(Ψ)) = b(λ(Ψ′)) and so given a
degenerate bilinear form λ, we define
b(λ) := b(λ(Ψ))
for any section Ψ.
In addition to the linking form b(λ), a bilinear form λ also defines
a Kronecker pairing between F = Ker(λˆ) and G = Cok(λˆ) by
λ¯ : F ×G → Z
(v, [x]) 7→ x(v).
The pairing λ¯ is well defined because any two choices of lifts of [x]
differ by λˆ(w) for some w ∈ H and λˆ(w)(v) = 0. We label the adjoint
homomorphisms associated to λ¯ by λ¯F : F → G∗ and λ¯G : G →
F ∗ where λ¯F (v)([x]) = λ¯(v, [x]) and λ¯G([x])(v) = λ¯(v, [x]). Here we
have extended the ∗ notation to any abelian group G, so that G∗ :=
Hom(G,Z) denotes the group of homomorphism from G to Z. Recall
the canonical homomorphism
τG : G → G∗∗
g 7→ (x 7→ x(g)).
Lemma 2.21. The composition λ¯∗F ◦ τG : G → F ∗ is equal to λ¯G.
The homomorphisms and λ¯G : G → F ∗ and λ¯F : F → G∗ are respec-
tively surjective and bijective.
Proof. The first assertion is a simple matter to check. Let [x] ∈ G
and v ∈ F ,
λ¯∗F (τG([x]))(v) = τG([x])(λ¯F (v))
= λ¯F (v)([x])
= x(v)
= λ¯G([x])(v).
In Section 6 we noted that choosing a section Ψ ∈ Sec(ρ) defines a split-
ting H∗ = F ∗(Ψ)⊕H∗(Ψ) and the inclusion pF (Ψ)∗ : F ∗ ∼= F ∗(Ψ) →֒
H∗. Given x ∈ F ∗ it is a matter of definitions that λ¯G(π(pF (Ψ)∗(x))) =
x and therefore λ¯G is onto. Since λ¯G = λ¯
∗
F ◦ τG, it follows that λ¯∗F in
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onto. Now note that F and G have the same rank by the Rank-Nullity
Theorem applied to λˆ. Thus G∗∗ and F ∗ have the same rank and so
λ¯∗F is a surjective homomorphism between free abelian groups of the
same rank and thus an isomorphism. This entails that λ¯F is itself an
isomorphism.
We now review and relate the linking form and Kronecker pairing
of a bilinear form from a slightly more abstract perspective. Let A and
B be free abelian groups and f : A→ B a homomorphism with kernel
F and cokernel G. Again we let ρ : A → A/F denote the canonical
projection. Then there is a map bˆ(f) : ρ∗((A/F )∗)→ TG∧ constructed
in a similar manner as before. If [b] ∈ TG then [b] = π(b) for some
b ∈ B and rb = f(a) for some non-zero integer r and some a ∈ A. For
x ∈ ρ∗((A/F )∗), x(a) = 0 for every a ∈ F , and so we define may
bˆ(f) : ρ∗((A/F )∗) → TG∧
x 7→ ([b] 7→ 1
r
x(a) ∈ Q/Z).
Now choose any section Ψ : A/F → A so that we have the decompo-
sition A∗ = ρ∗((A/F )∗)⊕ F ∗(Ψ). With respect to this splitting define
πˆ : A∗ → F ∗ ⊕ TG∧ by πˆ(x, y) = (y|F , bˆ(x)). It is easy to check that
we now have the following pair of exact sequences:
0 F A B G 0
0 G∗ B∗ A∗ F ∗ ⊕ TG∧ 0
✲ ✲ ✲f ✲π ✲
✲ ✲π
∗
✲f
∗
✲ˆπ ✲
Observe also that bˆ(f) is identically zero on the image of f and thus
defines a function which we also denote bˆ(f) : (A/F )∗/f(A) → TG∧.
If we return to the case where B = A∗ and f = λˆ is the adjoint of
a bilinear form on A then bˆ(λˆ) is the adjoint map of the linking form
b(λ) which we defined above. Setting G(Ψ) := π(F ∗(Ψ)) ⊂ G the
above pair of sequences becomes linked into the following commutative
diagram where each vertical arrow denotes and isomorphism.
0 F A A∗ G(Ψ)⊕ TG 0
0 G∗ A∗∗ A∗ F ∗ ⊕ TG∧ 0
✲ ✲
❄
λ¯F
✲λˆ
❄
τA
✲π
❄
Id
✲
❄
 λ¯G|G(Ψ) 0
0 bˆ(λˆ)

✲ ✲π
∗
✲λˆ
∗
✲ˆπ ✲
Recall that if a handlebody L has quadratic function κ = κ(H, λ)
and boundary P then the topological correlates of F = Ker(λˆ) and G =
Cok(λˆ) areH4j(P ) andH
4j(P ) respectively. The pairing λ¯ corresponds
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to the Kronecker pairing H4j(P ) × H4j(P ) → Z and this gives an
alternate explanation of Lemma 2.21. The linking form b(λ) is the
linking form of P which is a defined on the torsion subgroup of H4j(P ).
Recall also that for every manifold P there is a specific homotopy ΣP
such that P#ΣP bounds a handlebody, L say. Now there is a canonical
homeomorphism P → P#ΣP and therefore a canonical identification
of H4j(P ) with H4j(P#ΣP ).
Definition 2.22. Let P be a highly connected (8j − 1)-manifold
and L a handlebody cobounding P#ΣP with quadratic function κ(L) =
κ(λ). The linking form of P is defined to be the linking form induced
by λ;
b(P ) := b(λ).
Remark 2.23. The linking form of P has at least two other defi-
nitions: by way of Poincare´ duality with Q/Z coefficients ([KM]) and
by letting r times a cycle representing a homology class bound and
computing intersection (mod r) ([Wa3]). We leave it as an exercise to
verify the well known fact that all three definitions give the same link-
ing form. That our definition of b(P ) is independent of the choice of
handlebody will follow from results of Wilkens’ thesis which we review
in Section 8.
Now let λ0 and λ1 be a pair of bilinear forms. It is clear from the
definitions that b(λ0 ⊕ λ1) = b(λ0) ⊕ b(λ1). We claim for two highly
connected manifolds P0 and P1 that
b(P0#P1) = b(P0)⊕ b(P1).
For firstly by Corollary 2.17, ΣP0#P1 = ΣP0#ΣP1 and thus if ∂Li =
Pi#ΣPi for i = 0, 1, then (P0#P1)#ΣP0#P1 = ∂(L0♮L1). But now
λ(L0♮L1) = λ(L0)⊕ λ(L1) and our claim follows.
8. Wilkens’ classification of the manifolds P
The fundamental topological result in Wilkens’ thesis is the follow-
ing theorem (whose proof we shall present in Chapter 4).
Theorem 2.24 (Wilkens’ Thesis 3.2). Let L0 and L1 be 2k-dimensional
handlebodies (k > 2) with boundaries ∂L0 = P0 and ∂L1 = P1. Sup-
pose that f : P0 → P1 is a diffeomorphism. Then there are handlebod-
ies V0, V1 with boundaries the standard sphere and a diffeomorphism g
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which makes the following diagram commute.
P0 P1
L0♮V0 L1♮V1
✲f
❄ ❄
✲g
In the light of Theorem 2.24 and recalling Definition 2.14 which defined
the stable F∗-equivalence class of a quadratic function, we make the
following
Definition 2.25. Let P be a highly connected (8j − 1)-manifold
and L a handlebody such that ∂L = P#ΣP . We define the stable
quadratic function of P , [κ(P )], to be the stable F∗-equivalence class
of κ(L).
Corollary 2.26 (To Wilkens’ 2.24 and Wall’s 2.12). The stable qua-
dratic function of a highly connected manifold P , [κ(P )], is a well de-
fined and complete almost diffeomorphism invariant of P .
Proof. We show that [κ(P )] is both well defined and invariant
under almost diffeomorphisms at the same time. Let P0 and P1 be
highly connected manifolds, Σ a homotopy sphere and f : P0 → P1#Σ
a diffeomorphism. Then ΣP0 = ΣP1#Σ = ΣP1#ΣΣ and there is a diffeo-
morphism
f ′ : P0#ΣP0 → P1#Σ#ΣP0 = P1#ΣP1#ΣΣ#Σ.
Let L0, L1 and LΣ be handlebodies bounding respectively P0#ΣP0 ,
P1#ΣP1 and Σ#ΣΣ. Applying Theorem 2.24 to f
′, L0 and L1♮LΣ
we deduce that there are handle bodies V0 and V1 bounding standard
spheres and a diffeomorphism
g : L0♮V0 → L1♮LΣ♮V1
which extends f ′. So by Wall’s classification of handlebodies there is
an isometry
Θ(g) : κ(L0)⊕ κ(V0)→ κ(L1)⊕ κ(LΣ)⊕ κ(V1).
But the boundaries of V0, V1 and LΣ are all homotopy spheres, so κ(V0),
κ(V1) and κ(LΣ) are all nonsingular quadratic functions in F∗ and thus
Θ(g) defines a stable F∗-equivalence from κ(L0) to κ(L1). That is,
[κ(P0)] = [κ(L0)]F∗ = [κ(L1)]F∗ = [κ(P1)]. If we take P0 = P1 = P ,
Σ = S8j−1 and f = IdP then this argument shows that [κ(P )] is
independent of the handlebody chosen and hence well defined.
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Finally we show that [κ(P )] is a complete invariant. Suppose that
[κ(P0)] = [κ(P1)]. Then there are nonsingular quadratic functions µ0
and µ1 belonging to F∗ and an isometry
Θ : κ(L0)⊕ µ0 → κ(L1)⊕ µ1.
Again by Wall’s classification of handlebodies there are handlebodies
L(µ0) and L(µ1) which cobound homotopy spheres Σ0 and Σ1 and there
is a diffeomorphism implementing Θ
h(Θ) : L0♮L(µ0)→ L1♮L(µ1).
When restricted to the boundary of L0♮L(µ0), h(Θ) yields a diffeomor-
phism
h′ : P0#ΣP0#Σ0 → P1#ΣP1#Σ1
and therefore P0 and P1 are almost diffeomorphic.
As Wilkens worked with triples (H, λ, α) as opposed to quadratic func-
tions κ(H, λ, α) he would not have stated Corollary 2.26 as it is stated
here. However, the equivalent statement for triples (H, λ, α) was known
to Wilkens and was indeed central to his thesis. In the language of this
thesis, the algebraic task which Wilkens undertook was to find further
algebraic invariants of stable quadratic functions in F c which would
allow him to determine when two quadratic functions in F c were sta-
bly equivalent. He was partially successful. Given a triple (H, λ, α)
Wilkens extracted the triple (G, b, β). Where G = Cok(λˆ), b is the
linking form induced on G and β is the image of α ∈ H∗ under the
canonical map H∗ → H∗/λˆ(H) = Cok(λˆ). The topological interpre-
tation of this triple is by now largely familiar. We suppose that L is
a 8 or 16 dimensional handlebody with quadratic function κ(H, λ, α)
and with boundary P . Then G = H4j(P ), b = b(P ) and if i : P →֒ L
denotes the inclusion then β = i∗(α) is the tangential invariant of P
which is the primary obstruction to the stable triviality of the tangent
bundle of P .
Wilkens’ first achievement was to show that the manifolds P split
via connected sum according to the splitting of their linking forms. To
be precise, Wilkens defined P to be decomposable if P can be expressed
as a connected sum of manifolds neither of which is a homotopy sphere
and he defined P to be indecomposable if is it not decomposable.
Proposition 2.27 (Wilkens Thesis). A manifold P is indecompos-
able if and only if either H4j(P ) ∼= Z or H4j(P ) is finite and the linking
form of P is indecomposable. To every decomposition of H4j(P ) as a
sum of infinite cyclic groups and finite groups over which the linking
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form of P is indecomposable there corresponds a decomposition of P by
indecomposable manifolds.
Wilkens’ second achievement was to largely classify the indecomposable
manifolds.
Theorem 2.28 (Wilkens’ Thesis). Let P be indecomposable and let
P have invariants (G, b, β). If G contains no 2-torsion then the triple
(G, b, β) is a complete almost diffeomorphism invariant of P . If G
contains 2-torsion then there are at most two almost diffeomorphism
classes of manifolds with the same invariants. A triple (G, b, β) with
b indecomposable is ambiguous (i.e. is realized by a pair of not almost
diffeomorphic manifolds) if and only if |G| ≤ 4 and β = 0 or if |G| > 4
and β is not divisible by 4.
9. Quadratic linking functions
In this section we define the quadratic linking functions which are
the invariants required to settle the ambiguity in Wilkens classification.
We also prove elementary lemmas concerning Q(b), the set of quadratic
linking functions which refine a given linking form b, and then describe
how a nondegenerate quadratic function induces a quadratic linking
function on its quotient group.
Definition 2.29. A quadratic linking function q : TG → Q/Z on
a finite abelian group TG is a function such that the function b(q) :
TG× TG→ Q/Z defined by
b(q)(x, y) := q(x+ y)− q(x)− q(y) ∈ Q/Z
is a linking form on TG. We say that q is a quadratic refinement of
b(q). If q satisfies q(x) = q(−x) for all x ∈ TG then we say that q
is homogeneous and we call homogeneous quadratic linking functions
quadratic linking forms.
Lemma 2.30. Let (TG, b) be a bilinear form. Then
1. there is a quadratic linking form q : TG→ Q/Z which refines b,
2. if the order of G is odd then q is unique.
Proof. Choose a basis (minimal set of generators each of order
pk, p a prime and k a positive integer) {[x1] . . . , [xn]} for TG. If the
order of [xi] is a power of 2 then let q([xi]) be either of the members of
Q/Z such that 2q([xi]) = b([xi], [xi]). If the order of [xi] is odd choose
the unique fraction with an odd denominator from amongst the two
choices. The values of q([xi]) and b([xi], [xj ]) determine q by Definition
2.32. The constraint placed on the choice of q for odd order elements
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arises because q(nx) = n2x (as we show below). If [xi] is of odd order
then pk[xi] = 0 for p an odd prime and some positive integer k. Thus
0 = p2kq([xi]) and hence the denominator of q([xi]) must be odd. Now
we show q(nx) = n2q(x) since firstly
b([x], [x]) = −b([x],−[x])
= −(q(0)− q([x])− q(−[x]))
= 2q([x]).
From this it follows that q((n+1)[x])− q(n[x])− q([x]) = b(n[x], [x]) =
2nq([x]) and so by induction q(n[x]) = n2q([x]).
Lemma 2.31. Let b : TG× TG→ Q/Z be a linking form, let Q(b)
be the set of all quadratic linking functions refining b and let q ∈ Q(b).
For any a ∈ TG define
qa(x) := q(x) + b(x, a) = q(x+ a)− q(a).
Then,
1. qa is a quadratic linking function refining b,
2. qa(x)− qb(x) = b(x, a− b),
3. TG acts freely and transitively on Q(b) by the action a · q = qa,
4. if q is homogeneous then qa is also homogeneous if and only if
2a = 0,
5. if q = qoa where q
o is a quadratic linking form, then β(q) := 2a is
independent of the choice of qo and a and thus an invariant of q.
Proof. (1.) Let x, y be elements of TG.
qa(x+ y)− qa(x)− qa(y) = q(x+ y) + b(x+ y, a)
−q(x)− b(x, a)− q(y)− b(y, a)
= q(x) + q(y) + b(x, y)− q(x)− q(y)
= b(x, y)
Thus qa is a refinement of b.
(2.) The second statement is clear.
(3.) It is evident for a, b ∈ G that qa+b = (qa)b and hence we have
an action. Suppose now that q′ is another quadratic refinement of b.
We must show that q′ = qa for some a ∈ TG hence that the action
is transitive. Consider then the function on TG defined by r(x) =
q′(x)− q(x). Clearly r(0) = 0 and
r(x+ y) = q′(x+ y)− q(x+ y)
= q′(x) + q′(y) + b(x, y)− q(x)− q(y)− b(x, y)
= (q′(x)− q(x)) + (q′(y)− q(y))
= r(x) + r(y).
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Thus r is linear and since b is nonsingular there exists an element
a ∈ TG such that r(x) = b(x, a). So we see that
qa(x) = q(x) + b(x, a)
= q(x) + r(x)
= q′(x).
Finally note that 2 and the nonsingularity of b entail that qa = qb if
and only if a = b and hence the action is free.
(4.) Assume that q is homogeneous. Then
qa(x)− qa(−x) = q(x) + b(x, a)− (q(−x) + b(−x, a))
= b(2x, a).
Now b(2a, x) = 0 for all x ∈ G if and only if 2a = 0 and hence qa is
homogeneous if and only if 2a = 0.
(5.) By Lemma 2.30, there is a quadratic form qo which refines b and so
by 3, there is an a such that q = qoa. Now let q
o′ be another quadratic
form refining b and let a′ be such that q = qo
′
a′ . By 3 and 4, q
o′ = qoǫ
where 2ǫ = 0 and by 3, a = a′ + ǫ. Thus 2a′ = 2a as required.
We now describe how a nondegenerate quadratic function κ(H, λ, α)
induces a quadratic linking function on the torsion subgroup of G =
Cok(λˆ). Recall the fundamental sequence of κ
0 −→ H λˆ−→ H∗ π−→ TG −→ 0
and that for x ∈ H∗ we denote π(x) by [x].
Definition 2.32. Let κ = κ(H, λ, α) be a nondegenerate quadratic
function. If κ ∈ F ev then λ is even and we define
qev(κ) : TG → Q/Z
[x] 7→ λ−1(x, x)/2 mod Z.
If κ ∈ F c then we define
qc(κ) : TG → Q/Z
[x] 7→ (λ−1(x, x) + λ−1(x, α))/2 mod Z.
Remark 2.33. I am grateful to Stephan Stolz who first suggested
the definition of qc to me and also use of Gauss sums (see Chapter 5)
in the classification of quadratic functions. The definition of qev has
been know at least since [Wa3] and its properties have been thoroughly
investigated by Wall [Wa3], Durfee [Du1] and [Du2] and Nikulin [Ni].
Much of this thesis is devoted to proving that the results of these three
authors concerning even quadratic forms and quadratic linking forms
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generalize to characteristic quadratic functions and quadratic linking
functions.
Lemma 2.34. Let κ = κ(H, λ, α) be a nondegenerate quadratic func-
tion in F∗.
1. If κ ∈ F ev then qev(κ) is a homogeneous refinement of b(λ).
2. If κ ∈ F c then qc(κ) is a quadratic refinement of b(λ).
Proof. The calculations are entirely routine. Since definition the
of qev(κ) is well known, we verify only that qc(κ) is well defined. Thus
let κ ∈ F∗, let x ∈ H∗ and let x + λˆ(v) be another representative of
[x]. We calculate that
λ−1(x+ λˆ(v), x+ λˆ(v) + α)/2 mod Z
= λ−1(x, x+ α)/2 + [2λ−1(x, λˆ(v)) + λ−1(λˆ(v), λˆ(v)) + λ−1(λˆ(v), α)]/2 mod Z
= λ−1(x, x+ α)/2 + [2x(v) + λ(v, v) + α(v)]/2 mod Z
= λ−1(x, x+ α)/2 mod Z,
where the last equality holds because α is characteristic for λ.
Next, given x, y ∈ H∗ and [x], [y] ∈ TG we calculate that
qev(κ)([x] + [y]) = λ−1(x+ y, x+ y)/2 mod Z
= λ−1(x, x)/2 + λ−1(y, y)/2 + λ−1(x, y) mod Z
= qev(κ)([x]) + qev([y]) + b(λ)([x], [y]).
Hence qev refines b(λ). Moreover it is clear that qev(−[x]) = qev([x])
and hence we have proven 1. In the characteristic case we calculate
that
qc(κ)([x] + [y]) = λ−1(x+ y, x+ y)/2 + λ−1(x+ y, α)/2 mod Z
= (λ−1(x, x) + λ−1(x, α))/2
+(λ−1(y, y) + λ−1(y, α))/2 + λ−1(x.y) mod Z
= qc(κ)([x]) + qc([y]) + b(λ)([x], [y])
and this proves 2.
Given two quadratic linking functions q0 : TG0 → Q/Z and q1 :
TG1 → Q/Z an isomorphism θ : TG0 → TG1 is called an isometry if
q0 = q1 ◦ θ. In this situation we shall write that q0 ∼= q1. We consider
next the question of which quadratic linking functions are isometric to
q∗(κ) for some κ.
Theorem 2.35 (Wall [Wa3]). Let q : TG → Q/Z be a quadratic
linking form on a finite abelian group. Then there is a nondegenerate
even quadratic form κ(λ, 0) such that q ∼= δev(κ).
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Corollary 2.36. 1. Let b : TG × TG → Q/Z be a linking
form on a finite abelian group, then there is a bilinear form λ
such that b ∼= b(λ).
2. Let q : TG → Q/Z be a quadratic linking function of a finite
abelian group, then there is a characteristic quadratic function κ
such that q ∼= δc(κ).
Proof. (1.) By Lemma 2.30 there is a quadratic linking form
q which refines b. Now apply Theorem 2.35 to deduce that there is
a nondegenerate quadratic form κ(λ, 0) such that q ∼= δev(κ). From
Lemma 2.34 we see that b ∼= b(λ).
(2.) We begin by stating and proving a simple lemma which will be
useful elsewhere.
Lemma 2.37. Let κ = κ(H, λ, α) be a nondegenerate characteristic
quadratic function and let ǫ ∈ H∗ be divisible by 2. Then
qc(κ(H, λ, α+ ǫ)) = qc(κ)[ǫ/2].
Proof. Let [x] be any element in TG = Cok(λˆ).
qc(κ(λ, α + ǫ))([x]) = λˆ−1(x, x+ α + ǫ)/2 mod Z
= λˆ−1(x, x+ α)/2 + λˆ−1(x, ǫ/2) mod Z
= qc(κ)([x]) + b(λ)([x], [ǫ/2])
= qc(κ)[ǫ/2]([x]).
Now let b be the linking form induced by q and let q′ be a homogeneous
refinement of b. By Theorem 2.35 there is an even quadratic form
κ(H, λ, 0) and an isomorphism θ : Cok(λˆ) → TG such that q′ ◦ θ =
δev(κ). By Lemma 2.31 there is an element a ∈ TG such that q =
q′a. So choose ǫ ∈ H∗ such that θ([ǫ/2]) = a. As λ is even, κ(λ, 0)
is characteristic and we may apply Lemma 2.37 to κ(λ, 0) and ǫ to
conclude that δc(κ(λ, ǫ)) = q′a ◦ θ = q ◦ θ.
Observe that any quadratic linking function q over a finite abelian
group TG, has for invariants the bilinear for it refines, b(q), and the
“linear element”, β(q) ∈ TG. We shall call the pair (b(q), β(q)) the
“Wilkens invariants” of q. Chapter 5 deals with question of when qua-
dratic functions q0 and q1 with isomorphic Wilkens invariants are iso-
metric. (The answer is that there is one extra invariant, the Kervaire-
Arf Gauss sum invariantK, such that q0 ∼= q1 if and only if (b(q0), β(q0) ∼=
(b(q1), β(q1)) and K(q0) = K(q1)). We conclude this section with the
following obvious but important remark concerning β(q).
10. QUADRATIC LINKING FAMILIES 39
Remark 2.38. Let q be a quadratic function on a finite abelian
group TG. The element β(q) ∈ TG is even. If q = δc(κ), where κ is
the nondegenerate quadratic function κ = κ(λ, α), then β(q) = [α] ∈
Cok(λˆ) = TG.
10. Quadratic linking families
In this section we define the notion of a quadratic linking family
on a finitely generated abelian group G and describe how a quadratic
function κ(λ, α) induces a quadratic linking family on its quotient group
G = Cok(λˆ).
We begin with some terminology and preliminary definitions before
our main definition. An element β in the abelian group G shall be
called n-divisible for a natural number n if β = nγ for some γ ∈ G. If in
addition γ is indivisible β shall be called precisely n-divisible. We shall
call 2-divisible elements even. Recall the homomorphism τG : G→ G∗∗
from G to its double dual. Of course the torsion subgroup of G, TG, is
the kernel of τG. The set of sections of τG is the set of homomorphisms
Sec(τG) := {Φ : G∗∗ → G|τG ◦ Φ = IdG∗∗}.
There is a free and transitive action of Hom(G∗∗, TG) on Sec(τG) de-
fined for φ ∈ Hom(G∗∗, TG), Φ ∈ Sec(τG) and z ∈ G∗∗ as follows:
(φ · Φ)(z) = Φ(z)− φ(z).
Now for any linking form b defined on TG recall from Lemma 2.31
that TG acts freely and transitively on Q(b) which is the set of all
quadratic linking functions refining b. Given an even element β ∈ G
we let Hom(G∗∗, TG) act on Q(b) by φ · q = qφ(τG(β)/2).
Definition 2.39. Let G be a finitely generated abelian group with
torsion subgroup TG. A quadratic linking family on G is a triple
(G, q∗, β) where q∗ : Sec(τG) → Q(b) is a function for some linking
form b defined on TG and β is an element of G.
1. A characteristic quadratic linking family on G is a quadratic link-
ing family Qc = (G, qc, β) with β even and satisfying the follow-
ing properties:
(A) qc is equivariant with respect to the actions of Hom(G∗∗, TG),
that is,
qc(φ ·Φ) = qc(Φ)φ(τG(β)/2) for every φ ∈ Hom(G∗∗, TG) and
every Φ ∈ Sec(τG),
(B) β = Φ(τG(β)) + β(q
c(Φ)) for every Φ ∈ Sec(τG), (recall
that β(qc(Φ)) is the even element in TG defined in Lemma
2.31, 5).
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2. An even quadratic linking family on G is a quadratic linking
family Qev = (G, qev, β) where qev is a constant function whose
value is a quadratic linking form refining b and β may be any
element of G.
In order to motivate the somewhat complicated definition of a
characteristic quadratic linking family we proceed now to show how
a quadratic function induces a quadratic linking family on its quo-
tient group. So suppose that κ(H, λ, α) is a possibly degenerate qua-
dratic function with π : H∗ → G = Cok(λˆ) the projection onto the
quotient of λ and with F = Ker(λˆ) the radical of λ. In Section
6 we defined the canonical projection ρ : H → H/F , the sections
of ρ, Sec(ρ) = {Ψ : H/F → H|ρ ◦ Ψ = IdH/F} and the projec-
tions pF (Ψ) : H → F . Every section Ψ ∈ Sec(ρ) defines a section
Φ(Ψ) ∈ Sec(τG) which is the composition
Φ(Ψ) := π ◦ pF (Ψ)∗ ◦ λ¯∗F : G∗∗
λ¯∗F−→ F ∗ pF (Ψ)
∗
−→ F ∗(Ψ) π|F∗(Ψ)−→ G
where λ¯F was defined in Section 7. Now by Lemma 2.21 every x ∈ G∗
is of the form of λ¯F (v) for some v ∈ F and for z ∈ G∗∗ we calculate
that
τG(Φ(Ψ)(z))[x] = x[Φ(Ψ)(z)]
= λ¯F (v)[(π|F ∗(Ψ) ◦ pF (Ψ)∗ ◦ λ¯∗F )(z)]
= (pF (Ψ)
∗ ◦ λ¯∗F (z))[v]
= λ¯∗F (z)[pF (Ψ)(v)]
= λ¯∗F (z)[v]
= z[λ¯F (v)]
= z(x).
Hence τG ◦Φ(Ψ) = IdG∗∗ and Φ(Ψ) is indeed a section of τG. There is a
free and transitive action of Hom(H/F, F ) on Sec(ρ) and for ψ ∈ Sec(ρ)
we define φ(ψ) ∈ Sec(τG) to be the composition
φ(ψ) : G∗∗
λ¯∗F−→ F ∗ ψ∗−→ (H/F )∗ π◦ρ∗−→ TG.
Lemma 2.40. Consider the mappings
δH : Hom(H/F, F ) → Hom(G∗∗, TG)
ψ 7→ φ(ψ)
δS : Sec(ρ) → Sec(τG)
Ψ 7→ Φ(Ψ).
1. δH is a surjective homomorphism,
2. for every Ψ ∈ Sec(ρ) and every ψ ∈ Hom(H/F, F ), Φ(ψ · Ψ) =
φ(ψ) · (Φ(Ψ)),
3. δS is onto and δ
−1
S (Φ(Ψ)) = {ψ ·Ψ|ψ ∈ Ker(δH)}.
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Proof. (1.) We show first that δH is onto. Let {z1, . . . , zl} be a ba-
sis for G∗∗. Every section φ ∈ Sec(τG) is determined by φ(z1), . . . , φ(zl).
We choose y1, . . . , yl ∈ (H/F )∗ so that π ◦ ρ∗(yi) = φ(zi) for each i
which we may do since π ◦ ρ∗ is onto TG. Now as λ¯∗F : G∗∗ → F ∗ is
an isomorphism {λ¯∗F (z1), . . . , λ¯∗F (zl)} is a basis for F ∗ and we choose
ψ : H/F → F so that ψ∗(λ¯∗F (zi)) = yi for each i. It follows that
φ(ψ)(zi) = (π ◦ ρ∗)(ψ∗(λ¯∗F (zi)) = φ(zi)
for each i. Thus φ(ψ) = φ and so δ is onto.
The group operation in both Hom(H/F, F ) and Hom(G∗∗, TG) is
pointwise addition. For ψ0, ψ1 ∈ Hom(H/F, F ),
φ(ψ0 + ψ1) = π ◦ ρ∗ ◦ (ψ∗0 + ψ∗1) ◦ λ¯∗F
= π ◦ ρ∗ ◦ ψ∗0 ◦ λ¯∗F + π ◦ ρ∗ ◦ ψ∗1 ◦ λ¯∗F
= φ(ψ0) + φ(ψ1).
(2.) Observe first that for any y ∈ F ∗ and any v ∈ H
pF (ψ ·Ψ)∗(y)(v) = y(v − (Ψ + ψ)(ρ(v)))
= y(v −Ψ(ρ(v)))− y(ψ(ρ(v)))
= pF (Ψ)
∗(y)(v)− ρ∗(ψ∗(y))(v).
We therefore calculate that for z ∈ G∗∗
Φ(ψ.Ψ)(z) = (π|F (ψ.Ψ))[pF (ψ.Ψ)∗(λ¯∗F (z))]
= π[pF (Ψ)
∗(λ¯∗F (z))− ρ∗(ψ∗(λ¯∗F (z)))]
= Φ(Ψ)(z)− φ(ψ)(z)
= (φ(ψ) · Φ(Ψ))(z).
(3.) This follows immediately from the 1, 2 and the fact that Hom(H/F, F )
and Hom(G∗∗, TG) act freely and transitively on Sec(ρ) and Sec(τG)
respectively.
Now recall from proposition Proposition 2.18 that every section
Ψ ∈ Sec(ρ) defines a splitting κ = α|F ⊕ κ(Ψ) where κ(Ψ) = κ|Ψ(H) is
nondegenerate. Recall also Definition 2.32 which defined, for a nonde-
generate quadratic function κ′(λ′, α′) ∈ F∗, a quadratic linking func-
tion q∗(κ′) on Cok(λˆ′).
Lemma 2.41. Let κ = κ(H, λ, α) be a quadratic function and let
β = [α] ∈ Cok(λˆ). Then, for every ψ ∈ Hom(H/F, F ) and every
Ψ ∈ Sec(ρ),
1. if κ ∈ F ev, qev(κ(ψ ·Ψ)) = qev(κ(Ψ)),
2. if κ ∈ F c, qc(κ(ψ ·Ψ)) = qc(κ(Ψ))a, where a = φ(ψ)(τG(β))/2 ∈
TG.
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Proof. Each q∗(κ(Ψ)) is defined on TG = Cok(λˆ(Ψ)) = H∗(Ψ)/λˆ(Ψ)(H(Ψ))
and by Proposition 2.18 both H∗(Ψ) and Cok(λˆ(Ψ)) = TG are inde-
pendent of Ψ. By Lemma 2.20 the bilinear pairing λ(Ψ)−1 : H∗(Ψ) ×
H∗(Ψ) → Q is also independent of Ψ. Now for x ∈ H∗(Ψ) and
[x] = π(x) ∈ TG,
qev(κ(Ψ))([x]) = λ(Ψ)−1(x, x)/2 mod Z
and so qev(κ(Ψ)) is independent of Ψ and 1 is proven.
(2.) By the preceding remarks the only effect that altering Ψ may
have on qc(κ(Ψ)) comes via altering the linear part of κ(Ψ) which is
α(Ψ). Now by 5 of Proposition 2.18 α(ψ · Ψ) = α(Ψ) + ρ∗(ψ∗(α|F )).
Since κ is characteristic α|F must be even for if v ∈ F , 0 = λ(v, v) =
α(v) (mod 2). We may therefore apply Lemma 2.37 to conclude that
qc(κ(ψ ·Ψ)) = qc(κ(λ(Ψ), α(Ψ) + ρ∗(ψ∗(α|F ))) = qc(κ(Ψ))a
where a = π(ρ∗(ψ∗(α|F )))/2 and π, as usual, is the projection H∗ →
Cok(λˆ). Now since π(α) = β, α|F = λ¯G(β) and by Lemma 2.21,
λ¯G = λ¯
∗
F ◦ τG. Therefore
a = π(ρ∗(ψ∗(α|F )))/2
= (π ◦ ρ∗ ◦ ψ∗ ◦ λ¯∗F )(τG(β))/2
= φ(ψ)(τG(β))/2.
Proposition 2.42. Let κ = κ(H, λ, α) be a quadratic function in
F∗ with G = Cok(λˆ) and F = Ker(λˆ). Let τG : G → G∗∗, Sec(τG),
ρ : H → H/F and Sec(ρ) be as above and let β := [α] ∈ G. If κ ∈ F∗
and q∗(κ) is defined by
q∗(κ) : Sec(τG) → Q(b(λ))
Φ 7→ qc(κ(Ψ))
for any Ψ ∈ Sec(ρ) such that Φ(Ψ) = Φ. Then the triple
δ∗(κ) := (G, q∗(κ), β)
is a characteristic (resp. even) quadratic linking family on G for ∗ = c
(resp. ∗ = ev).
Proof. Suppose that κ ∈ F c. We show first the qc(κ) is well
defined. By Lemma 2.34 each qc(κ(Ψ)) refines b(λ(Ψ)) which is inde-
pendent of Ψ and equal, by definition, to b(λ). Secondly, by Lemma
2.40, if Ψ and Ψ′ are such that Φ(Ψ) = Φ(Ψ′) then Ψ′ = ψ · Ψ′ for
some ψ such that φ(ψ) = 0. If follows now from 2 of Lemma 2.41 that
qc(κ(Ψ′)) = qc(κ(Ψ)) and so qc(κ) is well defined. Now let Φ ∈ Sec(τG)
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and φ ∈ Hom(G∗∗, TG) and let Ψ ∈ Sec(ρ) and ψ ∈ Hom(H/F, F ) be
such that Φ(Ψ) = Φ and φ(ψ) = φ.
qc(φ · Φ) = qc(κ(ψ.Ψ)) by Lemma 2.40 2
= qc(Ψ)φ(τG(β))/2 by Lemma 2.41 1.
Hence qc(κ) is equivariant with respect to the action of Hom(G∗∗, TG).
With Φ and Ψ as before we must show that β = Φ(τG(β)) + β(q
c(Φ)).
Recall from the proof of Lemma 2.41 that α|F = λ¯∗F (τG(β)) and also
from Section 6 that α = pF (Ψ)
∗(α|F ) + α(Ψ). We calculate that
β = π(α)
= π(pF (Ψ)
∗(α|F ))) + π(α(Ψ))
= (π ◦ pF (Ψ)∗ ◦ λˆ∗F )(τG(β)) + β(qc(κ(Ψ)))
= Φ(τG(β)) + β(q
c(Φ)).
Finally, this decomposition shows that β is even for by Remark 2.38,
β(qc(Ψ)) is even and, as we showed in the proof of Lemma 2.41, α|F
(and hence τG(β)) is even.
If κ ∈ F ev then by Lemma 2.41, qev(κ(Ψ)) is independent of Ψ
and hence qev(κ) is a constant function. By Lemma 2.34 qev(κ) is a
homogeneous refinement of b(λ) and so the triple (G, qev(κ), β) defines
an even quadratic linking family on G.
Remark 2.43. We note that we have been using the symbol q∗ in
two different but closely related ways. When κ = κ(λ) is a degenerate
quadratic function the symbol q∗(κ) denotes a function which is defined
over Sec(τG) (or equivalently the splittings ofG = Cok(λˆ)) which values
in the quadratic linking functions defined on TG. When κ = κ(λ)
is a nondegenerate characteristic quadratic function the symbol q∗(κ)
denotes a single quadratic linking function define on TG = Cok(λˆ).
Now κ is nondegenerate if and only if G = TG is torsion. In this
case G∗∗ = {e} and Sec(τG) = {0} is a singleton set containing the
zero homomorphism from the trivial group to TG. Hence our two uses
of q∗ coincide provided we are prepared to identify a function on a
singleton set with its range. In the characteristic case observe also that
when G = TG is a torsion group β = β(qc(0)) is determined by qc(0)
and so in the torsion case a characteristic quadratic linking family is
completely determined by qc(0).
Remark 2.44. Note that the equivariance property (B) of charac-
teristic quadratic linking families ensures that the function qc is deter-
mined by its value on any single section Φ ∈ Sec(τG) and the divisibility
of τG(β). In particular if τG(β) is precisely 2r-divisible then a simple
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argument concerning the action of Hom(G∗∗, TG) on Q(b) shows for
any Φ ∈ Sec(τG) that Im(qc) = {qc(Φ)ra|a ∈ TG}.
Remark 2.45. When G is a free group then TG = {e}, Sec(τG) =
{IdG} and qc(Id) is the trivial quadratic linking function.
We now define isometries between and sums of quadratic linking
functions. Let Q0 = (G0, q
∗
0, β0) and Q1 = (G1, q
∗
1, β1) be a pair of
quadratic linking families. An isomorphism θ : G0 → G1 defines a
bijection
τθ : Sec(τG0) → Sec(τG1)
Φ 7→ θ ◦ Φ ◦ (θ∗∗)−1
which is illustrated in the following commutative diagram.
G0 G1
G∗∗0 G
∗∗
1
✲θ
✻
Φ
✻
τθ(Φ)
✛(θ
∗∗)−1
We define θ to be an isometry from Q0 to Q1 if θ(β0) = β1 and if for
all Φ ∈ Sec(τG0),
q∗0(Φ) = q
∗
1(τθ(Φ)) ◦ θTG0 .
Remark 2.46. If If Q0 and Q1 are characteristic quadratic linking
families then Q0 and Q1 are isometric if and only if there is an isomor-
phism θ : G0 → G1 such that θ(β0) = β1 and qc1(Φ1) ◦ θTG0 = qc0(Φ0)
for some sections Φ0 ∈ Sec(τG0) and Φ1 ∈ Sec(τG1). However, there is
no guarantee that θ itself is an isometry from Q0 to Q1. But there is
an automorphism θ′ : G1 ∼= G1 such that θ′|TG1 = IdTG1 and such that
θ′ ◦ θ is an isometry from Q0 to Q1.
Given homomorphisms f0 : G0 → F0 and f1 : G1 → G0 we let
f0 ⊕ f1 denote the obvious homomorphism from G0 ⊕ G1 to F0 ⊕ F1.
It is clear that τG0⊕G1 = τG0 ⊕ τG1 and that there is an inclusion
Sec(τG0)⊕ Sec(τG1) : → Sec(τG0⊕G1)
(Φ0,Φ1) 7→ Φ0 ⊕ Φ1.
With the quadratic linking families Q0 and Q1 as above we define
Q0 ⊕Q1 to be the quadratic linking family (G0 ⊕G1, q∗0 ⊕ q∗1, (β0, β1)).
Here
q∗0 ⊕ q∗1 : Sec(τG0⊕G1)→ Q(b0 ⊕ b1)
is the unique function such that (q∗0 ⊕ q∗1)(Φ0 ⊕ Φ1) = q∗0(Φ0)⊕ q∗1(Φ1)
for every Φi ∈ Sec(τGi), i = 0, 1 and which is equivariant with respect
10. QUADRATIC LINKING FAMILIES 45
to the action of Hom(G∗∗0 ⊕ G∗∗1 , TG0 ⊕ TG1). Note that in the even
case we take this action to be trivial so that qev0 ⊕qev1 is again a constant
function.
We now show that the isometries and directs sums of quadratic
functions induce isometries and direct sums of the associated quadratic
linking families. Let κ0 = (H0, λ0, α0) and κ1 = (H1, λ1, α1) be a pair
of quadratic functions with canonical projections ρi : H0 → H0/F0,
i = 0, 1. For every isometry Θ : H0 → H1, Θ(F0) = F1 and hence
Θ induces an isomorphism Θ/F : H0/F0 → H1/F1. The isometry Θ
defines a bijection
ρΘ : Sec(ρ0) → Sec(ρ1)
Ψ 7→ Θ ◦Ψ ◦ (Θ/F )−1
which is illustrated in the following commutative diagram.
H0 T1
H0/F0 H1/F1
✲Θ
✻
Ψ
✻
ρΘ(Ψ)
✛
(Θ/F )
−1
Lemma 2.47. Let Θ : H0 → H1 be an isometry between quadratic
functions κ0 = κ(H0, λ0, α0) and κ1 = κ(H1, λ1, α1). Then,
1. the following diagram commutes,
0 F0 H0 H
∗
0 G0 0
0 F1 H1 H
∗
1 G1 0
✲ ✲
❄
Θ|F0
✲λˆ0
❄
Θ
✲π0
❄
(Θ∗)−1
✲
✲ ✲ ✲λˆ1 ✲π1 ✲
2. for x ∈ H∗0 and [x] = π0(x) ∈ G0, the map
δ∗(Θ) : G0 → G1
[x] 7→ [(Θ∗)−1x]
is a well-defined isomorphism from G0 to G1,
3. for every Ψ ∈ Sec(ρ0), Φ(ρΘ(Ψ)) = τδ∗(Θ)(Φ(Ψ)) ∈ Sec(τG1),
4. for every Ψ ∈ Sec(ρ0), Θ|H(Ψ) : κ0(Ψ) → κ1(ρΘ(Ψ)) is an isom-
etry,
5. if κ0 and κ1 are nondegenerate then λˆ
−1
0 = (Θ
−1 ⊗ IdQ) ◦ λˆ−11 ◦
(Θ∗)−1.
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Proof. (1.) Let v0, w0 be elements of H0.
Θ∗(λˆ1(Θ(v0)))(w0) = λˆ1(Θ(v0))(Θ(v1))
= λ1(Θ(v0),Θ(v1))
= λ0(v0, w0)
= λˆ0(v0)(w0)
Thus λˆ0 = Θ
∗ ◦ λˆ1 ◦ Θ and so (Θ∗)−1 ◦ λˆ0 = λˆ1 ◦ Θ and the diagram
commutes.
(2.) This follows from part 1 and an elementary diagram chase.
(3.) This is a particularly complicated but routine diagram chase. We
include the commutative diagram and leave the reader to check that it
commutes.
G∗∗0 F
∗
0 F
∗
0 (Ψ) G0
G∗∗1 F
∗
1 F
∗
1 (ρΘ(Ψ)) G1
✲
λ¯∗F0 ✲
pF0(Ψ)
∗
✲
π0|F∗
0
(Ψ)
❄
(Θ∗)−1|F∗
0
(Ψ)
❄
δ∗(Θ)
✲
λ¯∗F1
✻
δ∗(Θ)∗∗
✲
pF1(ρΘ(Ψ))
∗
✻
(Θ|F0 )
∗
✲
π1|F∗1 (ρΘ(Ψ))
The homomorphism Φ(ρΘ(Ψ)) is the composition of the bottom three
horizontal arrows whereas the homomorphism τδ∗(Θ)(Φ(Ψ)) moves up
δ∗(Θ)∗∗ along the top of the diagram and then down δ∗(Θ).
(4.) It is only necessary to observe that
Θ(H0(Ψ)) = Θ(Ψ(H0/F0)) = ρΘ(Ψ)(Θ/F (H0/F0)) = ρΘ(Ψ)(H1/F1) = H1(ρΘ(Ψ)),
because the restriction of an isometry remains an isometry.
(5.) If κ0 and κ1 are nondegenerate then λˆi⊗ IdQ is invertible and the
homomorphism λˆ−1i = (λˆi ⊗ IdQ)−1|H∗i , i = 0, 1. We calculate that
λˆ−10 = ((Θ
∗ ◦ λˆ1 ◦Θ)⊗ IdQ)−1|H∗0
= (Θ−1 ⊗ IdQ) ◦ (λˆ−11 ⊗ IdQ)|H∗1 ◦ ((Θ∗)−1 ⊗ IdQ)|H∗0
= (Θ−1 ⊗ IdQ) ◦ λˆ−11 ◦ (Θ∗)−1.
Lemma 2.48. Let κ0 = κ(H0, λ0, α0) and κ1 = κ(H1, λ1, α1) be a
pair of quadratic functions in F∗.
1. If Θ : κ0 → κ1 is an isometry then δ∗(Θ) : δ∗(κ0)→ δ∗(κ1) is an
isometry of quadratic linking families.
2. δ∗(κ0 ⊕ κ1) = δ∗(κ0)⊕ δ∗(κ1).
Proof. (1.) Let δ∗(κ0) = (G0, q
∗
0, β0) to δ
∗(κ1) = (G1, q
∗
1, β1). As
(Θ∗)−1(α0) = α1 it follows that
δ∗(Θ)(β0) = δ
∗(Θ)([α0]) = [α1] = β1.
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Suppose now that κ0 and κ1 are nondegenerate. Another diagram chase
shows that δ∗(Θ) is an isometry from δ∗(κ0) to δ
∗(κ1). We include the
computation for the characteristic case with x ∈ H∗ a lift of [x] ∈ TG0.
q1(δ
c(Θ)([x])) = λ−11 ((Θ
∗)−1(x), (Θ∗)−1(x) + α1)/2 mod Z
= (Θ∗)−1(x+ α0)[λˆ
−1
1 ((Θ
∗)−1(x))]/2 mod Z
= (Θ∗)−1(x+ α0)[(Θ⊗ IdQ)(λˆ−10 (x))]/2 mod Z by Lemma 2.48, 5
= (x+ α0)[λˆ
−1
0 (x)]/2 mod Z
= λ−10 (x, x+ α0)/2 mod Z
= q0([x])
Now consider the general case. Let Ψ ∈ Sec(ρ0) and Φ ∈ Sec(τG0) be
such that Φ = Φ(Ψ). By part 4 of Lemma 2.47, Θ|H(Ψ) defines an
isometry form κ0(Ψ) to κ1(ρΘ(Ψ)). Moreover, δ
∗(Θ)|TG0 = δ∗(Θ|H(Ψ))
and so by the calculation for the nondegenerate case we conclude that
q∗(κ1(ρΘ(Ψ))) ◦ δ∗(Θ)|TG0 = q∗(κ0(Ψ)). We calculate that
q∗1(τδ∗(Θ)(Φ)) ◦ δ∗(Θ)|TG0 = q∗1(Φ(ρΘ(Ψ))) ◦ δ∗(Θ)|TG0 by Lemma 2.47 3
= q∗(κ1(ρΘ(Ψ))) ◦ δ∗(Θ)|TG0
= q∗(κ0(Ψ))
= q∗0(Φ)
and so δ∗(Θ) defines an isometry from δ∗(κ0) to δ
∗(κ1).
(2.) It is clear that Cok(λˆ0 ⊕ λˆ1) = Cok(λˆ0) ⊕ Cok(λˆ1) and that
[(α0, α1)] = ([α0], [α1]). It is also clear that the quadratic linking func-
tion induced by the direct sum of nondegenerate quadratic functions
is the direct sum of the induced quadratic linking functions. Now we
note that for Ψ0 ∈ Sec(ρ0) and Ψ1 ∈ Sec(ρ1) that Φ(Ψ0 ⊕ Ψ1) =
Φ(Ψ0)⊕Φ(Ψ1). Setting Φ0 = Φ(Ψ0) and Φ1 = Φ(Ψ1) we calculate that
q∗(κ0 ⊕ κ1)(Φ0 ⊕ Φ0) = q∗(κ0 ⊕ κ1)(Ψ0 ⊕Ψ1)
= q∗((κ0 ⊕ κ1)(Ψ0 ⊕Ψ1))
= q∗(κ0(Ψ0)⊕ κ1(Ψ1))
= q∗(κ0(Ψ0))⊕ q∗(κ1(Ψ1))
= q∗(κ0)(Φ0)⊕ q∗(κ0)(Φ1)
which shows that δ∗(κ0 ⊕ κ1) = δ∗(κ0)⊕ δ∗(κ1).
Remark 2.49. For i = 0, 1, let Li = L(κi) be handlebodies cor-
responding to quadratic functions κi and let Pi = ∂Li. The topolog-
ical correlates of Hi, H
∗
i and Gi = Cok(λˆi) are respectively H4j(Li),
H4j(Li) and H
4j(Pi). The isometry Θ : H0 → H1 therefore defines
an isomorphism H4j(L0) → H4j(L1) which, by Wall’s classification of
handlebodies, is realized as the map induced on homology by a dif-
feomorphism g : L0 → L1. If f := g|P0 is restriction of g to the
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boundary of L0, then δ
∗(Θ) corresponds to the the “wrong way” map
f! : H
4j(P0) → H4j(P1). Recall that f! was defined in the introduc-
tion as follows. For x ∈ H4j(P0), f!(x) := f∗(x ∩ [P0])/(P1), where
[P0] ∈ H8j(P0) and (P1) ∈ H8j(P1) are the orientation classes of P0
and P1 and ∩ and / denote the cap and slant products respectively.
Definition 2.50. Let P be a highly connected (8j − 1)-manifold
and let L be a handlebody with boundary P#ΣP . We define the qua-
dratic linking family of P , Q(P ), to be the quadratic linking family
induced by κ(L),
Q(P ) := δ∗(κ(L)).
Lemma 2.51. The quadratic linking family of a highly connected
manifold P is well defined and if P0 and P1 are two highly connected
(8j − 1)-manifolds then
Q(P0#P1) = Q(P0)⊕Q(P1).
Proof. Note that the proof is completely analogous to the proof
of Corollary 2.26. Suppose that L and L′ are two handlebodies with
boundary P#ΣP . Then by Wilkens’ Theorem 2.24 applied to IdP#ΣP
there are handlebodies V and V ′ with boundaries the standard sphere
and a diffeomorphism
g : L♮V → L′♮V ′
which extends IdP#ΣP . The induced map g∗ : κ(L)⊕ κ(V )→ κ(L′)⊕
κ(V ′) is an isometry. So by Lemma 2.48
δ∗(g∗) : δ
∗(κ(L))⊕ δ∗(κ(V )) = δ∗(κ(L′))⊕ δ∗(κ(V ′))
is an isometry. Now by the preceding remark, δ∗(g∗) = (g|∂(L♮V ))! =
(IdP#ΣP )! = Id. Moreover, both δ
∗(κ(V )) and δ∗(κ(V ′)) are the trivial
quadratic linking family and hence δ∗(κ(L)) = δ∗(κ(L′)) and so Q(P )
is well defined.
Now suppose that Pi#Σi = ∂Li for i = 0, 1 then (P0#P1)#ΣP0#P1 =
∂(L0♮L1) and we see that
Q(P0#P1) = δ
∗(κ(L0♮L1))
= δ∗(κ(L0)⊕ κ(L1))
= δ∗(κ(L0))⊕ δ∗(κ(L1))
= Q(P0)⊕Q(P1).
Remark 2.52. In dimensions (8j − 1) with j > 2, Wall gave an
intrinsic definition of the quadratic form associated to a highly con-
nected manifold P [Wa3]. At this stage I am still unable to give an
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intrinsic definition of Q(P ) in dimensions 7 and 15 although this would
be most desirable.
To conclude this section we summarize the algebraic invariants arising
from a pair (L, P ) which we have described in previous sections.
• A free abelian group H = H4j(L) ∼= H4j(L, P ) and its dual
H∗ = H4j(L) ∼= H4j(L, P ).
• A symmetric intersection pairing λ : H × H → Z with adjoint
map λˆ : H → H∗, λ(v, w) = λ(w, v) = λˆ(w)(v) = λˆ(v)(w).
• An element α ∈ H∗ which is the stable tangential invariant of L.
When j = 1, 2 α is characteristic for λ, that is λ(v, v) + α(v) is
even for all v ∈ H . When j > 2 there is no constraint upon α.
• A quadratic function κ = κ(H, λ, α) = κ(L) which is a synthesis
of the above invariants.
• A finitely generated abelian group G = H4j(P ) ∼= H4j−1(P ).
• A nonsingular, symmetric, bilinear (linking) form b on TG, b :
TG× TG→ Q/Z.
• An element β ∈ G which is the stable tangential invariant of P .
When j = 2, 4 β is even.
• A function q∗ : Sec(τG) → Q(b) which associates a quadratic
linking function to every section of the canonical map τG : G→
G∗∗ (in the even case qev is a constant function with value an
quadratic linking form).
• A quadratic linking family, Q(P ) = (G, q∗, β) = δ∗(κ(L)).
11. Categorical statements
Let HC8j−1 be the category whose objects are closed smooth highly
connected (8j − 1)-manifolds. An almost diffeomorphism is a homeo-
morphism which fails to be a diffeomorphism at at most finitely many
points (see Section 1). The morphisms of HC8j−1 shall be equivalence
classes of almost diffeomorphisms f : P0 → P1. Two almost diffeomor-
phisms f and f ′ are equivalent if they induce the same isomorphism
on cohomology, f! = f
′
! : H
4j(P0) → H4j(P1). We let Qc (resp. Qev)
denote the categories whose objects are characteristic (resp. even)
quadratic linking families. The morphisms of Q∗ are isometries of qua-
dratic linking families. The categories HC8j−1 and Q∗ are symmetric
monoidal categories with respect to the operations of connected sum
of manifolds and direct sum of quadratic linking families respectively.
Theorem 2.53. The functors Qj which associate to every highly
connected (8j − 1)-manifold its quadratic linking family and to ev-
ery almost diffeomorphism the induced isomorphism on cohomology are
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equivalences of (symmetric monoidal) categories.
Qj : HC8j−1 → Qc
{P, [f ]} 7→ {Q(P ), f!} (j = 1, 2)
Qj : HC8j−1 → Qev
{P, [f ]} 7→ {Q(P ), f!} (j > 2)
Proof. Let HC8j−1 be a skeleton of HC8j−1. By Theorem B,
Qj(HC8j−1) is a skeleton of Q∗ and hence Qj defines an equivalence
of categories. Moreover, for any pair of highly connected (8j − 1)-
manifolds, P0 and P1 and any pair of almost diffeomorphisms f0 and
f1, Q(P0#P1) = Q(P0)⊕Q(P1) and (f0#f1)! = (f0)! ⊕ (f1)!.
Of course the equivalences of categories in the restatement of Wall’s
classification of handlebodies (2.12) are related to the equivalences of
categories in Theorem 2.53. Recall that the functor κj from Theo-
rem 2.12 associates to every 8j-dimensional handlebody its quadratic
function and to every equivalence class of diffeomorphisms the induced
map on homology. We let ∂j : H8j → HC8j−1 be the functor which
associates to every handlebody its boundary and to the every equiva-
lence class of diffeomorphisms the equivalence class of diffeomorphisms
restricted to the boundary.
Proposition 2.54. The functors ∂j , δ∗, κj and Qj fit into the fol-
lowing commuting squares.
H8j κj−→ F c
↓ ∂j ↓ δc
HC8j−1 Qj−→ Qc
(j = 1, 2)
H8j κj−→ F ev
↓ ∂j ↓ δev
HC8j−1 Qj−→ Qev
(j > 2).
Proof. This follows from the definition of Q(∂L) since Q(∂L) =
δ∗(κ(L)).
12. The invariants s1, s¯1 and µ
Up until this point our preliminary remarks have been preparing for
the almost diffeomorphism classification of highly connected (8j − 1)-
manifolds by their quadratic linking families. In this section we define
the smooth invariant s1 of highly connected rational homology spheres
in preparation for their smooth classification. We also define the almost
diffeomorphism invariant s¯1 whose algebraic analogue is crucial for the
classification of quadratic linking functions.
If a handlebody L has a nondegenerate quadratic function then
the boundary of L, P , is a rational homology sphere bounding the a
spin manifold in which case the Eels-Kuiper µ-invariant [EK] is well
defined. In fact, Stolz [St] has defined a stronger invariant but only
for homotopy spheres. However, there is nothing which prevents the
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definition of this invariant, which I shall call s1, for simply connected
rational homology spheres and so we now present a generalization of
Stolz’s s1 invariant. Suppose then that M is a simply connected spin
rational homology sphere of dimension 4k−1 bounding a spin manifold
W . We let L(W ), Aˆ(W ) and ph(W ) denote respectively the L-genus,
the Aˆ-genus and the Pontryagin character of W which are rational
power series in the Pontryagin classes pi of W , [Hi] and [St]. For
any power series T in the Pontryagin classes we let Tk denote its 4k-
dimensional component. So for example, the first four terms of the
power series of L(W ), Aˆ(W ) and ph(W ) are
L0 = 1, L1 = 13p1, L2 = 145(7p2 − p21), L3 = 132·5·7(62p3 − 13p2p1 + 2p31),
Aˆ0 = 1, Aˆ1 = −23p1, Aˆ2 = 245(−4p2 + 7p21), Aˆ3 = 432·5·7(−16p3 + 44p2p1 − 31p31),
ph0 = 0, ph1 = p1, ph2 =
1
24
(−4p2 + p162), ph3 = 127·33·5(144p3 − 28p2p1 + p31).
Now following Stolz we define
Sk(W ) =
1
8
Lk(W ) + |bP4k|
ak
(
ckAˆk(W ) + (−1)kdk(Aˆ(W )ph(W ))k
)
where ak = 1 for k even and 2 for k odd, and ck and dk are integers
such that
cknum(Bk/4k) + dkdenom(Bk/4k) = 1.
The symbol Bk denotes the kth Bernoulli number and num(Bk/4k)
and denom(Bk/4k) denote respectively the numerator and denomina-
tor of the fraction Bk/4k when expressed in lowest terms. As M is a
rational homology sphere H∗(W ;Q) ∼= H∗(W,M ;Q) and we use this
isomorphism to view each Pontryagin class pi(W ) as an element of
H∗(W,M ;Q). Hence we may evaluate Sk(W ) against on the funda-
mental class of W , [W, ∂W ] ∈ H4k(W ), to obtain the rational number
< Sk(W ), [W, ∂W ] >.
Theorem 2.55 (c.f. [St] Theorem). LetM be a (4k−1)-dimensional
spin rational homotopy sphere bounding a spin manifold W and let
σ(W ) denote the signature of W . Then the coefficient of pk(W ) in
Sk(W ) is zero and
s1(M) :=
1
|bP4k|
(
< Sk(W ), [W, ∂W ] > −1
8
σ(W )
)
mod Z
is a well defined smooth invariant of M . If M = Σ is a homotopy
sphere then
−|bP4k| · s1(Σ) = s(Σ) ∈ Z/|bP4k|
computes Brumfiel’s splitting invariant of Σ.
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Proof. The first and third assertions of the Theorem are proven by
Stolz. Moreover, Stolz’s proof that the quantity 1
8
σ(W )− < Sk(W ), [W, ∂W >
(mod|bP4k|) is independent of the choice of spin coboundary W makes
no essential use of the fact that M is a homotopy sphere as opposed
to a rational homology sphere. We present this proof again to re-
assure the reader of this claim. Suppose that W and W ′ are two
spin manifolds bounding M . Let X be the closed spin manifold ob-
tained by gluing W to −W ′ along M and let i : W →֒ X and i′ :
−W ′ →֒ X denote the inclusions. As M is a rational homology sphere,
i∗⊕ i′∗ : H2k(X ;Q)→ H2k(W ;Q)⊕H2k(W ′Q) is an isomorphism and
(i∗ ⊕ i′∗)pi(X) = (pi(W ), pi(−W ′)) for i < k. It follows that
σ(X) = σ(W )− σ(W ′)
and
< Sk(X), [X ] >=< Sk(W ), [W, ∂W ] > − < Sk(W ′), [W ′, ∂W ′] > .
We now calculate that
(1/|bP4k|)
(
< Sk(W ), [W, ∂W ] > −18σ(W )
)
−(1/|bP4k|)
(
< Sk(W
′), [W ′, ∂W ′] > −1
8
σ(W ′)
)
= (1/|bP4k|)
(
< Sk(X), [W, ∂X ] >
1
8
σ(X)
)
= (1/|bP4k|)(Lk(X)− 18σ(X))
+
(
ck(1/ak) < Aˆ(X), [X ] > +(−1)kdk(1/ak) < (Aˆ(X)ph(X))k, [X ] >
)
= 0 mod Z
because σ(X) =< Lk(X), [X ] > by Hirzebruch’s signature theorem the
quantities (1/ak) < Aˆ(X), [X ] > and (1/ak) < (Aˆ(X)ph(X))k, [X ] >
are integers by the Hirzebruch-Riemann-Roch Theorem.
Remark 2.56. We mentioned above that Stolz’s s1-invariant gen-
eralizes the Eels-Kuiper µ-invariant and we now explain this remark.
ForW andM as before Eels and Kuiper made the following definitions:
Nk(W ) :=
1
8 · |bP4k|Lk(W ) +
1
ak
Aˆk(W )
and
µ(M) :=< Nk(W ), [W, ∂W ] > − 1
8 · |bP4k|σ(W ).
Now when num(B4k/4k) = 1 (which is the case for k = 2 and when
k = 4) then we may take ck = 1 and dk = 0 in the definition of Sk(W )
and s1(M) and then s1(M) = µ(M). However, when num(B4k/4k) 6= 1
the s1-invariant is strictly shaper than the µ-invariant.
12. THE INVARIANTS s1, s¯1 AND µ 53
Observe that for two closed spin (4k − 1)-manifolds M0 and M1
bounding spin manifolds W0 and W1 that M0#M1 = ∂(W0♮W1) and
hence s1(M0#M1) = s1(M0) + s1(M1). Observe also that
|bP4k| = max{denom(s1(Σ))|Σ ∈ Θ4k−1}
and then define
s¯1(M) := |bP4j|s1(M) ∈ Q/Z.
It follows immediately that s¯1(Σ) = 0 for any homotopy sphere and
therefore that s¯1 is an almost diffeomorphism invariant. In fact, when
k = 2 Kreck and Stolz show that s¯1 is a topological invariant [KS].
We shall later identify the s¯1-invariant of a highly connected ratio-
nal homology sphere in dimensions 7 and 15 with the Kervaire-Arf
invariant of its quadratic linking function. To conclude this section
we present the calculations of s1 for 2-connected 7-manifolds and 6-
connected 15-manifolds. If L is an 8j-dimensional handlebody with
tangential invariant α then the Pontryagin classes of L are as follows:
pi(L) =
{
(2j − 1))!akα i = j
0 i 6= j
}
.
It follows that the only possibly non-zero term in S2j(L) is that con-
taining pj(L)
2. Now let L(j,2j) and Aˆ(j,2j) denote the coefficient of p2j in
respectively L2j and Aˆ2j . We also need to know the coefficients of pj in
ph(L)j and p
2
j in ph(L)2j but these may be computed using Newton’s
formula ([MS] Ex 16.A) and the fact that all but one Pontryagin class
vanish. We calculate that
S2j(L) = S(j,2j)(L)p
2
j = S˜(j,2j)(L)α
2
where S˜(j,2j)(L) = ((2j − 1)!)2S(j,2j)(L) and
S(j,2j)(L) :=
1
8
L(j,2j)+|bP8j|
(
c2jAˆ(j,2j) + d2j
(
Aˆ(j,2j)
(−1)j
2j!(2j − 1)! +
1
(2j − 1)!
))
.
Proposition 2.57. Let P be a highly connected manifold of dimen-
sion 7 or 15 and let P#ΣP = ∂L where the handlebody L has quadratic
function κ(L) = κ(H, λ, α). Then
dim(P ) = 8j − 1 : s1(P ) = (1/|bP8j|)
(
S˜(j,2j)λ
−1(α, α)− 1
8
σ(λ))
)
,
dim(P ) = 7 : s1(P ) =
1
28
· 1
8
(λ−1(α, α)− σ(λ)), s¯1(P ) = 18(λ−1(α, α)− σ(λ)),
dim(P ) = 15 : s1(P ) =
1
8,128
· 1
8
(λ−1(α, α)− σ(λ)), s¯1(P ) = 18(λ−1(α, α)− σ(λ)).
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Proof. By definition s(ΣP ) = 0. Thus s1(ΣP ) = 0 and s1(P ) =
s1(∂L). The term λ
−1(α, α) appears since to compute < α2, [L, ∂L] >
we must transport α ∈ H4j(L;Q) to λˆ−1(α) ∈ H4j(L, ∂L;Q) and
λˆ−1(α)2 = λ−1(α, α). The specific computations for dimensions 7 and
15 come from from knowledge of L(1,2), L(2,4), Aˆ(1,2), Aˆ(2,4), B2 and B4
which may all be found in [Hi]. Alternatively, since B2 = B4 = 1/30,
s1 = µ in dimensions 7 and 15 and these calculations are in [EK].
CHAPTER 3
Stable algebra of quadratic functions
In this chapter we establish the algebraic results we shall need to
classify the manifolds P up to almost diffeomorphism. In Chapter 4
we shall apply these results. Recall that two quadratic functions κ0
and κ1 belonging to a category F∗ are stably F∗-equivalent if there are
nonsingular quadratic functions µ0 and µ1 also belonging to F∗ such
that κ0 ⊕ µ0 ∼= κ1 ⊕ µ1. In this chapter we establish that stable F∗-
equivalence is closely related to two further relations between quadratic
functions. The first of these is that of isometry between their induced
quadratic linking families and the second is orthogonality which we
shall define presently.
Definition 3.1. An isometric embedding i0 : κ0(H0) →֒ κ(H) be-
tween nondegenerate quadratic functions is said to be primitive if i0(H0)
is a summand of H. The orthogonal complement of a primitive em-
bedding i0, denoted by i0(κ0)
⊥, is defined to be κ|i0(H0)⊥ where
i0(H0)
⊥ := {v ∈ H|λ(v, i0(v0)) = 0 ∀v0 ∈ H0}.
Example 3.2. Let κ = κ(H, λ, 0) and κ0 = κ(H0, λ, 0) be quadratic
forms defined on H = Z2[v, w] and H0 = Z[w0], by the following equa-
tions: λ(v, v) = 0, λ(v, w) = 1, λ(w,w) = n and λ0(w0, w0) = n, where
n ∈ Z− {−1, 0, 1}. Then i0 : H0 →֒ H,w0 7→ w, is a primitive embed-
ding of a nondegenerate but singular form into a nonsingular form. In
this case i0(H0)
⊥ = Z[nv − w] and i0(κ0)⊥ is defined by
i0(κ0)
⊥(nv − w) = n.
Definition 3.3. Let κ0 = κ(H0, λ0, α0) and κ1 = κ(H1, λ1, α1) be
quadratic functions belonging to the category F∗.
1. If κ0 and κ1 are nondegenerate then they are F∗-orthogonal if
there exists a nonsingular quadratic function κ belonging to F∗
and primitive embeddings i0 : κ0 →֒ κ and i1 : κ1 →֒ κ such that
i0(κ0)
⊥ = i1(κ1).
2. In general, κ0 and κ1 are F∗-orthogonal if there exits splittings
(see Section 9)
κ0 = α0|F0 ⊕ κ0(Ψ0) and κ1 = α1|F1 ⊕ κ1(Ψ1)
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such that α0|F0 ∼= α1|F1 and such that κ0(Ψ0) is F∗-orthogonal
to κ1(Ψ1).
In both cases we write κ0 ⊥F∗ κ1.
We now state the theorem whose proof is the subject of the chapter.
Theorem 3.4. Let κ0 and κ1 be two quadratic functions in the
same family F∗. Then the following are equivalent.
1. κ0 is stably F∗-equivalent to κ1, κ0 ∼F∗ κ1.
2. The quadratic linking families induced by κ0 and κ1 are isomet-
ric, δ∗(κ0) ∼= δ∗(κ1).
3. κ0 and κ
−
1 are F∗-orthogonal, κ0 ⊥F∗ κ−1 .
Remark 3.5. In the nondegenerate case when F∗ = F o, the equiv-
alence of 1 and 2 was proven by Durfee [Du1], and Wall [Wa4].
Though he did not state it this way, Wilkens [Wi1] proved the equiva-
lence of 1 and 2 for F c in the case where the induced quadratic linking
family is indecomposable. Nikulin proved the equivalence of 2 and 3
([Ni] Corollary 1.6.2) in the nondegenerate case where F∗ = F o. Of
course, the family F c is of primary concern for the classification of
manifolds in dimensions 7 and 15, however the proofs given below may
shed some light on the results when F∗ = F o or F ev. In particu-
lar, Durfee’s methods use quite delicate p-adic techniques, Wall’s proof
is somewhat opaque (to this reader) though similar to our own and
Nikulin’s proofs are extremely brief. Our perspective on these results
is that they are algebraic counterparts to the topology of handlebodies
and their boundaries.
1. Gluing and splitting nondegenerate quadratic functions
The gluing lemma which follows is inspired by the following topo-
logical idea: suppose that f : P0 → P1 is an almost diffeomorphism of
highly connected rational homology spheres with coboundaries L0 and
L1. We could then form the almost smooth manifold M = L0 ∪f −L1
which would be a highly connected 8j-manifold and there would be a
Mayer-Vietoris decomposition for H4j(W ) relating the domains of the
quadratic functions of M , L0 and L1.
0 H4j(L0)⊕H4j(−L1) H4j(M) H4j−1(P ) 0
0 H0 ⊕H1 H TG 0
✲ ✲
❄
✲
❄ ❄
✲
✲ ✲ ✲ ✲
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The idea then is to manufacture the algebraic data for a manifold M
from the algebraic data corresponding to the almost diffeomorphism
f . If κ0 = κ(L0) and κ1 = κ(L1) are the quadratic functions of the
handlebodies L0 and L1 then this data is an isomorphism θ : δ
∗(L0) ∼=
δ∗(L1) of the induced quadratic linking families. In the following lemma
we show how to define a quadratic function in the class F∗ from θ, κ0
and κ1 which we shall denote by κ0∪θκ−1 . All of the notation follows the
conventions established in Chapter 2. In particular the fundamental
sequence of a non-degenerate quadratic function κi = κ(Hi, λi, αi) is
0 −→ Hi λˆi−→ H∗i πi−→ TGi −→ 0
and for xi ∈ H∗i we shall write [xi] for πi(xi).
Lemma 3.6 (Gluing Lemma). Let F∗ be one of the families F c,
F ev or F o and let κ0 = κ(H0, λ0, α0) and κ1 = κ(H1, λ1, α1) be non-
degenerate quadratic functions in the same family F∗. Suppose that
θ : Cok(λˆ0)→ Cok(λˆ1) is an isometry of the induced quadratic linking
families;
δ∗(κ0)
θ−→ δ∗(κ1).
Let H ⊂ H∗0 ⊕ H∗1 be the set {(x0, x1) : θ([x0]) = [x1])} and λ the
function
λ : H ×H → Q
[(x0, x1), (y0, y1)] 7→ λ−10 (x0, y0)− λ−11 (x1, y1).
Then
1. λ is a nonsingular integral bilinear form on the free abelian group
H,
2. there is a canonical isometric embedding (λ0 ⊕−λ1) →֒ λ,
3. the element (α0, α1) ∈ H,
4. if α := λˆ((α0, α1)), then the quadratic function κ0 ∪θ κ−1 :=
κ(H, λ, α) is of type F∗,
5. there is a canonical isometric embedding κ0 ⊕ κ−1 →֒ κ0 ∪θ κ−1 .
Proof. (1. & 2.) Observe that H is the kernel of the homomor-
phism H∗0 ⊕ H∗1 → TG1 which takes (x0, x1) to θ([x0]) − [x1]. Thus
H is a subgroup of the free abelian group H∗0 ⊕ H∗1 so is itself a free
abelian group. Now let (x0, x1) and (y0, y1) ∈ H . We show first that
λ[(x0, x1), (y0, y1)] is an integer.
λ[(x0, x1), (y0, y1)] mod Z = λ
−1
0 (x0, y0)− λ−11 (x1, y1) mod Z
= b0([x0], [y0])− b1([x1], [y1]) mod Z
= b0([x0], [y0])− b1(θ([x0]), θ([y0])) mod Z
= 0 mod Z
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The last equality holds as q∗(κ0) = θ
∗q∗(κ1) entails that b0 = b1◦(θ×θ).
We next show that λ is nonsingular. Consider first the inclusions
i0 : H0 →֒ H
v0 7→ (λˆ0(v0), 0)
i1 : H1 →֒ H
v1 7→ (0,−λˆ1(v1)).
The sum of i0 and i1, i0 ⊕ i1 : H0 ⊕ H1 →֒ H defines an embedding
(λ0 ⊕−λ1) →֒ λ for we calculate that
λ[(λˆ0(v0),−λˆ1(v1)), (λˆ0(w0),−λˆ1(w1))] = λ−10 (λˆ0(v0), λˆ0(w0))
−λ−11 (−λˆ1(v1),−λˆ1(w1))
= λ0(v0, w0)− λ1(v1, w1)
= (λ0 ⊕−λ1)[(v0, w0), (v1, w1)].
We now define TG to be the subgroup of TG0⊕TG1 consisting of pairs
([x0], θ[x0]) and we let π : H → TG be the map (x0, x1) → ([x0], [x1]).
The linking form b := b(λ0) ⊕ b(−λ1) is defined on TG0 ⊕ TG1 with
adjoint map bˆ : TG0 ⊕ TG1 → (TG0 ⊕ TG1)∧. Setting RTG : (TG0 ⊕
TG1)
∧ → TG∧ to be the restriction map we define Π : H∗0⊕H∗1 → TG∧
to be the composition RTG ◦ bˆ ◦π0⊕π1. It is clear that i(H) ⊂ Ker(Π)
where i : H → H∗0 ⊕H∗1 is the inclusion i(x0, x1) = (x0, x1). Moreover,
Π|TG0⊕0 is onto and since the groups involved are finite we conclude
that Ker(Π) = i(H). We shall show that the following diagram is
commutative with exact rows and columns (where we have identified
(H0 ⊕H1) = (H0 ⊕H1)∗∗.)
Diagram 3.7.
0 0
0 H0 ⊕H1 H TG 0
0 H∗ H
∗
0 ⊕H∗1 TG∧ 0
TG∧∧ TG∧
0 0
❄ ❄
✲ ✲i0⊕i1
❄
i∗
✲π
❄
i
✑
✑
✑
✑
✑✰
λˆ
✲
✲ ✲
i∗0⊕i
∗
1
❄
Πˆ
✲πˆ
❄
Π
✲
❄ ❄
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It is evident that i0⊕ i1 is injective, that Im(i0⊕ i1) = Ker(π) and that
π is onto. It is similarly clear that i is injective and we have already
observed that Π is onto and that Ker(Π) = Im(i). Hence the first row
and second column are exact. The exactness of first column and second
row follow from the duality we reviewed in section 7. We must show
that i∗ : (H0 ⊕H1)∗∗ → H∗ is the same as λˆ ◦ (i0 ⊕ i1). For vi ∈ Hi let
v∗∗i ∈ H∗∗i denote the element φ 7→ φ(vi) for φ ∈ H∗i . We compute that
for (x0, y0) ∈ H
i∗(v∗∗0 , v
∗∗
1 )[(x0, x1)] = (v
∗∗
0 , v
∗∗
1 )[(x0, x1)]
= x0(v0) + x1(v1)
= λ−10 (λˆ(v0), x0)− λ−11 (−λˆ1(v1), x1)
= λ[(λˆ(v0),−λˆ(v1)), (x0, x1)]
= λˆ[(i0 ⊕ i1)(v0, v1)][(x0, x1)]
and thus i∗ = λˆ◦(i0⊕i1) after we have identified Hi = H∗∗i by vi 7→ v∗∗i .
A similar computation shows that i = (i∗0⊕ i∗1) ◦ λˆ. We now require the
following lemma whose proof is left to the reader.
Lemma 3.8. Let A
f→ B g→ C be the composition of a pair of
injective homomorphisms of abelian groups. Then there is a short exact
sequence
0→ Cok(f)→ Cok(g ◦ f)→ Cok(g)→ 0.
If we apply the lemma to λˆ ◦ (i0 ⊕ i1) we see that
0→ TG∧∧ → TG→ Cok(λˆ)→ 0
is exact, that Cok(λˆ) = 0 and therefore that λ is nonsingular.
(3.) By the definition of an isometry of a quadratic linking family
θ([α0]) = [α1] and hence (α0, α1) ∈ H .
(4.) Suppose that F∗ = F c. We must show that α = λˆ((α0, α1)) is
characteristic for λ given that each αi is characteristic for λi. Let
x = (x0, x1) ∈ H and observe that
[λ(x, x) + α(x)]/2 mod Z = [λ(x, x) + λˆ(α0, α1)(x)]/2 mod Z
= [λ−10 (x0, x0 + α0)− λ−11 (x1, x1 + α1)]/2 mod Z
= qc(κ0)([x0])− qc(κ1)(θ([x0])) mod Z
= 0 mod Z.
Thus λˆ(α) is characteristic for λ. If F∗ = F ev then we must show that
λ is even. We again let x = (x0, x1) ∈ H and compute
λ(x, x)/2 mod Z = [λ−10 (x0, x0)− λ−11 (x1, x1)]/2 mod Z
= qev(κ0)([x0])− qev(κ1)(θ([x0])) mod Z
= 0 mod Z.
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Thus λ is even. If F∗ = F o then we must show that λ is even and that
α = 0. However, α = λˆ((α0, α1)) = λˆ((0, 0)) = 0 and λ is even by the
computation for the case F∗ = F ev.
(5.) We have already proven this result for the quadratic forms (λ0 ⊕
−λ1) →֒ λ so we need only show that the inclusions i0 and i1 also
commute with respect to α0, α1 and α := λˆ((α0,−α1)). We do this
now for (v0, v1) ∈ H0 ⊕H1.
α[(i0 ⊕ i1)(v0, v1)] = λ[(α0, α1), (λˆ0(v0),−λˆ1(v1))]
= λˆ−10 (α0, λˆ0(v0))− λˆ−11 (α1,−λˆ1(v1))
= α0(v0) + α1(v1)
Remark 3.9. When κ0 = κ1 and θ = Id then we shall simply write
κ0 ∪ κ−0 for the “double” of κ.
The Splitting Lemma which follows shows that every primitive em-
bedding i0 : κ0 →֒ κ of a nondegenerate quadratic function into a
nonsingular quadratic function gives rise to a decomposition of κ as in
the Gluing Lemma: κ ∼= i0(κ0) ∪θ i0(κ0)⊥−. It is topologically moti-
vated by considering the embedding of a handlebody L0 with boundary
a rational homology sphere into a closed highly connected 8j-manifold
L. The complement of this embedding is itself a handlebody with
boundary the same rational homology sphere (though the orientation
is reversed) and L is obtained by gluing L0 to (L − L0) along their
common boundary.
Lemma 3.10 (Splitting Lemma). Let κ = κ(H, λ, α) be a nonsin-
gular quadratic function in the family F∗ and let H0 be a summand of
H such that κ0 := κ|H0 is nondegenerate. Then
1. the group H1 := H
⊥
0 = {v ∈ H : λ(v, v0) = 0 ∀v0 ∈ H0} is a
summand of H,
2. the quadratic functions κ1 := (κ|H1)− and κ0 are nondegenerate
members of F∗,
3. there is an isomorphism θκ : δ
∗(κ0) ∼= δ∗(κ1),
4. κ and κ0 ∪θκ κ−1 are isometric.
Proof. (1.) If rv belongs to H1 for a nonzero integer r then rv
pairs trivially with all of H0 but this entails that v does also. Thus
v ∈ H1 and so H1 is a summand.
(2.) By definition a quadratic function is nondegenerate if and only if
the associated bilinear form is nondegenerate so we consider the bilinear
forms λ, λ0 := λ|H0×H0 and λ1 := −λ|H1×H1 . We let a subscript Q
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denote the forms obtained after tensoring with the rationals so that
for example λQ : (H ⊗ Q) × (H ⊗ Q) → Q. As λ0Q is a nonsingular
subform of the nonsingular form λQ it follows that λQ = λ0Q⊕−λ1Q and
therefore that λ1Q is nonsingular. Thus λ1 and κ1 are nondegenerate.
Now let αi = α|Hi, i = 0, 1. That both κ0 = κ(H0, λ0, α0) and κ1 =
κ(H1, λ1, α1) belong to F∗ follows from the fact that the properties
of being homogeneous (F o), having an even quadratic form (F ev) and
being even (F c) are all preserved upon restricting to a summand of the
domain of a quadratic function.
(3.) We shall present the proof in the case where F∗ = F c as the other
cases are similar and easier. From the fact that λQ = λ0Q ⊕ −λ1Q,
we deduce that the rational vector space H ⊗ Q = (H0 ⊕ H1) ⊗ Q
and thus H0 ⊕H1 is a subgroup of H with finite index. We therefore
define π to be the projection from H onto this finite group TG :=
H/(H0 ⊕ H1). We now define a series of groups and homomorphisms
which shall fit into an extensive commutative diagram. Let π′ be the
projection from H∗ to the finite group λˆ(TG) := H∗/λˆ(H0 ⊕ H1))
which is canonically isomorphic to TG via the map induced by λˆ. Let
i0 : H0 →֒ H and i1 : H1 →֒ H denote the obvious inclusion maps
and as usual let πi denote the projection from H
∗
i to H
∗
i /λˆ(Hi) = TGi
for i = 0, 1. In addition define J : H → H∗0 ⊕ H∗1 to be the map
which sends v ∈ H to (λˆ(v)|H0, λˆ(v)|H1), I to be the map which sends
π(v) to (π0 ⊕ π1)(J(v)) and K : λˆ(TG) → TG0 ⊕ TG1 be the map
which sends π′(x) to the pair (π0(i
∗
0(x)), π1(i
∗
1(x))). That I and K are
well defined follows from standard diagram chases in Diagram 3.11.
Note that Diagram 3.11 corresponds to Diagram 3.7 of Lemma 3.6 and
extends that diagram. It is commutative and all sets of collinear arrows
represent exact sequences of homomorphisms.
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Diagram 3.11.
0 0 0 0
0 H0 ⊕H1 H TG 0
0 H∗ H
∗
0 ⊕H∗1 TG∧ 0
0 λˆ(TG) TG0 ⊕ TG1 TG∧ 0
0 λˆ(TG)∧ λˆ(TG)∧ 0
0 0
❍❍❍❍❥ ❄ ❄ ❄
✲ ✲i0⊕i1
❄
λˆ◦(i0⊕i1)
❍❍❍❍❍❍❍❍❍❍❥
λˆ0⊕−λˆ1
✲π
❄
J
✟✟✟✟✟
❄
I
✲
❄
✟✟✟✟✟✙
λˆ
✲ ✲
i∗0⊕i
∗
1
❄π
′
π∧
❍❍❍❥
π0⊕π1
✲ ✲
❄Id
✲
❄
✲K
❄
✲
❄
❍❍❍❍❥
✲
❄
✲
❄
✲Id
❄
✲
Let pri : TG0⊕TG1 → TGi is the projection onto the indicated factor
and for v ∈ H suppose that pr0(I(π(v))) = 0. By definition this means
that there is some v0 ∈ H0 such that λˆ(v)|H0 = λˆ0(v0). That is,
λ(v0, w) = λ(v, w) ∀w ∈ H0.
It follows that λ(v−v0, w) = 0 for all w ∈ H0 and hence that (v−v0) ∈
H⊥0 = H1. Therefore v = v0+ (v− v0) = (i0⊕ i1)(v0, v− v0) and hence
π(v) = 0 ∈ TG. Hence pr0 ◦ I is injective and a completely similar
argument shows the same for pr1 ◦ I. Now by Lemma 3.8 applied to
λˆ0 ⊕−λˆ1 = J ◦ (i0 ⊕ i1) we see that there is a short exact sequence
0→ TG→ TG0 ⊕ TG1 → λˆ(TG)∧ → 0.
Now |λˆ(TG)∧| = |TG| and so |TG|2 = |TG0| · |TG1|. But since pri ◦ I
is injective |TGi| ≥ |TG| and so |TG| = |TGi|. We conclude that that
pri ◦ I is an isomorphism.
We show next that δc(κ0)⊕−δc(κ1) is identically zero on I(TG) ⊂
TG0 ⊕ TG1. Given v ∈ H there is a non-zero integer r and elements
vi ∈ Hi for i = 0, 1 such that v = r(v0 + v1). Thus, for any w ∈ H0,
λ(v, w) = λ(rv0, w) = rλ0(v0, w) and hence λˆ(v)|H0 = rλˆ0(v0). Where
as, for any w ∈ H1, λ(v, w) = λ(rv1, w) = −rλ1(v1, w) and λˆ(v)|H1 =
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rλˆ1(−v1). We now calculate
(δc(κ0)⊕−δc(κ1))[I(π(v))] = [λˆ−10 (λˆ(v)|H0, λˆ(v)|H0 + α0)
−λˆ−11 (λˆ(v)|H1, λˆ(v)|H1 + α1)]/2
= [λ(v, v0) + α0(v0)− λ(v,−v1) + α1(−v1)]/2r
= [λ(v, v0 + v1) + α(v0 + v1)]/2r
= [λ(v, v) + α(v)]/2.
Now this last quantity is integral as κ ∈ F c and α is characteristic for
λ. Thus
(δc(κ0)⊕−δc(κ1))[I(π(v))] = 0 ∈ Q/Z
for every π(v) ∈ TG. So it follows that
θκ := (I ◦ pr1) ◦ (I ◦ pr0)−1 : TG0 → TG1
is an isometry from δc(κ0) to δ
c(κ1). In fact I(TG) = {([x0], θκ([x0]))|[x0] ∈
TG0} ⊂ TG0⊕TG1 and since δc(κ0)⊕−δc(κ1) vanishes identically on
I(TG) we see that for all [x0] ∈ TG0
δc(κ0)([x0]) = δ
c(κ1)(θκ([x0])).
(4.) Observe that J(H) = {(x0, x1) ∈ H∗0 ⊕H∗1 |θκ([x0]) = [x1]} which
is the underlying abelian group of κ0 ∪θκ κ−1 . As above, for any v ∈
H we obtain a non-zero integer r and vi ∈ Hi, i = 0, 1, such that
v = r(v0 + v1), λˆ(v)|H0 = rλˆ0(v0) and rλˆ(v)|H1 = rλˆ1(−v1). A similar
calculation to preceding one yields
(κ0 ∪θκ κ−1 )(J(v)) = (κ0 ∪θκ κ−1 )((λˆ(v)|H0, λˆ(v)|H1))
= λˆ−10 (λˆ(v)|H0, λˆ(v)|H0 + α0)− λˆ−11 (λˆ(v)|H1, λˆ(v)|H1 + α1)
= [λ(v0, v) + α0(v0)]/r − [λ(−v1, v) + α(−v1)]/r
= [λ(v0, v) + α(v0) + λ(v1, v) + α(v1)]/r
= λ(v0 + v1, v)/r + α(v0 + v1)/r
= λ(v, v) + α(v)
= κ(v).
So J is an isometry from κ to κ0 ∪θκ κ−1 .
2. Stable equivalence of quadratic functions
In this section we shall establish that the induced family of qua-
dratic linking functions is a complete stable invariant of quadratic func-
tions. Our method of proof is inspired by Wilkens’ proof of the analo-
gous topological result (see Section 4.1).
Lemma 3.12. Let κ0(H0, λ0, α0) and κ(H1, λ1, α1) be nondegenerate
quadratic functions in the family F∗. Suppose that θ is an isometry
of the induced quadratic linking families, θ : δ∗(κ0) ∼= δ∗(κ1). Then,
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there exists a nonsingular quadratic function µ0 and an isometry Θ :
κ0 ⊕ µ0 ∼= κ1 ⊕ (κ0 ∪θ κ−1 ) such that δ∗(Θ) = θ.
Proof. Consider the four isometric embeddings:
j0 : κ0 →֒ (κ0 ∪ κ−0 )
v 7→ (λˆ0(v), 0)
j1 : κ
−
0 →֒ (κ0 ∪ κ−0 )
v 7→ (0,−λˆ0(v))
i0 : κ0 →֒ (κ0 ∪θ κ−1 )
v 7→ (λˆ0(v), 0)
i1 : κ
−
1 →֒ (κ0 ∪θ κ−1 )
v 7→ (0,−λˆ1(v)).
We shall prove that there is a further isometric embedding I : (κ0 ∪
κ−0 ) →֒ (κ0 ∪θ κ−1 ) ⊕ (κ0 ∪θ κ−1 )−, a nonsingular quadratic function µ0
and an isometry Φ : (κ0 ∪ κ−0 ) ⊕ µ−0 ∼= (κ0 ∪θ κ−1 ) ∪ (κ0 ∪θ κ−1 )− such
that the following diagram commutes.
κ0 (κ0 ∪ κ−0 ) (κ0 ∪ κ−0 )⊕ µ−0
(κ0 ∪θ κ1) (κ0 ∪θ κ−1 )⊕ (κ0 ∪θ κ−1 )−
✲j0
❍❍❍❍❍❍❍❍❍❍❥
i0
✲Id⊕0
❍❍❍❍❍❍❍❍❍❥
I
❄
Φ
✲Id⊕0
Let θ′ : H∗0 → H∗1 be any homomorphism extending θ. Recall that
(κ0 ∪ κ−0 )(x0, y0) = λ−10 (x0, x0 + α0)− λ−10 (y0, y0 + α0)
on {(x0, y0) ∈ H∗0 ⊕H∗0 : π0(x0) = π0(y0)}. We define
I((x0, y0)) = [(x0, θ
′(y0)), (y0, θ
′(y0))]
and verify that I : κ0 ∪ κ−0 →֒ (κ0 ∪θ κ−1 )⊕ (κ0 ∪θ κ−1 )− is an isometric
embedding.
(κ0 ∪θ κ−1 )⊕ (κ0 ∪θ κ−1 )−[I(x0, y0)]
= λ−10 (x0, x0 + α0)− λ−10 (y0, y0 + α0)
+λ−11 (θ
′(y0), θ
′(y0) + α1)− λ−11 (θ′(y0), θ′(y0) + α1)
= (κ0 ∪ κ−0 )([(x0, y0)]
Since I(j0(v)) = [(λˆ0(v), 0), (0, 0)] = (Id ⊕ 0)(i0(v)) the left side of
the diagram commutes. Now I(κ0 ∪ κ−0 ) is a nonsingular subform of
(κ0 ∪θ κ−1 ) ⊕ (κ0 ∪θ κ−1 )− which is also nonsingular and hence there is
a nonsingular form µ0 and an isometry
Φ : (κ0 ∪ κ−0 )⊕ µ−0 ∼= (κ0 ∪θ κ−1 )⊕ (κ0 ∪θ κ−1 )−
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which extends I. Thus the right side of the diagram commutes.
Now as Φ is an isometry Φ(j0(κ0)
⊥) = (Φ(j0(κ0)))
⊥. But j0(κ0)
⊥ =
j1(κ
−
0 )⊕ µ−0 and (Φ(j0(κ0)))⊥ = (i0(κ0))⊥ = i1(κ−1 )⊕ (κ0 ∪θ κ−1 )−. We
therefore define Θ1 := Φ|j0(κ0)⊥ and then
Θ1 : j1(κ
−
0 )⊕ µ−0 ∼= i1(κ−1 )⊕ (κ0 ∪θ κ−1 )−
is an isometry. It follows that Θ := (i−11 ⊕ Idκ0∪θκ−1 ) ◦ Θ1 ◦ (j1 ⊕ Idµ0)
is an isometry, Θ : κ0 ⊕ µ0 ∼= κ1 ⊕ (κ0 ∪θ κ−1 ). It remains to show that
Θ induces θ. Let the underlying modules and forms of µ0 and κ0 ∪θ κ−1
be (Hµ0 , λµ0) and (Hκ, λκ) respectively. We must determine the right
most vertical homomorphism in the following commutative diagram.
0 H0 ⊕Hµ0 H∗0 ⊕H∗µ0 TG0 0
0 H1 ⊕Hκ H∗1 ⊕H∗κ TG1 0.
✲ ✲
λˆ0⊕λˆµ0
❄Θ
✲π0
❄(Θ
∗)−1
✲
♣
♣
♣
♣❄
?
✲ ✲λˆ1⊕λˆκ ✲π1 ✲
As both µ0 and κ0∪θκ−1 are nonsingular π0|H∗µ0 and π1|H∗κ are identically
zero and so it suffices to consider Θ|H0⊕0 ◦ prH1. But Θ|H0⊕0 = (i−11 ⊕
Idκ0∪θκ−1 ) ◦ I ◦ j1 and hence Θ|H0⊕0 ◦ prH1 = λˆ
−1
1 ◦ θ′ ◦ λˆ0. But now one
verifies that (λˆ−11 ◦ θ′ ◦ λˆ0)∗−1 = θ′. Hence Θ induces the same map on
TG0 as θ
′ which is θ as θ′ was chosen to extend θ. We summarize this
argument with the following subdiagram of the previous diagram
0 H0 H
∗
0 TG0 0
0 H1 H
∗
1 TG1 0.
✲ ✲λˆ0
❄
Θ|H0⊕0
✲π0
❄
θ′
✲
❄
θ
✲ ✲λˆ1 ✲π1 ✲
Corollary 3.13. Let κ0(H0, λ0, α0) and κ(H1, λ1, α1) be quadratic
functions in the family F∗. Suppose that θ is an isometry of the induced
quadratic linking families, θ : δ∗(κ0) ∼= δ∗(κ1). Then, there exist non-
singular quadratic functions µ0 and µ1 and an isometry Θ : κ0 ⊕ µ0 ∼=
κ1 ⊕ µ1 which induces θ.
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Proof. Choose a section Φ0 ∈ Sec(τG0) and let Ψi ∈ Sec(ρi), i =
0, 1, be sections such that Φ(Ψ0) = Φ0 and Φ(Ψ1) = Φ1 := τθ(Φ0).
Then since θ is an isometry of quadratic linking families, θ|TG0 is an
isometry from q∗(κ0)(Φ0) = q
∗(κ0(Ψ0)) to q
∗(κ1)(Φ1) = q
∗(κ1(Ψ1)).
Applying Lemma 3.12 to the θ|TG0 and setting µ1 := (κ0(Ψ0) ∪θ|TG0
κ1(Ψ1)
−) we conclude that there is a nonsingular quadratic function
µ0 and an isometry
ΘN : κ0(Ψ0)⊕ µ0 → κ1(Ψ1)⊕ µ1
such that δ∗(ΘN) = θ|TG0 . Now κ0 = α|F0 ⊕ κ(Ψ0) and κ1 = α1|F1 ⊕
κ(Ψ1) and the isometry ΘN is defined on H(Ψ0) ⊕ Hµ0 where Hµ0 is
the domain of µ0. Thus it remains to use θ to define an isometry from
α0|F0 to α1|F1. By the definition of Φi, πi|F ∗i (Ψi) : F ∗i (Ψi) → Φi(G∗∗i )
is an isomorphism for i = 0, 1. Also, by the definition of τθ and the
fact that Φ1 = τθ(Φ0), θ(Φ0(G
∗∗
0 )) = Φ1(G
∗∗
1 ). Moreover, there are
isomorphisms, RFi : F
∗
i (Ψi) → F ∗i , i = 0, 1 defined by restricting the
domain of homomorphisms in F ∗i (Ψi)
RFi : F
∗
i (Ψi) → F ∗i
z 7→ z|Fi.
We therefore define ΘD : F0 → F1 so that Θ∗−1D makes the following
diagram (in which all morphisms are isomorphisms) commute.
F ∗0 F
∗
0 (Ψ0) Φ0(G
∗∗
0 )
F ∗1 F
∗
1 (Ψ1) Φ1(G
∗∗
1 )
♣
♣
♣
♣
♣
♣
♣❄
Θ∗−1D
✛
RF0 ✲
π0|F∗
0
(Ψ0)
❄
θ|Φ0(G∗∗0 )
✛
RF1 ✲
π1|F1(Ψ1)∗
Under the splittings Gi = Φi(G
∗∗
i )⊕TGi andH∗i = F ∗i (Ψi)⊕H∗i (Ψi) the
elements βi and αi are mapped to (Φi(τGi(βi)), βi − Φi(τGi(βi))) and
(pFi(Ψ)
∗(α|Fi), α(Ψi)) respectively (see Sections 2.6 and 2.10). Now
πi(αi) = βi, and so πi|F ∗i (Ψi)(pFi(Ψ)∗(α|Fi)) = Φi(τGi(βi)). Since θ(β0) =
β1 and θ respects the splittings ofG0 andG1, θ(Φ0(τG0(β0))) = Φ1(τG1(β1)).
Finally, as RFi(pFi(Ψ)
∗(α|Fi)) = α|Fi it follows by chasing the diagram
defining ΘD that Θ
∗
D(α1|F1) = α0|F0. That is, ΘD defines an isometry
from α0|F0 to α1|F1. By definition δ∗(ΘD) = θ|Φ0(G∗∗0 ). We therefore
define the isometry
Θ := ΘD⊕ΘN : κ0 = [α0|F0⊕κ0(Ψ0)⊕µ0]→ [α1|F1⊕κ1(Ψ1)⊕µ1] = κ1
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and note that
δ∗(Θ) = δ∗(ΘD)⊕ δ∗(ΘN) = θ|Φ0(G∗∗0 ) ⊕ θ|TG0 = θ.
Having assembled the necessary results we conclude this chapter
with the proof of Theorem 3.4 which we restate for the reader’s conve-
nience.
Theorem 3.4. Let κ0 and κ1 be two quadratic functions in the
same family F∗. Then the following are equivalent.
1. κ0 is stably F∗-equivalent to κ1, κ0 ∼F∗ κ1.
2. The quadratic linking families induced by κ0 and κ1 are isomet-
ric, δ∗(κ0) ∼= δ∗(κ1).
3. κ0 and κ
−
1 are F∗-orthogonal, κ0 ⊥F∗ κ−1 .
Proof. (1.) ⇒ (2.) The argument should be familiar by now. Let µ0
and µ1 ∈ F∗ be nonsingular and Θ : κ0⊕µ0 → κ1⊕µ1 be an isometry.
Then by Lemma 2.48, δ∗(Θ) induces an isometry from δ∗(κ0 ⊕ µ0) to
δ∗(κ1⊕µ1). But for i = 0, 1, δ∗(κi⊕µi) = δ∗(κi)⊕δ∗(µi) = δ∗(κi). The
last equality holding because µi induces the trivial quadratic linking
family because it is nonsingular. Hence δ∗(Θ) defines an isometry from
δ∗(κ0) to δ
∗(κ1).
(2.) ⇒ (3.) If θ : δ∗(κ0) ∼= δ∗(κ1) is an isometry then by the proof
of Corollary 3.13 there are sections Ψ0 ∈ Sec(ρ0) and Ψ1 ∈ Sec(ρ1)
such that θTG0 : κ0(Ψ0)
∼= κ1(Ψ1) and such that there is an isometry
ΘD : κ0|F0 ∼= κ1|F1. We apply Lemma 3.6 to θTG0 and observe that
κ0(Ψ0) and κ1(Ψ1)
− are orthogonal inside κ0(Ψ0)∪θ|TG0 κ1(Ψ1)−. Hence
κ0 and κ1 are orthogonal.
(3.) ⇒ (1.) Suppose that κ0 ⊥F∗ κ−1 . This means firstly there is an
isometry ΘD : κ0|F0 ∼= κ1|F1. Secondly it means that there are sections
Ψ0 ∈ Sec(ρ0) and Ψ1 ∈ Sec(ρ1), a nonsingular quadratic function κ
and embeddings i0 : κ0(Ψ0) →֒ κ and i1 : κ1(Ψ1)− →֒ κ such that
i1(κ1(Ψ1)
−) = i0(κ0(Ψ0))
⊥. We calculate that
δ∗(κ0(Ψ0)) ∼= δ∗(i0(κ0(Ψ0)))∼= δ∗(i0(κ0(Ψ0))⊥−) By Lemma 3.10 3∼= δ∗(i1(κ1(Ψ1)−)−)∼= −δ∗(i1(κ1(Ψ1)−))∼= −δ∗(κ(Ψ1)−)∼= δ∗(κ(Ψ1)).
So by Lemma 3.12 κ0(Ψ0) and κ1(Ψ1) are stably F∗-equivalent. Since
κ0 = κ0|F0 ⊕ κ0(Ψ0), κ1 = κ1|F1 ⊕ κ1(Ψ1) and κ0|F0 ∼= κ1|F0 we deduce
that κ0 and κ1 are stably F∗-equivalent.
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CHAPTER 4
Classification of the manifolds P
It is an immediate consequence of Corollary 2.26 and Theorem 3.4
that two highly connected manifolds P0 and P1 are almost diffeomor-
phic if and only if the quadratic linking families Q(P0) and Q(P1) are
isometric. Corollary 2.26 asserts that P0 and P1 are almost diffeomor-
phic if and only if the stable quadratic functions [κ(P0)] and [κ(P1)]
are equal and Theorem 3.4 asserts (in part) that [κ(P0)] = [κ(P1)] if
and only if Q(P0) ∼= Q(P1). In Section 2 of this chapter we prove the
sharper result that every isometry θ : Q(P0) → Q(P1) is realized as
f! for some almost diffeomorphism f : P0 → P1. Section 3 is an aside
which explains the topology behind the key algebraic Lemmas 3.10
and 3.6. In Section 4 we consider the smooth classification of highly
connected (8j − 1)-manifolds.
1. Extensions of diffeomorphisms
In Section 8 we reported the following
Theorem 2.24 (Wilkens’ Thesis 3.2). Let L0 and L1 be 2k-dimensional
handlebodies (k > 2) with boundaries ∂L0 = P0 and ∂L1 = P1. Sup-
pose that f : P0 → P1 is a diffeomorphism. Then there are handlebod-
ies V0, V1 with boundaries the standard sphere and a diffeomorphism g
which makes the following diagram commute.
P0 P1
L0♮V0 L1♮V1
✲f
❄ ❄
✲g
We give Wilkens’ proof of this result both for completeness and because
the steps in the proof of Lemma 3.12 are algebraic analogues inspired
by the geometric steps in Wilkens’ proof.
Proof. To begin form the manifoldM = L0∪f −L1 by identifying
points in ∂L0 = P0 and ∂L1 = P1 via f . Using Van Kampen’s theorem
and the Mayer-Vietoris sequence for M = L0∪−L1 we see that M is a
closed highly connected 2k-manifold. We wish to show that M#−M
is the connected sum of the double of L0 = L0 ∪Id −L0 and some
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other highly connected manifold which will be called M0. To do this
we embed a 2k-disc D2k in L1 which itself is embedded in M and let
N = (M − D2k) × [0, 1]. Then there is a diffeomorphism F1 : ∂N ∼=
M# −M . Now if we consider the pair (N,L0) where L0 is embedded
as L0 × 0 →֒ (M × 0) then
Hl(N,L0) ∼= Hl(M −D2k, L0) as N ≃M −D2k∼= Hl(L1 −D2k, P1) by excision
∼=
{
Hk(L1, P1) l = k
0 else
}
.
Thus N has a handlebody decomposition based on L0 × [0, 1] with k-
handles attached, one for each element of a basis of Hk(M −D2k, L0).
The attaching maps for the cores of these handles are embeddings
Sk−1 →֒ L0 × 1 and as L0 × 1 is (k − 1)-connected we may assume
after isotopy that the images of the attaching maps all lie in an-
other 2k-disc D2k1 →֒ L0 × 1. If follows that there is diffeomorphism
F0 : ∂N ∼= (L0 ∪Id −L0)#M0 where M0 is the boundary of the man-
ifold obtained by attaching the j-handles to D2k1 ⊂ D2k+1. Notice
that since all the necessary isotopies occur in L0 × 1 that we have a
fixed embedding of L0 = (L0 × 0) →֒ ∂N . Hence if we define G to be
the diffeomorphism G := F−10 ◦ F1 we have a commutative diagram of
embeddings and diffeomorphisms
((L0 ∪Id −L0)−D2j) (L0 ∪Id −L0)#M0
L0
((L0 ∪f −L1)−D2j) (L0 ∪f −L1)#−M
✲
❄
G
✟✟
✟✟
✟✟
✟✟
✟✟✯
i0
❍❍❍❍❍❍❍❍❍❥
i1
✲
such that G|i0(L0) = Id. If follows that G defines a diffeomorphism
G|−L0#M0 : −L0#M0 ∼= −L1#−M
of the complements of i0(L0) and i1(L0). Therefore G|−L0#M0 induces
a diffeomorphism on the boundary which must be f since we have the
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following commutative square.
∂L0 −∂L0
∂L0 −∂L1
❄
Id
✲Id
❄
G|−∂L0
✲f
Remark 4.1. Wilkens’ theorem is, in particular, a result about
bordism of diffeomorphisms which is a topic that has since received
significant attention. In particular see Kreck [Kr1] and Quinn [Q].
One might hope to prove this theorem from a more general point of
view by arguing first that the bordism of diffeomorphisms over P are
trivial and then performing surgery on the cobounding diffeomorphism
to make it a diffeomorphism of highly connected manifolds.
2. Almost smooth classification of the manifolds P
The following theorem combines the statements of Theorem B and
1.5.
Theorem 4.2. For every finitely generated abelian group G and
every characteristic (resp. even) quadratic linking family Q defined
on G, there is a highly connected (8j − 1)-manifold P , j = 1, 2 (resp
j > 2), such that Q(P ) ∼= Q. The quadratic linking family Q(P )
of a highly connected manifold P is a complete invariant of almost
diffeomorphisms. That is, if P0 and P1 are two highly connected (8j −
1)-manifolds then there is an almost diffeomorphism f : P0 → P1 such
that f! = θ : H
4j(P0) ∼= H4j(P1) if and only if θ defines an isometry of
quadratic linking families from Q(P0) to Q(P1).
Proof. Let Q = (G, q∗, β) be a quadratic linking family and let Φ
be any section in Sec(τG). Then G = Φ(G
∗∗)⊕TG where TG is the tor-
sion subgroup of G. In the characteristic case Corollary 22.36 ensures
that there is a nondegenerate quadratic function κ′ = κ(H ′, λ′, α′) ∈ F c
and an isomorphism θ′ : Cok(λˆ′) → TG such that qc(κ′) = qc(Φ) ◦ θ.
We define κ := κ′ ⊕ τG(β) : H ′ ⊕ G∗ → Z and leave the reader to
verify that θ⊕Φ : Cok(λˆ)⊕G∗∗ → G defines an isometry from δc(κ) to
Q. The argument in the even case is similar but applies instead The-
orem 2.35 to deduce the existence of an nondegenerate even quadratic
function such κ such that qev(κ) ∼= qev(Φ).
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Now let Li be handlebodies such that ∂Li = Pi#ΣPi . Suppose that
there is an isometry
θ : Q(P0) = δ
∗(κ(L0))→ δ∗(κ(L1)) = Q(P1).
By Corollary 3.13 there is a nonsingular quadratic function µ0 and an
isometry
Θ : κ(L0)⊕ µ0 → κ(L1)⊕ κ0 ∪θ κ−1
which induces θ, δ∗(Θ) = θ. Since µ0 is nonsingular the boundary of
L(µ0) is a homotopy sphere which we shall denote by Σ0. Now, by
Wall’s classification of handlebodies Θ is realized by a diffeomorphism
g(Θ) : L0♮L(µ0)→ L1♮L(κ0 ∪θ κ−1 ).
Restricting g to the boundary of L0♮L(µ0) we obtain a diffeomorphism
f : P0#ΣP0#Σ0 → P1#ΣP1
which defines an almost diffeomorphism f ′ : P0 → P1 such that f ′! =
f! = θ.
Conversely, suppose that f : P0 → P1 be an almost diffeomorphism.
By Proposition 2.1 there is a homotopy sphere Σ and a diffeomorphism
f ′ : P0#Σ → P1 which agrees with f outside a disc. Then ΣP1 =
ΣP0#Σ = ΣP0#ΣΣ and there is a diffeomorphism
f
′′
: P0#Σ#ΣP1 = P0#ΣP0#Σ#ΣΣ → P1#ΣP1 .
Let LΣ be a handlebody bounding Σ#ΣΣ. Applying Theorem 2.24 to
f
′′
: ∂(L0♮LΣ) → ∂L1 we deduce that there are handlebodies V0 and
V1 cobounding standard spheres and a diffeomorphism
h : L0♮LΣ♮V0 → L1♮V1
which extends f
′′
. The map induced by h, Θ(h) : κ(L0)⊕ κ(LΣ♮V0)→
κ(L1)⊕ κ(V1), is an isometry. By Lemma 2.48 it follows that
f
′′
! : δ
∗(κ(L0))⊕ δ∗(κ(LΣ♮V0))→ δ∗(κ(L1))⊕ δ∗(κ(V1))
is an isometry. However as V0 and LΣ♮V0 are both bounded by homo-
topy spheres, δ∗(κ(V0)) and δ
∗(κ(LΣ♮V1)) are both the trivial quadratic
linking family and therefore f
′′
! defines an isometry from δ
∗(κ(L0)) =
Q(P0) to δ
∗(κ(L1)) = Q(P1). Finally, f
′′
! = f! since we may assume
that the two maps differ only on the interior of a disc.
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3. The manifolds L(κ0 ∪θ κ−1 ) and L0 ∪fo −L1
Let P0 and P1 be the boundaries of handlebodies and let f : P0 →
P1 be an almost diffeomorphism. Recall that by Proposition 2.1 that
there is a homotopy sphere Σ, a disc D8j−1 →֒ P0 and a diffeomor-
phism f ′ : P0#Σ → P1 such that f ′|P0−D8j−1 = f |P0−D8j−1 (where the
connected sum of Σ and P0 is understood to occur inside D
8j−1). We
define f o to be the restriction f o := f |P0−D8j−1 which is a diffeomor-
phism onto its image.
Lemma 4.3. Let L0 = L(κ0) and L1 = L(κ1) be handlebodies with
associated nondegenerate quadratic functions κ0 = κ(H0, λ0) and κ1 =
κ(H1, λ1). Let P0 and P1 be the boundaries of L0 and L1, let f : ∂P0 →
∂P1 be an almost diffeomorphism which induces f! = θ : H
4j(P0) →
H4j(P1) and let Σ and f
o be as above. Then θ : Q(P0) ∼= Q(P1) is an
isometry of quadratic linking families and L0 ∪fo −L1 is diffeomorphic
to κ0 ∪θ κ−1 .
Proof. The map f o is a diffeomorphism onto its image and, after
perhaps rounding corners, the adjunction space L := L0 ∪fo −L1 is a
smooth manifold with boundary. The boundary of L is obtained by
gluing the disc D8j−1 ⊂ P0 to a disc D8j−11 which is the complement
of the range of f 0. Thus ∂L is a homotopy sphere. Now let P o be the
subset P0−D8j−1 = f o(P0−D8j−1) ⊂ P1 contained in L := L0∪fo−L1.
Applying Van-Kampen’s theorem and the Mayer-Vietoris sequence to
the decomposition of L into the triple (L0, L1, P
o) we conclude that L
is (4j − 1) connected. It follows that L falls under Wall’s classification
of handlebodies and we let κ = κ(H, λ, α) be the quadratic function of
L. We will show that κ is isometric to κ0∪θ κ−1 . There are embeddings
of i0 : H0 →֒ H and i1 : H1 →֒ H embedding κ0 and κ−1 respectively
into κ corresponding to the obvious embeddings of L0 and −L1 into
L0∪fo −L1. We claim that that κ⊥0 = κ−1 because firstly it is clear that
spheres in L0 representing homology classes do not intersect spheres
in L1 and vice versa. Secondly, suppose that v¯ : S
4j →֒ L represents
v ∈ H4j(L) and that λ(v, v0) = 0 for every v0 ∈ i0(H0). It follows
via the Whitney trick that v¯(S4j) may be isotoped away from all the
handles of L0 and thence into −L1. Therefore v ∈ i1(H1). Applying
Lemma 3.10 we conclude that κ ∼= κ0 ∪θκ κ−1 and that
θκ : Q(P0) = δ
∗(κ0)→ δ∗(κ1) = Q(P1)
is an isometry of quadratic linking families. It remains therefore to
demonstrate that θκ = θ.
From the proof of Lemma 3.10 recall the projections πi : H
∗
i →
Cok(λˆ0)TG0 = H
4j(P0), i = 0, 1 and recall that θκ : TG0 → TG1 is
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the unique isomorphism such that (π0⊕π1)(i∗0⊕ i∗1)(H∗) ⊂ TG0⊕TG1
is the graph of θκ. Now let j0 : P
o →֒ L0 and j1 : P o →֒ −L1 denote
the inclusions. The usual Mayer-Vietoris arguments show that there is
a long exact sequence
0 −→ H4j(L) i
∗
0⊕i
∗
1−→ H4j(L0)⊕H4j(−L1) j
∗
0−j
∗
1−→ H4j−1(P o) −→ 0.
Identifying H4j(P o) = H4j(P0−D8j−1) we see that (j∗0 − j∗1)(x0, x1) =
[x0]− f ∗[x1]. Hence
(π0 ⊕ π1)(i∗0 ⊕ i∗1)(H∗) = {([x0], [x1])|f ∗−1([x0]) = [x1]}
= {([x0], [x1])|θ([x0]) = [x1]}
and θ = θκ as required.
Given the manifold L(κ0∪θ κ−1 ) with boundary Σ we let D8j denote
the almost smooth disc obtained by taking the cone of Σ. HenceD8j is a
PLmanifold equipped with a smooth structure except at the cone point
which we denote by p0. Now form M(κ0 ∪θ κ−1 ) := L(κ0 ∪θ κ−1 ) ∪Σ D8j
which is an almost smooth manifold with singular point p0.
Lemma 4.4. Let L0 = L(κ0) and L1 = L(κ1) be handlebodies as-
sociated to nondegenerate quadratic functions κ0 = κ(H0, λ0, α0) and
κ1 = κ(H1, λ1, α1). If θ : δ
∗(κ0) ∼= δ∗(κ1) is an isomorphism of the
induced quadratic linking families then
1. there is an embedding of the disjoint union L(κ0) ⊔ −L(κ1) →֒
M(κ0∪θκ−1 ) with complement an almost smooth h-cobordism from
∂L0 to −∂L1,
2. there is an almost diffeomorphism f(θ) : ∂L0 ∼= ∂L1 realizing θ
on homology,
3. the manifoldM(κ0∪θκ−1 ) is almost diffeomorphic to the manifold
L0 ∪f(θ) −L1 formed by gluing L0 to −L1 with f(θ).
Proof. 1. Recall that the groupH = {(x0, x1) ∈ H∗0⊕H∗1 |θ([x0]) =
[x1]} is the domain κ0 ∪θ κ−1 and that there are isometric embeddings
i0 : H0 →֒ H
v0 7→ (λˆ0(v0), 0)
i1 : H1 →֒ H
v1 7→ (0,−λˆ1(v1)).
from Lemma 3.6. For j = 0, 1, the group ij(Hj) is a summand of H
for it is the kernel of the homomorphism H → H∗j which sends a pair
(x0, x1) ∈ H to xj ∈ H∗j . Thus if {v01, . . . , v0m} and {v11, . . . , v1n} are
bases for H0 and H1 respectively, then there are bases {y1, . . . , yN} and
{z1, . . . , zN} for H such that i0(v0j) = yj for 1 ≤ j ≤ l and i1(v1j) = zj
for 1 ≤ j ≤ m. According to Wall’s Theorem 2.4 the handlebody
L := L(κ0 ∪θ κ−1 ) has a presentation for each of the bases {yi} and
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{zi}. In fact, Wall proved the following. Let D8j →֒ L be a fixed disc
in the interior of L and let K be the closure of L−D8j. Then
H4j(L) ∼= H4j(L,D8j) ∼= H4j(K, ∂D8j) ∼= π4j(K, ∂D8j).
If {z′1, . . . , z′n} is any base for H4j(L) then for each z′i there are pair-
wise disjoint embeddings of h¯i : (D
4j , ∂D4j) →֒ (K, ∂D8j) which are
transverse to ∂D8j along h¯i(∂D
4j) and which represent the element in
π4j(K, ∂D
8j) corresponding to z′i. These embeddings can be thickened
to handles hi : (D
4j ×D4j , ∂D4j ×D4j) →֒ (K, ∂D8j) and the resulting
handle body L′ ⊂ L obtained from the union of D8j and the union
of the images of the hi is diffeomorphic to L. In fact L − L′ is an
h-cobordism from ∂L to ∂L′. We now choose disjoint discs D8j0 →֒ L
and D8j1 →֒ L one for each basis {yi} and {zi} and attach handles
h0i and h1j to these discs as above but only for basis elements λˆ0(v0j)
and λˆ1(v1j). The manifolds D
8j
0 ∪ (∪li=1h0i) and D8j ∪ (∪mj=1h1j) thus
define embeddings of L0 and −L1 into L. Recall that λ denotes the
intersection form of L and that
λ[(λˆ0(v0), 0), (0,−λˆ1(v1)] = 0
for every v0 ∈ H0 and v1 ∈ H1. It follows that the handles h0i and h1j
have algebraic intersection zero and so by the Whitney trick they may
be isotoped to have empty geometric intersection. We may therefore
assume that L(κ0) and −L(κ1) are disjointly embedded into L(κ0 ∪θ
κ−1 ) ⊂ M(κ0∪θκ−1 ) and we use the same symbols to denote the disjointly
embedded manifolds.
Let N := M(κ0 ∪θ κ−1 ) − Int(L0 ⊔ −L1) be the complement of
the interior of L0 ⊔ −L1 inside M(κ0 ∪θ κ−1 ) which is a codimension
zero submanifold of M . We orient N compatibly with M and then
∂N = ∂L0 ⊔ −∂L1. Let J : L0 ⊔ −L1 →֒ M , iN : N →֒ M
and i∂N : ∂N →֒ L0 ⊔ −L1 denote the obvious inclusions and E∗ :
H∗(M,L0 ⊔ −L1) = H∗(N, ∂N) the excision isomorphisms. The long
exact cohomology sequences of the pairs (N, ∂N) and (M,L0 ⊔ −L1)
are linked in the following commutative diagram (where we abbreviate
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L0 ⊔ −L1 to L0⊔1).
H0(N, ∂N) H0(N) H0(∂N) H1(N, ∂N) H1(N)
H0(M,L0⊔1) H
0(M) H0(L0⊔1) H
1(M,L0⊔1) H
1(M)
0 Z Z⊕ Z Z 0
✲ ✲ ✲ ✲
✲
✻E0
✲J
0
✻i0N
✲
✻i0∂N
✲
✻E1 ✻i0N
✲
✻=
✲
✻=
✲
✻=
✲
✻= ✻=
As E0, I0∂N and E
1 are all isomorphisms we conclude that i0N is an
isomorphism and hence that N is connected. A simple application of
Van Kampen’s theorem shows that N is also simply connected. Ap-
plying Poincare´ duality to the manifold N we have that H8j−∗(N) ∼=
H∗(N, ∂N) ∼= H∗(M,L0⊔−L1). We may calculate the groupsH∗(M,L0⊔
−L1) again using the long exact cohomology sequence of the pair
(M,L0 ⊔ −L1). This sequence is zero below dimension (8j − 1) ex-
cept in dimensions 4j and 4j + 1. The following diagram shows the
relative cohomology sequences for the pairs (M,L0⊔−L1) and (N, ∂N)
on the left. On the right it shows an isomorphic sequence extending
the right hand side of Diagram 3.7 in Lemma 3.6 from where we recall
the projections π0 : H
∗
0 → TG0, π1 : H∗1 → TG1, π : H → TG =
{([x0], θ[x0]} ⊂ TG0 ⊕ TG1 and Π : H∗0 ⊕H∗1 → TG∧.
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Diagram 4.5.
0 0 0 0
H4j(M) H4j(N) H TG
H4j(L0 ⊔ −L1) H4j(∂N) H∗0 ⊕H∗1 TG0 ⊕ TG1
H4j+1(M,L0 ⊔ −L1) H4j+1(N, ∂N) TG∧ TG∧
0 0 0 0
❄ ❄ ❄ ❄
✲
i∗N
❄
J∗
❄
I∗
✲π
❄
i
❄
❄
δ1
✲
J∗0⊕J
∗
1
❄
δ2
✲π0⊕π1
❄
Π
❄
❄
✲E
4j+1
❄
✲
❄ ❄
Applying Poincare´ duality and the universal coefficient theorem for
torsion groups we conclude that
H∗(N) ∼=
 Z ∗ = 0, 8j − 1TG ∗ = 4j0 else.

With the identificationsH4j(∂L0) = TG0,H
4j(−∂L1) = TG1,H4j(N) =
TG and H4j(∂N)TG0 ⊕ TG1 and the notations I0 : ∂L0 →֒ N and
I1 : −∂L1 →֒ N for the standard inclusions we conclude also that for
x = ([x0], θ[x0]) ∈ H4j(N), I∗0 (x) = [x0] and I∗1 (x) = θ[x0]. Given
our calculation of H∗(N) it follows that both I0 and I1 are I0 and
I1 are (co)homology equivalences of simply connected manifolds. So
by Whitehead’s theorem both I0 and I1 are homotopy equivalences.
Thus N is an h-cobordism from ∂L0 to −∂L1. It is an almost smooth
manifold since the singular point of M in contained in N .
(2.) The almost smooth manifold N has one singular point with as-
sociated exotic sphere Σ := ∂L(κ0 ∪θ κ−1 ). As described in Section
1 we may construct a smooth h-cobordism from ∂L0#Σ to ∂L1 by
thickening a path from a point on Σ to ∂L0 and then cutting out this
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thickened path to produce N ′ ⊂ N . We note that cutting out this
path has no effect on the 4jth cohomology groups of the manifolds in-
volved. We denote the inclusions of the boundary components of the
modified manifold by I ′0 : ∂L0#Σ →֒ N ′ and I ′1 : −∂L1 →֒ N ′. Now
let F : N ′ → (∂L0#Σ) × [0, 1] be a diffeomorphism which restricts
to the identity on ∂L0#Σ. The diffeomorphism at the other end of
N ′ is a diffeomorphism F1 := F ◦ I ′1 : −∂L1 → −(L0#Σ). Given
x ∈ H4j(N ′) we have from above that I ′∗1 (x) = θI ′∗0 (x). But since
I ′0 ◦ F |∂L0#Σ = Id∂L0#Σ we calculate that
F ∗1 (I
′∗
0 (x)) = (F ◦ I ′1)∗((I ′0)∗(x))
= I
′∗
1 (F
∗(I
′∗
0 (x)))
= I
′∗
1 ((I
′
0 ◦ F∂L0#Σ)∗(x))
= I
′∗
1 (x)
= θ(I∗
′
0 (x)).
Thus F1 induces θ on cohomology. Therefore we take f(θ) to be the
map F−11 : ∂L0#Σ→ ∂L1 which we may consider as an almost diffeo-
morphism from ∂L0 to ∂L1 with one singular point whose associated
exotic sphere is Σ. The isomorphism f(θ)! = (F
−1
1 )
∗−1 = F ∗1 = θ.
(3.) The almost diffeomorphism f(θ) has one singular point so let
f o = f(θ)|∂L0−D8j−1 . By Lemma 4.3 the adjunction space L0 ∪fo −L1
space is diffeomorphic to L(κ0 ∪θ κ−1 ). If we now form the adjunction
space L0∪f(θ)−L1 then the effect is to identify the two discs from which
the homotopy sphere Σ = ∂(L0 ∪fo −L1) is formed. But this has the
same effect as coning off Σ to produceM(κ0∪θκ−1 ). HenceM(κ0∪θκ−1 )
and L0 ∪f(θ) −L1 are diffeomorphic except at one singular point.
Remark 4.6. Note that for highly connected rational homology
spheres bounding handlebodies Lemmas 4.3 and 4.4 together give a
proof that the quadratic linking function is a well defined and complete
invariant of almost diffeomorphisms. This second proof is independent
of Theorem 2.24. Its engine is the h-cobordism theorem which is the
heart of Lemma 4.3. We note also that with a little care this alternate
proof could be extended to all highly connected (8j − 1)-manifolds
and thus give a second proof of Theorem 4.2 which is independent of
Theorem 2.24.
4. Smooth classification of the manifolds P
Recall Corollary 2.26 which states that a highly connected (8j−1)-
manifold P is classified up to almost diffeomorphism by its stable qua-
dratic function [κ(P )]. We begin this section by defining a smooth
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stable quadratic function for P and showing that it is a complete dif-
feomorphism invariant of those P which bound handlebodies. We shall
call a quadratic function µ ∈ F8j spherical if and only if the bound-
ary of L8j(µ) is diffeomorphic to the standard sphere. Now we have
already noted in the proof of Lemma 2.16 that every homotopy sphere
Σ bounding a handlebody lies in bP8j and by Theorem 2.55, Σ is stan-
dard if and only if s1(Σ) = 0 ∈ Q/Z. We can therefore characterize
spherical quadratic functions completely algebraically as follows.
Lemma 4.7. A quadratic function µ(H, λ, α) ∈ F8j is spherical if
and only if it is nonsingular and
s1(∂L(µ)) = (1/|bP8j|)
(
S˜(j,2j)λ
−1(α, α)− 1
8
σ(µ)
)
= 0 ∈ Q/Z.
We shall call two quadratic functions κ0 and κ1 in F8j smoothly equiv-
alent if there are spherical quadratic functions µ0 and µ1 in F8j and an
isometry Θ : κ0 ⊕ µ0 ∼= κ1 ⊕ µ1. It is not difficult to see that smooth
equivalence is in fact an equivalence relation. So given a highly con-
nected (8j−1)-manifold we define the smooth quadratic function of P ,
[κ(P )]sF8j , to be the smooth equivalence class of κ(L) where L is any
handlebody such that ∂L = P#ΣP .
Theorem 4.8. Two highly connected (8j−1)-manifolds P0 and P1
are diffeomorphic if and only if
ΣP0
∼= ΣP1 and [κ(P0)]sF8j = [κ(P1)]sF8j .
Proof. That the manifolds P0#ΣP0 and P1#ΣP1 are diffeomorphic
if and only if [κ(P0)]
s
F8j = [κ(P1)]
s
F8j follows from Wilkens’ Theorem
2.28 and Wall’s classification of handlebodies in a manner completely
analogous to Corollary 2.26. The theorem now follows immediately.
The determination of smooth equivalence for nondegenerate quadratic
functions is a straightforward matter and this allows us to give a more
explicit diffeomorphism classification for rational homology spheres.
Theorem 4.9. Highly connected (8j − 1)-dimensional rational ho-
mology spheres P0 and P1 are diffeomorphic if and only if
Q(P0) ∼= Q(P1), s1(P0) = s1(P1) and ΣP0 ∼= ΣP1 .
Moreover, if P0 and P1 are diffeomorphic then every isometry θ :
Q(P0)→ Q(P1) is realized by a diffeomorphism.
Proof. By Theorem B, P0 and P1 are almost diffeomorphic if and
only if Q(P0) ∼= Q(P1). So we may suppose that there is a homotopy
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sphere Σ such that P0 is diffeomorphic to P1#Σ. But then
s1(Σ) = s1(P0)− s1(P1) and ΣΣ ∼= ΣP0 − ΣP1
and the first assertion follows since Σ is diffeomorphic to the standard
sphere if and only if s1(Σ) = 0 and ΣΣ ∼= S8j−1.
Now suppose that P0 and P1 are diffeomorphic and that θ : Q(P0)→
Q(P1) is an isometry. By Lemma 3.12 there is a nonsingular quadratic
function µ0 ∈ F8j and an isometry
Θ : κ0 ⊕ µ0 → κ1 ⊕ κ0 ∪θ κ−1
where κi = κ(Li) and Li is a handlebodies with ∂Li = Pi#ΣPi , i = 0, 1.
Of course by Wall’s classification of handlebodies, Θ is realized by a
diffeomorphism g : L0♮L(µ0) ∼= L1♮L(κ0 ∪θ κ−1 ) and so it suffices to
show that µ0 and κ0 ∪θ κ−1 are spherical. By Lemma 4.7 this means
showing that s1(∂L(µ0)) = 0 = s1(∂L(κ0∪θκ−1 )). But now if κ0∪θκ−1 =
κ(H, λ, α) and κi = κ(Hi, λi, αi) then
σ(κ0∪θ κ−1 ) = σ(κ0)−σ(κ1) and λ−1(α, α) = λ−10 (α0, α0)−λ−11 (α1, α1).
It follows immediately that
s1(∂L(κ0 ∪θ κ−1 )) = s1(∂L0)− s1(∂L1) = s1(P0)− s1(P1) = 0
and then we have
s1(∂L(µ0)) = s1(∂L1) + s1(∂(L(κ0 ∪θ κ−1 ))− s1(∂L0) = 0.
The question of the smooth equivalence of degenerate quadratic
functions is a difficult algebraic problem. It is equivalent to calculating
the the inertia group of the boundaries of the corresponding handle-
bodies. The inertia group of a manifold M , I(M) is the subgroup of
the group of homotopy spheres for which Σ#M is diffeomorphic to
M . If P is a highly connected (8j − 1)-manifold then I(P ) ⊂ bP8j
for if [Σ] 6= 0 ∈ ΩHC8j−1 then [P ] 6= [P#Σ] and so P and P#Σ cannot
be diffeomorphic. If in addition P is a rational homology sphere then
I(P ) = 0 for in this case s1 is defined for P and detects the addition
of any exotic sphere in bP8j . In cite [Wi1] and [Wi3] Wilkens investi-
gated the inertia groups of highly connected manifolds of dimension 7
and 15 and discovered them to be quite subtle. In particular, he found
examples where I(P0) = 0 = I(P1) but I(P0#P1) 6= 0. Wilkens con-
cluded [Wi3] with a conjecture concerning the inertia groups of highly
connected manifolds of dimension 7 and 15 which we have been unable
to prove or disprove.
CHAPTER 5
Linking forms and linking functions
We have now classified highly connected manifolds in dimension 7
and 15 up to almost diffeomorphism by their quadratic linking func-
tions which need not be homogeneous. Thus the existence of bundles
of Hopf invariant one leads us to a somewhat more general class of qua-
dratic object in order to classify manifolds. In this chapter we review
the classifications of symmetric bilinear forms on finite abelian groups
started by Wall and finished by Kawauchi and Kojima. We next re-
call Nikulin’s classification of quadratic linking forms refining a given
bilinear form and then generalize Nikulin’s result to all quadratic link-
ing functions. Throughout this chapter G shall denote a finite abelian
group.
1. Bilinear forms on finite abelian groups
Recall that a nondegenerate symmetric bilinear form b on a finite
abelian group G is called a linking form (G, b). Two linking forms
(G0, b0) and (G1, b1) are isometric if there is an isomorphism of abelian
groups θ : G0 ∼= G1 such that b0 = b1 ◦ (θ × θ). The block sum of
two linking forms (G1, b1) and (G2, b2) is defined in the obvious way to
be (G1 ⊕ G2, b1 ⊕ b2). If H is a sub-group of G we let H⊥ denote the
annihilator of H ,
H⊥ = {g ∈ G|b(g, h) = 0 ∀h ∈ H}.
In Section 7 we promised a proof of the following fundamental lemma
which (according to Wall [Wa3]) is well know and may be found in
[Wa3].
Lemma 5.1. Let (G, b) be a linking form and H a subgroup of G
such that b|H×H : H ×H → Q/Z is nonsingular. Then (H⊥, b|H⊥×H⊥)
is nonsingular and (G, b) splits as the block sum (H, b|H×H)⊕(H⊥, b|H⊥×H⊥).
Proof. Let RH : G
∧ → H∧ be the map which restricts the domain
of an element in the torsion dual of G to the subgroup H . Now consider
the composition of the adjoint map of b with RH ,
RH ◦ bˆ : G→ H∧.
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By definition H⊥ is the kernel of RH ◦ bˆ and by hypothesis (RH ◦ bˆ)|H
is an isomorphism. Thus H ∩ H⊥ = {e} and H and H⊥ generate G
which is therefore the direct sum of H and H⊥. As b(h, h′) = 0 for all
h ∈ H and h′ ∈ H⊥ the form b splits over H ⊕H⊥ and it follows that
b|H⊥ must be nonsingular for if it were singular then b would also be
singular.
Let p be a prime. Every linking form splits as a block sum over
the p-primary components of its domain. We therefore let Np denote
the semi-group of linking forms on p-groups under block sum and N
denote abelian semi-group of all linking forms under block sum. Hence
N ∼= ⊕pNp. The structure of linking forms for p an odd prime is
relatively simple. In this case every linking form splits as the block
sum of linking forms over cyclic groups Z/pk. The following notation
comes from Wall [Wa3] and Kawauchi and Kojima [KK]. The form,
Akp(θ) denotes the unique (up to isometry) linking form (Z/p
k, b) with
b(e, e) = θ where e is a generator of Z/pk. When p is understood we
write simply Ak(θ). If p is an odd prime there are two isometry classes
of linking form over Z/pk depending on whether θ is a quadratic residue
(mod p) or not. The semi-group Np is generated by the linking forms
Ak(1) and Ak(θ), θ a quadratic non-residue where k ranges over the
natural numbers. All relations amongst the linking forms are generated
by the following isometry
Ak(1)⊕Ak(1) ∼= Ak(θ)⊕ Ak(θ).
Thus for odd primes the Grothendieck group of Np, G(Np), is iso-
morphic to the group Z∞ ⊕ (Z/2)∞, where the infinite summands are
generated by [Ak(1)] and the summands of order two are generated by
[Ak(1)]− [Ak(θ)].
The main result of [KK] was the computation of the abelian semi-
group of 2-primary linking forms, N2. The generators had already been
discovered by Wall [Wa3] however the precise relations between them
were unknown. We now review the generators of N2. There are the
cyclic linking forms Ak(n) for n odd. In this case A1(n) = A1(1) for all
n, A2(n) = A2((−1)(n−1)/2) and Ak(n) ∼= Ak(n′) if and only if n ≡ n′(8)
for all k ≥ 3. There are also the hyperbolic and pseudo-hyperbolic
linking forms with matrices
Ek,0 =
(
0 2−k
2−k 0
)
(k ≥ 1) Ek,1 =
(
21−k 2−k
2−k 21−k
)
(k ≥ 2).
Theorem 5.2 (Kawauchi and Kojima [KK] Theorem 0.1). N2 has
a presentation with generators Ak(n), where n is 1(k = 1),±1(k =
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2),±1 or ± 5(k ≥ 3)), Ek,0(k ≥ 1) and Ek,1(k ≥ 2) and relations
Ak(n1)⊕Ak(n2) = Ak(n1 + 4)⊕ Ak(n2 + 4) (k ≥ 3) (0.1)
Ak(n)⊕ 2Ak(−n) = Ak(−n)⊕Ek,0 (k ≥ 1) (0.2)
3Ak(n) = Ak(−n + 4)⊕ Ek,0 (k ≥ 2) (0.3)
2Ek,0 = 2Ek,1 (k ≥ 2) (0.4)
Ak(n1)⊕Ak+1(n2) = Ak(n1 + 2n2)⊕ Ak+1(n2 + 2n1) (k ≥ 1) (1.1)
Ak(n)⊕ Ek+1,1 = Ak(n+ 4)⊕Ek+1,0 (k ≥ 1) (1.2)
Ek,1 ⊕Ak+1(n) = Ek,0 ⊕Ak+1(n+ 4) (k ≥ 2) (1.3)
Ak(n1)⊕Ak+2(n2) = Ak(n1 + 4)⊕ Ak+2(n2 + 4) (k ≥ 1) (2.1)
We call a finite abelian group G, as opposed to a linking form, homo-
geneous if G is isomorphic to (Z/pk)l for some integer l. It is implicit
in the statement of the statement of Theorem 5.2 that every linking
form b is isomorphic to a direct sum of linkings over homogeneous
groups which is fact that was already proven in [Wa3, Lemma 8]. A
complete list of homogeneous linking forms is given in [KK, 34-35].
Kawauchi and Kojima also provide a complete set of invariants which
classify linking forms and we review these now. First let G¯kp be the
subgroup of G generated by elements of order ps, s ≤ k. Then let
G˜kp := G¯
k
p/(G¯
k−1
p + pG¯
k+1
p ). The group G˜
k
p is a vector space over Z/p
and we define rkp(G) = dimZ/p(G˜
k
p). Thus each linking form (G, b) is
isomorphic to the direct sum
⊕
k≥1(G
k
p, b
k
p) with each G
k
p
∼= (Z/pk)rkp(G).
The function
b˜kp : G˜
k
p × G˜kp → Q/Z
([x], [y]) 7→ pk−1b(x, y).
is well defined and indeed defines a nonsingular linking form on G˜kp.
For each linking form (G, b) we make the following
Definition 5.3 ([KK] Definition 1.1). Let ck(b) ∈ G˜k2 be the char-
acteristic element of b˜k2 which is uniquely defined by the identity
b˜k2(c
k(b), [x]) = b˜k2([x], [x]).
Observe that ck(b) 6= 0 if and only if (G, b) contains an indecompos-
able cyclic linking form Ak(nk) as a summand. We now wrap up a
lemma, corollary and definition of Kawauchi and Kojima into a single
proposition.
Proposition 5.4 ([KK] §2). Let (G, b) be a linking form with ck(b) =
0 and let qk be the (well defined) function
qk : G2/G¯
k
2 → Q/Z
[x] 7→ 2k−1b(x, x).
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The complex number
GSk(b) :=
∑
[x]∈G2/G¯k2
exp(2πiqk([x]))
(where exp denotes the standard exponential and i =
√−1) is non-zero
and there is an integer σ defined uniquely mod 8 such that GSk(b) =
|GSk(b)| ·exp(2πiσ/8). The invariant σk(b) is defined to be σk(b) ∈ Z/8
if ck(b) = 0 and ∞ if ck(b) 6= 0.
Theorem 5.5 ([KK] 4.1). Two linking forms (G2, b) and (G
′
2, b
′)
are isometric if and only if rk2(G2) = r
k(G′2) and σk(b) = σk(b
′) for all
k ≥ 1.
Corollary 5.6. Let rkp : G(N2) −→ Z be the kth-rank homomor-
phism defined on the Grothendieck group of N2 by
rk2 : G(N2) −→ Z[k]
([b0], [b1]) 7→ rk2(b0)− rk2(b1).
Then the homomorphism r2 which is the sum of r
k
2 for all positive
integers k gives an isomorphism
r2 :
∞⊕
k=1
rk2 : G(N2) ∼=
∞⊕
k=1
Z[k].
Proof. The homomorphism r2 is clearly surjective. Let b0 and b1
be linking forms for which ([b0], [b1]) lies in the kernel of r2. If b is the
linking form
b =
⊕
{k:rk2 (b0)6=0}
Ak(1)
then σk(b0 ⊕ b) = σk(b1 ⊕ b) = ∞ for every positive integer k. By
Theorem 5.5, b0 ⊕ b ∼= b1 ⊕ b and hence the kernel of r2 is trivial.
Remark 5.7. Notice that cancellation fails in N2 and hence in-
formation is lost in passing to G(N2) ∼= (N2 ⊕ N2)/∆, (where ∆ =
{([q], [q]) ∈ N2 ×N2}). In particular, if
∆¯ = {([q0], [q1]) : (j[q0], j[q1]) ∈ ∆ for some j ∈ Z+},
then there is an isomorphism of sets
∆¯/∆ ∼= Z/2∞ ∪ Z/4∞.
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2. Quadratic forms on finite abelian groups
Recall from Section 9 that a homogeneous quadratic refinement of
a linking form (G, b) is a function q : G→ Q/Z such that q(−x) = q(x)
for all x ∈ G and such that
b(x, y) = q(x+ y)− q(x)− q(y) ∈ Q/Z
for all x, y ∈ G. We note that many authors including Wall consider
quadratic refinements in Q/2Z in which case the defining equation is
q¯(x+ y) = q¯(x) + q¯(y) + 2b(x, y) ∈ Q/2Z
where multiplication by 2 induces an isomorphism ·2 : Q/Z ∼= Q/2Z.
The two definitions are equivalent with q¯ = (·2) ◦ q. We call any
such q a quadratic linking form. Two quadratic linking forms (G0, q0)
and (G1, q1) are isometric if there exists and isomorphism of abelian
groups θ : G0 ∼= G1 such that q0 = q1 ◦ θ. Note that any isometry
of quadratic refinements is necessarily an isometry of the associated
bilinear forms. If G contains no 2-torsion then every bilinear form on
G has a unique quadratic refinement and so we shall be concerned with
bilinear forms on 2-groups. Given that Kawauchi and Kojima have
classified bilinear forms on 2-groups we shall focus on the question
of when two homogeneous quadratic refinements of the same linking
form are isometric. Recall from Lemma 2.31 4, that if q is a fixed
quadratic linking form refining b, then all other quadratic linking forms
refining b are of the form qa, where a ∈ G and 2a = 0. Thus our goal
can be restated as follows: given a, c ∈ G¯12 when is qa ∼= qc? We
shall discover a most satisfactory answer to this question in Corollary
5.13. We turn now to the definition of the invariants which resolve this
question. Recall Wall’s theorem that every quadratic form (G, q) is the
boundary of some even quadratic form κ(H, λ, 0),
0 −→ H λˆ−→ H∗ → G −→ 0.
Lemma 5.8. Let q be a quadratic linking form and κ(λ, 0) any non-
degenerate even quadratic function such that qev(κ) = q. The signature
of λ (mod 8) is independent of the choice of κ(λ, 0) and is thus an
invariant of q:
σ(q) := σ(λ) (mod 8) ∈ Z/8.
Proof. We use the technique of algebraic gluing from Lemma 3.6.
Let κ0 = κ(λ0) and κ1 = κ(λ1) be two nondegenerate quadratic forms
inducing q, then the quadratic form (κ0∪q κ−1 ) defined in Lemma 3.6 is
nonsingular and even and hence has signature divisible by 8 according
to [MH, Theorem 5.1]. If λ is the bilinear form associated to (κ0∪qκ−1 )
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then λ⊗IdQ = (λ0⊗IdQ)⊕(−λ1⊗IdQ) and hence σ(λ) = σ(λ0)−σ(λ1)
and σ(q) is well-defined.
Theorem 5.9 (Nikulin [Ni]). Two quadratic linking forms q and
q′ are isometric if and only if b(q) ∼= b(q′) and σ(q) ≡ σ(q′)(mod 8).
The invariant σ(q) may also be computed by a Gauss-sum formula as
follows.
Definition 5.10. Let (G, q) be a quadratic linking form on a finite
abelian group. Define the Gauss sum invariant of q by
GS(q) = 1/
√
|G| ·
∑
x∈G
exp(2πiq(x)) ∈ C.
Theorem 5.11 (Milgram [Milg]). Let (G, q) be a quadratic linking
form and let κ(λ, 0) be a nondegenerate quadratic function such that
qev(κ) = q. Then
GS(q) = exp(2πiσ(λ)/8).
Theorem 5.11 gives another proof that σ(q) := σ(λ) (mod 8) is well
defined. It follows in particular from Theorem 5.11, that GS(q) is
never zero. Moreover, the important part of this complex number for
our purposes is its argument, so we make the following
Definition 5.12. Let (G, q) be a quadratic linking form. Define
the Kervaire-Arf invariant of q, K(q) ∈ Q/Z, to be the argument of
GS(q) divided by 2π.
Corollary 5.13. Two quadratic linking forms q and q′ are iso-
metric if and only if b(q) ∼= b(q′) and K(q) = K(q′). For a fixed
quadratic linking form q and for any a, c ∈ G¯12, qa and qc are isometric
if and only if q(a) = q(c).
Proof. The first statement is a trivial consequence of Theorems
5.9 and 5.11. The second statement follows from the following simple
calculation.
GS(qa) =
∑
x∈G exp(2πiqa(x))
=
∑
x∈G exp(2πi(q(x+ a)− q(a)))
=
[∑
x∈G exp(2πiq(x))
]
.exp(−2πiq(a))
= GS(q).exp(−2πiq(a)).
Thus K(qa) = K(q) − q(a) and so qa ∼= qc if and only if and only if
q(a) = q(c).
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We shall not give Nikulin’s proof of Theorem 5.9 here and mention
only that it is achieved by induction over the number of generators of
G and the classification of bilinear forms on 2-groups (which Nikulin
seems to have obtained independently from Kawauchi and Kojima).
To conclude this section we mention another result of Wall’s which
reduces the problem of classifying quadratic forms to the classification
of bilinear forms. If G is a finite 2-group choose a basis for G, that is a
set of generators {xi} for cyclic groups of which G is a direct sum. Let
G×2 be the group with generators {x′i} where the order of x′i is twice
the order of xi. There is a short exact sequence of groups
0→ G¯1×2 → G×2 → G→ 0.
Theorem 5.14 (Wall [Wa3] Theorem 5). A quadratic linking form
q : G → Q/Z determines and is determined by a linking form B(q) :
G×2 ×G×2 → Q/Z.
With this result of Wall it is not difficult to use the classification
of Kawauchi and Kojima to prove Nikulin’s theorem. In fact, let
b(q) : G × G → Q/Z be the bilinear form which q refines. By defi-
nition GSk(B(q)) = GSk−1(b(q)) for k > 1 and GS1(B(q)) = GS(q).
(Note that since G×2 has no elements of order two c
1(B(q)) = 0 and
the results of [KK] give an alternate proof that GS(q) is non-zero.)
Theorem 5.9 now follows from Theorems 5.14 and 5.5 applied to B(q)
and the fact that linking forms on groups of odd order have unique qua-
dratic refinements. In fact we may now state the following extension
of Theorem 5.5 to quadratic linking forms.
Corollary 5.15. Two quadratic linking forms (G2, q) and (G
′
2, q
′)
are isometric if and only if rk2(G2) = r
k(G′2) and σk(B(q)) = σk(B(q
′))
for all k ≥ 1.
Proof. By Theorem 5.14 q and q′ are isometric if and only if B(q)
and B(q′) are isometric and this occurs according to Theorem 5.5 if and
only if rk2(G2) = r
k(G′2) and σk(B(q)) = σk(B(q
′)) for all k ≥ 1.
Remark 5.16. Let q : G → Q/Z be a quadratic linking form de-
fined on the 2-group G and let the range of q, R(q), be the images of q
in Q/Z counted with multiplicity. It follows from Corollary 5.15 that if
(G, q′) is another quadratic liking form then q is isometric to q′ if and
only if R(q) = R(q′).
3. Quadratic functions on finite abelian groups
A quadratic linking functions is a function q : G → Q/Z which
refines a bilinear form b but which need not be homogeneous. Just as
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in the homogeneous case we may define the Gauss-sum invariant and
the associated Kervaire-Arf invariant.
GS(q) =
∑
x∈G
exp(2πiq(x)) ∈ C K(q) = Arg(GS(q))/2π
However the signature invariant of a general quadratic linking function
must be somewhat modified as follows. Recall that for every quadratic
linking function q, Corollary 2.36 guarantees a characteristic quadratic
function κ such that qc(κ) ∼= q.
Proposition 5.17. Let (G, q) be a quadratic linking function and
let κ0 = κ(λ0, α0) be a nondegenerate quadratic function such that
δc(κ0) = q. Then the quantity
s¯1(q) := (λ
−1
0 (α0, α0)− σ(λ0))/8 ∈ Q/Z.
is independent of the choice of κ0.
Proof. Suppose that κ0 and κ1 are two quadratic functions such
that δc(κ0) = q = δ
c(κ1). Then by Lemma 3.6 we may form the
nonsingular characteristic quadratic function κ0 ∪Id κ−1 . We let λ and
α denote respectively the bilinear and linear parts of κ0 ∪Id κ−1 . Since
α is characteristic for λ it is well known that λ(α, α) ≡ σ(λ) (mod 8)
(see for example [MH]). However
[λ(α, α)− σ(λ)]/8 mod Z = [λ−10 (α0, α0)− λ−11 (α1, α1)− (σ(λ0)− σ(λ1))]/8 mod Z
0 mod Z = [λ−10 (α0, α0)− σ(λ0)]/8− [λ−11 (α1, α1)− σ(λ1)]/8 mod Z.
As the right hand side is the difference of the possible values for s¯1(q)
we have proven the proposition.
Remark 5.18. We have called this invariant of a quadratic linking
functions s¯1 because when q = δ
c(κ0) then s¯1(q) = s¯1(∂L(κ0)) where
s¯1 is the almost diffeomorphism invariant of ∂L0 which was defined in
Section 2.12.
Proposition 5.19. Let q : G → Q/Z be a quadratic linking func-
tion on a finite abelian group. Then
s¯1(q) = −K(q)
Proof. By the proof of Corollary 2.36 there is a nondegenerate
characteristic quadratic function κ = κ(H, λ, α) with λ an even bilinear
form such that q = δc(κ). It follows that 2 divides α and so we let
a = [α/2] ∈ G = H∗/λˆ(H). Moreover, if we let qo = δc(κ(λ, 0)) be the
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quadratic linking form defined by λ alone then q = qoa by Lemma 2.37.
By Proposition 5.17
s¯1(q) = [λ
−1(α, α)− σ(λ)]/8 mod Z
= λ−1(α/2, α/2)/2−K(qo)
= q′(a)−K(qo)
= −K(q).
The last step follows by the arithmetic of Corollary 5.13 which showed
that K(qoa) = K(q
o)− qo(a) (and which made no use of the fact oper-
ating then that 2a = 0).
Corollary 5.20. If q0 and q0 are two quadratic linking functions,
then K(q0 ⊕ q1) = K(q0) +K(q1).
Proof. This will follow from the simple fact that s¯1 is additive.
For let κ0(λ0, α0) and κ1(λ1, α1) be two quadratic functions such that
qi = δ
c(κi). Then
s¯1(q0 ⊕ q1) = [(λ0 ⊕ λ1)−1(α0, α1)− σ(λ0 ⊕ λ1)]/8 mod Z
= [λ−10 (α0, α0)− σ(λ0)]/8 + [λ−11 (α1, α1)− σ(λ1)]/8 mod Z
= s¯1(q0) + s¯1(q1))
Now recall the Wilkens data (b(q), β(q)) of a quadratic linking func-
tion q which is the pair composed of the linking form refined by q and
the even element β(q) defined in 2.31, 5. The element β(q) is twice the
linear part of q.
Lemma 5.21. Let q : G → Q/Z be a quadratic linking function. If
the order of G is odd then (b(q), β(q)) is a complete invariant of q.
Proof. In a group of odd order there is a unique quadratic linking
form qo refining b(q). As there is a unique γ ∈ G such that q =
qoγ and γ = (1/2)β(q) is determined by β(q), we see that (b(q), β(q))
determines q.
Before stating and proving the classification of quadratic linking
functions we establish notation for quadratic linking functions parallel
to the notation for linking forms in Section 1. Let qk(n), qk,0 and
qk,1 denote homogeneous quadratic refinements of Ak(n), Ek,0 and Ek,1
respectively. We define homogeneous quadratic refinements qk(n), qk,0,
and qk,1 of Ak(n), Ek,0, and Ek,1 as follows. For r, s ∈ Z,
(k ≥ 1) Ak(n) = (Z/2k[e], Akn(e, e) = n2−k)
qk(n)(re) = r2n2−k−1
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(k ≥ 1) Ek,0 = (Z/2k[e1]⊕ Z/2k[e2], Ek,0(ei, ei) = 0, Ek,0(e1, e2) = 2−k)
qk,0(re1 + se2) = rs2
−k
(k ≥ 2) Ek,1 = (Z/2k[e1]⊕ Z/2k[e2], Ek,1(ei, ei) = 21−k, Ek,1(e1, e2) = 2−k)
qk,1(re1 + se2) = (r
2 + rs+ s2)2−k.
We shall continue to with our convention of using a subscript to denote
a linear perturbation of a quadratic function, qa(x) = q(x) + b(x, a).
So for example
[qk(n)e](re) = q
k(n)(re) + Ak(n)(re, e) = r2n2−k−1 + rn2−k.
Theorem 5.22. Let q0 and q1 be quadratic linking functions over
a finite abelian group G. Then q0 is isometric to q1 if and only if
(b(q0), β(q0)) ∼= (b(q1), β(q1)) and K(q0) = K(q1).
Proof. By Lemma 5.21, (b(q), β(q)) is an invariant of the isometry
class of any quadratic linking function q. Moreover, K(q) is manifestly
an invariant. Therefore, it remains to show that q0 and q1 are isometric
if (b(q0), β(q0)) ∼= (b(q1), β(q1)) and K(q0) = K(q1). By Lemma 5.21
(or by the results of Wilkens’ thesis) the theorem is true if b(q0) and
b(q1) are linking forms on a group of odd order. We therefore assume
that the linking forms are defined on 2-primary groups. Let q have
Wilkens data (b(q), β(q)) and a fixed Kervaire-Arf invariant K(q) ∈
Q/Z. The strategy of the proof shall be to show that q is uniquely
determined up to isometry by these data using induction on the number
of indecomposable summands in b(q).
We first observe that if θ : (b(q0), β0)) ∼= (b(q1), β(q1)) then we may
replace (b(q1), β(q1)) with (b(q1)◦(θ×θ), θ−1(β(q1)). We shall therefore
always assume that (b(q0), β(q0)) = (b(q1), β(q1)). In order to prove the
existence of the isometries of quadratic linking functions predicted by
the theorem we shall constantly use the following lemma.
Lemma 5.23. Two quadratic linking functions (G0, q0) and (G1, q1)
are isometric if and only if there are bases {e1, . . . , en} and {f1, . . . , fn}
for G0 and G1 respectively such that and q0(ei) = q1(fi) and b(q0)(ei, ej) =
b(q1)(fi, fj) for all i and j.
Proof of Lemma. Clearly the condition given is necessary for q0
and q1 to be isometric. It is sufficient because the relation qi(x+ y) =
qi(x) + qi(y) + bi(x, y), i = 0, 1, means that qi is determined by b(qi)
and the values qi takes on a basis.
The base case of our induction is when b(q) is indecomposable. In
this case Wilkens’ thesis implies that there are at most two quadratic
linking functions with invariants (G, b, β) and one may check using
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Wilkens’ calculations that in the cases where there are two quadratic
linking functions then they have distinct Kerviare-Arf invariant. We
now give a proof of the theorem in the indecomposable case which does
not rely on Wilkens’ results. Consider the case where (b(q), β(q)) =
(Ak(n), β) is a linking form on the cyclic group Z/2k. We must therefore
consider qk(n)a and q
k(n)a+2k−1e where 2a = β. We have already noted
that the proof of Corollary 5.13 shows that K(qa) = K(q) − q(a) for
any quadratic linking function. Hence
K(qk(n)a+2k−1e)−K(qk(n)a) = qk(n)(a+ 2k−1e)− qk(n)(a)
= (na2 + 2kna+ n22k−2 − na2).2−k−1
= na2−1 + n2k−3.
We see that K(qk(n)a+2k−1e) 6= K(qk(n)a when k = 1, when k = 2 and
2|a and when k ≥ 3 and 2 6 | a (recall that n is odd). In these cases
the two quadratic refinements are not isometric, this is detected by the
Kervaire-Arf invariant and there is nothing further to prove. In the
remaining cases (k = 2 and 2 6 | a or k ≥ 3 and 2|a) we must show
that qk(n)a+2k−1e and q
k(n)a are isometric. We let θ : Z/2
k → Z/2k be
multiplication by (1 + 2k−1) and verify that θ is the desired isometry.
Firstly let k = 2 and 2 6 | a.
q2(n)a(3e) = q
2(n)(e+ 2e) + A2(n)(e+ 2e, a)
= q2(n)(e) + q2(2e) + A2(n)(e, 2e) + A2(n)(2e, a) + A2(n)(e, a)
= q2(n)(e) + 2−1 + A2(n)(e, 2e) + 2−1 + A2(n)(e, a)
= q2(n)(e) + A2(n)(e, a+ 2e)
= q2(n)a+2e(e)
Hence by Lemma 5.23 applied to (qk(n)a+2k−1e, e) and (q
k(n)a, 3e) we
have the desired isometry. In the second case k ≥ 3 and 2|a.
qk(n)a((1 + 2
k−1)e) = qk(n)(e+ 2k−1e) + Ak(n)(e+ 2k−1e, a)
= qk(n)(e) + qk(2k−1e) + Ak(n)(e, 2k−1e) + Ak(n)(a, e+ 2k−1e)
= qk(n)(e) + 0 + Ak(n)(e, 2k−1e) + Ak(n)(a, e)
= qk(n)(e) + Ak(n)(e, a+ 2k−1e)
= qk(n)a+2k−1e(e)
Again by Lemma 5.23 applied to (qk(n)a+2k−1e, e) and (q
k(n)a, (1 +
2k)e) we have the desired isometry. We now consider the hyperbolic
and pseudo-hyperbolic linking forms. When (b(q), β(q)) = (E10 , 0) the
classification of quadratic refinements via the Kervaire-Arf invariant is
well known: K(q1) = K(q1e1) = K(q
1
e2
) = 0 and K(q1e1+e2) = 1/2. It is
perhaps most instructive simply to list the table of values for all four
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quadratic refinements of E1.
q1 q1e1 q
1
e2 q
1
e1+e2
0 0 0 0 0
e1 0 0 1/2 1/2
e2 0 1/2 0 1/2
e1 + e2 1/2 0 0 1/2
The first three quadratic linking functions are evidently isometric via
permutations of e1, e2 and e1 + e2. We now consider Wilkens data
(b(q), β(q)) = (Ek,ǫ, β) where ǫ = 0, 1, k ≥ 2, β = 2a and a = a1e1 +
a2e2 is any element in Z/2
k ⊕ Z/2k. We let c = c1e1 + c2e2 denote any
of the elements e1, e2 or e1 + e2 so that ci = 0 or 1. Again we apply
Corollary 5.13 to calculate that
K(qk,ǫ
a+2k−1c
)−K(qk,ǫa ) = qk,ǫ(a+ 2k−1c)− qk,ǫ(a)
= qk,ǫ(a) + qk,ǫ(2k−1c) + Ek,ǫ(a, 2k−1c)− qk,ǫ(a)
= Ek,ǫ(a, 2k−1c)
= (a1c1 + a2c2)2
−1
=
{
0 if (a1c1 + a2c2)is even
1/2 if (a1c1 + a2c2)is odd
}
.
Hence we see Wilkens’ criteria that when the order of the group is
greater than 4, (k ≥ 2), that (Ek,ǫ, β) is ambiguous if and only if 4 does
not divide β = 2a1e1 + 2a2e1. More importantly we must exhibit an
isometry θ from qk,ǫa to q
k,ǫ
a+2k−1f
when a1c1 + a2c2 is odd. Now either
both ai are odd in which case we assume (as we may interchange bases
elements at will) that c2 = 0 or precisely one ai is odd in which case
we assume it to be a1 and hence c1 = 1. We describe the necessary
isometry θ in these two cases and present the matrices which by Lemma
5.23 ensures that θ is an isometry.
(ai odd, c1 = 1, c2 = 0)
 q
k,ǫ
a
θ→ qk,ǫ
a+2k−1f
e1 7→ e1
e2 7→ e2 + 2k−1e1.

[
qk,ǫa (e1) E
k,ǫ(e1, e2)
∗ qk,ǫa (e2)
]
=
[
qk,ǫa (e1) 2
−k
∗ qk,ǫa (e2)
]
[
qk,ǫ
a+2k−1c
(e1) E
k,ǫ(e1, e2 + 2
k−1e1)
∗ qk,ǫ
a+2k−1c
(e2 + 2
k−1e1)
]
=
[
qk,ǫa (e1) + c2 2
−k
∗ qk,ǫa (e2) + 2−1(c1 + a2)
]
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(a1 odd, a2 even, c1 = 1)
 q
k,ǫ
a
θ→ qk,ǫ
a+2k−1f
e1 7→ e1 + 2k−1c2e2
e2 7→ e2 + 2k−1e2.

[
qk,ǫ
a+2k−1c
(e1 + 2
k−1c2e2) E
k,ǫ(e1, e2 + 2
k−1c2e1)
∗ qk,ǫ
a+2k−1c
(e2 + 2
k−1e1)
]
=
[
qk,ǫa (e1) + 2
−1(c2 + c2a1) 2
−k
∗ qka(e2) + 2−1(c1 + a1)
]
This completes the classification of quadratic linking forms refining
indecomposable pairs (b(q), β). We call the Wilkens data (b, β) ambigu-
ous if there is more than one isometry class of quadratic linking function
with Wilkens data (b, β). We call the Wilkens data (b, β) unambiguous
if there is a unique quadratic linking function with invariants (b, β). We
have just reproven Wilkens’ result that an indecomposable pair (b, β)
is ambiguous if and only if the order of the group is less than or equal
to 4 and β = 0 or the order of the group is greater than 4 and β is not
divisible by 4. Moreover we note that in all ambiguous cases except for
(A1(1), 0) that the K(q0) − K(q1) = 1/2 where q0 and q1 are the two
possible refinements. When (b(q), β(q)) = (A1(1), 0) then there are two
possible quadratic refinements q1(1) and q1(1)e and these have distinct
Kervaire-Arf invariants:
K(q1(1)) =
1
8
and K(q1(1)e) =
7
8
.
The inductive step requires us to verify the theorem in a large num-
ber of special cases. We start with a simple case by way of illustration.
Suppose that (b(q), β(q)) = (b0, β0)⊕ (b′, β ′) where (b0, β0) is an unam-
biguous pair with quadratic refinement q0. It follows that q ∼= q0 ⊕ q′
where q′ refines (b′, β ′). But since the Kervaire-Arf invariant is addi-
tive over block sum K(q′) = K(q) − K(q0) is determined and hence
by induction q′ is uniquely determined. If suffices therefore to restrict
our attention to pairs (b(q), β(q)) consisting entirely of ambiguous ir-
reducible components. If these all have β(q) = 0 then all the quadratic
linking functions are homogeneous and hence quadratic linking forms
in which case Nikulin has proven the result. We thus check the cases in
which at least one of the ambiguous indecomposable pairs has β(q) 6= 0
and therefore 4 6 | β(q). We label that the ambiguous indecomposable
inhomogeneous Wilkens data (I, β) and recall that they are as follows:
(Ak(n), β) k > 2, 4 6 | β, (Ek,ǫ, β) k > 1, 4 6 | β.
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Suppose that (b(q), β(q)) = (A1(1), 0)⊕ (I, β) then there are four pos-
sible quadratic refinements and four different values of K(q) so the
result is proved. In the remaining cases we consider Wilkens data of
the form (I, β0) ⊕ (J, β1) ⊕ (b′, β ′) where (I, β0) is ambiguous, inde-
composable and inhomogeneous and (J, β1) is ambiguous and either
indecomposable or (A1(1) ⊕ A1(1), 0). Let qI and ∗qI denote the two
isometry classes of quadratic refinements of (I, β0) and let q
J and ∗qJ
be quadratic refinements of (J, β1) such that K(q
J) − K(∗qJ) = 1/2.
We shall show that ∗qI⊕∗qJ ∼= qI⊕qJ . It follows that every quadratic
refinement of (I, β0)⊕ (J, β1)⊕ (b′, β ′) is isometric to qI ⊕ q′′ for some
q
′′
which refines (J, β1)⊕ (b′, β ′) and hence by induction that the value
of K(q) determines the isometry class of any quadratic refinement of
(I, β0)⊕ (J, β1)⊕ (b′, β ′).
We now proceed to the necessary computations. Let ai be elements
of the domain of I or J such that 2ai = βi. From our computations in
the indecomposable case we know that if I or J is isomorphic to Ek,ǫ
with k > 1 then, by swapping e1 and e2 if necessary, we may assume
that K(qk,ǫai )−K(qk,ǫai+2k−1e1) = 1/2. Finally, when considering pairs of
similar linking forms we shall distinguish generators by the place they
hold. So, for example, we shall denote generators of Ak(n0) ⊕ Al(n1)
by (e, 0) and (0, e).
(b(q), β(q)) = (Ak(n0), β1)⊕ (Al(n1), β2) (k ≥ 3, l ≥ 2)
qk(n0)a0 ⊕ ql(n1)a1 → qk(n0)a0+2k−1e ⊕ ql(n1)a1+2l−1e
(e , 0) 7→ (e , 2l−1e)
(0 , e) 7→ (2k−1e , e)
(b(q), β(q)) = (Ak(n0), β1)⊕ (El,ǫ, β2) (k, l ≥ 2).
qk(n0)a0 ⊕ ql,ǫa1 → qk(n0)a0+2k−1e ⊕ ql,ǫa1+2l−1e1
(e , 0) 7→ (e , 2l−1e1)
(0 , e1) 7→ (0 , e1)
(0 , e2) 7→ (2k−1e , e2)
3. QUADRATIC FUNCTIONS ON FINITE ABELIAN GROUPS 95
(b(q), β(q)) = (Ek,ǫ, β1)⊕ (El,ǫ, β2)) (k, l ≥ 2).
qk,ǫa0 ⊕ ql,ǫa1 → qk,ǫa0+2k−1e ⊕ q
l,ǫ
a1+2l−1e1
(e1 , 0) 7→ (e1 , 0)
(e2 , 0) 7→ (e2 , 2l−1e1)
(0 , e1) 7→ (0 , e1)
(0 , e2) 7→ (2k−1e1 , e2)
(b(q), β(q)) = (Ak(n0), β1)⊕ (E1,0, 0) (k ≥ 3, 4 6 | β1).
qk(n0)a0 ⊕ q1e1+e2 → qk(n0)a0+2k−1e ⊕ q1
(e , 0) 7→ (e , e1 + e2)
(0 , e1) 7→ (2k−1e , e1)
(0 , e2) 7→ (2k−1e , e2)
(b(q), β(q)) = (Ak(n0), β1)⊕ (A1(1)⊕A1(1), 0)) (k ≥ 3, 4 6 | β1).
qk(n0)a0 ⊕ q1(1)a1 ⊕ q1(1)a2 → qk(n0)a0+2k−1e ⊕ q1(1)a1+e ⊕ q1(1)a2+e
(e , 0 , 0) 7→ (e , e , e)
(0 , e , 0) 7→ (2k−1e , e , 0)
(0 , 0 , e) 7→ (2k−1e , 0 , e)
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(b(q), β(q)) = (Ek,ǫ, β1)⊕ (E1,0, 0)) (k ≥ 2, 4 6 | β1).
qk,ǫa0 ⊕ q1e1+e2 → qk,ǫa0+2k−1e1 ⊕ q1
(e1 , 0) 7→ (e1 , 0)
(e2 , 0) 7→ (e2 , e1 + e2)
(0 , e1) 7→ (2k−1e1 , e1)
(0 , e2) 7→ (2k−1e1 , e2)
(b(q), β(q)) = (Ek,ǫ, β1)⊕ (A1(1)⊕ A1(1), 0)) (k ≥ 2, 4 6 | β1).
qk,ǫa0 ⊕ q1a1 → qk,ǫa0+2k−1e ⊕ q1a1+2l−1e1
(e1 , 0) 7→ (e1 , 0)
(e2 , 0) 7→ (e2 , 2l−1e1)
(0 , e1) 7→ (0 , e1)
(0 , e2) 7→ (2k−1e1 , e2)
This concludes the proof of Theorem 5.22.
Corollary 5.24. Let P0 and P1 be highly connected rational ho-
mology spheres of dimension 7 or 15 with isometric Wilkens invari-
ants (G0, b0, β0) and (G1, b1, β1). Then P0 and P1 are almost diffeo-
morphic (resp. diffeomorphic) if and only if s¯1(P0) = s¯1(P1) (resp.
s1(P0) = s1(P1) and ΣP0 = ΣP1).
Proof. By Theorem B, P0 and P1 are almost diffeomorphic if and
only if Q(P0) = (G0, q
c
0, β0) is isometric to Q(P1) = (G1, q
c
1, β1). As
P0 and P1 are rational homology spheres q
c
0 = q0 and q
c
1 = q1 are qua-
dratic linking functions which by hypothesis define isometric Wilkens
data. Now by Theorem 5.22, q0 and q1 are isometric if and only if
K(q0) = K(q1) but by Proposition 5.19, K(qi) = −s¯1(qi), i = 0, 1, and
by Remark 5.18, s¯1(qi) = s¯1(Pi). Hence P0 and P1 are almost diffeo-
morphic if and only if s¯1(P0) = s¯1(P1). By Theorem 4.9, P0 and P1 are
diffeomorphic if and only if q0 is isometric to q1, s1(P0) = s1(P1) and
ΣP0 = ΣP1 . As s¯1 is a multiple of s1, we conclude that P0 and P1 are
diffeomorphic if and only if s1(P0) = s1(P1) and ΣP0 = ΣP1 .
CHAPTER 6
Classification up to homeomorphism and
homotopy
In this final chapter we shall restrict our attention to highly con-
nected manifolds of dimension 7 and thus the pair (L, P ) shall always
denote an 8-dimensional handlebody L with boundary P . We remind
the reader that we consider only smooth manifolds P . We shall extend
the almost diffeomorphism classification obtained in Chapter 4 to a
classification up to PL-homeomorphism, homeomorphism and homo-
topy. The classification of manifolds is often presented in the opposite
direction, moving from the homotopy classification to the homeomor-
phism classification via the surgery exact sequence and then upwards
via smoothing theory to the PL-classification and the smooth classifica-
tion. However, in the case of highly connected manifolds it has proven
easier to classify up to almost diffeomorphism first and then descend
to the other categories using smoothing theory and the surgery exact
sequence in the opposite direction.
1. Smoothing theory
We begin by briefly recalling the theory of smoothing manifolds.
Suppose that M is a PL manifold of dimension greater than 4. If we
embed M in Euclidean space of sufficiently highly dimension then the
embedding we choose is unique up to isotopy and hence M has a well
defined stable normal bundle which we denote by νPLM : M → BPL.
Now there is a forgetful map from πO,PL : BO → BPL which classifies
the universal smooth bundle γ : EO → BO as a PL-bundle. It is
a remarkable fact (proven in [HM]) that the question of whether M
may be equipped with a smooth structure reduces to the question of
whether the map stable PL-normal bundle of M lifts through πO,PL.
BO
M BPL
❄
πO,PL
✲
νPLM
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
✒
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In fact, if ν is a lift of νPLM then there is a smooth structure on Mν
for which ν classifies the stable normal bundle. We would now like
to determine the number of distinct smooth structures which the PL
manifold M admits. It amounts to the same thing, but gives us a little
more freedom, to determine the smoothings of M where we define a
smoothing of M to be a PL-homeomorphism f : Mν → M where Mν
is a smooth manifold. Such a smoothing defines the smooth structure
f−1∗Mν on M . Two smoothings f0 : Mν0 → M and f1 : Mν1 → M
are called concordant if there is a smooth structure on M × I which
restricts to be f−1∗0 Mν0 on M × 0 and f−1∗1 Mν1 on M × 1. Another
theorem of [HM] states that the concordance classes of smoothings of
M are in bijective correspondence with [M,PL/O] where PL/O de-
notes the fiber of πO,PL. We shall call two smoothings fi : Mνi → M
diffeomorphic if there is a diffeomorphism g : Mν0 → Mν1 such that
f0 = f1 ◦ g. Of course one often would rather know the classification
of the smoothings of M up to diffeomorphism and these are the quo-
tient of the concordance classes of smoothings ofM under the action of
the PL-homeomorphisms of M . A PL-homeomorphism h : M → M
acts on a smoothing Mν :→ M by composition, h · f = h ◦ f . If h is
PL-isotopic to the identity then it acts trivially on any smoothing. In
the case where M ∼= (Sn)PL it is known that all PL-homeomorphisms
which preserve orientation are PL isotopic to the identity and hence
[Sn, PL/O] = πn(PL/O) corresponds bijectively with the set of orien-
tation preserving diffeomorphism classes of smoothings of Sn, otherwise
known as Θn (for n 6= 3, 4). For i ≤ 6 it is known that πi(PL/O) = 0.
In general the computation of [M,PL/O] for an arbitrary manifold is
a (not necessarily easy) task in homotopy theory.
The problem of classifying the PL structures on a given topologi-
cal manifold was solved by Kirby and Siebenmann [KiSi] who showed
that the problem again reduced to the lifting question for the classi-
fying maps of the stable tangent bundles. Specifically every compact
topological manifold M has a stable topological normal bundle which
classified by a map νTopM from M to the classifying space BTop. There
is a universal forgetful map πPL,Top : BPL→ BTop and a topological
manifold M admits a PL-structure if and only if the following lifting
problem can be solved.
BPL
M BTop
❄
πPL,Top
✲
νTopM
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣✒
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Moreover, the homotopy fiber of πPL,Top, Top/PL, has but one non-
trivial homotopy group and this is Z/2 in dimension 3. There is thus a
single obstruction to placing a PL structure on a topological manifold
M which lies in H4(M ;Z/2) and it is called the Kirby-Siebenmann
invariant. If M is a topological manifold which admits a PL structure
then the concordance classes of PL structures on M are in bijective
correspondence with [M,Top/PL] ∼= H3(M ;Z/2).
Having reviewed the fundamental results concerning the smoothing
of manifolds we now consider the PL and topological classification of
highly connected manifolds of dimension 7. We shall write P PL and
PLTop for the PL and topological manifolds underlying the smooth
manifold P .
Theorem 6.1. Let P0 and P1 be highly connected, closed, smooth
7-manifolds with quadratic linking families Q(P0) and Q(P1). The fol-
lowing are equivalent:
1. P0 is homeomorphic to P1,
2. P0 is PL-homeomorphic to P1,
3. P0 is almost diffeomorphic to P1,
4. Q(P0) is isometric to Q(P1).
Proof. Evidently 3 implies 2 and 2 implies 1. The main result
of Chapter 4 was the equivalence of 3 and 4. In dimension 7 we see
that [P, PL/O] ∼= H7(P ; π7(PL/O)) ∼= Θ7. It follows that all possible
smooth structures on P PL0 are obtained by taking the connected sum
of P0 with a homotopy sphere and thus 2 implies 3. Finally we show
that 1 implies 2.
Let f : P0 → P1 be a homeomorphism. Suppose, to begin with, that
P0 and P1 have torsion free third homology. Then Q(Pi) ∼= (Zl, 0, βi)
where l is the rank of H4(Pi), 0 indicates the trivial quadratic linking
function and βi is the tangential invariant of Pi. By Novikov’s theo-
rem on the topological invariance of the rational Pontryagin classes,
f!(β0) = β1 and hence f induces an isometry of the quadratic linking
families. Hence by Theorem B, P0 and P1 are almost diffeomorphic
and in particular PL-homeomorphic. If P0 and P1 have finite fourth
cohomology then by Corollary 5.24 the quadratic linking functions
Q(Pi) = (TG, qi, βi) are determined by their Wilkens data (b(qi), βi)
and Kervaire-Arf invariants K(qi). Now the homeomorphism f pre-
serves the linking form since b and it also preserves the tangential
invariant since by [KS] β(Pi) =
p1
2
(Pi) is a topological invariant. But
by Lemma 5.19 K(qi) = −s¯1(qi) = −s¯1(Pi) and again by [KS] the
invariant s¯1 is a topological invariant. Thus P0 and P1 have isometric
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quadratic linking functions and are therefore almost diffeomorphic and
in particular PL-homeomorphic.
Thus if P is a highly connected 7-manifold with either finite homol-
ogy or torsion free homology, then every element of H3(P ; π3(PL/O))
is realized by a self-smoothing f : P PL → P Top. Finally suppose
that H4(P0) ∼= F ⊕ TG where F is a free group and TG is a finite
group. We choose a splitting of P0 as the connected sum of manifolds
P0 = P0(F )#P0((TG) where F = H
4(P (F )) and TG = H4(P (TG)).
Given any x ∈ H3(P0; π3(PL/O)) we may write x = y ⊕ z where
y ∈ H3(P0(F ); π3(PL/O)) and z ∈ H3(P0(TG)Top; π3(PL/O)). Then
by the previous arguments y and z are realized by self PL smoothings
fy : P0(TG)
PL → P0(TG)Top and fz : P0(F )PL → P0(F )Top. If we now
form the connected sum fy#fz : P
PL
0 → P Top0 then it realizes x and is
manifestly a self smoothing. Thus every element of H3(P0; π3(PL/O))
is realized by a self PL smoothing and hence every PL manifold home-
omorphic to P0 is PL-homeomorphic to P0 and in particular P
PL
1 is
PL-homeomorphic to P0.
2. The surgery exact sequence
We present now a rapid review of the surgery exact sequence which
is an important tool for the classification of manifolds. We begin with a
pair of finite CW-complexes (Y,X) which we assume to be simply con-
nected and where we allow X to be empty. Let Cat denote either of the
smooth (O), piecewise linear (PL) or topological (Top) categories. We
wish to know if there is a homotopy equivalence f : (W,M) → (Y,X)
from a compact pair of Cat-manifolds (W,M) to (Y,X). A necessary
condition for such a homotopy equivalence is of course that the pair
(Y,X) satisfy Poincare´ duality. That is, for some n there is a class
[Y,X ] ∈ Hn(Y,X ;Z) such that ∩[Y,X ] : Hk(Y,X) ∼= Hn−k(Y ). As
the pair (Y,X) is a finite complex there a large N and an embedding
(Y,X) →֒ DN , SN−1) where (DN , SN−1) is N -disc with boundary the
(N −1)-sphere SN−1. Inside D, the complex Y has a regular neighbor-
hood N . The manifold N is a smooth manifold and retracts onto Y via
a retraction we denote by r : N → Y . It is a consequence of Poincare´
duality for the pair (Y,X) that the map r|∂N , when considered as a fi-
bration, has homotopy fiber the homotopy type of a sphere. The stable
fiber homotopy type of the fibration defined by r|∂N is independent of
the embedding and is a homotopy invariant of the pair (Y,X) ([Sp]). It
is called the Spivak normal bundle of (Y,X) and is classified by a map
ν : Y → BG where BG is the classifying space for spherical fibrations.
Now if Y were a Cat manifold then r would be a stable normal bundle
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of Y and r|∂N would be the sphere bundle of the stable normal bundle.
Hence a further necessary condition for (Y,X) to have the homotopy
type of a compact manifold with boundary is that its Spivak normal
bundle have a Cat bundle reduction. Assuming that the dimension of
(Y,X) as a Poincare´ space is greater than 5 then it is a theorem of
Browder [Bro] and Novikov [No] (in the smooth and PL categories)
and Kirby and Siebenmann [KiSi] (in the Top category)1 that a Cat
reduction of the Spivak normal bundle of a simply connected Poincare´
space is in fact a sufficient condition for it to have the homotopy type
of a Cat manifold.
With an answer to the question of when a homotopy type (Y,X)
contains the homotopy type of a manifold, surgery proceeds to the
task of classifying Cat-manifolds homotopy equivalent to (Y,X) up to
Cat-isomorphism. However, the primary objects which surgery theory
seeks to classify are in fact smoothings of a finite CW -pair (Y,X).
The Cat-structure set of Y , SCat(Y ), consists of equivalence classes of
Cat-smoothings in Y where a Cat smoothing in Y is an orientation
preserving homotopy equivalences of pairs f : (M, ∂M)→ (Y,X) from
a compact Cat-manifold with boundary to (Y,X). Two homotopy
equivalences (M1, f1) and (M2, f2) are equivalent in SCat(Y ) if there is
a Cat-isomorphism g : M1 → M2 such that f1 is homotopy equivalent
to f2 ◦g. In order to compute the set of Cat smoothings in Y one maps
SCat(Y ) to the set N Cat(Y ) of degree one normal maps in Y modulo
normal bordism. We now define this set. A degree one normal map to
Y is a bundle map (f, fˆ)
νM
fˆ→ ν
↓ ↓
(M, ∂M)
f→ (Y,X)
from the stable normal bundle νM of a Cat-manifold M to a Cat-
bundle over Y such that map induced on homology by f carries the
fundamental class of (M, ∂M) to [Y,X ]. The equivalence between de-
gree one normal maps is simply that of bordism with boundary over
the bundle ν → Y . Specifically, two degree one normal maps
νM0
fˆ0→ ν0
↓ ↓
(M0, ∂M0)
f0→ (Y,X)
νM1
fˆ1→ ν1
↓ ↓
(M1, ∂M1)
f1→ (Y,X)
1By their extension of transversality methods to Top [KiSi, III])
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are normally bordant if there exists a compact manifoldW and a degree
one normal map (F, Fˆ )
νW
Fˆ→ ν × I
↓ ↓
W
F→ Y × I
with the following two properties: (i) ∂W = M1 ∪ M2 ∪ N where N
is a compact manifold with ∂N = N ∩ (M1 ∪M2) = ∂(M1 ∪M2), and
(ii) (F |Mi, Fˆ |Mi) = (fi, fˆi).
To report the essential results of simply connected surgery theory
we first define the following abelian groups.
Ln(Z) =
 Z, if n = 4 k;Z2, if n = 4 k + 2;
0, otherwise.
 , Ln(Z→ Z) = 0.
The following two facts are well-known, see [Wa5] or [MM].
Fact 6.2. (1) LetM be a simply connected manifold and let G/Cat
denote the fiber of the map BCat→ BG, then N Cat(M) ∼= [M,G/Cat].
(2) If k > 5 there is a pair of surgery exact sequences of sets
Lk+1(Z→ Z) −→ SCat(W k) η
Cat−→ N Cat(W k) −→ Lk(Z→ Z)
↓ i∗ ↓ i∗ ↓ ↓
Lk(Z) −→ SCat(∂W k−1) η
Cat−→ N Cat(∂W k−1) −→ Lk−1(Z)
where exactness means that each set has a preferred element ∗ and that
at every stage the pre-image of ∗ is the image of the previous map. The
base point of both SCat and N Cat is the the class of the identity map
Id : W → W or Id : ∂W → ∂W . The base point of the L-groups is
the identity element. In fact there is an action of the left-most L-group
on SCat and two smoothings in SCat are in the same orbit if and only
if they have the same image under ηCat. In the smooth category this
action is connect sum in the domain of a smoothing with a homotopy
sphere bounding a parallelizable manifold and in either the PL or Top
categories the action is trivial and η is injective. Finally, the vertical
maps i∗ are given by restricting a smoothing or degree one normal map
to its boundary.
We now illustrate this theory in the PL case for the manifolds
(W, ∂W ) = (L, P ). In this case n = 8, L7(e) = 0 and η
PL is a bi-
jection. Thus both PL-structure sets and PL-normal invariant sets
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coincide. Moreover the normal invariants are extremely easy to calcu-
late since [L,G/PL] and [P,G/PL] can be identified, via the the pri-
mary obstruction to null homotopy, withH4(L; π4(G/PL)) ∼= H4(L;Z)
and H4(P ; π4(G/PL)) ∼= H4(P ;Z) respectively. The surgery exact se-
quences become the following commutative squares.
SPL(L)
η∼= N PL(L)
i∗ ↓ i∗ ↓
SPL(P )
η∼= N PL(P )
 ∼=
 H
4(L) ∼= H4j(L)
i∗ ↓ i∗ ↓
H4(P ) ∼= H4j(P )

We emphasize that the vertical maps i∗ are given by simply restricting
a PL-structure or PL-normal invariant to the structure or normal in-
variant on the boundary. Since the map i∗ : H4(L)→ H4(P ) is always
onto it follows that every degree one normal map in P is normally bor-
dant to the restriction of a degree one normal map in L and thus that
every equivalence class of PL-smoothings in P has a representative
which is the restriction of a PL-smoothing in L.
3. Constructing smoothings in L and P
Let SG(n) denote the H-space of orientation preserving self ho-
motopy equivalences of Sn−1. In what follows the groups SG(4) and
SO(4), and in particular π3(SG(4)) and π3(SO(4)), shall play a crucial
role so we begin by digressing somewhat to describe these groups and
the relationships between them.
We start with SO(4). Let | | denote the standard metric on R4 and
identify R4 with the quaternions, H. Then S3 = {x ∈ H : |x| = 1}
is the set of unit quaternions. For y ∈ H and x ∈ S3 we define the
function
a(m,n) : S3 → SO(4)
x 7→ [y 7→ xn+m · y · x−m]
where · indicates quaternionic multiplication. The mapping a(m,n) is
manifestly linear and orientation preserving and since |xn+m ·y ·x−m| =
|x|n+m|y||x|−m| = |y| and it follows that a(m,n)(x) is an element of
SO(4) for each x ∈ S3. We define α¯(m,n) to be the homotopy class of
a(m,n). It is well known that the mapping
Z⊕ Z → π3(SO(4))
(m,n) 7→ α¯(m,n)
defines an isomorphism of groups. Given the function a(m,n) we define
the associated twist A(m,n) as follows
A(m,n) : S3 ×D4 → S3 ×D4
(x, y) 7→ (x, a(m,n)(y)).
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Identifying S3 × D4 with ∂D4 × D4 we may use A(m,n) to glue two
copies of D4×D4 together thereby form a D4-bundle over S4, ξ(m,n) :
L(m,n)→ S4. We define the Euler number of α¯(m,n) to be the Euler
number of ξ(m,n), E(α¯(m,n)) := E(ξ(m,n)). The following facts are
also well known and may be found in [Hu] (r = α¯(1, 0) and s = α¯(0, 1)).
1. The Euler number of α¯(m,n), E(α¯(m,n)), is n.
2. The stabilization of α¯(m,n), S(α¯(m,n)), is 2m + n ∈ Z =
π3(SO).
3. If i : SO(3) →֒ SO(4) denotes the standard inclusion with in-
duced map i∗ : π3(SO(3)) →֒ π3(SO(4)), and if m ∈ Z =
π3(SO(3)), then i∗(m) = α¯(m, 0).
By restricting an element of SO(n) to Sn−1 we obtain an orientation
preserving homotopy equivalence of Sn−1 and this defines an inclusion
in : SO(n) →֒ SG(n).
Lemma 6.3. There is an isomorphism π3(SG(4)) ∼= Z/12⊕Z such
that
i4∗(α¯(m,n)) = (m (mod 12), n).
Proof. Let SF (n) denote the sub-H-space of SG(n + 1) consist-
ing of orientation preserving homotopy equivalences of Sn which fix
a point p. By the adjoint correspondence there is an isomorphism
An,j : πj(SF (n)) ∼= πj+n(Sn). We relate the homotopy groups of SF (n)
to SG(n+ 1) by noting that SF (n) is the fiber of the fibration
ev : SG(n+ F ) → Sn
f 7→ f(p).
Moreover, ev|SO(n+1) : SO(n + 1) → Sn is the standard fibration
with fiber SO(n) ⊂ SF (n). When n = 3, ev|SO(4) has a section
s : S3 → SO(4) given by s(x) = a(0, n)(x). Applying the long ex-
act homotopy sequence to this pair of fibrations at π3 we obtain the
following commutative diagram with exact rows.
0 Z Z⊕ Z Z 0
0 π3(SO(3)) π3(SO(4)) π3(S
3) 0
0 π3(SF (3)) π3(SG(4)) π3(S
3) 0
0 Z/12 Z/12⊕ Z Z 0
✲
❄
∼=
✲
❄
∼=
✲
❄
∼=
✲
✲
❄
j∗
✲
❄
i4∗
✲
ev|SO(4)∗
❄Id
✲
✲
❄
∼=
✲
❄
∼=
✲ev∗
❄
∼=
✲
✲ ✲ ✲ ✲
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To conclude the proof we note the following. Firstly, if n ∈ π3(S3)
then s∗(n) = α¯(0, n) ∈ π3(SO(4)). Secondly, if m ∈ π3(SO(3)) then
i∗(m) = α¯(m, 0). Finally, if jn : SO(n) →֒ SF (n) denotes the inclusion
of one fiber into the other then the homomorphism
An,j ◦ jn∗ : πj(SO(n))→ πn+j(Sn)
is the usual J-homomorphism and the J-homomorphism J3,3 : π3(SO(3))→
π6(S
3) is known to be the surjection Z→ Z/12 ([JW2]).
Now, let L be a 8-dimensional handlebody and let the quadratic
function of L be κ(L) = κ(H, λ, α). Recall from Section 2.2 that for
every choice of basis, {v1 . . . vl}, for H there is a corresponding presen-
tation for the handlebody L,
φ = ⊔li=1φi : ⊔li=1(S3 ×D4)i →֒ ∂D8,
and that L is diffeomorphic to the adjunction space D8 ∪φ ⊔li=1(D4 ×
D4)i. The isotopy invariants of φ are the linking numbers cij of the at-
taching spheres φ¯(S3i ) where S
3
i = (S
3×0)i, and the framing invariants
α¯(i) ∈ π3(SO(4)) which we denote now by bai. They are related to λ
and α as follows:
cij = λ(vi, vj) (i 6= j), E(α¯i) = λ(vi, vi), S(α¯i) = α(vi).
Lemma 6.4. Suppose that the handlebody L has a presentation
φ = ⊔li=1φi : ⊔ni=1(S3 ×D4)i →֒ ∂D8
with invariants cij, (i 6= j), and α¯i, and let γ¯i = α¯(mi, ni) ∈ π3(SO(4)).
Then
φ(γ¯1, . . . , γ¯l) := ⊔li=1φi ◦ A(mi, ni)
is a presentation with invariants cij, (i 6= j), and α¯i + γ¯i.
Proof. AsA(mi, ni)(x, 0) = (x, 0) for every x ∈ S3, φi◦A(mi, ni)|S3i =
φi|S3i . Hence the attaching spheres and linking numbers cij are un-
changed. Recall that the framing invariant α¯i is defined as the homo-
topy class of a(φi) where
ψi : φi((S
3 × S4)i)→ φ¯i(S3i )×D4
is a framing of φi((S
3×D4)i) which extends to a framing of the normal
bundle of a 4-disc embedded in D8 bounding φi((S
3 × 0)i) and where
ψi ◦ φi : (S3 ×D4)i → φ¯i(S3i )×D4
(x, y) 7→ (φ¯i(x), a(φi)(x)(y)).
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After isotopy we may assume that a(φi) = a(pi, qi) for some pi and qi.
For the presentation φ(γ¯1, . . . , γ¯l) we consider instead the diffeomor-
phism ψi ◦ φi ◦ A(mi, ni) which is
A(pi, qi) ◦A(mi, ni) : (S3 ×D4)i → φ¯i(S3)×D4
(x, y) 7→ (φ¯i(x), xmi+ni+pi+qi.y.x−mi−pi).
It follows that the framing functions for a(φ(γ¯1, . . . , γ¯l)i) are a(ni +
pi, mi + qi) and that the framing invariants for φ(γ¯1, . . . , γ¯l) are
α¯(ni + pi, mi + qi) = α¯(pi, qi) + α¯(ni, mi) = α¯i + γ¯i.
We shall abbreviate γ¯1, . . . , γ¯l to γ¯ and denote the handlebody obtained
from the twisted presentation by L(γ¯).
Lemma 6.5. Let L, φ, L(γ¯) and φ(γ¯) be as in the previous lemma
and let γ¯i ∈ Ker[i4∗ : π3(SO(4)) → π3(SG(4))] for i = 1, . . . , l. Then
there is a homotopy equivalence
g(γ¯) : (L(γ¯), ∂L(γ¯))→ (L, ∂L).
Proof. We make the identifications
L = D8 ∪φ ⊔li=1(D4 ×D4)i and L(γ¯) = D8 ∪φ(γ¯) ⊔li=1(D4 ×D4)i.
The map g(γ¯) shall take each handle of L to the corresponding handle
of L(γ¯). On the zero handle, D8, we define g(γ¯) to be the identity.
Now consider the ith handles of L and L(γ¯) which we denote by (D4×
D4)i. The map g(γ¯) has been defined only on (∂D
4 × D4)i where
it is φ−1i ◦ φ(γ¯)i. Now φ(γ¯)i = φi ◦ A(mi, ni) where A(mi, ni) is the
twisting corresponding to a(mi, ni). It follows that g(γ¯)|(∂D4×D4)i =
A(mi, ni). As a(mi, ni) represents γ¯i and i4∗(γ¯i) = 0 ∈ π3(SG(4)) we
conclude from Lemma 6.3 firstly that each ni = 0 and that 12 divides
mi. Secondly, for every j, i4 ◦a(12j, 0) : S3 → SG(4) is null homotopic
so we let b(12j, 0) : D4 → SG(4) be such a null homotopy and we define
an extension of A(12j, 0) as follows. For x ∈ D4, y ∈ S3, t ∈ [0, 1] and
ty ∈ D4 let
B(12j, 0) : D4 ×D4 → D4 ×D4
(x, ty) 7→ (x, tb(12j, 0)(x)(y)).
On each handle (D4 ×D4)i we define g(γ¯) to be B(mi, 0).
We now show that g(γ¯) is a homotopy equivalence of pairs. The
boundary of L is obtained by performing surgeries on ∂D8 described
by the embeddings φ,
∂L = (∂D8 − [⊔li=nφi((∂D4 ×D4)i)] ∪φ|⊔l
i=1
∂D4×∂D4
⊔li=1(D4 × ∂D4)i.
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A similar statement holds true for ∂L(γ¯). Since g(γ¯)|∂D8 = Id∂D8 and
for each i, B(mi, 0)((D
4×∂D4)i) = (D4×∂D4)i, we see that g(γ¯) maps
the boundary of L(γ¯) to the boundary of L. The generators of H4(L)
and H4(L(γ¯)) may be represented by embedded spheres constructed by
gluing the cores of each handle to 4-discs embedded inD8 and bounding
the corresponding attaching spheres. Since B(mi, 0) is the identity map
when restricted to the core of each handle and since g(γ¯) is the identity
on the zero handle we see that g(γ¯) carries the generators of H4(L) to
the generators of H4(L(γ¯)). Since L and L(γ¯) have non-zero homology
only in dimensions 0 and 4 we conclude that g(γ¯)∗ : H∗(L(γ¯)) ∼= H∗(L).
Since all the groups involved are free we conclude that g(γ¯)∗ : H∗(L) ∼=
H∗(L(γ¯)). We now apply the naturality of the Poincare´ duality iso-
morphisms H8−∗(L) ∼= H∗(L, ∂L) and H8−∗(L(γ¯)) ∼= H∗(L(γ¯), ∂L(γ¯))
to conclude that g(γ¯)∗ : H∗(L(γ¯), ∂L(γ¯)) ∼= H∗(L, ∂L). Applying
the five lemma to the long exact homology sequences of (L, ∂L) and
(L(γ¯), ∂L(γ¯)), it follows that (g(γ¯)|∂L(γ¯))∗ : H∗(∂L(γ¯)) ∼= H∗(∂L).
Thus g(γ¯) induces a homology equivalence of simply connected pairs
and so by Whitehead’s Theorem g(γ¯) induces a homotopy equivalence
of pairs.
Corollary 6.6. Let L be a handlebody with quadratic function
κ(H, λ, α) and for each ǫ ∈ 24 ·H∗ let Lǫ be the handlebody with qua-
dratic function κ(Lǫ) = κ(H, λ, α+ǫ). Then there is a homotopy equiv-
alence
gǫ : (Lǫ, ∂Lǫ)→ (L, ∂L)
such that gǫ∗ = Id : H → H.
Proof. Let {v1, . . . , vl} be a basis for H and let φ and φǫ be pre-
sentations for L and Lǫ respectively which correspond to this basis. If
the invariants of φ are cij and α¯i then the invariants for φǫ are cij and
α¯i + γ¯i where γ¯i = α¯(ǫ(vi)/2, 0). As 24 divides ǫ, 12 divides ǫ(vi)/2 for
each i and so by Lemma 6.3, γ¯i ∈ Ker(i4∗). Thus we apply Lemma
6.5 and set fǫ = g(γ¯). The induced map gǫ∗ is the identity because,
as we noted in the proof of Lemma 6.5, gǫ maps the embedded sphere
representing vi in Lǫ to the corresponding sphere in L. Hence for each
i, gǫ∗(vi) = vi. Since {v1, . . . , vn} is a basis for H , gǫ∗ = IdH .
Lemma 6.7. Let gǫ : L(κ(H, λ, α + ǫ)) → L(κ(H, λ, α)) be the ho-
motopy equivalence of handle bodies defined in Corollary 6.6. Then gǫ
has PL-normal invariant ηPL(gǫ) = ǫ/24 ∈ N PL(L) ∼= H4j(L) = H∗.
Proof. Having previously identifiedN PL(L) withH4(L; π4(G/PL))
we consider the change of coefficient map to U : H4(L; π4(G/PL)) →
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H4(L; π4(BPL)). If [f ] ∈ H4(L; π4(G/PL)) corresponds to a degree
one normal map
νM
fˆ→ ν
↓ ↓
(M, ∂M)
f→ (L, P ),
then U([f ]) corresponds to the difference of bundles νL−ν ∈ [L,BPL].
Now the map π4(G/PL)→ π4(BPL) is ·24 : Z→ Z as it has cokernel
πS3
∼= Z/24 and π4(BPL) ∼= π4(BO) ∼= Z. Thus U is injective and all
normal invariants in L are detected by the bundle data. We wish to
calculate U(η(gǫ)). Now, as gǫ is a homotopy equivalence η(gǫ) is the
degree on normal map
νLǫ
gˆǫ→ (g−1ǫ )∗νLǫ
↓ ↓
(Lǫ, ∂Lǫ)
gǫ→ (L, ∂L)
where L = L(κ(λ, α)) and Lǫ = L(κ(λ, α + ǫ)). Note that νL = −α is
the inverse of the stable tangent bundle of L and that gǫ induces the
identity on cohomology.
U(η(gǫ)) = νL − (g−1ǫ )∗νLǫ
= (−α)− (g−1ǫ )∗(−α − ǫ)
= ǫ
Since U is the coefficient homomorphism which is multiplication by 24,
η(gǫ) = ǫ/24.
Corollary 6.8. Let L be an 8-dimensional handlebody with qua-
dratic function κ = κ(H, λ, α) and boundary P = ∂L. If gǫ : Lǫ :=
L(λ, α+ ǫ)→ L(λ, α) is the homotopy equivalence of Corollary 6.6 and
let fǫ = ∂Lǫ, then,
1. SPL(L) = {[gǫ : Lǫ → L]| ǫ ∈ 24 ·H∗},
2. SPL(P ) = {[fǫ : ∂Lǫ → ∂L]| ǫ ∈ 24 ·H∗}.
Proof. The first assertions follows immediately from Lemma 6.7
and the isomorphism SPL(L) ∼= H4(L) which was discussion in Section
2 following Fact 6.2. The second assertion follows from the fact that
the map i∗ : SPL(L) → SPL(P ) is onto, which was demonstrated in
the same discussion.
It is a simple task to use Corollary 6.8 to descend from the PL clas-
sification of handlebodies L to their homotopy classification. We intro-
duce some extra notation so that the theorem we state is of the same
form as Wall’s corresponding result for closed manifolds ([Wa1] Lemma
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8). We let J : π3(SO)→ πS3 denote the stable J-homomorphism which
is known to be the surjection Z→ Z/24. The J-homomorphism induces
a coefficient homomorphism for any space X , J∗ : H
∗(X ; π3(SO(4))→
H∗(X ; πs3).
Theorem 6.9. Two handlebodies L(κ0) and L(κ1) with quadratic
functions κ0 = κ(H0, λ0, α0) and κ1 = κ(H1, λ1, α1) are homotopy
equivalent if and only if there is an isometry of their intersection forms,
Θ : H0 → H1, λ1 ◦ (Θ×Θ) = λ0, such that J∗(α1) = J∗(Θ∗(α0)). More-
over, every such isomorphism Θ is induced by a homotopy equivalence
f : L0 → L1.
Proof. From Corollary 6.8 we deduce that the handlebody L1 is
homotopic to L0 if and only if L1 is PL-homeomorphic to L(κ(H0, λ0, α0+
ǫ)) for some ǫ ∈ 24 ·H∗. Now by the classification of handlebodies (see
Remark 2.6) this is the case if and only if there is an isometry
Θ : κ(H1, λ1, α1) ∼= κ(H0, λ0, α0 + ǫ))
for some ǫ ∈ 24 ·H∗. But by Proposition 2.10 there is such an isometry
if and only if there is an isomorphism Θ : H1 → H0 such that λ1 ◦ (Θ×
Θ) = λ0 and Θ
∗(α0+ǫ) = α1 for some ǫ ∈ 24·H∗. But Ker(J∗) = 24·H∗
and thus there is an ǫ ∈ 24 ·H∗ such that Θ∗(α0 + ǫ) = α1 if and only
if J∗(Θ
∗(α0)) = J∗(α1).
Finally, suppose Θ : H1 → H0 is as in the statement of this theorem.
Then by the remarks above there is an ǫ ∈ 24 ·H∗0 such that Θ defines
an isometry κ1 ∼= κ(H0, λ0, α0+ ǫ). This isometry is implemented by a
diffeomorphism g which we compose with gǫ from Corollary 6.6. Since
gǫ∗ = Id, (gǫ ◦ g)∗ = g∗ = Θ.
In order to apply Corollary 6.8 to the homotopy classification of
highly connected 7-manifolds we first remind the reader of the defini-
tion of the characteristic quadratic linking family induced by a char-
acteristic quadratic function and define the related concept of a J-
quadratic linking family. Suppose that κ(H, λ, α) is a (characteristic)
quadratic function. Recall that G and F denote respectively Cok(λˆ)
and Ker(λˆ) ant that τG : G → G∗∗ and ρ : H → H/F denote the
canonical maps whose sets of sections are Sec(ρ) and Sec(τG). Each
section Ψ ∈ Sec(ρ) induces a splitting H∗ = F ∗(Ψ)⊕H∗(Ψ) and every
x ∈ H∗ splits as x = (pF (Ψ)∗(x|F ), x(Ψ)) where pF (Ψ) : H → F . In
addition, each Ψ defines a section Φ(Ψ) in Sec(τG) and also a non-
degenerate quadratic function κ(Ψ). The quadratic linking function
of κ, δc(κ), is the triple (G, qc(κ), β) where β = [α] is the image
of α in G and qc(κ) : Sec(τ) → Q(b(λ)) is the function defined by
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qc(Φ(Ψ)) = qc(κ(Ψ)). Here Q(b) denotes the set of quadratic link-
ing functions which refine the linking form induced by λ, b(λ). A
crucial property of qc(κ) is that it is equivariant with respect to the
actions of Hom(G∗∗, TG) on Sec(τG) and Q(b(λ)) which are defined, for
φ ∈ Hom(G∗∗, TG), Φ ∈ Sec(τG) and q ∈ Q(b(λ)) by φ ·Φ = Φ−φ and
φ · q = qφ(τG(β)/2). We now make the following definitions for an abelian
group G containing the even element β and with torsion subgroup TG.
Firstly, given a linking form b on TG, let QJ(b) be the subset of the
power set of Q(b) consisting of sets of the form
S(q) := {q12a|a ∈ TG, q ∈ Q(b)}.
We let Hom(G∗∗, TG) act on QJ(b) by setting φ · S(q) := S(qφ(τ(β))/2)
where φ ∈ Sec(τG) and S(q) ∈ QJ(b).
Definition 6.10. 1. A J-quadratic linking family is a triple
(G, qcJ , βJ) where G is a finitely generated abelian group, βJ is
an even element of G ⊗ Z/24 and qcJ : Sec(τG) → QJ (b) is a
function for some linking form b on TG and which satisfies the
following properties.
(A) qcJ is equivariant with respect to the actions of Hom(G
∗∗, TG)
on Sec(τG).
(B) If qcJ(Φ) = S(q) then βJ = (Φ(τ(β))+β(q))⊗1 ∈ G⊗Z/24.
2. For any characteristic quadratic linking family, Q = (G, qc, β),
the of J-quadratic linking family of Q is the triple QJ = (G, q
c
J , βJ),
where βJ = β ⊗ 1 ∈ G⊗ Z/24 and
qcJ (Φ) := S(q
c(Φ)) = {qc(Φ)12a| a ∈ TG}.
3. Let P be a highly connected 7-dimensional manifold. The J-
quadratic linking family of P , QJ(P ), is the J-quadratic linking
family of Q(P ).
Recall from Section 2.10 that an isomorphism of abelian groups θ :
G0 → G1 induces a bijection τθ : Sec(τG0) → Sec(τG1). If QJ0 =
(G0, q
c
J0, βJ0) and QJ1 = (G1, q
c
J1, βJ1) are J-quadratic linking families
then an isomorphism θ : G0 ∼= G1 shall be called a J-isometry if (θ ⊗
Id)(βJ0) = βJ1 and if for every Φ ∈ Sec(τG0),
qcJ1(τ(θ(Φ)) ◦ θ|TG0 = qcJ0(Φ)
where, if qcJ1(τ(θ(Φ)) = S(q), then q
c
J1(τ(θ(Φ)) ◦ θ|TG0 = S(q ◦ θ|TG0).
Theorem 6.11. Let P0 and P1 be a pair of 2-connected 7-manifolds
with J-quadratic linking families QJ (P0) = (G0, q
c
J0, βJ0) and QJ (P1) =
(G1, q
c
J1, βJ1). Then there is a homotopy equivalence f : P0 → P1 such
that f! = θ : H
4(P0) ∼= H4(P1) if and only if θ defines a J-isometry of
J-quadratic linking families from QJ(P0) to QJ (P1).
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Proof. In dimension 7 every highly connected manifold bounds a
handlebody. So for i = 0, 1, let Pi = ∂Li and let the handlebody Li
have quadratic function κi = κ(Hi, λi, αi). Suppose that f : P0 → P1
is a homotopy equivalence. As there are no obstructions to smoothing
7-dimensional PL-manifolds, SPL(P1) ∼= SO(P1)/Θ7, where Θ7 acts by
connected sum with a homotopy sphere in the domain of a homotopy
equivalence. Applying Corollary 6.8 we conclude that for some ǫ ∈
24 · H∗1 there is an almost diffeomorphism f ′ : P0 → ∂Lǫ such that
f = fǫ ◦ f ′, where gǫ : Lǫ := L(κ(H1, λ1, α1+ ǫ))→ L1 is the homotopy
equivalence of Lemma 6.6 and fǫ = gǫ|Lǫ. By Theorem B, f ′! defines an
isometry of quadratic linking families f ′! : Q
c(P0) ∼= δc(κ(λ1, α1 + ǫ)).
It is clear from the definitions that an isometry of quadratic linking
families induces an isometry of the induced J-quadratic linking families.
Moreover, f! = fǫ! ◦ f ′! = f ′! since fǫ! = IdG1. So it remains to check
that IdG1 defines a J-isometry from QJ (∂(Lǫ)) to QJ(∂L1) = QJ(P1).
Clearly since 24 divides ǫ, β1⊗ 1 = (β1+ [ǫ])⊗ 1 ∈ G1⊗Z/24. For any
Φ ∈ Sec(τG1), let Ψ ∈ Sec(ρ1) be such that Φ(Ψ) = Φ. Recalling that
ǫ(Ψ) denotes the component of ǫ in H∗1 (Ψ) we calculate that
qcJ(κ(λ1, α1 + ǫ))(Φ) = S[q
c(κ(λ1, α1 + ǫ))(Ψ)]
= S[qc(κ(λ1(Ψ), α1(Ψ) + ǫ(Ψ))]
= S[qc(κ(λ1(Ψ), α1(Ψ))[ǫ(Ψ)/2]] by Lemma 2.37
= S[qc(κ(λ1(Ψ), α1(Ψ))] since 12 divides [ǫ(Ψ)/2]
= S[qc(κ1)(Ψ)]
= S[qc(κ1)(Φ)]
= qcJ1(Φ).
Hence IdG1 defines a J-isometry from QJ(Lǫ) to QJ(P1).
Conversely, suppose that θ is a J-isometry from QcJ(P0) to Q
c
J(P1).
Let Φ0 ∈ Sec(τG0) be any section and choose Ψ0 ∈ Sec(ρ0) and Ψ1 ∈
Sec(ρ1) such that Φ0 = Φ(Ψ0) and τθ(Φ0) = Φ(Ψ1). Then for some
a ∈ TG1,
qc(κ1(Ψ1))12a ◦ θ|TG0 = qc(κ1)(τθ(Φ0))12a ◦ θ|TG0 = qc(κ0)(Φ0).
Applying Lemma 2.37 in reverse, choose an ǫ′ ∈ H∗1 (Ψ1) which is di-
visible by 24 and so that qc(κ(λ1(Ψ1), α1(Ψ1) + ǫ
′)) = qc(κ1(Ψ1))12a. It
follows that
qc(κ(λ1(Ψ1), α1(Ψ1) + ǫ
′)) ◦ θ|TG0 = qc(κ0)(Φ0)
and in particular that θ(β(qc(Φ0)) = [α(Ψ1)+ǫ
′]. Now β0 = Φ0(τG0(β0))+
β(qc(Φ0)) and so θ(β0) − [α(Ψ1) + ǫ′] = θ(Φ0(τG0)(β0)) = τθ(Φ0)(β1).
Now α1 − α1(Ψ1) ∈ F ∗1 (Ψ1) and so we may choose ǫ′′ ∈ F ∗1 (Ψ1) such
that θ(β0) = [α1 + ǫ
′ + ǫ
′′
] and ǫ
′′
is necessarily divisible by 24 as
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(θ(β0)⊗ 1) = β1 ⊗ 1 ∈ G1⊗Z/24. Setting ǫ = ǫ′ + ǫ′′ ∈ 24 ·H∗1 , we see
that (α1 + ǫ)(Ψ1) = α1(Ψ1) + ǫ
′ and we calculate that
qc(κ(λ1, α1 + ǫ))(τθ(Φ0)) ◦ θ|TG0 = qc(κ(λ1, α1 + ǫ))(Ψ1) ◦ θ|TG0
= qc(κ(λ1(Ψ1), α1(Ψ1) + ǫ
′)) ◦ θ|TG0
= qc(κ0)(Φ0).
By the equivariance property of characteristic quadratic linking fami-
lies, θ defines an isometry from Qc(P0) to δ
c(κ(λ1, α1+ǫ)). By Theorem
B, there is an almost diffeomorphism f ′ : P0 → ∂L(κ(λ1, α1 + ǫ)) such
that f ′! = θ. Composing f
′ with fǫ we obtain a homotopy equivalence
fǫ ◦ f ′ such that (fǫ ◦ f ′)! = fǫ! ◦ f ′! = IdG1 ◦ θ = θ.
4. Smooth S3 bundles over S4
As we remarked in the introduction, the recent interest in 2-connected
7-manifolds was generated by Grove and Ziller’s geometric result that
the total space of every S3-bundle over S4 carries a metric of non-
negative sectional curvature [GZ]. These manifolds have a lengthy
history in differential topology which is covered in [CE] where the
manifolds are classified up to diffeomorphism, PL-homeomorphism,
homeomorphism and homotopy. The proofs in [CE] used the results
of Wilkens [Wi1, Wi2] and calculations of the invariants s1 and s¯1.
By Hatcher’s result on the homotopy type of Diff(S3) [Ha] the clas-
sification holds equally well for smooth bundles over S4 with fiber a
differentiable 3-sphere. We now present the classification of these total
spaces using the results and notation of this thesis.
Recall from Section 3 the oriented R4-bundles over S4, ξ(m,n). Let
Lm,n be the handle body which is the total space of the disc bundle of
ξ(m,n) and let Pm,n be the boundary of Lm,n. We orient Lm,n and Pm,n
by fixing an orientation on S4 and using the orientation of the vector
bundle on the fiber.2 There is a diagram of commuting fiber bundles
D4 Lm,n S4
S3 Pm,n S4.
✲ ✲πL
✻
✲
✻
i
✲πP
✻
Id
Let s4 and s
4 denote the preferred generators of H4(S
4) and H4(S4)
respectively. The group H4(Lm,n) is infinite cyclic with a preferred
2We warn the reader that this orientation convention differs from the one use
in [CE]. There, following James and Whitehead, we fixed an orientation on S4
and oriented the fiber so that the Euler number of ξ(m,n) was positive. The two
conventions agree for n ≥ 0. The later one seems more natural.
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generator s such that πL∗(s) = s4. The bundle ξ(m,n) has Euler
number n and stable invariant n+2m, thus s ·s = n and the tangential
invariant of Lm,n, αm,n, satisfies αm,n(s) = (n + 2m).
3 The group
H4(Pm,n) is isomorphic to Z/n with preferred generator e = π
∗
P (s
4).
By applying Proposition 1.4 and Remark 2.6 it is easy to see that
Lm0,0 (resp. Pm0,0) is diffeomorphic to Lm1,0 (resp. Pm1,0) if and only
if m0 = ±m1. We assume now that n 6= 0. The algebraic invariants of
Lm,n and Pm,n are as follows (where j and k are integers, we have used
Proposition 2.57 to compute s1(Pm,n) and s¯1(Pm,n) and ǫ(n) = n/|n|):
αm,n : Z→ Z j · s = (n+ 2m)j,
λm,n = λn : Z× Z −→ Z (j · s, k · s) 7→ njk,
κm,n : Z −→ Z j · s 7→ nj2 + (n+ 2m)j,
βm,n ∈ Z/n βm,n = 2m · e
bm,n = bn : Z/n× Z/n −→ Q/Z (j · e, k · e) 7→ 1n(jk) mod Z
qm,n : Z/n −→ Q/Z je 7→ 12n(j2 + 2mj) mod Z
s1(Pm,n) =
1
28
· 1
8n
((n+ 2m)2 − nǫ(n)) s1(Pm,n) = 18n((n + 2m)2 − nǫ(n)).
When n 6= 0, Pm,n is a rational homology sphere which falls under the
classification Theorem A. There (1 and 5) it is stated that the isome-
try class of qm,n determines the topological classification and (2) that
the isometry class of qm,n along with s1(Pm,n) determines the smooth
classification. Moreover by (4), the quadratic function qm,n is deter-
mined by the pair (b(n), βm,n) and s¯1(Pm,n) ∈ Q/Z. Lastly, by The-
orem A (6), Pm0,n0 is homotopy equivalent to Pm1,n1 if and only if
qm0,n0
∼= (qm1,n1)12je for some integer j. It is then a matter of defini-
tions and some simple algebra that the following classification holds.
Theorem 6.12 ([CE]). Let n 6= 0 and ǫ = ±1. The total spaces
Pm0,n and Pm1,ǫn are (1.) diffeomorphic, (2.) homeomorphic or (3.)
homotopic if and only if the following (appropriately numbered) condi-
tion holds:
1. (a) 4m0(n+m0)+(n
2−n) ≡ ±[4m1(n1+ǫm1)+ǫ(n2−n)] (mod 224n),
(b) 2m0 ≡ 2αm1 (mod n) for some α ∈ Z/n such that α2 ≡
±ǫ (mod n).
2. (a) 4m0(n+m0)+(n
2−n) ≡ ±[4m1(n1+ǫm1)+ǫ(n2−n)] (mod 8 n),
(b) 2m0 ≡ 2αm1 (mod n) for some α ∈ Z/n such that α2 ≡
±ǫ (mod n).
3. (a) m0 ≡ αm1 (mod(n, 12)) where α2 ≡ ±ǫ (mod(n, 12)).
3The cohomology class αm,n ∈ H4(Lm,n) is also equal to the Spin characteristic
class, p1
2
(Lm,n).
114 6. CLASSIFICATION UP TO HOMEOMORPHISM AND HOMOTOPY
The diffeomorphism/homeomorphism/homotopy equivalence is orien-
tation preserving or reversing as the relevant equations hold with either
a + sign or − sign.
There are more detailed arithmetical calculations in [CE] concerning
how many of the smooth structures within a given topological type are
realized by S3-bundles over S4 and of the numbers α ∈ Z/n such that
α2 = ±1 (mod n). We conclude by noting that the manifolds P1,8 and
P5,8 are tangentially homotopy equivalent but not homeomorphic as
we now show. One computes that s¯1(P1,8) = 9/16 6= 1/16 = s¯1(P5,8)
and hence P1,8 and P5,8 are not homeomorphic by Theorem A 3. The
quadratic functions P1,8 and P5,8 are respectively q
3(1)5e and q
3(1)e.
Since, q3(1)5e+12e = q
3(1)e, it follows by Theorem A 6 that P1,8 and P5,8
are homotopy equivalent via a homotopy equivalence f which induces
the identity on H4(P1,8) = Z/8 = H
4(P5,8). Since β(P1,8) = β(P5,8) =
2 ∈ Z/8, it follows that f is tangential.4 This pair of manifolds yields
a counter example to Theorems C and Theorem 5.10 of [MTW] where
it is claimed, amongst other things, that all tangentially equivalent
2-connected 7-manifolds are homeomorphic.
4Note that the same conclusion holds for every pair of manifolds (P 7, ∗P 7) for
which (b(P ), β(P )) ∼= (b(∗P ), β(∗P )) but s¯1(P ) 6= s¯1(∗P ). There is such a pair for
every finite abelian group with order divisible by 8.
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