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Abstract
The coefficient of the D6R4 interaction in the low energy expansion of the two-loop
four-graviton amplitude in type II superstring theory is known to be proportional to
the integral of the Zhang-Kawazumi (ZK) invariant over the moduli space of genus-
two Riemann surfaces. We demonstrate that the ZK invariant is an eigenfunction
with eigenvalue 5 of the Laplace-Beltrami operator in the interior of moduli space.
Exploiting this result, we evaluate the integral of the ZK invariant explicitly, finding
agreement with the value of the two-loop D6R4 interaction predicted on the basis of
S-duality and supersymmetry. A review of the current understanding of the D2pR4
interactions in type II superstring theory compactified on a torus T d with p ≤ 3 and
d ≤ 4 is included.
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1 Introduction
Much of our current understanding of superstring theory is based on two different expansion
schemes: the genus expansion, and the low-energy expansion. Our aim is to compute a
particular term in this double expansion, namely the two-loop contribution to the D6R4
interaction in type II superstrings, and check agreement with predictions from dualities and
supersymmetry.
The genus expansion, on the one hand, is an asymptotic series in the string coupling,
gs, valid at small coupling. A term of order g
2h−2
s is associated with an integral over the
moduli space of genus-h (super)Riemann surfaces, generalizing h-loop Feynman diagrams
in quantum field theory. Obtaining explicit expressions for scattering amplitudes in string
perturbation theory has been possible up to genus-two [1, 2] (see [3] for a recent overview),
but higher genus contributions remain largely elusive. Non-perturbative contributions to
scattering amplitudes are in general unknown.
The low-energy expansion, on the other hand, is valid for small momenta, in units of the
inverse string length scale 1/
√
α′. The leading term in this expansion reproduces the tree-
level amplitudes of supergravity, while terms of higher order in α′ describe local and non-local
higher derivative effective interactions. The coefficient in front of each of these terms is a
function of the moduli, including the string coupling gs and the parameters describing the
target space, and receives both perturbative and non-perturbative contributions. The first
few local interactions in the low-energy expansion are typically determined at low order in
string perturbation theory, up to non-perturbative contributions which are constrained, and
sometimes uniquely fixed, by supersymmetry and duality.
We will concentrate on flat maximally supersymmetric backgrounds of type IIB su-
perstring theory. For the simplest such background, namely ten-dimensional Minkowski
space-time, the amplitudes are expected to be invariant under the action of the S-duality
group SL(2,Z). This group acts on the single complex modulus field T (the axion-dilaton)
by Mo¨bius transformations. We shall also consider partially compactified space-times of
the form R10−d × Td, where Td is a flat torus of dimension d. The moduli space in this
case includes, in addition to the axion-dilaton T , the constant metric G and 2-form field
B on Td, along with the Ramond–Ramond potentials (and when d ≥ 6, Neveu-Schwarz
axions). The corresponding set of all moduli, denoted by md, parametrizes the symmet-
ric coset spaces1 Ed+1(R)/Kd+1(R). The latter may be viewed as a fiber bundle over
R+×SO(d, d)/SO(d)×SO(d), where the first factor corresponds to the (10−d)-dimensional
string coupling gd = gs/
√
detG while the second factor parametrizes the moduli ρd = (G,B).
1The rank n Lie group En(R) coincides with the (non-compact) real split form En(n) of the exceptional
Lie group En for n = 8, 7, 6, while for the ranks n = 5, 4, 3, 2, 1, the groups En(R) are respectively given by
SO(5, 5,R), SL(5,R), SL(3,R)×SL(2,R), SL(2,R)×R+, and SL(2,R). The group Kn(R) is the maximal
compact subgroup of En(R).
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For d ≥ 8 the notion of moduli space becomes ill-defined.
Moreover, we restrict attention to higher derivative local interactions of the form D2pR4,
with 0 ≤ p ≤ 3, where R4 indicates the particular tensorial contraction of four Riemann
tensors dictated by supersymmetry, and D2p stands for a certain combination of 2p covariant
derivatives to be described below. Effective interactions with only two or three powers of the
Riemann tensor are forbidden by supersymmetry in type II. The restriction to p ≤ 3 ensures
that the interactions are related by supersymmetry to fermionic vertices with strictly fewer
than 32 fermions, and hence will be protected from non-BPS contributions. We will use
the notation E(0,0)(md)R4, E(1,0)(md)D4R4, and E(0,1)(md)D6R4 to denote these effective
interactions2 in the Einstein frame.
The coefficients E(m,n)(md) are functions on the symmetric space Ed+1(R)/Kd+1(R), in-
variant under the dualities of string theory. In particular, they are invariant under the
T-duality group SO(d, d,Z), which leaves the (10 − d)-dimensional string coupling gd in-
variant. This symmetry therefore holds at each order in the expansion in powers of gd.
A far more powerful statement is that the coefficients E(m,n)(md) should also be invariant
under an arithmetic subgroup Ed+1(Z) of Ed+1(R) known as U-duality [4, 5]. It arises by
combining T-duality with the SL(d + 1,Z) symmetry manifest in the M-theory lift of type
II string theory, and reduces to the S-duality group SL(2,Z) for d = 0. U-duality relates
perturbative and non-perturbative contributions and, along with constraints arising from
supersymmetry, often determines the exact form of these coefficient functions. For example,
in ten-dimensional Minkowski space (namely d = 0), E(0,0)(T ) and E(1,0)(T ), are constrained
by supersymmetry to be eigenmodes of the Laplacian on the upper half T -plane with eigen-
values 3/4 and 15/4, respectively, and are therefore proportional to the non-holomorphic
Eisenstein series E?(3
2
, T ) and E?(5
2
, T ) [6, 7, 8, 9, 10]. Similar results hold for d > 0,
with E(0,0)(md) and E(1,0)(md) being combinations of Eisenstein series of the U-duality group
[7, 11, 12, 13, 14, 15]. These Eisenstein series reproduce the known perturbative contribu-
tions up to one and two-loop, respectively, and for d = 2 can be derived from one-loop and
two-loop supergravity amplitudes in M-theory compactified on T 2 [16, 9]. Like any Eisenstein
series, (or residue thereof) they are quasi-eigenmodes of the Laplace-Beltrami operator on
Ed+1(R)/Kd+1(R), see (2.29)-(2.30) below, although this property has not yet been derived
from supersymmetry.
The situation for the coefficient E(0,1) of the D6R4 interaction is more challenging, as it is
clear from the analysis of 2-loop supergravity amplitudes that E(0,1) cannot be an eigenmode
of the Laplacian, rather it must satisfy an inhomogeneous Laplace equation, Eq. (2.31)
below, with a source proportional to the square of E(0,0), see [17, 12, 13]. The solution of
this equation contains perturbative terms that correspond to zero-, one-, two-, and three-
2The linearised D2R4 contribution to the four-graviton amplitude vanishes for kinematic reasons and
the non-linear interaction is believed to vanish identically. The coefficients E(m,n)(md) multiply effective
interactions schematically represented by D2pR4 with p = 2m+ 3n, as will be explained in section 2.1.
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loop contributions in superstring theory. The tree-level and one-loop values were verified
by perturbative string theory calculations for d = 0 in [18], and further agreement has also
been found for d ≤ 4 [12] and d = 7 [13]. Furthermore, the predicted three-loop value agrees
with the value of the coefficient of D6R4 in the type IIA theory predicted by an S-duality
argument in [9]. There is also a claimed agreement with an explicit three-loop string theory
calculation in [19] (although a potential mismatch by a factor of 3 needs to be sorted out).
The only remaining S-duality prediction still to be verified in superstring perturbation
theory is the two-loop contribution to the coefficient of D6R4, which will be denoted by
E (2)(0,1). The predicted value for d = 0 is,
E (2)(0,1) =
2pi4
45
(1.1)
This value should emerge from the low energy expansion of the two-loop four-graviton
string amplitude obtained in [1, 20]3. While the two-loop contributions to the R4 and
D4R4 interactions were relatively straightforward to extract from the explicit two-loop four-
graviton amplitude [26], the two-loop contribution to D6R4 involves various mathematical
subtleties. As a step towards its evaluation, the value of E (2)(0,1) arising from an analysis of the
two-loop amplitude was expressed in [27] as the integral,
E (2)(0,1) = pi
∫
M2
dµ2 ϕ (1.2)
Here dµ2 is the canonical volume form on M2 and ϕ may be expressed as follows,
ϕ(Σ) = −1
8
∫
Σ2
P (x, y)G(x, y) (1.3)
where G(x, y) is the scalar Green function on the genus-two surface, Σ, and P (x, y) is a
bi-holomorphic form in x, y ∈ Σ that is defined in a manner that makes (1.3) conformal
invariant, as will be reviewed in section 3. The object ϕ in (1.3) is an invariant of the Riemann
surface4 Σ that was discovered by Zhang [28] and Kawazumi [29]. The equivalence of (1.3)
with other definitions of the Zhang–Kawazumi (ZK) invariant in the mathematical literature
was derived in [27]. In spite a variety of available reformulations, the direct integration of ϕ
on the moduli space M2 of genus-two Riemann surfaces remained elusive.
3The construction of the two-loop gauge invariant measure was obtained in [21, 22]; a construction of the
measure based on holomorphy and modular invariance was given in [23]; gauge invariance of the two-loop
four-graviton amplitude was proven in [24]; the amplitude was reproduced in the pure spinor formulation
and extended to including external fermions in [25]
4The definition (1.3) holds for a Riemann surface of any genus h ≥ 2, upon replacing 8 by 4h in the
denominator. The ZK invariant vanishes for h = 0, 1.
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In this paper, we shall evaluate the integral in (1.2) and thereby find agreement between
the value predicted by S-duality, (1.1), and the result of two-loop superstring perturbation
theory. This matching is highly non-trivial, and involves some novel mathematics. The key
observation which makes this computation possible is the fact that ϕ satisfies the following
differential equation everywhere in the interior of M2,
(∆− 5)ϕ = 0 (1.4)
where ∆ is the Laplace-Beltrami operator onM2 associated with the Poincare´ metric on the
Siegel upper half space S2, to be defined in Appendix A below. Equation (1.4) will be derived
here from first principles by using the theory of deformation of complex structures. The
validity of (1.4) may be extended to the Deligne-Mumford compactification M2 of moduli
space, upon supplementing (1.4) by a term with δ-function support on the separating node,
(∆− 5)ϕ = −2piδSN (1.5)
an equation which is valid throughoutM2. We note that the combination ∂∂¯ϕ was evaluated
in [29, 30] for arbitrary genus. It would be interesting to understand its connection with
(1.4) and (1.5), if any exists, especially since the ZK invariant for genus h ≥ 3 does not
satisfy a simple equation of the type (1.4), as will be shown in Appendix C.
1.1 Outline
The layout of this paper is as follows. In section 2 we give a brief overview of perturbative and
non-perturbative features of the low energy expansion of the four-graviton amplitude, both
in flat 10-dimensional space-time and upon compactification on d-dimensional flat tori with
d ≤ 4. The differential equations imposed by S-duality and supersymmetry on the coefficient
functions, E(m,n)(md), are reviewed, and their implications on the perturbative expansion of
these coefficients are obtained. In section 3, the differential constraints mentioned above are
recast in the form of constraints on certain integrals of the ZK invariant ϕ, which suggest
a Laplace eigenvalue equation for ϕ. Further evidence is provided by the fact that the
supergravity limit of ϕ satisfies this equation. In section 4, the Laplace eigenvalue equation
for ϕ is proven for genus-two using the methods of deformations of complex structures on
Riemann surfaces. In section 5 the Laplace eigenvalue equation is used to integrate ϕ over
moduli space, and thereby prove the matching of the coefficient of the D6R4 interaction.
We end by providing the corresponding differential equations for other genus-two modular
forms including the Faltings invariant. Basic facts about modular geometry are collected in
Appendix A; details of the calculation of the Laplacian are given in Appendix B while its
generalization to higher genus is obtained in Appendix C.
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2 Constraints from S-duality and supersymmetry
In this section, we shall describe relevant aspects of the α′ expansion for the four-graviton
amplitude in type IIB string theory compactified on R10−d × Td for 0 ≤ d ≤ 4, and of the
differential equations satisfied by the coefficient functions E(m,n) of the various BPS effective
interactions.
2.1 The full four-graviton amplitude
The full four-graviton amplitudeA(4)(i, ki;md) depends on the (10−d)-dimensional polariza-
tion tensors i and momenta ki for i = 1, 2, 3, 4, as well as on the moduli md. The dependence
on d will be understood throughout, but not exhibited. The maximal supersymmetry of type
IIB string theory singles out a unique tensorial structure for the full four-graviton amplitude
which we denote by R4, and which is a special contraction of four Riemann tensors. Its
explicit form may be found in [27], for example, but will not be needed here. As a result,
we may introduce a reduced four-graviton amplitude I, defined by,
A(4)(i, ki;md) = κ2dR4 I(s, t, u;md) (2.1)
where κ2d is Newton’s constant in 10− d dimensions. The reduced amplitude I is a dimen-
sionless function of the moduli md and the dimensionless variables s = −α′(k1 + k2)2/4,
t = −α′(k1 + k4)2/4 and u = −α′(k1 + k3)2/4, subject to the relation s + t + u = 0 which
follows from momentum conservation and the mass-shell conditions k2i = 0. Our interest is
in the low energy expansion of I, or α′ expansion, in which |s|, |t|, |u|  1.
In this limit, the reduced amplitude I(s, t, u;md) can be decomposed into a sum of terms
that are analytic in s, t, u, corresponding to local interactions in the effective action, and
terms that are non-analytic, corresponding to non-local effective interactions. Non-local
terms arise from integrating out massless states, and are computable in the framework of
pertubative supergravity, supplemented by appropriate counter-terms to remove ultraviolet
divergences. The remainder is an analytic function of s, t, u which contains contributions from
massive string states. The local part, of interest in this work, is related to, and constrained
by, the non-local part via unitarity. In the Einstein frame, the local part has an expansion
of the form,
I(s, t, u;md)
∣∣∣
local
=
3
σ3
+
∞∑
m,n=0
E(m,n)(md)σm2 σn3 (2.2)
The first term in (2.2) gives the tree-level amplitude of type II supergravity, while the higher-
order terms give higher-derivative local interactions. Because of the relation s + t + u = 0,
the expansion is in powers of only two independent variables, chosen to be σ2 = s
2 + t2 + u2
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and σ3 = s
3 + t3 + u3 [18]. The variable gd is the effective string coupling defined by gd = gs
when d = 0 and gd = gs/
√Vd for d > 0 where Vd is the volume of Td with metric G.
In the Einstein frame, the reduced amplitude I(s, t, u;md) and the dimensionless vari-
ables s, t, u are invariant under U-duality. Therefore, the coefficients E(m,n)(md) must be
automorphic forms on Ed+1(Z)\Ed+1(R)/Kd+1(R). The effective interactions produced by
the lowest order terms E(0,0)(md)R4, E(1,0)(md)D4R4, and E(0,1)(md)D6R4 will be of central
interest in this paper.
2.2 Perturbative contributions to the low energy expansion
Features of string perturbation theory, which are the concern of this paper, are obtained by
expanding the coefficient functions E(m,n)(md) in powers of gd. Each term in this expansion
is then a function on the coset
ρd = G+B ∈ SO(d, d,R)/SO(d,R)2 (2.3)
parametrized by the metric G and two-form field B on Td, automorphic under the T-duality
group SO(d, d,Z). Mathematically, these perturbative contributions are obtained by ex-
tracting the constant term of the automorphic function E(m,n) with respect to the maximal
parabolic sub-group Pd of Ed+1(R) whose Levi sub-group is Ld = SO(d, d,R) × R+, where
the factor R+ corresponds to the coupling gd. In general however, this constant term may
include non-analytic terms in gd, such as powers of log gd. These terms do not exist in string
perturbation theory, which is formulated by definition in the string frame, but may arise
when rescaling the amplitude to the Einstein frame, due to mixing between the local and
non-local parts of the low-energy effective action [31, 33].
Finally, there are also exponentially suppressed contributions of order O(e−2pi/gd) or
smaller, with non-trivial dependence on the Ramond-Ramond moduli. These contribu-
tions are interpreted as D-brane instanton corrections (along with NS-brane instantons when
d ≥ 6). Mathematically, they correspond to non-zero Fourier coefficients with respect to the
unipotent radical Pd.
As a result, the structure of the perturbative expansion of the coefficients E(m,n)(md) of
the higher-derivative local interactions takes the following general form,
E(m,n)(md) = g−νd
∞∑
h=0
g−2+2hd E (h)(m,n)(ρd) + Enon−an.(m,n) (gd, ρd) +O(e−2pi/gd) (2.4)
where the contribution E (h)(m,n)(ρd) arises to h-loop order in superstring perturbation theory.
The overall factor g−νd , with ν = (2d−4+8m+12n)/(8−d), converts the genus h contribution
from the string frame to the (10 − d)-dimensional Einstein frame. Our main focus in this
work is on the perturbative contributions E (h)(m,n), but it is important to take into account the
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non-analytic contribution (when present) as it affects the differential equations satisfied by
the functions E (h)(m,n).
The four-graviton scattering amplitude in superstring perturbation theory at arbitrary
h-loop order involves an integral over the moduli space of super-Riemann surfaces of genus
h with four punctures. In favorable cases (which include h = 1 and h = 2), this integral
may be reduced to an integral over the moduli space Mh of ordinary compact Riemann
surfaces of genus h, and parametrized by the period matrix Ω of the surface Σ, which takes
values in the Siegel upper-half plane Sh (subject, for h > 3, to Schottky relations). For
the interactions E(m,n) of interest in this paper, the interplay between supersymmetry and
dualities implies that the perturbative coefficients are non-zero for only a finite number of
loop orders h, namely,
E (h)(0,0)(ρd) = 0 h ≥ 2
E (h)(1,0)(ρd) = 0 h ≥ 3
E (h)(0,1)(ρd) = 0 h ≥ 4 (2.5)
Our conventions for the integration measure dµh onMh are described in detail in Appendix
A. It is customary to express Ω in terms of real matrices X, Y defined by Ω = X + iY , and
we shall do so also here throughout.
A key ingredient in genus h amplitudes in superstring theory compactification on a torus
Td is the partition function for the zero-modes of the compact bosons on a genus h worldsheet,
Γd,d,h(ρd; Ω), given by the following standard lattice sum,
Γd,d,h(ρd; Ω) = (detY )
d/2
∑
mIα,n
αI∈Z
exp
{
− piLIJ(ρd)YIJ + 2piimIαnαJXIJ
}
(2.6)
where the quadratic form in m,n is defined by,
LIJ(ρd) = (mIα +BαγnγI)Gαβ(mJβ +BβδnδJ) + nαIGαβnβJ (2.7)
The integers mIα and n
αI label momenta and windings. The range of the indices is I, J =
1, · · · , h and α, β, γ, δ = 1, · · · , d, and repeated indices are to be summed over. Note that we
have Γ0,0,h = 1.
In order to set the scene for the body of this paper, we list the results of explicit string
perturbation theory calculations (a somewhat more detailed review is contained in [27]).
2.2.1 Genus zero
The tree-level amplitude can easily be expanded to all orders in the low energy expansion
and the coefficients are independent of the moduli. Normalizing the classical tree-level term
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as in (2.2), the subsequent tree-level coefficients are given in terms of the Riemann zeta
function ζ(s) evaluated at odd integers by,
E (0)(0,0)(ρd) = 2ζ(3) E (0)(1,0)(ρd) = ζ(5) E (0)(0,1)(ρd) =
2
3
ζ(3)2 (2.8)
No dependence on the moduli ρd arises at tree-level since the momenta and polarization
tensors of the four gravitons are along the subspace R(10−d), but not along Td.
2.2.2 Genus one
The one-loop amplitude is an integral over the complex structure of the world-sheet torus
and the contributions of terms in the low energy expansion reduce to integrals over the
fundamental domain M1 of the Poincare´ upper half plane [18, 34], given by,
E (1)(0,0)(ρd) = pi
∫
M1
dµ1 Γd,d,1(ρd; τ) (2.9)
E (1)(1,0)(ρd) = 2pi
∫
M1
dµ1 Γd,d,1(ρd; τ)E
?(2, τ) (2.10)
E (1)(0,1)(ρd) =
pi
3
∫
M1
dµ1 Γd,d,1(ρd; τ) (5E
?(3, τ) + ζ(3)) (2.11)
The modulus τ parametrizes the genus-one moduli spaceM1, and its volume form dµ1, both
of which are given in Appendix A. The factor Γd,d,1(ρd; τ) is the genus-one partition function
on Td defined in (2.6) for general h. The quantity,
E?(s, τ) =
1
2
pi−sΓ(s)ζ(2s)
∑
(c,d)=1
( Im τ)s
|cτ + d|2s (2.12)
is a non-holomorphic Eisenstein series, in the normalization of [35].
The integrals (2.9)-(2.11) are not generally convergent due to the polynomial growth of
the integrand as Im τ →∞. Specifically, the integral in (2.9) diverges for d ≥ 2, while the in-
tegrals in (2.10) and (2.11) likewise diverge when d ≥ 0 since E?(s, τ) = O(( Im τ)max(s,1−s)).
These divergences reflect the presence of a non-local term of the form s(D−8)/2R4, (times
log s in even dimension D ≥ 8), produced by a one-loop infrared threshold, which dominates
over the local term when D ≤ 8. The prescription used in [18, 34] to separate the local and
non-local contributions leads to a particular renormalization prescription for these integrals,
which is equivalent to one used in the Rankin-Selberg-Zagier method [36, 35]. In particular,
for d = 0, the renormalized integral
∫
M1 dµ1E
?(s, τ) vanishes for any s, so that we have,
E (1)(0,0) = 4ζ(2) E (1)(1,0) = 0 E (1)(0,1) =
4
3
ζ(2)ζ(3) (2.13)
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We have suppressed the dependence on ρd since there are no such moduli for d = 0. For
0 < d ≤ 4, the result can instead be expressed in terms of the Eisenstein series ESO(d,d)V,s (ρd)
associated with the parabolic subgroup of SO(d, d) that is labelled by the weight V of the
vector representation of SO(d, d),
E (1)(0,0)(ρd) = 2pi2−
d
2 Γ
(
d
2
− 1
)
E
SO(d,d)
V, d
2
−1 (ρd) (d 6= 2) (2.14)
E (1)(1,0)(ρd) =
2
45
pi2−
d
2 Γ
(
1 +
d
2
)
E
SO(d,d)
V, d
2
+1
(ρd) (d 6= 4) (2.15)
E (1)(0,1)(ρd) =
ζ(3)
3
E (1)(0,0)(ρd) +
4
567
pi2−
d
2 Γ
(
d
2
+ 2
)
E
SO(d,d)
V, d
2
+2
(ρd) (2.16)
The excluded values of d are those for which the integral is logarithmically divergent and the
Eisenstein series has a pole. In that case, the formulae (2.14)-(2.16) hold after subtracting
the pole.
2.2.3 Genus two
Since this is the case of central interest in this paper we will review it in somewhat more
detail. The full two-loop four-graviton amplitude is given by [26],
A(4)2 (r, kr; gd, ρd) =
pi
64
κ2d g
2
s R4
∫
M2
dµ2 B2(s, t, u; Ω) Γd,d,2(ρd; Ω) (2.17)
The reduced amplitude B2 is given by,
B2(s, t, u; Ω) =
∫
Σ4
|YS|2
(detY )2
exp
{
−α
′
2
∑
i<j
ki · kj G(zi, zj)
}
(2.18)
The integration is over four copies Σ4 of the genus-two Riemann surface Σ. The quantity YS
in the measure in (2.18) is a s, t, u-dependent family of holomorphic sections of the canonical
line bundle K over Σ in each vertex insertion point zi for i = 1, 2, 3, 4, as defined in [20].
The lattice partition function Γd,d,2 was defined in (2.6).
The lowest order genus-two contribution E (2)(0,0)(ρd) corresponds to the effective interaction
R4 and vanishes in any dimension [20],
E (2)(0,0)(ρd) = 0 (2.19)
The next contribution corresponds to D4R4 and is given by [26],
E (2)(1,0)(ρd) =
pi
2
∫
M2
dµ2 Γd,d,2(ρd; Ω) (2.20)
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The integral is infrared divergent for d ≥ 3, due to the presence of a two-loop non-local
term of the form sD−7D4R4, (times log s in D = 7), which dominates over the local term
when D ≤ 7. The renormalized integral can in principle be defined by a genus-two version
of the Rankin-Selberg-Zagier prescription. The result may be expressed as the residue of
the Langlands-Eisenstein series associated with the weight of the two-index antisymmetric
representation of SO(d, d) at s = d/2 [37]. Alternatively, the conjectured results of [11],
further supported in [12, 37], may be used to express the result as,
E (2)(1,0)(ρd) =
2
3
(
Eˆ
SO(d,d)
S,2 (ρd) + Eˆ
SO(d,d)
C,2 (ρd)
)
(2.21)
where E
SO(d,d)
S,s (ρd) and E
SO(d,d)
C,s (ρd) are the Eisentein series associated with the two distinct
spinor weights S and C of SO(d, d), and the hat indicates that the simple pole at s = 2 has
been subtracted. For d = 0, one has,
E (2)(1,0) =
4
3
ζ(4) (2.22)
in agreement with supersymmetry and S-duality, upon using the values of ζ given in (A.7).
Our primary interest in this paper is the next term in the low energy expansion. It is
the genus-two contribution to D6R4 that was recently shown to have the form [27],
E (2)(0,1)(ρd) = pi
∫
M2
dµ2 Γd,d,2(ρd; Ω)ϕ(Ω) (2.23)
where ϕ(Ω) is the ZK invariant, whose form will be reviewed below. The integral over M2
is convergent for d < 2, but has both primitive and one-loop subdivergences in d ≥ 2. This
is consistent with the presence of non-local terms of the form s(D−8)/2D6R4 and sD−8D6R4
(times log s when the power of s is integer). These contributions dominate over the local
terms when D ≤ 8. For d ≥ 2, the integral must be renormalized, and it is not known at
present how to express it in terms of Eisenstein series of SO(d, d,Z). For d = 0 and d = 1,
however, the values predicted by S-duality and supersymmetry are as follows [17, 12]
E (2)(0,1) =
8
5
ζ(2)2 (d = 0) (2.24)
E (2)(0,1)(ρd) =
8
5
ζ(2)2
(
r2 +
1
r2
+
5
3
)
(d = 1) (2.25)
where r is the radius of the d = 1 circle in string units. The evaluation of the integral (2.23)
for the case d = 0 is the main focus of the subsequent sections of this paper.
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2.2.4 Genus three
The three-loop contribution to D6R4 in ten-dimensional type IIB string theory was recently
computed in the pure spinor formalism [19], and claimed to take the value for d = 0,
E (3)(0,1) =
4
27
ζ(6) (2.26)
in agreement with the predictions from S-duality and supersymmetry [17]. However, at
present there are unresolved issues concerning a factor of three in the derivation of this
value. Assuming the value is indeed correct, a straightforward generalization to the theory
compactified on a torus Td leads to,
E (3)(0,1)(ρd) =
5
16
∫
M3
dµ3 Γd,d,3(ρd; Ω) (2.27)
where M3 is the fundamental domain of genus-three Riemann surfaces, and Γd,d,3(ρd; Ω) is
the genus 3 lattice sum (2.6). Using the volume of M3 stated in (A.8), it is easily seen
that (2.27) reduces to (2.26) when d = 0. In general, the modular integral in (2.27) can be
computed by a genus 3 extension of the Rankin-Selberg-Zagier method, and expressed as
a residue of the Langlands-Eisenstein series associated with the weight of the three-index
antisymmetric tensor representation of SO(d, d) at s = d/2 [37]. Alternatively, using the
result conjectured in [11] and further supported in [12], one has,
E (3)(0,1)(ρd) =
2
27
(
Eˆ
SO(d,d)
S,3 (ρd) + Eˆ
SO(d,d)
C,3 (ρd)
)
(2.28)
and the hat indicates that the simple pole at s = 3 has been subtracted.
2.3 S-duality and differential constraints
The three leading effective interactions in the α′ expansion of (2.2), namely R4, D4R4, and
D6R4, are BPS-saturated interactions. The exact coefficients E(0,0)(md) and E(1,0)(md) of
the R4 and D4R4, including all non-perturbative corrections, have been conjectured based
on variety of arguments including duality invariance, perturbative and decompactification
limits, unitarity, and supersymmetry constraints.
For example, in ten-dimensional type IIB string theory (d = 0) the coefficient E(0,0)(T ) is
proportional to the non-holomorphic SL(2,Z) Eisenstein series E?(3
2
, T ) [6]. It is the unique
solution of the Laplace equation (∆SL(2) − 34)E(0,0)(T ) = 0 on the upper half T plane, a
constraint which follows from a careful implementation of nonlinear extended supersymmetry
[7, 8]. This also extends to E(1,0)(T ) in d = 0, which is proportional to the Eisenstein series
E?(5
2
, T ) [8, 10]. More generally, the conjectured coefficients E(0,0)(md) and E(1,0)(md) are
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given by linear combinations of Eisenstein series (and derivatives thereof) under the duality
group Ed+1(Z). They satisfy Laplace eigenvalue equations [6, 9, 7, 11, 17, 12],(
∆Ed+1 −
3(d+ 1)(2− d)
(8− d)
)
E(0,0)(md) = 6pi δd,2 (2.29)(
∆Ed+1 −
5(d+ 2)(3− d)
(8− d)
)
E(1,0)(md) = 40 ζ(2) δd,3 + 7 E(0,0) δd,4 (2.30)
where5 ∆Ed+1 is the Laplace-Beltrami operator on the moduli space Ed+1(R)/Kd+1(R). It is
expected that these equations are consequences of non-linear supersymmetry, although this
has not been fully established yet. The anomalous terms on the right-hand sides occur in
dimensions in which the eigenvalues vanish, or when the eigenvalue of E(1,0) becomes degen-
erate with that of E(0,0). These terms are correlated with logarithmic infrared divergences in
string theory and in supergravity. Consequently, they are also correlated with the onset of
ultraviolet divergences in supergravity [33].
For the D6R4 interaction, a candidate for the exact coefficient E(0,1)(md) is only available
in dimensions d = 0, 1, 2, and in a rather implicit form [17, 12, 38]. General arguments,
supergravity limits, and many consistency checks suggest that E(0,1)(md) is a solution of the
inhomogeneous Laplace eigenvalue equation,6(
∆Ed+1 −
6(4− d)(d+ 4)
8− d
)
E(0,1)(md) = −
(E(0,0)(md))2 + 40 ζ(3) δd,4 (2.31)
The quadratic term on the r.h.s. can be understood qualitatively [17] as a consequence of
the (α′)3 corrections to the supersymmetry variations, although there has not been a precise
derivation of this equation based on supersymmetry. The other terms on the second line
are anomalous terms which arise for dimensions d such that the eigenvalue of E(0,1) vanishes
or becomes degenerate with the eigenvalues of E(0,0) or E(1,0). They reflect the occurrence
of logarithmic infrared divergences in string theory. The exact solutions to (2.31) relevant
for E(0,1) are not known explicitly, but the perturbative expansions are, as reviewed in the
previous subsection.
2.3.1 S-duality constraints on the perturbative coefficients
Having summarized the differential constraints satisfied by the exact coefficients E(m,n)(md)
of the R4, D4R4 and D6R4 interactions in the low energy expansion, it is now in principle
5 Our normalization for the Laplace-Beltrami operators ∆Ed+1 and ∆SO(d,d) differ by a factor of 2 from
the ones used in [11, 35, 37, 39].
6The δd,4 terms in (2.30) and (2.31) have been corrected from the ones given in equations (2.8) and (2.9)
in [33].
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straightforward to determine the differential constraints satisfied by the perturbative terms
E (h)(m,n)(ρd) in the weak coupling expansion (2.4). For this purpose, however, it is important to
include the contribution Enon−an.(m,n) (gd, ρd) of the terms proportional to powers of log gd. These
terms can be computed from the putative exact result, or from the non-local terms in the
supergravity amplitude, and are recorded below,7
Enon−an.(0,0) (gd, ρd) =
4pi
3
ln g2 δd,2 (2.32)
Enon−an.(1,0) (gd, ρd) =
16pi2
15
ln g3 δd,3 + E(0,0) ln g4 δd,4
Enon−an.(0,1) (gd, ρd) =
(
−4pi
2
27
ln2 g2 +
2pi
9
(pi
2
+ E(0,0)
)
ln g2
)
δd,2 + 5 ζ(3) ln g4 δd,4
The action of the Laplacian ∆Ed+1 on E(m,n) can now be decomposed terms of the SO(d, d)
subgroup of Ed+1,
∆Ed+1 =
8− d
8
∂2φ +
d2 − d+ 4
4
∂φ + ∆SO(d,d) + · · · (2.33)
where we have set gd = e
φ, and the ellipsis denotes derivatives with respect to the Ramond–
Ramond moduli which are angular variables that decouple from perturbation theory. This
agrees with [11, A.24] for d = 2, 3, 4, upon noting that for these values,
2d−1 =
2(d2 − d+ 4)
8− d (2.34)
Substituting (2.33) into (2.29)-(2.31), we deduce that the h-loop contributions to the coeffi-
cients E(m,m) satisfy the following Laplace-type equations:
• The perturbative parts of E(0,0)(md) satisfy
∆SO(d,d) E (0)(0,0)(ρd) = 0 (2.35)(
∆SO(d,d) + d(d− 2)/2
) E (1)(0,0)(ρd) = 4pi δd,2
• The perturbative parts of E(1,0)(md) satisfy
∆SO(d,d) E (0)(1,0)(ρd) = 0 (2.36)(
∆SO(d,d) + (d+ 2)(d− 4)/2
) E (1)(1,0)(ρd) = 12 ζ(3) δd,4(
∆SO(d,d) + d(d− 3)
) E (2)(1,0)(ρd) = 24 ζ(2) δd,3 + 4 E (1)(0,0)(ρd) δd,4
7The coefficient of ln g4 in the last line agrees with the coefficient of the infrared singularity of the D = 6
three-loop supergravity amplitude computed in [32], thereby resolving a puzzle raised following equation
(3.21) in [33].
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• The perturbative parts of E(0,1)(md) satisfy
(
∆SO(d,d) − 6
) E (0)(0,1)(ρd) = −(E (0)(0,0)(ρd))2 (2.37)(
∆SO(d,d) − (d+ 4)(6− d)/2
) E (1)(0,1)(ρd) = −2E (0)(0,0)(ρd) E (1)(0,0)(ρd) + 2pi3 ζ(3) δd,2(
∆SO(d,d) − (d+ 2)(5− d)
) E (2)(0,1)(ρd) = −(E (1)(0,0)(ρd))2 − (pi3E (1)(0,0) + 7pi218
)
δd,2(
∆SO(d,d) − 3d(4− d)/2
) E (3)(0,1)(ρd) = 20ζ(3) δd,4
For all but the genus two D6R4 amplitude E (2)(0,1)(ρd) it is relatively straightforward to check
that these equations are consistent with the Eisenstein series which describe the perturbative
terms, as discussed in section 2.2. In particular, the anomalous terms on the r.h.s. arise
whenever the Eisenstein series has a pole, after subtracting the contribution of the pole. In
the case d = 0, where the coefficients are constants and the Laplacian ∆SO(d,d) vanishes, no
such anomalous terms arise and these equations reduce to algebraic relations between the
coefficients. In particular, the two-loop contribution E (2)(0,1)(ρd) is predicted to take the value
stated in (2.24).
In the sequel we shall compute the genus-two modular integral (2.23) for d = 0 and check
agreement with this prediction. The differential equation on the third line of (2.38) will
indicate that the Zhang-Kawazumi invariant satisfies the differential equation (1.4), which
holds the key to the computation of the modular integral.
3 The Zhang-Kawazumi invariant
The ZK invariant ϕ(Σ) may be defined on a surface Σ of arbitrary genus h ≥ 2 [28, 29]. As
was already stated in the Introduction (1.3), it was shown in [27] to be given by the following
expression ϕ(Σ) = − ∫
Σ2
P (x, y)G(x, y)/4h. Here, the bi-form P (x, y) is a section of K ⊗ K¯
in both x and y, where K is the canonical bundle on Σ, and may be expressed as,
P (x, y) =
∑
I,J,K,L
PIJKL ωI(x)ωJ(x)ωK(y)ωL(y)
PIJKL = −Y −1IJ Y −1KL + hY −1IL Y −1JK (3.1)
The indices take the values I, J,K, L = 1, · · · , h; henceforth, repeated indices will be un-
derstood to be summed. Furthermore, ωI is a basis of canonically normalized holomorphic
Abelian differentials, and ΩIJ = XIJ + iYIJ is the period matrix of the surface Σ (see Ap-
pendix A for their detailed definitions.). The scalar Green function G on Σ2 is given in terms
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of the prime form, E(x, y), and the above quantities by,
G(x, y) = − ln |E(x, y)|2 + 2piY −1IJ
(
Im
∫ y
x
ωI
)(
Im
∫ y
x
ωJ
)
(3.2)
Its mixed derivatives are given by8
∂y¯∂xG(x, y) = +2piδ(x, y)− piY −1IJ ωI(x)ωJ(y)
∂y¯∂yG(x, y) = −2piδ(x, y) + piY −1IJ ωI(y)ωJ(y) (3.3)
The bi-form P (x, y) is symmetric under the interchange of x and y, and obeys the key
property that its integral over a single copy of Σ vanishes identically,∫
Σx
P (x, y) = 0 (3.4)
The formula results from the combination of the following two elementary results,∑
KL
PIJKL YKL = 0 ,
∫
Σ
ωK ∧ ωL = −2iYKL (3.5)
The Green function is single-valued but transforms under conformal transformations in x by
a shift which depends only upon x. Combining this transformation with the property of (3.4)
guarantees that ϕ(Ω) in (1.3) is well-defined. In fact, in view of (3.4), any properly normalized
scalar Green function may be used instead of G, including the properly normalized Arakelov
Green function (see [27] for the detailed relations). Finally, we shall often write ϕ(Ω) instead
of ϕ(Σ) when we parametrize Σ by its period matrix, by a slight abuse of notation.
3.1 Differential constraint on the ZK invariant: a first hint
In order to gain insight into the nature of the Zhang-Kawazumi invariant ϕ, it is very
instructive to examine the structure of the differential equation satisfied by the genus-two
coefficient E (2)(0,1) defined by the modular integral (2.23). On the one hand, this coefficient
satisfies the equation in the third line of (3.6), which we reproduce below for d 6= 2,
(
∆SO(d,d) − (d+ 2)(5− d)
) E (2)(0,1)(ρd) = −(E (1)(0,0)(ρd))2 (3.6)
8Depending on context, we write ωI for the differential one form, or ωI(z) for the function representing
the 1-form in a local coordinate system (z, z¯), so that the 1-form locally takes the form ωI = ωI(z)dz. In
the latter case, the convention for the integral over Σ includes a factor of the volume form idz ∧ dz¯, which
will not, however, be exhibited.
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On the other hand, the lattice partition function for the torus Td satisfies the following
differential equation in arbitrary genus h [11],(
∆SO(d,d) − 2∆Sp(2h) + 1
2
dh(d− h− 1)
)
Γd,d,h(ρd; Ω) = 0 (3.7)
where ∆Sp(2h) is the Laplacian on the Siegel upper-half space Sh, defined in Appendix A.
Specializing to genus-two, where the moduli space M2 coincides with the Siegel upper half
space S2, and the Laplacian ∆ coincides with ∆Sp(4), it follows from (2.23) and (3.7) that(
∆SO(d,d) − (d+ 2)(5− d)
) E (2)(0,1)(ρd) = 2pi ∫
M2
dµ2 ϕ(Ω) (∆− 5) Γd,d,2(ρd,Ω) (3.8)
Comparing with the differential equation (3.6), we see that agreement for d 6= 2 requires,∫
M2
dµ2 ϕ(Ω) (∆− 5) Γd,d,2(ρd,Ω) = −pi
2
(∫
M1
dµ1 Γd,d,1(ρd, τ)
)2
(3.9)
After integration by parts, this becomes,∫
M2
dµ2 Γd,d,2(ρd,Ω) (∆− 5)ϕ(Ω) +
∫
∂M2
(ϕ ? dΓd,d,2 − Γd,d,2 ? dϕ)
= −pi
2
(∫
M1
dµ1 Γd,d,1(ρd, τ)
)2
(3.10)
The structure of this equation is very informative. Recall that the boundary ofM2 includes
the separating degeneration limit, Ω12 → 0, where Γd,d,2(ρd; Ω) ∼ Γd,d,1(ρd; Ω11) Γd,d,1(ρd; Ω22)
has the factorised form of the right-hand side of the equation. This is the first indication
that the combination (∆− 5)ϕ has support on boundary ∂M2 of moduli space.
3.2 The ZK invariant in the supergravity limit
Further evidence in support of the eigenvalue equation (∆− 5)ϕ = 0 in the interior of M2
may be gathered by considering the limit of degenerating Riemann surfaces Σ. The Deligne-
Mumford compactification of M2 requires the addition to M2 of just two divisors, namely
the separating and the non-separating nodes. These nodes intersect, and contain further
degeneration divisors. One might study the fate of the equation (∆ − 5)ϕ = 0 on any of
these degenerations.
Here, we shall limit attention to studying the complete non-separating degeneration in
which the components of Y = Im Ω all become large, and the surface degenerates to two
connected long thin tubes. This degeneration is physically significant, since it is directly
related to the integrand of two-loop Feynman diagrams in D = 10 supergravity. In particular
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the four-graviton amplitude in maximally supersymmetric theories can be rewritten in terms
of graphs with cubic vertices. Ignoring the position of the external gravitons one obtains
a skeleton graph with two tri-valent vertices. The lengths of the corresponding lines of the
graph will be denoted by Li  1, and may be identified with the entries of Y as follows,
Ω = iYL +O(1) YL =
(
L1 + L3 L3
L3 L2 + L3
)
(3.11)
The O(1) corrections which are being omitted here contain both the real parts of Ω as well
as higher order corrections to Im Ω. To leading order in Li  1, the complete degeneration
limit of the integral (1.3) may be expressed in terms of the graph lengths Li and the positions,
Lx and Ly, of the points x, y which enter into the integral. The limiting behavior of Abelian
differentials and of the prime form are standard, and have been discussed with the help of
the Schottky parametrisation in [40], as well as in the context of tropical modular geometry
in [41]. For our purposes it is sufficient to know the limits of the prime form and the Abelian
differentials: E(x, y) tends to the distance on the graph between the two insertion points
multiplied (in our conventions) by 2pi, while Imω1(x) = dLx (respectively Imω2(x) = dLx)
if x is on the thin tubes forming the first (respectively second) loop and zero otherwise.
The contribution to (1.3) from the complete non-separating degeneration arises from two
graph topologies: type (a) where the insertions x, y are on the same degenerating tube;
and type (b) when they are on opposite tubes. The corresponding asymptotics of the Green
function G for both graphs were obtained in [42], and are given by,9
G(a)(x, y) → G(a)L = −2pi
(
|Lx − Ly| − (L2 + L3)(Lx − Ly)
2
detYL
)
(3.12)
G(b)(x, y) → G(b)L = −2pi
(
Lx + Ly −
(L1 + L3)L
2
y + (L2 + L3)L
2
x + 2LxLyL3
detYL
)
These formulas have been written down for type (a) when the points x, y are on the tubes
of length L1; and for type (b) when x is on the tube of length L1 while y is on the tube of
length L2. In the same limit the bi-form P of (3.1) on Σ
2 for both types of graphs takes the
following form,
P (a)(x, y) → P (a)L dLxdLy = −4
(
L2 + L3
detYL
)2
dLxdLy
P (b)(x, y) → P (b)L dLxdLy = −4
(
L23 − detYL
detY 2L
)
dLxdLy (3.13)
under the same assumptions on x, y as we had spelled out for the Green function.
9Here and below, the arrows encompass both taking the limit of large Li  1, as well as carrying out the
angular integrations on moduli and the points x, y.
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For both types of graph an overall factor of 2 arises from the possibility of exchanging the
ordering of the two points x, y. Then there are other contributions with the same topology
which are simply obtained by cyclical permutation of the Li and correspond to inserting
the punctures on the other tubes forming the genus 2 degenerating surface. Thus from the
diagrams of type (a) we have
ϕ
(a)
L = −
1
4
L1∫
0
dLx
Lx∫
0
dLy P
(a)
L G
(a)
L + cycl. = 2pi
[
−LΣ
12
+
L1L2L3
4 detYL
+
L21L
2
2L
2
3LΣ
6 detY 3L
]
(3.14)
where LΣ = L1 + L2 + L3. Similarly the contributions of the diagrams of type (b) is
ϕ
(b)
L = −
1
4
L1∫
0
dLx
L2∫
0
dLy P
(b)
L G
(b)
L + cycl. = 2pi
[
LΣ
6
− 2L1L2L3
3 detYL
− L
2
1L
2
2L
2
3LΣ
6 detY 3L
]
(3.15)
Adding up the two types of contributions ϕ
(a)
L + ϕ
(b)
L = ϕL gives the following expression for
ϕ in the complete degeneration limit,
ϕ(Σ) = ϕL +O(1) ϕL = pi
6
(
L1 + L2 + L3 − 5L1L2L3
L1L2 + L1L3 + L2L3
)
(3.16)
The contribution from the complete non-separating degeneration to the two-loop D6R4 ef-
fective interaction is therefore given by inserting the asymptotic expression (3.16) for ϕ into
the integral (2.23), and setting the winding numbers nαI in the lattice sum (2.6) to zero.
The result should match the two-loop D6R4 effective interaction in 10-dimensional super-
gravity compactified on Td, which differs by a factor of (detY )1/2 from the same interaction
computed in 11-dimensional supergravity compactified on Td. The latter was computed in
equation (3.6) of [17] (or in equation (2.23) of [42] after correcting a sign), and is in agree-
ment with (3.16). The asymptotic expression (3.16), in the limit where L2  L1, L3, is
also in agreement with the (double) degeneration limit τ, τ1 → i∞ of the non-separating
degeneration formula (5.4), which is already an expansion for τ2 → i∞.
To verify the equation (∆ − 5)ϕ = 0 in the complete degeneration limit, it remains to
evaluate the Laplacian ∆L of (A.9) in this limit and we find,
∆L =
∑
i,j
LiLj
∂
∂Li
∂
∂Lj
+
detYL
2
(
3∑
i=1
∂2
∂L2i
− 2
∑
i<j
∂
∂Li
∂
∂Lj
)
(3.17)
It is easy to check that we indeed have (∆L−5)ϕL = 0. With this additional encouragement
we will now proceed to show that ϕ does indeed satisfy (1.4) for all genus-two surfaces Σ.
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4 The Laplacian of the Zhang-Kawazumi invariant
The purpose of this section is to calculate, from first principles, the Laplacian of the ZK
invariant ϕ, and show that ϕ obeys the eigenvalue equation (∆ − 5)ϕ = 0 in the interior
of the moduli space of genus-two Riemann surfaces M2. The equation may be extended to
the Deligne-Mumford compactification M2 at the cost of a right side which has support on
the separating node. The derivation in this section is somewhat technical and the hurried
reader may wish to skip to section 5.
4.1 Preliminaries
The Laplacian of ϕ will be computed using standard deformation theory of complex struc-
tures on a Riemann surface. As it turns out, the problem may be formulated in arbitrary
genus with little extra complication, and we shall carry out the calculations in arbitrary
genus. A brief summary of the Siegel upper half space Sh for arbitrary genus h, its Poincare´
metric, volume form, action of the modular group, and sub-variety of the moduli space Mh
of compact genus h Riemann surfaces is provided in Appendix A.
The Sp(2h,R)-invariant Laplace operator ∆Sp(2h) on scalar functions on Sh is defined in
(A.9). For h = 2, 3 the Sp(2h,R)-invariance of the Laplacian ∆Sp(2h) automatically induces
a Laplacian on M2 which we shall denote ∆. For h ≥ 4, the Laplacian ∆Sp(2h) needs to
be projected by restricting the derivatives ∂IJ in (A.9) to the tangent space TMh at every
point of Mh, and we shall denote the resulting Laplacian by ∆.
4.2 Basic variational formulas
To evaluate the derivatives with respect to Ω and Ω¯ (projected onto TMh for h ≥ 4), we shall
use the standard theory and formulas of deformations of complex structures. The tangent
space TMh decomposes into a direct sum of holomorphic and anti-holomorphic subspaces,
which are generated respectively by a Beltrami differential µ and its complex conjugate µ¯.
Here, µ is a section of K−1 ⊗ K¯ where K is the canonical bundle on Σ. To evaluate the
Laplacian ∆ on ϕ, we shall need to compute the mixed variational derivatives of ϕ with
respect to µ and µ¯, which automatically includes the needed projection from TSh to TMh.
A holomorphic deformation δµφ with Beltrami differential µ = µw¯
wdw¯/dw of any function
φ on Mh is given as follows,
δµφ =
1
2pi
∫
Σ
d2w µw¯
w δwwφ (4.1)
The deformations δwwφ supported at the point w may be viewed as resulting from the
insertion of the stress tensor at the point w, and the particular normalization used here is
in accord with the standard normalizations of the stress tensor [43].
21
The point-wise deformation of the period matrix, the canonically normalized holomorphic
Abelian differentials ωI(x), and the prime form E(x, y) are given as follows [44],
δwwωI(x) = ωI(w)∂x∂w lnE(x,w)
δwwΩIJ = 2piiωI(w)ωJ(w)
δww lnE(x, y) = −1
2
(
∂w lnE(w, x)− ∂w lnE(w, y)
)2
(4.2)
The deformation of other quantities, such as Abelian differentials of the second and third
kind, may be obtained from the last equation by taking derivatives in x and y.
4.3 Calculation of the first variational derivative
From the basic point-wise variational formulas of (4.2), we now produce further variational
formulas which will be of more direct utility in evaluating the Laplacian of ϕ. We shall prefer
to express the resulting formulas in terms of the single-valued Green function G rather than
in terms of the multiple-valued prime form, and Abelian integrals. First, one derives the
following variational formulas for G and P ,
δwwG(x, y) =
1
2
(
∂wG(w, x)− ∂wG(w, y)
)2
δwwP (x, y) = −PIJKLωI(w)ωJ(x)ωK(y)ωL(y) ∂x∂wG(w, x)
−PIJKLωI(x)ωJ(x)ωK(w)ωL(y) ∂y∂wG(w, y) (4.3)
where PIJKL is the modular tensor defined in (3.1). A useful intermediate formula in the
derivation of both formulas in (4.3) is given by the relation,
δww
(
Y −1IJ ωJ(x)
)
= −Y −1IJ ωJ(w) ∂x∂wG(w, x) (4.4)
With the help of these formulas, we obtain the first order variation of ϕ,
4h δwwϕ =
∫
Σ2
{
PIJKL ωI(x)ωJ(x)ωK(y)ωL(y) ∂wG(w, x)∂wG(w, y)
−PIJKL ωI(w)ωJ(x)ωK(y)ωL(y) ∂wG(w, x)∂xG(x, y)
−PIJKL ωI(x)ωJ(x)ωK(w)ωL(y) ∂wG(w, y)∂yG(x, y)
}
(4.5)
Note that the terms proportional to (∂wG(w, x))
2 and (∂wG(w, y))
2, which arise from the
variation of G in the first line of (4.3), cancel in view of (3.4). Upon interchange of x and y,
the last two terms above are seen to be equal; we have refrained from carrying through the
corresponding simplification in order to retain the manifest symmetry under interchange of
x and y. With the help of the mixed derivative formulas for G in (3.3), one readily verifies
holomorphicity of the first variation, namely ∂w¯ (δwwϕ) = 0.
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4.4 Calculation of the second variational derivative
To compute the mixed variation δu¯u¯δwwϕ, we use the complex conjugated relations of (4.2),
but we also need to vary the derivatives with respect to the holomorphic coordinates. The
starting point to do so are the standard variational formulas for the Cauchy-Riemann oper-
ators ∂
(n)
z and ∂
(n)
z¯ on sections of K
n, which are given by [43],
δµ¯∂
(n)
z¯ = 0 δµ¯∂
(n)
z = µ¯ ∂
(n)
z¯ + n (∂z¯µ¯) (4.6)
Here, we set n = 0, drop the superscript (n), and derive the point-wise deformations,
δu¯u¯∂z¯ = 0 δu¯u¯∂z = 2pi δ(z, u)∂z¯ (4.7)
The key ingredients needed for the variation of (4.5) include the variation of a single derivative
of G, which is found to be,
δu¯u¯
(
∂xG(x, y)
)
= −pi∂x¯δ(u, x) + piY −1IJ ωI(x)ωJ(u)
(
∂u¯G(u, y)− ∂u¯G(u, x)
)
(4.8)
and the variation of the generalization of P (x, y) which appears in (4.5), and which takes
the following form,
δu¯u¯
(
PIJKL ωI(s)ωJ(x)ωK(t)ωL(y)
)
= −PIJKLωI(s)ωJ(u)ωK(t)ωL(y) ∂u¯∂x¯G(u, x)
−PIJKLωI(s)ωJ(x)ωK(t)ωL(u) ∂u¯∂y¯G(u, y) (4.9)
for arbitrary points s, t, x, y ∈ Σ.
The calculation of these variational derivatives is fairly lengthy, and is relegated to Ap-
pendix B. The final result, valid for arbitrary genus, may be cast in the following form,
δu¯u¯δwwϕ = ψA + ψB + ψC (4.10)
where each one of these contributions is given by,
ψA = −2pi
4h
(2h+ 2)
∫
Σ
∂u¯G(u, x) ∂wG(w, x)
× (Y −1IJ Y −1KL − Y −1IL Y −1JK)ωI(x)ωJ(x)ωK(w)ωL(u) (4.11)
ψB =
pi2
2
∫
Σ2
G(x, y)Y −1CD ωC(x)ωD(u)Y
−1
AB ωA(w)ωB(y)
×
(
Y −1IJ Y
−1
KL − Y −1IL Y −1JK
)
ωI(w)ωK(y)ωJ(x)ωL(u)
ψC =
2pi
4h
∫
Σ2
∂u¯G(u, x) ∂wG(w, y)PIJKLY
−1
ABωI(x)ωL(y)
×
{
ωK(w)ωA(y)− ωK(y)ωA(w)
}{
ωJ(u)ωB(x)− ωJ(x)ωB(u)
}
On general grounds, the mixed derivative δu¯u¯δwwϕ satisfies the following three conditions,
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1. Hermiticity, namely invariance under w ↔ u¯;
2. Holomorphicity in w, namely ∂w¯(δu¯u¯δwwϕ) = 0;
3. Holomorphicity in u¯, namely ∂u(δu¯u¯δwwϕ) = 0.
Hermiticity is seen to hold for each contribution ψA, ψB, ψC separately. Property 3 then
follows from property 2, which in turn is proven in Appendix B. Note that the holomorphicity
properties are manifest for ψB, while in ψA and ψC they follow (at least in part) in view of
the fact that the poles in the derivatives ∂wG and ∂u¯G are cancelled by manifest zeros of
corresponding combinations of Abelian differentials.
4.5 Calculation of mixed variations for genus two
For genus two, we may use the special properties of h = 2 to further simplify the expressions
for ψA, ψB, ψC . We shall make use of the bi-form ∆(x, y) which is defined by,
ωI(x)ωJ(y)− ωJ(x)ωI(y) = εIJ ∆(x, y) (4.12)
Here, we have I, J = 1, 2, and we use the convention ε12 = 1. The bi-form ∆ is a holomorphic
section of the canonical bundle K in both x and y, and by construction its existence is limited
to genus-two. Its zeros are at x = y and x = I(y) where I(y) is the image of y under the
hyper-elliptic involution of the genus-two surface Σ. We shall also use the following relation,
which is again special to genus-two,
Y −1IJ Y
−1
KL − Y −1IL Y −1JK = εIK εJL (detY )−1 (4.13)
With the help of these relations we derive the following simplified expressions for h = 2,
ψA = −3pi
2
(detY )−1
∫
Σ
∂u¯G(u, x)∂wG(w, x)∆(x,w) ∆(x, u)
ψB = −pi
2
2
(detY )−1
∫
Σ2
G(x, y)Y −1AB Y
−1
CD ωA(w)ωB(y)ωC(x)ωD(u)∆(y, w) ∆(x, u)
ψC = +
3pi
4
(detY )−1
∫
Σ2
∂u¯G(u, x)∂wG(w, y) ∆(x,w) ∆(x, u)Y
−1
IJ ωI(x)ωJ(y) (4.14)
The next key observation is that, using the first line of (3.3), we may combine the first and
the last lines of (4.14) as follows,
ψA + ψC = −3
4
(detY )−1
∫
Σ2
∂u¯G(u, x)∂wG(w, y)∆(y, w) ∆(x, u)∂x∂y¯G(x, y) (4.15)
Upon integrating by parts in both x and y¯, and using the holomorphicity of ∆(y, w) in y and
of ∆(x, u) in x, we obtain an intgeral involving the product ∂x∂u¯G(u, x) ∂y¯∂wG(w, y). Using
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again (3.3) on both mixed derivative factors, and exploiting the fact that the δ-function
contributions vanish, we find,
ψA + ψC = −3pi
2
4
Y −1AB Y
−1
CD
detY
∫
Σ2
G(x, y)ωA(w)ωB(y)ωC(x)ωD(u)∆(y, w) ∆(x, u) (4.16)
We recognize that this expression is proportional to ψB, so that our final formula becomes,
δu¯u¯δwwϕ = −5pi
2
4
Y −1AB Y
−1
CD
detY
∫
Σ2
G(x, y)ωA(w)ωB(y)ωC(x)ωD(u)∆(y, w) ∆(x, u) (4.17)
In this form, hermiticity and holomorphicity in w and u¯ are manifest properties.
4.6 Calculation of ∆ϕ for genus two
The form δu¯u¯δwwϕ is a holomorphic quadratic differential in w and in u¯. For genus-two, a
basis of holomorphic quadratic differentials may be chosen in terms of the Abelian differen-
tials, namely ωI(w)ωJ(w) in w for I ≤ J , and similarly in u¯. To exhibit this dependence
systematically, we introduce the following notation,
δu¯u¯δwwϕ = 4pi
2ωI(w)ωJ(w)ωK(u)ωL(u)TIJ ;KL|AB;CD ΦAB;CD
ΦAB;CD = − 5
64
∫
Σ2
G(x, y)ωA(x)ωB(x)ωC(y)ωD(y) (4.18)
The tensor T is defined as follows for all genera,
TIJ ;KL|AB;CD = +Y −1ID Y
−1
KA
(
Y −1JL Y
−1
BC − Y −1JB Y −1LC
)
+Y −1JD Y
−1
KA
(
Y −1IL Y
−1
BC − Y −1IB Y −1LC
)
+Y −1ID Y
−1
LA
(
Y −1JK Y
−1
BC − Y −1JB Y −1KC
)
+Y −1JD Y
−1
LA
(
Y −1IK Y
−1
BC − Y −1IB Y −1KC
)
(4.19)
Note that the four terms in T arise from the symmetrization conditions in I, J and K,L.
From the above formula, and the variational formula for the period matrix in (4.2), we
deduce the partial derivatives of ϕ with respect to Ω and its complex conjugate,
∂¯KL∂IJϕ = TIJ ;KL|AB;CD ΦAB;CD (4.20)
The Laplacian, defined in (A.9), may now be applied to ϕ, and we find,
∆ϕ = 4YIK YJLTIJ ;KL|AB;CD ΦAB;CD (4.21)
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The contraction of the tensors yields the tensor PABCD defined in (3.1),
YIK YJLTIJ ;KL|AB;CD = 2PABCD (4.22)
Putting all together, and using the definition and normalization of ϕ in (1.3), we derive the
Laplace eigenvalue equation for ϕ that we had set out to prove,
∆ϕ = 5ϕ (4.23)
We note that for genus higher than 2, no such simple expression appears to be available. In
Appendix C, we push the calculation of the corresponding equation for genus h ≥ 3 as far as
possible. From a purely string theory point of view, of course, the ZK invariant is a natural
object for genus-two, but probably not for higher genus.
5 Integrating the ZK invariant over moduli space
The purpose of this section is to provide a first principles calculation of the integral of the ZK
invariant ϕ over the moduli space M2 of genus-two compact Riemann surfaces,
∫
M2 dµ2 ϕ,
and thus to prove directly from superstring perturbation theory the value for this integral
in (1.1) and (1.2) predicted from the interplay between S-duality and supersymmetry.
The key new ingredient we shall use here is the Laplace eigenvalue equation (4.23) satisfied
by ϕ in the interior of M2. This equation allows us to recast the integral of ϕ over M2 in
terms of an integral of ∆ϕ overM2, and this last integral can be reduced to an integral over
the boundary ∂M2 of moduli space. We now proceed to do so, properly taking into account
convergence issues and contributions from the boundary ∂M2.
5.1 Convergence and regularization near the separating node
The integral
∫
M2 dµ2 ϕ is absolutely convergent, a property established already in [27]. Con-
vergence may be verified explicitly by recalling the behavior of the volume form dµ2 and the
ZK invariant ϕ near the separating and non-separating components of the Deligne-Mumford
compactification divisor ofM2. To this end, it will be convenient to parametrize the period
matrix Ω and the volume form dµ2 as follows,
Ω =
(
τ1 τ
τ τ2
)
dµ2 =
d2τ d2τ1 d
2τ2
(detY )3
(5.1)
where d2τ = idτ ∧ dτ¯ and so on. To leading order, the asymptotics of the volume form dµ2
is governed by the following expansions,
separating detY = Im (τ1) Im (τ2) +O(τ 2)
non-separating detY = Im (τ1) Im (τ2) +O(τ 02 ) (5.2)
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The asymptotics of ϕ near the separating node is given by,
ϕ(Ω) = − ln
∣∣∣2piτ η(τ1)2η(τ2)2∣∣∣+O (|τ |2 ln |τ |) (5.3)
while near the non-separating node ϕ has the following asymptotics, derived in [27] and [45]
with the help of the degeneration results of [46],
ϕ(Ω) =
pi
6
( Im τ2) +
5pi
6
( Im τ)2
( Im τ1)
− ln
∣∣∣∣ϑ1(τ, τ1)η(τ1)
∣∣∣∣+O(( Im τ2)−1) (5.4)
Using the parametrization in terms of τ, τ1, τ2 of the fundamental domain for M2 given in
Appendix A, it follows by inspection that the integral
∫
M2 dµ2 ϕ is absolutely convergent.
To circumvent having to deal with modifications supported on the boundary ∂M2 to the
Laplace eigenvalue equation (∆− 5)ϕ = 0 , we shall work with a regularized integral, which
is kept away from the boundary. We shall prove below that no contributions arise from the
non-separating node, so we need to regularize only near the separating node. To this end,
we introduce the regularized domain for moduli space, defined by,
Mε2 =M2 ∩
{
τ ∈ C, |τ | > ε
}
(5.5)
Everywhere on the space Mε2, the function ϕ satisfies ∆ϕ − 5ϕ = 0, just as it did in the
interior ofM2. Since the integral
∫
M2 dµ2 ϕ over all of moduli space is absolutely convergent,
we may recast it as a limit as ε → 0 of integrals over Mε2 instead, and for finite ε use the
Laplace eigenvalue equation,∫
M2
dµ2 ϕ = lim
ε→0
∫
Mε2
dµ2 ϕ =
1
5
lim
ε→0
∫
Mε2
dµ2 ∆ϕ (5.6)
This equation will be the starting point for reducing the integral of the ZK invariant to an
integral over the boundary of the regularized moduli space Mε2.
5.2 Reducing the integral to the boundary of moduli space
To analyze the contribution from the boundary of moduli space arising from ∆ϕ, we use the
following form of the Laplacian acting on scalars,
(detY )−3∆ = 2∂¯IJ
(
(detY )−3YIKYJL∂KL
)
+ c.c (5.7)
The formula follows directly from the usual differential geometry expression for the Laplacian
with metric ds2 = gαβdx
αdxβ being given by
√
g∆ = ∂α(
√
ggαβ∂β) where g = det gαβ. It
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may also be easily verified directly with the help of (A.9). It will be convenient to recast the
formula using the following notations,
(detY )−3∆ = 2∂τ¯1Dτ1 + 2∂τ¯2Dτ2 + 2∂τ¯Dτ + c.c. (5.8)
where the first order differential operators D are defined by,
Dτ1 = (detY )−3 Y1KY1L ∂KL
Dτ2 = (detY )−3 Y2KY2L ∂KL
Dτ = (detY )−3 Y1KY2L ∂KL (5.9)
Fortunately, we may answer the issue of boundary contributions by using only the leading
asymptotic behaviour of ∆. Sub-leading terms are typically difficult to compute. Keeping
only the leading behaviour of the pre-factor detY , but exactly in all other contributions, we
then have for both degenerations, and in terms of the coordinates τ, τ1, τ2,
Dτ1 = ( Im τ1)−3( Im τ2)−3
(
( Im τ1)
2∂τ1 + ( Im τ1)( Im τ)∂τ + ( Im τ)
2∂τ2
)
Dτ2 = ( Im τ1)−3( Im τ2)−3
(
( Im τ2)
2∂τ2 + ( Im τ2)( Im τ)∂τ + ( Im τ)
2∂τ1
)
Dτ = ( Im τ1)−3( Im τ2)−3
(1
2
{
( Im τ1)( Im τ2) + ( Im τ)
2
}
∂τ
+( Im τ1)( Im τ)∂τ1 + ( Im τ2)( Im τ)∂τ2
)
(5.10)
We must now investigate the behavior of Dτϕ as τ → 0, while keeping τ1, τ2 fixed for the
separating node, and the behavior of Dτ2ϕ as τ2 → i∞, while keeping τ, τ1 fixed for the
non-separating node. To do so, we use the asymptotic behaviors of (5.3) and (5.4).
Near the separating node, we find a pole as τ → 0,
Dτϕ = ( Im τ1)−2( Im τ2)−2
(
− 1
4τ
+O(|τ | ln |τ |)
)
(5.11)
Near the non-separating node, we find a contribution that tends to zero as τ2 → i∞,
Dτ2ϕ = −
ipi
12
( Im τ1)
−3( Im τ2)−1 +O
(
( Im τ2)
−2
)
(5.12)
We conclude from this that the non-separating degeneration node does not contribute to
the integral of ∆ϕ. On the other hand, however, there is a contribution from a pole at the
separating degeneration node.
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5.3 Calculation of the integral
∫
dµ2 ϕ
In the preceding sections, we have shown that the integral of (5.6) receives contributions
only from the pole that arises at the separating node, while the contribution from the non-
separating node vanishes identically. To extract the contribution from the pole at the sepa-
rating node, we make use of the boundary expression for the Laplacian,
(detY )−3∆ϕ ≈ 2∂τ¯Dτϕ+ 2∂τDτ¯ϕ (5.13)
or in terms of the measure,
dµ2 ∆ϕ ≈ 2d2τ d2τ1 d2τ2 (∂τ¯Dτϕ+ ∂τDτ¯ϕ) (5.14)
where we use the convention d2τ = idτ ∧ dτ¯ . By integration by parts in τ over Mε2, the
boundary contribution localizes at |τ | = ε. To extract it, we make use of the relation,
i dτ ∧ dτ¯ (∂τ¯Dτϕ+ ∂τDτ¯ϕ) = d (−i dτ Dτϕ+ i dτ¯Dτ¯ϕ) (5.15)
so that ∫
M2
dµ2 ϕ =
2
5
lim
ε→0
∫
∂Mε2
d2τ1 d
2τ2
(
i dτ Dτϕ− i dτ¯ Dτ¯ϕ
)
(5.16)
where ∂Mε2 stands for the boundary |τ | = ε near the separating node, and is given by,
∂Mε2 = {τ ∈ C, |τ | = ε} × (M1 ×M1)/(Z2 × Z2) (5.17)
Using the above results for Dτϕ,
Dτϕ = ( Im τ1)−2( Im τ2)−2vτ vτ = − 1
4τ
(5.18)
and the value for the genus-one volume,∫
M1
|dτi|2
( Im τi)2
=
2pi
3
(5.19)
for i = 1, 2, we may perform the integrations over τ1 and τ2 first, and we get,∫
M2
dµ2 ϕ =
2
5
× 1
22
×
(
2pi
3
)2
lim
ε→0
∮
|τ |=ε
(
i dτ vτ − i dτ¯ vτ¯
)
(5.20)
The value of the integral on the rhs is simply pi, so that we have,∫
M2
dµ2 ϕ =
2pi3
45
(5.21)
Upon multiplying both sides by a factor of pi, we reproduce the value announced in (1.1)
and predicted in [27].
29
5.4 Differential relation for the Faltings invariant
In this subsection, we shall provide immediate mathematical implications of the relations
derived above. First we extend the validity of the eigenvalue equation for ϕ to the compact-
ified moduli spaceM2. Second, we derive Laplace eigenvalue equations for two other Siegel
modular forms, including the Faltings invariant for genus-two surfaces.
To begin, we complete the analysis of the ZK invariant by quoting the Laplace eigenvalue
equation valid on the Deligne-Mumford compactification M2 of moduli space. Combining
the result (∆ − 5)ϕ = 0 of (4.23) with the observation that the contribution from the
non-separating node vanishes, while the contribution of the separating node results from
combining equations (5.8), and (5.11), we find,
∆ϕ− 5ϕ = −2piδSN δSN = (detY ) δ(2)(τ) (5.22)
Here the Dirac δ-function has been normalized to
∫
d2τ δ(2)(τ) = 1, and δSN is the induced
δ-function on the separating node.
The relation of ϕ(Ω) with the Faltings invariant δ(Ω) was established in [30],
ϕ(Ω) = 36 ln 2− 40 ln(2pi)− 3 ln ‖Ψ10(Ω)‖ − 5
2
δ(Ω) (5.23)
Here, Ψ10 is the genus-two cusp form of Igusa, and its Peterson norm is defined by,
‖Ψ10(Ω)‖ = (detY )5|Ψ10(Ω)| (5.24)
The Laplacian of its logarithm is given by,
∆ ln ‖Ψ10(Ω)‖ = −15 + 4piδSN (5.25)
The δSN -function comes from the separating node, where ln |Ψ10(Ω)| ≈ ln |τ |2. An alternative
expression for ϕ was obtained in [27] in terms of an integral over the Jacobian of Σ,
ϕ(Ω) = 6 ln 2− 1
4
ln |Ψ10(Ω)|2 + 5 ln Φ(Ω)
ln Φ(Ω) =
∫
T4
d4x ln
∣∣∣ϑ[x](0,Ω)∣∣∣2 (5.26)
where the characteristics x take values in the unit square torus T4.
It is now immediate to obtain the corresponding relations for the Faltings invariant and
for the modular form Φ, and we have,
(∆− 5) δ(Ω) = ϕ1 + 6 ln ‖Ψ10(Ω)‖ − 4piδSN
(∆− 5) ln Φ(Ω) = 6 ln 2− 1
2
ln |Ψ10(Ω)| (5.27)
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where ϕ1 = 18− 72 ln 2 + 80 ln(2pi). Note that the equation for Φ has vanishing contribution
from the separating divisor, as is indeed consistent with its regularity at this node [27].
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A Some modular geometry
The Siegel upper half space Sh of rank h is defined by,
Sh = {ΩIJ = ΩJI , 1 ≤ I, J ≤ h, Im ,Ω > 0} (A.1)
Symplectic transformations M ∈ Sp(2h,R) are defined by the relations,
M tJM = J M =
(
A B
C D
)
J =
(
0 Ih
−Ih 0
)
(A.2)
The action of Sp(2h,R) on Ω is given by,
Ω→M(Ω) = (AΩ +B)(CΩ +D)−1 (A.3)
The isotropy group of any point in Sh is isomorphic to U(h), so that Sh may also be viewed
as a coset Sh = Sp(2h,R)/U(h). We decompose Ω into real matrices X, Y via Ω = X + iY ,
and to use the abbreviation Y −1IJ = (Y
−1)IJ .
A.1 Metric and volume
The Poincare´ metric on Sh is constructed to be invariant under Sp(2h,R), and is given by
ds2h =
h∑
I,J,K,L=1
Y −1IJ dΩ¯JK Y
−1
KL dΩLI (A.4)
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The associated invariant volume form dµh is defined by,
dµh =
1
(detY )h+1
∧
I≤J
i dΩIJ ∧ dΩ¯IJ (A.5)
It may be readily verified, for example, that ds2h and dµh are invariant under the scaling
transformation Ω→ λ2Ω, for which we have A = D−1 = λIh and B = C = 0.
The Siegel fundamental domain Fh is the quotient of the Siegel upper half space Sh by
the modular group Sp(2h,Z)/Z2. Its volume Vh =
∫
Fh dµh was calculated by Siegel [47], and
is given by,10
Vh = 2
h∏
k=1
(
2k
pik
Γ(k) ζ(2k)
)
(A.6)
where ζ(2k) is the Riemann zeta function. Its lowest values for even argument are given by,
ζ(2) =
pi2
6
ζ(4) =
pi4
90
ζ(6) =
pi6
945
(A.7)
which results in the following values of the volumes,
V1 =
2pi
3
V2 =
4pi3
33 5
V3 =
26pi6
36 52 7
(A.8)
A.2 The Laplace-Beltrami operator
The Sp(2h,R)-invariant Laplacian on Sh, which is associated with the Poincare´ metric, was
derived in [48] and is given by,
∆Sp(2h) =
h∑
I,J,K,L=1
4YIK YJL ∂¯KL ∂IJ (A.9)
Throughout, we shall use the standard composite index notation ∂IJ for the partial deriva-
tives with respect to Ω, defined by,
∂IJ ≡ 1
2
(1 + δIJ)
∂
∂ΩIJ
(A.10)
10The normalization of the volume form in (A.5) includes an extra factor of 2 for each complex moduli
dimension, as compared to the volume form used in [47] and [35, 37].
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along with their complex conjugates ∂¯IJ . The above definition of the derivative in Ω guar-
antees that the derivative behaves in a tensorial manner under modular transformations, so
that for example we have
∂IJΩKL =
1
2
(δIKδJL + δILδJK) (A.11)
We note that the Laplacian is normalised so that,
∆Sp(2h) (detY )
s =
1
2
hs(2s− h− 1) (detY )s (A.12)
It readily follows that ∆Sp(2h) ln(detY ) = −12h(h+ 1).
A.3 Moduli spaces of low genus
We give a synopsis of the moduli spacesMh of compact Riemann surfaces Σ at low genus h
and their representation as fundamental domains Fh in Sh. This will allow us to easily
identify their canonical metric, volume form, and volume. To define these ingredients, we fix
a homology basis of 1-cycles AI , BI with I = 1, · · · , h in H1(Σ,Z), with canonical intersection
pairing #(AI , AJ) = #(BI , BJ) = 0, #(AI , BJ) = δIJ , and a dual basis of holomorphic 1-
forms ωI in H
1(Σ,Z) subject to the canonical normalization on AI-cycles,∮
AI
ωJ = δIJ
∮
BI
ωJ = ΩIJ (A.13)
The period matrix Ω belongs to Sh. For a given Riemann surface, the period matrix is
defined up to a modular transformation M ∈ Sp(2h,Z) ⊂ Sp(2h,R), which corresponds to a
redefinition of the canonical homology basis in H1(Σ,Z), with integer coefficients. Note that
the element −I ∈ Sp(2h,Z) leaves every Ω invariant, so the identification is more properly
under Sp(2h,Z)/Z2.
The moduli spaceM1 of genus-one compact Riemann surfaces coincides with the funda-
mental domain of Sp(2,Z)/Z2 in S1 and is given explicitly by,
M1 = F1 =
{
τ ∈ C; Im (τ) > 0, |τ | ≥ 1, |Re (τ)| ≤ 1
2
}
(A.14)
The Sp(2,R)-invariant Poincare´ metric ds21 is that of (A.4) for genus-one, the associated
volume form dµ1 is that of (A.5) for genus one, and total volume is V1, as given in (A.8).
The moduli space M2 for compact genus-two Riemann surfaces may be identified with
the fundamental domain F2 of Sp(4,Z)/Z2 in S2. Actually, the separating node M1 ×M1
must be removed, as it does not correspond to a compact surface. M2 may be described
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concretely by the following set of inequalities on Ω = X + iY , which were established in [49]
and were reviewed in [50],
(1) −1
2
≤ X11, X12, X22 ≤ +1
2
(2) 0 < 2Y12 ≤ Y11 ≤ Y22
(3) | det(CΩ +D)| ≥ 1 for all
(
A B
C D
)
∈ Sp(4,Z) (A.15)
The Sp(4,R)-invariant Poincare´ metric ds22 is that of (A.4) for genus-two, and the associated
volume form dµ2 is that of (A.8) for genus-two. The volume V2 is given in (A.8).
The moduli spaceM3 for compact genus-three Riemann surfaces may be identified with
the fundamental domain of Sp(6,Z)/Z2 in S3. Actually, this identification is two-to-one,
and requires the removal of the some sub-varieties. As a result, the volume is V3/2 where V3
was given in (A.8). For higher genus, h ≥ 4, the dimensions of Mh and Sh are respectively
3h − 3 and h(h + 1)/2 and no longer match. Instead, Mh is then a complex sub-variety of
Sh specified by the Schottky relations.
B Calculation of the mixed variation of ϕ
In this Appendix, we provide the details of the calculation of the mixed variational derivatives
δu¯u¯δwwϕ, and prove that this form is holomorphic in w and u¯. The starting point is the
expression for the first variational derivative of ϕ given in (4.5), along with the variational
derivatives given in (4.8) and (4.9).
The contributions to ∂u¯u¯δwwϕ may be split into those arising from the variations of the
terms of the form PIJKL ωI(s)ωJ(x)ωK(t)ωL(y) in (4.5), and those arising from the variation
of the derivatives of G in (4.5). In an obvious notations, we have,
δu¯u¯δwwϕ = δu¯u¯δwwϕ
∣∣∣
P
+ δu¯u¯δwwϕ
∣∣∣
G
(B.1)
These contributions may be written explicitly. For the part involving P , we have,
δu¯u¯δwwϕ
∣∣∣
P
=
1
2h
∫
Σ2
PIJKL
{
(B.2)
−ωI(x)ωJ(u)ωK(y)ωL(y) ∂wG(w, x) ∂wG(w, y) ∂u¯∂x¯G(u, x)
+ωI(w)ωJ(u)ωK(y)ωL(y) ∂wG(w, x) ∂xG(x, y) ∂u¯∂x¯G(u, x)
+ωI(x)ωJ(u)ωK(w)ωL(y) ∂wG(w, y) ∂yG(x, y) ∂u¯∂x¯G(u, x)
}
Here we have used the symmetry under the interchange between the integrations over x and
y, and the indices PIJKL = PKLIJ to pairwise combine terms and bring out an overall factor
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of 2. For the part involving the variations of the derivatives of G in (4.5), one first establishes
that the contributions from the terms in ∂¯δ in (4.8) vanish identically. The remaining part
simplifies to give the following result,
δu¯u¯δwwϕ
∣∣∣
G
=
pi
2h
∫
Σ2
PIJKL Y
−1
AB
{
(B.3)
+ωI(x)ωJ(x)ωK(y)ωL(y)ωA(w)ωB(u) ∂u¯G(u, x) ∂wG(w, y)
+ωI(w)ωJ(x)ωK(y)ωL(y)ωA(w)ωB(u)G(x, y) ∂u¯∂xG(u, x)
−ωI(w)ωJ(x)ωK(y)ωL(y)ωA(x)ωB(u) ∂u¯G(u, y) ∂wG(w, x)
}
To obtain the cancellation of the ∂¯δ terms, and some further simplifications, we have used
the fact that G is single-valued, so that integrations by parts can be performed without
producing boundary terms (since Σ has no boundary), as well as the orthogonality relations
of (3.5). Further simplifications are obtained as follows. In (B.2), we integrate by parts in
x¯ to eliminate one of the Green function contributions using (3.3). The mixed derivatives
that arise in the process produce δ-functions which, using (B.7) below, yield ψA. They also
produce terms that are of the same form as the terms in (B.3), and which are combined in
the terms ψB and ψC below, as follows,
δu¯u¯δwwϕ = ψA + ψB + ψC (B.4)
The expressions for ψA and ψC are those given in the main body of the paper (4.11). For
ψB, we find,
ψB =
2pi
4h
∫
Σ2
G(x, y) ∂x∂u¯G(u, x)PIJKL Y
−1
AB ωI(w)ωL(y)
×ωK(y)ωA(w)
{
ωJ(x)ωB(u)− ωJ(u)ωB(x)
}
(B.5)
The single poles in the derivatives of the Green functions at x = u,w in ψA and at x¯ =
u¯ and y = w in ψC are cancelled by the zeros of the Abelian differential factors due to
the antisymmetry under the interchange of I,K and independently of J, L. The δ(x, u)-
function arising from the mixed derivative of G in ψB is similarly cancelled by the effect of
antisymmetry in J,B. The last simplification leads to the expression for ψB in (4.11).
The mixed derivative δu¯u¯δwwϕ must satisfy hermiticity, namely invariance under w ↔ u¯,
and holomorphicity in w and u¯. Hermiticity is established by inspection of each contribution
ψA, ψB, ψC separately. Holomorphicity in w is manifest for the contribution ψB in (4.11), as
its only w-dependence is through the holomorphic Abelian differentials ωA(w)ωI(w). The
other contributions are readily evaluated using the second equation in (3.3),
∂w¯ψA = −2pi
2
4h
(2h+ 2)Y −1CD ωC(w)ωD(w)
∫
Σ
∂u¯G(u, x) (B.6)
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× (Y −1IJ Y −1KL − Y −1IL Y −1JK)ωI(x)ωJ(x)ωK(w)ωL(u)
∂w¯ψC =
pi2
2h
Y −1CD ωC(w)ωD(w)
∫
Σ2
∂u¯G(u, x)PIJKLY
−1
AB ωI(x)ωL(y)
×
{
ωK(w)ωA(y)− ωK(y)ωA(w)
}{
ωJ(x)ωB(u)− ωJ(u)ωB(x)
}
Carrying out the integration over y in ∂w¯ψC , and using (3.5) and the identity
PIJKB − PIBKJ = −(h+ 1)
(
Y −1IJ Y
−1
KB − Y −1IB Y −1JK
)
(B.7)
it is immediate that ∂w¯ψC = −∂w¯ψA, thereby proving holomorphicity in w.
C Calculation of the Laplacian of ϕ for genus h ≥ 3
Mathematically, the ZK invariant may be defined in terms of the scalar Green function for
any h ≥ 3. Physically, however, there is no compelling evidence at this time that the ZK
invariant plays any role in superstring perturbation theory at genus h ≥ 3. Even if it did, it
is not even clear to which order p in D2pR4 it would contribute. Still, from our variational
approach, we have access to evaluating the Laplacian on moduli spaceMh of ϕ, and we shall
carry as far as possible its calculation in this Appendix.
To evaluate ∆ϕ for all genera, we shall derive a formula which isolates the part that
contributes for h ≥ 3, but vanishes identically for h = 2. It is in this form that the higher
genus expression for ∆ϕ will remain as close as possible to the genus-two formula. To do so,
we transform ψA in (4.14) into a double integral over Σ
2, just as ψB, ψC are double intgerals,
by using the second identity in (3.3). The resulting two contributions of ψA will be denoted
respectively by ψ1A, ψ
2
A with,
ψA = ψ
1
A + ψ
2
A (C.1)
The double integrals are given as follows,
ψ1A = −
2h+ 2
4h
∫
Σ2
∂u¯G(u, x) ∂wG(w, x)∂x∂y¯G(x, y)
× (Y −1IJ Y −1KL − Y −1IL Y −1JK)ωI(y)ωJ(x)ωK(w)ωL(u)
ψ2A = −
pi
4h
(2h+ 2)
∫
Σ2
∂u¯G(u, x) ∂wG(w, x)Y
−1
ABωA(x)ωB(y)
× (Y −1IJ Y −1KL − Y −1IL Y −1JK)ωI(y)ωJ(x)ωK(w)ωL(u) (C.2)
Integrating by parts in x and y¯ in ψ1A, we recover a term proportional to ψB. With the help
of the modular tensor T , originally defined in (4.19) for genus-two but now extended to all
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genera, and after some further simplifications, we obtain,
ψ1A + ψB = −pi2
2h+ 1
8h
ωI(w)ωJ(w)ωK(u)ωL(u)TIJKL|ABCD
×
∫
Σ2
G(x, y)ωA(x)ωB(x)ωC(y)ωD(y) (C.3)
We extract the part of the Laplacian due to ψ1A + ψB, in a manner which generalizes the
calculation of section 4.6 to arbitrary genus. In particular, we make use of the contraction
formula (4.22) which was established for genus-two, but in fact holds unmodified for arbitrary
genus. The result is as follows,
∆ϕ
∣∣∣
ψ1A+ψB
= (2h+ 1)ϕ (C.4)
Note that this expression already saturates the equation for h = 2, so we should expect the
contribution from ψ2A + ψC to the Laplacian to vanish for h = 2.
C.1 The contribution to ∆ϕ which vanishes for h = 2
The remaining part ψ = ψ2A + ψC of δu¯u¯δwwϕ may be combined as follows,
ψ =
2pi
h
SIJK;ABC
∫
Σ2
∂u¯G(u, x) ∂wG(w, y)ωI(x)ω[J(w)ωK](y)ω[A(u)ωB](x)ωC(y) (C.5)
where the brackets [ ] instruct to anti-symmetrize the enclosed indices, namely JK in the
first brackets, and AB in the second. The modular tensor S arising from combining equations
(4.14) for ψC and (C.2) for ψ
2
A is given by the anti-symmetrization in the indices AB and
JK of the expression,
− 4Y −1IA Y −1JC Y −1KB − 2(h− 1)Y −1IC Y −1JB Y −1KA (C.6)
Remarkably, the properly anti-symmetrized form may be simply expressed in terms of the
unique rank-six, degree three anti-symmetric tensor of Y −1, defined by,
AIJK;ABC ≡ +Y −1IA Y −1JB Y −1KC + Y −1IB Y −1JC Y −1KA + Y −1IC Y −1JA Y −1KB
−Y −1IA Y −1JC Y −1KB − Y −1IB Y −1JA Y −1KC − Y −1IC Y −1JB Y −1KA (C.7)
One finds,
SIJK;ABC = AIJK;ABC + Y
−1
IC Y
LD AJKL;ABD (C.8)
For h = 2, the tensor AIJK;ABC vanishes identically, so that the contribution the ∆ϕ orig-
inating from ψ vanishes identically as well. To check that ψ is holomorphic in w and u¯, it
suffices to make use of the identity,
Y IB SIJK;ABC = 0 (C.9)
37
and its permutations. The part of ∆ϕ coming from ψ may be evaluated by using the
holomorphicity of ψ in w and u¯ to write ψ as follows,
ψ = 4pi2 ωI(w)ωJ(w)ωK(u)ωL(u) ΛIJ ;KL (C.10)
so that we obtain our final formula,
∆ϕ− (2h+ 1)ϕ = 4YIK YJL ΛIJ ;KL (C.11)
To extract ΛIJ ;KL from ψ is cumbersome, but straightforward. Using the fact that ψ is a
holomorphic quadratic form in both w and u¯, and that the set ωI(w)ωJ(w) and ωK(u)ωL(u)
for I, J,K, L = 1, · · · , h spans a basis for such forms, we may obtain the w-dependence by
choosing 3h − 3 generic points pa at which to evaluate w, and 3h − 3 generic points qb at
which to evaluate u. ΛIJ ;KL is then obtained by inverting the (3h−3)× (3h−3)-dimensional
matrix. The procedure will provide a unique modular tensor ΛIJ ;KL for h = 3, but will fail
to give a unique result for h ≥ 4 due to the Schottky relations, which may be viewed as
imposing 1
2
(h− 2)(h− 3) linear relations between the quadratic differentials ωI(w)ωJ(w).
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