We consider random normal matrices with quadratic external potentials where the limiting support (called droplet) of the eigenvalues is an ellipse. We calculate the density of the eigenvalues near the boundary of the droplet up to the second subleading corrections. The subleading corrections depend on the curvature of the boundary. We also obtain the fine asymptotics of the kernel in the bulk which turns out to have an exponentially small correction term.
Introduction and results
Consider the set of n point particles, {z 1 , · · · , z n }, in the complex plane C that interact via twodimensional (i.e. logarithmic) Coulomb repulsion and are subject to a quadratic confining potential V (z) = |z| 2 − t Re(z 2 ), 0 < t < 1.
The total (electrostatic) energy of the system is given by
We consider the canonical ensemble of the particle system, i.e., we assign the Gibbs measure,
on the configuration space of the n particles. Above, N is a positive constant, dA(z) is the two-dimensional area measure, and Z n is the normalization constant.
The corresponding random process is a special case of Coulomb gas or β-ensemble (see, for instance, [1] ). It also describes the eigenvalues of a random normal matrix ensemble [2, 3, 4] .
In (1) , the case of t = 0 will not be considered, though it can be studied more simply (and has been studied in [5, 6, 7] ). All our major results hold the same.
The (averaged) density, ρ n , of the particles, is given by
where the delta function is with respect to the area measure, and the average is taken with respect to the Gibbs measure (2).
In Figure 1 , one observes that the density is supported approximately on an elliptical shape. In fact, as n grows to infinity, the density ρ n converges to the characteristic function over
if we scale N with n such that T = n N .
In this paper, we will be interested in the scaling limit where, for a fixed T > 0, N grows with n such that the above equation holds. Remark. Such (weak) convergence of the density is known [2, 8] for more general potentials where the support, K, of the limiting density can be an arbitrary compact set in C depending on the potential. In [8] , K is called a droplet; we will use this terminology throughout the paper. Figure 1 shows that the density changes drastically near the boundary of K. Zooming at the boundary with a scaled coordinate, certain universal shape arises in the density profile, see Figure 2 . In the same figure, the dashed line is the theoretical limit given by [9] lim n→∞ ρ n T 1 + t 1 − t + ξ N 1/2 = 1 2π erfc( √ 2 ξ).
In [10] the above limit is proven for other class of potentials. In the next theorem, we show the behavior of the density for the specific potential given by (1) , including the subleading corrections in 1/N -expansions.
Theorem 1.1. Given T > 0, let the compact set K ⊂ C be given by (4) . Let z 0 be a point on the boundary of K. Let κ = κ(z 0 ) be the (positive) curvature of ∂K at the point z 0 , and ∂ s κ be the derivative of the curvature with respect to the counter-clockwise arclength parameter s of the curve ∂K. Let n = n(z 0 ) be the outward normal vector from K at z 0 . Let 0 ≤ < 1/6. As the positive integer n and the real number N go to infinity while keeping n/N = T , we have the asymptotic expansion
where the error bound is uniform over |ξ| < N and over z 0 ∈ ∂K.
In Appendix A, we show a few numerical plots regarding the subleading corrections of ρ n . For explicit representations of κ and ∂ s κ, see (77) and (78).
Remark. The reader may wonder why we choose to write the expansion (5) in terms of the curvature. There are two reasons: "simplicity" and, more importantly, "possible universality". In fact, we conjecture that the term of the order 1/ √ N in (5) is universally true for a general droplet with a real analytic boundary. The term of order 1/N does not seem to hold in general and, therefore, is chosen purely for the simplicity of the representation.
It is also interesting to look at the kernel function defined by (see, for instance, [1] )
where the polynomial p j of degree j is the normalized orthogonal polynomial satisfying
The following theorem describes the asymptotic behavior of K n . Theorem 1.2. Given T > 0, let the compact set K ⊂ C be given by (4). Let V K be a compact subset of Int(K). Then there exists > 0 and δ > 0 such that, as n = N T grows to infinity, the following asymptotic expression holds uniformly over all w ∈ V K and z as specified below.
Let U K be a neighborhood of K. Then there exists > 0 such that
uniformly over all w / ∈ U K and z ∈ C. The notation B δ (w) stands for the disk of radius δ centered at w.
The leading behavior of the kernel is known in great generality [8, 11] . Our new observation is the error bound in the behavior of K n , which turns out to be exponentially small in N . We conjecture that the above theorem is universally true for a general droplet.
In the remainder of this paper, we will present the proofs of the two theorems. In Section 2 we list the notations and a few useful (known) facts. In Section 3 we give the asymptotic behavior of the orthogonal polynomial p n (z) using the properties of the Hermite polynomials. In Section 4 we prove Theorem 1.2. In Section 5 we prove Theorem 1.1. In Section 6 we discuss how Theorem 1.1 can give information about the orthogonal polynomials.
Useful definitions and facts
The foci of the ellipse ∂K lie at ±F 0 where
We define a conformal map (D is the unit disk)
One can check that φ(∂D) = ∂K.
The inverse function gives the conformal map
The branch of the square root is taken such that ψ(z) = 2 √ t z/F 0 + O(1) as z goes to ∞. It will be useful to denote the logarithmic capacity of K by
The Joukowsky map φ is in fact a conformal map between the larger domains, i.e.
where B r (x) stands for the disk of radius r centered at x ∈ C. Therefore, ψ is analytically continued to the conformal map ψ :
. Throughout the paper it is convenient to consider the expression
The Schwarz function S for an analytic curve Γ in the complex plane is defined to be the unique analytic function in a neighborhood of Γ which fulfills S(z) = z on Γ. More details about the Schwarz function can be found, for instance, in [12] .
For the ellipse, ∂K, the Schwarz function S :
This can be derived by the following identity
which holds for a general simply-connected droplet. It is simple to check that S(z), as defined by the above equation, is analytic and satisfies S(z) = z on z ∈ ∂K.
Let p j be the orthonormal polynomial of degree j satisfying
The following statement is known [13] .
Theorem 2.1. The orthonormal polynomials {p j } j=0,1,2,··· are given by
where H j is the Hermite polynomial of degree j given by the generating function
The normalization constant is given explicitly by
The above theorem can be verified by deriving the (three term) recursion relation and comparing it with the recursion relation for the Hermite polynomials, see [9] .
Lemma 2.2. Given a fixed r ∈ Z, as n = N T goes to ∞ for a fixed T , the following expansion holds.
where C K is defined at (8) , and the Robin constant is defined by
One can prove this lemma by direct manipulation of (12) using Stirling's formula for the factorial. The leading asymptotic expression in the lemma also appeared in [14] which is believed to be universal.
Let us define the pre-kernel K n by
Proposition 2.3. Let n ∈ N and w, z ∈ C. Then the pre-kernel K n fulfills the following ChristoffelDarboux type identity.
This identity is known [15] in more general cases in the context of the two matrix model and bi-orthogonal polynomials. Below we reproduce the proof taylored to our case. See also [9] .
Proof. We set p −1 (z) = 0. From Theorem 2.1 we have (see, for instance, [9, 16] ), for k ∈ N ∪ {0},
where we set
and denote p k (z) = p k (z) e N tz 2 /2 . The second relation can be derived from
Using the definition of the pre-kernel (15) and the recurence relations (17), we get
This proves the proposition because r n = T /(1 − t 2 ).
Using K n or K n the average density ρ n in (3) is given by (note that it is normalized to T )
Corollary 2.4. Let n be a positive integer. The density ρ n satisfies
Asymptotic Expansion of Orthogonal Polynomials
The orthogonal polynomials {p k } are rescaled Hermite polynomials {H k } where the argument of H k is multiplied by the constant N (1 − t 2 )/(2t), see Theorem 2.1. The leading asymptotics for the Hermite polynomial has been proven by Plancherel and Rotach in [17] . See also [18, 19, 20, 21] .
We will need the asymptotics of p n to get the asymptotic behavior of the kernel and the density ρ n using Proposition 2.3 and Corollary 2.4. Especially, we will use the subleading behaviors of p n to get the subleading behaviors of the kernel and the density.
Lemma 3.1. Let n = N T and r ∈ Z. As N goes to infinity, the following asymptotic expansion holds uniformly over any compact subset of
where is given in (14) ,
and h r (z) = 1 T
The lemma is shown in Appendix B. An alternative, self-contained method to calculate the asymptotics of classical orthogonal polynomials can be found in [22] . In Section 6 we will suggest another method of calculating the subleading term, h r , based on a certain asymptotic behavior of the density in the bulk.
The expression of h r (21) is analytic in 20) has the logarithmic branch cut due to the term log z, the expression exp(ng(z)) is analytic in
We will also need the following, rather crude, asymptotic behavior of p n .
Proposition 3.2. Let n = N T grow to ∞ and r be a fixed integer. The following estimate holds uniformly over the whole complex plane.
The same bound holds for p n−1 .
Proof. One can use the uniform asymptotics stated at Theorem 1.34, Theorem 1.49 and Theorem 1.60 in [23] . These theorems are written for monic polynomials (denoted by π j 's in the cited paper). Therefore we need the behavior of the normalization constant γ j in (12) (which is different from γ j in the cited paper; our normalization is with respect to the area integral) which is given in Lemma 2.2.
The error bound O(N 5/12 ) comes from the behavior of p n near the focal points, see the equation (1.58) in [23] , and from the behavior of γ n in Lemma 2.2. The former contributes by N 1/6 and the latter contributes by N 1/4 . Lemma 3.3. As N goes to ∞ while n = N T , there exists > 0 such that
Proof. At the origin the Hermite polynomials give (see for example [24] ).
Using (10) and (18) the density at the origin is given by
Note that the power series in the right hand side is a truncated Taylor series from
Therefore, we have, as n grows to ∞,
The lemma is proved because log t < 0 and n = N T .
Kernel in the bulk
We define Ω :
In fact, the value of (14) has been chosen such that Ω ≡ 0 on ∂K. One can show that, for any z 0 ∈ ∂K,
by taking the derivative and using the explicit forms of g (20) and S (9). (The independence of Ω on z 0 can be seen from S(z 0 ) = z 0 which is obtained by taking the derivative of Ω.) Since S(z) has a purely imaginary jump on [−F 0 , F 0 ], Ω can be defined everywhere, with no discontinuity on [−F 0 , F 0 ]. The following lemma addresses the global minima of Ω (see [9] for another proof).
Lemma 4.1. For z ∈ C we have Ω(z) ≥ 0 and the equality holds only when z ∈ ∂K.
Proof. Let us define Ω :
Comparing the functions g (20) and ψ (7) we see that
A straightforward calculation gives
The partial derivatives in θ and R give
The first expression vanishes only when either R = 1 or sin(2θ) = 0. When R = 1, the expression (26) vanishes. One can also check that Ω ≡ 0 when R = 1. When sin(2θ) = 0, the expression (26) vanishes only when R = √ t and R = 1.
We will show that Ω > 0 for R = √ t. There we find
The right hand side goes to zero as t goes to 1, and it is strictly positive for 0 < t < 1 because its derivative is strictly negative, i.e.
Since Ω goes to +∞ as R goes to ∞, we proved (23).
Lemma 4.2. Consider the limit where N goes to ∞ while n = N T . There exists > 0 such that the following asymptotic behavior holds.
The error bound is uniform over any compact subset of Int K. Similarly there exists > 0 such that
uniform over the complement of any neighborhood of K.
Proof. From Corollary 2.4 and Proposition 3.2, there exists a constant C > 0 such that
Since Ω is strictly positive over a compact subset of Int K by Lemma 4.1, the right hand side is uniformly bounded by O(e −N ) where > 0 can be chosen to be smaller than the minimal value of Ω over the compact subset. To prove (27) we only need to integrate ∂ ξ ρ n from the origin to the point z via straight path and use the behavior of ρ n (0) in Lemma 3.3.
Using the same idea, the estimate (29) also holds over the complement of a neighborhood U K of K. Again, an integration starting from a fixed point, say z 1 , in the complement of U K gives that
where the error term is uniform over the complement of U K and c(N ) is given by ρ n (z 1 ). We note that, even though the complement of U K is unbounded, the integration converges because Ω(ξ) grows quadratically as ξ → ∞. Then we must have c(N ) = O(e −N ) because, otherwise, C\U K ρ n dA diverges. This proves (28). Now we prove Theorem 1.2.
For any z and w the pre-kernel is given by
The upper bound of the integrand comes from Proposition 2.3 and Proposition 3.2:
for some C > 0 and for all N sufficiently large. The exponent can be further simplified by
By Proposition 4.1 we can define such that
When ξ = w ∈ V K , the right hand side of (32) is greater than 2 . Then there exists sufficiently small δ such that when |ξ − w| < δ the expression (32) remains bigger than for any w ∈ V K . This implies that the upper bound (31) is given by O(e −N ) uniformly over w ∈ V K . The first case of Theorem 1.2 follows from (30) and Lemma 4.2.
For the second case of z / ∈ B δ (w), we will use
which can be noticed from (32). Using this estimate, we get, by integration of ∂ ξ K n (ξ, w) along the straight path from w to z,
We can use Lemma 4.2 to evaluate 1 N K n (w, w) for w ∈ V K . Going back to the original kernel K n (z, w) by (15) proves the second case of Theorem 1.2. Again, as in the proof of Lemma 4.2, even though z can be in the unbounded C, the error bound above is uniform since the error in (33) has Ω(ξ) in the exponent which grows quadratically for large ξ.
The last case when z / ∈ U K follows from choosing such that
The rest of the proof remains the same.
Density near the boundary
We will prove Theorem 1.1 using the Christoffel-Darboux formula in Proposition 2.3 and the asymptotics of the orthogonal polynomials p n obtained in Section 3.
For any complex number v = v x + iv y let us denote
where ∂ = Let γ : R → ∂K be the counter-clockwise parametrization given by
The (outward) normal vector, n, and the tangential vector, t, at φ(e iθ ) are given by
We will denote the derivatives in normal direction and tangential direction by ∂ n and ∂ t respectively.
We denote the derivative with respect to the arclength by ∂ s , i.e.
As n = N T goes to ∞, we have the asymptotic expansion
The error bound holds uniformly on any compact subset of
Proof. From the Christoffel-Darboux formula (19) we get
From Lemma 3.1 we have
where the error terms hold uniformly on any compact subset of C \ [−F 0 , F 0 ]. Putting these into (35) proves the proposition.
Expansion of Ω near the boundary
Recalling that ∂ s is the derivative with respect to the arclength, the curvature is given by
On the boundary we find the following relation between n, κ and S.
Lemma 5.2. The following identity holds for z 0 ∈ ∂K.
Some of the relations in terms of the Schwarz function can be found in [12] .
Proof. Let γ : θ → φ(e iθ ) be a parametrization of ∂K. Then we get the tangential vector t by
The Schwarz function satisfies S(φ(u)) = φ(1/u) in a neighborhood of ∂K. Taking the derivative in u we get
using n = −it. This proves the first equation of (37).
Taking the ∂ s -derivative on both sides of (38) we get
where we used ∂ s = in∂ − in∂ on the left hand side, and (36) on the right hand side. This proves the second equation of (37).
The last equation is obtained by taking ∂ s -derivative of the second equation in the lemma. (When repeated, such process can yield the relations with higher order derivatives than are shown in the lemma.)
Using the second equation in the lemma to replace S , one gets the last equation.
Remark. Lemma 5.2 and the following lemma are both true for more general droplets. Note that in the proof we never use the fact that K is an ellipse.
Lemma 5.3. Let z 0 ∈ ∂K. Let X, Y ∈ R be defined by
For any such that 0 ≤ < 1/6, as N grows to infinity the following asymptotic expansions holds
uniformly over |z − z 0 | < N −1/2 and over z 0 ∈ ∂K.
Proof. Using ∂ n = n∂ + n∂ and ∂ t = in∂ − in∂ and the first equation in (37), one finds that
As an example, let us prove the last equality.
where, in the last equality, we used the first equation in Lemma 5.2. Similarly, we get
using the first equation in Lemma 5.2.
In the derivatives of order three or more, the gaussian term |z| 2 in Ω(z) does not contribute. So we have
for k ≥ 3. Using the second and the third equations in Lemma 5.2, one can obtain the following identities for the third order derivatives:
and for the fourth order derivatives:
Since both the real and the imaginary parts of Ω are real analytic, we have
uniformly over |z − z 0 | < δ and over z 0 ∈ ∂K, for a sufficiently small δ. Putting (41)(42)(43)(44) into the Taylor expansion, we get
Multiplying the above by N and exponentiating, we get
uniformly over |z − z 0 | < N −1/3 and over z 0 ∈ ∂K, for a sufficiently large N because the exponential function converges uniformly in a bounded region. The lemma follows because, among the error terms, N 3 |z − z 0 | 9 contributes the most.
Proof of Theorem 1.1
The proof of the following three lemmas are in Appendix C.
Lemma 5.4. Let z 0 ∈ ∂K. Let X, Y ∈ R be defined by
The following expansion holds as z goes to z 0
uniformly over |z − z 0 | < δ and over z 0 ∈ ∂K, for a sufficiently small δ. We used the definitions:
For any 0 ≤ < 1/6 the following asymptotic expansions hold.
where the former is evaluated for Y = 0. The error bounds are uniform over {z | |z − z 0 | < N −1/2+ } and over z 0 ∈ ∂K.
Proof. We use Lemma 5.4 and Lemma 5.6 to get
We use the above with Lemma 5.3 in equation (34) with v = n to get
One can use Lemma 5.5 to finally get (47).
Similar steps using Lemma 5.4, Lemma 5.6 and Lemma 5.3 in equation (34) with v = t give
Again using Lemma 5.5 we get (48).
Let us remark about the different powers in the error terms in the two cases. For the latter case, ∂ t ρ, we need one less order in the expansion of e −N Ω because the leading term, −2κY = O(N −1/2 ), is already of less order than the leading term of ∂ n ρ n .
Lemma 5.8. Let z 0 ∈ ∂K. We have
uniformly over z 0 ∈ ∂K.
Proof. Let
such that z 1 ∈ Int K. Setting v = n at Proposition 5.1 and integrating ∂ n ρ n from z 1 to z 0 , we get
To evaluate this integral we will use Laplace method (see for example [25, 26] ). According to the method the right hand side of the above is given by the (Gaussian) integrals in X over [−∞, 0] of (47) or, equivalently, (50), with in the error term being set to zero, i.e.
The theorem is proved because ρ n (z 1 ) ∼ 1/π up to an exponentially small error (Lemma 4.2) and because the 1/N term vanishes by Lemma 5.5. The uniformity of the bound follows from the existence of (sufficiently small) X 1 that is independent of z 0 .
We will prove the following slightly stronger statement than Theorem 1.1.
Theorem 5.9. Let z 0 ∈ ∂K and
For any 0 ≤ < 1/6 the asymptotic expansion
holds uniformly over {z | |z − z 0 | < N −1/2 } and over z 0 ∈ ∂K, where we define
Proof. The proof is by direct calculation where we integrate ∂ n ρ n from z 0 to z 0 + n ξ/ √ N and use Lemma 5.8 for the value of ρ n (z 0 ). More explicitly we integrate ∂ n ρ n using the expression in (47), over the integration variable X from 0 to ξ/ √ N , i.e.
Once we obtain the value of ρ n at z 0 +ξ n/ √ N , we integrate ∂ t ρ n from z 0 +ξ n/ √ N to the final destination
Again, this is done by integrating the expression in (48) over the integration variable Y from 0 to η/ √ N , i.e.
After the straightforward calculation, the error bound comes from that of (47).
6 Alternative viewpoint: polynomial from density Theorem 1.1 follows from Theorem 5.9. One can expect that the converse is also true i.e. knowing the density in the normal direction from the boundary should be enough to know the density in any direction.
We will see in this section that we can calculate the density in the tangential direction from the density in the normal direction, without any knowledge about Hermite polynomials or the potential V , etc. One only needs to know the local shape of the curve ∂K near the point of interest.
Let Γ be a smooth Jordan curve and γ : R → Γ be the arclength parametrization. Defining n to be the normal vector n(γ(s)) := −i dγ ds , let us consider the following mapping.
The Jacobian of this mapping is given by
where κ(γ(s)) is the curvature of Γ at γ(s). For a sufficiently small |x| the Jacobian is strictly positive and, therefore, Ξ is locally invertible around γ(s) for any s ∈ R. It means that there exists a neighborhood of γ(s) such that Ξ −1 defines a coordinate system on that neighborhood. Now we consider a flat coordinate in a neighborhood of z 0 ∈ Γ such that the coordinate (X, Y ) ∈ R 2 corresponds to the point
The relation between two coordinates, (X, Y ) and (x, s), is given by the following proposition.
Proposition 6.1. Let Γ be a smooth Jordan curve parametrized by γ : R → Γ such that |dγ/ds| = 1. Let
Then there exists a neighborhood U 0 of z 0 and a neighborhood V 0 of the origin such that
Then we have, as z goes to z 0 ,
where κ and its derivatives are evaluated at z 0 ∈ Γ.
Proof. The fact that Ξ is a diffeomorphism follows from the non-vanishing Jacobian that we already mentioned. Below we prove (53) and (54). A Taylor expansion gives
where, in the last expression, the Taylor coefficients are evaluated at z 0 . In the last equality we used the following elementary facts.
where n and t are understood to depend on γ(s). Similarly, one can get
where the coefficients in the last line is evaluated at z 0 .
Using the aboves, we can expand Ξ(x, y) as follows.
So we have obtained the series expansions of X and Y in terms of x and y. To find the series expansion of x and y in terms of X and Y , we simply substitute
into (55) and determine the coefficients c jk 's and d jk 's by matching each order.
In Theorem 1.1 we have obtained the asymptotic expansion of the density using the asymptotics of the orthogonal polynomials. We will obtain the subleading correction of the orthogonal poloynomials from certain behavior of the density. (In fact, we obtained the expression in Lemma 5.5 by this idea. The proof in the appendix is not very motivating as it does not indicate how we find the identities in the first place). Below we show another proof of Lemma 5.5 that does not require any prior knowledge about h −1 and h 0 . Instead, we will use the behavior of the density given in Lemma 4.2 and Theorem 1.1. We also remark that the two relations in Lemma 5.5, combined with the asymptotic behavior of h 0 (z) and h −1 (z) as z goes to ∞, are enough to fully determine h 0 and h −1 .
Alternative proof of Lemma 5.5. Let z 0 ∈ ∂K and z 1 ∈ Int K be given as in the proof of Lemma 5.8. Let z 2 = z 0 + X 2 n with X 2 > 0 such that z 2 is outside K. Using the same method as in the proof of Lemma 5.8, one can integrate (50) to get
From Lemma 4.2 the right hand side must be equal to 1/π up to an exponentially small error. This implies that the 1/N -term above vanishes, which provides an equation regarding h 0 and h −1 .
To obtain the other equation, one can integrate (51) in the tangential direction to get
For z 0 = γ(s 0 ), we define x and y to satisfy the following relation.
Then Proposition 6.1 gives the asymptotic expressions of x and y in terms of η.
Using the above x and y, we define z 0 = γ(s 0 + y), the identity,
is simply the density at the same point expressed in two different coordinate systems.
On the right hand side, we can use Theorem 1.1 with (58) and
to finally get (with the scaled normal coordinate ξ := √ N x)
Comparing the term of order 1/N with that of (57) we obtain the second equation in Lemma 5.5. Combined with the equation explained below (56) the first equation in Lemma 5.5 is obtained.
Remark. In the proof, the equation (59) gives the density in the tangential direction expressed in terms of the density in the normal direction. This explicitly says that Theorem 1.1 gives Theorem 5.9 as we mentioned in the beginning of this section.
A Plots of density: higher corrections
Here we collect a few plots of ρ n that supports Theorem 1.1.
The leading behavior is shown in Figure 2 . In Figure 3 we plot the subleading corrections of ρ n , i.e.
According to Theorem 1.1 we know that 
B WKB approximation
The Hermite polynomials fulfill the differential equation
By Theorem 2.1, the orthonormal polynomial, p k , satisfies
We note that n = N T .
In [19] the existence of 1/N expansion of the orthogonal polynomials, for more general case, is shown using Riemann-Hilbert method (see, for instance, Theorem 7.10 in [19] ; also see Section 3 in [27] ). Using this fact, the 1/N expansion is obtained by simply positing the 1/N expansion of the orthogonal polynomial and plugging into the second order differential equation (61).
According to [19, 27] we know that there exists the asymptotic expansion
(We put the normalization constant N 1/4 so that it matches the behavior of γ n+r in Lemma 2.2.) Note that the functions Y k 's depend on r and T (= n/N ).
Putting the asymptotic expansion of p n+r into the equation (61), we get
Expanding in large N , one gets the following equations at each order.
One can notice that the above gives the recursive relations to find Y j for all j ≥ −1. For example the first equation gives
where the sign of the square root is chosen by the asymptotic behavior: Y −1 (z) = O(1/z). Using the equations at the orders N 0 and N −1 we get
Using Lemma 2.2, we get the following boundary behaviors.
Using these, one can obtain, by integrating (62) and (63), the followings.
.
Comparing with (7) this proves Lemma 3.1. Note that Y j depends on r, i.e. Y j (z) = Y j (z; r), and we have g(z) = Y −1 (z) and h r (z) = Y 1 (z; r).
In Lemma 5.4 one can see that, for any non-negative integers k and l,
comes from the Taylor expansion. And the uniform bound stated in the lemma comes from the realanalyticity of the function |ψ |/ψ around ∂K. Explicit calculations using (66), (67) and (68) and give the following list of identities that hold at the boundary ∂K.
All the above identities are true at the boundary. We suppress all the arguments for simplicity.
To prove Lemma 5.4 we only need to show the following relations:
Lemma C.1. Let z 0 ∈ ∂K. We have the following identities Im ψ(z 0 )ψ (z 0 ) (ψ (z 0 )) 2 = − 1 3
Re n 2 ψ (z 0 )
Proof. Unlike the previous relations in this section, the above two hold only for elliptical droplets, and the proof can be done using the explicit parametrization of the boundary by γ : [0, 2π) → C, γ(θ) = φ(e iθ ) = T 1 − t 2 e iθ + te −iθ .
It is straightforward to calculate φ (e iθ ) = T 1 − t 2 1 − t e 2iθ , φ (e iθ ) = T 1 − t 2 2t e 3iθ , φ (e iθ ) = − T 1 − t 2 6t e 4iθ .
The following general relations are derived from ψ(φ(u)) = u.
Using (65) and the above two sets (72)(73) of equations one gets n(γ(θ)) = e iθ − te −iθ 1 + t 2 − 2t cos(2θ) .
Using (72)(73)(74), one obtains the following expressions, ψ(γ(θ))ψ (γ(θ)) ψ (γ(θ)) = 2t t − e −2iθ |e iθ − te −iθ | 2 ,
n(γ(θ)) 2 ψ (γ(θ)) ψ (γ(θ)) − (ψ (γ(θ))) 2 (ψ (γ(θ))) 2 = 2t(1 − t 2 )(3 + te −2iθ )(e −θ − te iθ ) 2
that appear in the left hand sides of (69) and of (70). Taking the imaginary and the real part respectively, one gets the following evaluation at γ(θ) ∈ ∂K.
Im ψ ψ ψ γ(θ) = 2t sin(2θ) 1 + t 2 − 2t cos(2θ) ,
Re n 2 ψ ψ − ψ 2 (ψ 2 γ(θ) = 2t(1 − t 2 )(t 3 − 6t + t 2 cos(2θ) + 3 cos(2θ) + t cos(4θ))
T |1 + t 2 − 2t cos(2θ)|
3
The proof will complete if we can show the following relations:
κ(γ(θ)) = 1 − t 2 3/2 √ T (1 + t 2 − 2t cos(2θ))
∂ s κ(γ(θ)) = − 6(1 − t 2 ) 2 t sin(2θ)
T (1 + t 2 − 2t cos(2θ)) 3 , 
|ψ (γ(θ))| = 1 − t 2 T 1 1 + t 2 − 2t cos(2θ) ,
that appear in the right hand sides of (69) and (70).
The first relation (77) is obtained using (75) dθ .
The equation (80) is simple to obtain using (72)(73).
C.2 Proof of Lemma 5.5
Using (21) one obtains that h 0 (γ(θ)) + h −1 (γ(θ)) = − 3F 2 0 + 2z 2 24T 1 − F 2 0 /z 2 (z 2 − F 2 0 ) z=γ(θ)
= − e iθ + te −iθ e 2iθ + t 2 e −2iθ + 8t
12T (e iθ − te −iθ )
3
Taking the real part, this gives
Re (h n (γ(θ)) + h n−1 (γ(θ))) = − 1 − t 2 1 − 26t 2 + t 4 + 6t cos(2θ) + 6t 3 cos(2θ) + 12t 2 cos(4θ)
12T (1 + t 2 − 2t cos(2θ))
which is the left hand side of the first equation to prove. Using (77)(78) one can confirm the first equation of Lemma 5.5.
Using (21) one obtains that
= − t e −2iθ + t 2 e 2iθ − 2t
Using (77)(78)(80) one can confirm the second equation of Lemma 5.5.
C.3 Proof of Lemma 5.6
Using (74)(77)(78)(80) we get √ T (nt − n) √ 1 − t 2 |ψ (z 0 )| ψ(z 0 ) = − 1 + t 2 − 2te −2iθ 1 + t 2 − 2t cos(2θ) = −1 + i∂ s κ 3|ψ (z 0 )|κ , √ T (nt + n) √ 1 − t 2 |ψ (z 0 )| ψ(z 0 ) = 1 − t 2 1 + t 2 − 2t cos(2θ) = κ |ψ (z 0 )| .
