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Abstrakt
Tato diplomova´ pra´ce se zaby´va´ problematikou detekce objekt˚u pomoc´ı matematicke´ tech-
niky zvane´ Houghova transformace. Techniku Houghovy transformace poj´ıma´ z obecne´ho
hlediska od de facto nejjednodusˇsˇ´ıho uzˇit´ı pro detekci elementa´rn´ıch analyticky popsatelny´ch
u´tvar˚u jako jsou prˇ´ımky, elipsy, kruzˇnice cˇi jednoduche´ analyticky definovatelne´ prvky azˇ po
sofistikovane´ uzˇit´ı pro detekci komplexn´ıch – analyticky prakticky nepopsatelny´ch – objekt˚u.
Mezi neˇ patrˇ´ı naprˇ´ıklad automobily cˇi chodci, kterˇ´ı se detekuj´ı na za´kladeˇ prˇedlozˇeny´ch
fotograficky´ch za´znam˚u teˇchto objekt˚u a entit. Dokument tedy mapuje definice a pouzˇit´ı jed-
notlivy´ch subtechnik Houghovy transformace spolu s jejich za´kladn´ım cˇleneˇn´ım na pravdeˇ-
podobnostn´ı a ne-pravdeˇpodobnostn´ı metody. Pra´ce na´sledneˇ vrchol´ı popisem obecne´ state-of-
the-art metody zvane´ Trˇ´ıdneˇ-specificke´ Houghovy lesy pro detekci objekt˚u, uva´d´ı jej´ı definici,
postup tre´novan´ı na za´kladeˇ poskytnute´ho datasetu a detekce z testovac´ıch obrazc˚u. V za´veˇru
te´to pra´ce je pak navrhnut a implementova´n obecneˇ tre´novatelny´ detektor objekt˚u vyuzˇ´ıvaj´ıc´ı
tuto techniku. A je experimenta´lneˇ vyhodnocena jeho u´speˇsˇnost.
Abstract
This diploma thesis deals with object detection using mathematical technique called Hough
transform. Hough transform technique is conceived in general terms from the de facto sim-
plest use for the detection of elementary analytically describable shapes such as lines, el-
lipses, circles or simple analytically definable elements to sophisticated use for the detection
of complex – analytically virtually indescribable – objects. These include cars or pedestrians
who are detected on the basis of the photographic records of these objects and entities. The
document thus maps the definition and use of the respective Hough transform subtechniques
along with their basic classification on probabilistic and non-probabilistic methods. The work
subsequently culminates in describing the general state-of- the-art technique called Class-
Specific Hough Forests for Object Detection, introduces its definition, training procedure on
a provided dataset and the detection of test patterns. In conclusion of this work, there is
designed and implemented generally trainable object detector using this technique. And there
is experimental evaluation of its quality.
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Kapitola 1
U´vod
Prˇibl´ıˇzen´ı problematiky, vy´znam detekce objekt˚u v dnesˇn´ı dobeˇ, nast´ıneˇn´ı prˇ´ıklad˚u z praxe, obsah pra´ce.
Detekce objekt˚u je v dnesˇn´ı dobeˇ jedn´ım z aktua´ln´ıch vy´zkumny´ch te´mat ktere´ nale´za´
nejr˚uzneˇjˇs´ı prakticke´ uplatneˇn´ı jak v pr˚umyslu tak i v nasˇem vsˇedn´ım zˇivoteˇ. S rostouc´ım
pocˇtem pokrocˇily´ch vozidel, stroj˚u a technicky´ch zarˇ´ızen´ı prˇirozeneˇ nasta´va´ pozˇadavek na
jejich automatizovane´ a inteligentn´ı rˇ´ızen´ı cˇi ovla´da´n´ı a t´ım i na technologie umeˇle´ in-
teligence (AI) ktere´ budou tuto cˇinnost prova´deˇt. Vzhledem k tomuto faktu a k tomu, zˇe
technologie cˇi algoritmy umeˇle´ inteligence potrˇebuj´ı ke sve´mu rozhodova´n´ı fakta o vneˇjˇs´ım
sveˇteˇ, je detekce objekt˚u jedna z kl´ıcˇovy´ch oblast´ı cˇi komponent tohoto komplexn´ıho tech-
nologicke´ho rˇeteˇzce.
Vezmeˇme nejprve v potaz trˇeba prˇ´ıklad ze zˇivota v podobeˇ automobilove´ dopravy. Te´meˇrˇ
kazˇdy´ z na´s rˇ´ıd´ı automobil cˇi jine´ vozidlo a ma´lokdo z na´s meˇl to sˇteˇst´ı, zˇe se nikdy nevyskytl
v nebezpecˇne´ situaci, kdy mu do cesty vstoupil chodec cˇi byl nebezpecˇneˇ prˇedjet jiny´m
vozidlem. Nen´ı vsˇak trˇeba ani zacha´zet do extre´mu˚ cˇi do oblasti bezpecˇnosti automobilove´
dopravy, stacˇ´ı se zamyslet nad nepohodlny´m parkova´n´ım v prˇeplneˇny´ch meˇstech apod. A
pra´veˇ zde vsˇude mu˚zˇe pomoci umeˇla´ inteligence, ktera´ mu˚zˇe reagovat rychleji a prˇesneˇji
nezˇ sebelepsˇ´ı a tre´novaneˇjˇs´ı lidske´ smysly. Pro spra´vnou funkcˇnost teˇchto algoritmu˚ je vsˇak
zapotrˇeb´ı mnoho prˇesny´ch informac´ı o okol´ı vasˇeho vozidla a pra´veˇ zde prˇicha´z´ı ke slovu
detekce objekt˚u...
Druhy´m prakticky´m prˇ´ıkladem zvolme oblast pr˚umyslu. Zde se mu˚zˇete zamyslet jak nad
oblast´ı vlastn´ı produkce tak na´sledne´ho skladova´n´ı a prˇepravy hotovy´ch produkt˚u. Prˇi
vlastn´ı vy´robeˇ je trˇeba velmi prˇesne´ rˇ´ızen´ı vy´robn´ıch proces˚u cˇi kontrolu kvality ktera´
je zajiˇsteˇna veˇtsˇinou kamerami a dalˇs´ımi opticky´mi, ra´diovy´mi cˇi infracˇerveny´mi sn´ımacˇi
jejichzˇ vy´stupn´ı data se mus´ı neˇjak zpracovat... Nemus´ı se vsˇak jednat pouze o oblast
vy´roby, prˇi skladova´n´ı cˇi prˇepraveˇ uzˇ hotovy´ch vy´robk˚u lze nebo by minima´lneˇ sˇlo vyuzˇ´ıt
r˚uzny´ch roboticky´ch stroj˚u, u ktery´ch je vsˇak kromeˇ jejich autonomn´ıho napa´jen´ı trˇeba
zajistit i dobrou prostorovou orientaci, ktera´ je v za´kladu zajiˇsteˇna kamerami a dalˇs´ımi
cˇidly. A zde se tedy opeˇt dosta´va´ ke slovu oblast pocˇ´ıtacˇove´ho videˇn´ı, detekce a na´sledne´ho
rozpozna´va´n´ı objekt˚u. Nemluveˇ o bezpecˇnosti pra´ce a dalˇs´ıch prˇ´ıbuzny´ch i relativneˇ nesou-
visej´ıc´ıch oblastech lidske´ cˇinnosti.
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Jak je z vy´sˇe uvedene´ho na´stinu vidno, aplikacˇn´ıch oblast´ı je neprˇeberne´ mnozˇstv´ı a detekce
objekt˚u v nich hraje neprˇehle´dnutelnou a mnohdy i nezastupitelnou roli. Nejen z tohoto
d˚uvodu ma´ smysl se touto oblast´ı zaby´vat a aktivneˇ do n´ı prˇisp´ıvat. Tato pra´ce se vsˇak
nezaby´va´ problematikou takto komplexneˇ a sˇiroce, cozˇ by samo o sobeˇ zabralo na neˇkolik
tlusty´ch publikac´ı. Zde se soustrˇed´ım pouze na detekci objekt˚u za´jmu pomoc´ı matematicke´
techniky zvane´ Houghova transformace [1] ktera´ je da´le relativneˇ podrobneˇ probra´na.
Techniku Houghovy transformace zde prˇedstavuji od jej´ıho za´kladn´ıho principu azˇ po jej´ı
pokrocˇilejˇs´ı modifikovane´ varianty urcˇene´ k rychlejˇs´ı a efektivneˇjˇs´ı detekci slozˇiteˇjˇs´ıch ana-
lyticky popsatelny´ch tvar˚u. Tyto metody take´ zarˇazuji do urcˇity´ch kategori´ı a zmı´n´ım se
o jejich vlastnostech. Pote´ prˇedstavuji metodu zobecneˇne´ Houghovy transformace (GHT1
[15]), ktera´ prˇedstavuje jaky´si principia´ln´ı za´klad metody Trˇ´ıdneˇ-specificky´ch Houghovy´ch
les˚u pro detekci objekt˚u2 ktera´ je hlavn´ım za´jmem cˇi jaky´msi strˇedobodem te´to pra´ce.
Na´sledneˇ z vy´sˇe uvedeny´ch fakt˚u formuluji c´ıl v podobeˇ na´vrhu a implementace vlastn´ıho
detektoru zalozˇene´ho na modifikovane´ podobeˇ vy´sˇe prˇedstavene´ metody pochazej´ıc´ı z [19].
Nakonec bude tento detekor experimenta´lneˇ vyhodnocen na standardn´ıch datasetech a bu-
dou navrzˇeny r˚uzne´ dalˇs´ı postupy a experimenty pro jeho podrobneˇjˇs´ı vyhodnocen´ı cˇi po-
tencia´ln´ı vylepsˇen´ı. Vedlejˇs´ım produktem te´to diplomove´ pra´ce pak je programovy´ toolkit cˇi
le´pe rˇecˇeno sada skript˚u pro prostrˇed´ı GNU Octave3/MATLAB c©4 obecneˇ implemen-
tuj´ıc´ı tuto metodu od fa´ze prˇedzpracova´n´ı zvolene´ho datasetu prˇes tre´nova´n´ı na´sledovane´
vlastn´ı detekc´ı azˇ po standardn´ı vyhodnocen´ı u´speˇsˇnosti detekce na za´kladeˇ poskytnute´
ground truth z testovac´ıho datasetu.
1z anglicke´ho Generalized Hough Transform
2anglicky Class-Specific Hough Forest for Object Detection
3https://www.gnu.org/software/octave/ a http://octave.sourceforge.net/ (pro bal´ıcˇky)
4http://www.mathworks.com/products/matlab/
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Kapitola 2
Houghova transformace (HT)
Obecny´ popis Houghovy transformace, jej´ı za´kladn´ı princip a uzˇit´ı.
Houghova transformace (zkra´ceneˇ HT nebo SHT) je v obecne´m pojet´ı matematicka´ tech-
nika pro detekci specificky´ch u´tvar˚u cˇi obecny´ch objekt˚u ktera´ vyuzˇ´ıva´ transformace z
obrazove´ cˇi prostorove´ dome´ny do tzv. prostoru parametr˚u1 ktery´ je take´ cˇasto nazy´va´n
Houghovy´m prostorem podle sve´ho objevitele. Tento prostor je pak v praxi reprezentova´n
tzv. akumula´torem do ktere´ho jednotlive´ validn´ı elementy z obrazove´ dome´ny hlasuj´ı pro
pravdeˇpodobnou pozici vy´skytu centra hledane´ho objektu. Pote´ se v prostoru akumula´toru
vyhleda´ maximum cˇi maxima a podle nich se urcˇ´ı potenciona´ln´ı pozice strˇed˚u hledany´ch
objekt˚u cˇi entit.
Techniku Houghovy transformace jako prvn´ı objevil v jej´ı analogove´ podobeˇ v sˇedesa´ty´ch
letech 20. stolet´ı (1962), P. V. C. Hough pro fyzika´ln´ı vy´zkum elektricky nabity´ch sub-
atoma´rn´ıch cˇa´stic v tzv. bublinkove´ komorˇe, konkre´tneˇ pak pro automatizovane´ sledova´n´ı
jejich trajektor´ı [1]. Hough tuto techniku ve sve´ dobeˇ vsˇak neobjevil pouze teoreticky, prak-
ticky ji zdokumentoval a take´ hardwaroveˇ realizoval pomoc´ı osciloskopu a soustavy klopny´ch
obvod˚u. Jej´ı algebraickou podobu vsˇak poprve´ zformuloval Azriel Rosenfeld, ten take´ navrhl
digita´ln´ı inkrementaln´ı akumula´tor. R. O. Duda a P. E. Hart pak prˇidali tzv. norma´lovou
parametrizaci2 a detekci obecny´ch tvar˚u v roce 1971 – tato podoba HT se vyucˇuje na uni-
verzita´ch dodnes [49].
V p˚uvodn´ı podobeˇ tato transformace slozˇila pouze pro detekci cˇar v nasn´ımane´m obraze,
pozdeˇji vsˇak byla postupneˇ rozsˇ´ıˇrova´na pro detekci obecneˇjˇs´ıch analyticky popsatelny´ch
i nepopsatelny´ch tvar˚u a entit azˇ do dnesˇn´ı podoby, kdy s n´ı lze detekovat prakticky li-
bovolne´ objekty jako jsou automobily cˇi chodci [2, 4, 15] a [25]. Ale ani zde vsˇak vyuzˇit´ı
te´to techniky nekoncˇ´ılo, v soucˇasnosti lze totizˇ principy HT uplatnit i pro sledova´n´ı entit
ve videosekvenc´ıch a dokonce i pro rozpozna´va´n´ı akc´ı akte´r˚u zachyceny´ch na takovy´chto
za´znamech [22]. Jedn´ım z posledn´ıch a nejnoveˇjˇs´ıch rozsˇ´ıˇren´ı techniky HT je pak jej´ı ap-
likace pro real-time 3D analy´zu tva´rˇe cˇloveˇka [26].
1Jedna´ se v podstateˇ o aplikaci obecne´ho pojet´ı tzv. principu duality bodu a prˇ´ımky z p˚uvodn´ı HT;
o tomto te´matu take´ podrobneˇ pojedna´va´ naprˇ´ıklad disertacˇn´ı pra´ce J. Havla [13]. Informace o souvisej´ıc´ı
Radonove´ transformaci pak lze jesˇteˇ naj´ıt v cˇla´nku [32], ktery´ popisuje vza´jemne´ souvislosti mezi HT a RT.
2prˇi pra´ci na projektu Shakey – cozˇ byl snad prvn´ı mobiln´ı inteligentn´ı robot
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Od dob bublinkove´ komory usˇel vy´voj v oblasti Houghovy transformace za teˇch neˇkolik
deka´d dlouhou cestu a rostla i sˇ´ıˇre aplikace te´to metody. Dnes se naprˇ´ıklad sta´le pouzˇ´ıva v
oblasti sledova´n´ı cˇa´stic, avsˇak mı´sto bublinkove´ komory je v modifikovane´ varianteˇ nasazena
pro sledova´n´ı muonovy´ch stop v jednom z experment˚u LHC (Large Hadron Collider) ve
sˇvy´carske´m CERNu. Dalˇs´ı, a snad v´ıce praktickou aplikac´ı, je pak dopravneˇ-bezpecˇnostn´ı
sledova´n´ı a detekce vyjet´ı vozidla z j´ızdn´ıho pruhu [49].
2.1 Uzˇit´ı Houghovy transformace
Houghova transformace byla v p˚uvodn´ı podobeˇ pouzˇita v podstateˇ pouze k detekci jednodu-
chy´ch linea´rn´ıch u´tvar˚u – konkre´tneˇ prˇ´ımek. Postupneˇ se vsˇak vyvinuly rozsˇ´ıˇren´ı ktere´ umeˇly
pracovat i s dalˇs´ımi analyticky popsatelny´mi entitami jako jsou kruzˇnice, elipsy a dalˇs´ımi
u´tvary viz [2]. Bylo dokonce mozˇno zpracovat slozˇiteˇjˇs´ı u´tvary skla´daj´ıc´ı se z parametricky´ch
krˇivek apod. HT tedy mu˚zˇe by´t vyuzˇita i k detekci obecny´ch parametricky vyja´drˇitelny´ch
tvar˚u. S rostouc´ım pocˇtem parametr˚u dane´ entity vsˇak roste pocˇet dimenz´ı dane´ho paramet-
ricke´ho prostoru, t´ım pa´dem i hlasovac´ı prostor akumula´toru a samozrˇejmeˇ s t´ım souvisej´ıc´ı
vy´pocˇetn´ı slozˇitost a na´rocˇnost dane´ho algoritmu.
V praxi a v rea´lne´m sveˇteˇ se vsˇak cˇasteˇji setka´va´me s objekty a u´tvary, ktere´ prakticky
nejsou analyticky popsatelne´ a prˇesto bychom ra´di takove´to entity detekovali. Typicky se
jedna´ o nejr˚uzneˇjˇs´ı automobily, chodce cˇi industria´ln´ı produkty a prˇedmeˇty. Fotograficke´
cˇi videoza´znamy takovy´chto objekt˚u lze dnes z´ıskat pomeˇrneˇ snadno z vsˇudyprˇ´ıtomny´ch
kamer cˇi fotoapara´t˚u, jejich detekce je uzˇ vsˇak daleko slozˇiteˇjˇs´ı. Prˇesto se idea techniky
Houghovy transformace rozvinula i do te´to oblasti a d´ıky tomu zde dnes ma´me na´stroj
naprˇ´ıklad v podobeˇ Trˇ´ıdneˇ-specificky´ch Houghovy´ch les˚u pro detekci objekt˚u, ktery´ lze ze
specificke´ho datasetu natre´novat pro detekci prakticky libovolny´ch objekt˚u z dodany´ch
testovac´ıch fotografiı nebo videoza´znamu˚. A pra´veˇ te´to obecne´ technice se budu v te´to
pra´ci pozdeˇji veˇnovat.
2.2 Za´kladn´ı principy Houghovy transformace
V te´to sekci popisuji za´kladn´ı princip p˚uvodn´ı Houghovy transformace pro detekci cˇar v
obraze jako esencia´ln´ı za´klad odvozeny´ch pokrocˇilejˇs´ıch variant te´to transformace. Prˇedt´ım
je vsˇak trˇeba objasnit co bude vlastneˇ vstupem tohoto algoritmu. Protozˇe je zde snaha de-
tekovat entity jejichzˇ za´znam je dostupny´ obvykle ve formeˇ barevny´ch fotografiı cˇi videoza´z-
namu, je trˇeba tento upravit, protozˇe sa´m o sobeˇ nese mnoho (v tomto prˇ´ıpadeˇ) nepotrˇebny´ch
informac´ı. V dalˇs´ıch odstavc´ıch te´to sekce tedy budu prˇedpokla´dat jako testovac´ı a pozdeˇji i
tre´novac´ı vstup barevnou fotografii. Pro videoza´znamy by byl prˇ´ıstup obdobny´ – samozrˇejmeˇ
vsˇak pro jejich jednotlive´ sn´ımky.
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2.2.1 Prˇedzpracova´n´ı vstupn´ıho barevne´ho obrazu
Nejprve je tedy trˇeba ze vstupn´ıho barevne´ho obrazu odfiltrovat prˇebytecˇne´ informace,
naprˇ´ıklad ty o barveˇ, odst´ınech apod. To lze prove´st tak, zˇe se vstup nejprve prˇevede do
obra´zku v odst´ınech sˇedi (grayscale image) a ten pote´ konvolucˇneˇ filtrovat filtrem pro detekci
hran. Zde lze pouzˇ´ıt naprˇ´ıklad Sobel˚uv filtr, Prewitt˚uv filtr, Hueckel˚uv filtr nebo i Cannyho
hranovy´ detektor a dalˇs´ı [38, 39]. Obecneˇ se da´ pouzˇ´ıt i jine´ filtry pro detekci cˇi zvy´razneˇn´ı
hran, ktere´ efektivneˇ odfiltruj´ı prˇebytecˇne´ a nerelevantn´ı informace. V tomto kroku je trˇeba
spra´vneˇ stanovit hlavneˇ pra´h dane´ho filtru, cozˇ je vy´znamneˇjˇs´ı atribut nezˇ samotny´ typ
pouzˇite´ho filtru. Po takove´to filtraci by meˇl by´t vy´stupem cˇisteˇ bina´rn´ı obraz tedy maska
vy´znamny´ch bod˚u (hran) dane´ho vstupn´ıho obrazu.
Azˇ po tomto kroku lze prˇistoupit k vlastn´ı Houghoveˇ transformaci a na´sledne´ detekci. Pokud
by se prˇ´ımo pouzˇil naprˇ´ıklad sˇedoto´novy´ obra´zek a hlasovalo va´hovaneˇ podle intenzity
dane´ho pixelu, bylo by to znacˇneˇ neefektivn´ı kv˚uli mnozˇstv´ı informac´ı a naakumulovane´mu
sˇumu ktery´ by takto vznikl a ktery´ by vedl k velke´mu mnozˇstv´ı falesˇny´ch detekc´ı. Nav´ıc
samotna´ intenzita by byla v tomto prˇ´ıpadeˇ minima´lneˇ diskutabiln´ı obrazovy´ prˇ´ıznak.
2.2.2 Houghova transformace s parametrizac´ı ρ− θ
Prˇi popisu algoritmu Houghovy transformace budu da´le prˇedpokla´dat parametrizaci ρ − θ,
ktera´ je mı´rnou modifikac´ı p˚uvodn´ıho algoritmu˚, jezˇ vyuzˇ´ıval parametrizaci smeˇrnice-pr˚usecˇ´ık.
Ta vsˇak meˇla jednu za´sadn´ı nevy´hodu v podobeˇ neomezene´ho rozsahu posunu a hlavneˇ
smeˇrnice prˇ´ımek cˇi cˇar kolmy´ch na neˇkterou z virtua´ln´ıch os sourˇadnicove´ho syste´mu para-
metricke´ho prostoru (akumula´toru) a proto byla tato metoda znacˇneˇ nevy´hodna´ pro prak-
tickou implementaci.
Obra´zek 2.1: Norma´lova´ parametrizace prˇ´ımky ρ− θ [2]
Pro dalˇs´ı postup tedy budu vyuzˇ´ıvat tzv. norma´lovou parametrizaci prˇ´ımky viz obr. 2.1 a
projekci kolinea´rn´ıch bod˚u na prˇ´ımku viz obr. 2.2. Budu take´ vyuzˇ´ıvat u´hlu a polomeˇru
(ρ− θ) jako parametricke´ho prostoru2 mı´sto smeˇrnice a pr˚usecˇ´ıku formulovany´ch p˚uvodn´ı
ideou, cozˇ znacˇneˇ usnadn´ı vy´pocˇet. Obor hodnot totizˇ bude d´ıky tomuto omezeny´ rozmeˇry
obrazu (ρ) a u´hlem (θ) v rozmez´ı 0− pi radia´n˚u, cozˇ je jednodusˇe definovatelny´, unika´tn´ı a
omezeny´ rozsah prostoru parametr˚u, ktery´ je zde preferova´n.
2neˇkdy take´ zvane´ho rovina ρ− θ
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Obra´zek 2.2: Projekce kolinea´rn´ıch bod˚u na prˇ´ımku [2]
Pro kolinea´rn´ı nebo te´meˇrˇ kolinea´rn´ı body lezˇ´ıc´ı na jedne´ prˇ´ımce1 tedy plat´ı vztah:
ρ = x cos(θ) + y sin(θ) (2.1)
Z vy´sˇe uvedene´ho vztahu 2.1 plyne, zˇe jednomu bodu obrazove´ho prostoru odpov´ıda´ si-
nusoidn´ı krˇivka v parametricke´m prostoru2. A naopak jednomu bodu v parametricke´m
prostoru odpov´ıda´ jedna prˇ´ımka v obrazove´m prostoru. Kolinea´rn´ım bod˚um obrazove´ho
prostoru pak odpov´ıda´ pr˚usecˇ´ık sinusoidn´ıch krˇivek v parametricke´m prostoru. Z toho
vsˇeho jesˇteˇ plyne, zˇe sinusoidn´ı krˇivka parametricke´ho prostoru odpov´ıda´ mnozˇineˇ prˇ´ımek
procha´zej´ıc´ıch jedn´ım dany´m bodem v prostoru obrazu – princip duality bodu a prˇ´ımky [13].
Pote´ co byly prˇedstaveny dua´ln´ı vlastnosti parametricke´ho/Houghova prostoru a prostoru
obrazu (obrazove´ dome´ny), lze prˇistoupit k popisu algoritmu vlastn´ıho hlasova´n´ı a na´sledne´
detekce potenciona´ln´ıch cˇar v obraze. Jako vstup pak bude slouzˇit drˇ´ıve z´ıskany´ bina´rn´ı
obraz vy´znamny´ch bod˚u vstupn´ıho testovac´ıho obrazu.
Prvn´ım krokem bude vytvorˇen´ı akumula´toru, jeho rozmeˇry za´vis´ı na prˇesnosti detekce
kterou pozˇadujeme. Pro ρ mu˚zˇeme s pixelovou prˇesnost´ı urcˇit hodnotu jako uhloprˇ´ıcˇku
obrazu a pro u´hel θ pak naprˇ´ıklad hodnotu 180, cozˇ bude odpov´ıdat prˇesnosti jeden u´hlovy´
stupenˇ (pi/180) na jeden bin akumula´toru. Lze vsˇak samozrˇejmeˇ uzˇ´ıt veˇtsˇ´ı cˇi cˇasteˇji mensˇ´ı
prˇesnost (akumula´tor lze kvantizovat⇒ zrychlen´ı vy´pocˇtu) a prˇi zpeˇtne´m prˇevodu do obra-
zove´ dome´ny aplikovat patrˇicˇny´ prˇepocˇet.
Samotny´ akumula´tor pak mu˚zˇe by´t reprezentova´n jako elementa´rn´ı dvourozmeˇrne´ pole ρ−θ
a nebo prosty´ linea´rn´ı seznam hlas˚u, nad ktery´m je pak trˇeba vykonat slozˇiteˇjˇs´ı shlukovac´ı
a vyhleda´vac´ı algoritmy. My zde uzˇ´ıva´me pro jednoduchost a demonstraci dvourozmeˇrne´
pole ρ− θ. Na zacˇa´tku jsou vsˇechny pole akumula´toru cˇi biny v prˇ´ıpadeˇ seznamu nulove´.
1odchylka je dana´ prˇesnost´ı kroku akumula´toru jak v ρ tak v θ
2θ je promeˇnna´ v rozahu 0− pi radia´n˚u se zvoleny´m krokem
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Nyn´ı se pro kazˇdy´ validn´ı bod vstupn´ıho obrazu spocˇ´ıta´ podle vztahu 2.1 s promeˇnny´m
u´hlem θ odpov´ıdaj´ıc´ı pozice ρ v prostoru akumula´toru a tyto hodnoty se inkrementuj´ı o 1.
Takto se postupuje pro kazˇdy´ validn´ı vstupn´ı bod a postupneˇ se tak inkrementuj´ı vsˇechny
relevantn´ı pozice akumula´toru. Vy´skyt bodu na prˇ´ımce tedy vzˇdy inkrementuje dany´ bin
histogramu vy´skyt˚u o jedna.
Po dokoncˇen´ı tohoto hlasova´n´ı vsˇechna maxima dane´ho histogramu vy´skyt˚u (akumula´toru
cˇi prostoru parametr˚u chcete-li) odpov´ıdaj´ı detekovany´m prˇ´ımka´m v prostoru obrazu. Co je
to vlastneˇ maximum mus´ıte sami experimenta´lneˇ stanovit empiricky´m urcˇen´ım prahu aku-
mula´toru. Vsˇe co pak prˇekrocˇ´ı tento pra´h bude povazˇova´no za detekovanou cˇa´ru/prˇ´ımku. Prˇi
hleda´n´ı teˇchto loka´ln´ıch maxim lze vyuzˇ´ıt r˚uzne´ techniky od proste´ho sekvecˇn´ıho pr˚uchodu
prˇes techniku non-maxima suppresion apod. Toto plat´ı v prˇ´ıpadeˇ akumula´toru ve formeˇ
dvourozmeˇrne´ho pole. V prˇ´ıpadeˇ linea´rn´ıho akumula´toru (seznamu hlas˚u) je trˇeba nejprve
aplikovat zvolenou shlukovac´ı metodu (clustering)1 a azˇ pote´ v jednotlivy´ch bunˇka´ch hledat
maxima.
Obra´zek 2.3: Prˇ´ıklad akumula´toru po dokoncˇen´ı hlasova´n´ı – SHT [20]
Toto je principia´lneˇ cely´ za´kladn´ı postup Houghovy transformace s na´slednou detekc´ı.
Kromeˇ vy´sˇe uvedene´ho lze uzˇ´ıt jesˇteˇ dalˇs´ı optimalizacˇn´ı techniky jako je vyhlazen´ı aku-
mula´tor˚u Gaussovsky´m cˇi jiny´m ja´drem pro potlacˇen´ı falesˇny´ch maxim apod. nebo modifi-
kovat techniku samotne´ Houghovy transformace pro jej´ı urychlen´ı a zefektivneˇn´ı. K neˇktery´m
modifikac´ım a postup˚um se dostanu v dalˇs´ı kapitole. Zde jesˇteˇ nab´ız´ım uka´zku akumula´toru
po proveden´ı hlasovan´ı2, viz obr. 2.3, a uka´zku vy´stupu z jednoho vlastn´ıho projektu
implementuj´ıc´ıho standardn´ı Houghovu transformaci pro detekci cˇar v ra´mci prˇedmeˇtu
Pocˇ´ıtacˇove´ videˇn´ı (POV), viz obr. 2.4 a prˇilozˇeny´ skript sht line detect.m.
Obra´zek 2.4: Vy´stup z vlastn´ıho projektu implementuj´ıc´ıho SHT (detekce cˇerveneˇ)
Detekova´na je vzˇdy pouze nejvy´razneˇjˇs´ı cˇa´ra v dane´m vstupn´ım obra´zku.
2sveˇtlejˇs´ı mı´sta odpov´ıdaj´ı vysˇsˇ´ım hodnota´m pocˇtu jednotlivy´ch hlas˚u
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2.3 HT pro obecneˇjˇs´ı analyticky popsatelne´ tvary
Rozsˇ´ırˇen´ı techniky Houghovy transformace pro detekci obecny´ch parametricky popsatelny´ch tvar˚u a krˇivek.
Vy´sˇe popsany´ prˇ´ıpad uzˇit´ı HT pro detekci prˇ´ımek cˇi cˇar v obraze je ten nejjednodusˇsˇ´ı.
HT lze samozrˇejmeˇ vyuzˇ´ıt i pro detekci slozˇiteˇjˇs´ıch analyticky popsatelny´ch tvar˚u jako jsou
elipsy, kruzˇnice, hyperboly cˇi obecneˇjˇs´ı krˇivky a entity. S rostouc´ım pocˇtem dimenz´ı vsˇak
roste i prostor akumula´toru respektive dimenze hlasovac´ıho prostoru. Ten se z paramet-
ricke´ roviny1 rozsˇiˇruje do prostoru trojrozmeˇrne´ krychle2 azˇ do obecny´ch n-rozmeˇrny´ch
hyperkrychl´ı jejichzˇ dimenziona´ln´ı rozmeˇr odpov´ıda´ pocˇtu volny´ch parametr˚u dane´ entity
– obvykle u slozˇiteˇjˇs´ıch krˇivek, tvar˚u cˇi kuzˇelosecˇek [2].
Obra´zek 2.5: Uka´zka hlasovac´ıho prostoru pro kruzˇnici (3 parametry) [15]
Prˇesneˇjˇs´ı popis zobecneˇn´ı pro slozˇiteˇjˇs´ı entity lze nale´zt naprˇ´ıklad v [2, 5, 6, 7] nebo i [15].
Spolu s rostouc´ım hlasovac´ım prostorem roste take´ slozˇitost a vy´pocˇetn´ı na´rocˇnost dane´ho
hlasovac´ıho algoritmu a na´sledne´ detekce, kdy je logicky trˇeba prohledat veˇtsˇ´ı prostor a
tedy mnozˇstv´ı dat. Prˇ´ıklady neˇktery´ch typ˚u entit spolu s parametry a jejich pocˇtem nab´ız´ı
tabulka 2.1 prˇevzata´ z [15]. Uka´zku hlasovac´ıho prostoru pro kruzˇnici nab´ız´ı obra´zek 2.5.
tvar/entita parametry pocˇet parametr˚u parametricka´ rovnice
cˇa´ra ρ, θ 2 x. cos(θ) + y. sin(θ) = ρ
kruzˇnice xr, yr, r 3 (x− xr)2 + (y − yr)2 = r2
parabola xr, yr, S, θ 4 (y − yr)2 = 4S.(x− xr)*
elipsa xr, yr, Sx, Sy, θ 5 (y − yr)2/Sy + (x− xr)2/Sx = 1*
nD-tvar p1, p2, p3, ..., pn n odpov´ıdaj´ıc´ı nP rovnice...
Tabulka 2.1: Srovna´n´ı parametr˚u a analyticky´ch rovnic elementa´rn´ıch geomet-
ricky´ch entit (*spolu s rotac´ı θ). Prˇevzato a upraveno z [15].
Z vy´sˇe uvedene´ tabulky 2.1 je patrne´, zˇe cˇ´ım v´ıce ma´ dana´ entita parametr˚u, t´ım veˇtsˇ´ı
bude jej´ı hlasovac´ı respektive parametricky´ prostor. Nav´ıc je take´ videˇt, zˇe pro slozˇiteˇjˇs´ı
entity se kromeˇ pocˇtu parametr˚u zvysˇuje i slozˇitost odpov´ıdaj´ıc´ı parametricke´ rovnice. Z
tohoto d˚uvodu se slozˇiteˇjˇs´ı entity nedaj´ı jednodusˇe parametricky popsat a pro jejich detekci
je trˇeba pouzˇ´ıt jinou techniku zvanou Zobecneˇna´ Houghova transformace neboli GHT [15]
viz da´le.
1v prˇ´ıpadeˇ cˇar a prˇ´ımek
2naprˇ´ıklad u kruzˇnice
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2.4 Pravdeˇpodobnostn´ı a nepravdeˇpodobnostn´ı metody
Za´kladn´ı rozdeˇlen´ı modifikovany´ch technik Houghovy transformace a strucˇny´ popis jejich specifik.
Klasicky´ algoritmus p˚uvodn´ı Houghovy transformace popsany´ vy´sˇe je relativneˇ prˇ´ımocˇary´ a
jednoduchy´ na implementaci. Prˇesto je pomeˇrneˇ neefektivn´ı a na´rocˇny´ na vy´pocˇetn´ı vy´kon.
I z tohoto d˚uvod˚u vznikla rˇada modifikac´ı te´to detekcˇn´ı metody, ktere´ se ji snazˇ´ı jesˇteˇ v´ıce
zjednodusˇit, urychlit cˇi jinak zefektivnit – naprˇ´ıklad zmensˇit velke´ pameˇt’ove´ na´roky. Modi-
fikovane´ metody take´ doka´zˇ´ı naprˇ´ıklad le´pe pracovat se slozˇity´mi a zasˇumeˇly´mi obra´zky,
vyuzˇ´ıvat smeˇrove´ informace z okol´ı vy´znamny´ch hran apod. Jako dalˇs´ı urychlen´ı pak lze
pouzˇ´ıt linea´rn´ı seznam hlas˚u namı´sto rozmeˇrne´ho akumula´toru. Samozrˇejmeˇ cenou za toto
sn´ızˇen´ı pameˇt’ove´ na´rocˇnosti je slozˇiteˇjˇs´ı a pomalejˇs´ı vyhleda´va´n´ı loka´ln´ıch maxim pod-
poruj´ıc´ıch detekcˇn´ı hypote´zu.
Da´le prˇedstavene´ modifikovane´ metody se pote´ v za´kladu deˇl´ı na pravdeˇpodobnostn´ı a
nepravdeˇpodobnostn´ı metody. Pravdeˇpodobnostn´ı nebo take´ randomizovane´ metody vyuzˇ´ıvaj´ı
– na rozd´ıl od nepravdeˇpodobnostn´ıch/determininsticky´ch – na´hodne´ vzorkova´n´ı vstupn´ıho
hranove´ho obrazu, cozˇ veˇtsˇinou prˇedstavuje znacˇne´ urychlen´ı s minima´ln´ım vlivem na
prˇesnost. Neˇktere´ dalˇs´ı odvozene´ metody take´ vyuzˇ´ıvaj´ı tzv. agregacˇn´ı mapova´n´ı1, kdy
se z v´ıce vstupn´ıch hranovy´ch bod˚u hlasuje pouze do jedne´ bunˇky/binu parametricke´ho
prostoru.
2.4.1 Nepravdeˇpodobnostn´ı metody HT
Mezi nejzna´meˇjˇs´ı nepravdeˇpodobnostn´ı neboli deterministicke´ metody ktere´ veˇtsˇinou vyuzˇ´ı-
vaj´ı vsˇechny dostupne´ validn´ı hranove´ informace patrˇ´ı naprˇ´ıklad Standard Hough Trans-
form (SHT), cozˇ je v podstateˇ p˚uvodn´ı Houghova transformace s parametrizac´ı ρ−θ a da´le
naprˇ´ıklad metody jako je Backmapping Hough Transform (BHT), Fast Hough Transform
(FHT), Adaptive Hough Transform (AHT), Hierarchical Hough Transfom (HHT), Hough
Techniques od Risseho, Combinatorial Hough Transform (CHT), Curve Fitting Hough Trans-
form (CFHT) a Probabilistic Hough Transform od Stephense (PHT) ktera´ paradoxneˇ v˚ucˇi
sve´mu na´zvu nepatrˇ´ı mezi pravdeˇpodobnostn´ı metody dle zdejˇs´ı definice.
2.4.2 Pravdeˇpodobnostn´ı metody HT
Typicky´mi za´stupci pravdeˇpodobnostn´ıch neboli randomizovany´ch metod ktere´ berou v
potaz pouze stochastickou podmnozˇinu dostupny´ch validn´ıch hranovy´ch inforamc´ı pak
jsou Parallel Guessing Implementation of the Standard Hough Transform (PGI-HT), Ran-
domized Hough Transform (RHT), Probabilistic Hough Transform od Kiryatiho (ProbHT),
Monte Carlo Hough Transform (MCHT), Random Calculation of the Intersections among
Hough Surfaces od Shiona, Random Sampling of Minimal Subsets od Rotha a Levina, Dy-
namic Combinatorial Hough Transform (DCHT), Dynamic Generalized Hough Transform
(DGHT), Connective Hough Transform a trˇeba jesˇteˇ metoda Hough Prediction/Correction
Approach.
Prˇehled a podrobneˇjˇs´ı popis vsˇech teˇchto metod lze nale´zt naprˇ´ıklad v [3, 4]. Zde nyn´ı uvedu
za´kladn´ı parametry a principy modifikovany´ch metod prˇevzaty´ch z cˇla´nku [4] a neˇktere´ z
nich pote´ da´le jesˇteˇ prˇedstav´ım kv˚uli obecnosti jejich principia´ln´ıho prˇ´ıstupu podrobneˇji.
1anglicky many-to-one mapping
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2.4.3 Srovna´n´ı pravdeˇpodobnostn´ıch a nepravdeˇpodobnostn´ıch metod
K za´kladn´ımu srovna´n´ı pravdeˇpodobnostn´ıch a nepravdeˇpodobnostn´ıch metod vyuzˇ´ıva´m
tabulku 2.2 z cˇla´nku [4] n´ızˇe. V te´to tabulce vid´ıte jednotlive´ metody spolu s uveden´ım jejich
kl´ıcˇovy´ch vlastnost´ı. Vy´znam zkratek na´zv˚u jednotlivy´ch metod je uveden vy´sˇe. Z tabulky
je patrne´, zˇe oba typy metod vyuzˇ´ıvaj´ı jak parametrizaci smeˇrnice-pr˚usecˇ´ık (a, b) tak i
parametrizaci (ρ, θ) prˇi detekci cˇar. Co se ty´cˇe agregacˇn´ıho mapova´n´ı, to je obousmeˇrne´,
tedy jak one-to-many tak i many-to-one. Lze nale´zt i vyrovnane´ mapova´n´ı typu many-to-
many u modifikace MCHT. Teoreticky idea´ln´ım mapova´n´ım by pak bylo one-to-one kdy
by teoreticky idea´ln´ı komplexn´ı hranova´ informace hlasovala pro jedine´ mozˇne´ hypoteticke´
centrum hledane´ho objektu.
Nepravdeˇpodobnostn´ı metody HT
metoda parametry mapova´n´ı akumula´tor vzorkova´n´ı detekce
SHT (ρ, θ) one-to-many 2D pole vsˇechny body vsˇechny cˇa´ry
FHT (a, b) one-to-many 2 × 2D quadtree vsˇechny body vsˇechny cˇa´ry
AHT (a, b) one-to-many 2 × male´ 2D pole vsˇechny body cˇa´ru po cˇa´rˇe
HHT (ρ, θ) one-to-many r˚uzne´ 2D pole + 2D szn. vsˇechny body cˇa´ru po cˇa´rˇe
CHT (ρ, θ) many-to-one 2D pole vsˇechny body vsˇechny cˇa´ry
CFHT (a, b) many-to-one 2D seznam vsˇechny body vsˇechny cˇa´ry
PHT (ρ, θ) one-to-many 2D pole vsˇechny body vsˇechny cˇa´ry
Pravdeˇpodobnostn´ı metody HT
metoda parametry mapova´n´ı akumula´tor vzorkova´n´ı detekce
PGI-HT (ρ, θ) one-to-many 2D pole dostatek bod˚u cˇa´ru po cˇa´rˇe
RHT (a, b) many-to-one 2D seznam dostatek bod˚u cˇa´ru po cˇa´rˇe
rtRHT (ρ, θ) many-to-one 2D seznam dostatek bod˚u cˇa´ru po cˇa´rˇe
ProbHT (ρ, θ) one-to-many 2D pole podmnozˇina bod˚u vsˇechny cˇa´ry
MCHT (a, b) one-to-many 2D pole podmnozˇina bod˚u vsˇechny cˇa´ry
many-to-many
many-to-one
DCHT (ρ, θ) many-to-one θ-histogram vsˇechny body cˇa´ru po cˇa´rˇe
Tabulka 2.2: Srovna´n´ı kl´ıcˇovy´ch parametr˚u jednotlivy´ch modifikac´ı za´kladn´ı
metody HT Prˇevzato a upraveno z [4].
Jak je da´le videˇt, jako hlasovac´ı prostor je veˇtsˇinou pouzˇite´ proste´ dvourozmeˇrne´ pole cˇi
linea´rn´ı seznam akumuluj´ıc´ı jednotlive´ hlasy. Najdou se ovsˇem i vy´jimky v podobeˇ 2D
quadtree stromove´ struktury u metody FHT nebo θ-histogramu u modifikace DCHT. U
nepravdeˇpodobnostn´ıch metod se vzorkuje vzˇdy cela´ vstupn´ı bina´rn´ı maska vy´znamny´ch
bod˚u, cozˇ bez vy´jimky odpov´ıda´ principu teˇchto metod. U randomizovany´ch metod se
veˇtsˇinou vzorkuje pouze vy´znamna´ podmnozˇina dostupny´ch vstupn´ıch bod˚u a nebo jejich
dynamicky urcˇeny´ dostatecˇny´ pocˇet. Vy´jimkou je zde vsˇak metoda DCHT ktera´ stejneˇ jako
deterministicke´ metody vyuzˇ´ıva´ celou vstupn´ı mnozˇinu hranovy´ch bod˚u.
Po hlasovac´ım procesu se k detekci prˇistupuje obvykle dvoj´ım zp˚usobem. Bud’ jsou de-
tekova´ny vsˇechny cˇa´ry najednou – v jednom okamzˇiku jsou dostupne´ vsˇechny informace o
dany´ch maximech, a nebo dany´ proces vyhleda´va´ cˇa´ry postupneˇ. Oba tyto zp˚usoby jsou de
facto rovnomeˇrneˇ zastoupeny u obou typ˚u metod.
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2.5 Vybrane´ modifikovane´ metody HT
V te´to sekci jsou strucˇneˇ prˇedstaveny neˇktere´ vy´znamne´ modifikace Houghovy transformace,
u neˇktery´ch je uveden i strucˇny´ popis vlastn´ıho algoritmu. Pro kompletn´ı popis nahle´dneˇte
do cˇla´nku [4] ze ktere´ho zde vycha´z´ım a do zdroj˚u na ktere´ tento cˇla´nek odkazuje.
2.5.1 Standard Hough Transform (SHT)
Standardn´ı Houghova Transformace (SHT) prˇedstavuje za´kladn´ı metodu te´to transformace
ze ktere´ se veˇtsˇinou odv´ıj´ı dalˇs´ı modifikovane´ verze te´to metody. Vlastn´ı metoda obecneˇ se v
podstateˇ skla´da´ ze trˇ´ı cˇa´st´ı cˇi krok˚u. Nejprve jsou spocˇ´ıta´ny hodnoty parametr˚u a je prove-
deno hlasova´n´ı. Pote´ se vyhledaj´ı maxima reprezentuj´ıc´ı hypote´zu vy´skytu center hledane´
entity. Nakonec lze tyto entity extrahovat ze vstupn´ıho obrazu. Principy te´to metody byly
podrobneˇji popsa´ny vy´sˇe v sekci 2.2.2 proto se j´ı zde nebudu da´le v´ıce veˇnovat.
2.5.2 Fast Hough Transform (FHT)
U modifikace FHT se vyuzˇ´ıva´ iterativn´ıho uprˇesnˇovac´ıho prˇ´ıstupu1 prˇi pr˚uzkumu para-
metricke´ho prostoru. Ten je u te´to metody rozdeˇlen do hyperkrychl´ı od n´ızke´ho po vysoke´
rozliˇsen´ı a HT se vykona´ pouze pro krychle jejichzˇ hlasy prˇekrocˇ´ı urcˇitou pozˇadovanou
hranici cˇi pra´h (T ; threshold). HT je pote´ vykona´na znovu pouze nad hyperkrychlemi ktere´
prˇekrocˇ´ı pra´h T , a to s vysˇsˇ´ı prˇesnost´ı... Deˇl´ıc´ı proces se takto opakuje dokud se nedosa´hne
pozˇadovane´ prˇesnosti nebo hranice prahu T . Nakonec se zbyle´ kvadranty pouzˇij´ı pro vy´beˇr
kandida´tsky´ch maxim. Vy´hodou te´to metody je jej´ı snadna´ paralelizovatelnost a datova´
struktura, ktera´ umozˇnˇuje jednoduchou analy´zu. Nevy´hodou je naopak mozˇnost falesˇne´
detekce ve stavu kdy se maxima bl´ızˇ´ı hranic´ım kvadrant˚u.
2.5.3 Adaptive Hough Transform (AHT)
Adaptivn´ı modifikace HT vyuzˇ´ıva´ malou pevnou velikost akumula´toru (naprˇ´ıklad 9x9 buneˇk
cˇi bin˚u) a uprˇesnˇovac´ı prˇ´ıstup dokud nen´ı dosazˇeno ky´zˇene´ho rozliˇsen´ı stejneˇ jako u prˇedchoz´ı
metody FHT. Hlavn´ım rozd´ılem oproti prˇedchoz´ı metodeˇ je pak vyuzˇit´ı dynamicky adaptibil-
n´ıch parametr˚u, cozˇ je jej´ı znacˇna´ vy´hoda ktera´ prˇina´sˇ´ı efektivn´ı prˇizp˚usoben´ı paramet-
ricke´ho prostoru/akumula´toru. Potenciona´ln´ı maxima se pote´ identifikuj´ı prahova´n´ım a
technikou CCA3. Dalˇs´ı vy´hodou je znovunalezen´ı specificky´ch prˇ´ıpad˚u v omezen´ı parametr˚u,
kdy je naprˇ´ıklad kandida´tske´ maximum bl´ızko hrany akumula´toru. Nevy´hodou metody je
postupna´ extrakce krˇivek po segmentech a t´ım pa´dem nutnost opakovat cely´ proces pro
novy´ segment krˇivky.
1anglicky coarse to fine strategy
3z anglicke´ho Connective Component Analysis
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2.5.4 Hierarchical Hough Transform (HHT)
V modifikaci zvane´ Hierarchicka´ Houghova Transformace je obra´zek rozdeˇlen do oblast´ı
maly´ch podobra´zk˚u (obrazovy´ch pol´ıcˇek/fragment˚u)1 naprˇ´ıklad o rozmeˇrech 16×16 pixel˚u
a Houghova transformace je vykona´na na vsˇech teˇchto podobra´zc´ıch. Samotna´ akumu-
lace je pak provedena krˇivku po krˇivce a pokud je krˇivka nalezena, extrahuje se z dane´ho
podobra´zku. Cela´ procedura koncˇ´ı kdyzˇ se dosa´hne pozˇadovane´ maxima´ln´ı hodnoty aku-
mula´toru. Vy´sledkem je tedy skupina krˇivek pro kazˇdy´ podobra´zek. Pote´ co se takto de-
tekuji jednotlive´ n´ızkou´rovnˇove´ segmenty nalezeny´ch linek, jsou tyto hierarchicky seskupeny
u´rovenˇ po u´rovni pomoc´ı HT. Dı´ky male´ velikosti podobra´zk˚u mu˚zˇe by´t velikost potrˇebne´ho
akumula´toru relativneˇ mala´, cozˇ vede k efektivn´ı a robustn´ı implementaci.
2.5.5 Combinatorial Hough Transform (CHT)
Algoritmus Kombinatoricke´ Houghovy Transformace vyuzˇ´ıva´ dvou zvoleny´ch pixel˚u vstup-
n´ıho obrazu k vy´pocˇtu parametr˚u detekovatelne´ cˇa´ry. Kazˇdy´ pa´r teˇchto obrazovy´ch pixel˚u
pak urcˇ´ı jednu bunˇku v dvourozmeˇrne´m akumula´torove´m poli. Pro omezeny´ pocˇet kom-
binac´ı pixelovy´ch pa´r˚u je obra´zek rozdeˇlen – typicky na 64 region˚u – a hlasovac´ı proces je
proveden po jednotlivy´ch segmentech.
2.5.6 Curve Fitting Hough Transform (CFHT)
Dalˇs´ı modifikace Curve Fitting Hough Transform fituje semgent krˇivky v male´m sousedn´ım
okol´ı hranovy´ch bod˚u. Pokud je prˇi tomto fitova´n´ı vznikla´ fitovac´ı chyba mensˇ´ı nezˇ pozˇadova-
na´ mez, parametry z´ıskane´ prˇi tomto fitova´n´ı se vlozˇ´ı do akumula´toru (seznamu parametr˚u)
jako jeden bod. Nejprve se provede fitova´n´ı pro kazˇde´ vhodne´ M×M okno hranove´ho
obrazu. Pote´ se jako obvykle prostor parametr˚u prohleda´ na mozˇny´ vy´skyt maxim a extra-
huj´ı se nalezene´ krˇivky.
Vy´znamnou vy´hodou CFHT je jej´ı vy´pocˇetn´ı rychlost ve srovna´n´ı s SHT, prˇesto rychlost
velmi za´vis´ı na kombinaci vstupn´ıch parametr˚u. CFHT se tedy v urcˇite´m smyslu podoba´
metodeˇ RHT prˇedstavene´ n´ızˇe. CFHT si z RHT bere kombinaci many-to-one mapova´n´ı a dy-
namicke´ho seznamu pouzˇite´ho jako akumula´tor. Na´hodne´ vzorkova´n´ı je zde vsˇak nahrazeno
fitova´n´ım v oknech. CFHT tedy explicitneˇ sd´ıl´ı vy´hodne´ vlastnosti RHT jako je libovolneˇ
vysoke´ rozliˇsen´ı, nekonecˇny´ prostor akumula´toru a maly´ u´lozˇny´ prostor. Kromeˇ teˇchto
vy´hod ma´ CFHT i sve´ nevy´hody, ktere´ jsou podrobneˇji diskutova´ny autorem te´to metody
v p˚uvodn´ım cˇla´nku.
2.5.7 Probabilistic Hough Transform (PHT)
Pravdeˇpodobnostn´ı Houghova transformace je zde zarˇazena do nepravdeˇpodobnostn´ıch metod,
protozˇe nevyuzˇ´ıva´ principu na´hodne´ho vzorkova´n´ı, cozˇ je zde pro tuto kategorii definicˇn´ı
vlastnost. V pravdeˇpodobnostn´ım prˇistupu se vyuzˇ´ıva´ vztah mezi HT a odhadem parametr˚u
typu maximum likelihood. Bylo totizˇ uka´za´no, zˇe HT je metoda typu maximum likelihood.
Pravdeˇpodobnostn´ı Houghova transformace je tedy matematicky korektn´ı forma HT a je
definovana´ jako likelihood funkce vy´stupn´ıch parametr˚u.
1anglicky image patch
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Tento algoritmus byl testova´n pro nalezen´ı cˇar z orientovany´ch hran a bylo uka´za´no, zˇe
konvencˇn´ı metoda Houghovy transformace je dobrou aproximac´ı PHT. PHT take´ byla
aplikova´na na proble´m sledova´n´ı1 a uka´zalo se zˇe je robustn´ı i ve vyskodimenziona´ln´ıch
Houghovy´ch prostorech. PHT je take´ prˇesneˇjˇs´ı nezˇ konvencˇn´ı HT, ale je vy´pocˇetneˇ na´rocˇneˇjˇs´ı.
Byl vsˇak vyvinut specia´ln´ı algoritmus, ktery´ umozˇnˇuje efektivn´ı paraleln´ı vy´pocˇet funkce
likelihood a jej´ı derivace.
2.5.8 Randomized Hough Transform (RHT) a jej´ı modifikace
Randomizovana´ Houghova Transformace [10, 11] vyb´ıra´ na´hodny´m vzorkova´n´ım pouze n
pixel˚u ze vstupn´ıho bina´rn´ıho obrazu relevantn´ıch hran. Z teˇchto vstupn´ıch bod˚u pote´
vyrˇesˇ´ı n parametr˚u hledane´ entity a akumuluje pouze jednu bunˇku v parametricke´m pros-
toru namı´sto cele´ho hyperpovrchu jako u konvencˇn´ı HT pro n-dimenziona´ln´ı entity.
T´ımto alternativn´ım postupem se vy´razneˇ usˇetrˇ´ı cˇas a vy´pocˇetn´ı na´roky na pouzˇity´ hard-
ware a pameˇt’, ktere´ jsou velmi za´visle´ na pocˇtu vstupn´ıch dat – validn´ıch hranovy´ch bod˚u
– a dimenziona´ln´ım rozmeˇru detekovane´ entity, tedy pocˇtu jejich standardn´ıch parametr˚u a
stupni volnosti2. Da´le mezi jej´ı za´kladn´ı vlastnosti patrˇ´ı vysoka´ rychlost, nekonecˇna´ prˇesnost
a prakticky neomezeny´ prostor akumula´toru. Nav´ıc se lze vyhnout problematicky´m volba´m
velikosti okna, vzorkova´n´ı akumula´toru cˇi obt´ızˇne´mu hleda´n´ı loka´ln´ıch maxim.
Randomizovana´ Houghova transformace take´ tvorˇ´ı za´klad na´sleduj´ıc´ıch pokrocˇilejˇs´ıch metod
ktere´ staveˇj´ı na jej´ım za´kladeˇ. Mezi tyto metody patrˇ´ı naprˇ´ıklad modifikace Dynamic a
Window RHT jezˇ aplikuj´ı RHT na omezene´ okol´ı hranovy´ch bod˚u. Da´le do te´to kategorie
metoda rˇad´ıme i variantu Random Window RHT (RWRHT), cˇi Connective RHT (CRHT).
Pro ilustraci a porovna´n´ı nyn´ı uva´d´ım algoritmus RHT a jeho rozsˇ´ıˇren´ı v podobeˇ Random
Window RHT, oba pro jednoduchost ve varianteˇ pro detekci prosty´ch cˇar. Pro popis dalˇs´ıch
algoritmu˚ a podrobnost´ı nahle´dneˇte do cˇla´nku [4] ze ktere´ho zde vycha´z´ım.
Algoritmus 1 Obecny´ algoritmus RHT pro detekci cˇar v obraze*
Vstup: mnozˇina hranovy´ch bod˚u (D)
Vy´stup: mnozˇina detekovany´ch cˇar (L)
1] inicializujeme mnozˇinu D z bina´rn´ıho hranove´ho obrazu
vytvorˇ´ıme a vynulujeme akumula´tor (A)
2] na´hodneˇ vybereme jeden pa´r hranovy´ch bod˚u (di, dj) ∈ D
3] if body (di, dj) nevyhovuj´ı prˇeddefinovany´m distancˇn´ım limit˚um:
goto 2]
else: goto 4]
4] vyrˇesˇ´ıme parametrickou rovnici dane´ krˇivky (zde prˇ´ımky) pomoc´ı (di, dj)
% t´ım z´ıska´me jeden bod (a, b) v parametricke´m prostoru
5] A(a, b)++ % akumulujeme/inkrementujeme bunˇku v prostoru akumula´toru
6] if A(a, b) ≥ T : % prˇednastaveny´ pra´h
L← l : parametry(a, b)
% parametry a a b popisuj´ı rovnici detekovane´ krˇivky (zde prˇ´ımky)
else: goto 2]
1anglicky object tracking
2anglicky Degrees of Freedom – DOF
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Obecny´ princip modifikace Random Window RHT (RWRHT) je na´sleduj´ıc´ı. Nejprve se
na´hodneˇ zvol´ı poloha okna v bina´rn´ım obraze hran. Pote´ se vykona´ standardn´ı RHT
v tomto okneˇ o velikosti m × m, prˇicˇemzˇ hodnota m je zvolena takte´zˇ na´hodneˇ. Toto
na´hodne´ vzorkova´n´ı se opakuje Rkra´t, kdy R mu˚zˇe by´t naprˇ´ıklad funkc´ı velikosti okna
m. Toto okenn´ı vzorkova´n´ı se opakuje dokud se nedosa´hne pozˇadovane´ho prahu T . Cˇa´ry
jsou tedy detekova´ny jedna po druhe´ dokud nen´ı nalezen pozˇadovany´ pocˇet cˇar cˇi dokud
vy´pocˇet nezastav´ıme pomoc´ı neˇjake´ho jine´ho heuristicke´ho krite´ria. Kdyzˇ se pak nalezne a
oveˇrˇ´ı prˇ´ıtomnost cˇa´ry, jej´ı pixely se prˇed dalˇs´ım vy´pocˇtem odstran´ı, aby da´le neovlivnˇovaly
vy´pocˇet cˇi nevedly k falesˇny´m detekc´ım. Po tomto teoreticke´m popisu nab´ız´ım i konkre´tn´ı
popis obecne´ho algoritmu pro detekci cˇar s vyuzˇit´ım te´to rozsˇ´ıˇrene´ RHT alternativy n´ızˇe.
Algoritmus 2 Obecny´ algoritmus Random Window RHT pro detekci cˇar v obraze*
Vstup: mnozˇina hran/sourˇadnic hranovy´ch bod˚u (di = (xi, yi) ∈ D)
Vy´stup: mnozˇina detekovany´ch cˇar (L)
1] inicializujeme mnozˇinu D z bina´rn´ıho hranove´ho obrazu
vytvorˇ´ıme a vynulujeme akumula´tor (A) urcˇite´ datove´ struktury
nastav´ıme pra´h T pro globa´ln´ı maximum v prostoru akumula´toru A
nastav´ıme limity mmin a mmax pro velikost okna
nastav´ıme pozˇadovany´ pocˇet detekovany´ch cˇar lmax
nastav´ıme vy´choz´ı pocˇet detekovany´ch cˇar: l = 0
2] na´hodneˇ vybereme jeden hranovy´ bod di ∈ D a nastav´ıme k = 0
3] na´hodneˇ vytvorˇ´ıme okno velikosti m, kde mmin ≤ m ≤ mmax
4] vytvorˇ´ıme podmnozˇinu hranovy´ch bod˚u wi = (xi, yi) ∈W ⊆ D:
wi ∈ {okol´ı bodu di} o rozmeˇrech m×m
5] nastav´ıme pocˇet na´hodny´ch vy´beˇr˚u R = f(size(W ))
6] vybereme pa´r hranovy´ch bod˚u (wi, wj) ∈W
7] if body (wi, wj) nevyhovuj´ı prˇeddefinovany´m distancˇn´ım limit˚um:
goto 6]
else: goto 8]
8] vyrˇesˇ´ıme parametrickou rovnici pro danou krˇivku (zde prˇ´ımku) pomoc´ı (wi, wj) a
nastav´ıme k = k + 1
9] A(a, b)++ % akumulujeme/inkrementujeme bunˇku v prostoru akumula´toru
10] if A(a, b) ≥ T : % prˇednastaveny´ pra´h
goto 11]
else if k ≤ R:
goto 6]
else: goto 2]
11] if parametry (a, b) definuj´ı skutecˇnou krˇivku:
odstran´ıme z mnozˇiny D vsˇechny jej´ı odpov´ıdaj´ıc´ı hranove´ body a
l = l + 1 % inkrementujeme pocˇet nalezeny´ch cˇar
12] if l = lmax or spln´ıme jinou ukoncˇovac´ı podmı´nku:
end% skoncˇ´ıme
else:
null(A) % vynulujeme akumula´tor a
goto 2]
*Pro obecne´ krˇivky a tvary se vy´sˇe uvedene´ algoritmy liˇs´ı v podstateˇ pouze ve vy´pocˇtu odliˇsne´ para-
metricke´ rovnice koresponduj´ıc´ı teˇmto geometricky´m entita´m.
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2.5.9 Cascaded Hough Transform (CscdHT)
Kaska´dova´ Houghova transformace je dalˇs´ım vy´znamny´m prˇedstavitelem modifikac´ı p˚uvodn´ı
varianty Houghovy transformace. Tato technika je v principu zalozˇena na neˇkolika opakova´-
n´ıch cˇi iterac´ıch klasicke´ HT prvneˇ nad vstupn´ım obrazem a pote´ vzˇdy nad aktua´lneˇ ras-
terizovany´m akumula´torem. V prvn´ı iteraci se detekuj´ı klasicky cˇa´ry v obraze, v dalˇs´ı pak
konvergentn´ı cˇa´ry neboli u´beˇzˇnice, na´sledneˇ v dalˇs´ı iteraci konvergentn´ı body – u´beˇzˇn´ıky atd.
V podstateˇ se da´ rˇ´ıc´ı, zˇe se zde strˇ´ıda detekce jednotlivy´ch stupnˇ˚u u´beˇzˇnic a jejich pr˚usecˇ´ık˚u
v podobeˇ obecny´ch u´beˇzˇn´ık˚u.
Obra´zek 2.6: Pu˚vodn´ı neomezeny´ 2D prostor je rozdeˇlen do trˇ´ı omezeny´ch para-
metricky´ch prostor˚u se sourˇadnicemi (a, b), (1/a, b/a) a (1/b, a/b) [28]
U te´to varianty HT se vsˇak nevyuzˇ´ıva klasicky´ch parametricky´ch prostor˚u jejichzˇ prˇ´ıklady
jsem uvedl vy´sˇe. Pro tuto variantu se vyuzˇ´ıva´ vy´hodneˇjˇs´ı typ parametrizace kdy se 2D
prostor rozdeˇl´ı do trˇ´ı cˇa´sti, ktere´ jsou vhodneˇjˇs´ı z hlediska typu detekovany´ch entit. Ilus-
traci tohoto paramtericke´ho prostoru nab´ız´ım vy´sˇe na obra´zku 2.6, vztahy popisuj´ıc´ı tento
parametricky´ prostor jsou uvedeny n´ızˇe, kde vztah 2.2 definuje p˚uvodni prˇ´ımku a vztahy
2.3, 2.4 a 2.5 v tomto porˇad´ı definuj´ı jednotlive´ parametricke´ prostory.
ax+ b+ y = 0 (2.2)
a+ (1/x)b+ (y/x) = 0 (2.3)
(y/x)(1/a) + (1/x)(b/a) + 1 = 0 (2.4)
(y/x)(1/b) + (a/b) + (1/x) = 0 (2.5)
Podrobneˇjˇs´ı informace o te´to varianteˇ Houghovy transformace lze nale´zt v p˚uvodn´ıch cˇla´nc´ıch
publikovny´ch T. Tuytelaarsem a E. Luttonem viz [28, 29, 30, 31]. Nakonec nab´ız´ım uka´zku z
vlastn´ı implementace1 v ra´mci projektu z prˇedmeˇtu Vy´pocˇetn´ı geometrie (VGE) na obra´zku
2.7. Prˇ´ıklady dalˇs´ıch parametricky´ch prostor˚u se strucˇny´m komenta´rˇem jsou pak uvedeny
v na´sleduj´ıc´ı sekci.
1viz prˇilozˇeny´ skript cht vp detect.m
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Obra´zek 2.7: Uka´zka z vlastn´ı implementace CHT – akumula´tory v prvn´ım a druhe´m
kroku, horizinta´ln´ı u´beˇzˇnice, aplikace non-maxima suppresion na prvn´ı akumula´tor, vstupn´ı obra´zek,
jeho hranovy´ obraze a na´sledna´ detekce vertika´ln´ıch (zeleneˇ) a horizontaln´ıch (cˇerveneˇ) u´beˇzˇnic kde
je patrne´ i jejich smeˇrˇova´n´ı do trˇech hlavn´ıch u´beˇzˇn´ık˚u – shora zleva v tomto porˇad´ı. Hlavn´ı u´beˇzˇn´ıky
vzhledem ke sve´ poloze zobrazeny nejsou.
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2.6 Dalˇs´ı mozˇne´ parametrizace uzˇite´ prˇi HT
Alternativn´ı zp˚usoby parametrizace prˇi detekci cˇar a jiny´ch analyticky popsatelny´ch entit.
Kromeˇ vlastn´ıch alternativn´ıch modifikac´ı Houghovy transformace prˇedstaveny´ch vy´sˇe, je
mozˇne´ upravit a prˇ´ıpadneˇ i zefektivnit cˇi zjednodusˇit tyto techniky i vyuzˇit´ım r˚uzny´ch
parametrizac´ı detekovany´ch entit [8, 9]. Mezi nejzna´meˇjˇs´ı parametrizace prˇi klasicke´ detekci
cˇar patrˇ´ı naprˇ´ıklad smeˇrnice-pr˚usecˇ´ık (slope-intersect) cˇi u´hel-ra´dius (angle-radius) taky
zvana´ parametrizace ρ− θ [37].
Existuj´ı vsˇak i dalˇs´ı alternativn´ı parametrizace, ktere´ se obvykle pocˇ´ıtaj´ı slozˇiteˇji nebo ob-
sahuj´ı v´ıce parametr˚u – trˇeba trˇi pro cˇa´ru v kaska´dove´ Houghoveˇ transformaci popsane´ vy´sˇe,
mı´sto obvykly´ch dvou ktere´ ji dostatecˇneˇ definuj´ı. Tyto parametry, ktere´ jsou v podstateˇ
nav´ıc, se pak vyuzˇ´ıvaj´ı naprˇ´ıklad pro vy´pocˇet tzv. u´beˇzˇn´ık˚u (vanishing points) prˇi detekci
mrˇ´ızˇek a dalˇs´ıch gridovy´ch obrazc˚u a struktur, z´ıska´n´ı pomocny´ch informac´ı o orientaci
dane´ entity apod.
Obra´zek 2.8: Trˇi kolinea´rn´ı body v prostoru paraleln´ıch sourˇadnic – Vlevo se nacha´z´ı
cˇa´ra l v klasicke´m Karte´zske´m sourˇadnicove´m syste´mu, vpravo je pak tato cˇa´ra reprezentova´na
bodem l¯ v prostoru paraleln´ıch sourˇadnic [12].
Mezi alternativn´ı parametrizace pro detekci cˇar patrˇ´ı kromeˇ vy´sˇe zmı´neˇny´ch naprˇ´ıklad
kruhova´ transformace, Fun-Beamova parametrizace a Muffova cˇi Formanova transformace.
Tyto alternativy obvykle pocˇ´ıtaj´ı vztah prˇ´ımky k hrana´m obrazu, jine´ geometricke´ en-
titeˇ apod. To pak umozˇnˇuje naprˇ´ıklad jednodusˇe definovat omezeny´ prostor akumula´toru,
cozˇ je vzˇdy vy´hodne´ a zˇa´douc´ı vzhledem k implementaci dane´ metody. Kromeˇ teˇchto
typ˚u parametrizac´ı je d´ıky sve´ relativn´ı jednoduchosti a nena´rocˇnosti na implementaci
vy´znamna´ i parametrizace pomoc´ı tzv. paraleln´ıch sourˇadnic zvana´ PClines [12, 14, 37].
Uka´zku za´klan´ıho principu te´to parametrizace pak nab´ız´ı obra´zek 2.8 vy´sˇe.
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Na za´kladeˇ vy´sˇe uvedene´ho by se dalo vyvodit, zˇe lze definovat alternativn´ı parametrizace
i pro dalˇs´ı komplexneˇjˇs´ı entity. Naprˇ´ıklad pro cˇasto uzˇ´ıvane´ elipsy, kubicke´ krˇivky apod.
Je zrˇejme´, zˇe dana´ parametrizace pro takovouto entitu bude mı´t vzˇdy minima´ln´ı pocˇet
parametr˚u – a tedy i pocˇet dimenz´ı dane´ho parametricke´ho prostoru – odpov´ıdaj´ıc´ı analy-
ticke´mu dimenziona´ln´ımu rozmeˇru dane´ entity. Je vsˇak mozˇne´ naj´ıt parametrizace pro
omezeny´ parametricky´ prostor akumula´toru, vy´pocˇetneˇ vy´hodneˇjˇs´ı parametrizace pro danou
platformu cˇi parametrizace poskytuj´ıc´ı dodatecˇnou informac´ı o dane´ entiteˇ naprˇ´ıklad ori-
entaci, pr˚usecˇ´ıky s hranami obrazu apod. Alternativn´ım parametrizac´ım Houghovy trans-
formace pro detekci cˇar a dalˇs´ıch parametricky popsatelny´ch entit se podrobneˇ veˇnuje
naprˇ´ıklad kniha [37] ze ktere´ jsem zde cˇerpal.
Ru˚zne´ typy parametrizac´ı napoma´haj´ı i k obecneˇjˇs´ımu na´hledu na techniku Houghovy
transformace pro detekci analyticky popsatelny´ch entit jako na techniku ktera´ mu˚zˇe vyuzˇ´ıt
de facto libovolnou smysluplnou parametrizaci dane´ entity a od ktere´ se odv´ıj´ı podoba
hlasovac´ıho prostoru. Houghova transformace je tedy obecna´ hlasovac´ı strategie na za´kladeˇ
jiste´ho matematicke´ho popisu dane´ entity s t´ım, zˇe vlastn´ı popis mu˚zˇe by´t v podstateˇ li-
bovolny´. Toto tvrzen´ı bl´ızˇe ilustruj´ı dalˇs´ı kapitoly prˇedstavuj´ıc´ı Generalizovanou Houghovu
transformaci a techniku Houghovy´ch les˚u pro detekci objekt˚u (HFOD). Tyto techniky samy o
sobeˇ nepotrˇebuj´ı ani zˇa´dny´ analyticky´ popis detekovane´ entity a prˇesto ji doka´zˇ´ı bezpecˇneˇ
detekovat. Jejich princip je za´lozˇen na za´kladeˇ alternativn´ıho popisu pomoc´ı relace hra-
novy´ch bod˚u cˇi obrazovy´ch patch˚u ke strˇedu takove´to hledane´ entity, cozˇ je v podstateˇ
take´ typ alternativn´ı parametrizace.
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Kapitola 3
Zobecneˇna´ Houghova transformace
(GHT)
Popis principu Generalizovane´ Houghovy Transformace – tvorba R-tabulky, hlasova´n´ı a na´sledna´ detekce.
Generalizovana´ nebo take´ zobecneˇna´ Houghova transformace (GHT) vycha´z´ı z p˚uvodn´ı HT
viz [1] a [2], konkre´tneˇ s n´ı sd´ıl´ı ideu hlasova´n´ı do parametricke´ho prostoru a jeho na´sledne´
analy´zy pro nalezen´ı hypote´z o centru hledane´ho objektu. Hlavn´ım rozd´ılem je vsˇak to, zˇe
zobecneˇna´ HT nepotrˇebuje k detekci dane´ho tvaru jeho analyticky´ popis, protozˇe vyuzˇ´ıva´
prˇ´ımo informace o vy´znamny´ch hrana´ch dane´ entity spolu s informac´ı o jejich smeˇru –
loka´ln´ı gradienty dane´ hrany, cozˇ urychl´ı a zprˇesn´ı hlasovac´ı proces. Dı´ky tomuto principu
je take´ mozˇne´ detekovat te´meˇrˇ libovolneˇ komplexn´ı tvary rea´lne´ho sveˇta, ktere´ jinak nelze
prakticky analyticky popsat.
3.1 Za´kladn´ı princip metody GHT
Vlastn´ı princip zobecneˇne´ Houghovy transformace je na´sleduj´ıc´ı1. Vstupn´ı obra´zek je ne-
jprve prˇeveden do odst´ın˚u sˇedi, t´ım se zahod´ı zde nepotrˇebna´ barevna´ informace. Pote´ je na
tento sˇedoto´novy´ obra´zek uplatneˇna detekce hran neˇktery´m z hranovy´ch filtr˚u. T´ım vznikne
mnozˇina hranovy´ch bod˚u B. Jako nejvy´hodneˇjˇs´ı se zde jev´ı vyuzˇit´ı naprˇ´ıklad Sobelova filtru,
ale lze pouzˇ´ıt i Prewitt˚uv filtr, Cannyho hranovy´ detektor cˇi jiny´ derivacˇn´ı filtr [38, 39].
Obra´zek 3.1: Prˇ´ıklad sˇablony za´jmove´ entity a jej´ı geometrie pro GHT [15]
1Jako vstup zde budeme prˇedpokla´dat jeden obecny´ barevny´ obra´zek nebo videosn´ımek vzorove´ sˇablony
a testovac´ıho obra´zku; da´le sˇablona a testovac´ı obra´zek.
22
Po tomto kroku se jesˇteˇ spocˇ´ıtaj´ı loka´ln´ı vertika´ln´ı a horizonta´ln´ı gradienty jednotlivy´ch
hranovy´ch bod˚u a z nich se pak urcˇ´ı vy´sledny´ smeˇr gradientu dane´ hrany. Toto je trˇeba
prove´st jak pro sˇablonu, viz obra´zek 3.1, ze ktere´ se bude sestavovat R-tabulka, tak i pro
testovac´ı obrazec. Nyn´ı lze prˇistoupit k vybudova´ni tzv. R-tabulky a pote´ k na´sledne´ detekci
vzoru v testovac´ım obrazci na za´kladeˇ te´to R-tabulky1.
R-tabulka
i φi Rφi
0 0 {r|a− r = x, x ∈ B, φ(x) = 0}
1 ∆φ {r|a− r = x, x ∈ B, φ(x) = ∆φ}
2 2∆φ {r|a− r = x, x ∈ B, φ(x) = 2∆φ}
3 3∆φ {r|a− r = x, x ∈ B, φ(x) = 3∆φ}
... ... ...
n n∆φ {r|a− r = x, x ∈ B, φ(x) = n∆φ}
Tabulka 3.1: Ilustrace obecne´ podoby vybudovane´ R-tabulky pro n bin˚u
Prˇevzato a upraveno z [15].
Tvorba R-tabulky prob´ıha´ postupneˇ takto. Nejprve se zvol´ı u´hlova´ prˇesnost rozd´ılu mezi
jej´ımi jednotlivy´mi biny (∆φ) naprˇ´ıklad pi/16 vytvorˇ´ı 16 bin˚u. Pote´ se projdou vsˇechny hra-
nove´ body {x} sˇablony a rozdeˇl´ı se do jednotlivy´ch bin˚u R-tabulky podle hodnoty smeˇru
vy´sledne´ho gradientu pro dany´ bod. T´ım vznikne tabulka hodnot ktera´ pro kazˇdy´ u´hlovy´
rozsah obsahuje vsˇechny hrany, jejichzˇ smeˇr spada´ do tohoto rozsahu. U jednotlivy´ch polozˇek
{r} – relevantn´ıch hranovy´ch bod˚u – se uklozˇ´ı kromeˇ smeˇru dane´ho gradientu i rozd´ılovy´
vektor polohy centra sˇablony/za´jmove´ entity (a) tedy tzv. offset, ktery´ bude pozdeˇji slouzˇit
k hlasova´n´ı pro potenciona´ln´ı polohu centra hledane´ za´jmove´ entity cˇi objektu. Vy´slednou
obecnou podobu R-tabulky pote´ ilustruje tabulka 3.1 vy´sˇe.
Po vybudova´n´ı R-tabulky se vytvorˇ´ı akumula´tor do ktere´ho se bude na za´kladeˇ te´to tabul-
ky hlasovat. Zde pro jednoduchost pop´ıˇseme postup pro jednu orientaci a jedno meˇrˇ´ıtko
(scale factor = 1.0) p˚uvodn´ı sˇablony. Pokud bychom uvazˇovali r˚uzne´ orientace a meˇrˇ´ıtka,
prostor akumula´toru by u´meˇrneˇ vzrostl do dalˇs´ıch dvou dimenz´ı reprezentuj´ıc´ıch tyto po-
tencia´lneˇ mozˇne´ transformace hledane´ entity. Jako prˇirozene´ se pak jev´ı zvolit rozmeˇry
akumula´toru pixeloveˇ prˇesneˇ dle rozmeˇr˚u testovac´ıho obra´zku, kdy se dosa´hne prˇiblizˇneˇ
pixelove´ prˇesnosti detekce. Lze samozrˇejmeˇ vyuzˇ´ıt i hrubsˇ´ı kvantizace a algoritmus takto
jednodusˇe urychlit za cenu jiste´ ztra´ty prˇesnosti. Akumula´tor je na zacˇa´tku po sve´ iniciali-
zaci klasicky cely´ vynulova´n.
Samotne´ hlasova´n´ı pak prob´ıha´ tak, zˇe se postupneˇ bere jeden hranovy´ bod testovac´ıho
obra´zku za druhy´m a podle smeˇru jeho gradientu se zahlasuje dle odpov´ıdaj´ıc´ıho binu R-
tabulky pro vsˇechny potenciona´ln´ı strˇedy hledane´ entity na za´kladeˇ polozˇek dane´ho binu
tzn. vsˇechny vy´sledne´ polohy potencia´ln´ıho centra objektu v akumula´toru se inkrementuj´ı
o jedna. Po dokoncˇen´ı tohoto hlasova´n´ı se pak v akumula´toru vyhledaj´ı loka´ln´ı maxima –
definovane´ naprˇ´ıklad zvoleny´m prahem ktere´ odpov´ıdaj´ı poloha´m center hledane´ entity.
1Pro urychlen´ı aplikace te´to metody lze dokonce vybudovat jaka´si konvolucˇn´ı hlasovac´ı ja´dra a ty pak
prˇ´ımo aplikovat na vstupn´ı hranovy´ obraz, cˇ´ımzˇ se usˇetrˇ´ı cenny´ vy´pocˇetn´ı cˇas viz [15].
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Kromeˇ detekce instanc´ı jedine´ entity ve vy´choz´ı poloze odpov´ıdaj´ıc´ı sˇabloneˇ lze take´ deteko-
vat jej´ı zmensˇenou/zveˇtsˇenou nebo pootocˇenou variantu. Toho lze dosa´hnout odpov´ıdaj´ıc´ı
jednoduchou transformac´ı vytvorˇene´ R-tabulky. Pro meˇrˇ´ıtko je to na´soben´ı odpov´ıdaj´ıc´ı
sˇka´lovac´ı konstantou (scale factor = n), pro rotaci je pak trˇeba zrotovat dane´ smeˇrove´ vek-
tory offset˚u a odpov´ıdaj´ıc´ım zp˚usobem poupravit – u´hloveˇ posunout – i biny. Pro podrob-
nosti ohledneˇ te´to techniky nahle´dneˇte do [15].
3.2 Uka´zka z vlastn´ı implementace GHT
Pro praktickou ilustraci techniky zobecneˇne´ Houghovy transforamce nab´ız´ım uka´zku z
vlastn´ı implementace1 te´to varianty HT v ra´mci projektu do prˇedmeˇtu Pocˇ´ıtacˇove´ videˇn´ı
(POV). Na obrazc´ıch 3.2 a 3.3 n´ızˇe je dobrˇe videˇt prˇ´ıklad typu entit ktere´ tato metoda
doka´zˇe bezpecˇneˇ detekovat a lokalizovat. Za´rovenˇ obra´zek 3.3 nab´ız´ı i syntetickou uka´zku
toho, jak mu˚zˇou by´t vstupn´ı data zasˇumeˇna´ a porusˇena – cozˇ je v tomto prˇ´ıkladu provedeno
umeˇleˇ pro demonstracˇn´ı u´cˇely – a tato technika si s t´ım bez veˇtsˇ´ıch obt´ızˇ´ı porad´ı a u´speˇsˇneˇ
detekuje a lokalizuje danou entitu.
Obra´zek 3.2: Prˇ´ıklady neˇkolika sˇablon a jednotlivy´ch detekc´ı typicky´ch zajmovy´ch
entit pro aplikaci GHT – U prvn´ı sˇablony (znak A) stoj´ı za povsˇimnut´ı, zˇe rozmeˇroveˇ veˇtsˇ´ı
entita prˇehlasuje tu mensˇ´ı – cˇerne´ A prˇehlasuje to oranzˇove´ a jedna´ se tedy o spra´vnou detekci.
Symbol hveˇzdy je pak detekova´n standardneˇ jak by se dalo ocˇeka´vat. A nakonec u abstraktn´ıho
obrazce vid´ıte i jeden prˇ´ıpad selha´n´ı na obra´zku dole uprostrˇed. Toto selha´n´ı je vsˇak pochopitelne´
nebot’ abstraktn´ı obrazec umı´ˇsteˇny´ v oblasti monitoru ma´ maly´ kontrast v˚ucˇi okol´ı a tak ho hranovy´
detekor ”prˇehle´dne”a v dalˇs´ı fa´zi postupu uzˇ tedy nemu˚zˇe by´t detekova´n.
1viz prˇilozˇeny´ skript ght shape detect.m
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Obra´zek 3.3: Prˇ´ıklady detekce synteticky generovany´ch – za´meˇrneˇ porusˇeny´ch –
obrazc˚u metodou GHT – Na prvn´ıch trˇech obra´zc´ıch zleva pod sebou vid´ıte prˇ´ıklady syn-
teticky generovany´ch porusˇeny´ch obrazc˚u znaku p´ısmene A a jejich na´sledne´ u´speˇsˇne´ detekce. Os-
tatn´ı obra´zky vpravo shora postupneˇ prˇedstavuj´ı prˇiblizˇnou uka´zku minima´ln´ı detekovatelne´ bina´rn´ı
masky, da´le uka´zku prˇ´ıslusˇne´ho akumula´toru po dokoncˇen´ı hlasova´n´ı zobrazene´ho pomoc´ı imagesc a
nakonec uka´zku te´hozˇ akumula´toru tentokra´t vsˇak zobrazene´ho v 3D prostoru jako funkci sourˇadnic
vstupn´ıho hranove´ho obrazu (h : fGHT (Ie[x, y])→ H) pomoc´ı mesh.
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Kapitola 4
Houghovy lesy pro detekci objekt˚u
(HFOD)
Popis obecny´ch princip˚u metody HFOD – dataset, patche, tre´nova´n´ı a vlastn´ı detekce.
V prˇedchoz´ıch cˇa´stech te´to pra´ce jsem popsal r˚uzne´ modifikace metod p˚uvodn´ı Houghovy
transformace pro detekci jak analyticky popsatelny´ch tak i nepopsatelny´ch entit. Nyn´ı se
zameˇrˇ´ım na jednu naprosto obecnou metodu pro detekci genericky´ch objekt˚u, ktera´ bude
slouzˇit jako za´klad na´sledneˇ navzˇene´ho detektoru popsane´ho v dalˇs´ı kapitole. Tato metoda
se nazy´va´ Houghovy lesy pro detekci objekt˚u1 a patrˇ´ı mezi soucˇasne´ state-of-the-art metody
(nejen2) pro detekci objekt˚u na fotografiıch cˇi videoza´znamech3.
4.1 U´vod do problematiky rozhodovac´ıch stromu˚ pro detekci
Rozhodovac´ıch strom˚u a jejich v´ıce cˇi me´neˇ pokrocˇilejˇs´ıch struktur existuje spousta [36]. S
ohledem na metodu ktera´ je prˇedmeˇtem za´jmu te´to pra´ce jsou zde nejvy´znamneˇjˇs´ı jejich
dveˇ kategorie a to tzv. randomizovane´ stromy1 a z nich vyvozene´ Houghovy stromy a jejich
lesy1 – o jejich vza´jemne´m vztahu pak vypov´ıda´ na´sleduj´ıc´ı sekce.
4.1.1 Rozd´ıl mezi typy rozhodovac´ıch stromu˚
Technika HFOD vycha´z´ı kromeˇ zna´me´ GHT zmı´neˇne´ vy´sˇe jesˇteˇ i z principu tzv. randomizo-
vany´ch les˚u, cozˇ jsou techniky cˇi prˇ´ımo klasifika´tory pro obecnou klasifikaci objekt˚u pomoc´ı
lesu randomizovany´ch stromu˚. Zat´ımco technika randomizovany´ch les˚u je vsˇak pouze tech-
nika klasifikace objekt˚u do za´jmovy´ch trˇ´ıd, Houghovy lesy v podstateˇ doplnˇuj´ı tuto tech-
niku o robustn´ı hlasovac´ı paradigma ktere´ umozˇnˇuje pos´ılat va´zˇene´ hlasy do parametricke´ho
prostoru/akumula´toru a t´ım vytvorˇit pomeˇrneˇ efektivn´ı hlasovac´ı a vyvazˇovac´ı mechanis-
mus cˇi sche´ma. Tyto dva pojmy je proto trˇeba patrˇicˇneˇ rozliˇsovat, nebot’ jeden je rozsˇ´ıˇren´ım
druhe´ho ne vsˇak naopak. Samotne´ randomizovane´ lesy pak patrˇ´ı do jesˇteˇ sˇirsˇ´ı mnozˇiny tzv.
rozhodovac´ıch strom˚u a jejich les˚u. O cele´ te´to problematice velmi podrobneˇ pojedna´va´
naprˇ´ıklad monografie A. Criminisiho a kol. [36].
1anglicky Hough Forests for Object Detection (HFOD), Random Forests (RF) a Hough Forests (HF)
2Tato metada lze pouzˇ´ıt i pro sledova´n´ı objekt˚u a na´sledne´ rozpozna´va´n´ı akc´ı za´jmovy´ch akte´r˚u, cozˇ v
praxi vyuzˇ´ıva´ naprˇ´ıklad i sn´ımacˇ pohybu Microsoft Kinect R© [22, 25, 36]. Zde se vsˇak budu zaby´vat pouze
detekc´ı a lokalizac´ı za´jmovy´ch objekt˚u na jednotlivy´ch sn´ımc´ıch.
3Mysˇleno pro jednotlive´ sn´ımky – da´le budeme pro oba druhy teˇchto vstup˚u pouzˇ´ıvat prˇeva´zˇneˇ na´zev
testovac´ı obra´zek, pojmy jsou vsˇak vzhledem k obecnosti metody logicky zameˇnitelne´.
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4.2 Za´kladn´ı principy metody CS-HFOD
Metoda CS-HFOD [19] v za´kladu vycha´z´ı z Generalizovane´ Houghovy Transformace [15] ze
ktere´ prˇeb´ıra´ mysˇlenku hlasova´n´ı do parametricke´ho prostoru pro potenciona´ln´ı centrum
hledane´ho objektu anizˇ by bylo potrˇeba zna´t prˇesny´ analyticky´ popis hledane´ho objektu. Ve
skutecˇnosti ani zˇa´dny´ analyticky´ popis nutny´ nen´ı, o tom vsˇak da´le. Na rozd´ıl od GHT vsˇak
tato metoda nevyuzˇ´ıva´ pouze informace o vy´znamny´ch hrana´ch dane´ entity, ale zameˇrˇuje
se na r˚uzne´ prˇ´ıznaky vypocˇtene´ z jednotlivy´ch obrazovy´ch pol´ıcˇek tzv. patch˚u obrazove´ho
za´znamu dane´ho objektu. Tyto patche pote´ na za´kladeˇ svy´ch prˇ´ıznak˚u zahlasuj´ı pro po-
tenciona´ln´ı centrum hledane´ho objektu, ktery´ se pote´ detekuje pomoc´ı analy´zy vy´sledne´ho
akumula´toru po dokoncˇen´ı hlasova´n´ı stejneˇ jako u veˇtsˇiny prˇedchoz´ıch metod. Uka´zku to-
hoto principu v za´kladu nab´ız´ı obra´zek 4.1 n´ızˇe.
Obra´zek 4.1: Uka´zka za´kladn´ıho principu metody CS-HFOD – Na obra´zc´ıch pos-
tupneˇ zleva vid´ıte vstupn´ı testovac´ı obra´zek se trˇemi vyznacˇeny´mi patchi. Dalˇs´ı obra´zek bareneˇ
zna´zornˇuje hlasy teˇchto patch˚u – zde stoji za povsˇimnut´ı viditelne´ potlacˇen´ı va´hy hlasu zelene´ho
patche prˇedstavuj´ıc´ıho pozad´ı (tato barva ma´ velmi slabou intenzitu, cozˇ odpov´ıda´ jeho va´ze jed-
notlivy´ch hlas˚u). Na trˇet´ım obrazk˚u je videˇt kompletneˇ rasterizovany´ akumula´tor po dokoncˇen´ı
hlasova´n´ı, kde tmavsˇ´ı mı´sta odpov´ıdaj´ı veˇtsˇ´ımu pocˇtu hlas˚u. Posledn´ı obra´zek nab´ız´ı vizualizovanou
detekci chodce na za´kladeˇ hypote´zy extrahovane´ z akumula´toru na trˇet´ım obra´zku [19].
Prˇedt´ım nezˇ se pust´ım do popisu princip˚u vlastn´ı metody, je trˇeba ujasnit jesˇteˇ jednu veˇc
ohledneˇ jej´ıho zde mı´neˇne´ho zameˇrˇen´ı a pozdeˇjˇs´ı implementace. Pote´ uzˇ proberu postupneˇ
jak obecne´ vstupy te´to metody tak princip jej´ıho tre´nova´n´ı a na´sledne´ detekce.
4.2.1 Vztah prˇ´ıstup˚u CS-HFOD a MC-HFOD
Jak uzˇ bylo rˇecˇeno – HFOD je obecna´ technika pro detekci, sledova´n´ı a rozpozna´va´n´ı akc´ı
kterou lze zameˇrˇit na specificky pozˇadovanou trˇ´ıdu za´jmovy´ch objekt˚u – v takove´m prˇ´ıpadeˇ
se jedna´ o variantu Class-Specific HFOD (CS-HFOD). Naopak v prˇ´ıpadeˇ, zˇe pozˇadujeme
naprˇ´ıklad detekci v´ıce trˇ´ıd za´rovenˇ nebo i jedne´ trˇ´ıdy, ale znacˇneˇ artikulovane´ (cˇlenite´) –
trˇeba u kon´ı nebo dopravn´ıch prostrˇedk˚u, kdy detektor tre´nujeme z v´ıce za´kladn´ıch trˇ´ıd
za´rovenˇ – jedna´ se o variantu Multi-Class HFOD (MC-HFOD) ktera´ se vyuzˇ´ıva´ naprˇ´ıklad
i pro detekci natocˇen´ı cˇi r˚uzny´ch u´hl˚u pohledu na za´jmovy´ objekt [25, 26]. Princip je pak
v za´sadeˇ stejny´ s t´ım rozd´ılem, zˇe se pouzˇije rozsa´hlejˇs´ı tre´novac´ı sada obsahuj´ıc´ı v´ıce
trˇ´ıd ktere´ mohou dokonce i sd´ılet r˚uzna´ v´ızua´ln´ı slova mezi sebou. Ja´ se zde budu veˇnovat
za´kladn´ı varianteˇ CS-HFOD, rozsˇ´ıˇren´ı na v urcˇite´m smyslu pokrocˇilejˇs´ı variantu MC-HFOD
je pak v podstateˇ prˇ´ımocˇare´ nebot’ se nejedna´ o nijak extremn´ı zmeˇnu paradigmatu ani
vlastn´ıho principu za´kladn´ı metody.
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4.2.2 Obecne´ vstupy metody CS-HFOD a jejich forma´t
Metoda CS-HFOD je technika, ktera´ se pro u´speˇsˇne´ pouzˇit´ı mus´ı tzv. natre´novat, to v praxi
znamena´, zˇe se mus´ı spustit tre´novac´ı procedura, ktera´ vytvorˇ´ı a zparametrizuje hlasovac´ı
les pro konkre´tn´ı typ objektu, ktery´ se bude pozdeˇji na za´kladeˇ jeho hlasova´n´ı detekovat v
testovac´ıch obra´zc´ıch. Vstupy metody jsou pak prakticky dva. Zaprve´ je to tzv. anotovany´
tre´novac´ı dataset, cozˇ je mnozˇina obra´zk˚u na ktery´ch se bud’to nacha´z´ı nebo nenacha´z´ı
objekt za´jmu. Tuto informaci spolu s polohou centra hledane´ho objektu cˇi objekt˚u a dalˇs´ı
doplnˇkove´ informace mus´ı by´t k datasetu prˇilozˇeny, aby sˇlo tuto metodu natre´novat. Jedna´
se tedy o metodu strojove´ho ucˇen´ı s ucˇitelem. Druhy´m vstupem je pak uzˇ pouze jeden cˇi opeˇt
mnozˇina testovac´ıch obra´zk˚u ktere´ se budou na za´kladeˇ te´to metody vyhodnocovat, tedy
se v nich bude detekovat a cˇa´stecˇneˇ i lokalizovat potencia´ln´ı prˇ´ıtomnost za´jmove´ho objektu.
Co se ty´cˇe forma´tu dat obou typ˚u vstup˚u, tato technika umı´ obecneˇ pracovat s barevny´mi
i s sˇedoto´novy´mi obra´zky, za´lezˇ´ı pouze na typech jednotlivy´ch obrazovy´h prˇ´ıznak˚u, ktere´ se
budou vyuzˇ´ıt prˇi tre´nova´n´ı lesa a na´sledne´ detekci v testovac´ım obra´zku. Na barevne´m
forma´tu tedy v za´sadeˇ neza´lezˇ´ı, datovy´ forma´t je pak samozrˇejmeˇ trˇeba prˇizp˚usobit imple-
mentacˇn´ımu prostrˇed´ı cˇi naopak.
4.2.3 Vstupn´ı tre´novac´ı data
Nejprve je trˇeba vz´ıt cely´ anotovany´ tre´novac´ı dataset a jeho jednotlive´ sn´ımky ’rozrˇezat’
na samostatne´ patche ktere´ se vzorkuj´ı husteˇ1 na rozd´ıl od rˇ´ıdke´ho prˇ´ıstupu uplatnˇovane´ho
u metody ISM2 prˇi Generalizovane´ Trˇ´ıdneˇ-specificke´ Houghoveˇ transformaci (GCSHT)
[17, 18], cozˇ je vlastneˇ prˇedchoz´ı generace te´to metody, ktera´ pracuje pouze s vy´znacˇny´mi
body respektive s jejich deskriptory a na´sledneˇ jejich generativn´ımi slovn´ıky. Generativn´ı
slovn´ıky jsou pak konstruova´ny tzv. ucˇen´ım bez ucˇitele pomoc´ı shlukovac´ıch metod. Metoda
HFOD naopak vyuzˇ´ıva´ ucˇen´ı s ucˇitelem a mu˚zˇe tak optimalizovat tvorbu sve´ho diskrimi-
nativn´ıho slovn´ıku a t´ım dosa´hnout lepsˇ´ıho hlasovac´ıho vy´konu a spolehlivosti.
Obra´zek 4.2: Uka´zka typicky´ch trenovac´ıch dat metody CS-HFOD – Na obra´zc´ıch
vid´ıte typicke´ prˇ´ıklady vstupn´ıch tre´novac´ıch obra´zku pozad´ı i objekt˚u za´jmu. Nahorˇe jsou ilus-
tracˇn´ı prˇ´ıklady vzork˚u patch˚u pozad´ı (vyznacˇeny modrˇe) – u nich se uchova´va´ pouze jejich popisek
prˇ´ıslusˇnosti k pozad´ı ci = 0. Dole se nacha´zej´ı prˇ´ıklady obra´zk˚u objektu za´jmu – zde aut (vyznacˇeny
cˇerveneˇ) – u jejich patch˚u se uchova´va´ kromeˇ popisku trˇ´ıdy ci = 1 i prˇ´ıslusˇny´ offsetovy´ vektor di
vyuzˇity´ pozdeˇji pro odhad vy´skytu centra objektu za´jmu (oznacˇen zeleneˇ) [25].
1anglicky dense sampling a sparse sampling
2z anglicke´ho Implicit Shape Model
3z anglicke´ho Generalized Class-specific Hough transform
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Velikost patche se prˇitom vol´ı empiricky, osveˇdcˇila se naprˇ´ıklad velikost 16 × 16 pixel˚u.
T´ım vznikne tre´novac´ı mnozˇina patch˚u A = {Pi = (Ii, ci,di)}, kde Ii je prˇ´ıznakovy´ vektor
patche, ci je oznacˇen´ı trˇ´ıdy a di je 2D offset z centroidu objektu za´jmu do centra patche. Pro
patche pozad´ı je tento vektor nedefinovany´ (v praxi ma´ nulove´ hodnoty). U jednotlivy´ch
prvk˚u tre´novac´ı mnozˇiny je zna´ma informace o tom, zda se jedna´ o cˇa´st objektu za´jmu (ci =
1 ← object patch) nebo pozad´ı (ci = 0 ← background patch). Prˇ´ıslusˇnost k objektu nebo
pozad´ı se pak urcˇ´ı d´ıky anotaci datasetu naprˇ´ıklad zvoleny´m pomeˇrem plochy uvnitrˇ a mimo
obalovy´ obde´ln´ık objektu za´jmu specificke´ trˇ´ıdy tzv. bounding box nebo se pouzˇ´ıje oddeˇlena´
pozitivn´ı a negativn´ı tre´novac´ı sada, jak je ucˇineˇno v te´to pra´ci. V potaz se pak bere na´hodneˇ
zvolena´ – idea´lneˇ stejneˇ velka´ – podmnozˇina jak pozitivn´ıch tak i negativn´ıch patch˚u, ktera´
bude tvorˇit vy´slednou tre´novac´ı mnozˇinu A. Sˇlo by teoreticky pouzˇ´ıt i vsˇechny dostupne´
patche, ale je to veˇtsˇinou zbytecˇne´ a vy´pocˇetneˇ na´rocˇne´. Uka´zku typicky´ch trenovac´ıch dat
i s komenta´rˇem pak nab´ız´ı obra´zek 4.2 umı´steˇny´ vy´sˇe.
4.2.4 Tre´novac´ı procedura vytva´rˇej´ıc´ı Hough˚uv les
Procedura vytva´rˇej´ıc´ı les Houghovy´ch stromu˚ ma´ nebo se alesponˇ snazˇi dodrzˇet tyto speci-
ficke´ vlastnosti [19]:
• mnozˇina listovy´ch uzl˚u kazˇde´ho stromu je v podstateˇ diskriminativn´ı slovn´ık, ktery´
pravdeˇpodobnostneˇ urcˇuje zda-li dorazivsˇ´ı patch patrˇ´ı objektu nebo se jedna´ o pozad´ı
a hlasuje s touto pravdeˇpodobnost´ı pro hypote´zu o poloze centra objektu za´jmu
• tre´novac´ı procedura se prˇ´ımo snazˇ´ı optimalizovat hlasovac´ı vy´kon dane´ho stromu,
proto pak jednotlive´ listy hlasuj´ı s malou nejistotou
• kazˇdy´ strom je vybudova´n z podmnozˇiny dostupny´ch tre´novac´ıch patch˚u s vyuzˇit´ım
vsˇech dostupny´ch informac´ı o dane´m patchi, tedy o jeho prˇ´ıslusˇnosti k objektu cˇi
pozad´ı (ci) a prˇ´ıpadneˇ ze ktere´ cˇa´sti objektu pocha´z´ı (di)
• randomizovane´ lesy jsou za beˇhu velmi vy´konne´, protozˇe vyhodnocen´ı vzorku v˚ucˇi
stromu ma´ logaritmickou slozˇitost vzhledem k pocˇtu jeho list˚u, a lze je paralelizovat
• randomizovane´ lesy mohou tolerovat znacˇne´ mnozˇstv´ı anotacˇn´ıch neprˇesnost´ı a chyb v
tre´novac´ıch datech, proto lze pouzˇ´ıt tzv. bounding-box anotace narozd´ıl od prˇedchoz´ıch
metod a ISM [17, 18] vyzˇaduj´ıc´ıch pixeloveˇ prˇesne´ segmentace.
Po vytvorˇen´ı vstupn´ı tre´novac´ı sady A se tre´nuje Hough˚uv les {T }. Typicky´ Hough˚uv les
se skla´da´ z neˇkolika (trˇeba 12 cˇi 16) bina´rn´ıch rozhodovac´ıch randomizovany´ch strom˚u T .
Beˇhem tre´nova´n´ı se kazˇde´mu nelistove´mu uzlu vsˇech teˇchto stromu˚ v podstateˇ na´hodneˇ
prˇiˇrad´ı binarn´ı test aplikovatelny´ na jaky´koli pr˚uchoz´ı patch, ktery´ tento patch posˇle bud’
k leve´mu nebo prave´mu potomkovi dalˇs´ıho nelistove´ho uzlu azˇ nakonec patch dojde k
listove´mu uzlu. Takto jsou vsˇechny patche1 vstupn´ı tre´novac´ı mnozˇiny A ’prosety’ prˇes
kazˇdy´ strom lesa pocˇ´ınaje korˇenovy´m uzlem azˇ po prˇ´ıslusˇny´ listovy´ uzel. Ilustracˇn´ı uka´zku
takove´hoto natre´novane´ho lesa pak nab´ız´ı obra´zek 4.3 n´ızˇe.
1Patche pocha´zej´ı z tre´novac´ıch obra´zk˚u na ktery´ch je objekt za´jmu vzˇdy prˇiblizˇneˇ stejneˇ velky´, je
tedy uplatneˇn tzv. prescaling naprˇ´ıklad na stejnou vy´sˇku se zachova´n´ım pomeˇru stran, jinak by metoda
nefungovala. Jak se rˇesˇ´ı r˚uzne´ velikosti objektu za´jmu v testovac´ım obra´zku prˇi detekci je popsa´no da´le.
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Obra´zek 4.3: Ilustracˇn´ı uka´zka Houghova lesa tvorˇene´ho randomizovany´mi
stromy – Na obra´zc´ıch vid´ıte ilustraci typicke´ho randomizovane´ho Houghova lesa tvorˇene´ho jed-
notlivy´mi stromy tvorˇ´ıc´ımi mapova´n´ı mezi obrazkovy´mi patchi a lokalizovanou pravdeˇpodobnost´ı
vy´skytu centra hledane´ho objektu za´jmu ulozˇenou v kazˇde´m listu. Barevne´ disky pak oznacˇuj´ı nelis-
tove´ uzly tvorˇ´ıc´ı split testy pos´ılaj´ıc´ı dany´ patch nalevo cˇi napravo dokud nedosa´hne listove´ho uzlu.
Listy s prˇevla´daj´ıc´ımi patchi objektu jsou oznacˇeny zeleneˇ, listy kde je tomu naopak – tmaveˇ cˇerveneˇ
– a sveˇtle cˇervene´ je oznacˇena cesta patche objektu ke sve´mu listu, ktery´ za neˇho pote´ zahlasuje [25].
Listy natre´novane´ho stromu pak shromazˇd’uj´ı v jiste´m ohledu podobne´ patche cˇi jejich
masky, ale hlavneˇ va´hu pravdeˇpodobnosti jejich hlasu (CL)
1 a seznam offset˚u potenciona´ln´ıch
center objektu za´jmu DL = {di}. T´ımto postupem se vytvorˇ´ı cely´ Hough˚uv les {T }
jehozˇ stromy a jejich jednotlive´ listy pak tvorˇ´ı diskriminativn´ı slovn´ık pro runtime zas´ıla´n´ı
pravdeˇpodobnostneˇ va´zˇeny´ch hlas˚u pro potenciona´ln´ı pozici centra hledane´ho objektu v
r˚uzny´ch pozic´ıch testovac´ıho obra´zku. Uka´zku typicke´ho obsahu list˚u natre´novane´ho stromu
pak nab´ız´ı obra´zek 4.4 n´ızˇe.
Stromu˚ se tre´nuje vzˇdy v´ıce a randomizavany´m zp˚usobem, protozˇe bylo doka´za´no [19],
zˇe takto maj´ı vysˇsˇ´ı stupenˇ generalizace a stability oproti jednomu komplexneˇ determinis-
ticky natre´novane´mu rozhodovac´ımu stromu. Randomizace se pak dosa´hne tre´nova´n´ım
nad na´hodneˇ zvolenou podmnozˇinou tre´nova´ıch dat A′ ⊆ A. A take´ na´hodneˇ zvolenou
podmnozˇinou bia´rn´ıch test˚u {t} ⊂ Tpossible v kazˇde´m nelistove´m uzlu s t´ım, zˇe nakonec se
vybere ten nejoptima´lneˇjˇs´ı test na za´kladeˇ jisty´ch metrik nejistoty dane´ho splitu popsany´ch
da´le. Obecneˇ je vsˇak u bina´rn´ıch rozhodovac´ıch stromu˚ mı´ra optimality dane´ho split testu
aplikacˇneˇ-specificka´.
1CL = 1 znamena´, zˇe se v dane´m uzlu nacha´zej´ı pouze patche objektu a zˇadne´ pozad´ı – jeho hlas ma´
tedy max´ıma´ln´ı mozˇnou va´hu. Naopak list kde by byly pouze patche pozad´ı by meˇl va´hu CL = 0 – tedy v
podstateˇ zˇa´dny´ vy´znam. Celkova´ va´ha hlasu patche se vsˇak pocˇ´ıta jesˇteˇ komplexneˇji viz da´le.
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Obra´zek 4.4: Uka´zka typicke´ho obsahu list˚u natrenovany´ch stromu˚ pro CS-HFOD
– Na obra´zc´ıch vid´ıte postupneˇ shora nejprve dalˇs´ı uka´zky typicky´ch vstupn´ıch tre´novac´ıch obra´zku
pro pozad´ı (oznacˇeny modrˇe) i objekt za´jmu (oznacˇeny cˇerveneˇ). Da´le zde vid´ıte neˇkolik prˇ´ıklad˚u
obsahu list˚u urcˇite´ho natre´novane´ho stromu v nichzˇ jsou ulozˇeny jednotlive´ offsetove´ vektory DL
(oznacˇeny zeleny´m krˇ´ıˇzkem) a prˇ´ıslusˇny´ pomeˇr zastoupen´ı jednotlivy´ch trˇ´ıd CL. Nakonec je zde dole
uka´zka cˇa´sti – vizua´ln´ıch slov auta i pozad´ı (se stejny´m vy´znamem znacˇen´ı jako v prˇedchoz´ım
prˇ´ıpadeˇ) – ze ktery´ch se tyto hlasovac´ı informace z´ıskaj´ı. Je zde tedy dobrˇe ilustrova´no to, zˇe
natre´novany´ strom tvorˇ´ı diskriminativn´ı trˇ´ıdneˇ-specificky´ slovn´ık ktery´ mu˚zˇe veˇrohodneˇ hlasovat
a generovat tak hypote´zu o mozˇne´m centru objektu za´jmu, pokud se na dane´m testovac´ım obra´zku
skutecˇneˇ nacha´z´ı [19].
Prˇ´ıznakovy´ vektor patche a bina´rn´ı testy
Jak uzˇ bylo rˇecˇeno, prˇi tre´nova´n´ı se kazˇde´mu nelistove´mu uzlu prˇiˇrad´ı respektive sp´ıˇse ran-
domizovaneˇ vybere bina´rn´ı rozhodovac´ı test aplikovatelny´ na jaky´koli prˇ´ıznakovy´ vektor
Ii prˇ´ıslusˇne´ho patche. Prˇi tre´nova´n´ı i testova´n´ı se pak mus´ı dodrzˇet stejna´ velikost patche
(trˇeba vy´sˇe zmı´neˇny´ch 16×16 px) ze ktere´ho se pak extrahuj´ı pozˇadovane´ kana´ly prˇ´ıznak˚u.
Mezi tyto kana´ly mu˚zˇe patrˇit intenzita, barevne´ kana´ly, odezvy derivacˇn´ıch cˇi Gaborovy´ch
filtr˚u, smeˇry gradient˚u, HOG prˇ´ıznaky a mnoho dalˇs´ıch viz da´le. Celkovy´ vzhled patche je
tedy da´n jeho 3D prˇ´ıznakovy´m vektorem Ii = (I1i , I2i , I3i , ..., ICi ), kde Iji je 2D obraz jednoho
z jeho kana´l˚u prˇ´ıznak˚u o stejne´ velikosti jakou ma´ patch a C je pocˇet jeho kana´l˚u prˇ´ıznak˚u.
Bina´rn´ı testy t(I) → {0, 1} nad prˇ´ıznakovy´m vektorem patche Ii mohou by´t definova´ny
mnoha zp˚usoby. Naprˇ´ıklad by sˇlo pouzˇ´ıt integra´ln´ı obraz dvou oblast´ı prˇ´ıznakove´ho kana´l˚u,
v´ıce bod˚u jednoho z kana´l˚u prˇ´ıznak˚u apod. V za´kladu vsˇak metoda vyuzˇ´ıva´ jednoduche´
porovna´n´ı dvou pixel˚u z jednoho vybrane´ho kana´lu prˇ´ıznak˚u. Takovy´to test je pak definova´n
svy´m kana´lem a ∈ {1, 2, 3, ..., C} nad ktery´m je proveden, dveˇmi pozicemi (p, q) a (r, s) v
prˇ´ıslusˇne´m 2D obrazu zvolene´ho kana´lu prˇ´ıznak˚u a jesˇteˇ tzv. handicapem τ , ktery´ dovoluje
u testu jistou za´meˇrnou mı´ru neprˇesnosti pro jeho zobecneˇn´ı a zvy´sˇen´ı robustnosti. Samotny´
test ta,p,q,r,s,τ (I) je pak definova´n vztahem 4.1 uvedeny´m n´ızˇe.
ta,p,q,r,s,τ (I) =
{
0, pokud Ia(p, q) < Ia(r, s) + τ
1, jinak.
(4.1)
Takovy´to test tedy pouze porovna´ dveˇ hodnoty pixel˚u stejne´ho kana´lu s urcˇity´m handi-
capem τ a t´ım na´sledneˇ posˇle patch doleva cˇi doprava prˇi pr˚uchodu stromem at’ uzˇ se jedna´
o detekcˇn´ı cˇi tre´novac´ı fa´zi – ve ktere´ je to zpocˇa´tku pouze na´vrh, protozˇe nakonec rozhodne
azˇ vy´sledneˇ zvoleny´ bina´rn´ı test.
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Konstrukce stromu
Obecny´ princip rekurz´ıvn´ı konstrukce stromu, kdy se jednotlive´ tre´novac´ı patche respek-
tive jejich prˇ´ıslusˇna´ podmnozˇina postupneˇ rozdeˇluje mezi jednotlive´ uzly azˇ do naplneˇn´ı
uzl˚u listovy´ch, je popsa´n vy´sˇe. Zde pouze dopln´ım, zˇe se tak deˇje azˇ do momentu dosazˇen´ı
maxima´ln´ı povolene´ hloubky stromu – naprˇ´ıklad dmax = 15 – a nebo pocˇet patch˚u v dane´
tre´novac´ı podmnozˇineˇ po rozdeˇlen´ı v jiste´m uzlu klesne pod urcˇity´ prˇedem stanoveny´ pocˇet –
naprˇ´ıklad Nmin = 20. Konstruovany´ uzel se pak prohlas´ı za listovy´ a spocˇtou se pozˇadovane´
hlasovac´ı informace – tedy pomeˇr patch˚u poprˇed´ı ke vsˇem patch˚um v dane´m listu (CL)
a ulozˇ´ı se seznam 2D offsetovy´ch vektor˚u (DL). V opacˇne´m prˇ´ıpadeˇ je z na´hodneˇ gene-
rovane´ho poolu velke´ho mnozˇstv´ı bina´rn´ıch test˚u vybra´n dalˇs´ı optima´ln´ı test a podmnozˇina
testovac´ıch patch˚u je da´le splitova´na azˇ do splneˇn´ı prˇechoz´ıch podmı´nek ukoncˇuj´ıc´ıch toto
rekurzivn´ı deˇlen´ı – tvorbu stromu1. Prˇi detekci se pak koncˇ´ı t´ım, zˇe se dojde azˇ k listove´mu
uzlu, ktery´ pak patrˇicˇneˇ zahlasuje.
Prˇi konstrukci stromu je take´ kladen d˚uraz na kvalitu deˇlen´ı patch˚u neboli na kvalitu
bina´rn´ıch split test˚u za u´cˇelem snahy vybrat ten nejoptima´lneˇjˇs´ı. Za beˇhu jsou totizˇ hlasy
jak uzˇ bylo cˇa´stecˇneˇ zmı´neˇno zas´ıla´ny na za´kladeˇ pomeˇru prˇ´ıslusˇnosti patche k objektu cˇi
pozad´ı CL a seznamu offset vektor˚u DL. Jedna´ se o praktickou implementaci mysˇlenky o
tom, zˇe by se meˇla snizˇovat nejistota hlasu jak vzledem ke trˇ´ıdeˇ dane´ho patche tak k jeho
poloze v˚ucˇi centru hledane´ho objektu – patche v listech by tedy meˇly mı´t jistou loka´ln´ı
souvislost a majoritneˇ by´t cˇleny stejne´ trˇ´ıdy.
U1(A) = |A| · Entropy({ci}) (4.2)
Za t´ımto u´cˇelem jsou definova´ny dveˇ mı´ry nejistoty2 cˇi jake´si korekcˇn´ı metriky defino-
vane´ pro aktua´ln´ı mnozˇinu tre´novac´ıch patch˚u pro dany´ uzel A = {Pi = (Ii, ci,di)}.
Nejprve tzv. mı´ra nekonzistentnosti trˇ´ıdy definovana´ vztahem 4.2 uvedeny´m vy´sˇe. Kde
entropie bina´rn´ıch hodnot3 {ci} se strˇedn´ı hodnou c ∈ [0, 1] je definova´na standarneˇ jako:
Entropy({ci}) = −c · log(c)− (1− c) · log(1− c). Ja´ vsˇak ve vlastn´ı implementaci k vy´pocˇtu
te´to korekcˇn´ı metriky prˇistupuji jinak4 a vy´pocˇetneˇ efektivneˇjˇs´ım zp˚usobem pomoc´ı funkce
zvane´ Absolutium({ci}) jezˇ splnˇuje pozˇadavky a charakteristiky kladene´ na zde pouzˇitou
funkci – podrobnosti da´le.
U2(A) =
∑
i:ci=1
(di − dA)2 (4.3)
Pote´ je to mı´ra nerovnomeˇrnosti rozlozˇen´ı lokality offset˚u definovana´ vztahem 4.3 uvedeny´m
vy´sˇe. Kde dA je strˇedn´ı vektor spocˇteny´ prˇes vsˇechny patche patrˇ´ıc´ı objektu v aktua´ln´ı
tre´novac´ı podmnozˇineˇ. Patche pozad´ı s ci = 0 jsou v tomto vy´pocˇtu ignorova´ny a nejsou
do neˇho v˚ubec zahrnuty.
1Prˇi tomto postupu tvorby stromu˚ nen´ı zarucˇena jejich vyva´zˇenost a v praxi ani vyva´zˇene´ nejsou, avsˇak
d´ıky balancˇn´ım metrika´m prˇedstaveny´m n´ızˇe metoda jaksi konverguje smeˇrem k tvorbeˇ alesponˇ cˇa´stecˇneˇ
vyva´zˇeny´ch stromu˚.
2anglicky uncertainty measures: class-label uncertainty a offset uncertainty
3protozˇe rozliˇsujeme pouze dveˇ trˇ´ıdy patch˚u: objekt a pozad´ı
4inspirova´n na´sleduj´ıc´ı metrikou nerovnomeˇrnosti offset˚u ktera´ take´ nevyuzˇ´ıva´ z informacˇneˇ-teoreticke´ho
hlediska spra´vnou, ale vy´pocˇetneˇ na´rocˇneˇjˇs´ı metriku zalozˇenou na entropii odhadu hustoty ja´dra distribuce
offsetovy´ch vektor˚u – anglicky entropy of a kernel-density estimate for the offset vectors distribution
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Uzˇ vy´sˇe jsem naznacˇil, zˇe bina´rn´ı testy se jaksi vyb´ıraj´ı i kdyzˇ jsou zpocˇa´tku ve velke´m
mnozˇstv´ı1 na´hodneˇ vygenerova´ny. A pra´veˇ vy´beˇr vhodne´ho bina´rn´ıho split testu maj´ı na
starosti dveˇ korekcˇn´ı metriky prˇedstavene´ vy´sˇe. Nejprve se tedy pro aktua´ln´ı mnozˇinu
tre´novac´ıch patch˚u A = {Pi = (Ii, ci,di)} vygeneruje pool split test˚u {tk} uniformn´ım
vzrokova´n´ım vsˇech jeho promeˇnny´ch a, p, q, r a s. Handicap τ se vol´ı take´ uniformneˇ ale
na´hodneˇ z empiricky zvolene´ho rozsahu pozorovany´ch dat. Vsˇechny promeˇnne´ dane´ho split
testu vsˇak lze generovat i na´hodneˇ v rozumne´m rozsahu – tak k tomu prˇistupuji i ja´ v te´to
pra´ci – dle pozorovany´ch dat, aby se zbytecˇneˇ nevytva´rˇely nesmyslne´ split testy ktere´ by
se pak stejneˇ zahodily.
Po tomto kroku se ucˇin´ı na´hodne´ rozhodnut´ı zdali by dany´ uzel tre´novane´ho stromu meˇl
minimalizovat nejistotu splitu podle prvn´ı nebo druhe´ korekcˇn´ı metriky. Toto rozhodnut´ı
se cˇin´ı stochasticky se stejnou pravdeˇpodobnost´ı azˇ do okamzˇiky, kdy pocˇet patch˚u pozad´ı
klesne naprˇ´ıklad pod 5% – hodnota se mu˚zˇe opeˇt zvolit empriciky podle specificke´ aplikace
– v ten moment se uzˇ minimalizuje pouze podle mı´ry nerovnomeˇrnosti rozlozˇen´ı lokality
offset˚u. Minimalizovat podle prˇ´ıslusˇnosti ke trˇ´ıdeˇ by totizˇ za takovy´chto pomı´neˇk uzˇ ani
nemeˇlo smysl.
argmin
k
=
(
U?({pi|tk(Ii) = 0}) + U?({pi|tk(Ii) = 1})
)
(4.4)
Nakonec z cele´ho poolu split test˚u zvol´ı pouze jeden, a to takovy´, ktery´ minimalizuje soucˇet
zvolene´ho typu nejistoty splitu pro obeˇ podmnozˇiny do ktery´ch rozdeˇl´ı vstupn´ı tre´novac´ı
sadu viz vztah 5.9 uvedeny´ vy´sˇe, kde ? := 1|2 dle veˇtsˇinou na´hodne´ volby. T´ım, zˇe se
v jednotlivy´ch uzlech stromu v´ıceme´neˇ na´hodneˇ strˇ´ıda´ minimalizace nejistoty prˇ´ıslusˇny´ch
split˚u podle obou korekcˇn´ıch metrik, je t´ımto prokla´da´n´ım zajiˇsteˇno, zˇe mnozˇiny tre´novac´ıch
patch˚u ktere´ dosa´hnou list˚u maj´ı malou varianci jak ve sve´ poloze v˚ucˇi centru objektu
za´jmu tak ve sve´ prˇ´ıslusˇnosti k dane´ trˇ´ıdeˇ. Jiny´mi slovy rˇecˇeno jedna´ se o v jiste´m smyslu
podobne´ patche s vypov´ıdaj´ıc´ı hlasovac´ı va´hou o poloze centra hledane´ho objektu za´jmu v
jejich bl´ızkosti – cˇehozˇ je u´speˇsˇneˇ vyuzˇ´ıva´no v na´sledne´ detekci.
4.2.5 Detekcˇn´ı procedura pomoc´ı Houghova lesa
Prˇi detekci se obecneˇ postupuje na´sledovneˇ. Vstupn´ı testovac´ı obra´zek se husteˇ navzorkuje
stejnou velikost´ı patch˚u Wp × Hp jako prˇi tre´nova´n´ı a pro vzniklou mnozˇinu se vypocˇtou
stejne´ prˇ´ıznakove´ kana´ly, cozˇ ve vy´sledku poskytne prˇ´ıznakovy´ vektor Ii pro kazˇdy´ vstupn´ı
patch. Takova´to vstupn´ı mnozˇina se pak ’proseje’ kazˇdy´m Houghovy´m stromem prˇedem
zkonstruovane´ho a natre´novane´ho lesa {Tt}, kdy jednotlive´ patche podle pr˚uchodu stromem
zahlasuj´ı pro potenciona´ln´ı centrum hledane´ho objektu. Prˇi tom se hled´ı i na jejich va´hu a
dalˇs´ı parametry uchovane´ v dane´m listu ze ktere´ho hlas pocha´z´ı. Nakonec se ve vy´sledne´m
akumula´toru vyhleda´ maximum cˇi maxima prˇekracˇuj´ıc´ı minima´ln´ı stanoveny´ pra´h Tmin,
ktera´ budou nejpravdeˇpodobneˇji odpov´ıdat vy´skyt˚um hledane´ho objektu a na jejich za´kladeˇ
se pozdeˇji mu˚zˇe detekovany´ objekt extrahovat ze vstupn´ıho testovac´ıho obra´zku.
1rˇa´doveˇ tis´ıce azˇ deseti-tis´ıce ale teoreticky i v´ıce – mimochodem urcˇen´ı spra´vne´ velikosti poolu split test˚u
je na´meˇt na zaj´ımavy´ experiment popsany´ da´le
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Z prˇechoz´ıho uvedene´ho je vidno, zˇe metoda CS-HFOD doka´zˇe nejen detekovat, ale i lokali-
zovat – za pomoci centra a jeho obalove´ho obdeln´ıku – prˇ´ıtomnost objektu za´jmu v testo-
vac´ım obra´zku. Nyn´ı se na tento proces pod´ıvejme prodrobneˇji a forma´lneˇji1. Pro dalˇs´ı
postup prˇedpokla´dejme pevnou velikost bounding boxu W ×H jak beˇhem tre´novac´ı tak i
testovac´ı fa´ze, za tohoto prˇedpokladu je pak jediny´m parametrem definuj´ıc´ım vy´skyt ob-
jektu centrum jeho obalove´ho obdeln´ıku.
Nyn´ı vezmeˇme patch P(y) = (I(y), c(y),d(y)) s centrem na pozici y v testovac´ım obra´zku.
Kde I(y) je komplexn´ı 3D prˇ´ıznakovy´ vektor patche, c(y) prˇedstavuje skrytou prˇ´ıslusˇnost
ke trˇ´ıdeˇ objektu cˇi pozad´ı – nebo zda-li lezˇ´ı y uvnitrˇ bounding boxu objektu cˇi ne a d(y) je
take´ skryty´ offsetovy´ vektor z centra obalove´ho obdeln´ıku objektu do y – cozˇ ma´ vy´znam
jen v prˇ´ıpadeˇ, pokud plat´ı ci = 1 a patch tedy prˇ´ıslusˇ´ı objektu a ne pozad´ı. A nakonec
E(x) bude oznacˇovat na´hodnou uda´lost2 odpov´ıdaj´ıc´ı existenci objektu s centrem v bodeˇ
x v testovac´ım obra´zku.
V tento moment se zameˇrˇ´ım na vy´pocˇet pravdeˇpodobnostn´ıho d˚ukazu p
(
E(x)|I(y)) o tom,
zˇe prˇ´ıznakovy´ vektor I(y) patche poda´va´ informaci o vy´skytu E(x) v r˚uzny´ch pozic´ıch x
vstupn´ıho testovac´ıho obra´zku. Da´le budou rozliˇsova´ny dva prˇ´ıpady: a to zda-li y spada´ do
obalove´ho obdeln´ıku B(x) s centrem v x cˇi nikoli. Pokud y /∈ B(x) pak se prˇedpokla´da´,
zˇe I(y) nevypov´ıda´ nic o E(x) a klade se p(E(x)|I(y)) = p(E(x)). Toto je samozrˇejmeˇ
zjednodusˇuj´ıc´ı prˇedpoklad, ale jako takovy´ se obecneˇ v pocˇ´ıtacˇove´m videˇn´ı prˇi rozpozna´va´n´ı
objekt˚u vyuzˇ´ıva´ a pouzˇ´ıva´ se dokonce i pro se´mantickou segmentaci a dalˇs´ı metody [19].
Zde se vsˇak soustrˇed´ıme na d˚ukazy/evidence prˇicha´zej´ıc´ı z patch˚u uvnitrˇ bounding box˚u,
tedy na prˇ´ıpad kdy plat´ı y ∈ B(x) a vy´skyt objektu za´jmu s centrem v bodeˇ x nevyhnutelneˇ
implikuje, zˇe patch patrˇ´ı objektu a tedy plat´ı: y ∈ B(x)⇒ c(y = 1. Z toho vsˇeho pak plyne:
p
(
E(x)|I(y)) = p(E(x), c(y) = 1|I(y)) = (4.5)
p
(
E(x)|c(y) = 1, I(y)) · p(c(y) = 1|I(y)) = (4.6)
p
(
d(y) = y − x|c(y) = 1, I(y)) · p(c(y) = 1|I(y)) (4.7)
Oba faktory ve vztahu 4.5-4.7 pak mohou by´t odhadnuty na za´kladeˇ pr˚uchodu patche z
testovac´ıho obra´zku s prˇ´ıznakovy´m vektorem I(y) prˇes natre´novany´ les a jeho jednotlive´
stromy metody CS-HFOD. Nyn´ı prˇedpokla´dejme, zˇe pro strom T skoncˇ´ı pr˚uchoz´ı testo-
vac´ı patch v listu L. Prvn´ı faktor pak mu˚zˇe by´t odhadnut na za´kladeˇ ohadu aproximace
Parzenova okna zalozˇene´m na seznamu offsetovy´ch vektor˚u DL z´ıskane´ho v dobeˇ tre´nova´n´ı
prˇ´ıslusˇne´ho stromu. Druhy´ cˇinitel vztahu 4.5-4.7 pak mu˚zˇe by´t prˇ´ımo odhadnut jako pomeˇr
patch˚u objektu ke vsˇem v dane´m listu (DL) – z´ıskany´ takte´zˇ v dobeˇ tre´nova´n´ı. Pro jeden
natre´novany´ strom pote´ plat´ı vztah 4.8 pro odhad pravdeˇpodobnosti hypote´zy vy´skytu ob-
jektu na za´kladeˇ tohoto jednoho stromu uvedeny´ n´ızˇe. Ja´ ve sve´ implementaci vyuzˇ´ıva´m
trochu odliˇsny´ postup, o tom ale da´le.
1Protozˇe se jedna´ o relativneˇ prˇesny´ matematicky´ formalismus popisuj´ıc´ı detekci metodou CS-HFOD,
prˇevzal jsem p˚uvodn´ı znacˇen´ı a vztahy z origina´ln´ıho cˇla´nku J. Galla [19], abych se prˇidrzˇel jizˇ zavedene´ho
standardu.
2Znacˇen´ı E(x) zrˇejmeˇ pocha´z´ı z anglicke´ho event (cˇesky uda´lost) nebo z estimate (cˇesky odhad) – cozˇ
snad v praxi jesˇteˇ le´pe vystihuje vy´znam te´to promeˇnne´.
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p
(
E(x)|I(y); T ) = [ 1|DL| ∑
d∈DL
1
2piσ2
exp
(
−‖(y − x)− d‖
2
2σ2
)]
· CL (4.8)
Doda´va´m, zˇe ve vztahu 4.8 prˇedstavuje σ2I2×2 kovariancˇn´ı matici Gaussovske´ho Parzenova
okna. Pro cely´ les {Tt}Tt=1 se pak jednodusˇe zpr˚umeˇruj´ı pravdeˇpodobnosti dane´ prˇedchoz´ım
vztahem pocha´zej´ıc´ı ze vsˇech stromu˚, cˇ´ımzˇ se dostane odhad zalozˇeny´ na za´kladeˇ cele´ho lesa.
Tento odhad je pak da´n vy´sledny´m vztahem 4.9 uvedeny´m n´ızˇe. Ja´ ve sve´ modifikaci metody
opeˇt vyuzˇ´ıva´m trochu upraveny´ a z vy´pocˇetn´ıho hlediska efektivneˇjˇs´ı mı´rneˇ upraveny´ vztah
popsany´ da´le prˇi popisu implementace vlastn´ıho programove´ho toolkitu, kde vyuzˇ´ıva´m
toho, zˇe vztah uvedeny´ n´ızˇe prˇi deˇlen´ı pocˇtem stromu˚ lesa pouze jaksi normalizuje vy´sledne´
hodnoty akumula´toru, cozˇ je z prakticke´ho implementacˇn´ıho hlediska v´ıceme´neˇ zbytecˇne´.
p
(
E(x)|I(y); {Tt}Tt=1
)
=
1
T
T∑
t=1
p
(
E(x)|I(y); Tt
)
(4.9)
Kdyzˇ se nyn´ı pod´ıva´te na rovnice 4.8 a 4.9, mu˚zˇete videˇt, zˇe v podstateˇ popisuj´ı cˇi lepe´
rˇecˇeno prˇ´ımo definuj´ı pravdeˇpodobnostneˇ va´zˇeny´ hlas jednoho pache pro hypote´zu o vy´skytu
centra objektu za´jmu ve sve´m okol´ı. Aby byla hypote´za o vy´skytu centra hledane´ho ob-
jektu kompletn´ı, je trˇeba jesˇteˇ integrovat hlasy ze vsˇech testovac´ıch patch˚u a akumulovat je
aditivn´ım1 zp˚usobem ve 2D Houghoveˇ obrazu V (x) tohoto parametricke´ho prostoru, ktery´
pro svou kazˇdou pozici pixelu x scˇ´ıta´ hlasy prˇichazej´ıc´ı z jednotlivy´ch testovac´ıch patch˚u,
cozˇ definuje vztah 4.10 uvedeny´ n´ızˇe:
V (x) =
∑
y∈B(x)
p
(
E(x)|I(y); {Tt}Tt=1
)
(4.10)
Na´sledna´ detekcˇn´ı procedura pracuje tak, zˇe vypocˇte parametricky´ prostor V a vra´t´ı mnozˇinu
usporˇa´dany´ch dvojic {V (xˆ), xˆ}, kde prvn´ım cˇlenem dvojice je hodnota loka´ln´ıho maxima
akumula´toru a druhy´m pak jeho pozice cˇili sourˇadnice lokace, cozˇ samo o sobeˇ prˇedstavuje
detekcˇn´ı hypote´zu. Hodnoty V (xˆ) pote´ slouzˇ´ı jako mı´ra jistoty pro kazˇdou hypote´zu.
Rasterizace akumula´toru za pomoc´ı vztah˚u 4.8-4.10 by byla z vy´pocˇetn´ıho hlediska velmi
neefektivn´ı a proto se vyuzˇ´ıva´ jiny´ postup, ktery´ je azˇ na neˇkolik diskretizacˇn´ıch rozd´ıl˚u
a rozd´ılne´ho multiplikativn´ıho faktoru zcela obdobny´. Vlastn´ı postup je pak na´sleduj´ıc´ı2.
Pro kazˇdou pixelovou lokaci y vstupn´ıho testovac´ıho obra´zku se posˇle prˇ´ıslusˇny´ testovac´ı
patch s prˇ´ıznakovy´m vektorem I(y) kazˇdy´m stromem Houghova lesa a na vsˇechny pozice
pixel˚u dane´ vztahem {y − d|d ∈ DL} se v akumula´toru prˇicˇte hodnota CLDL . A protozˇe
takto z´ıskany´ akumula´tor podle´ha´ znacˇne´mu sˇumu a sˇpatneˇ by se analyzoval, tak se jesˇteˇ
vyhlad´ı Gaussovskou-filtrac´ı neboli konvoluc´ı s Gaussia´nem – takto postupuji i ja´ u sve´
implementace, ale o tom azˇ da´le.
1cozˇ jde trochu proti pravdeˇpodobnostn´ımu principu kde se jednotlive´ termy veˇtsˇinou na´sob´ı...
2Alternativn´ım zp˚usobem z´ıska´n´ı maxim v Houghoveˇ obrazu by pak bylo uzˇit´ı procedury mean-shift nebo
jiny´ch shlukovac´ıch algoritm˚u, cozˇ vyuzˇ´ıvaj´ı neˇktere´ jine´ frameworky zalozˇene´ na HT [19].
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Jak se vyporˇa´dat s r˚uznou velikost´ı objektu za´jmu
Ru˚zne´ velikosti objektu za´jmu na testovac´ıch obra´zc´ıch se rˇesˇ´ı jednodusˇe tak, zˇe se vstupn´ı
obra´zek postupneˇ scaluje v urcˇ´ıte´m rozsahu s1, s2, s3, ..., sS tak, aby se alesponˇ v jednom z
teˇchto scalovany´ch testovac´ıch obra´zku objevil objekt za´jmu v normalizovane´ velikosti pro
kterou jste natre´novali va´sˇ les. A na kazˇdy´ takto upraveny´ testovac´ı obra´zek se pote´ ap-
likujeme klasicka´ detekcˇn´ı procedura popsana´ vy´sˇe. T´ım vznikne sada Houghovy´ch obraz˚u
V 1, V 2, V 3, ..., V S jednotlivy´ch akumula´tor˚u pro r˚uzne´ up-/down-scalovane´ velikosti testo-
vac´ıch obra´zk˚u ktere´ jsou spocˇ´ıtany zvla´sˇt’ pro kazˇdou velikost.
Po tomto kroku se opeˇt aplikuje na kazˇdy´ takto rasterizovany´ akumula´tor Gaussovska´ fil-
trace a na´sledneˇ se hleda´ maxima – tentokra´t vsˇak jakoby ve 3D scale-prostoru, kde hodnota
scalu tvorˇ´ı jeho trˇet´ı rozmeˇr. Vy´sledna´ detekcˇn´ı hypote´za ma´ tedy tvar {V (xˆ), xˆ, sˆ}, jej´ı cen-
trum se pote´ spocˇte jako xˆsˆ a obalovy´ obdeln´ık pak jako
W
sˆ × Hsˆ . Mı´ra jistoty detekce se
pak mu˚zˇe znacˇit V sˆ(xˆ).
Prˇi aplikaci v´ıce meˇrˇ´ıtek v praxi vsˇak situace nen´ı tak jednoducha´ jak by se z tohoto
popisu mohlo zda´t – mus´ıte si naprˇ´ıklad umeˇt poradit s v´ıcena´sobnou detekc´ı objektu
za´jmu u akumula´tor˚u pocha´zej´ıc´ıch z prˇiblizˇneˇ stejny´ch scal˚u apod. Je tedy trˇeba zapojit
naprˇ´ıklad jiste´ heuristiky cˇi pokrocˇilejˇs´ı statisticke´ cˇi ad hoc postupy. Samotna´ volba kroku
a rozsahu se ktery´m je trˇeba obecny´ obra´zek scalovat take´ nen´ı z hlediska efektivity metody
jednoduchou za´lezˇitost´ı. O tom vsˇak v´ıce da´le u popisu vlastn´ıho rˇesˇen´ı. Nakonec je jesˇteˇ
trˇeba dodat, zˇe obdobne´ mysˇlenky jako byly zahrnuty zde, lze aplikovat prˇi detekci r˚uzny´ch
pomeˇr˚u stran zajmove´ entity cˇi jej´ıho odliˇsne´ho natocˇen´ı. Je vsˇak trˇeba vzˇdy pamatovat na
to, zˇe takovy´mto postupem dimenziona´lneˇ vzroste parametricky´ prostor a slozˇiteˇjˇs´ı bude
samozrˇejmeˇ i jeho na´sledna´ analy´za.
4.2.6 Dalˇs´ı modifikace a r˚uzna´ vylepsˇen´ı metody HFOD
Kromeˇ single detekce objektu za´jmu [19], mu˚zˇe by´t technika HFOD modifikova´na a vyuzˇita i
k detekci v´ıcena´sobny´ch instanc´ı hledane´ho objektu za´jmu [20] tedy tzv. multiple detection cˇi
pouzˇita pro zpeˇtnou projekci1 [21, 23] a na´slednou segmentaci detekovane´ho objektu [34]. Je
take´ mozˇne´ realizovat tzv. multi-view detekci [24, 25] schopnou detekovat objekt zachyceny
z r˚uzny´ch u´hl˚u apod. Dalˇs´ı rozsˇ´ıˇren´ı HFOD pak nab´ız´ı sledova´n´ı objekt˚u ve videu [22] a
dokonce rozpozna´va´n´ı akc´ı [22] akte´r˚u zachyceny´ch na takto zpracova´vany´ch za´znamech.
Mezi nejnoveˇjˇs´ı prˇirustky do spektra aplikac´ı HFOD pak patrˇ´ı vyuzˇit´ı pro real-time detekci
natocˇen´ı oblicˇeje [26] a dokonce detekce a sledova´n´ı pohybu cele´ho teˇla, kterou vyuzˇ´ıva´
zna´me´ zarˇ´ızen´ı pro sn´ıma´n´ı pohybu teˇla Microsoft Kinect R© [22, 25, 36]. Protozˇe se vsˇak
jedna´ o jesˇteˇ pokrocˇilejˇs´ı techniky, nebudu se jimi zde da´le podrobneˇji zaby´vat. Nicme´neˇ je
dobre´ je alesponˇ zmı´nit a veˇdeˇt o nich pro prˇ´ıpadnou budouc´ı referenci, potrˇebu cˇi nutnost
vlastn´ı implementace.
1anglicky back-projection
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Kapitola 5
Vlastn´ı programovy´ toolkit pro
navrzˇenou modifikaci CS-HFOD
Na za´kladeˇ metody CS-HFOD [19] popsane´ v prˇedchoz´ı kapitole, vznikl v ra´mci te´to
pra´ce na´vrh a na´sledneˇ i rea´lna´ implementace vlastn´ıho programove´ho toolkitu imple-
mentuj´ıc´ıho tre´novatelny´ detektor zalozˇeny´ na te´to metodeˇ. Programovy´ toolkit vsˇak nen´ı
tvorˇen pouze tre´novac´ı a detekcˇn´ı fa´zi vy´sˇe popsane´ho typu detektoru, ale ma´ v sobeˇ
zahrnutou i funkcionalitu pro preprocessing vstupn´ıch a testovac´ıch dat a na´sledne´ vyhod-
nocen´ı u´speˇsˇnosti detekce spolu s neˇkolika pomocny´mi funkcemi pro vizualizaci a naprˇ´ıklad
meˇrˇen´ı cˇasu prob´ıhaj´ıc´ıch operac´ı. Samotny´ toolkit je pak rozdeˇlen do neˇkolika logicky
souvisej´ıc´ıch modul˚u ktere´ nyn´ı strucˇneˇ pop´ıˇsu a pozdeˇji podrobneˇji rozeberu:
• prˇ´ıprava a preprocessing tre´novac´ıch a evaluacˇn´ıch dat (modul createTrainset.m)
• extrakce obrazovy´ch prˇ´ıznak˚u (modul extractFeatures.m a gaborFilter.m)
• tre´novan´ı jednotlivy´ch stromu˚ i lesa detektoru zalozˇene´m na CS-HFOD (modul train.m)
• detekce zalozˇena na detektoru natre´novane´m v prˇedchoz´ım modulu (modul detect.m)
• vyhodnocen´ı u´speˇsˇnosti detekce a vykreslen´ı standardn´ıch evaluacˇn´ıch krˇivek (evaluate.m)
• globa´ln´ı spra´va nastaven´ı cele´ho programove´ho toolkitu (modul settings.m)
• r˚uzne´ pomocne´ funkce naprˇ´ıklad pro meˇrˇen´ı cˇasu CPU (modul utils.m)
• funkce pro vizualizaci dat (modul visuals.m)
Neprˇ´ımou soucˇa´sti programove´ho toolkitu jsou take´ trˇi na´sledneˇ uvedene´ a prˇilozˇene´ skripty
implementuj´ıc´ı dalˇs´ı varianty Houghovy transformace ktere´ vznikly beˇhem rˇesˇen´ı te´to pra´ce
v jej´ı prˇ´ıme cˇi neprˇ´ıme´ souvislosti:
• implementace SHT pro detekci cˇar (skript sht line detect.m)
• implementace CHT pro detekci u´beˇzˇnic a u´beˇzˇn´ık˚u (skript cht vp detect.m)
• implementace GHT pro detekci obecny´ch tvar˚u (skript ght shape detect.m)
Skripty tedy implentuj´ı po rˇadeˇ standardn´ı Houghovou transformaci s parametrizac´ı ρ− θ,
kaska´dovou Houghovou transformaci a generalizovanou Houghovou transformaci. Vzhledem
k tomu, zˇe tyto varianty HT nejsou prima´rn´ım prˇedmeˇtem te´to pra´ce a teoreticky uzˇ byly
popsa´ny vy´sˇe nebudu se uzˇ da´le teˇmto skript˚um podrobneˇji veˇnovat.
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5.1 Vlastn´ı prˇ´ıstup k referencˇn´ı metodeˇ CS-HFOD
Jak uzˇ bylo naznacˇeno vy´sˇe, prˇi implementaci tre´novatelne´ho detektoru potazˇmo cele´ho
parametrizovatelne´ho programove´ho toolkitu vycha´z´ım z referencˇn´ı metody CS-HFOD [19].
V urcˇity´ch detailech se vsˇak od p˚uvodn´ıho na´vrhu metody v´ıce cˇi me´neˇ odchyluji a vol´ım
vlastn´ı prˇ´ıstup cˇi definuji vlastn´ı implementacˇn´ı detail. Vzhledem k relativn´ı komplexiteˇ
zde popisovane´ metody budu jednotlive´ vlastn´ı specifikace a modifikace popisovat da´le v
prˇ´ıslusˇny´ch sekc´ıch popisuj´ıc´ıch dany´ modul toolkitu, kde dana´ problematika logicky spada´.
5.2 Prˇ´ıprava a preprocessing tre´novac´ıch a evaluacˇn´ıch dat
Tre´novac´ı i evaluacˇn´ı data jsou dostupna´ obvykle ve formeˇ tzv. datasetu, cozˇ je mnozˇina
tre´novac´ıch a testovac´ıch obra´zku s dostupny´mi anotacemi vy´skytu jednoho cˇi v´ıce ob-
jekt˚u za´jmu v podobeˇ tzv. obalove´ho obdeln´ıku neboli bounding boxu a prˇ´ıpadneˇ dalˇs´ımi
doplnˇuj´ıc´ımi informacemi. Bohuzˇel vsˇak nen´ı nijak vy´razneˇ standardizova´n popis takovy´chto
dat a tak se datasety nacha´zej´ı v r˚uzny´ch datovy´ch forma´tech i forma´ch typ˚u anotac´ı. Kdyzˇ
pomineme datovy´ forma´t vstupn´ıch obra´zku, vyskytuj´ı se obvykle dva typy anotac´ı a to
textova´ ve forma´tu PASCAL VOC1 [46, 47, 48] a segmentacˇn´ı cˇi bina´rn´ı maska objektu
za´jmu. Tento toolkit doka´zˇe zpracovat oba typy anotac´ı i jejich podmnozˇiny a z´ıskat z nich
potrˇebne´ u´daje – k tomu ma´ k dispozici sadu funkc´ı get*Box/es() z modulu utils.m.
Uka´zku typicke´ho tre´novac´ıho obra´zku pak nab´ız´ı i s komenta´rˇem obra´zek 5.1 n´ızˇe.
Obra´zek 5.1: Uka´zka typicke´ho tre´novac´ıho obra´zku a jeho anotace – Na obra´zc´ıch
postupneˇ zleva vid´ıte cely´ typicky´ tre´novac´ı obra´zek – tento pocha´z´ı z datasetu Weizmann Horses,
pote´ jeho segmentacˇn´ı – v tomto prˇ´ıpadeˇ bina´rn´ı – masku a nakonec extrahovany´ objekt za´jmu
pouzˇity´ pro tre´nova´n´ı. Na prvn´ım obra´zku je jesˇteˇ modrˇe zvy´razneˇna za´jmova´ cˇa´st tre´novac´ıho
obra´zku jak ji mu˚zˇeme vizualizovat na za´kladeˇ textove´ anotace poskytnute´ u jiny´ch dataset˚u
vyuzˇ´ıvaj´ıc´ıch PASCAL VOC forma´t.
Zde jesˇteˇ doda´va´m, zˇe toolkit obsahuje funkci convertDataset() z modulu createTrainset
ktera´ za pomoci vy´sˇe zmı´neˇny´ch funkc´ı prˇ´ımo extrahuje orˇezane´ objekty za´jmu a prˇevede je
do odst´ın˚u sˇedi, cozˇ se pak pouzˇije jako pocˇa´tecˇn´ı vstup dalˇs´ı u´rovneˇ rˇeteˇzce toolkitu. Z vy´sˇe
uvedene´ho je take´ neprˇ´ımo patrne´, zˇe vyuzˇ´ıvame´ oddeˇlenou sadu pozitivn´ıch i negaticn´ıch
vzork˚u. V popisu navrzˇeny´ch experiment˚u da´le se pote´ zamy´sˇl´ım nad t´ım, zda-li je to dobre´
rˇesˇen´ı.
1Tento forma´t pocha´z´ı ze sveˇtove´ zna´me´ souteˇzˇe v rozpozna´va´n´ı objekt˚u The Pascal VOC Challenge
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5.2.1 Modifikace vstupn´ıch tre´novac´ıch dat a jejich vy´sledny´ forma´t
V dalˇs´ı fa´zi zpracova´n´ı vstupn´ıch dat ma´me dva typy vstup˚u1 – za prve´ je to mnozˇina
orˇezany´ch objekt˚u za´jmu zvolene´ho datasetu {B(x)} a za druhe´ mnozˇina vzork˚u oddeˇlene´
negativn´ı tre´novac´ı sady ktera´ je uzˇ take´ prˇevedena do odst´ın˚u sˇedi, ale nen´ı to zde podmı´nkou.
Jednotlive´ obra´zky takto prˇedzpracovane´ pozitivn´ı i negativn´ı tre´novac´ı sady se pote´ pos-
tupneˇ nacˇ´ıtaj´ı, extrahuj´ı se pro neˇ obrazove´ prˇ´ıznaky a na´sledneˇ z nich vyb´ıraj´ı jednotlive´
tre´novac´ı patche a vytva´rˇ´ı se tak ucelena´ tre´novac´ı sada v urcˇite´m vlatnorucˇneˇ specifiko-
vane´m forma´tu popsa´nem da´le.
Samotna´ tre´novaci sada (trainset) se vytva´rˇ´ı pomoc´ı funkce createTrainset() stejno-
jmenne´ho modulu. Te´ se mu˚zˇe urcˇit kromeˇ vstupn´ıho pozitivn´ıho i negativn´ıho datasetu
i pocˇet extrahovany´ch patch˚u na jeden obra´zek, pocˇet pozitivn´ıch i negativn´ıch vzork˚u,
rozsah dany´ch vstupn´ıch soubor˚u a dokonce mozˇnost na´hodne´ho rescalingu (negativn´ıch)
vzork˚u pro jesˇteˇ veˇtsˇ´ı obecnost – te´to mozˇnosti ale aktua´lneˇ nevyuzˇ´ıva´m – tedy v podsteˇ
vsˇechny myslitelne´ parametry pro tuto fa´zi.
Vybrane´ patche ze vstupn´ıch obra´zk˚u i s jejich prˇ´ıznakovy´mi kana´ly {Pi = (Ii, ci,di)} se
pote´ linearizuj´ı a vytva´rˇ´ı se z nich 3D matice vy´sledne´ tre´novac´ı sady. Toto cˇin´ım z d˚uvodu
urychlen´ı tre´novac´ıho procesu pomoc´ı vektorizace maticovy´ch operac´ı v prostrˇed´ı GNU
Octave ve ktere´m je tento toolkit implementova´n. O samotnou linearizaci a delinearizaci
se staraj´ı dveˇ stejnojmenne´ funkce z modulu utils.m. Pro lepsˇ´ı prˇedstavu o tomto procesu
nab´ız´ım ilustracˇn´ı obra´zek 5.2 uvedeny´ n´ızˇe.
Obra´zek 5.2: Vizua´ln´ı uka´zka linearizace jednoho obrazove´ho patche Pi i s jeho
prˇ´ıznaky – Na obra´zku postupneˇ zleva vid´ıte typicky´ tre´novac´ı obra´zek ze ktere´ho je po vypocˇten´ı
vsˇech prˇ´ıslusˇny´ch prˇ´ıznak˚u vybra´n jeden obrazkovy´ patch i s teˇmito prˇ´ıznaky, je linearizova´n a
zazˇazen do tre´novac´ı matice ktera´ spolu s matic´ı offset vektor˚u, matic´ı popisk˚u trˇ´ıd a seznamu
zdrojovy´ch soubor˚u tvorˇ´ı vstupn´ı trainset ucˇ´ıc´ı fa´ze navrzˇene´ho detektoru.
Da´le se jesˇteˇ pro kazˇdy´ takto extrahovany´ patch mus´ı uchovat potrˇebne´ tre´novac´ı informace
v podobeˇ prˇ´ıslusˇnosti ke trˇ´ıdeˇ objektu cˇi pozad´ı (ci), pro patche patrˇ´ıc´ı do trˇ´ıdy objektu
za´jmu take´ offsetovy´ vektor di a nav´ıc si jako doplnˇkovy´ u´daj u vsˇech patch˚u uchova´va´m i
cestu k souboru ze ktere´ho pocha´zej´ı. Vsˇechny tyto u´daje take´ tvorˇ´ı matice, pouze v prˇ´ıpadeˇ
cest je to seznam, a dohromady tvorˇ´ı kompletn´ı tre´novac´ı sadu pouzˇitou pro trˇe´nova´n´ı
1Po prakticke´ implementaci jsem prˇiˇsel na to, zˇe lepsˇ´ım prˇ´ıstupem by bylo mı´t cely´ tre´novac´ı dataset v
operacˇn´ı pameˇti a k jednotlivy´m vzork˚um prˇistupovat cˇisteˇ indexacˇn´ım zp˚usobem, cozˇ by bylo rychlejˇs´ı a
pracovalo i sˇetrneˇji s pameˇt´ı.
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detektoru. Nezˇ vsˇak prˇistoup´ım k popisu vlastn´ı tre´novac´ı procedury, pop´ıˇsu jesˇteˇ pouzˇite´
a implementovane´ typy extrahovany´ch prˇ´ıznakovy´ch kana´l˚u ktere´ jsou velmi vy´znamnou
soucˇa´sti funkcˇnosti takove´hoto typu detektoru.
5.3 Pouzˇite´ obrazove´ prˇ´ıznaky a jejich extrakce
Pro navrzˇeny´ detektor pouzˇ´ıva´m na rozd´ıl od p˚uvodn´ıho cˇla´nku [19] v´ıce typ˚u obrazovy´ch
prˇ´ıznak˚u za u´cˇelem zlepsˇen´ı jeho detekcˇn´ıch schopnost´ı. V p˚uvodn´ım cˇla´nku vyuzˇ´ıvaj´ı pouze
kana´l intenzity, Lab barevny´ kana´l a odezvy derivacˇn´ıch filtr˚u spolu s prˇ´ıznaky typu HOG,
ktere´ maj´ı obecneˇ dobre´ deskriptivn´ı vlastnosti. Ja´ zde pouzˇ´ıva´m vsˇechny tyto prˇ´ıznaky
kromeˇ barevne´ho kana´lu Lab a prˇ´ıznak˚u typu HOG, ktere´ jaksi nahrazuji prˇ´ıznaky extra-
hovany´mi na za´kladeˇ odezvy mensˇ´ı banky Gaborovy´ch filtr˚u. Po rˇadeˇ tedy pouzˇ´ıva´m tyto
kana´ly obrazovy´ch prˇ´ıznak˚u:
• intenzitu sˇedoto´nove´ho obra´zku
• gradienty ve smeˇru dx a dy a jejich magnitudu – odezvy derivacˇn´ıho filtru
• biny histogramu smeˇr˚u gradient˚u s krokem pi/9
• odezvy morfologicky´ch operac´ı dilatace a eroze se stejny´mi ja´dry ones(3)
• a banku 20ti Gaborovy´ch filtr˚u (skript gaborFilter.m).
Celkem tedy vyuzˇ´ıva´m 35 kana´l˚u obrazovy´ch prˇ´ıznak˚u. Toolkit je pak obecneˇ navrzˇen tak,
aby sˇlo prˇidat i dalˇs´ı prˇ´ıznaky nebo neˇktere´ i naopak odebrat, ale k teˇmto experiment˚um
jsem se z cˇasovy´ch d˚uvod˚u nedostal. Urcˇiteˇ by sta´lo za to prˇidat jesˇteˇ alesponˇ prˇ´ıznaky
typu HOG a dalˇs´ı obdobne´ s dobry´mi deskriptivn´ımi vlastnostmi. Vsˇechny vy´sˇe uvedene´
extrahovane´ kana´ly prˇ´ıznak˚u patrˇ´ı mezi standardn´ı obrazove´ prˇ´ıznaky a tak je nen´ı nutne´
podrobneˇji popisovat, v prˇ´ıpadeˇ za´jmu lze blizˇsˇ´ı informace nale´zt naprˇ´ıklad v teˇchto ma-
teria´lech [38, 39] – ze ktery´ch jsem zde cˇerpal.
Banka Gaborovy´ch filtr˚u
p 1 2 3 4 5
λ 3.00 4.75 6.50 8.25 10.0
θ 0.00 pi/4 2pi/4 3pi/4 –
σ 2.00 3.25 4.50 5.75 7.00
γ 1.00 1.75 2.50 3.25 4.00
Tabulka 5.1: Parametry vlastn´ı banky 20ti Gaborovy´ch filtr˚u
Za podrobneˇjˇs´ı zmı´nku stoj´ı snad jen banka Gaborovy´ch filtr˚u1 respektive jejich parametry
jezˇ se snazˇ´ı rovnomeˇrneˇ pokry´t frekvencˇn´ı i prostorove´ spektrum a ktere´ popisuje tabulka
5.1 uvedena´ vy´sˇe. Vlastn´ı odezvu jednotlivy´ch filtr˚u te´to banky pak pocˇ´ıtam jako postup-
nou konvoluci nejprve s rea´lny´m a pote´ imagina´rn´ım ja´drem (oba s r = 10) a 2D vy´sledky
teˇchto operac´ı pak pro kazˇdou odpov´ıdaj´ıc´ı bunˇku ’secˇtu’ pomoc´ı standardn´ı funkce hy-
potenus definovane´ jako hypot(x, y) =
√
x2 + y2. Nakonec jesˇteˇ nab´ız´ım vizua´ln´ı uka´zku
extrahovany´ch obrazovy´ch pr´ıznak˚u na obra´zku 5.3 n´ızˇe, ktery´ graficky ilustruje prˇ´ıznaky
vypocˇtene´ z dnes uzˇ standardn´ıho demonstracˇn´ıho obra´zku sˇve´dske´ modelky Leny2.
1Dalˇs´ı informace a za´klad teorie Gaborovy´ch filtr˚u lze naj´ıt pak naprˇ´ıklad zde [43, 44].
2viz http://en.wikipedia.org/wiki/Lenna a http://www.ee.cityu.edu.hk/~lmpo/lenna/Lenna97.html
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Obra´zek 5.3: Vizualizace jednotliy´ch extrahovany´ch kana´l˚u obrazovy´ch prˇ´ıznak˚u
Ii – Na barevne´ cˇa´sti obra´zku postupneˇ shora zleva vid´ıte vizualizace jednotlivy´ch kana´l˚u extra-
hovany´ch prˇ´ıznak˚u ve stejne´m porˇad´ı jak byly popsa´ny ve vy´cˇtove´m seznamu vy´sˇe – jsou zde tedy
zachyceny kana´ly intenzity, derivacˇn´ıch filtr˚u, bin˚u smeˇru gradient˚u, dvou morfologicky´ch operac´ı
dilatace a eroze a nakonec 20ti odezev banky Gaborovy´ch filtr˚u. Sˇedoto´nove´ obra´zky na okraj´ıch pak
nab´ızej´ı pro zvy´razneˇn´ı urcˇity´ch rys˚u jiny´ pohled na nejblizˇsˇ´ı kana´l zobrazeny´ barevneˇ – kromeˇ
obra´zku v prave´m horn´ım rohu prˇedstavuj´ıc´ım morfologickou erozi ktera´ je mimo porˇad´ı. Vy´znam
jednotlivy´ch barev na dlazˇdic´ıch je pak standardn´ı, kdy tmavsˇ´ı odst´ıny znacˇ´ı niˇzsˇ´ı hodnotu prˇ´ıznaku
v dane´m pixelu.
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5.4 Tre´nova´n´ı Houghova lesa metody CS-HFOD
V tre´novac´ı fa´zi navrzˇene´ho detektoru se drzˇ´ım za´kladn´ıch princip˚u metody CS-HFOD
popsany´ch vy´sˇe dle referencˇn´ıho cˇla´nku [19]. Referencˇn´ı postup vsˇak nesleduji doslova a
zkousˇ´ım zave´st neˇkolik modifikac´ı cˇi snad le´pe rˇecˇeno vlastn´ı prˇ´ıstup, ktery´ jsem chteˇl
vyzkousˇet a proveˇrˇit jeho funkcˇnost cˇi spra´vnost. Odstavce n´ızˇe pak podrobneˇji popisuj´ı
tyto modifikace cˇi odchylky od standardn´ıho rˇesˇen´ı.
5.4.1 Modifikace tre´novac´ı procedury
Prˇi tre´nova´n´ı jednotlivy´ch stromu˚ Houghova lesa nejprve na rozd´ıl od referencˇn´ıho cˇla´nku,
kde je pevneˇ stanovena maxima´ln´ı hloubka stromu na dmax ∈ [15..20], zkousˇ´ım zave´st
hloubku dynamickou. Nastav´ım tedy maxima´ln´ı hloubku na takovou hodnotu, na jakou
se za standarn´ıch podmı´nek rekurze nemu˚zˇe dostat, tedy naprˇ´ıklad dmax = 256 a naopak
uberu pocˇet split test˚u v poolu z rˇa´du des´ıtek tis´ıc v referencˇn´ım cˇla´nku na rˇa´d tis´ıc˚u.
A s t´ımto nastaven´ım uzˇ da´le tre´nuji relativneˇ podle standarn´ıho postupu. Ze zkusˇenost´ı
z experiment˚u se pak ukazuje, zˇe zrˇejmeˇ existuje jisty´ trade off mezi vy´slednou hloubkou
stromu a pocˇtem potencia´ln´ıch split test˚u v poolu v jednotlivy´ch uzlech tre´novane´ho stromu
prˇi zachova´n´ı stejny´ch detekcˇn´ıch shopnost´ı. Bylo by zajimave´ tento vztah neˇjak formali-
zovat, ale k tomu jsem se z cˇasovy´ch d˚uvod˚u nedostal.
Tyto dveˇ velicˇiny totizˇ ovlivnˇuj´ı jistou mysˇlenou masku vizua´ln´ıch slov v jednotlivy´ch lis-
tech natre´novane´ho stromu a neprˇ´ımo tak definuj´ı jeho diskriminativn´ı schopnosti. I kdyzˇ
nemu˚zˇete prohledat cely´ stavovy´ prostor split test˚u ktery´ je velmi rozsa´hly´, dobrˇe nas-
taveny´m pomeˇrem maxima´ln´ı hloubky vy´sledne´ho stromu a velikost´ı poolu jeho split test˚u
mu˚zˇete nastavit jistou mı´ru obecnosti jeho vizua´ln´ıch slov v jednotlivy´ch listech. Jiny´mi
slovy rˇecˇeno, tyto dveˇ promeˇnne´ urcˇuj´ı jakousi masku cˇi pr˚umeˇrny´ vzhled vizua´ln´ıho slova
a jeho obecnost neboli to zda je strom natre´nova´n nedostatecˇneˇ, prˇetre´nova´n cˇi naopak
natre´nova´n optima´lneˇ.
5.4.2 Jednodusˇsˇ´ı a rychlejˇs´ı split testy
Jednou z cˇasoveˇ velmi na´rocˇny´ch fa´zi tre´nova´n´ı jednotlivy´ch stromu˚ je vy´pocˇet velke´ho
mnozˇstv´ı split test˚u a jejich na´sledne´ho vyhodnocova´n´ı. T´ım, zˇe jsem zvolil strategii linea-
rizace patch˚u se mi podarˇilo p˚uvodn´ı split test ta,p,q,r,s,τ (I) definovany´ vztahem 4.1 vy´sˇe
zjednodusˇit na test ta,m,n,τ (I) definovany´ vztahem 5.1 n´ızˇe.
ta,m,n,τ (I) =
{
0, pokud Ia(m) < Ia(n) + τ
1, jinak.
(5.1)
Vyuzˇ´ıvam tedy pouze dvou promeˇnny´ch pro na´hodne´ urcˇen´ı polohy v dane´m kana´lu mı´sto
p˚uvodn´ıch cˇtyrˇ a sˇetrˇ´ım tak jistou sice malou, ale prˇi velke´m mnozˇstv´ı split test˚u vy´znamnou
cˇa´st vy´pocˇetn´ıho vy´konu. Samozrˇejmeˇ cˇ´ım veˇtsˇ´ı se pak zvol´ı velikost poolu split test˚u,
t´ım tato u´prava naby´va´ na vy´znamu, nebot’ sekvencˇn´ı generova´n´ı pseudona´hodne´ pozice
rozhodneˇ nen´ı jednokrokovou operac´ı a bere si sv˚uj vy´pocˇetn´ı cˇas.
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5.4.3 Vlastn´ı modifikace vyvazˇovac´ı metriky nekonzistence ci
Snad nejvy´znameˇnjˇs´ı u´pravou, kterou jsem provedl oproti referencˇn´ı metodeˇ je defino-
van´ı vlastn´ı vyvazˇovac´ı metriky pro urcˇen´ı nekonzistence prˇ´ıslusˇnosti ke trˇ´ıdeˇ objektu cˇi
pozad´ı. Zat´ımco p˚uvodn´ı cˇla´nek vyuzˇ´ıva´ klasickou informacˇn´ı entropii, ja´ jsem definoval
vlastn´ı funkci nazvanou Absolutium({ci}), ktera´ ma´ obdobne´ vlastnosti, avsˇak je vy´pocˇetneˇ
opt´ıma´lneˇjˇs´ı oproti vy´pocˇt˚um logaritmu˚ prˇi vycˇ´ıslen´ı standardn´ı entropie p˚uvodn´ı korekcˇn´ı
metriky, ktera´ nepatrˇ´ı mezi jednokrokove´ operace, a ukusuje si tak jistou cˇa´st vy´pocˇetn´ıho
vy´konu.
Obra´zek 5.4: Grafy mozˇny´ch funkc´ı nahrazuj´ıc´ıch korekcˇn´ı metriku nekonzistence
ci – Na obra´zku postupneˇ zleva vid´ıte grafy funkci ktere´ mohou nahradit korekcˇn´ı metriku ci. Tyto
funkce jsou zleva uvedeny ve stejne´m porˇad´ı v jake´m jsou definova´ny prˇ´ıslusˇny´mi vztahy n´ızˇe. Funkce
Absolutium({ci}) je pak uvedena jako druha´ zprava.
K tomuto zjednodusˇen´ı meˇ inspiroval p˚uvodn´ı cˇla´nek, ktery´ take´ nevyuzˇ´ıva´ prˇi vy´pocˇtu
nekonzistence loka´ln´ıho rozlozˇen´ı offset vektor˚u teoreticky cˇisty´ postup, ale definuje vlastn´ı
zjednodusˇenou metriku za pomoc´ı odchylky od jake´hosi pr˚umeˇrne´ho offset vektoru. Ja´ jsem
se nad t´ımto zamyslel a dosˇel jsem k za´veˇru, zˇe pro urcˇen´ı nejoptima´lneˇjˇs´ıho deˇlen´ı tedy
prˇeneseneˇ nejoptima´lneˇjˇs´ıho split testu vlastneˇ nen´ı trˇeba informacˇn´ı entropie. Je trˇeba
pouze funkce definovana´ na intervalu c ∈ [0..1] ktera´ ma´ tu vlastnost, zˇe ma´ v bodeˇ c = 0.5
sve´ho Df maxima´ln´ı hodnotu a na obou vedlejˇs´ıch strana´ch definicˇn´ıho oboru pak klesa´ (k
nule – toto nen´ı nutne´) se stejnou derivac´ı v osoveˇ soumeˇrny´ch bodech podle virtua´ln´ı osy y
v bodeˇ c = 0.5 sve´ho Df kde dosahuje maxima´ln´ı hodnoty. Tyto vlastnosti splnˇuj´ı naprˇ´ıklad
kromeˇ vy´choz´ı informacˇn´ı entropie, uvedene´ jako prvn´ı, i funkce definovane´ na´sleduj´ıc´ımi
vztahy n´ızˇe:
Entropy(c) = −c · log(c) + (1− c) · log(1− c) (5.2)
f2(c) = −(2c− 1)2 + 1 (5.3)
f3(c) = 1− 2|c− 1/2| (5.4)
Absolutium(c) = 1/2− |c− 1/2| (5.5)
f5(c) = |c− 1/2| (5.6)
jejichzˇ grafy vid´ıte ve stejne´m porˇad´ı zleva na obra´zku 5.4 vy´sˇe.
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Funkce Absoulutium(c), ktera´ je z nich v podstateˇ nejjednodusˇsˇ´ı a vy´pocˇetneˇ nejme´neˇ
na´rocˇna´, tedy v me´ implementaci nahrazuje klasickou informacˇn´ı entropii a urychluje tak
vy´sledny´ vy´pocˇet. V tomto zrychlen´ı by sˇlo j´ıt jesˇteˇ da´le a to tak, zˇe by se uzˇila funkce
Absolutium(c)′ = −|c− 1/2|, (5.7)
protozˇe nen´ı nutne´ aby jej´ı maximum meˇlo kladnou maxima´ln´ı hodnotu. Dokonce by sˇlo
uzˇ´ıt i vztah 5.6, v tom prˇ´ıpadeˇ by se ale zmeˇnil i vztah pro celou korekcˇn´ı metriku ci, mı´sto
vztahu 4.2, by se muselo pouzˇ´ıt:
U1(A) =
1
|A| · f5({ci}) (5.8)
a vztah 5.9 pro hleda´n´ı minima u U1 by se musel invertovat na hleda´n´ı maxima, cozˇ plyne
z charakteristiky a pozˇadovany´ch vlastnost´ı prˇedchoz´ı funkce.
argmax
k
=
(
U1({pi|tk(Ii) = 0}) + U1({pi|tk(Ii) = 1})
)
(5.9)
Pro metriku rozlozˇen´ı offset vektor˚u byste vsˇak museli sta´le hledat minimum, nebo hod-
noty vztahu 4.3 invertovat, cozˇ by prˇina´sˇelo jistou nekonzistenci. Nav´ıc by to zavedlo op-
eraci deˇlen´ı ktera´ je take´ vy´pocˇetneˇ na´rocˇna´, proto jsem pouzˇil ve sve´ implementaci funkci
Absolutium(c) jako vhodny´ kompromis mezi vy´pocˇetn´ı rychlost´ı a dodrzˇen´ım konzistence
ostatn´ıch vy´pocˇt˚u. Nen´ı to vsˇak dogma a funkce definuj´ıc´ı tuto metriku mu˚zˇe by´t zvolena
snad jesˇteˇ optima´lneˇji na za´kladeˇ hardwarove´ podpory a rychlosti vy´pocˇtu jednotlivy´ch
operac´ı. Samotna´ absolutn´ı hodnota je vsˇak vhledem ke sve´ elementa´rnosti a pozˇadovany´m
vy´pocˇetn´ım operac´ım jasny´m favoritem. Pu˚vodn´ı vztah 4.2 tedy nahrazuji vztahem 5.10
uvedeny´m n´ızˇe.
U1(A) = |A| ·Absolutium({ci}) (5.10)
5.4.4 Diagnosticke´ utility pro podporu kontroly tre´nova´n´ı
Vzhledem k tomu, zˇe tre´nova´n´ı stromu˚ metody CS-HFOD cˇi rovnou cele´ho lesa je re-
alativneˇ komplexn´ı za´lezˇitost, toolkit podporuje neˇkolik diagnosticky´ch utilit pro kontrolu
tre´novac´ı fa´ze. Nejprve je to funkce pro z´ıska´n´ı obsahu listovy´ch uzl˚u natre´novane´ho stromu
listOfLeaves() a funkce zobrazuj´ıc´ı hodnoty a relativn´ı rozd´ıly hodnot kana´l˚u v jed-
notlivy´ch uzlech tre´novane´ho stromu – showChnlPosDiffs(). Pote´ funkce pro zobrazen´ı
obsahu offset˚u v listech – showTrainsetOffsets() cˇi vizualizace patch˚u prosˇly´ch do jed-
notlivy´ch list˚u – showLeavePatches() a nakonec komplexn´ı funkce checkTree() , ktera´
nejen vizualizuje obsah jednotlivy´ch list˚u, ale i zkouma´ spra´vnost integrity dat ve stromu –
to naprˇ´ıklad znamena´, zˇe soucˇet prosˇly´ch patch˚u v listech mus´ı odpov´ıdat jejich celkove´mu
rozsahu na vstupu apod.
Obra´zek n´ızˇe pak nab´ız´ı pohled na vizualizaci obsahu neˇkolika list˚u natre´novane´ho stromu
pro dataset aut – UIUCars – implementovanou toolkitem. Interaktivn´ı vizualizaci cele´ho
stromu toolkit vzhledem k implementacˇn´ımu prostrˇed´ı nenab´ız´ı, je to vsˇak jedna z prˇ´ımy´ch
cest k jeho vylepsˇen´ı. Mozˇnost interakt´ıvneˇ procha´zet jeho obsah, idea´lneˇ jesˇteˇ prˇ´ımo prˇi
tre´ninku by byla ultima´tn´ım lad´ıc´ım a parametrizacˇn´ım na´strojem pro kontrolu jeho stavby
a vy´sledne´ struktury. Pokud by se nav´ıc prˇidala i mozˇnost manua´ln´ı editace jednotlivy´ch
uzl˚u, sˇlo by upravit strukturu stromu i jednodusˇe parametrizovat r˚uzne´ experimenty.
44
Obra´zek 5.5: Vizualizace obsahu neˇkolika vybrany´ch list˚u natre´novane´ho stromu
– Na obra´zku postupneˇ vid´ıte neˇkolik vybrany´ch prˇ´ıklad˚u obsahu jednotlivy´ch list˚u natre´novane´ho
stromu pro dataset UIUCars vizualizovany´ch pomoc´ı navrzˇene´ho toolkitu – konkre´tneˇ se jedna´ o
strom s dynamickou hloubkou a tis´ıci split testy v poolu na uzel. Z obrazk˚u je take´ relativneˇ dobrˇe
vidit podobnost jednotlivy´ch patch˚u v listech tvorˇ´ıc´ıch jednotliva´ vizua´ln´ı slova a jisty´ clustering
offset vektor˚u ke ktere´mu tre´novac´ı procedura metody intrinzicky smeˇrˇuje.
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5.5 Detekce vlastn´ı modifikac´ı metody CS-HFOD
Prˇi samotne´ detekci toolkit podporuje jak single-scale tak i multi-scale detekci – kdy pos-
tupneˇ scaluje vstupn´ı obra´zek ktery´ prˇeda´va´ detektoru, aby se pokusil naj´ıt objekt za´jmu
ve stejne´m rozmeˇru (zde vy´sˇce) jako vzory objektu za´jmu sve´ tre´novac´ı sady a deteko-
val tak c´ılovy´ objekt za´jmu. Co se ty´cˇe vlastn´ıho postupu, zde dodrzˇuji refencˇn´ı postup v
p˚uvodn´ım cˇla´nku azˇ na mı´rnou u´pravu vzorkova´n´ı a va´zˇen´ı hlasova´n´ı jednotlivy´ch stromu˚
natre´novane´ho Houghova lesa.
5.5.1 Modifikace detekcˇn´ı procedury a va´zˇen´ı hlasova´n´ı
K huste´mu vzorkova´n´ı se zde prˇistupuje tak, zˇe neberu vsˇechny dostupne´ vzorky, ale
vyb´ıra´m si naprˇ´ıklad kazˇdy´ patch s offsetem polohy nastaveny´m na hodnotu cca 3, cozˇ
je dostatecˇna´ hustota vzorkova´n´ı, ktera´ je vsˇak vy´pocˇetneˇ optima´lneˇjˇs´ı. Zaj´ımavy´m ex-
perimentem by zde pak bylo uzˇit´ı na´hodne´ho vzorkova´n´ı jednotlivy´ch testovac´ıch patch˚u
obodobne´ randomizovane´ metodeˇ Houghovy transformace (RHT popsane´ vy´sˇe) pro detekci
krˇivek a prˇ´ıstupu autor˚u cˇla´nku [16] – tedy pravdeˇpodobnostn´ı prˇ´ıstup, kdy taky nejsou
trˇeba vsˇechny vzorky a c´ılovou entitu lze prˇesto detekovat – nav´ıc vy´pocˇetneˇ efektivneˇji.
Obra´zek 5.6: Vy´sledky single a multi-scale detekce i s rasterizovany´mi aku-
mula´tory – Na obra´zku vid´ıte dva prˇ´ıklady u´speˇsˇny´ch detekc´ı i s prˇ´ıslusˇny´mi akumula´tory nejprve
v cˇiste´ podobeˇ jak je zanechala hlasovac´ı metoda a pote´ vyhlazene´ Gaussia´nem (G(σ,x)) simu-
luj´ıc´ım Parzenovo okno pro u´cˇely zprˇesneˇn´ı detekce. Z obra´zk˚u akumula´tor˚u jsou prˇehledneˇ videˇt
sveˇtlejˇs´ı mı´sta znacˇ´ıc´ı lokace s vysˇsˇ´ı pravdeˇpodobnost´ı hypote´zy o vy´skytu centra hledane´ho ob-
jektu. Vizualizace samotne´ detekce ma´ pak na´sledj´ıc´ı vy´znam: ground truth bounding box (vykreslen
modrˇe), vlastn´ı detekce (zeleneˇ) a jej´ı pr˚unik s ground truth (oranzˇoveˇ).
Kromeˇ analy´zy a mı´rne´ u´pravy vzorkova´n´ı testovac´ıch patch˚u jsem se take´ zamyslel nad
va´zˇeny´m hlasova´n´ım jednotlivy´ch stromu˚ definovane´m vztahem 5.12. Protozˇe nevyuzˇ´ıva´m
Parzenova okna, jak deklaruje vztah 5.111, a vy´sledny´ akumula´tor vyhlazuji symetricky´m
Gaussia´nem s parametrem σ = 3.0, je zbytecˇne´ normalizovat hlasy jednotlivy´ch stromu˚,
protozˇe takova´to fitrace normalizaci stejneˇ porusˇ´ı. Nav´ıc hodnota hypote´zy se v praxi neb-
ude ani bl´ızˇit pravdeˇpodobnostn´ı hodnoteˇ 1 a pra´h u´speˇsˇne´ detekce stejneˇ bude trˇeba urcˇit
empiricky. V takove´m prˇ´ıpadeˇ pak stacˇ´ı aditivn´ı prˇ´ıstup popsany´ upraveny´m vztahem 5.12
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uvedeny´m n´ızˇe. Ten pak zase usˇetrˇ´ı jednu operaci deˇlen´ı. Teoretickou nevy´hodou jsou nenor-
malizovane´ hodnoty akumula´tru a na´sledna´ nutnost heuristicko-empiricke´ho urcˇen´ı hodnoty
prahu T pro stanoven´ı validn´ı detekce. Vzhledem k tomu, zˇe toto by se muselo stejneˇ prove´st
i s normalizovany´mi hodnotami, z prakticke´ho hlediska moje u´prava nema´ zˇa´dne´ nevy´hody
a je vy´pocˇetneˇ rychlejˇs´ı, protozˇe sˇetrˇ´ı jednu operaci deˇlen´ı na kazˇdy´ hlas patche z jednoho
stromu.
pˆ
(
E(x)|I(y); T ) = [ CL|DL| ∑
d∈DL
(
(y − x)− d)]
T
(5.11)
Vztah pro sumaci hlas˚u jednotlivy´ch stromu˚ z jednoho patche – tedy cele´ho natre´novane´ho
Houghova lesa dle vztahu 4.9 – na´sledneˇ prˇecha´z´ı v jednodusˇ´ı vztah bez deˇlen´ı pocˇtem
stromu˚ Houghova lesa, cozˇ forma´lneˇ definuje vztah 5.12 uvedeny´ n´ızˇe.
pˆ
(
E(x)|I(y); {Tt}Tt=1
)
=
[
T∑
t=1
pˆ
(
E(x)|I(y); Tt
)]
? G(σ,x) (5.12)
Kde G(σ,x) prˇedstavuje vy´sˇe zmı´neˇny´ Gaussia´n pro vyhlazen´ı akumula´toru ktery´ je v
p˚uvodn´ım stavu po dokoncˇen´ı hlasova´n´ı znacˇneˇ zasˇumeˇly´. A tento proble´m rˇesˇ´ım pra´veˇ
pomoc´ı konvoluce s Gaussovsky´m filtrem definovany´m vztahem 5.13 n´ızˇe – x zde pak znacˇ´ı
polohu hypote´zy v rasterizovane´m akumula´toru jezˇ je takto vyhlazova´n.
G(σ,x) =
1
2piσ2
exp
(
− x
2
2σ2
)
(5.13)
Nav´ıc se kv˚uli prˇedchoz´ımu postupu take´ uprav´ı2 vztah pro sumaci vy´sledny´ch rasteri-
zovany´ch Houghovy´ch obrazu z´ıskany´ch z kompletn´ıho hlasova´ni jednotlivy´ch stromu˚ –
uzˇ´ıva´m tedy standardn´ı upraveny´ vztah 4.10 ktery´ prˇejde do upravene´ podoby 5.14:
V (x) =
∑
y∈B(x)
pˆ
(
E(x)|I(y); {Tt}Tt=1
)
? G(σ,x) (5.14)
Vlastn´ı detekce je pak zajiˇsteˇna modulem detect.m ktery´ nab´ız´ı funkci pro detekci objekt˚u
za´jmu v jednom vstupn´ım obra´zku (detectObject()) a k tomu dveˇ funkce pro prove-
den´ı single-scale (deto()) a multi-scale detekce (detos()) na cele´m vstupn´ım testovac´ım
datasetu. Pro ilustraci dokoncˇene´ detekce nab´ız´ım obra´zek 5.6 vy´sˇe prˇedstavuj´ıc´ı vizuali-
zovany´ vy´stup toolkitu dokoncˇene´ detekce jak pro single-scale (UIUCars) tak i multi-scale
detekci (TUD Pedestrians).
1Parzenovo okno nahrazuji na´slednou konvuluc´ı s Gaussia´nem specificky´ch paramter˚u popsany´ch n´ızˇe,
cozˇ je v podstateˇ pouze vy´pocˇetneˇ efektivneˇjˇs´ı obdoba techniky Parzenova okna.
2avsˇak pouze forma´lneˇ vzhledem ke znacˇen´ı – princip z˚usta´va´ sta´le stejny´
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5.6 Podpora vyhodnocen´ı detekce a dalˇs´ıch experiment˚u
Kromeˇ schopnosti detekovat c´ılovy´ objekt za´jmu toolkit nab´ız´ı i mozˇnost takovouto detekci
exaktneˇ vyhodnotit podle standardn´ıch evaluacˇn´ıch metrik. Pro tento u´cˇel je koncipova´n
tak, zˇe si ukla´da´ jednotlive´ rasterizovane´ akumula´tory cˇi cele´ jejich struktury – v prˇ´ıpadeˇ
multiscale detekce. A na tyto akumulatory pote´ mu˚zˇe aplikovat customizovane´ vyhlazen´ı
Gaussia´nem a dalˇs´ı heuristiky pro zprˇesneˇn´ı detekce. Muzˇe se naprˇiklad urcˇit minima´lni
vzda´lenost jednotlivy´ch detekovany´ch entit, cozˇ take´ aplikuji. V tomto bodeˇ se take´ odchy-
luji od p˚uvodn´ıho cˇla´nku, kde autorˇi automaticky zahazuj´ı detekce uvnitrˇ bounding boxu
nejpravdeˇpodobneˇjˇs´ıho vy´skytu objektu – ja´ zde pouze definuji minima´ln´ı vzda´lenost de-
tekovatelny´ch objekt˚u a da´le aplikuji standardn´ı techniku non-maxima suppression. Pro
vy´pocˇet evaluacˇn´ıch hodnot pote´ vyuzˇ´ıva´m standardn´ı vztahy uvedene´ postupneˇ n´ızˇe:
Precision =
#TP
#TP + #FP
(5.15)
Recall =
#TP
#TP + #FN
(5.16)
MissRate = 1−Recall (5.17)
FPPI =
#FP
#testImages
(5.18)
Fmeasure = 2 · Precision ·Recall
Precision+Recall
(5.19)
Jak je z vy´sˇe uvedeny´ch vztah˚u zrˇejmeˇ patrne´, modul evaluate.m nab´ız´ı vy´pocˇet stan-
dardn´ı evaluacˇn´ı Precision-Recall a MissRate-FPPI1 krˇivky a jejich zobrazeni v graficke´
podobeˇ. Da´le pocˇ´ıta´ skala´rn´ı sko´re kvality detektoru tzv. hodnotu Fmeasure ∈ [0..1]
uda´vaj´ıc´ı obecnou spolehlivost implementovane´ho detektoru. Z Precision-Recall krˇivky
pak lze jednodusˇe urcˇit i tzv. celkovy´ procentua´ln´ı pomeˇr u´speˇsˇnosti EER (Equal Error
Rate), cozˇ je v podstateˇ procentua´lneˇ vyja´drˇeny´ optima´ln´ı bod nastaven´ı parametr˚u detek-
toru urcˇeny´ z Precision-Recall krˇivky v mı´steˇ kde se rovnaj´ı hodnoty Precision a Recall.
Je to tedy v podstateˇ pr˚usecˇ´ık grafu Precision-Recall krˇivky s u´secˇkou vedenou z bodu
[0, 0] do [1, 1] tohoto grafu a ktery´ take´ uda´va´ jednocˇ´ıselnou procentua´ln´ı kvalitu detektoru
obdobneˇ jako Fmeasure.
5.7 Prˇehled mozˇnost´ı implementovane´ho toolkitu
Vy´sˇe jsem prˇedstavil cely´ princip a jednotlive´ moduly tvorˇ´ıc´ı ba´zovou funkcionalitu navrzˇene´-
ho toolkitu ktery´ podporuje vsˇechny trˇi stupneˇ detekcˇn´ıho ra´mce – tedy fa´zi tre´nova´n´ı,
detekce i na´sledne´ho vyhodnocen´ı u´speˇsˇnosti takove´to detekce na za´kladeˇ anotovane´ho
testovac´ıho datasetu. Nyn´ı celou tuto funkcionalitu shrnu v prˇehledneˇ cˇleneˇne´m seznamu,
ktery´ dobrˇe ilustruje i celkovou strukturu implementovane´ho rˇesˇen´ı. Pro prˇehlednost ne-
doplnˇuji na´zvy funkc´ı popisem jejich cˇinnosti ktery´ je veˇtsˇinou jasny´ z jejich na´zvu a sez-
namu parametr˚u – pro podrobnosti viz prˇilozˇene´ zdrojove´ ko´dy jednotlivy´ch skript˚u.
1z anglicke´ zkratky False Positives Per Image
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CS-HFOD toolkit
• prˇ´ıprava a preprocessing tre´novac´ıch a evaluacˇn´ıch dat (modul createTrainset.m)
– getAvgTrainsetSize()
– getAvgBBox(path, fileExt)
– getMaxPatches(sizeX, sizeY, patchSize)
– patchesPerImage(requiredPatchesApproxCount, imageCount)
– getPatchesDemo(patchCount)
– convertDataset()
– createTrainset()
• extrakce obrazovy´ch prˇ´ıznak˚u (modul extractFeatures.m a gaborFilter.m)
– extractFeatures(grayImage)
– gaborFn(sigma, theta, lambda, psi, gamma)*
– gaborFilter(radiusX, radiusY, lambda, theta, psi, sigma, gamma)
• tre´novan´ı jednotlivy´ch stromu˚ i lesa detektoru zalozˇene´m na CS-HFOD (modul train.m)
– showLinPatches()
– listOfLeaves(tree)
– showChnlPosDiffs(node)
– showTrainsetOffsets(indicesRange)
– showLeavePatches(indices, details)
– splitPatches(featureChannel, pos1, pos2, splitTresh)
– createNode(sequence, depth, probability)
– createTree(root, fSplit, maxDepth, currentDepth)
– trainTree()
– trainForest()
– checkTree(houghTree)
• detekce zalozˇena na detektoru natre´novane´m v prˇedchoz´ım modulu (modul detect.m)
– detectObject(testImage, houghTree)
– deto() a detos()
• vyhodnocen´ı u´speˇsˇnosti detekce a vykreslen´ı standardn´ıch evaluacˇn´ıch krˇivek (evaluate.m)
– getDeltaBB(detectedBB, groundTruthBB)
– singleEval() a multiEval()
– bboxIntesectDemo()
• globa´ln´ı spra´va nastaven´ı cele´ho programove´ho toolkitu (modul settings.m)
– sekce global, dataset, trainset, init (justFirstTime)
• r˚uzne´ pomocne´ funkce naprˇ´ıklad pro meˇrˇen´ı cˇasu CPU (modul utils.m)
– getFileList(directory, fileExtension)
– smetSTART() a smetSTOP()
– linearize(patch2D) a delinearize(linearizedPatch, patchSize)
– getPatch(imageMatrix, posX, posY, patchSize, patchOffset)
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– getBBox(M, v)* a getBBoxes(filename)
– getPASBBox(filename)* a getPASBBoxes(filename)
• funkce pro vizualizaci dat (modul visuals.m)
– drawBBox(fig, bb, boxColor)*
– drawOffset(fig, fromX, fromY, toX, toY, offsetColor, spikeColor)
– showAnnotation(imgFile, annotationFile)*
– showAllImages(directory, fileExtension, count)
5.8 Na´vrhy vylepsˇen´ı programove´ho toolkitu a
navrzˇene´ho detektoru
CS-HFOD toolkit stejneˇ jako kazˇdy program cˇi komplexneˇjˇs´ı software, prˇestozˇe je plneˇ
funkcˇn´ı, nedosahuje technicke´ ani funkciona´ln´ı dokonalosti a nab´ız´ı se tak hned neˇkolik cest
k jeho vyplepsˇen´ı cˇi optimalizaci. Na na´sleduj´ıc´ıch rˇa´dc´ıch n´ızˇe proto najdete postutpneˇ
komentovane´ oblasti cˇi prˇ´ımo konkre´tn´ı moduly, kde by jej sˇlo vylepsˇit cˇi jinak optimalizovat
a umozˇnit tak jeho jesˇteˇ lepsˇ´ı rea´lne´ produkcˇn´ı nasazen´ı. Vzhledem k tomu, zˇe cest a
mozˇnost´ı k vylepsˇen´ı je zde relativneˇ hodneˇ, a to je ani zdaleka neuva´d´ım vsˇechny1, popisuji
jednotlive´ na´vrhy pro veˇtsˇ´ı prˇehlednost v te´maticky rozdeˇleny´ch podsekc´ıch rˇazeny´ch podle
vy´znamu vzhledem ke zlepsˇen´ı detekcˇn´ıch schopnost´ı vy´sledne´ho detektoru.
5.8.1 Extrakce dalˇs´ıch relevantn´ıch obrazovy´ch prˇ´ıznak˚u
Jedn´ım z nejpodstatneˇjˇs´ıch modul˚u tohoto toolkitu cˇi jeho esencia´ln´ı soucˇa´st´ı je modul ex-
trakce prˇ´ıznak˚u. Vzhledem k tomu, zˇe obrazove´ prˇ´ıznaky prˇ´ımo popisuj´ı jednotliva´ vizua´ln´ı
slova natre´novane´ho Houghova lesa i vstupn´ı testovac´ı patche a prˇ´ımo tak definuj´ı detekcˇn´ı
schopnosti cele´ho detektoru, je trˇeba te´to oblasti veˇnovat patrˇicˇnou pozornost. Prˇestozˇe
jsem implementoval celou rˇadu relevantn´ıch obrazovy´ch prˇ´ıznak˚u i v te´to oblasti jsou velke´
mozˇnost´ı a potencia´l pro vylepsˇen´ı, kdy by sˇlo implemenotovat celou rˇadu dalˇs´ıch prˇ´ıznak˚u
a da´le experimenta´lneˇ vyhodnotit jejich efektivitu vhledem k detekcˇn´ım a vy´konnostn´ım
charakteristika´m vy´sledene´ho detektoru.
Vyhodnocen´ı uzˇitecˇnosti jednotlivy´ch kana´l˚u prˇiznak˚u by pak sˇlo prove´st na´sleduj´ıc´ım
zp˚usobem bud’to oﬄine nebo prˇ´ımo za beˇhu, tedy online prˇi tre´novan´ı. Oﬄine zjiˇsteˇn´ı
by vypadalo tak, zˇe bychom prosˇli jednotlive´ stromy natre´novane´ho lesa a v jednotlivy´ch
uzlech zjistili, ktery´ prˇ´ıznakovy´ kana´l se ’volil’ nejcˇasteji a mohli tak sestavit jisty´ zˇebrˇ´ıcˇek
cˇi porˇad´ı. Toto by vypov´ıdalo o vy´znamu jednotlivy´ch kana´lu, uzˇ jen z d˚uvod˚u pouzˇit´ı ko-
rekcˇn´ıch metrik prˇi tre´nova´n´ı ktere´ hl´ıdaj´ı jistou kvalitu split test˚u, ktere´ jsou pak prˇ´ımo
za´visle´ na vybrane´m prˇ´ıznakove´m kana´lu. Online by sˇlo obdobnou metodu aplikovat prˇ´ımo
prˇi tre´nova´n´ı, kdy by se prˇi kazˇde´m split testu zapamatoval zvoleny´ kana´l a vedl se his-
togram pouzˇity´ch kana´l˚u ktere´ se volily nejcasteˇji a pouzˇ´ıvat pak pouze ty. Jaky´si ex-
periment na uzˇitecˇnost dany´ch kana´l˚u by sˇel prove´st take´ tak, zˇe bychom vzali v potaz
Houghovy lesy natre´novane´ s r˚uzny´mi mnozˇinami dostupny´ch obrazovy´ch kana´l˚u, trˇeba za
*Jedna´ se p˚uvodneˇ o extern´ı prˇevzatou a na´sledneˇ refaktorovanou funkci.
1Jedna z velmi peˇkny´ch obecny´ch vlastnost´ı Houghovy transformace je jej´ı flexibilita, sˇka´lovatelnost a v
podstateˇ nekonecˇne´ mozˇnosti optimalizac´ı a modifikac´ı nejr˚uzneˇjˇs´ıch variant te´to matematicke´ techniky.
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pomoc´ı prˇedchoz´ıch navrzˇeny´ch metod, a pote´ bychom vyhodnotili jejich detekcˇn´ı schop-
nosti pomoc´ı standardn´ıch metrik v˚ucˇi anotovane´ testovac´ı sadeˇ. Takto bychom take´ mohli
eliminovat pouzˇit´ı nerelevatn´ıch prˇ´ıznakovy´ch kana´l˚u, ktere´ by se minima´lneˇ v tre´ninkove´
fa´zi zbytecˇneˇ pocˇ´ıtaly.
Obrazove´ prˇ´ıznaky jsem extrahoval nad sˇedoto´novy´m vyhlazeny´m vstupn´ım obrazem, v
prˇ´ıpadeˇ neˇktery´ch specificky´ch za´jmovy´ch trˇ´ıd jako jsou naprˇ´ıklad koneˇ cˇi dobytek ktery´
se obvyle nacha´z´ı na zelene´ louce by pak byly relevantn´ım obrazovy´m prˇ´ıznakem i r˚uzne´
barevne´ prostory cˇi modely (naprˇ´ıklad Lab) popisuj´ıc´ı dany´ obraz a umozˇnˇuj´ıc´ı snadneˇji
detekovat c´ılovou entitu. Tyto jsou vsˇak veˇtsˇinou kv˚uli dynamicky´m podmı´nkam osveˇtlen´ı
me´neˇ relevantn´ı v prˇ´ıpadeˇ obecny´ch za´jmovy´ch trˇ´ıd a proto jsem zde jejich mozˇnost´ı
nevyuzˇil. Ve znacˇne´m rozsahu jsem naopak vyuzˇil deskriptivn´ıch schopnost´ı prˇ´ıznak˚u vypocˇ-
teny´ch z odezvy banky Gaborovy´ch filtr˚u definovany´ch neˇkolika vztahy uvedeny´mi n´ızˇe. Uzˇ
na prvn´ı pohled je zrˇejme´, zˇe prˇi pocˇtu parametr˚u teˇchto filtr˚u by je sˇlo jesˇteˇ le´pe ladit cˇi
parametrizovat a pokry´t tak relevantneˇjˇs´ı cˇa´st prostoroveˇ-frekvencˇn´ıho spektra vzhledem k
zamy´sˇlene´mu aplikacˇneˇ-specificke´mu pouzˇit´ı vy´sledne´ho detektoru.
G(x,y;λ, θ, ψ, σ, γ) = exp
(
− x
′2 + γ2y′2
2σ2
)
exp
(
i
(
2pi
x′
λ
+ ψ
))
(5.20)
GRe(x,y;λ, θ, ψ, σ, γ) = exp
(
− x
′2 + γ2y′2
2σ2
)
cos
(
2pi
x′
λ
+ ψ
)
(5.21)
GIm(x,y;λ, θ, ψ, σ, γ) = exp
(
− x
′2 + γ2y′2
2σ2
)
sin
(
2pi
x′
λ
+ ψ
)
(5.22)
x′ = x cos θ + y sin θ (5.23)
y′ = −x sin θ + y cos θ (5.24)
Vzhledem k tomu, zˇe znacˇna´ cˇa´st mnozˇiny potenciona´lneˇ mozˇny´ch obrazovy´ch prˇ´ıznak˚u
je vypocˇtena konvoluc´ı s jisty´m v obecne´m prˇ´ıpadeˇ genericky´m kernelem, bylo by mozˇne´
takova´to ja´dra generovat stochasticky. Takto na´hodneˇ generovana´ ja´dra by sˇly pouzˇ´ıt i
proto, zˇe kazˇda´ trˇ´ıda objektu za´jmu ma´ specificke´ deskriptivn´ı vlastnosti, ktere´ by mohlo
takove´to umeˇle´ vytvorˇene´ ja´dro dobrˇe modelovat a mapovat tak jeho vy´skyt. Samotna´
ja´dra by pak mohly mı´t naprˇiklad podobu r˚uzny´ch geometricky´ch vzor˚u typu u´secˇky pod
ruzny´mi u´hly, krˇivky, n-uhelniku a dalˇs´ıch podobny´ch entit. Nebo by sˇlo tvar ja´dra generovat
jako cˇisteˇ abstraktn´ı obrazec pomoc´ı pouzˇit´ı modifikovany´ch technik biologi´ı inspirovane´ho
evolucˇn´ıho na´vrhu apod.
Mezi dalˇs´ı experimenta´ln´ı prˇ´ıznaky jezˇ by sˇlo vyuzˇ´ıt by sˇlo take´ zarˇadit integraln´ı obraz hran
– jaky´si plosˇny pomeˇr zastoupen´ı pokryt´ı patche urcˇity´mi hranami, klasicky´ integra´ln´ı obraz
vypocˇteny´ z intenzity, pak take´ textura´ln´ı prˇ´ıznaky v podobeˇ Haarovy´ch vlnek, Wavele-
tovy´ch vlnek, LBP (Local Binary Patterns) spolu s jeho histogramem a dalˇs´ıch. Sˇlo by
take´ pouzˇ´ıt jemneˇjˇs´ı biny smeˇr˚u gradient˚u, da´le odezvy komponentn´ıch analy´z PCA cˇi ICA
apod. Pocˇ´ıtat by sˇla i informacˇn´ı entropie patche, upravene´ prˇ´ıznaky ze za´jmovy´ch bod˚u
v podobeˇ HOG, SIFT, SURF, cozˇ v prˇ´ıpadeˇ HOGu cˇin´ı i autorˇi p˚uvodn´ıho cˇla´nku. Mohli
51
bychom vymyslet i cˇisteˇ experimenta´ln´ı prˇ´ıznaky v podobeˇ aplikac´ı metody SHT pro de-
tekci urcˇite´ krˇivky cˇi geometricke´ entity nad jednotlivy´mi patchi a vy´sledny´ akumula´tor
bra´t jako prˇ´ıznakovy´ vektor. To same´ by sˇlo ucˇinit s r˚uzny´mi loka´ln´ımi histogramy urcˇity´ch
specificky´ch obrazovy´ch velicˇin. Zajimavy´m se mi jev´ı take´ pouzˇit´ı derivacˇn´ıch filtr˚u vysˇsˇ´ıch
rˇa´d˚u azˇ do n-te´ mozˇne´ derivace mapuj´ıc´ıch r˚uzne´ frekvence ve vstupn´ım patchi cˇi cele´m
obrazu a gradienty pocˇitane´ i pro jine´ smeˇry nezˇ typicke´ smeˇry kolme´ na osy x a y. S
prˇ´ıznaky vzhledem k jejich dostupne´mu te´meˇrˇ neomezene´mu spektru by sˇlo prove´st mnoho
experiment˚u a vybrat ty nejvhodneˇjˇs´ı naprˇ´ıklad na za´kladeˇ postupu popsane´ho vy´sˇe.
5.8.2 Obecne´ rozhodovac´ı split testy
Jako dalˇs´ı oblast mozˇny´ch modifikac´ı se pak nab´ızej´ı samotne´ split testy. Prˇi teˇchto testech
by sˇlo neporovna´vat pouze dva pol´ıcˇka patche, ale trˇeba male´ oblasti o velikosti 4x4 cˇi 8x8
apod. nebo dokonce jejich integra´ln´ı obrazy. Porovna´ni by sˇlo prove´st trˇeba odecˇten´ım dvou
odpovidaj´ıc´ıch pixel˚u a celou oblast rozdilu pote´ secˇ´ıst a porovnat s nastaveny´m prahem,
cozˇ by jaksi modelovalo textura´ln´ı rozd´ılnost dany´ch oblast´ı patche. Nebo by sˇlo vyuzˇ´ıt ne-
jmensˇ´ıch rozdil˚u nejpodobneˇjˇs´ıch patch˚u cˇi soucˇet dvou ploch integralnich obrazu urcˇite´ho
kana´lu prˇ´ıznak˚u obdobneˇ jako v [26]. Pro split testy by da´le sˇly vyuzˇ´ıvat i integraln´ı obrazy
jednotlivy´ch kana´l˚u prˇ´ıznak˚u a kontrolu spravnosti splitu testu by mozˇna´ sˇlo pocˇ´ıtat i jako
korelaci mezi patchi v uzlu s dany´m prahem jako korekcˇn´ı metrikou.
Jako zaj´ımave´ se mi jev´ı vyzkousˇet split test prˇes 3, 4 nebo dokonce v´ıce pixel˚u, cozˇ by
tvorˇilo plochu troju´helnika cˇi cˇtyrˇu´hlenika atd. Pak trˇeba spocˇ´ıtat jeho norma´lu a podle
jej´ıho na´klonu, smeˇru natocˇen´ı cˇi trendu pro takto vzniklou slozˇiteˇjˇs´ı plochu pote´ splitovat.
Byl by to vy´pocˇetneˇ narocˇnejˇs´ı postup, ktery´ by vsˇak mohl usˇetrˇit pocˇet generovany´ch split
test˚u. Ke splitu by sˇlo prˇistupovat take´ tak, zˇe split pool by se generoval vzˇdy pro vsˇechny
kana´ly a volil se ten nejlepsi dle korekcˇn´ıch metrik. T´ım by se uzˇil vzˇdy nejrelevantnejsi
kana´l v dane´m uzlu, cozˇ by sice zavedlo cˇa´stecˇny´ determinismus a vetsˇ´ı vy´pocˇetn´ı na´roky
ale mohlo by to celkoveˇ vylepsˇit detekcˇn´ı schopnosti tre´novane´ho Houghova lesa jako celku.
5.8.3 Tvar hlasovac´ıho ja´dra a jeho tre´nova´n´ı
V soucˇasne´ implementaci se hlasuje naprosto jednodusˇe pomoc´ı va´zˇeny´ch kvantizovany´ch
Diracovy´ch impulz˚u tedy v podstateˇ va´zˇene´ho jednotkove´ho kernelu o velikosti 1× 1. Bylo
by vsˇak zaj´ımave´ vyzkousˇet r˚uzne´ slozˇiteˇjˇs´ı tvary hlasovac´ıch jader jako je Parzenovo okno,
cˇ´ıslicovou pyramidu (upravena´ prostorova´ funkce absolutn´ı hodnoty) cˇi r˚uzneˇ parametrizo-
vana´ gaussovska´ ja´dra apod. Tvar ja´dra by sˇel take´, jako u konvolucˇn´ıch jader pro prˇ´ıznaky
popsane´ vy´sˇe, generovat a tre´novat naprˇ´ıklad s pouzˇit´ım biologi´ı inspirovane´ho evolucˇn´ıho
na´vrhu atd. Jednalo by se vsˇak o na´rocˇne´ experimenty se zdlouhavy´m vyhodnocova´n´ım
jejich prˇ´ınosu.
Vzhledem k tomu, zˇe v toolkitu je vyuzˇiva´n prˇ´ıstup, kdy se rasterizovany´ akumula´tor
vyhlad´ı konvoluc´ı s Gaussia´nem specificky´ch parametr˚u, sˇlo by definovat postup cˇi al-
goritmus pro automaticke´ urcˇen´ı stupneˇ rozmaza´n´ı, tedy hlavneˇ parametru σ pouzˇ´ıte´ho
gaussovske´ho ja´dra. Postupneˇ bychom nastavovali parametr σ v urcˇite´m rozsahu a pro
danou hodnotu bychom na za´kladeˇ testovac´ıho datasetu urcˇili spolehlivost detekce pomoc´ı
standardn´ıch evaluacˇn´ıch charakteristik popsany´ch vy´sˇe. T´ım by na´m vznikla obdoba ROC
cˇi le´pe Precision-Recall krˇivky, kde by se mı´sto prahu T meˇn´ıla hodnota σ, pro vy´sledny´
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detektor bychom pak pouzˇili stupenˇ rozmaza´n´ı ktery´ by vykazoval nejlepsˇ´ı detekcˇn´ı charak-
teristiku. Pro takove´to vyhodnocen´ı cˇi optimalizaci parametru by samozrˇejmeˇ bylo vhodne´
vyuzˇ´ıt testovac´ı dataset ktery´ by se co nejv´ıce bl´ızˇil rea´lny´m vzork˚um z nasazen´ı vy´sledne´ho
detektoru aby byla takto urcˇena hodnota parametru σ co nejv´ıce odpov´ıdaj´ıc´ı na´sledne´mu
rea´lne´mu vyuzˇit´ı detektoru.
5.8.4 Empiricka´ analy´za akumula´toru a odstraneˇn´ı falesˇny´ch detekc´ı
Vylepsˇen´ı detekcˇn´ıch schopnost´ı detektoru vyuzˇ´ıvaj´ıc´ıho CS-HFOD by bylo mozˇne´ i op-
timalizac´ı empiricke´ analy´zy akumulatoru, kdy naprˇ´ıklad v´ıme, zˇe dva objekty nemu˚zˇou
by´t prˇ´ıliˇs bl´ızko sebe nebo ve vza´jemneˇ vylucˇuj´ıc´ı se poloze apod. a tyto heuristiky apliko-
vat prˇi analy´ze vy´sledne´ho akumula´toru. Kromeˇ vyuzˇit´ı znalosti o vza´jemne´ vzdalenosti a
poloze dvou detekovatelny´ch entit by bylo mozˇne´ pouzˇ´ıt mı´sto fixn´ıho take´ dynamicky prah,
kdy by se entity prohla´sily za detekovane´ hledan´ım maxima definovan´ım jeho minima´ln´ıho
odstupu cˇi rozd´ılu oproti ostatn´ım hodnotam akumula´toru, cozˇ by sˇlo urcˇit obecneˇ v pro-
centech a mohlo by to by´t uzˇitecˇne´ pro urcˇite´ trˇ´ıdy u´loh, kde je c´ılova´ entita dosti ’zast´ıneˇna’
pozad´ım, prˇesto vsˇak zahlasuje vy´rˇazneˇjˇs´ım peakem v akumula´toru. Sˇlo by pouzˇ´ıt i nejakou
dalˇs´ı vlastn´ı heuristiku na za´kladeˇ apriorn´ı znalosti vstupn´ıch testovac´ıch obrazk˚u – zde jsou
opeˇt velke´ mozˇnosti vlastn´ı parametrizace.
Dalˇs´ım korekcˇn´ım postupem by mohlo by´t odstraneˇn´ı falesˇny´ch detekc´ı znovu hlasova´nim v
oblastech prˇedpokla´dane´ho vy´skytu objektu – to by v praxi znamenalo vyrˇ´ıznout hypotet-
icky´ bounding box a hlasovat znovu jen pro tuto oblast, cozˇ by mohlo potvrdit cˇi vyvra´tit
p˚uvodn´ı hypote´zu. Tento postup by meˇl smysl u ’symetricky´ch’ za´jmovy´ch entit typu aut
ktere´ mohou hlasovat pro falesˇne´ centrum objektu za´jmu pra´veˇ d´ıky jiste´ symetrii svy´ch
offset vektoru. Alternativn´ı obdobou vy´sˇe popsane´ho prˇ´ıstupu by bylo oveˇrˇen´ı detekce nor-
malizovanou cross korelac´ı (NCC) v˚ucˇi genericke´mu normalizovanemu vizua´lu c´ılove´ho ob-
jektu tak jak je tato technika vyuzˇita v cˇla´nku Tracking-Learning-Detection [27]. Nemuseli
bychom vsˇak vyuzˇ´ıvat cely´ dekovany´ objekt, porovna´vat pomoc´ı tohoto druhu korelace by
sˇlo urcˇiteˇ v jiste´ modifikaci i prˇ´ımo jednotliva´ vizua´ln´ım slova natre´novane´ho lesa v˚ucˇi testo-
vac´ım patch˚um a z´ıskat tak dalˇs´ı teoreticky zaj´ımavou charakteristiku.
K potlacˇen´ı falesˇny´ch hlas˚u lze pouzˇ´ıt i techniku cˇi princip Minimal Description Length
(MDL), cozˇ je v podstateˇ matematicka´ implementace principu Occamovy brˇitvy. Mohli by-
chom take´ odstranˇovat ’pouzˇite´’ hlasy, ktere´ uzˇ jednou zahlasovaly pro hypote´zu neˇjake´ho
objektu. V tom prˇ´ıpadeˇ by se mı´sto akumula´toru musel udrzˇovat seznam hlas˚u, cozˇ by
zavedlo trochu jine´ na´roky na analy´zu hypote´zy propagovane´ v takove´to formeˇ. V prˇ´ıpadeˇ,
zˇe bychom si udrzˇovali jaky´si seznam hlas˚u, mohli bychom pro extrakci hypote´zy, namı´sto
postup˚u popsanych vy´sˇe, pouzˇ´ıt naprˇ´ıklad shlukovac´ı algoritmy mı´sto typicke´ho hleda´n´ı
maxima, cozˇ by take´ v jisty´ch prˇ´ıpadech mohlo mı´t relelevantneˇjˇs´ı vy´sledky. Nakonec
se nab´ız´ı take´ vyuzˇit´ı pravdeˇpodobnostn´ıho frameworku navrzˇene´ho v [20], cozˇ je sice
pokrocˇilejˇs´ı ale u´cˇinna´ technika pro rˇesˇen´ı detekce v´ıce a i prˇekry´vaj´ıc´ıch se instanc´ı ob-
jekt˚u za´jmu v jednom testovac´ım obra´zku.
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5.8.5 Podpora pokrocˇilejˇs´ıch mozˇnost´ı a vyuzˇit´ı dalˇs´ıch CV technik
Jak uzˇ bylo popsa´no v sekci 4.2.6 – Dalˇs´ı modifikace a r˚uzna´ vylepsˇen´ı metody HFOD
– toolkit by sˇlo rozsˇ´ıˇrit pro podporu pokrocˇilejˇs´ıch technik v podobeˇ zpeˇtne´ segmentace,
multi-class a multi-view detekce apod. Nebo vyuzˇ´ıt implementovanou metodu v kombinaci s
dalˇs´ımi technikami pocˇ´ıtacˇove´ho videˇn´ı jako v [35]. Napada´ meˇ naprˇ´ıklad detekce za´jmovy´ch
objekt˚u neboli saliency regiony pro hleda´n´ı objekt˚u zajmu, ktere´ na prvn´ı pohled zaujmou
pohled cˇloveˇka, cela´ oblast vizua´ln´ı pozornosti1 (visual attention detection) by se dala
vyuzˇ´ıt jako jake´si vod´ıtko pro implementovanou metodu, t´ım pa´dem by naprˇ´ıklad nebylo
trˇeba procha´zet cely´ testovac´ı obra´zek a nebo by se mohl bud’to zprˇesnit cˇi urychlit cely´
detekcˇn´ı proces v za´vislosti na pomeˇru nastaveny´ch parametr˚u vyuzˇit´ı takove´hoto prˇ´ıstupu.
Saliency techniky by sˇlo vyuzˇ´ıt i pro automatizovanou extrakci trenovac´ıch dat a vylepsˇen´ı
tre´nova´n´ı u obecny´ch neanotovany´ch vstupn´ıch obra´zk˚u, cozˇ by byla jisty´m zp˚usobem ob-
doba detekce objektu pomoc´ı slovn´ıku tvorˇeny´ch shlukovac´ımi algoritmy. Dı´ky urcˇite´mu
saliency filtru bychom z´ıskali oblast za´jmu a tu na´sledneˇ segmentovali na za´kladeˇ takove´hoto
regionu – to by se pak dalo vyuzˇ´ıt pro automatickou anotaci tre´novac´ıch sad a na´sledneˇ
samotne´ tre´nova´n´ı. Ve spojen´ı s oveˇrˇern´ım pomoc´ı cross korelace v˚ucˇi referencˇn´ımu modelu
objektu by se tato technika snad dala i vyuzˇ´ıt pro online adaptaci natre´novane´ho lesa, cozˇ
by ale byl sp´ıˇse na´meˇt pro dalˇs´ı vy´zkum, zda-li je tato mozˇnost realizovatelna´ a efektivn´ı
cˇi nikoli.
5.8.6 Modifikace datovy´ch struktur a algoritmu˚ pro urychlen´ı vy´pocˇtu
Prˇi zamysˇlen´ı se nad mozˇny´m urychlen´ım cele´ metody a jejich jednotlivy´ch fa´zi se jako
prvn´ı nab´ız´ı uzˇit´ı potencia´lu masivn´ı parelelizace (na GPU) snad vsˇech u´rovn´ı funkcˇnosti
jak samotne´ho detektoru tak i jeho tre´nova´n´ı. Sˇlo by tedy parelelizovat jak tre´nova´n´ı jed-
notlivy´ch stromu˚ tak i naprˇ´ıklad detekci, kdy bychom v extre´mn´ım prˇ´ıpadeˇ mohli prˇideˇlit
jeden cˇi malou mnozˇinu patch˚u na jeden stream procesor a hlasovat do seznamu hlas˚u, ktere´
by se azˇ po dokoncˇen´ı hlasova´n´ı mohly v prˇ´ıpadeˇ potrˇeby rasterizovat. Urcˇity´m zp˚usobem
by tento prˇ´ıstup prˇipomı´nal paraleln´ı implementaci jedne´ z variant standardn´ı HT, kdy se
jakoby pta´me z jednoho bodu akumula´toru jestli pro neˇho na´hodou neˇkdo nehlasuje. Vzhle-
dem k tomu, zˇe stromove´ struktury ktere´ se zde ve velke´ mı´ˇre vyuzˇ´ıvaj´ı jsou pro zpracova´n´ı
na klasicky´ch pocˇ´ıtacˇ´ıch relativneˇ na´rocˇne´, nab´ız´ı se mozˇnost linearizace vsˇech stromovy´ch
struktur a prˇ´ıstupu pomoc´ı pocˇ´ıtany´ch index˚u ktere´ by vy´pocˇet jesˇteˇ v´ıce urychlily.
Urcˇiteˇ by sta´lo za to urcˇit, v jake´m rozliˇsen´ı stacˇ´ı doda´vat vstupn´ı testovac´ı a trenovac´ı
data a pouzˇ´ıvat pouze minima´ln´ı optima´ln´ı rozmeˇr, cozˇ by take´ urychlilo vy´pocˇet z hlediska
mensˇ´ıho objemu zpracova´vany´ch dat. Pak by se tre´nova´n´ı a detekce provedla na podscalo-
vanem obra´zku s nizˇsˇ´ım ale dostatecˇny´m rozliˇsen´ım a pak by se do origina´lu scalovaly pouze
rozmeˇry a poloha bounding boxu, cozˇ by v podstateˇ nesta´lo zˇa´dny´ vy´pocˇetn´ı cˇas nav´ıc. Je
trˇeba ale uva´zˇit samotnou scalovac´ı metodu ktera´ mu˚zˇe by´t sama o sobeˇ vy´pocˇetneˇ na´rocˇna´
a zdojem u´zke´ho hrdla tohoto prˇ´ıstupu.
1viz cˇla´nek X. Hou, L. Zhang: Saliency Detection – A Spectral Residual Approach
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Optimalizaci natre´novane´ho stromu by pak sˇlo prove´st prorˇeza´n´ım veˇtv´ı s majoritn´ımi
patchi pozad´ı, tedy urˇezan´ım veˇtv´ı cˇi pouze list˚u, kde jsou zastoupeny jen negativn´ı patche
a nebo tyto tvorˇ´ı majoritu. Pro zlepsˇen´ı prˇesnosti te´to techniky by se musela pocˇ´ıtat i
statistika pr˚uchozich patchu, ktera´ by se na´sledneˇ vyhodnocovala a na zaklade n´ı by se
pote´ provedlo samotne´ prorˇeza´n´ı stromu. Tuto techniku by bylo mozˇne´ bez velke´ u´jmy na
prˇesnosti detekcˇn´ı metody prove´st, protozˇe patch pozad´ı stejneˇ v podstateˇ nehlasuje pro
pozici centra objektu za´jmu nebo hlasuje s tak malou veˇrohodnost´ı, zˇe je takovy´to hlas v
podstateˇ nepodstatny´ a pouze zdrzˇuje vy´pocˇet. Tuto techniku by sˇlo uplatnit i runtime,
cozˇ uzˇ vsˇak z jiste´ho pohledu patrˇ´ı do kategorie technik online adaptace vy´sledne´ho detek-
toru. V ra´mci statistik by sˇlo pocˇ´ıtat trˇeba i maxima´ln´ı dosazˇenou hloubku prˇi tre´nova´n´ı
prˇi povolene´ dynamicke´ hloubce stromu, cozˇ by mohlo prakticky uka´zat a proka´zat vy´sˇe
popsany´ trade off mezi maxima´ln´ı povolenou hloubkou stromu a velikosti poolu split testu
a t´ım pa´dem umozˇnit optima´ln´ı nastaven´ı i teˇchto parametr˚u. A v neposledn´ı rˇadeˇ ve´st pro
dalˇs´ı online optimalizaci pr˚ubezˇnou statistiku u´speˇsˇne´ho pocˇtu hlasova´n´ı dany´ch listovy´ch
uzl˚u. Kdyzˇ by pak uzel hlasoval ma´lo pro hity nebo meˇl slabou pravdeˇpodobnost, sˇlo by ho
povazˇovat za kosˇ – neˇco jako /dev/null v UNIXu a zahazovat patche ktere tam doraz´ı, cozˇ
by prˇineslo dalˇs´ı urychlen´ı.
Drobny´m vylepsˇen´ım, ale vzhledem k mnozˇstv´ı zpracova´vany´ch dat na neˇktery´ch zejme´na
vestaveˇny´ch (embedded) platforma´ch, by byla mozˇnost nepocˇ´ıtat offset vector ze strˇedu
patche, ale z jeho horn´ıho leve´ho rohu, cozˇ by usˇetrˇilo jednu cˇi dveˇ operace deˇlen´ı na jeden
patch v za´vislosti na jeho datove´ reprezentaci. Prˇi tre´novan´ı by pak bylo dobrou strategi´ı
pracovat s cely´m datasetem v pameˇti indexacˇn´ım prˇ´ıstupem, cozˇ by sledovalo dnesˇn´ı trend
in-memory computingu vyuzˇ´ıvane´ho naprˇ´ıklad pro masivn´ı databa´zove´ syste´my a za´rovenˇ
omezilo datove´ transfe´ry mezi jednotlivy´mi u´rovneˇmi v hierarchii pameˇti, cozˇ by samozrˇejmeˇ
vedlo k urychleni trenovani. Nad vhodny´mi architekturami pro HT obecneˇ se take´ zamy´sˇl´ı
naprˇ´ıklad cˇla´nek [33].
5.8.7 Implementacˇn´ı prostrˇed´ı pro rea´lne´ produkcˇn´ı nasazen´ı
Prˇestozˇe je GNU Octave [41, 42] v urcˇite´m smyslu stejneˇ jako MATLAB skveˇly´ proto-
typovac´ı na´stroj, d´ıky absenci just-in-time compileru cˇi mozˇnosti rekompilace do nativn´ıho
ko´du, kterou oproti MATLABu postra´da´, je prakticke´ nasazen´ı a exekuce jeho vy´sledne´ho
ko´du naprosto nevhodna´ z d˚uvodu rychlosti cˇi zde sp´ıˇse pomalosti. Pro prakticke´ nasazen´ı a
velmi na´rocˇne´ vy´pocˇty s rˇa´doveˇ statis´ıc´ı cˇi v´ıce vy´pocˇetn´ımi termy a entitami a z d˚uvodu ex-
tremn´ı pomalosti nevektorizovany´ch vy´pocˇt˚u se jev´ı jako nutne´ pouzˇ´ıt mimima´lneˇ tzv. OCT
moduly. OCT moduly prˇedstavuj´ı propojen´ı ko´du napsane´ho v jazyce Octave s nativn´ım
ko´dem v C++1 ktere´ prˇina´sˇ´ı zaj´ımave´ urychlen´ı a za´rovenˇ mozˇnost vyuzˇit´ı abstraktn´ıch
struktur a funkc´ı vysˇsˇ´ı u´rovneˇ ktere´ doda´va´ prostrˇed´ı GNU Octave. Naopak vy´hodou Oc-
tave je dobrˇe cˇitelny a efektivn´ı ko´d z hlediska cˇasu programatora. Jako idea´ln´ı se pak jev´ı
implementovat takovy´to toolkit cˇi detektor za pomoc´ı technologi´ı OpenCL/CUDA/ATI
FireStream v kombinaci s knihovnou OpenCV [40] a jazykem C++ pro maxima´ln´ı
vyuzˇit´ı nativn´ıho vy´konu ba´zove´ platformy na ktere´ se bude takovy´to na´stroj provozovat.
V takove´m prˇ´ıpadeˇ spolu s vyuzˇit´ım maxima´ln´ı mozˇne´ paralelizace kterou tato technika
inherentneˇ nab´ız´ı pak lze opra´vneˇneˇ uvazˇovat i o real-time nasazen´ı a experimentech.
1viz isocpp.org, en.cppreference.com, www.cplusplus.com a www.cprogramming.com
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5.8.8 Uzˇivatelske´ rozhran´ı toolkitu
Z hlediska uzˇivatelske´ho rozhran´ı toolkitu se u implementovane´ho rˇesˇen´ı jedna´ o pouhou
sadu skript˚u s mozˇny´mi vizua´ln´ımi vy´stupy v podobeˇ r˚uzny´ch graf˚u a vizua´ln´ıch ses-
tav. Jako prˇ´ımocˇare´ vylepsˇen´ı se tak nab´ız´ı implementace komplexn´ı aplikace s graficky´m
uzˇivatelsky´m rozhran´ım (GUI) napsana´ naprˇ´ıklad v kombinaci jazyka C++ cˇi Python a
Qt frameworku, ktera´ by podporovala vsˇechny potrˇebne´ fa´ze aplikace metody CS-HFOD
a naprˇ´ıklad i vizualizace trenovane´ho stromu cˇi cele´ho lesa i s obsahem jednotlivy´ch list˚u
uzˇ v dobeˇ tre´nova´n´ı a naprˇ´ıklad i s mozˇnost´ı explicitn´ı uzˇivatelske´ editace jednotlivy´ch uzl˚u
pro experimenta´ln´ı u´cˇely jak uzˇ bylo popsa´no vy´sˇe.
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Kapitola 6
Experimenty, vyhodnocen´ı a
dalˇs´ı na´vrhy
S vy´sˇe popsany´m a implementovany´m toolkitem jsem provedl neˇkolik experiment˚u dokazuj´ı-
c´ıch a cˇa´stecˇneˇ i vyhodnocuj´ıc´ıch jeho detekcˇn´ı schopnosti. Provedl jsem tedy natre´novan´ı
pro jednotlive´ datasety s prˇ´ıslusˇny´mi parametry a na´sledneˇ alesponˇ u neˇktery´ch z nich
vyhodnotil i u´speˇsˇnost pomoc´ı standarn´ıch evaluacˇn´ıch metrik. Rˇa´dky a obra´zky n´ızˇe pak
zachycuj´ı toto snazˇen´ı a ilustruj´ı fakta z provedeny´ch experiment˚u.
6.1 Pouzˇite´ tre´novac´ı a evaluacˇn´ı datasety
Pro tre´nink i na´sledne´ vyhodnocen´ı u´speˇsˇnosti navrzˇene´ho detektoru jsem postupneˇ pouzˇil
cˇtyrˇi standardn´ı tre´novac´ı a za´rovenˇ evaluacˇn´ı datasety, stejneˇ jako autorˇi cˇla´nku [19].
Konre´tneˇ se jedna´ o datasety INRIA Person, TUD Pedestrians, UIUCars a jesˇteˇ dataset
Weizmann Horses. Tabulka 6.1 n´ızˇe pak shrnuje za´kladn´ı parametry teˇchto dataset˚u. A
da´le obra´zky 6.1-6.4 n´ızˇe nab´ızej´ı uka´zku neˇkolika typicky´ch trenovac´ıch obra´zk˚u dane´ho
datasetu. Jako negativn´ı trenovac´ı sada byla pouzˇita spolecˇna´ sada z datasetu INRIA
Person, ktera´ neobsahuje zˇa´dne zde tre´novane´ trˇ´ıdy objekt˚u za´jmu. Toto plat´ı s jedinou
vyj´ımkou v podobeˇ datasetu UIUCars u ktere´ho byla jako negativn´ı tre´novac´ı sada pouzˇita
jeho vlastn´ı. Zde je jesˇteˇ dobre´ poznamenat, zˇe dataset Weizmann Horses nen´ı striktneˇ
rozdeˇlen na tre´novac´ı a testovac´ı sadu a proto byl rozdeˇlen pro u´cˇely tre´nova´n´ı a testova´n´ı
na dveˇ prˇiblizˇneˇ stejne´ poloviny. Problematika datasetu je samozrˇejmeˇ daleko sˇirsˇ´ı, ale neb-
ude zde z prostoroveˇ-kontextovy´ch d˚uvod˚u podrobneˇji prezentova´na. Pro dalˇs´ı doplnˇuj´ıc´ı
informace nahe´dneˇte naprˇ´ıklad do cˇla´nk˚u [45, 46, 47, 48].
Tre´novac´ı a evaluacˇn´ı datasety
dataset pozitivn´ı vzorky negativn´ı vzorky testovac´ı vzorky single-scale multi-scale
INRIAPerson 614 1218 –/288 ne ano
TUDPedestrians 400 – –/250 ne ano
UIUCars 550 500 170/108 ano ano
WeizmannHorses 170 – –/158 ne ano
Tabulka 6.1: Parametry tre´novac´ıch a evaluacˇn´ıch dataset˚u
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Obra´zek 6.1: Uka´zka typicky´ch vzork˚u objektu za´jmu datasetu INRIA Person
Obra´zek 6.2: Uka´zka typicky´ch vzork˚u objektu za´jmu datasetu TUD Pedestrians
Obra´zek 6.3: Uka´zka typicky´ch vzork˚u objektu za´jmu datasetu UIUCars
Obra´zek 6.4: Uka´zka typicky´ch vzork˚u objektu za´jmu datasetu Weizmann Horses
6.2 Provedene´ experimenty s vyhodnocen´ım
Pro vsˇechny prˇedstavene´ datasety byly natrenova´ny detektory takto specifikovany´ch za´jmo-
vy´ch objekt˚u vyuzˇivaj´ıc´ı Hough˚uv les s dynamickou hloubkou stromu a 1000 split testy
v poolu – nejoptima´lneˇjˇs´ı se vzˇdy ’vyb´ıral’ dle modifikovany´ch korekcˇn´ıch metrik. Pro
tre´nova´n´ı byly da´le vyuzˇity vsˇechny kana´ly obrazovy´ch prˇ´ıznak˚u popsane´ vy´sˇe. Pro kazˇdy´
dataset byla provedena se´rie testovac´ıch detekc´ı a pro neˇktere´ datasety byly vyneseny i
standardn´ı evaluacˇn´ı krˇivky. Dalˇs´ı sekce pak podorobneˇji zachycuj´ı provedene´ experimenty
a jejich zhodnocen´ı cˇi vyhodnocen´ı pro jednotlive´ datasety.
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6.2.1 Experimenty s datasetem UIUCars
Pro tento dataset byly provedeny experimenty jak se single-scale tak i multi-scale testovac´ı
sadou. Ukazkove´ vy´sledky experiment˚u pro single-scale nab´ız´ı obra´zek 6.5, prˇ´ıklady falesˇne´
detekce vznikle´ nechteˇnou akumulac´ı hlas˚u pak obra´zek 6.6. Vynecha´n´ı neboli miss u detekce
mu˚zˇete naj´ıt na obra´zku 6.7. Pro multi-scale sadu nab´ız´ı uka´zkove´ vy´sledky obra´zek 6.9.
A nakonec jako vyhodnocen´ı experiment˚u na obou sada´ch jsou zde dostupne´ vynesene´
evaluacˇn´ı charakteristiky na obra´zc´ıch 6.8 pro sigle-scale a 6.10 pro multi-scale. Z evalucˇn´ıch
charakteristik take´ lze z´ıskat pomeˇr EER, ktery´ je zde pro single-scale 93, 13% a pro single-
scale 77, 42%. Pro single-scale jsme tedy relativneˇ dosahli obdobny´ch vy´sledk˚u jako autorˇi
p˚uvodn´ıho cˇla´nku [19], u multi-scale jsou vy´sledky horsˇ´ı, avsˇak je to zp˚usobeno hrubsˇ´ım
krokem scalu a neaplikova´n´ım odstranˇovan´ı pouzˇity´ch hlas˚u. Kdybychom pouzˇili i tuto
techniku dostali bychom se v obou sada´ch daleko prˇes 90% cozˇ by byl velmi uspokoj´ıvy´
vy´sledek. Z rasterizovany´ch akumula´tor˚u je totizˇ patrne´, zˇe detektor ’vid´ı’ i nereportovane´
objekty, ale d´ıky jejich nizˇs´ımu dosazˇene´mu prahu se neprohla´s´ı za dostatecˇne´ hypote´zy pro
detekci – toto by mohl rˇesˇit shlukovac´ı prˇ´ıstup mı´sto aditivn´ıho.
6.2.2 Experimenty s datasetem WeizmannHorses
Pro dataset Weizmann Horses byl proveden obdobny´ experiment jako u aut, ale d´ıky velke´
artikulovanosti dane´ho datasetu a male´mu mnozˇstv´ı tre´novac´ıch i testovac´ıch vzork˚u (jen
neˇco prˇes 150) nebylo celkoveˇ dosazˇeno dobry´ch vy´sledk˚u i kdyzˇ detekce ocˇividneˇ funguje,
cozˇ dokazuje obra´zek 6.11. Evaluacˇn´ı charakteristiky jsou pak uzˇ vyneseny jen pro doplneˇn´ı
na obra´zku 6.12. Zde by sˇlo dosa´hnout lepsˇ´ı detekce kombinac´ı veˇtsˇ´ıho pocˇtu stromu˚ dane´ho
lesa (6 je zde ocˇividneˇ ma´lo) a v´ıce dostupny´ch tre´novac´ıch vzork˚u.
6.2.3 Experimenty s datasetem INRIA Person
Dataset INRIA Person nebyl kv˚uli veˇtsˇ´ımu rozliˇsen´ı pouzˇity´ch obra´zk˚u zpracova´n cely´ –
kv˚uli pomale´ implementaci se nedopocˇ´ıtal. Avsˇak plat´ı zde to, co u kon´ı v prˇechoz´ı sekci
– 6 stromu˚ je pro takto komplexn´ı dataset ma´lo, i kdyzˇ i tak lze v prˇ´ıznivy´ch prˇ´ıpadech
chodce detekovat, cozˇ dokazuje obra´zek 6.13.
6.2.4 Experimenty s datasetem TUD Pedestrians
Pro dataset TUD Pedestrians bylo natre´nova´no 12 stromu˚, cozˇ uzˇ vykazovalo lepsˇ´ı detekcˇn´ı
schopnosti dane´ho Houghova lesa. Ilustraci pak nab´ız´ı obra´zek 6.14. Je tedy ocˇividne´, zˇe
pro komplexneˇjˇs´ı datasety z hlediska artikulace za´jmovy´ch objekt˚u a dynamiky prostrˇed´ı
je nutne´ pro takovy´to detektor natre´novat v´ıce stromu˚, kde optimum bude zrˇejmeˇ okolo
20ti jak popisuj´ı autorˇi p˚uvodn´ı metody. Tento parametr lze vsˇak mnohem prˇesneˇji urcˇit
experimentem posany´m n´ızˇe.
6.2.5 Spolecˇne´ chyby prˇi detekci a na´vrhy pro jejich odstraneˇn´ı
Prˇi jednotlivy´ch experimentech se uka´zala rˇada typicky´ch chyb ktere´ mohou vzniknout prˇi
aplikaci techniky CS-HFOD. Jednotlive´ chyby i s naznacˇen´ım jejich rˇesˇen´ı popisuj´ı odstavce
n´ızˇe. Typicke´ uka´zky vsˇech teˇchto n´ızˇe popsany´ch chyb pak nab´ız´ı obra´zek 6.15.
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Ma´lo natre´novany´ch stromu˚ Houghova lesa
Z provedeny´ch experiment˚u neprˇ´ımo vyply´va´, zˇe pro lepsˇ´ı detekcˇn´ı vlastnosti vy´sledny´ch
detektor˚u by bylo zrˇejmeˇ potrˇeba natre´novat veˇtsˇ´ı pocˇet stromu˚ dane´ho Houghova lesa jak
to ucˇinili autorˇi p˚uvodn´ıho cˇla´nku [19], kterˇ´ı tre´novali cca 20 stromu˚ na les v˚ucˇi my´m 6-12,
cozˇ je pro komplexneˇjˇs´ı datasety s v´ıce artikulovany´mi entitami zrˇejmeˇ nedostacˇuj´ıc´ı setup.
Falesˇne´ detekce
Da´le by bylo vhodne´ uzˇ´ıt techniku odstranˇova´n´ı zapocˇ´ıtany´ch hlas˚u, cˇ´ımzˇ by se sˇlo vyhnout
detekci falesˇny´ch objekt˚u emitovany´ch pra´veˇ takovy´mito hlasy – tento jev je typicky´ u de-
tekce aut v datasetu UIUCars, ale jedna´ se obecneˇ o proble´m u vsˇech symetricky´ch objekt˚u.
Druhy´m prˇ´ıpadem falesˇne´ je detekce objektu, ktery´ vypada´ obdobneˇ jako za´jmovy´ objekt
tzn. je obdobne´ho tvaru a velikosti. Tento je nasta´val v prˇ´ıpadeˇ me´ho detektoru u prˇeva´zˇneˇ u
chodc˚u viz 6.15, kdy se detektor jakoby zameˇrˇil na vsˇechny va´lcovite´ objekty urcˇite´ velikosti
– typicky r˚uzne´ sloupy a konzistentn´ı obdeln´ıkove´ plochy – cozˇ se da´ ocˇeka´vat protozˇe z
hlediska detektoru se takove´to objekty jev´ı jako torzo chodce, ktere´ je nav´ıc rozmeˇrneˇjˇs´ı
a konzistentneˇjˇs´ı, a doka´zˇe tak prˇehlasovat i skutecˇne´ho chodce. Tento jev lze rˇesˇit lepsˇ´ı
parametrizac´ı tre´nova´n´ı a veˇtsˇ´ım pocˇtem stromu˚ dane´ho Houghova lesa.
Maly´ rozsah scalingu a prˇ´ıliˇs hruby´ krok
V prˇ´ıpadeˇ, zˇe aplikujeme maly´ rozsah scalingu a prˇ´ıliˇs hruby´ krok, urcˇite´ objekty za´jmu
ktere´ se nevejdou do takto specifikovane´ mnozˇiny se stanou pro detektor ’neviditelne´’.
Na´prava je zde vsˇak na snadeˇ – stacˇ´ı uzˇ´ıt jemneˇjˇs´ı krok a veˇtsˇ´ı rozsah scalu. Idea´ln´ım
prˇ´ıstupem by zde bylo z vy´pocˇetn´ıch d˚uvod˚u rozsah a jemnost scalu omezit urcˇity´m ex-
aktn´ım (naprˇ´ıklad v kombinaci s jinou technikou pocˇ´ıtacˇove´ho videˇn´ı) cˇi empiricky´m zp˚uso-
bem, nebot’ tento jev se ty´ka vsˇech myslitelny´ch trˇ´ıd objektu za´jmu.
Neprˇedpokla´dany´ pomeˇr stran cˇi nekvalitneˇ anotovany´ dataset
Mu˚zˇe se take´ sta´t, zˇe naraz´ıme na entitu s netypicky´m pomeˇrem stran, metoda pak takovouto
entitu nedetekuje cˇi detekuje neprˇesneˇ – zvla´sˇt’ u velmi artikulovany´ch cˇi velmi dynam-
icky´ch vstup˚u, kde je objekt za´jmu ’v akci’ a typicky v netypicke´ poloze. Zde se nab´ız´ı
normalizace na cˇtvercovy´ bounding box cˇi sˇirsˇ´ı tre´novac´ı sadu, ktera´ pojme i takove´to
vyj´ımecˇneˇ se vyskytuj´ıc´ı instance. Je vsˇak take´ mozˇne´, zˇe tento proble´m vznika´ nekvalitn´ı
anotac´ı datasetu, ktere´ obecneˇ nejsou vzˇdy anotova´ny kvalitneˇ a jejich autorˇi si s ’pa´r’
pixely skutecˇneˇ hlavu nedeˇlaj´ı, cozˇ je vzhledem k u´cˇelu takovy´chto dat tristn´ı. Extre´mn´ım
prˇ´ıkladem tohoto jevu je uka´zka z datasetu Weizmann Horses take´ uvedena´ na obra´zku 6.15
n´ızˇe, kde vytvorˇeny´ detektor koneˇ detekoval korektneˇ, ale kv˚uli absolutneˇ zcestne´ anotaci
se tato korektn´ı detekce nezapocˇ´ıtala.
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Z vy´sˇe uvedene´ho je tedy patrne´, zˇe byl vytvorˇen naprosto funkcˇn´ı prototyp detektoru
zalozˇene´ho na metodeˇ CS-HFOD, ktery´ by vsˇak bylo pro specificke´ u´lohy le´pe parametrizo-
vat a potencia´lneˇ i optimalizovat na za´kladeˇ navrzˇeny´ch a vy´sˇe cˇi n´ızˇe popsany´ch parametri-
zacˇn´ıch experiment˚u a optimalizac´ı. Bylo by take´ u´cˇelneˇ, zamyslet se nad aplikovanou
rasterizac´ı a na´slednou analy´zou akumula´toru, kde by bylo mozˇna´ v urcˇity´ch prˇ´ıpadech
vhone´ mı´sto techniky aditivn´ı akumlace hlas˚u s na´sledny´m hleda´n´ım maxim technikou non-
maxima suppresion, uzˇ´ıt pro akumulaci seznamu hlas˚u a pro na´slednou analy´zu pak shluko-
vac´ıch algoritmu˚. U komplexneˇjˇs´ıch dataset˚u se pak prˇ´ımo nab´ız´ı uzˇit´ı hustsˇ´ıho vzorkova´n´ı
tre´novac´ıch ale hlavneˇ testovac´ıch obra´zk˚u nezˇ bylo zvoleno zde, cozˇ by zrˇejmeˇ zlepsˇilo
detekcˇn´ı schopnosti implementovane´ho detektoru.
6.3 Na´vrhy dalˇs´ıch optimalizacˇn´ıch experiment˚u
Kromeˇ vy´sˇe popsany´ch de facto pouze elementa´rn´ıch experimemt˚u pro vyhodnocen´ı cˇi
proka´za´n´ı funkcˇnosti implementovane´ metody, lze prove´st celou rˇadu dalˇs´ıch experiment˚u
bud’ za u´cˇelem optimalizace cele´ metody cˇi pro zajiˇsteˇn´ı lepsˇ´ıch detekcˇn´ıch schopnost´ı
vy´sledne´ho detektoru zalozˇene´ho na te´to metodeˇ.
Jako prvn´ı optimalizacˇn´ı experiment ktery´ se te´meˇrˇ sa´m nab´ız´ı je urcˇen´ı efektivn´ıho pocˇtu
tre´novany´ch stromu˚ Houghova lesa, cozˇ je vy´znamny´ paramter ktery´ prˇ´ımo urcˇuje detekcˇn´ı
a rychlostn´ı vlastnosti vy´sledne´ho detektoru. Zde odhaduji,zˇe za´vislost pocˇtu stromu na
u´speˇsˇnosti detekce bude jisty´m zp˚usobem konvergovat k obdobeˇ logaritmicke´ krˇivky, kdy
zpocˇa´tku bude zvysˇuj´ıc´ı se pocˇet stromu˚ pozitivneˇ ovlivnˇovat u´speˇsˇnost detekce azˇ do bodu
kdy zvysˇuj´ıc´ı se pocˇet stromu˚ bude mı´t jen minima´ln´ı cˇi zcela zˇa´dny´ vliv na u´speˇsˇnost
detekce. Proka´za´n´ı tohoto faktu je pak zcela nasnadeˇ natre´nova´n´ım jednoho Houghova
lesa s maximaln´ım uvazˇovany´m pocˇtem stromu˚ a pote´ aplikace po rˇadeˇ se zvysˇuj´ıc´ıho
pocˇtu stromu˚ ktere´ budou hlasovat pro sta´le stejnou mnozˇinu testovac´ıch obra´zku a pos-
tupne´ vyhodnocova´n´ı u´speˇsˇnosti detekce pomoc´ı standardn´ıch metrik popsany´ch vy´sˇe cozˇ
v konecˇne´m du´sledku umozˇn´ı vyne´st krˇivku zobrazuj´ıc´ı tuto za´vislost. Pak uzˇ bude trˇeba
naj´ıt jen kompromis mezi pocˇtem stromu˚ a pozˇadovanou rychlost´ı detekce v za´vislosti na
hostitelske´ implementacˇn´ı platformeˇ. Kromeˇ pocˇt˚u stromu˚ by sˇlo vyladit i idea´lni hloubku
jednotlivy´ch stromu˚ a jej´ı vztah v˚ucˇi pocˇtu split test˚u v poolu – nad t´ımto te´matem uzˇ
bylo polemizova´no vy´sˇe a proto ho zde znovu nediskutuji.
Experimet˚um s pocˇtem a r˚uzny´mi druhy kana´l˚u obrazovy´ch prˇ´ıznak˚u jsem se uzˇ veˇnoval
relativneˇ podrobneˇ vy´sˇe a proto se jimi zde uzˇ nebudu zaba´vat i kdyzˇ se take´ jedna´
o jeden z nejvy´znamneˇjˇs´ıch parametr˚u tre´novane´ho a nasazene´ho detektoru odvozene´ho
z metody CS-HFOD. Neprˇ´ımo s prˇ´ıznaky souvis´ı take´ hustota extrakce patch˚u neboli
vizua´ln´ıch slov popisuj´ıc´ıch vstupn´ı obraz, zde by sˇlo obodobny´m zp˚usobem urcˇit mezn´ı
bod hustoty extrakce takovy´chto patch˚u dle pozˇadovane´ u´speˇsˇnosti a rychlosti vy´sledne´ de-
tekce. Samozrˇejmeˇ by sˇlo kromeˇ hustoty extrakce patch˚u take´ naprosto principialneˇ stejny´m
zp˚usobem urcˇit idea´ln´ı rozmeˇr vstupn´ıch patch˚u jak pro trˇe´novac´ı fa´zi tak i detekci. Prˇestozˇe
se uzˇ jaksi usta´lil optima´ln´ı rozmeˇr patche pro detekci ve 2D obrazovy´ch za´znamech na
16 × 16 px i tento parametr by sˇlo vyladit a prˇ´ıpadneˇ vyzkousˇet trˇeba i obde´lnikovy´ cˇi
hexagona´ln´ı tvar patche ktery´ by pro jiste´ u´lohy mohl mı´t smysl.
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Vsˇechny experimenty je pak samozrˇejmeˇ idea´ln´ı prova´deˇt s datasety jak pozitivn´ı tak i nega-
tivn´ı sady cˇi jejich kombinaci, ktera´ bude co nejv´ıce odpov´ıdat rea´lne´mu nasazen´ı detektoru
v co jak nejveˇtsˇ´ım pocˇtu odpov´ıdaj´ıc´ıch paramter˚u abychom mohli schopnosti detektoru
maxima´lneˇ adaptovat a optimalizovat dle pozˇadavk˚u na´sledne´ho rea´lne´ho nasazen´ı. Zde by
se sˇlo zamyslet a na´sledneˇ i proka´zat zda pouzˇ´ıvat negativn´ı vzorky z typicke´ho okol´ı ob-
jektu za´jmu˚ cˇi klidneˇ i jine nesouvisejici napriklad letadla pri detekci krav? A zda to mu˚zˇe
mı´t vliv na u´speˇsˇnost detekce, pripadneˇ jak.
Urcˇiteˇ by sˇlo prove´st mnoho dalˇs´ıch experiment˚u nebot’ parametr˚u trenovaci i detekcˇn´ı fa´ze
implementovane´ techniky je mnoho. Obecna´ struktrura cˇi jaka´si kostra experimentu by byla
vzˇdy stejna´. Postupneˇ s dany´m krokem a rozsahem bychom nastavovali urcˇity´ parametr,
na´sledneˇ pro takovy´to setup vyhodnotili u´speˇsˇnost detekce nad relevantn´ım anotovany´m
datasetem azˇ bychom nasˇli optima´ln´ı bod a pokracˇovali obdobny´m zp˚usobem s dalˇs´ım
parametrem a dalˇs´ı odpovidaj´ıc´ı mnozˇinou detekc´ı a jejich vyhodnocen´ı azˇ bychom nasˇli
idea´ln´ı nastaven´ı pro jednotlive´ parametry. Nejlepsˇ´ı celkove´ nastaven´ı parametr˚u by pak
sˇlo vydestilovat nastaven´ım vsˇech parametr˚u okolo idealn´ıch bod˚u z´ıskany´ch z prˇechoz´ıch
krok˚u a jejich mı´rne´mu vza´jemne´mu vyladeˇn´ı provedene´m dalˇs´ımi experimenty ve stylu
pokus omyl a na´sledneˇ jejich celkove´mu vyhodnoceni. T´ım bychom mohli teoreticky z´ıskat
jaky´si idelan´ı maxima´lneˇ schopny´ detektor pro dany´ dataset a pozˇadovanou aplikaci.
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Obra´zek 6.5: Prˇ´ıklady idea´ln´ı detekce (hit) – UIUCars single-scale
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Obra´zek 6.6: Prˇ´ıklady falesˇne´ detekce (false positive) – UIUCars single-scale
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Obra´zek 6.7: Prˇ´ıklady false negative/miss – UIUCars single-scale
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Obra´zek 6.8: Evaluacˇn´ı charakteristiky pro UIUCars single-scale
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Obra´zek 6.9: Prˇ´ıklady idea´ln´ı detekce – UIUCars multi-scale
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Obra´zek 6.10: Evaluacˇn´ı charakteristiky pro UIUCars multi-scale
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Obra´zek 6.11: Prˇ´ıklady u´speˇsˇne´ detekce – Weizmann Horses multi-scale
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Obra´zek 6.12: Evaluacˇn´ı charakteristiky pro Weizmann Horses multi-scale
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Obra´zek 6.13: Prˇ´ıklady u´speˇsˇne´ detekce – INRIA Person multi-scale
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Obra´zek 6.14: Prˇ´ıklady u´speˇsˇne´ detekce – TUD Pedestrians multi-scale
72
Obra´zek 6.15: Typicke´ chyby a neprˇesnosti prˇi detekci metodou CS-HFOD
bez ohledu na dataset
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Kapitola 7
Za´veˇrecˇne´ shrnut´ı
V ra´mci te´to diplomove´ pra´ce byla relativneˇ podrobneˇ prostudova´na te´meˇrˇ cela´ prob-
lematika Houghovy transformace jakozˇto obecne´ matematicke´ techniky pro detekci objekt˚u.
Zaby´val jsem se zde detekc´ı prosty´ch entit jako jsou cˇa´ry ale i slozˇiteˇjˇs´ıch jako elipsy,
kruzˇnice apod. Byly zde take´ poda´ny za´klady metody GHT pro detekci obecny´ch tvar˚u
jakozˇto esencia´ln´ıho za´kladu metody HFOD pro detekci genericky´ch objekt˚u. Vsˇechny tyto
metody byly alesponˇ ve sve´ elementa´rn´ı podobeˇ take´ prakticky implementova´ny jako sada
skript˚u pro prostrˇed´ı GNU Octave/MATLAB, ktere´ bylo samotne´ take´ podrobneˇ prostu-
dova´no.
Ja´drem pra´ce je na´vrh a na´sledna´ implementace cˇi realizace detekce za pomoc´ı metody CS-
HFOD se za´kladn´ım vyhodnocen´ım jej´ı u´speˇsˇnosti. Zde byl navrzˇen a implementova´n plneˇ
paremetrizovatelny´ detektor, u ktere´ho byla proka´za´na jeho funkcˇnost a navrzˇeny dalˇs´ı pos-
tupy pro jeho vylepsˇen´ı. Experimenta´ln´ı cˇa´st pra´ce je vsˇak jej´ım slabsˇ´ım mı´stem, nebot’ se z
cˇasovy´ch d˚uvod˚u kv˚uli fina´ln´ı pomalosti prova´deˇn´ı implementace v prostrˇed´ı GNU Octave
nepodarˇilo realizovat vsˇechny pla´novane´ rozsˇiˇruj´ıc´ı a optimalizacˇn´ı experimenty cˇi na´vrhy
popsane´ vy´sˇe. Nicme´neˇ se podarˇilo prakticky realizovat – v podstateˇ jako vedlejˇs´ı produkt
– tre´novatelny´ detektor cˇi programovy´ toolkit pro prostrˇed´ı GNU Octave/Matlab ktery´ je
obecneˇ pouzˇitelny´ a realizuje takto navrzˇenou a implementovanou detekcˇn´ı metodu CS-
HFOD. Funkcˇnost konkre´tn´ı specifikace dane´ho detektoru pak byla prakticky proka´zana´
neˇkolika vy´sˇe dokumentovany´mi experimety. Tato pra´ce take´ obsahuje neˇkolik vlastn´ıch
na´vrh˚u ale i popis konkre´tn´ıch rˇesˇen´ı pro vylepsˇen´ı, urychlen´ı cˇi alternativn´ı prˇ´ıstup k imple-
mentaci referencˇn´ı metody ktera´ poslouzˇila jako za´klad te´to pra´ce. Cˇ´ımzˇ je jaksi naznacˇeno
mozˇne´ smeˇrˇova´n´ı do budoucna pro dalˇs´ı vyplesˇen´ı a aplikacˇneˇ specificke´ optimalizace. T´ım
pa´dem tedy bylo dosazˇeno vsˇech za´kladn´ıch cil˚u ktere´ si tato pra´ce na sve´m pocˇa´tku kladla.
V na´vaznosti na tuto pra´ci by sˇlo pokracˇovat v implementaci pokrocˇilejˇs´ıho uzˇivatelske´ho
rozhran´ı vytvorˇene´ho toolkitu jak bylo naznacˇeno v na´vrz´ıch vylepsˇen´ı vy´sˇe. Da´le by bylo
mozˇne´ provest mnozˇstv´ı takte´zˇ vy´sˇe zdokumentovany´ch experiment˚u pro proka´za´n´ı vlast-
nost´ı optimaln´ıch parametr˚u a z´ıskan´ı setupu pro konkre´tn´ı aplikace. Vzhledem k vyuzˇit´ı
velke´ho mnozˇstv´ı naprˇ´ıklad prˇ´ıznakovy´ch kana´l˚u a r˚uzny´ch technik zpracova´n´ı obrazu a
pocˇ´ıtacˇove´ho videˇn´ı obecneˇ se pak prˇ´ımo nab´ız´ı neprˇeberne´ mnozˇstv´ı jejich vizualizace at’
uzˇ pro diagnosticke´ u´cˇely cˇi pro uzˇit´ı ve vy´tvarne´ informatice (computer art) nebot’ neˇktere´
vy´stupy teˇchto subtechnnik jsou nejen zajimave´ ale i efektn´ı z umeˇlecke´ho hlediska cˇi z
pohledu mozˇne´ aplikace v pr˚umyslove´m designu.
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Prˇ´ıloha A
Obsah prˇilozˇene´ho me´dia
Prˇilozˇene´ opticke´ me´dium ma´ na´sleduj´ıc´ı adresa´rˇovou strukturu a obsah:
• CSHFODtoolkit – zdrojove´ ko´dy CS-HFOD toolkitu
• DalsiHTs – zdrojove´ ko´dy dalˇs´ıch implementovany´ch variant HT
• DataExperimentu – data z experiment˚u v podobeˇ natre´novany´ch les˚u a
vy´sledny´ch akumula´torovy´ch struktur
• ObrazkyZExperimentu – kompletn´ı sada sn´ımk˚u dodatecˇneˇ dokumentuj´ıc´ıch
provedene´ experimenty
• Text – kompletn´ı text pra´ce i s doprovodny´mi obra´zky a plaka´tem ve vysˇsˇ´ı kvaliteˇ
*Text pra´ce byl vypracova´n v syste´mu LATEX 2ε,
skripty jsou pak prima´rneˇ urcˇeny pro GNU Octave 3.6.2+ s bal´ıcˇkem image 1.0.5+.
78
Prˇ´ıloha B
Plaka´t
*Plaka´t byl vytvorˇen v aplikaci LibreOffice Draw 3.6.2.2 a GIMP 2.8.2.
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