Abstract-Do fault prediction models that guide testing and other efforts to improve software reliability lead to finding different or additional faults in the next release, to an improved process for finding the same faults that would occur were the models not used, or do they have no impact at all? In this challenge paper, we describe the difficulties involved in estimating effects of this sort of intervention and discuss ways to empirically answer that question and ways of assessing any changes, if present. We present several experimental design options and discuss the pros and cons of each.
I. INTRODUCTION
For the last several years, we have been developing fault prediction models based on historical information about code changes and defects as well as static code characteristics such as size and programming language. We have performed substantial empirical studies to validate the effectiveness of these models and generally found them to be very good at identifying the files likely to contain the largest numbers of faults in the next release. Because the models have not been used to provide real-time feedback to software testers or developers for any of these systems, we have not been able to observe the effects of providing the predictions in practice. Instead, these past studies indicate the potential for impact if testers can use the information to redirect their searches for faults.
We have built a tool that automatically extracts the necessary data from a project data base, builds the models, and provides the user with an ordered list of the files predicted to have the most defects in the next release [3] . Use of this tool on active software systems offers the promise of assessing the actual effects of feedback from the models.
A key question for potential users is whether accurate fault predictions can improve the efficiency of software testing. By this we mean, can they increase the ratio of faults detected to effort expended, compared to what would be achieved without the benefit of such predictions. It is also important to assess whether any such effects decay over the course of time. In addition, we would like to be able to determine whether there is a change in the nature of the faults detected.
Although there are plausible arguments about why the use of prediction models should or should not affect the faults made and faults detected, they are not a substitute for solid empirical evidence. In this challenge paper, we describe the difficulties involved in estimating the effects of using fault predictions and discuss the pros and cons of possible experimental designs for doing so.
Our prior empirical studies were carried out on seven different production software systems that have run continuously in the field for periods of 2 through 10 years. Table I provides basic information about the systems, including their lifetimes, sizes, faults actually detected, and the percent of detected faults that occurred in the 20% of files predicted to be most faulty.
In the development process used by each of the studied projects, the change management system is integrated with the version control system, and the person requesting a change to the system (typically a tester, developer, or customer) must initiate a Modification Request (MR) in order for that change to be made. An MR contains a written description of the reason for the change request, the date of the request, and the identity of the requester. If a change is in fact made, the MR also includes the identity of the changer, the date and stage of development the change was made, and the specific files changed. We have used this MR database to extract some of the data needed to make the predictions along with characteristics of the code such as file size and language in which the changed file was written.
In our environment, MRs are usually not specifically designated by their authors as being initiated because they observed a system failure, indicating the presence of a defect. Rather, they just indicate that the file should be changed. For that reason, at the suggestion of several system test managers, we used the role of the initiator or the development stage to identify fault MRs. In particular, since the sole purpose of system testers and the system test phase is to identify software defects, we categorize any MR initiated by a tester as a fault MR. MRs initiated by customers are also usually categorized as fault MRs.
Once an MR is determined to be a fault MR, then each of the files changed as a result is considered a separate fault. Therefore a fault MR may correspond to one or many files Our methodology and fully-automated tool are intended to be used shortly before the start of system test. Predictions are made for defects expected to be found during system test (pre-release) and later stage testing, plus any post-release defects that are not caught during testing. For the seven large production systems that we have studied, the vast majority of bugs have been identified during pre-release testing, with very few field faults identified.
As indicated in the table, we have made predictions for close to 140 releases of these systems [4] , [6] , [8] . So far, the studies have all been retrospective. That is, after data had been collected for all releases of a system, we generated predictions of the files that would contain the largest numbers of faults for Release N using data available in the change management database for Releases 1 through N − 1. We then checked to see how successful our predictions would have been. We have typically assessed success based on the percentage of actual faults that occurred in the 20% of the files predicted to contain the largest numbers of faults. For all seven systems studied, the percentage of actual faults in these files ranged from 75% to 95%, when averaged over all releases. For most systems, the percentage was in the mid-80% range.
We have also introduced and used a more general metric, the fault-percentile-average [8] . This metric is equivalent to the average percentile of predicted faults associated with faulty files, where the average is weighted by the actual number of faults in those files. This metric provides a more stable basis for comparing the effectiveness of different prediction models because it divorces the assessment from the arbitrary cutoff value of 20%. In practice, our tool allows the user to select any desired value for the percentage of files to be listed. The tool makes predictions for all files and it is simply a matter of the user deciding the most useful percent of files to be scrutinized.
It is important to clarify that this paper is not about the pros and cons of different ways of assessing the effectiveness of a prediction model by retrospective experiments. That has been discussed elsewhere at great length including in [7] in which we compared the appropriateness of using various metrics to assess experimental success including the one we have typically used (the percentage of actual faults included in the files predicted to be the most faulty -often the "worst" 20%), the fault-percentile-average mentioned above, ROC (receiver operating characteristic) curves as well as precision and recall.
What we are discussing here is how we would assess the impact of using our predictions if they were being used by a project to drive their testing and quality assurance process, as the predictions are intended to be used. In that case the predictions for Release N should impact the behavior of the project personnel and we need to have a way of determining whether the number and types of faults that occur in later releases differ from what would have occurred if our prediction method and tool had not been used.
II. WHAT WE WOULD LIKE TO LEARN
Before discussing potential experimental designs, we step back and consider what we would ideally like to learn about the intervention of providing software testers and developers a prioritized list of files predicted to have the most faults. We adopt Rubin's definition for the causal effect of an intervention on a particular outcome for a unit of interestthe value of the outcome at time t 2 given the intervention at an earlier time t 1 minus the value of the outcome at t 2 for the same unit in the absence of the intervention [5] , [1] . As this definition indicates, there is no requirement that the effect of an intervention be uniform for all units in a population. Typically, we care most about an effect averaged over all members of a population.
Ideally, we would like to be able to study the same systems both with and without the use of our fault prediction technology. In a sense we would like to have two parallel universes: one that uses the tool and another that does not. Obviously, a single system cannot simultaneously both receive feedback and not receive feedback. But there is no reason not to ask the question "What measurements would we want to have if we could observe two parallel universes with and without the intervention?"
We begin by thinking about what effects the intervention might have. The hope of the modeling effort is to identify files such that most faults can be detected with greatly reduced effort, relative to uniform testing of files. But it is unclear whether, or to what extent, that will happen in practice. It is also unclear how any saved resources would be spent. Would the extra time be used to detect more faults? Would the extra time be used only to shorten the schedule for the project? Might the testers considered most proficient be redirected to those files predicted to be problematic, and therefore more faults be detected than otherwise would be? Would pre-release testing be curtailed, leaving more bugs to be detected in the field or at later releases? These sorts of questions suggest several outcomes of interest including:
• The total numbers of faults detected at each release • The resources committed to system testing at each release Quantifying and measuring system-testing resources may be unrealistic for some systems for a number of reasons. One very difficult issue involves whether there is a reasonable way of assessing and quantifying a tester's skill level, and even if there is a reasonable metric, whether the required information is available. For that reason, it is not clear whether that should be part of the equation.
Another issue is how does one measure time when assessing resources? There are two distinct relevant time periods to consider. The first involves the time from the start of system testing to the time a Modification Request (MR) is opened. An MR is an indication that someone, in this case a system tester, believes that the code needs to be changed for any reason. The second relevant time period is the time between the opening of an MR and its closure signifying that the issue has been resolved.
Is it reasonable to just measure elapsed calender time for each of these time periods? Is there a more accurate way of measuring this? Is there a way of determining how much time or effort was actually expended on the closure of the MR? Does a long period between opening and closing a particular MR necessarily indicate that the fault associated with the MR was a difficult or challenging one? That is certainly possible, but it could also indicate that the issue was of so little consequence that no one felt it was actually worth expending effort on until all other more important ones were resolved.
The following metrics, which combine detection and effort, might provide a more precise measure of testing productivity:
• The number of faults detected at various stages of each release (e.g,, the first 30, 60 or 90 days) • The average time for all faults detected at a release from the beginning of the release to the detection date Of course the most obvious way of considering a system using the two parallel universes paradigm is to have two different teams doing system testing: one team that uses the tool and another that does not. Because our subject systems are mission-critical production systems under development by paid professionals, we cannot expect a controlled experimental environment with two separate development teams simultaneously working on the same project, one using prediction information and the other not. And even if that were possible, we would not be able to readily assess whether the two teams were comparable.
Given that we cannot observe a single system both with and without the prediction intervention, we cannot directly observe the extent to which they diverge after multiple releases. The fundamental challenge is to calibrate observed results under the intervention relative to what would have occurred for the same system under the unobserved condition of no intervention.
The seven systems that we have studied, all developed and maintained without any intervention, have varied widely in observed outcomes of interest: numbers of faults, faults per file, and faults per thousand lines of code. In addition, while fault rates have declined sharply across releases for some of the systems, that rate has held relatively stable for other systems. Consequently, for systems that receive the intervention it would be naive to speculate about what those outcomes would have looked like without the intervention.
III. POSSIBLE EXPERIMENTAL DESIGNS
In this section we consider how to assess the impact of repeated use of our tool and discuss impediments to performing desired experiments in the field.
The gold standard for experimental evaluations in the presence of uncertainty is the randomized controlled trial (RCT). RCTs, which are most prevalent in medical studies, deal with the fundamental problem of subject-to-subject variation (system-to-system variation in our case) through the use of replication. In a basic RCT design, experimental subjects are assigned at random to one of two conditionseither treatment or control. Even though individual subjects might be predisposed to particularly good or bad outcomes regardless of treatment status, with enough subjects in each condition, one would expect the resulting imbalance to largely cancel out. In that case, comparing outcomes between conditions would give an unbiased and hopefully precise estimate of the average treatment effect for the population of interest. If analysts can obtain pretreatment measurements (covariates) that help to explain post-treatment outcomes, regression adjustment can improve the efficiency of the trials.
Unfortunately, performing an RCT of the sort described above is unrealistic for large software systems. Randomized controlled trials generally study interventions where there is an abundance of potential subjects at any given time. That is not the case for the types of systems we have studied.
It has taken us several years to gather data, even after the fact, for seven industrial systems, far fewer than one would like for an RCT. An RCT would require getting system personnel on board from the beginning of system maintenance, and there is little incentive for a project to agree to this sort of random assignment. This limitation raises the question "What might we be able to learn from studying a small number of systems, or even a single system?"
One option would be an RCT with a crossover design [2] . In a crossover design, experimental subjects are assigned to each treatment condition in sequence, with the order randomized. Outcomes are measured at the end of each of the treatment periods for a subject. For example, this design might be used to estimate the relative effectiveness of two medications to treat chronic pain. The difference in reported pain levels after receipt of the two medications would provide a direct estimate of the relative effectiveness of those medications.
The advantage of this design is that each subject serves, in a sense, as its own control, potentially greatly reducing sample size requirements. The primary assumption for this design is the absence of carry-over effects of the treatments. In the chronic pain example, if the first medication continues to be effective throughout the second period, a crossover design would not accurately separate the effects of the two medications. Also, while randomizing the sequence of treatments helps to control for the natural progression of the outcome over time, a crossover design is likely to be most efficient if each subject's outcomes are stable, except for any treatment effects.
It is questionable whether a crossover design would work well for evaluating our intervention (the files predicted to be most faulty). The idea would be for each system to switch, perhaps multiple times, between receiving complete feedback for one or more releases, followed by receiving no feedback for a corresponding period, or vice versa. It would still require multiple systems-theoretically at least two to estimate an effect, but realistically at least a few systems for each treatment sequence in order to make reliable statistical inferences.
The key question is whether a period of no feedback following a prior period with feedback is really equivalent to never having received feedback. Software testers are likely to recall the guidance that they had received previously. In addition, any effects from the previous period may have changed the set of detected faults and consequently the ones that remain. Therefore, a crossover design would not be able to address questions about the cumulative effects of the intervention.
Another appealing idea is to consider individual files as subjects. Each of the subject systems summarized in Table I contains a sufficiently large number of files to do a meaningful study. The idea would be to randomly assign files to two sets: feedback and no feedback. The list of files provided to testers and identified as having high priority for testing would only include files from the feedback set. Analysis could then compare outcomes for the feedback subset with those for the no-feedback subset. For example, are proportionally more faults detected among the high priority files in the feedback set than in the no-feedback set?
Despite some benefits of this design, it may have significant flaws. First, testing often identifies faults in multiple files. Consequently, information about where to focus attention within the feedback set might actually improve fault detection for the no-feedback set of files as well. If that happens, it would bias estimated effects of the intervention downward.
Second, the real intervention would provide feedback on all the high priority files; that is, absence of a file on the list implies it is not high priority. That would not be the case in this experimental design. It is unclear whether software testers in this experimental setting would approach the nofeedback files in the same way that testers would if there were no feedback for any files. If you were told that there were equal amounts of gold in Creeks A and B, but that most of the gold in Creek A is in a particular segment, which creek would you head to? For these two reasons, we doubt that a simple randomization of files to feedback versus nofeedback conditions would be able to provide valid estimates of effects for the intervention of interest.
Something of a compromise between random assignment of systems and files may be a better solution. Suppose that one could find a large system with several relatively independent subsystems. By independent we mean that most file interactions involve a single subsystem and that most developers and testers deal primarily with a single subsystem.
In that case, assigning subsystems at random to the intervention with feedback or to a control group with no feedback might mitigate the problems identified above with each of the extreme designs. If individual testers are either receiving complete feedback or none at all, then that would more faithfully represent the contrast that we would like to analyze. Such a single large system might be able to contribute multiple observations to each treatment condition. Of course, there is no guarantee that one could find systems with multiple independent, but reasonably comparable, subsystems. In any case, having multiple systems would still be valuable from the perspective of generalizing the findings.
So far, we have discussed possible formal experimental designs for assessing the effectiveness of the use of fault prediction models in the field and discussed pragmatic impediments to performing these experiments. We conclude this section by proposing a less direct means of assessing the effectiveness of the intervention, focusing on the mechanism by which the predictions might improve the efficiency of fault detection.
We have hypothesized that the intervention would improve the effciency of fault detection by focuing early testing efforts on the files and functionality most likely to contain faults. However, there is no guarantee that the feedback would change testing practice. A sophisticated system tester might have sufficient experience to intuitively understand the importance of the factors that we have used to build our prediction models. After all, the way we determined which factors to include in our model was to consider the folklore or intuition that told us that certain files were likely to be particularly buggy. Therefore, for example, testers might already be targeting functionalities that were problematic in the last release. Similarly if a new functionality was added or a functionality changed, they would likely expect to focus testing there. That is what regression testing is about. Additionally, testers might have trouble translating information about potentially faulty files into strategies for selecting test cases.
In this regard, it would be valuable to determine the actual test cases run during a release, the order in which they were run, and what parts of the system each test case targeted. 
IV. CONCLUSIONS
To date we have identified a problem that, to the best of our knowledge, has not been investigated and presented in the literature, namely how to assess the impact of the incorporation of fault predictions into the development process in terms of the types and numbers of faults that would be identified with and without the use of the fault prediction tool. We have discussed why this is a very important problem, and why it is very difficult to make this type of assessment using any of several different standard assessment techniques.
It is relatively unusual for software engineering research to transition into practice, and even repeated retrospective studies of the sorts that we have performed on industrial systems are relatively rare. We are not aware of any attempt to quantify the difference between systems produced both with and without this type of technology.
As mentioned above, intuition is no replacement for solid scientific assessment, but it is worth mentioning some informal expectations or thoughts. If our fault prediction process and tool were used only to identify files likely to be particularly fault-prone at the post-release stage, then it seems likely that identifying such problematic files before system test would change the faults that escape to the field and become post-release bugs. After all, the predictions are intended to be used at the start of the system test phase of a new release. However, as mentioned above, few or no defects are typically identified during a given release in the field for the systems we've studied. It is therefore likely that the main benefit of the prediction technology would be faster identification of bugs, and potential shortening of the release cycle.
If the project simply used the information provided by our tool to speed up the testing process, and hence to advance the date of a release, then there might be little impact on the types and numbers of defects identified by using our technology, although there would likely be a cost savings. If, however, additional testing is performed, or different personnel assigned, then there might be a substantial change in the faults ultimately detected and the dependability of the software. But we can only determine whether or not our intuition is correct by making careful experimental assessments. This is a difficult and challenging issue that we as a community have yet to address. It would be extremely helpful if we could try to come up with a method of assessing the effectiveness of this and other proposed technologies once they have been adopted by production software projects.
