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Abstract
The Bresse system is a valid model for arched beams which reduces to the
classical Timoshenko system when the arch curvature ℓ = 0. Our first result shows
the Timoshenko system as a singular limit of the Bresse system as ℓ → 0. The
remaining results are concerned with the long-time dynamics of Bresse systems. In
a general framework, allowing nonlinear damping and forcing terms, we prove the
existence of a smooth global attractor with finite fractal dimension and exponential
attractors as well. We also compare the Bresse system with the Timoshenko system,
in the sense of the upper-semicontinuity of their attractors as ℓ → 0.
Keywords: Bresse system, Timoshenko system, singular limit, global attractor, expo-
nential attractor, upper-semicontinuity.
Subject classification: 35B41, 35L53, 74K10.
1 Introduction
In this paper we study the long-time dynamics of solutions of a semilinear Bresse sys-
tem for vibrations of curved beams. The linear system is given by three motion equations,
ρ1ϕtt − k(ϕx + ψ + ℓw)x − k0ℓ(wx − ℓϕ) = 0 in (0, L)× R
+, (1.1)
ρ2ψtt − bψxx + k(ϕx + ψ + ℓw) = 0 in (0, L)× R
+, (1.2)
ρ1wtt − k0(wx − ℓϕ)x + kℓ(ϕx + ψ + ℓw) = 0 in (0, L)× R
+, (1.3)
where ϕ, ψ, w represent, respectively, vertical displacement, shear angle, and longitudinal
displacement. The coefficients ρ1, ρ2, b, k, k0 are positive constants related to the material
and the parameter ℓ stands for the curvature of the beam. In the context of a circular
arch of radius R one has ℓ = R−1. A description of the model can be found in [18, Chap.
3]. The original derivation of Bresse system was presented in [5].
∗Email: matofu@icmc.usp.br. (Corresponding Author)
†Email: rodrigonunesmonteiro@gmail.com.
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We observe that when the curvature ℓ → 0 the Bresse system uncouples into the
well-known Timoshenko system,
ρ1ϕtt − k(ϕx + ψ)x = 0 in (0, L)× R
+, (1.4)
ρ2ψtt − bψxx + k(ϕx + ψ) = 0 in (0, L)× R
+, (1.5)
and an independent wave equation ρ1wtt − k0wxx = 0. Therefore sometimes the Timo-
shenko system is called Bresse-Timoshenko system. The derivation of the Timoshenko
system is presented in [26].
There are several works dedicated to the mathematical analysis of the Bresse system.
They are mainly concerned with decay rates of solutions of the linear system. This is
done by adding suitable damping effects that can be of thermal, viscous or viscoelastic
nature. By analogy to the Timoshenko system, a remarkable stability criteria for the
Bresse system is the equal wave speeds assumption
ρ1
k
=
ρ2
b
and k = k0. (1.6)
Roughly speaking, if damping terms are added only in one or two of the equations in
the Bresse system then exponential stability is only possible if the equal wave speeds
assumption (1.6) holds. Of course, if weak damping are added in all the equations of
the system then assumption (1.6) is not needed for exponential stability. See for instance
[1, 2, 11, 12, 13, 20, 21, 23, 24, 27].
On the other hand, it is worthy mentioning that all above cited works on Bresse systems
were concerned with linear problems. With respect to nonlinear problems, the stability of
the Bresse system was studied in [7], with three locally defined nonlinear damping without
assuming the equal speeds assumption. An analogous result for Timoshenko systems was
presented in [6].
It turns out that long-time dynamics characterized by global attractors was not dis-
cussed for Bresse systems. Even for the Timoshenko system there are only a few works
in this direction. Here we consider the nonlinear model,
ρ1ϕtt − k(ϕx + ψ + ℓw)x − k0ℓ(wx − ℓϕ) + g1(ϕt) + f1(ϕ, ψ, w) = 0, (1.7)
ρ2ψtt − bψxx + k(ϕx + ψ + ℓw) + g2(ψt) + f2(ϕ, ψ, w) = 0, (1.8)
ρ1wtt − k0(wx − ℓϕ)x + kℓ(ϕx + ψ + ℓw) + g3(wt) + f3(ϕ, ψ, w) = 0, (1.9)
defined in (0, L) × R+, where g1(ϕt), g2(ψt), g3(wt) are nonlinear damping terms and
fi(ϕ, ψ, w), i = 1, 2, 3, are nonlinear forces. To this system we add Dirichlet boundary
condition
ϕ(0, t) = ϕ(L, t) = ψ(0, t) = ψ(L, t) = w(0, t) = w(L, t) = 0, t ∈ R+, (1.10)
and initial condition
ϕ(0) = ϕ0, ϕt(0) = ϕ1, ψ(0) = ψ0, ψt(0) = ψ1, w(0) = w0, wt(0) = w1. (1.11)
Since our problem has damping terms in all of the equations (1.7)-(1.9) we shall not
assume the equal wave speeds assumption.
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The main features of the paper are summarized as follows.
(i) We present a rigorous proof showing that solutions of the Bresse system converge
to that of the Timoshenko system as ℓ→ 0. This is called singular limit because at ℓ = 0
the Bresse system uncouples. See Theorem 3.1.
(ii) By considering a nonlinear damping, without growth restriction near zero, we
establish the existence of a global attractor. We also show that the system is gradient
and therefore the attractors are characterized as unstable manifold of the set of stationary
solutions. See Theorem 4.1.
(iii) By assuming further that damping terms are Lipschitz, we derive a stability
inequality and prove that the global attractor is regular and has finite fractal dimension.
The same hypotheses allow us to show the existence of generalized exponential attractors
as well. See Theorem 5.1.
(iv) We also compare the attractors of the Bresse system with those of the Timoshenko
system. More precisely, we show the upper semicontinuity of attractors of (1.7)-(1.11) as
ℓ→ 0. In this case we shall assume that f1, f2 are not depending on w. This is reasonable
since in the limit ℓ = 0 we obtain the Timoshenko system, where longitudinal displacement
w is neglected. That is, after limit, we get
ρ1ϕtt − k(ϕx + ψ)x + g1(ϕt) + f1(ϕ, ψ) = 0 in (0, L)× R
+, (1.12)
ρ2ψtt − bψxx + k(ϕx + ψ) + g2(ψt) + f2(ϕ, ψ) = 0 in (0, L)× R
+, (1.13)
subjected to Dirichlet boundary condition
ϕ(0, t) = ϕ(L, t) = ψ(0, t) = ψ(L, t) = 0, t ∈ R+, (1.14)
and initial condition
ϕ(0) = ϕ0, ϕt(0) = ϕ1, ψ(0) = ψ0, ψt(0) = ψ1. (1.15)
See Theorem 6.1.
(v) Above, one of the difficulty is to obtain uniform estimates for global attractors of the
Bresse system with respect to the curvature ℓ. This is done by showing the existence of
an absorbing set that is uniformly bounded with respect to ℓ (small). See Lemma 4.5.
2 Preliminaries and well-posedness
We begin with some notations on the standard Lp(0, L) and Sobolev Hm(0, L) spaces.
The Lp norm is denoted by
‖u‖p if p 6= 2 and ‖u‖ if p = 2.
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For the Sobolev space H10 (0, L) we have
‖u‖ ≤
L
π
‖ux‖ and ‖u‖H1
0
= ‖ux‖.
The phase space we consider is that of weak solutions
H = H10 (0, L)
3 × L2(0, L)3, (2.1)
equipped with the standard norm
‖y‖2H = ‖ϕx‖
2 + ‖ψx‖
2 + ‖wx‖
2 + ‖ϕ˜‖2 + ‖ψ˜‖2 + ‖w˜‖2,
where y = (ϕ, ψ, w, ϕ˜, ψ˜, w˜). For convenience, sometimes we use the (ℓ-dependent) norm,
‖y‖2Hℓ = ρ1‖ϕ˜‖
2 + ρ2‖ψ˜‖
2 + ρ1‖w˜‖
2 + b‖ψx‖
2 + k‖ϕx + ψ + ℓw‖
2 + k0‖wx − ℓϕ‖
2, (2.2)
which is equivalent to the standard norm. Indeed, clearly there exists γ1 > 0 such that
‖y‖2Hℓ ≤ γ1‖y‖
2
H. Then from the open mapping theorem, there exists γ2 > 0 such
‖y‖2H ≤ γ2‖y‖
2
Hℓ
, (2.3)
which shows the equivalence of the norms. In particular there exists γ3 > 0 such that
‖ϕx‖
2 + ‖ψx‖
2 + ‖wx‖
2 ≤ γ3
(
b‖ψx‖
2 + k‖ϕx + ψ + ℓw‖
2 + k0‖wx − ℓϕ‖
2
)
. (2.4)
Remark 2.1. In the study of continuity of attractors as ℓ → 0, some energy estimates,
uniform with respect to ℓ, are used. To this end we need γ1, γ2, γ3 independent of ℓ, for ℓ
small. It is clear that we can choose such γ1 if ℓ ≤ ℓ0, for some ℓ0. Here, we show a simple
argument to obtain γ3 independently ℓ ∈ [0, ℓ0] with ℓ0 < π/2L. Given ϕ, ψ, w ∈ H
1
0 (0, L),
‖ϕx‖
2 + ‖ψx‖
2 + ‖wx‖
2
≤ ‖ψx‖
2 + 2‖ϕx + ψ + ℓw‖
2 + 2‖wx − ℓϕ‖
2 + 4‖ψ‖2 + 4ℓ2‖w‖2 + 2ℓ2‖ϕ‖2
≤
(
1 +
4L2
π2
)
‖ψx‖
2 + 2‖ϕx + ψ + ℓw‖
2 + 2‖wx − ℓϕ‖
2
+
4ℓ2L2
π2
‖wx‖
2 +
2ℓ2L2
π2
‖ϕx‖
2.
Then, for ℓ ∈ [0, ℓ0],
‖ϕx‖
2 + ‖ψx‖
2 + ‖wx‖
2
≤
(
1−
4ℓ20L
2
π2
)−1((
1 +
4L2
π2
)
‖ψx‖
2 + 2‖ϕx + ψ + ℓw‖
2 + 2‖wx − ℓϕ‖
2
)
.
Hence there exists a constant γ3 > 0 such that (2.4) holds for all ℓ ∈ [0, ℓ0]. In this case,
we take γ2 = max{(min{ρ1, ρ2})
−1, γ3}.
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2.1 Assumptions
The assumptions we make on f1, f2, f3 are those of locally Lipschitz and gradient type.
Let us assume there exists a C2 function F : R3 → R such that
∇F = (f1, f2, f3), (2.5)
and satisfies the following conditions: There exist β,mF ≥ 0 such that
F (u, v, w) ≥ −β
(
|u|2 + |v|2 + |w|2
)
−mF , ∀ u, v, w ∈ R, (2.6)
where
0 ≤ β <
π2
2γ3L2
, (2.7)
and there exist p ≥ 1 and Cf > 0 such that, for i = 1, 2, 3,
|∇fi(u, v, w)| ≤ Cf
(
1 + |u|p−1 + |v|p−1 + |w|p−1
)
, ∀ u, v, w ∈ R. (2.8)
In particular this implies that there exists CF > 0 such that
F (u, v, w) ≤ CF
(
1 + |u|p+1 + |v|p+1 + |w|p+1
)
, ∀ u, v, w ∈ R.
Furthermore, we assume that, for all u, v, w ∈ R,
∇F (u, v, w) · (u, v, w)− F (u, v, w) ≥ −β
(
|u|2 + |v|2 + |w|2
)
−mF . (2.9)
Remark 2.2. A simple example of F satisfying all above assumptions is
F (u, v, w) = |u+ v|4 − |u+ v|2 + α1|uv|
2 + α2|w|
3, α1, α2 ≥ 0.
In this case we have
F (u, v, w) ≥ min
z∈R
{z4 − z2} = −
1
4
,
and
f1(u, v, w) =
∂F
∂u
= 4(u+ v)3 − 2(u+ v) + 2α1uv
2,
f2(u, v, w) =
∂F
∂v
= 4(u+ v)3 − 2(u+ v) + 2α1u
2v,
f3(u, v, w) =
∂F
∂w
= 3α2|w|w.
Then conditions (2.6)-(2.8) hold with mF = 1/4 and p = 3. In addition,
∇F (u, v, w) · (u, v, w)− F (u, v, w) ≥ 3|u+ v|4 − |u+ v|2 ≥ −
1
16
≥ −mF ,
which shows that (2.9) also holds.
5
With respect to the damping functions gi∈C1(R), i = 1, 2, 3, we assume that
gi is increasing and gi(0) = 0, (2.10)
and there exist constants mi,Mi > 0 such that
mi s
2 ≤ gi(s)s ≤Mi s
2, ∀ |s| > 1. (2.11)
To establish the regularity and finite dimension of the attractors we assume further that
(2.11) holds for all s ∈ R, that is
mi ≤ g
′
i(s) ≤Mi, ∀ s ∈ R. (2.12)
Remark 2.3. We observe that conditions (2.10) and (2.11) imply that for any given δ > 0
there exists Cδ > 0 such that
Cδ(gi(u)− gi(v))(u− v) + δ ≥ |u− v|
2, ∀ u, v ∈ R, (2.13)
cf. [10, Proposition B.1.2]. On the other hand, assumption (2.12) implies promptly the
usual monotonicity property
(gi(u)− gi(v))(u− v) ≥ mi|u− v|
2, ∀ u, v ∈ R. (2.14)
2.2 Energy identities
The linear energy of the system, along a solution (ϕ, ψ, w), is defined by
Eℓ(t) =
1
2
‖(ϕ(t), ψ(t), w(t), ϕt(t), ψt(t), wt(t))‖
2
Hℓ
, (2.15)
where ‖ · ‖Hℓ is defined in (2.2). Adding forcing terms it becomes
Eℓ(t) = Eℓ(t) +
∫ L
0
F (ϕ, ψ, w) dx. (2.16)
Then, multiplying (1.7)-(1.9) by ϕ, ψ, w respectively, we obtain (formally) by integration
over [0, L],
d
dt
Eℓ(t) = −
∫ L
0
(
g1(ϕt)ϕt + g2(ψt)ψt + g3(wt)wt
)
dx, t ≥ 0,
which holds for strong solutions. Integrating with respect to t we obtain the energy
identity
Eℓ(t) +
∫ t
s
∫ L
0
g1(ϕt)ϕt + g2(ψt)ψt + g3(wt)wt dxdτ = Eℓ(s), 0 ≤ s < t. (2.17)
Moreover, we have the following useful energy inequality.
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Lemma 2.1. There exists a constant β0 > 0 such that
Eℓ(t) ≥ β0Eℓ(t)− LmF , ∀ t ≥ 0. (2.18)
In addition, if ℓ ∈ (0, π/2L) then β0 is independent of ℓ.
Proof. We know from (2.16) and (2.6),
Eℓ(t) ≥ Eℓ(t)− β
(
‖ϕ‖2 + ‖ψ‖2 + ‖w‖2
)
−LmF
≥
(
1−
2βγ3L
2
π2
)
Eℓ(t)− LmF .
Then from (2.7) we take β0 = 1 − (2βγ3L2/π2). Finally, if ℓ ∈ (0, π/2L), then from
Remark 2.1 we can take γ3 independent of ℓ, and then β0 is independent of ℓ.
2.3 Well-posedness
The existence of global weak and strong solutions to the Bresse system will be estab-
lished through nonlinear semigroup theory. We shall write the system (1.7)-(1.11) as an
abstract Cauchy problem
d
dt
y(t)−
(
Aℓ +B
)
y(t) = F(y(t)), y(0) = y0, (2.19)
where
y(t) = (ϕ(t), ψ(t), w(t), ϕ˜(t), ψ˜, w˜(t)) ∈ H, ϕ˜ = ϕt, ψ˜ = ψt, w˜ = wt,
and
y0 = (ϕ0, ψ0, w0, ϕ1, ψ1, w1).
To this end we take Aℓ : D(Aℓ) ⊂ H → H,
Aℓ


ϕ
ψ
w
ϕ˜
ψ˜
w˜


=


ϕ˜
ψ˜
w˜
k
ρ1
(ϕx + ψ + ℓw)x +
k0ℓ
ρ1
(wx − ℓϕ)
b
ρ2
ψxx −
k
ρ2
(ϕx + ψ + ℓw)
k0
ρ1
(wx − ℓϕ)x −
kℓ
ρ1
(ϕx + ψ + ℓw)


,
with domain
D(Aℓ) =
(
H2(0, L) ∩H10 (0, L)
)3
×H10 (0, L)
3,
and B : H → H,
B


ϕ
ψ
w
ϕ˜
ψ˜
w˜


=


0
0
0
−g1(ϕ˜)/ρ1
−g2(ψ˜)/ρ2
−g3(w˜)/ρ1


,
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with domain
D(B) = H.
The forcing terms are represented by a nonlinear function F : H → H defined by
F


ϕ
ψ
w
ϕ˜
ψ˜
w˜


=


0
0
0
−f1(ϕ, ψ, w)/ρ1
−f2(ϕ, ψ, w)/ρ2
−f3(ϕ, ψ, w)/ρ1


.
Our existence theorem is given in terms of the equivalent problem (2.19).
Theorem 2.2 (Well-posedness). Assume that ℓ > 0 and the hypotheses (2.5)-(2.11) hold.
Then for any initial data y0 ∈ H and T > 0, problem (2.19) has a unique weak solution
y ∈ C([0, T ];H), y(0) = y0,
given by
y(t) = et(Aℓ+B)y0 +
∫ t
0
e(t−s)(Aℓ+B)F(y(s))ds, t ∈ [0, T ], (2.20)
and depends continuously on the initial data. In particular, if y0 ∈ D(Aℓ) then the solution
is strong.
Proof. Under the hypotheses (2.10)-(2.11) it was proved in [7, Theorem 2.2] that Aℓ +B
is maximal monotone in H. Then from standard theory the Cauchy problem
d
dt
y(t)−
(
Aℓ + B
)
y(t) = 0, y(0) = y0, (2.21)
has a unique solution. We will show that system (2.19) is a locally Lipschitz perturbation
of (2.21). Then from classical results in [4] (see a detailed proof in [8, Theorem 7.2]), we
obtain a local solution defined in an interval [0, tmax) where, if tmax <∞, then
lim
t→∞
‖y(t)‖H = +∞. (2.22)
To show that operator F : H → H is locally Lipschitz, let G be a bounded set of H
and y1, y2 ∈ G. We can write yi = (zi, zit), where z
j = (ϕi, ψi, wi), i = 1, 2. Then from
assumption (2.8) we obtain, for j = 1, 2, 3,
|fj(z
1)− fj(z
2)|2 = |∇fj(λz
1 + (1− λ)z2)|2 |z1 − z2|2
≤C2f
(
1 + |ϕ1|p−1 + |ϕ2|p−1 + |ψ1|p−1 + |ψ2|p−1 + |w1|p−1 + |w2|p−1
)2
×
(
|ϕ1 − ϕ2|2 + |ψ1 − ψ2|2 + |w1 − w2|2
)
.
Then we infer that, for some CG > 0,∫ L
0
|fj(z
1)− fj(z
2)|2dx ≤ CG‖z
1 − z2‖2(H1
0
)3 ≤ CG‖y
1 − y2‖2H.
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Summing this estimate on j we obtain
‖F(y1)− F(y2)‖2H ≤ 3CG‖y
1 − y2‖2H,
which shows that F is locally Lipschitz on H.
To see that the solution is global, that is, tmax = ∞, let y(t) be a mild solution with
initial data y0 ∈ D(Aℓ+B). Then it is indeed a strong solution and so we can use energy
inequality (2.18) to conclude that
‖y(t)‖2Hℓ ≤
2
β0
(Eℓ(0) + Lmf ) , t ≥ 0.
By density, this inequality holds for mild solutions. Then clearly (2.22) does not hold and
therefore tmax =∞.
Finally, using (2.20) we can check that for any initial data y10, y
2
0 ∈ H, the correspond-
ing solutions y1, y2 satisfy
‖y1(t)− y2(t)‖2H ≤ C‖y
1
0 − y
2
0‖
2
H, 0 < t < T,
which shows the continuous dependence on initial data.
Remark 2.4. (a) The existence of global solutions of (1.7)-(1.11) could be extended to
the more general case involving damping terms with polynomial growth and no restric-
tion near zero, as in [19]. However, with respect to the existence of finite-dimensional
global attractors, the method we use requires Lipschitz condition for the damping terms.
Therefore, for brevity, we assumed conditions (2.10)-(2.11) that were early considered in
[6, 7]. (b) The well-posedness of the Bresse system shows that its solution operator Sℓ(t)
is a C0-semigroup on H. Then we denote by (H, Sℓ(t)) the dynamical system generated
by the problem (1.7)-(1.11).
3 Singular limit
Here we establish the Timoshenko limit of Bresse systems. With respect to the linear
system (1.1)-(1.3), if ℓ = 0, it produces the Timoshenko system (1.4)-(1.5) plus an inde-
pendent wave equation in w. Therefore, in order to study the singular limit ℓ→ 0 for the
nonlinear model, we shall need some compatibility condition. More precisely, we assume
that f1, f2 do not depend on w, that is,
f1(ϕ, ψ, w) = f1(ϕ, ψ) and f2(ϕ, ψ, w) = f2(ϕ, ψ). (3.1)
Remark 3.1. If the assumption (3.1) holds, then taking ℓ = 0, the same argument used
in the proof of Theorem 2.2 shows that Timoshenko system (1.12)-(1.15) is well-posed in
the phase space
H0 = H
1
0 (0, L)
2 × L2(0, L)2.
Its solution operator S0(t) generates a dynamical system denoted by (H0, S0(t)).
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Theorem 3.1. Assume that the hypotheses of Theorem 2.2 and (3.1) hold. Given any
sequence {ℓn} of positive numbers let (ϕn, ψn, wn) be the corresponding weak solution of the
Bresse system (1.7)-(1.11), with ℓ = ℓn, and fixed initial data (ϕ0, ψ0, w0, ϕ1, ψ1, w1) ∈ H.
Then if ℓn → 0 as n→∞, there exists (ϕ, ψ, w) such that, for any T > 0,
(ϕn, ψn, wn)
∗
⇀ (ϕ, ψ, w) in L∞(0, T ;H10(0, L)
3),
(ϕnt , ψ
n
t , w
n
t )
∗
⇀ (ϕt, ψt, wt) in L
∞(0, T ;L2(0, L)3),
and (ϕ, ψ) is a weak solution of the Timoshenko system (1.12)-(1.15).
Proof. The proof is divided into three parts.
(i) A priori estimates: Since ℓn is uniformly bounded, there exists a positive constant C0,
such that,
Eℓn(0) = Eℓn(0) +
∫ L
0
F (ϕ0, ψ0, w0) dx ≤ C0, ∀n.
Then, because Eℓn(t) is decreasing, we get from (2.18),
Eℓn(t) ≤
1
β0
(C0 + LmF ), ∀ t ≥ 0,
From definition of Eℓ(t) in (2.15), we conclude that
{ϕnt }, {ψ
n
t }, {w
n
t }, {ϕ
n
x + ψ
n + ℓnw
n}, {wnx − ℓnϕ
n},
are bounded in L∞(0, T ;L2(0, L)) and {ψn} is bounded in L∞(0, T ;H10(0, L)). Let us
show that {ϕn}, {wn} are also bounded in L∞(0, T ;H10(0, L)). Indeed, from
ϕn(x, t) =
∫ t
0
ϕnt (x, s)ds+ ϕ0(x),
we infer that {ϕn} is bounded in L∞(0, T ;L2(0, L)). Now, using the relation
wnx = (w
n
x − ℓnϕ
n) + ℓnϕ
n,
we find that {wn} is bounded in L∞(0, T ;H10(0, L)). Similar arguments show that {ϕ
n}
is bounded in L∞(0, T ;H10(0, L)).
(ii) Limits: Using a subsequence if necessary, there exist functions ϕ, ψ, w, ϑ1, ϑ2 such
that
(ϕn, ψn, wn)
∗
⇀ (ϕ, ψ, w) in L∞(0, T ;H10(0, L)), (3.2)
(ϕnt , ψ
n
t , w
n
t )
∗
⇀ (ϕt, ψt, wt) in L
∞(0, T ;L2(0, L)), (3.3)
{ϕnx + ψ
n + ℓnw
n}
∗
⇀ ϑ1 in L
∞(0, T ;L2(0, L)), (3.4)
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{wnx − ℓnϕ
n}
∗
⇀ ϑ2 in L
∞(0, T ;L2(0, L)). (3.5)
It follows from uniqueness of the weak limit,
ϑ1 = ϕx + ψ and ϑ2 = wx.
In addition, (3.2)-(3.3) imply that
(ϕn, ψn)→ (ϕ, ψ) in L2(0, T ;L2(0, L)). (3.6)
Now, from the definition of generalized solution for the Bresse system, we know that
(ϕn, ψn, wn) satisfies
ρ1
d
dt
(ϕnt , ϕ˜) + ρ2
d
dt
(ψnt , ψ˜) + ρ1
d
dt
(wnt , w˜) + k
(
(ϕnx + ψ
n + ℓnw
n), (ϕ˜x + ψ˜ + ℓnw˜)
)
+ b(ψnx , ψ˜x) + k0
(
(wnx − ℓnϕ
n), (w˜x − ℓnϕ˜)
)
+Nnϕ,ψ +N
n
w = 0, ∀ ϕ˜, ψ˜, w˜ ∈ H
1
0 (0, L), (3.7)
where Nnϕ,ψ, N
n
w denote nonlinear terms
Nnϕ,ψ =
∫ L
0
f1(ϕ
n, ψn)ϕ˜ dx+
∫ L
0
f2(ϕ
n, ψn)ψ˜ dx+
∫ L
0
g1(ϕ
n
t )ϕ˜ dx+
∫ L
0
g2(ψ
n
t )ψ˜ dx,
and
Nnw =
∫ L
0
f3(ϕ
n, ψn, wn)w˜ dx+
∫ L
0
g3(w
n
t )w˜ dx.
Using (3.3) we infer that
∫ L
0
(g1(ϕ
n
t )− g1(ϕt))ϕ˜ dx→ 0,
∫ L
0
(g2(ψ
n
t )− g2(ψt))ψ˜ dx→ 0.
Analogously, from (3.6) and (2.8) we infer that
∫ L
0
(f1(ϕ
n, ψn)− f1(ϕ, ψ))ϕ˜ dx→ 0,
∫ L
0
(f2(ϕ
n, ψn)− f2(ϕ, ψ))ψ˜ dx→ 0.
Then, taking test functions with w˜ = 0, we see that convergences (3.2)-(3.6) imply that
ρ1
d
dt
(ϕt, ϕ˜) + ρ2
d
dt
(ψt, ψ˜) + b(ψx, ψ˜x) + k
(
(ϕx + ψ), (ϕ˜x + ψ˜)
)
+
∫ L
0
f1(ϕ, ψ)ϕ˜ dx+
∫ L
0
f2(ϕ, ψ)ψ˜ dx
+
∫ L
0
g1(ϕt)ϕ˜ dx+
∫ L
0
g2(ψt)ψ˜ dx = 0, ∀ ϕ˜, ψ˜ ∈ H
1
0 (0, L). (3.8)
This means that the limit (ϕ, ψ) is a weak solution of the Timoshenko system (1.12)-(1.14).
11
(iii) Initial conditions: From (3.2)-(3.3) we obtain (cf. [22]),
(ϕn, ψn)→ (ϕ, ψ) in C([0, T ], L2(0, L)2),
and therefore
(ϕ(0), ψ(0)) = (ϕ0, ψ0). (3.9)
It remains to show that (ϕt(0), ψt(0)) = (ϕ1, ψ1). To this end, we multiply (3.7) by a test
function
θ ∈ H1(0, T ), θ(0) = 1, θ(T ) = 0,
and integrate over [0, T ]. Taking also w˜ = 0, we find that
−ρ1(ϕ1, ϕ˜)− ρ1
∫ T
0
(ϕnt , ϕ˜)θtdt− ρ2(ψ1, ψ˜)− ρ2
∫ T
0
(ψnt , ψ˜)θtdt+ b
∫ T
0
(ψnx , ψ˜x)θdt
+ k
∫ T
0
(
(ϕnx + ψ
n + ℓnw
n), (ϕ˜x + ψ˜)
)
θdt− k0
∫ T
0
ℓn(w
n
x , ϕ˜)θdt
+ k0
∫ T
0
ℓ2n(ϕ
n, ϕ˜)θdt+
∫ T
0
Nnϕ,ψ θ dt = 0, ∀ ϕ˜, ψ˜ ∈ H
1
0 (0, L).
Taking the limit n→∞, we obtain
−ρ1(ϕ1, ϕ˜)− ρ1
∫ T
0
(ϕt, ϕ˜)θtdt− ρ2(ψ1, ψ˜)− ρ2
∫ T
0
(ψt, ψ˜)θtdt+ b
∫ T
0
(ψx, ψ˜x)θdt
+ k
∫ T
0
(
(ϕx + ψ), (ϕ˜x + ψ˜)
)
θdt+
∫ T
0
N∞ϕ,ψ θ dt = 0, ∀ ϕ˜, ψ˜ ∈ H
1
0 (0, L).
On the other hand, multiplying (3.8) by θ and integrating over [0, T ], we obtain
−ρ1(ϕt(0), ϕ˜)− ρ1
∫ T
0
(ϕt, ϕ˜)θtdt− ρ2(ψt(0), ψ˜)− ρ2
∫ T
0
(ψt, ψ˜)θtdt+ b
∫ T
0
(ψx, ψ˜x)θdt
+ k
∫ T
0
(
(ϕx + ψ), (ϕ˜x + ψ˜)
)
θdt+
∫ T
0
N∞ϕ,ψ θ dt = 0, ∀ ϕ˜, ψ˜ ∈ H
1
0 (0, L).
The last two identities imply that
(ϕt(0), ψt(0)) = (ϕ1, ψ1). (3.10)
Therefore (3.8),(3.9) and (3.10) show that the limit pair (ϕ, ψ) is a solution of the Timo-
shenko system (1.12)-(1.15).
Remark 3.2. We observe that the singular limit holds, as well as, for the linear problem
with fi = 0, gi = 0, i = 1, 2, 3. In this case, the energy is conservative and then
Eℓn(t) = Eℓn(0) ≤ C0, for all t ≥ 0.
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4 Global attractors I
In this section we prove a first result on global attractors for Bresse systems. Some
definitions and abstract results for global attractors are presented in the Appendix.
Theorem 4.1. Under the hypotheses (2.5)-(2.11), for each ℓ > 0, the dynamical system
(H, Sℓ(t)) generated by the problem (1.7)-(1.11) has a global attractor Aℓ. In addition, it
is characterized by
Aℓ = M+(Nℓ),
where M+(Nℓ) is the unstable manifold emanating from Nℓ, the set of stationary points
of Sℓ(t).
The proof of this theorem is based on Theorem A.2. We first show that the system is
asymptotically compact.
Lemma 4.2. Under the hypotheses Theorem 4.1, given a bounded subset B of H, let
Sℓ(t)y
i = (ϕi, ψi, wi, ϕit, ψ
i
t, w
i
t) be, with i = 1, 2, two solutions of problem (1.7)-(1.11) with
initial data y1, y2 ∈ B. Then, for every δ > 0, there exists a constant Cδ,B > 0 such that
for T > 0 sufficiently large, one has
Eℓ(T ) ≤ δ +
Cδ,B
T
+ Cδ,B
∫ T
0
(
‖ϕ‖p+1 + ‖ψ‖p+1 + ‖w‖p+1
)
dt, (4.1)
where ϕ = ϕ1 − ϕ2, ψ = ψ1 − ψ2, w = w1 − w2.
Proof. For u = u1 − u2 we use the following notation
Gi(u) = gi(u
1)− gi(u
2) and Fi(u) = fi(u
1)− fi(u
2), i = 1, 2, 3.
Then (ϕ, ψ, w, ϕt, ψt, wt) is the solution of the problem
ρ1ϕtt − k(ϕx + ψ + ℓw)x − k0ℓ(wx − ℓϕ) = −G1(ϕt)− F1(ϕ, ψ, w), (4.2)
ρ2ψtt − bψxx + k(ϕx + ψ + ℓw) = −G2(ψt)− F2(ϕ, ψ, w), (4.3)
ρ1wtt − k0(wx − ℓϕ)x + kℓ(ϕx + ψ + ℓw) = −G3(wt)− F3(ϕ, ψ, w), (4.4)
with Dirichlet boundary condition and initial condition,
(ϕ(0), ψ(0), w(0), ϕt(0), ψt(0), wt(0)) = y
1 − y2.
Our objective is to obtain an estimate for Eℓ(T ). We begin by multiplying the equations
(4.2)-(4.4) by ϕ, ψ and w, respectively, and integrate over [0, T ]× [0, L]. Then adding the
kinetic energy, we obtain∫ T
0
Eℓ(t)dt =−
1
2
∫ L
0
(
ρ1ϕϕt + ρ2ψψt + ρ1wwt
)
dx
∣∣∣T
0
+
∫ T
0
∫ L
0
(
ρ1ϕ
2
t + ρ2ψ
2
t + ρ1w
2
t
)
dxdt
−
1
2
∫ T
0
∫ L
0
(
G1(ϕt)ϕ+G2(ψt)ψ +G3(wt)w
)
dxdt (4.5)
−
1
2
∫ T
0
∫ L
0
(
F1(ϕ, ψ, w)ϕ+ F2(ϕ, ψ, w)ψ + F3(ϕ, ψ, w)w
)
dxdt.
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We shall estimate the right-hand side of (4.5).
(i) Boundary terms: Using Ho¨lder’s inequality and norm inequality (2.3) there exists a
constant C > 0, independent of ℓ, such that∫ L
0
(
ρ1ϕϕt + ρ2ψψt + ρ1wwt
)
dx ≤ CEℓ(t), ∀t ≥ 0.
Then we obtain ∫ L
0
(
ρ1ϕϕt + ρ2ψψt + ρ1wwt
)
dx
∣∣∣T
0
≤ C
(
Eℓ(T ) + Eℓ(0)
)
. (4.6)
(ii) Kinetic energy: Applying (2.13), given δ > 0, we have that there exists Cδ > 0 such
that ∫ T
0
∫ L
0
ϕ2tdxdt ≤ TLδ + Cδ
∫ T
0
∫ L
0
G1(ϕt)ϕtdxdt.
Same argument holds for
∫∫
ψ2t and
∫∫
w2t and therefore, given δ > 0, there exists Cδ > 0
such that∫ T
0
∫ L
0
(
ρ1ϕ
2
t + ρ2ψ
2
t + ρ1w
2
t
)
dxdt
≤ TLδ + Cδ
∫ T
0
∫ L
0
(
G1(ϕt)ϕt +G2(ψt)ψt +G3(wt)wt
)
dxdt. (4.7)
(iii) Damping terms: Let us consider the integral over |ϕt| ≤ 1 and |ϕt| > 1. Then (2.11)
implies that∫ T
0
∫ L
0
G1(ϕt)ϕdxdt ≤
∫ T
0
∫ L
0
(
|g1(ϕ
1
t )|+ |g1(ϕ
2
t )|
)
|ϕ|dxdt
≤
∫ T
0
∫ L
0
2‖g1‖L∞(−1,1)|ϕ|dxdt+
∫ T
0
∫ L
0
M1
(
|ϕ1t |+ |ϕ
2
t |
)
|ϕ|dxdt
≤CB
∫ T
0
‖ϕ‖p+1dt.
The same argument holds for
∫∫
G2(ψt)ψ and
∫∫
G3(wt)w. Therefore we obtain the
following estimate
−
1
2
∫ T
0
∫ L
0
(
G1(ϕt)ϕ+G2(ψt)ψ +G3(wt)w
)
dxdt
≤ CB
∫ T
0
(
‖ϕ‖p+1 + ‖ψ‖p+1 + ‖w‖p+1
)
dt. (4.8)
(iv) Forcing terms: Using (2.8), we have∫ T
0
∫ L
0
F1(ϕ, ψ, w)ϕdxdt ≤ C
∫ T
0
∫ L
0
C(∇f1)(|ϕ|+ |ψ|+ |w|)|ϕ|dxdt
≤ CB
∫ T
0
(
‖ϕ‖2p+1 + ‖ψ‖
2
p+1 + ‖w‖
2
p+1
)
dt
≤ CB
∫ T
0
(
‖ϕ‖p+1 + ‖ψ‖p+1 + ‖w‖p+1
)
dt,
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where
C(∇f1) = C
(
1 + |ϕ1|p−1 + |ϕ2|p−1 + |ψ1|p−1 + |ψ2|p−1 + |w1|p−1 + |w2|p−1
)
.
Analogous arguments with
∫∫
F2ψ and
∫∫
F3w imply that
−
1
2
∫ T
0
∫ L
0
(
F1(ϕ, ψ, w)ϕ+ F2(ϕ, ψ, w)ψ + F3(ϕ, ψ, w)w
)
dxdt
≤ CB
∫ T
0
(
‖ϕ‖p+1 + ‖ψ‖p+1 + ‖w‖p+1
)
dt. (4.9)
(v) An energy inequality: We multiply the equations (4.2)-(4.4) by ϕt, ψt and wt, respec-
tively, and then integrate over [s, T ]× [0, L]. Then we find that
Eℓ(T ) =Eℓ(s)−
∫ T
s
∫ L
0
(
G1(ϕt)ϕt +G2(ψt)ψt +G3(wt)wt
)
dxdt
−
∫ T
0
∫ L
0
(
F1(ϕ, ψ, w)ϕt + F2(ϕ, ψ, w)ψt + F3(ϕ, ψ, w)wt
)
dxdt. (4.10)
As before we see that∫ T
0
∫ L
0
(
F1(ϕ, ψ, w)ϕt + F2(ϕ, ψ, w)ψt + F3(ϕ, ψ, w)wt
)
dxdt
≤ CB
∫ T
0
(
‖ϕ‖p+1 + ‖ψ‖p+1 + ‖w‖p+1
)
dt.
Then identity (4.10) gives
∫ T
0
∫ L
0
(
G1(ϕt)ϕt +G2(ψt)ψt +G3(wt)wt
)
dxdt
≤ Eℓ(T ) + Eℓ(0) + CB
∫ T
0
(
‖ϕ‖p+1 + ‖ψ‖p+1 + ‖w‖p+1
)
dt. (4.11)
(vi) Summarizing: Inserting estimates (4.6)-(4.9) into (4.5) we have
∫ T
0
Eℓ(t)dt ≤C
(
Eℓ(T ) + Eℓ(0)
)
+δ TL
+ Cδ
∫ T
0
∫ L
0
(
G1(ϕt)ϕt +G2(ψt)ψt +G3(wt)wt
)
dxdt
+ CB
∫ T
0
(
‖ϕ‖p+1 + ‖ψ‖p+1 + ‖w‖p+1
)
dt.
Then using (4.11), and since E(0) ≤ CB, we can write∫ T
0
Eℓ(t)dt ≤ δTL+ CδEℓ(T ) + Cδ,B + Cδ,B
∫ T
0
(
‖ϕ‖p+1 + ‖ψ‖p+1 + ‖w‖p+1
)
dt. (4.12)
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Now integrating (4.10) over [0, T ] with respect to the variable s and tanking into account
that G1(ϕt)ϕt +G2(ψt)φt +G3(wt)wt ≥ 0, we have
TEℓ(T ) ≤
∫ T
0
Eℓ(t)dt+ CBT
∫ T
0
(
‖ϕ‖p+1 + ‖ψ‖p+1 + ‖w‖p+1
)
dt. (4.13)
Combining (4.12) and (4.13) we have
TEℓ(T ) ≤ δTL+ CδEℓ(T ) + Cδ,B + Cδ,B(1 + T )
∫ T
0
(
‖ϕ‖p+1 + ‖ψ‖p+1 + ‖w‖p+1
)
dt.
Given δ > 0, we see that for T sufficiently large (say T > max{1, 2Cδ}) we can write
Eℓ(T ) ≤ 2δL+
2Cδ,B
T
+ 2Cδ,B
∫ T
0
(
‖ϕ‖p+1 + ‖ψ‖p+1 + ‖w‖p+1
)
dt.
Then, renaming the constants we see that (4.1) holds.
Lemma 4.3. Under the hypotheses of Theorem 4.1 the system (H, Sℓ(t)) is asymptotically
compact.
Proof. Let B be a positively invariant bounded set of Hℓ. Given ε > 0, we take δ
sufficiently small and T sufficiently large, say,
δ <
ε2
8
and
Cδ,B
T
<
ε2
8
.
Then from (4.1)
‖S(T )y1 − S(T )y2‖H ≤ ε+ Φε,B,T (y
1, y2),
where
Φε,B,T (y
1, y2) = 2
√
Cδ,B
(∫ T
0
(
‖ϕ1 − ϕ2‖p+1 + ‖ψ
1 − ψ2‖p+1 + ‖w
1 − w2‖p+1
)
dt
) 1
2
.
Let us show that condition (A.1) holds. Given {yn} in B, by positive invariance, we see
that Sℓ(t)y
n = (ϕn, ϕnt , ψ
n, ψnt , w
i, wnt ) is uniformly bounded in H. Then
(ϕn, ψn, wn) is bounded in L∞
(
0, T ;H10(0, L)
3
)
,
(ϕnt , ψ
n
t , w
n
t ) is bounded in L
∞
(
0, T ;L2(0, L)3
)
,
and therefore ([22]),
(ϕn, ψn, wn) is pre-compact in C0
(
[0, T ], Lp+1(0, L)3
)
.
It follows that condition (A.1) holds. Then the asymptotic compactness follows from
Theorem A.1.
One of the assumptions of Theorem A.2 is that the set of stationary points is bounded.
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Lemma 4.4. Under the hypotheses of Theorem 4.1, the set of equilibrium points Nℓ is
bounded in H.
Proof. If y ∈ Nℓ we known that y = (ϕ, ψ, w, 0, 0, 0) and satisfies
−k(ϕx + ψ + ℓw)x − k0ℓ(wx − ℓϕ) + f1(ϕ, ψ, w) = 0, (4.14)
−bψxx + k(ϕx + ψ + ℓw) + f2(ϕ, ψ, w) = 0, (4.15)
−k0(wx − ℓϕ)x + kℓ(ϕx + ψ + ℓw) + f3(ϕ, ψ, w) = 0. (4.16)
Multiplying (4.14),(4.15),(4.16) by ϕ, ψ, w, respectively, and integrating over [0, L], we
obtain ∫ L
0
(
bψ2x + k(ϕx + ψ + ℓw)
2 + k0(wx + ℓϕ)
2
)
dx
= −
∫ L
0
(
f1(ϕ, ψ, w)ϕ+ f2(ϕ, ψ, w)ψ + f2(ϕ, ψ, w)w
)
dx.
Then, using (2.4), (2.9) and (2.6), we get
1
γ3
(
‖ϕx‖
2 + ‖ψx‖
2 + ‖wx‖
2
)
≤
2βL2
π2
(
‖ϕx‖
2 + ‖ψx‖
2 + ‖wx‖
2
)
+ 2mFL,
and consequently,
(
1−
2βL2γ3
π2
)(
‖ϕx‖
2 + ‖ψx‖
2 + ‖wx‖
2
)
≤ 2mFLγ3.
Therefore the set Nℓ is bounded in H.
Proof of Theorem 4.1 (completion). We already known that the system is asymp-
totically compact and the set of its stationary points Nℓ is bounded. To apply Theorem
A.2, it remains to show that the dynamical system (H, Sℓ(t)) is gradient and satisfies
condition (A.2). Indeed, we can take the energy functional Eℓ as a Lyapunov function Φ,
since t→ Φ(Sℓ(t)y) is then strictly decreasing for any y ∈ H. Moreover, from (2.16) and
(2.8) we see that Eℓ(t) ≤ ‖y(t)‖2Hℓ + C(1 + ‖y(t)‖
p+1
Hℓ
). Then
Φ(y)→∞ implies that ‖y‖Hℓ →∞.
On the other hand, the inequality (2.18) implies that Eℓ(t) ≤
1
β0
(Eℓ(t) + LmF ), and then
‖y‖Hℓ →∞ implies that Φ(y)→∞.
Therefore all the assumptions of Theorem A.2 are fulfilled and consequently the system
(H, Sℓ(t)) has a global attractor Aℓ = M+(Nℓ). This ends the proof of Theorem 4.1.
Remark 4.1. The existence of a global attractor implies that the system has a bounded
absorbing set. But in principle it depends on ℓ. We shall construct an absorbing set which
is uniformly bounded for ℓ ∈ [0, ℓ0], with ℓ0 small. This will be used in Theorem 6.1.
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Lemma 4.5. Under hypotheses of Theorem 4.1, with ℓ ∈ (0, π/2L), the system (H, Sℓ(t))
has a bounded absorbing set B independent of ℓ.
Proof. Multiply the equations (1.7)-(1.9) by ϕ, ψ and w, respectively, and integrate over
[0, L]× [0, T ]. We obtain∫ T
0
(
b‖ψx‖
2 + k‖ϕx + ψ + ℓw‖
2 + k0‖wx − ℓϕ‖
2
)
dt+
∫ T
0
∫ L
0
∇F (ϕ, ψ, w)·(ϕ, ψ, w)dxdt
= −
∫ L
0
(
ρ1ϕϕt + ρ2ψψt + ρ1wwt
)
dx
∣∣∣T
0
+
∫ T
0
∫ L
0
(
ρ1ϕ
2
t + ρ2ψ
2
t + ρ1w
2
t
)
dxdt (4.17)
−
∫ T
0
∫ L
0
(
g1(ϕt)ϕ+ g2(ψt)ψ + g3(wt)w
)
dxdt.
Inequality (2.9) together with (2.4) and (2.7) implies that∫ T
0
∫ L
0
∇F (ϕ, ψ, w)·(ϕ, ψ, w)dxdt
≥
∫ T
0
∫ L
0
F (ϕ, ψ, w)dxdt−
∫ T
0
∫ L
0
β
(
|ϕ|2 + |ψ|2 + |w|2
)
dxdt− TLmF
≥
∫ T
0
∫ L
0
F (ϕ, ψ, w)dxdt−
1
2
∫ T
0
(
b‖ψx‖
2 + k‖ϕx + ψ + ℓw‖
2 + k0‖wx − ℓϕ‖
2
)
dt
− TLmF .
Inserting this inequality into (4.17) and adding the kinetic energy, we infer that∫ T
0
Eℓ(t)dt ≤−
∫ L
0
(
ρ1ϕϕt + ρ2ψψt + ρ1wwt
)
dx
∣∣∣T
0
+
3
2
∫ T
0
∫ L
0
(
ρ1ϕ
2
t + ρ2ψ
2
t + ρ1w
2
t
)
dxdt
−
∫ T
0
∫ L
0
(
g1(ϕt)ϕ+ g2(ψt)ψ + g3(wt)w
)
dxdt+ TLmF . (4.18)
In the following we will estimate the terms on the right-hand side of (4.18).
(i) Estimates for the boundary terms: Young’s inequality and (2.4) imply that
−
∫ L
0
(
ρ1ϕϕt + ρ2ψψt + ρ1wwt
)
dx ≤ CEℓ(t)
for some constant C > 0, independent of T and ℓ. Using inequality (2.18) we obtain
−
∫ L
0
(
ρ1ϕϕt + ρ2ψψt + ρ1wwt
)
dx ≤
2
β0
Eℓ(t) +
2LmF
β0
.
Noting that β0 does not depend on ℓ, there exists C1 > 0, independent of T and ℓ, such
that
−
∫ L
0
(
ρ1ϕϕt + ρ2ψψt + ρ1wwt
)
dx
∣∣∣T
0
≤ C1
(
Eℓ(T ) + Eℓ(0)
)
+C1. (4.19)
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(ii) Estimates for the damping terms: Using Young’s inequality we have that
−
∫ T
0
∫ L
0
(
g1(ϕt)ϕ+ g2(ψt)ψ + g3(wt)w
)
dxdt
≤
1
2
∫ T
0
Eℓ(t)dt+ C
∫ T
0
∫ L
0
(
g1(ϕt)
2 + g2(ψt)
2 + g3(wt)
2
)
dxdt.
From assumption (2.11), for i = 1, 2, 3, we get that∫ T
0
∫
|u|≤1
gi(u)
2dxdt ≤ max{g(−1)2, g(1)2}LT
and ∫ T
0
∫
|u|>1
gi(u)
2dxdt ≤ Mi
∫ T
0
∫ L
0
gi(u)udxdt.
Then there exists a constant C2 > 0, independent of T and ℓ, such that
−
∫ T
0
∫ L
0
(
g1(ϕt)ϕ+ g2(ψt)ψ + g3(wt)w
)
dxdt
≤
1
2
∫ T
0
Eℓ(t)dt+ C2
∫ T
0
∫ L
0
(
g1(ϕt)ϕt + g2(ψt)ψt + g2(wt)wt
)
dxdt+ C2T. (4.20)
(iii) Estimates for the kinetic energy: Firstly we note that using (2.11) we have∫ T
0
∫
|ϕt|>1
ϕ2tdxdt ≤
1
m1
∫ T
0
∫ L
0
g1(ϕt)ϕtdxdt
and then ∫ T
0
∫ L
0
ϕ2tdxdt =
∫ T
0
∫
|ϕt|>1
ϕ2tdxdt+
∫ T
0
∫
|ϕt|≤1
ϕ2tdxdt
≤
1
m1
∫ T
0
∫ L
0
g1(ϕt)ϕtdxdt+ TL.
Similar estimate holds for
∫∫
ψ2t and
∫∫
w2t . Therefore there exists a constant C3 > 0,
independent of T and ℓ, such that
3
2
∫ T
0
∫ L
0
(
ρ1ϕ
2
t + ρ2ψ
2
t + ρ1w
2
t
)
dxdt
≤ C3
∫ T
0
∫ L
0
(
g1(ϕt)ϕt + g2(ψt)ψt + g3(wt)wt
)
dxdt+ C3T.
(4.21)
(iv) Inserting estimates (4.19), (4.20), (4.21) into (4.18) we obtain
1
2
∫ T
0
Eℓ(t)dt ≤ C1
(
Eℓ(T ) + Eℓ(0)
)
+ (C2 + C3)
∫ T
0
∫ L
0
(
g1(ϕt)ϕt + g1(ψt)ψt + g1(wt)wt
)
dxdt
+ C1 + (C2 + C3)T.
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Using the energy identity (2.17) and noting that E(T ) ≤ E(t) in the left-hand side integral,
T
2
Eℓ(T ) ≤
(
C1 − C2 − C3
)
Eℓ(T ) +
(
C1 + C2 + C3)Eℓ(0) + C1 + (C2 + C3)T.
Taking T sufficiently (T > 2C1) we can write
Eℓ(T ) ≤ γTEℓ(0) +KT , (4.22)
where
γT =
2(C1 + C2 + C3)
T − 2(C1 − C2 − C3)
< 1, KT =
2C1 + 2(C2 + C3)T
T − 2(C1 − C2 − C3)
> 0.
From (4.22) and well-known argument shows that
Eℓ(t) ≤ γEℓ(0)e
−αt +
KT
1− γT
, ∀ t ≥ 0, (4.23)
for some α, γ > 0. For completeness we sketch its proof here. Indeed, the same argument
can be repeated for any interval [mT, (m+ 1)T ], m ∈ N. Then
Eℓ(mT ) ≤ γTEℓ((m− 1)T ) +KT
≤ γmT Eℓ(0) +
(m−1∑
j=0
γjT
)
KT
≤ γmT Eℓ(0) +
KT
1− γT
. (since γT < 1)
Now given t > 0, there exits m ∈ N and r ∈ [0, T ) such that t = mT + r. Then
Eℓ(t) ≤ Eℓ(mT ) ≤ γ
m
T Eℓ(0) +
KT
1− γT
.
It follows that
Eℓ(t) ≤ γ
t−r
T
T Eℓ(0) +
KT
1− γT
≤ γ−1T γ
t
T
T Eℓ(0) +
KT
1− γT
.
Therefore choosing γ = γ−1T and α = − ln(γT )/T we obtain (4.23).
(v) Conclusion: We observe that combining (4.23) and (2.18) yields
‖S(t)y0‖
2
Hℓ
≤
2γ
β0
Eℓ(0)e
−αt +
2LmFKT
β0(1− γT )
,
and then clearly any closed ball BH(0, R0) with R
2
0 >
2LmFKT
β0(1−γT )
is a bounded absorbing set,
not depending on ℓ.
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5 Global attractors II
In this section we assume that damping terms satisfy condition (2.12). Then we show
that the global attractor obtained in Theorem 4.1 has further properties.
Theorem 5.1. Under the hypotheses of Theorem 4.1, with (2.11) replaced by (2.12), one
has:
(i) The global attractor Aℓ has finite fractal dimension.
(ii) Any full trajectory (ϕ(t), ψ(t), w(t), ϕt(t), ψt(t), wt(t)) inside the attractor Aℓ, has
further regularity
‖(ϕ, ψ, w)‖(H2)3 + ‖(ϕt, ψt, wt)‖(H1
0
)3 + ‖(ϕtt, ψtt, wtt)‖(L2)3 ≤ Cℓ, (5.1)
for some Cℓ > 0.
(iii) The dynamical system (H, Sℓ(t)) possesses a generalized exponential attractor A
exp
ℓ ,
with finite fractal dimension in a extended space H˜−η, defined as interpolation of
H˜0 := H and H˜−1 := L
2(0, L)3 ×H−1(0, L)3,
for any η ∈ (0, 1].
Remark 5.1. As discussed in Remark 3.1, we can prove an analogous result for the Tim-
oshenko system, that is, the dynamical system (H0, S0(t)) generated by (1.12)-(1.15) has
a regular global attractor A0 in H0 = H10 (0, L)
2 × L2(0, L)2, with finite fractal dimen-
sion.
The proof of Theorem 5.1 relies on the properties of quasi-stable systems.
5.1 Quasistability
Lemma 5.2. In the context of Lemma 4.2, with (2.11) replaced by (2.12), given a bounded
invariant set B, there exist constants αB, γB, CB > 0, such that
Eℓ(t) ≤ γBEℓ(0)e
−αBt + CB sup
σ∈[0,t]
(
‖ϕ(σ)‖22p + ‖ψ(σ)‖
2
2p + ‖w(σ)‖
2
2p
)
. (5.2)
Proof. We begin as in the proof of Lemma 4.2, since (2.12) implies (2.11). Then we only
need estimate the right-hand side of (4.5). Here C > 0 will represent several constants
independent of B or t.
(i) First remarks: We observe that estimate (4.6) holds unchanged. We also observe that
(4.9) can be changed to
−
1
2
∫ T
0
∫ L
0
(
F1(ϕ, ψ, w)ϕ+ F2(ϕ, ψ, w)ψ + F3(ϕ, ψ, w)w
)
dxdt
≤ CB
∫ T
0
(
‖ϕ‖22p + ‖ψ‖
2
2p + ‖w‖
2
2p
)
dt. (5.3)
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(ii) Role of (2.12): Now since (2.14) holds we see that estimate (4.7) becomes∫ T
0
∫ L
0
(
ρ1ϕ
2
t + ρ2ψ
2
t + ρ1w
2
t
)
dxdt ≤ C
∫ T
0
∫ L
0
(
G1(ϕt)ϕt +G2(ψt)ψt +G3(wt)wt
)
dxdt.
In addition, (2.12) implies that |gi(u)− gi(v)| ≤Mi|u− v| for all u, v ∈ R. Then∫ T
0
∫ L
0
G1(ϕt)ϕdxdt ≤
1
6
∫ T
0
‖ϕt‖
2
2 dtdx+ C
∫ T
0
‖ϕ‖22 dt.
Applying the same argument to
∫∫
G2(ψt)ψ and
∫∫
G3(wt)w we infer that (4.8) becomes
−
1
2
∫ T
0
∫ L
0
(
G1(ϕt)ϕ+G2(ψt)ψ +G3(wt)w
)
dxdt
≤
1
2
∫ T
0
Eℓ(t)dt+ C
∫ T
0
(
‖ϕ‖22p + ‖ψ‖
2
2p + ‖w‖
2
2p
)
dt. (5.4)
(iii) First energy inequality: Using the inequalities (5.2)-(5.4) into (4.5), we obtain that∫ T
0
Eℓ(t)dt ≤C
[
Eℓ(T ) + Eℓ(0)
]
+CB
∫ T
0
∫ L
0
(
G1(ϕt)ϕt +G2(ψt)ψt +G3(wt)wt
)
dxdt
+ CB
∫ T
0
(
‖ϕ‖22p + ‖ψ‖
2
2p + ‖w‖
2
2p
)
dt. (5.5)
(iv) Damping estimate: The energy identity (4.10) implies that∫ T
0
∫ L
0
(
G1(ϕt)ϕt +G2(ψt)ψt +G3(wt)wt
)
dxdt
= −
∫ T
0
∫ L
0
(
F1(ϕ, ψ, w)ϕt + F2(ϕ, ψ, w)ψt + F3(ϕ, ψ, w)wt
)
dxdt.
+ Eℓ(0)−Eℓ(T ). (5.6)
Let us estimate the forcing terms. Note that, for ǫ > 0,∫ L
0
F1(ϕ, ψ, w)ϕtdx ≤ C(∇f1)(‖ϕ‖2p + ‖ψ‖2p + ‖w‖2p)‖ϕt‖2
≤
ǫ
3T
‖ϕt‖
2
2 + T Cǫ,B
(
‖ϕ‖22p + ‖ψ‖
2
2p + ‖w‖
2
2p
)
.
where
C(∇f1) = C
(
1 + ‖ϕ1‖p−12p + ‖ϕ
2‖p−12p + ‖ψ
1‖p−12p + ‖ψ
2‖p−12p + ‖w
1‖p−12p + ‖w
2‖p−12p
)
.
Similar estimate holds for
∫
F2(ϕ, ψ, w)ψt and
∫
F3(ϕ, ψ, w)wt. Then we obtain∫ L
0
(
F1(ϕ, ψ, w)ϕt + F2(ϕ, ψ, w)ψt + F3(ϕ, ψ, w)wt
)
dx
≤
ǫ
T
(
‖ϕt‖
2
2 + ‖ψt‖
2
2 + ‖wt‖
2
2
)
+ T Cǫ,B
(
‖ϕ‖22p + ‖ψ‖
2
2p + ‖w‖
2
2p
)
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and we can write∫ T
0
∫ T
s
∫ L
0
(
F1(ϕ, ψ, w)ϕt + F2(ϕ, ψ, w)ψt + F3(ϕ, ψ, w)wt
)
dxdtds
≤ ǫ
∫ T
0
Eℓ(t)dt + Cǫ,B,T
∫ T
0
(
‖ϕ‖22p + ‖ψ‖
2
2p + ‖w‖
2
2p
)
dt. (5.7)
This inequality together with (5.6) results that∫ T
0
∫ L
0
(
G1(ϕt)ϕt +G2(ψt)ψt +G3(wt)wt
)
dxdt
≤ Eℓ(0)− Eℓ(T ) + ǫ
∫ T
0
Eℓ(t)dt
+ Cǫ,B,T
∫ T
0
(
‖ϕ‖22p + ‖ψ‖
2
2p + ‖w‖
2
2p
)
dt. (5.8)
(v) Second energy inequality: Applying the damping estimate (5.8) in (5.5) we obtain,
for ǫ small enough,∫ T
0
Eℓ(t)dt ≤ (C−CB)Eℓ(T )+(C+CB)Eℓ(0)+CB
∫ T
0
(
‖ϕ‖22p+‖ψ‖
2
2p+‖w‖
2
2p
)
dt. (5.9)
(vi) Estimating E(T ): Integrating the energy identity (4.10) it follows that
TEℓ(T ) =
∫ T
0
Eℓ(t)dt−
∫ T
0
∫ T
s
∫ L
0
(
G1(ϕt)ϕt +G2(ψt)ψt +G3(wt)wt
)
dxdtds
−
∫ T
0
∫ T
s
∫ L
0
(
F1(ϕ, ψ, w)ϕt + F2(ϕ, ψ, w)ψt + F3(ϕ, ψ, w)wt
)
dxdtds.
Taking into account that G1(ϕt)ϕt + G2(ψt)φt + G3(wt)wt ≥ 0 and using the estimate
(5.7) we obtain
TEℓ(T ) ≤ 2
∫ T
0
Eℓ(t)dt + CB,T
∫ T
0
(
‖ϕ‖22p + ‖ψ‖
2
2p + ‖w‖
2
2p
)
dt. (5.10)
(vii) Concluding: Inserting (5.9) into (5.10) we obtain
TEℓ(T ) ≤ 2(C − CB)Eℓ(T ) + 2(C + CB)Eℓ(0) + CB,T
∫ T
0
(
‖ϕ‖22p + ‖ψ‖
2
2p + ‖w‖
2
2p
)
dt.
Taking T > 4C we can write
Eℓ(T ) ≤ γTEℓ(0) + CB,T sup
σ∈[0,T ]
(
‖ϕ(σ)‖22p + ‖ψ(σ)‖
2
2p + ‖w(σ)‖
2
2p
)
where
γT =
2(C + CB)
T − 2(C − CB)
< 1.
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Then a standard argument, similar to the one employed in Lemma 4.5, shows that there
exists γB,T , αB,T , CB,T > 0 such that
Eℓ(t) ≤ γB,TEℓ(0)e
−αB,T t + CB,T sup
σ∈[0,t]
(
‖ϕ(σ)‖22p + ‖ψ(σ)‖
2
2p + ‖w(σ)‖
2
2p
)
.
Since T > 0 is a fixed time-step which depends on B, we can simply write γB, αB, CB,
and therefore (5.2) holds.
Proof of Theorem 5.1 (Fractal dimension). We begin by observing that from the
variation of parameters formula (2.20) we obtain inequality (A.5). On the other hand,
Lemma 5.2 implies that for any bounded positively invariant set B, the condition (A.6)
is valid with X = H10 (0, L)
3, Y = L2(0, L)3, b(t) = γBe
−αB t, c(t) = CB, and
[(ϕ, ψ, w)]X =
√
‖ϕ‖22p + ‖ψ‖
2
2p + ‖w‖
2
2p ,
which is a compact seminorm in X . Then, in particular, (H, Sℓ(t)) is quasi-stable on the
attractor Aℓ. Therefore this attractor has finite fractal dimension from Theorem A.4.
Proof of Theorem 5.1 (Regularity). Since we know that the system is quasi-stable,
Theorem A.6, implies that any full trajectory (ϕ(t), ψ(t), w(t), ϕt(t), ψt(t), wt(t)) inside
the attractor has regularity
ϕt, ψt, wt ∈ L
∞(R, H10(0, L)) ∩ C(R, L
2(0, L)) and ϕtt, ψtt, wtt ∈ L
∞(R, L2(0, L)).
Now, by continuity of the nonlinear terms, we have
kϕxx = ρ1ϕtt − k(ψ + ℓw)x − k0ℓ(wx − ℓϕ) + g1(ϕt) + f1(ϕ, ψ, w) ∈ L
∞(R;L2(0, L)),
bψxx = ρ2ψtt + k(ϕx + ψ + ℓw) + g2(ψt) + f2(ϕ, ψ, w) ∈ L
∞(R;L2(0, L)),
k0wxx = ρ1wtt + k0ℓϕx + kℓ(ϕx + ψ + ℓw) + g3(wt) + f3(ϕ, ψ, w) ∈ L
∞(R;L2(0, L)).
Then, elliptic regularity implies that ϕ, ψ, w ∈ L∞(R, H2(0, L)∩H10 (0, L)), and therefore
estimate (5.1) is verified.
Proof of Theorem 5.1 (Exponential attractors). Let B be the bounded absorbing
set of (H, Sℓ(t)) given by Lemma 4.5. Then for T > 0 and y = (ϕ, ψ, w, ϕ˜, ψ˜, w˜) ∈ B,
there exists CB > 0 such that
‖Sℓ(t)y‖H ≤ CB, 0 ≤ t ≤ T.
Using this in (1.7)-(1.9) we obtain (ϕtt, ψtt, wtt) ∈ H−1(0, L)3. Taking a larger CB if
necessary, we have ∥∥∥ d
dt
Sℓ(t)y
∥∥∥
H˜−1
≤ CB, 0 ≤ t ≤ T.
Consequently we obtain
‖Sℓ(t1)y − Sℓ(t2)y‖H˜−1 ≤
∫ t2
t1
∥∥∥ d
dt
Sℓ(t)y
∥∥∥
H˜−1
dt ≤ CB|t1 − t2|, 0 ≤ t1 < t2 ≤ T. (5.11)
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That is, the map t 7→ Sℓ(t)y is Ho¨lder continuous from [0, T ] to H˜−1 (with exponent 1).
Therefore Theorem A.5 implies the existence of a generalized exponential attractor Aexpℓ
whose fractal dimension is finite in H˜−1.
We can choose smaller extended spaces. Indeed, since H˜0 ⊂ H˜−1 continuously, given
η ∈ (0, 1), the interpolation theorem implies that
‖y‖H˜−η ≤ C ‖y‖
1−η
H˜0
‖y‖η
H˜−1
≤ C1−ηB ‖y‖
η
H˜−1
.
In particular,
‖Sℓ(t1)y − Sℓ(t2)y‖H˜−η ≤ C
1−η
B ‖Sℓ(t1)y − Sℓ(t2)y‖
η
H˜−1
.
Then, combining this with (5.11) we find that
‖Sℓ(t1)y − Sℓ(t2)y‖H˜−η ≤ CB|t1 − t2|
η, 0 ≤ t1 < t2 ≤ T.
This shows that t 7→ Sℓ(t)y is Ho¨lder continuous in the space H˜−η. Then the existence
of a generalized exponential attractor, with finite fractal dimension in H˜−η, follows from
Theorem A.5.
6 Upper-semicontinuity
Our last result is concerned with the convergence of attractors of the Bresse system
(Aℓ) to that of the Timoshenko system (A0). In a first understanding, we could consider
the solutions of the Timoshenko as
(ϕ, ψ, 0, ϕt, ψt, 0) ∈ H and A0 ⊂ H.
Then we compare Aℓ with A0 in H, as ℓ → 0. However, as mentioned early, in the
limit the Bresse system uncouples into the Timoshenko system and an independent wave
equation in the variable w. The model does not assert whether w = 0. Therefore, instead
extending the attractor A0 to H, we project the attractors Aℓ onto H0.
Theorem 6.1. Under the hypotheses of Theorem 5.1, assume further that fi satisfy con-
dition (3.1). Then the attractor Aℓ is upper-semicontinuous with respect to ℓ→ 0, in the
sense that,
lim
ℓ→0
dH0
(
PAℓ,A0
)
= 0, (6.12)
where dH0 denotes Hausdorff semi-distance, and P : H → H0 is the projection map defined
by P(ϕ, ψ, w, ϕ˜, ψ˜, w˜) = (ϕ, ψ, ϕ˜, ψ˜).
Proof. The proof is based on the arguments in [16] and also in [14]. Suppose by contra-
diction that the statement (6.12) is false. Then there exists ǫ > 0 and a sequence ℓn → 0
such that
sup
y∈Aℓn
inf
z∈A0
‖Py − z‖H0 ≥ ǫ, ∀n.
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Since Aℓn and A0 are compact sets, there exist y
n
0 ∈ Aℓn such that
inf
z∈A0
‖Pyn0 − z‖H0 ≥ ǫ, ∀n. (6.13)
Let yn(t) the full trajectory in Aℓn defined by
yn(t) = (ϕn(t), ψn(t), wn(t), ϕnt (t), ψ
n
t (t), w
n
t (t)), y
n(0) = yn0 .
We can assume ℓn ∈ (0, π/2L), and then the absorbing ball B = B(0, R0) given by Lemma
4.5 is independent of ℓn. Then
‖(ϕn(t), ψn(t), wn(t))‖2(H1
0
)3 + ‖(ϕ
n
t (t), ψ
n
t (t), w
n
t (t))‖
2
(L2)3 ≤ R
2
0, ∀ t, n. (6.14)
In addition, since (2.4) and (2.18) are now independent of ℓn, we see that coefficients in
(5.2) do not depend on ℓn. Then (A.7) asserts that there is R1 > 0 such that
‖(ϕnt (t), ψ
n
t (t), w
n
t (t))‖
2
(H1
0
)3 + ‖(ϕ
n
tt(t), ψ
n
tt(t), w
n
tt(t))‖
2
(L2)3 ≤ R
2
1, ∀ t, n. (6.15)
As in the proof Theorem 5.1 (regularity), using elliptic regularity combined with (6.14)-
(6.15), we obtain R2 > 0 such that
‖(ϕn(t), ψn(t), wn(t))‖2(H2)3 ≤ R
2
2, ∀ t, n.
Consequently,
{yn} is bounded in L∞(R, H2(0, L)3 ×H1(0, L)3),
{ynt } is bounded in L
∞(R,H),
and for every T > 0, we have
{yn} is precompact in C([−T, T ],H).
From this, there exists a subsequence {ynk} and y ∈ C([−T, T ],H) such that
lim
k→∞
sup
t∈[−T,T ]
‖ynk(t)− y(t)‖H = 0.
In particular, denoting z˜ = Py, we have
lim
k→∞
‖Pynk0 − z˜(0)‖H0 → 0. (6.16)
Let us show that z˜(0) ∈ A0. Indeed, the same argument used in Theorem 3.1 proves that
z˜ = Py is a solution of the Timoshenko system (1.12)-(1.15) in [−T, T ]. Since T > 0 is
arbitrary, it follows from (6.14) that z˜(t) is a bounded full trajectory for the Timoshenko
system and thus z˜(0) ∈ A0. Therefore, (6.16) contradicts (6.13). This completes the
proof of the Theorem 6.1.
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Appendix
In this appendix we have collected some useful results concerning attractors of non-
linear infinite dimensional dynamical systems. Most of results can be found in classical
references such as [3, 15, 17, 25]. We shall follow more closely [10, Chapter 7].
Definitions.
A dynamical system is a pair (H,S(t)) where H is a complete metric space and S(t) is
a strongly continuous semigroup of H . Then, a global attractor for (H,S(t)) is a compact
set A ⊂ H that is fully invariant and uniformly attracting, that is,
S(t)A = A and lim
t→∞
dH(S(t)B,A) = 0,
for any bounded set B ⊂ H , where dH denotes the Hausdorff semidistance
dH(A,B) = sup
a∈A
inf
b∈B
d(a, b).
Roughly speaking, the existence of a global attractor relies on two properties, namely,
dissipativeness and compactness. A dynamical system is called dissipative if it has an
absorbing set, that is, a bounded set B ⊂ H that attracts any bounded set B in a finite
time TB > 0. In other words,
S(t)B ⊂ B, t ≥ TB.
As for compactness, a dynamical system (H,S(t)) is called asymptotically compact if for
any bounded set B ⊂ H , and sequence {xk} ⊂ B, the sequence {S(tk)xk} has convergent
subsequence whenever tk →∞. This condition is often hard to prove and some compact-
ness criteria are used instead. The fractal dimension of a compact set A ⊂ H is a number
defined by
dimF A = lim sup
ε→0
lnNε(A)
ln(1/ε)
,
where Nε(A) is the minimal quantity of closed balls of radius 2ε necessary to cover A. A
compact set Aexp ⊂ H is called a generalized exponential attractor if:
(i) it is positively invariant,
(ii) it attracts exponentially fast the trajectories from any bounded set of H ,
(iii) it has finite fractal dimension in an extended space H˜ ⊇ H .
In what follows we present some abstract results that guarantee the existence of smooth
attractors with finite fractal dimension.
A compactness criterion.
The following criterion for asymptotic compactness is very useful for hyperbolic like
systems. It was presented in [9, 10] and involves a function Ψ : B × B → R such that
lim inf
m→∞
lim inf
n→∞
Ψ(yn, ym) = 0, (A.1)
for every sequence {yn} ⊂ B, where B is a bounded set of H .
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Theorem A.1. [10, Theorem 7.1.11] Let (H,S(t)) be a dynamical system where H is
a Banach space. Assume that for any bounded positively invariant set B ⊂ H and any
ǫ > 0, there exists a time T = Tǫ,B and a function Ψǫ,B,T : B × B → R satisfying (A.1)
such that
‖S(T )y1 − S(T )y2‖H ≤ ǫ+Ψǫ,B,T (y
1, y2), ∀ y1, y2 ∈ B.
Then (H,S(t)) is asymptotically compact.
Gradient systems.
Gradient systems have more specialized dissipativeness because they admit a strict
Lyapunov function. More precisely, a functional Φ : H → R is a strict Lyapunov function
for a system (H,S(t)) if,
(i) the map t 7→ Φ(S(t)z) is non-increasing for any z ∈ H ,
(ii) if Φ(S(t)z) = Φ(z) for all t, then z is a stationary point of S(t).
Attractors of gradient systems may have further geometric properties. Let N be the set
of stationary points of S(t). Then the unstable manifold M+(N ) is the family of y ∈ H
such that there exists a full trajectory u(t) satisfying
u(0) = y and lim
t→−∞
dist(u(t),N ) = 0.
The following result is well-known. See for instance [10, Corollary 7.5.7].
Theorem A.2. Let (H,S(t)) be an asymptotically compact gradient system with the cor-
responding Lyapunov functional denoted by Φ. Suppose that
Φ(z)→∞ if and only if ‖z‖H →∞, (A.2)
and that the set of stationary points N is bounded. Then (H,S(t)) has a compact global
attractor which coincides with the unstable manifold M+(N ).
Quasi-stable systems.
Let X, Y be two reflexive Banach spaces with X compactly embedded into Y and put
H = X × Y . Consider the dynamical system (H,S(t)) given by
S(t)y = (u(t), ut(t)), y = (u(0), ut(0)) ∈ H, (A.3)
where the functions u have regularity
u ∈ C([0,∞);X) ∩ C1([0,∞); Y ). (A.4)
Then we say that it is quasi-stable on a set B ⊂ H , if there exist a compact semi-norm
[ · ]X on X and nonnegative scalar functions a(t) and c(t), locally bounded in [0,∞), and
b(t) ∈ L1(0,∞) with limt→∞ b(t) = 0, such that,
‖S(t)y1 − S(t)y2‖2H ≤ a(t)‖y
1 − y2‖2H , (A.5)
and
‖S(t)y1 − S(t)y2‖2H ≤ b(t)‖y
1 − y2‖2H + c(t) sup
0<s<t
[u1(s)− u2(s)]2X , (A.6)
for any y1, y2 ∈ B, where S(t)yi = (ui(t), uit(t)), i = 1, 2.
The first property of quasi-stable system is the asymptotic compactness.
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Theorem A.3. [10, Proposition 7.9.4] Let (H,S(t)) be a dynamical system given by (A.3)
and satisfying (A.4). Suppose that the system is quasi-stable on every bounded positively
invariant set B of H. Then (H,S(t)) is asymptotically compact.
Fractal dimension and exponential attractors.
Quasistability also implies that global attractors have finite fractal-dimension.
Theorem A.4. [10, Theorem 7.9.6] Let (H,S(t)) be a dynamical system given by (A.3)
and satisfying (A.4). Suppose that it has a global attractor A and it is quasi-stable on it.
Then A has finite fractal dimension.
Theorem A.5. [10, Theorem 7.9.9] Let (H,S(t)) be a dissipative dynamical system satis-
fying (A.3)-(A.4) and quasi-stable on some bounded absorbing set B. In addition, suppose
there exists an extended space H˜ ⊇ H such that, for each T > 0,
‖S(t1)y − S(t2)y‖H˜ ≤ CBT |t1 − t2|
η, t1, t2 ∈ [0, T ], y ∈ B,
where CBT > 0 and η ∈ (0, 1] are constants. Then this system has a generalized exponential
attractor Aexp ⊂ H with finite fractal dimension in H˜.
Regularity of attractors.
In many cases a quasi-stable system has global attractor more regular than its phase
space. The next result is about gain of regularity in the t variable.
Theorem A.6. [10, Theorem 7.9.8] Let (H,S(t)) be a dynamical system satisfying (A.3)-
(A.6) with c(t) bounded. Suppose that it has a global attractor A and it is quasi-stable on
it. Then any full trajectory (u(t), ut(t)) in the attractor have additional regularity
ut ∈ L
∞(R, X) ∩ C(R, Y ) and utt ∈ L
∞(R, Y ).
In addition,
‖ut(t)‖
2
X + ‖utt(t)‖
2
Y ≤ R
2, t ∈ R, (A.7)
where R > 0 depends on supt>0 c(t), µX , and on the embedding X →֒ Y .
The corresponding gain of regularity in the x variable is usually obtained from elliptic
regularity.
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