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A cloud is the integration of cloud computing, networking, storage, management solutions, and business applications that aid a new era of IT and consumer services. The services provided by cloud are: infrastructure as a service, platform as a service and software as a service. Cloud services include Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS) [1] . Many of the major companies like Google, Microsoft and Amazon are providing cloud services. Azure is the cloud computing service provided by Microsoft that will be used by us for implementation [6] . As we move towards an interconnected world of numerous clouds, it gives user access to services anytime and anywhere. But there is also a great risk involved. There are various types of issues that a cloud storage user both at enterprise level and as an individual consumer might face during the use of the service. Most of the issues are with integrity of the data, ensuring that the data is confidential and available when it is needed [3] . Also by monitoring the user data for a long time attacker can extract private information about the user and can use this sensitive data for his/her personal gain. Thus, confidentiality of the data is compromised [2] . Also the user trusting a cloud provider might temporarily or permanently lose the data due to malicious attack. One of the major data analyzing and extracting technique being used now-a-days is data mining. The fact that the entire user data is stored under a single cloud provider gives an opportunity to the attacker to use powerful mining algorithms and extract crucial information about the user [7] . In this paper we solve this issue by dividing the data into chunks after categorizing it and providing these chunks of data to various reliable cloud providers. Categorizing the data helps in determining the sensitive information. Fragmenting and distributing the data among various providers minimizes the information stored under one single provider [2] . Thus the attacker will have access to incomplete information making it difficult for him/her to correlate the data. This optimizes the cost and ensures data privacy but has a significant performance overhead when user has to access all the data very frequently. We propose to store the frequently accessed data separately in the respective providers to reduce space and time overhead. Hence this will prove to be a much more efficient system than the current one.
II. DATA MINING THREATS
Let us consider a scenario where a car Production Company named ABC has trusted a cloud service provider CLD with critical information that includes the history of tender bidding. Now Mr.X who is a malicious employee of company ABC, performed linear multiple regression analysis on the data and found out various dependencies among them. Using these dependencies he calculated the bidding price. Now if X reveals this information to ABC"s rival, ABC might lose the next bidding. But if ABC will distribute this data equally among three providers then it will become very cumbersome for the attacker to predict the bidding price, thus saving ABC from a major loss [2] .
Suppose a customer shops online from a site. His activity and order summaries are stored in the cloud. Now if anyone has access to this data he/she can analyze the data and find out dependencies among them. These dependencies will help in predicting the client"s shopping pattern. Thus, distributing the data will combat this security breach. What we propose is that if the client wants to access his frequent purchases, she/he can easily access them through cache rather than searching the entire data spread across all cloud providers [10] .
III. SYSTEM ARCHITECTURE
Cloud Data Distributor and Cloud providers are two major components of the system [1] . The Cloud Data Distributor will receive data in the form of files from the client which will be split into chunks and distributed across various Cloud Providers. The Cloud Provider will store the chunk and after analyzing the data that is frequently accessed by the user he will store this data separately in a different file which will act like the cache. The cloud provider will respond to the queries of the distributor by providing data from cache rather than searching through the entire data chunk which consumes time. Hence, this file containing frequently accessed data will act as a cache memory, increasing the efficiency of the distributed architecture. Clients do not interact with Cloud Providers directly rather via Cloud Data Distributor. This process can be represented as follows:
Client data → Cloud distributor → Data split into chunks and assigned to Cloud Providers → Cloud Provider analyzes the data and stores the frequently accessed data in the cache → Cloud provider responds to the queries of the distributor, depending upon the request from client, through Cache.
The system architecture for a single cloud provider is shown in Fig.1 .
IV. IMPLEMENTATION
We have implemented the concept of cache memory in a distributed architecture. Distributed architecture helps in securing user"s information. Whenever a user supplies data to a cloud, chunks of data are stored in different cloud providers. When client needs to access all the data frequently, example if client needs to perform global data analysis on all the data, it includes performance overhead. The client may have to access data from multiple locations with a degraded performance.
To reduce this overhead we analyze the data. The data is sent to a data mining tool which generates association rules which helps us in determining frequent item sets(having 100% confidence) using Apriori algorithm ,Carma model etc [5] .This is called Mining association rules in large transactions and relational databases [4] . Intuitively, a set of items that appears in many baskets is said to be "frequent". To be formal, we assume there is a number s, called the support threshold. If I is a set of items, the support for I is the number of baskets for which I is a subset. We say I is frequent if its support is s or more [8] . Frequent sets of items from data are often presented as a collection of if-then rules. The form of association rules is I→j, where I is a set of items and j is an item. The implication of this associated rule is that if all the items of I appear in some basket, then j is "likely" to appear in that basket as well. The notion of "likely" can be formalized by defining confidence of rule I→j to be the ratio of support for I U {j} to the support for I. That is, the confidence of the rule is the fraction of the baskets with all of I that also contain j [8] .
These are the steps that were followed to implement this concept: 1. The client data is stored in the database in the cloud (Fig.2) [9]. 2. This file is then imported to data mining tool (SPSS MODELER) in excel format. Carma modelling was chosen to generate the association rules and the frequent item sets [11] . 3. The data obtained is filtered to obtain the values that have 100% confidence (Fig.3) . 4. The data with 100% confidence is then posted on the cloud (Fig.4) [9]. 
V. FIGURES

VI. Conclusion
Hundred percent secure networks are almost impossible to achieve. New attacks are being discovered every day and new countermeasures have to be developed to keep data secure. Attackers and providers use efficient data mining techniques to extract information about the user from the data stored in cloud. A distributed architecture was proposed to eliminate this threat. But overheads were still prevalent in the system. Hence cache memory concept was implemented in our system by generating frequent item sets using any data mining tool.
In the future instead of having a separate cache for every provider we can have a single cache for all the providers which will store the frequently accessed client data therefore enhancing the efficiency of the current system.
