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Abstract
Unit commitment problem on an electricity network consists in choosing the production
plan of the plants (units) of a company in order to meet demand constraints. It is generally
solved using a decomposition approach where demand constraints are relaxed, resulting in one
pricing subproblem for each unit. In this paper we focus on the pricing subproblem for thermal
units at EDF, a major French electricity producer. Our objective is to determine an optimal
two-day production plan that minimizes the overall cost while respecting several non-linear
operational constraints. The pricing problem is generally solved by dynamic programming.
However, due to the curse of dimensionality, dynamic programming reaches its limits when
extra-constraints have to be enforced. We model the subproblem as a resource constrained
shortest path (RCSP) problem. Leveraging on RCSP algorithms recently introduced by the
second author, we obtain an order of magnitude speed-up with respect to traditional RCSP
algorithms.
1 Introduction
1.1 Context
A key application of Operation Research to the energy industry is the design of production plans
for electricity producers. A production plan of a unit is the sequence of production levels at which
it operates. Technical constraints restrict the changes of power levels that can be operated: for
instance, a nuclear unit cannot be launched or stopped instantaneously. The revenue and the
costs generated by a unit depend on its production plan. Given electricity prices, the single unit
commitment problem aims at finding a profit maximizing production plan for a set of units.
As mentioned by Tahanan et al. [17] in their recent survey on the Unit Commitment Prob-
lem, one of the state of the art methods to solve the multi unit commitment problem is to perform
a Lagrangian relaxation of the demand constraints, resulting in one single unit commitment sub-
problem for each unit. This is for instance the approach in use at EDF [8]. For producers with a
large number of power units, hundreds of single unit commitment subproblems must be solved at
each iteration of the Lagrangian relaxation. It is therefore practically crucial to be able to solve
single unit commitment problems very efficiently. Single unit commitment problems differ between
units of different technologies—hydro, nuclear, thermal, etc.—but are pretty similar between units
of the same technology. The present paper is the outcome of a partnership with EDF and focuses
on thermal power units. This industrial context introduces two optimization challenges: first, the
solution must respect several kind of industrial constraints (including ramp-up/ramp-down con-
straints, minimum online time, minimum offline time, maximal number of startups and maximal
number of shutdowns), and second, the solution scheme computing time must not exceed a few
milliseconds. The goal of the partnership was to design an algorithm that could solve the problem
with all the technical constraints in at most 5 milliseconds.
Dynamic programming is the usual method to solve thermal single unit commitment problems.
Due to the curse of dimensionality, the usual dynamic programming approach, suffers from several
shortcomings, most notably high computing times when all operational constraints are taken into
account. In our setting, using dynamic programming requires to drop some technical constraints,
as it would otherwise lead to a state space of dimension 7, which is not tractable in practice.
We therefore introduce a new approach based on resource constrained shortest paths (RCSP).
Standard RCSP algorithms enable to solve the problem with all technical constraints in a few
1
ar
X
iv
:1
80
9.
00
54
8v
1 
 [m
ath
.O
C]
  3
 Se
p 2
01
8
dozens of milliseconds, which is too slow given our time limit. By introducing a new RCSP
algorithm, we obtain an order of magnitude speed-up and are able to solve the problem with all
its technical constraints in the desired time limit.
1.2 Literature review
The single unit commitment problem for thermal units is usually solved using dynamic program-
ming [2, 5, 6, 18]. The dynamic programming algorithm can be used to solve the whole Single
Unit Commitment Problem or only to take commitment decisions, production levels are cho-
sen later using linear programming [6]. Mixed Integer Linear Programming approaches have also
been proposed as an alternative to dynamic programming [1, 10–12, 16]. Nonetheless, real-life
operational constraints make this problem difficult to model as a mixed integer linear program,
and integrality constraints reduce the efficiency of this approach.
Irnich et al. [9] survey the literature on resource constraint shortest path problems. Enumeration
algorithms are the most efficient state of the art approach to these problems. These algorithms
rely on dominance relations between paths resources to discard partial solutions in an enumeration
of all the paths. It is well-known that the utilization of bounds on paths resources, used to discard
more paths using a branch and bound paradigm, drastically speed-up enumeration algorithms [4].
Enumeration algorithms mainly differ by the order in which partial paths are processed. Label
setting algorithms extend all the paths ending in one vertex simultaneously, while label correcting
algorithms select the “most promising” partial path to extend. Label correcting algorithms are
more efficient if there is a good criterion to evaluate the “most promising” path, while label setting
algorithms is more efficient otherwise because it never expand paths that are later dominated.
When available, lower bounds on paths resources provide a natural way to identify the most
promising path and make label correcting algorithms very efficient.
To the best of our knowledge, resource constrained shortest path problems have not been used
to solve the Single Unit Commitment Problem. We believe that this is because, as we show in
Section 5 the key element in the performance of our constrained shortest path approach is the use
of bounds to discard partial paths and to select the “most promising” path. Indeed, until recently,
there was no generic method to compute such bounds for non-linear constraints, which prevented
their utilization for the Single Unit Commitment Problem. We are able to compute such
bounds by using the algorithms recently introduced by the second author [14].
1.3 Contributions and plan
Our main contribution is to introduce a new solution method for the single unit commitment
problem which leads to an order of magnitude speed-up with respect to existing approaches. This
new algorithm is able to solve industrial instances with all their technical constraints within the
time limit of 5 milliseconds. To that purpose, we have extended the RCSP framework recently
introduced by the second author [13] to be able to deal with constraints on subpaths and have
modeled the single unit commitment problem in this extended framework. We have then leveraged
on the framework to design efficient solution algorithm. Section 2 states the single unit commitment
problem, and Section 3 briefly introduces the lattice ordered monoid framework. Section 4 explains
how to model and solve the single unit commitment within the RSCP framework and Section 5
provides numerical results showing the efficiency of the approach.
2 Single unit commitment problem statement
2.1 Basic model
Our goal is to find a production plan of a thermal unit which maximizes the profit obtained by
selling electricity while respecting several technical constraints.
We consider a finite time horizon [T ] = {1, 2, . . . , T} with T ∈ N≥1. The unit can produce at
power levels s to be chosen in a finite set S. The unit can switch between power levels by choosing
a transition α = (sinitα , sfinalα , τα) among the finite set A ⊂ S × S × [T ] of allowed transitions. A
transition α ∈ A is defined by an initial level sinitα ∈ S, a final level sfinalα ∈ S, and a duration
τα ∈ [T ].
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At the beginning of the time horizon tb = t1 = 1, the unit is at power level sb = s1 ∈ S. It then
must chose an allowed transition α1 ∈ A such that sinitα1 = s1. The unit will follow this transition
and attain the power level sfinalα1 = s2 at time t2 = t1 + τα1 . After this it will chose another allowed
transition with s2 as initial level, reach power level s3 at time t3, and so on until the end of the
time horizon is reached.
Definition 1. A production plan p is a sequence of the form
(s1, t1, α1), (s2, t2, α2), . . . , (sk, tk, αk)
where k ∈ N≥1, (si, ti, αi) ∈ S × [T ]×A for all i ∈ {1, . . . , k} and the six following conditions are
satisfied
sinitαi = si ∀i ∈ {1, . . . , k}, s1 = sb,
sfinalαi = si+1 ∀i ∈ {1, . . . , k − 1}, t1 = 1,
ti + ταi = ti+1 ∀i ∈ {1, . . . , k − 1}, tk + ταk = T.
Note that the set of allowed transitions is restricted to model several technical constraints of
the thermal unit. For example, starting up a thermal unit requires several time steps to warm up
the physical components. Consequently, the allowed transitions that have the offline level as their
initial level have a duration of several time steps. Another example comes from the so-called ramp-
up and ramp-down constraints [16], which prevent the unit from increasing or decreasing its power
output too quickly. Consequently, the allowed transitions with a large difference in power output
between the initial and final power level require several time steps. Furthermore, the duration of
a transition can be used to model the minimum time that need to be spent at the same power
level after a change. The set of transitions contains not only the switches from one power level to
another, but also the transitions that allows to stay on the same power level. More precisely, all
transitions of the form (s, s, 1) for s ∈ S are allowed (and thus contained in A).
2.2 Minimum up/down times
The set of power levels S is partitioned into disjoint subsets called layers. Moreover, the set of
layers is partitioned into disjoint subsets called modes. A mode should be understood as “the unit
is online” or “the unit is offline”. The rationale behind the layers is as follows: all power levels in
a layer correspond to the same global power output for the unit, but the global power output can
be distributed between active power and system services. Consequently, a change of power level
within a layer does not have the same technical impact as a change between two distinct layers.
We denote by L the set of layers and by layer(s) ∈ L the layer associated to level s ∈ S.
Similarly, M is the set of modes and mode(s) ∈ M is the mode associated to layer(s). When
reaching a new layer, the unit has to stay within this layer for at least the duration τlay ∈ N.
Similarly, when reaching a new mode, the unit has to stay within this mode for at least τmod ∈ N
time steps. More formally, a production plan must satisfy the following constraints.
(A) For any i ∈ {1, . . . , k − 1} such that αi is a change of layer (i.e., layer(sinitαi ) 6= layer(sfinalαi ) ),
let αj be the next change of layer (i.e., the smallest j ∈ {i+1, . . . , k} such that layer(sfinalαj ) 6=
layer(sfinalαi )). Then, we must have tj ≥ ti+1 + τlay
(B) For any i ∈ {1, . . . , k− 1} such that αi is a change of mode (i.e., mode(sinitαi ) 6= mode(sfinalαi ) ),
let αj be the next change of mode (i.e., the smallest j ∈ {i+1, . . . , k} such that mode(sfinalαj 6=
mode(sfinalαi ). Then, we must have tj ≥ ti+1 + τmod
The minimum mode duration τmod allows to model the minimum up/down times found in the
literature [16].
2.3 Maximum number of layer/mode changes
Transitions from one layer to another, or from one mode to another (e.g. a startup), or from
a "high" power level to a "low" one (so-called deep transitions) create strain on the physical
components of a plant. To limit this strain, we limit the number of such changes that can happen
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within the time horizon. We consider three constraints of this kind: the maximum number of
startups, the maximum number of layer changes, and the maximum number of deep transitions.
More formally, for each transition α ∈ A, we are given an associated indicator function for startups
1startup(α), layer changes 1layer(α), and deep transitions 1deep(α). We also have as input a maximum
number of startups nmaxstartup ∈ N, a maximum number of layer changes nmaxlayer ∈ N, and a maximum
number of deep transitions nmaxdeep ∈ N. A production plan must satisfy the following constraints.
(C)
k∑
i=1
1startup(αi) ≤ nmaxstartup
(D)
k∑
i=1
1layer(αi) ≤ nmaxlayer
(E)
k∑
i=1
1deep(αi) ≤ nmaxdeep
A production plan is feasible if it satisfies constraints (A)–(E).
2.4 Costs and profits
Running a unit induces several kind of production costs, including: startup costs, fixed cost for
being online, and a cost proportional to the power output. At the same time, the produced energy
generates profit, which depends not only on the amount of produced energy, but also on the time
steps at which the energy is produced and sold. Taking into account all these costs and gains result
in a global cost function λ : [T ]×A → R, where λ(t, α) is the cost induced by choosing transition
α ∈ A at time step t ∈ [T ]. More formally, the overall cost of a production plan is given by
k∑
i=1
λ(ti, αi). (1)
2.5 Single unit commitment problem
The single unit commitment problem consists in finding a feasible production plan of minimum
cost (1).
3 Ordered Monoid Framework
In this section, we follow [15] to briefly introduce the resource constrained shortest path framework
of [13]. A digraph D is a pair (V,A), where V is the set of vertices and A is the set of arcs of D.
An arc a links a tail vertex to a head vertex. A path is a sequence of arcs a1, . . . , ak such that for
each i ∈ {1, . . . , k − 1}, the head vertex of ai is the tail vertex of ai+1. The origin of a path it the
tail of its first arc and its destination is the head of its last arc. Given two vertices o, d ∈ V , an
o-d path P is a path with origin o and destination d.
A binary operation ⊕ on a set R is associative if q ⊕ (q′ ⊕ q′′) = (q ⊕ q′)⊕ q′′ for q, q′, q′′ ∈ R.
An element 0 is neutral if 0 ⊕ q = q ⊕ 0 = q for any q ∈ R. A set (R,⊕) is a monoid if ⊕ is
associative and admits a neutral element. A partial order  is compatible with ⊕ if the mappings
q 7→ q ⊕ q′ and q 7→ q′ ⊕ q are non-decreasing for all q′ in R. A partially ordered set (R,) is a
lattice if any pair (q, q′) of elements of R admits a greatest lower bound or meet denoted q∧q′, and
a least upper bound or join denoted q ∨ q′. A set (R,⊕,) is a lattice ordered monoid if (R,⊕)
is a monoid, (R,) is a lattice, and  is compatible with ⊕.
Given a lattice ordered monoid (R,⊕,), a digraphD = (V,A), an origin vertex o, a destination
vertex d, a set of arc resources qa ∈ R for all arcs a ∈ A and two non-decreasing mappings
c : R → R and ρ : R → {0, 1}, theMonoid Resource Constrained Shortest Path Problem
seeks
an o-d path P of minimum c
(⊕
a∈P
qa
)
among those satisfying ρ
(⊕
a∈P
qa
)
= 0,
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where the sum
⊕
a∈P is taken along path P – operator ⊕ is not necessarily commutative. The
sum
⊕
a∈P qa is the resource of a path P , and we denote it by qP . The real number c (qP ) is its
cost, and the path P is feasible if ρ
(⊕
a∈P qa
)
is equal to 0. We therefore call c and ρ the cost and
the infeasibility functions.
We now describe an enumeration algorithm for theMonoid Resource Constrained Short-
est Path Problem. It follows the standard labeling scheme [9] for resource constrained shortest
paths. The lattice ordered monoid structure enables to extend these algorithms to new problems
and to speed them up due to new tests and keys. A list L of partial paths P and an upper bound
cUBod on the cost of an optimal solution are maintained. Initially, L contains the empty path at the
origin o, and cUBod = +∞. The key in Step (i) and the test(s) in Step (iii) must be specified to
obtain a practical algorithm and will be defined below. We now introduce two tests. While L is
not empty, the following operations are repeated.
(i) Extract a path P of minimum key from L. Let v be the last vertex of P .
(ii) If v = d, then: if ρ(qP ) = 0 and c(qP ) < cUBod , update c
UB
od to c(qP ).
(iii) Else if test(s) return(s) yes, extend P : for each arc a outgoing from v, add P + a to L.
A path P dominates a path Q if qP  qQ. The dominance test uses a list Lndv of non-dominated
o-v paths for each vertex v. It can be expressed as follows.
(Dom) If there is no path in Lndv that dominates P , return yes. Otherwise return no.
If the answer is yes, then before extending P , we remove all the paths dominated by P from Lndv
and add P to Lndv . We now suppose to have lower bounds bv on the resource qQ of all the v-d paths
Q for each v in V , and introduce the following lower bound test.
(Low) If P satisfies ρ(qP ⊕ bv) = 0 and c(qP ⊕ b) ≤ cUBod return yes. Otherwise return no.
Proposition 2. Suppose that D is acyclic. Then if none, one, or both of the tests (Low) and
(Dom) are used, the algorithm converges after a finite number of iterations, and, at the end of the
algorithm, cUBod is equal to the cost of an optimal solution of the Monoid Resource Constrained
Shortest Path Problem if such a solution exists, and to +∞ otherwise.
We underline that the result does not depend on the key used. The proof being rather technical,
we only sketch it here to underline the main ideas. Details are available in the preamble of Section
8 in [13]. Practical choices of key and tests are given after the proof.
Sketch of the proof. The enumeration scheme ensures that an o-v path is considered at most once.
The finite number of paths in an acyclic graph ensures convergence. The update mechanism of cUBod
ensures that, at the end of the algorithm, cUBod is equal to the cost of the best o-d path considered.
A given path P is considered if and only if none of its subpaths is discarded by the tests. Proving
that there exists an optimal path P whose subpaths are not discarded is rather technical, but relies
on simple ideas. The dominance test relies on the fact that there is an optimal solution whose
subpaths are all non-dominated. Such a path can be built using an easy recursion. The lower
bound test comes from that fact that qP ⊕ bv is a lower bound on the resource of any o-d path
starting by P . Hence, if P is the subpath of an optimal path, it satisfies ρ(qP ⊕ bv) = 0, and
c(qP ⊕ b) ≤ c(Q) for any feasible o-d path Q, giving c(qP ⊕ b) ≤ cUBod .
Irnich et al. [9] indicate that a traditional choice in the literature is to use the key c(qP ) for
Step (i) the dominance test (Dom) in Step (iii). The lattice ordered monoid framework is not
required to use this test and this key. The main advantage of this framework is that it enables
to use the practically efficient algorithm in [13] to compute good quality lower bounds bv on the
resource qQ of all the v-d paths Q for each vertex v in V . When these bounds are computed, we
can use the lower bound test (Low), and the key c(qP ⊕ bv). This key is a lower bound on the
cost of any o-d path starting by P . As we will see in Section 5, on our problem, the introduction
of the lower bound test and of this new key both lead to a drastic speed-up with respect to the
traditional choice mentioned above. This speed-up is not specific to our problem [13, 15], and
probably comes from the fact that (Low) discards many paths and c(qP ⊕ bv) is a good evaluation
of how promising a path P is. Furthermore, on our problem, computing the bounds takes around
8% (0.15ms) percent of the total solving time of the fastest enumeration algorithm.
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Remark 1. The algorithm to compute the lower bounds [13] is practically efficient because, if it
requires O(|V ||A|) operations of the monoid in the worst case, it only performs O(|A|) operations
of the monoid on all examples considered. By “good quality lower bound” bv, we mean that bv is
not far from the greatest possible lower bound, which is the meet of the resource of all the v-d
paths. In fact, if (R,⊕,) is a dioid [7], that is, if ⊕ distributes with respect to ∧, the bound bv
returned by the algorithm is the greatest lower bound. Unfortunately, the monoid we use in this
paper is not a dioid. 4
Remark 2. The enumeration algorithm described is also called a label-correcting algorithm [9].
A more frequent alternative to solve the resource constraint shortest path problem is to use a
label-setting algorithm. For instance, the Boost C++ library [3] implements this kind of algorithm.
Our enumeration algorithm can be turned into a label setting algorithm by adjusting the following
parts. In Step (i), instead of selecting a path, we select a vertex v with minimum “key” and extend
all the non-dominated paths in Lndv by all outgoing edges of v. Under the assumption that the
graph is acyclic, which is the case in this paper, vertices can be extended according to a topological
order on the graph. 4
4 Solution approach to single unit commitment
We now model the single thermal unit commitment problem as a Monoid Resource Con-
strained Shortest Path Problem.
4.1 Digraph
Let D = (V,A) be the digraph defined as follows. The vertex set V is S × [T ] ∪ {o, d}, where o is
an origin vertex, and d a destination vertex. The arc set A is the set of pairs
(
(s, t), (s′, t′)
)
such
that (s, s′, t− t′) ∈ A completed with an initial arc (o, (sb, 1)), where sb is the initial level of the
unit, and the final arcs
(
(s, T ), d
)
for each level s in S.
Proposition 3. There is a bijection between the set of production plans and the set of o-d paths
in the digraph D.
Proof. Consider a production plan as defined in 1. By definition, (si, si+1, ti − ti+1) ∈ A for all
i ∈ {1, . . . , k − 1}. Hence, the path formed with the sequence of arcs(
o, (s1, t1)
)(
(s1, t1), (s2, t2)
)
. . .
(
(sk−1, tk−1), (sk, tk)
)(
(sk, tk), d
)
(2)
exists in the digraph D.
Conversely, by definition of the digraph D, any o-d path is a sequence of arcs of the form 2, to
which we can associate a production plan that satisfies 1.
4.2 A monoid for minimum layer duration constraints
Before turning to the whole thermal unit commitment problem, this section introduces a model to
take only into account the constraints on the minimum time on layers (A).
In order to satisfy the minimum duration in a layer, a counter for the time spent in a given layer
is used. When a layer change occurs, this counter is used to check if the time spent in the layer
exceeds the minimum duration in a layer τlay. This approach can be modelled with the following
monoid. The underlying set S lay of our monoid is the disjoint union Stay ∪ Change ∪ {infeasible}
where Stay is identified with R+ and Change is identified with R2+. An element of Stay is denoted
by st(a) with a ∈ R+, and an element of Change by ch(x, y) with (x, y) ∈ R2+.
The semantic of our monoid is as follows: when an arc (resp. path) of our graph is decorated
with an element st(x) ∈ Stay, it means that by following this arc (resp. path), the unit stays in
the same layer for a duration x. An element ch(x, y) ∈ Change decorating an arc means that a
change of layer happens on this arc. When this arc (resp. path) is followed, the unit stays in its
initial layer for a duration of x, changes the layer, and then stays in the final layer for a duration y.
An element ch(x, y) ∈ Change decorating a path means that at least one change of layer happens
along this path, and that the unit has stayed for a duration x in the first layer encountered, and a
duration y in the last layer encountered. The element infeasible denotes a violation of a minimum
duration in a layer along the arc (resp. path).
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Following this semantic, the arcs of our graphs are decorated with elements of our monoid as
follows:
• An arc corresponding to a transition α which does not induces a change of layer is decorated
with the element st(τα), where τα is the duration of the transition α.
• An arc corresponding to a transition which induces a change of layer is decorated with the
element ch(0, 0).
• The initial arc (from the origin vertex o to the vertex of the initial level) is decorated with
ch(0, τlay − τinit), where τinit is the duration after which the unit is allowed to leave the layer
of its initial level.
• Final arcs (i.e. arcs arriving at the destination node) are decorated with st(0), the neutral
element of our monoid (see below).
We define our monoid operation  as follows :
st(a) st(b) = st(a+ b) for all a, b ∈ R+ (3a)
st(a) ch(x, y) = ch(a+ x, y) for all a, x, y ∈ R+ (3b)
ch(x, y) st(a) = ch(x, y + a) for all a, x, y ∈ R+ (3c)
ch(x, y) ch(u, v) =
{
infeasible if y + u < τlay,
ch(x, v) otherwise, for all x, y, u, v ∈ R+ (3d)
infeasible st(a) = st(a) infeasible = infeasible for all a ∈ R+ (3e)
ch(x, y) infeasible = infeasible ch(x, y) = infeasible for all x, y ∈ R+ (3f)
It is worthwhile to intrepret this definition under the light of the semantic of our monoid.
Equation (3d) means that performing two consecutive changes of layers can yield an infeasible
path if the minimum duration in the layer in-between is not respected. Otherwise, the minimum
duration constraint is respected for this layer, and we can “forget” about the time spent in this
layer. The last two equations mean that if a part of the path is infeasible, then the whole path is
infeasible. The remaining ones have obvious interpretations.
Proposition 4. The set Stay ∪ Change ∪ {infeasible}, equipped with the operator  and with st(0)
as a neutral element forms a monoid.
Proof. It is obvious from the definition of  that st(0) is a neutral element. It remains to check
the associativity of . Several cases have to be checked. In particular, one can verify that for any
a, b, x, y, u, v ∈ R+ , we have
(st(a) ch(x, y)) st(b) = st(a) (ch(x, y) st(b)) = ch(a+ x, y + b),
(ch(a, b) ch(u, v)) ch(x, y) = ch(a, b) (ch(u, v) ch(x, y)) =
 infeasible if b+ u < τlayor v + x < τlay ,
ch(a, y) otherwise,
(ch(u, v) st(a)) ch(x, y) = ch(u, v) (st(a) ch(x, y)) =
{
infeasible if v + a+ x < τlay,
ch(u, y) otherwise.
The other cases are trivial to check.
We endow our monoid S lay with the order v defined as follows.
st(a) v st(b) if a ≥ b for all a, b ∈ R+ (4a)
st(a) v ch(x, y) if a ≥ x and a ≥ y for all a, x, y ∈ R+ (4b)
ch(x, y) 6v st(a) for all x, y, a ∈ R+ (4c)
ch(x, y) v ch(u, v) if x ≥ u and y ≥ v for all x, y, u, v ∈ R+ (4d)
st(a) v infeasible and infeasible 6v st(a) for all a ∈ R+ (4e)
ch(x, y) v infeasible and infeasible 6v ch(x, y) for all x, y ∈ R+ (4f)
Proposition 5. (S lay,,v) is a lattice ordered monoid with meet operator given by (5).
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st(a) st(b) = st(max(a, b)) for all a, b ∈ R+ (5a)
st(a) ch(x, y) = ch(x, y) st(a) = st(max(a, x, y)) for all a, x, y ∈ R+ (5b)
ch(x, y) ch(u, v) = ch(max(x, u),max(y, v)) for all x, y, u, v ∈ R+ (5c)
infeasible st(a) = st(a) infeasible = st(a) for all a ∈ R+ (5d)
ch(x, y) infeasible = infeasible ch(x, y) = ch(x, y) for all x, y ∈ R+ (5e)
The join is defined and proved similarly, but it is not needed by the Monoid Resource Con-
strained Shortest Path Problem algorithms, we do not detail on the topic.
Proof. We start by proving that (S lay,v) is a lattice with meet operator . The definition of
in (5a), (5c), (5d), and (5e) are trivial. We now consider (5b). Given a, x, and y in R+, let
z = st(max(a, x, y)). Equations (4c) and (4e) implies that a lower bound on st(a) is necessarily in
Stay. Equation (4a) and (4b) then ensures that a lower bound on st(a) and ch(x, y) is of the form
st(b) with b ≥ a and b ≥ max(x, y), which gives z = st(a) ch(x, y). The join is defined similarly.
It remains to check the compatibility of  and v. There are several cases to check. We detail
only the cases where (3d) is involved, all the other ones being trivial. Let a, x, y, z, t, u, and v be in
R+. We start by proving that st(a) v ch(x, y) implies st(a) ch(u, v) v ch(x, y) ch(u, v). Indeed,
we have ch(a+u, v) v ∞, and as a ≥ x and u ≥ 0, we have a+u ≥ x, hence ch(a+u, v) v ch(x, v),
and the result follows from (3) and (4). Similarly, ch(u, v+a) v infeasible and ch(u, v+a) v ch(u, y)
provides ch(u, v)  st(a) v ch(u, v)  ch(x, y). Suppose now ch(x, y) v ch(z, t). Then x ≥ z and
y + u ≥ t+ u give ch(x, y) ch(u, v) v ch(z, t) + ch(u, v). Symmetrically, v + x ≥ v + z and y ≥ t
gives ch(u, v) ch(x, y) v ch(u, v) ch(z, t). This concludes the proof.
The mapping ρlay : S lay → {0, 1} defined as follows is non-decreasing with respect to v.
ρlay(infeasible) = 1 and ρlay(st(a)) = ρlay(ch(x, y)) = 0 for all a, x, y ∈ R+. (6)
Proposition 6. Let p be a production plan, P be the corresponding s-t path in D, and qlayP ∈ S lay
be its resource. Then p satisfies the minimum duration constraint (A) if and only if ρlay(qlayP ) = 0.
Proof. A simple induction on the number of arcs in a path enables to prove that exactly one of
the following is true :
• qlayP is equal to st(a) and the corresponding production plan contains no layer change. In this
case, a is the total duration spent in the layer;
• qlayP is equal to infeasible and the plan contains two consecutive layer changes such that the
duration between the two changes is non-greater than τlay;
• qlayP is equal to ch(x, y) and the plant contains at least one layer change. In this case, x is the
time spent in the first layer of the production plan, and y the time spent in the last layer.
The result follows.
4.3 A monoid for minimum mode duration constraints
To model the minimum mode duration constraint, we use the lattice ordered monoid, (Smod,,v),
which is defined as (S lay,,v), the only difference being that τlay is replaced by τmod in Equa-
tions (3d) and (6). Given an arc a and the corresponding transition α, the resource of a is ch(0, 0)
if a is a mode change, and st(τα) otherwise. The resource of a vertex starting in s or ending in t
is ch(0, 0). The two following propositions are proved like Propositions 5 and 6.
Proposition 7. (Smod,,v) is a lattice ordered monoid.
Proposition 8. Let p be a production plan, let P be the corresponding s-t path in D, and qmodP be its
resource in S . Then p satisfies the minimum duration constraint (B) if and only if ρmod(qmodP ) = 0.
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4.4 Full monoid
We can now reduce a single unit commitment problem to a Monoid Resource Constrained
Shortest Path Problem on D with resources in S = S lay ∪ Smod ∪ Z3+ ∪ R. We endow
(R,⊕,) with the componentwise sum and order, the sum and order on S lay and Smod being
those defined in the previous sections, and the sum and order on Z+ and R being the standard
ones. (R,⊕,) is a lattice ordered monoid as a product of lattice ordered monoids.
The resource of an arc is (qlay, qmod, ns, nl, nd, c˜), where qmod and qlay are defined as in the
previous sections. If a has s as tail or t as head, then ns = nl = nd = c˜ = 0. Otherwise, α denotes
the transition corresponding to a, we choose ns = nstartup(α), nl = nlayer(α), and nd = ndeep(α).
Finally, given an arc a, we define c˜a to be equal to 0 if a has s as tail or t as destination and to
λα,t otherwise, with α and t being the transition and timestep corresponding to a.
We define ρ : R → R and c : R → R as
ρ
(
(qlay, qmod, ns, nl, nd, c˜)
)
= max
(
ρlay(qlay), ρmod(qmod),1(nmaxstartup,∞)(n
s),
1(nmaxlayer ,∞)(n
l),1(nmaxdeep ,∞)(n
d)
)
,
c
(
(qlay, qmod, ns, nl, nd, c˜)
)
= c˜,
where 1I denotes the indicator function of interval I. The following proposition concludes the re-
duction of the single unit commitment problem to aMonoid Resource Constrained Shortest
Path Problem.
Proposition 9. Let p be a production plan, P be the corresponding s-t path in D, and qP be its
resource in R. Then p is feasible if and only if ρ(qP ) = 0, and its cost is c(qP ).
Proof. Let p be a production plan (s0, t0, α0), (s1, t1, α1), . . . , (sk, tk, αk), let P be the corresponding
s-t path inD, and qP = (qlP , q
m
P , n
s
P , n
l
P , n
d
P , c˜P ) be its resource. Propositions 6 and 8 that p satisfies
constraints (A) and (B) respectively if and only if ρl(qlP ) = 0 and ρ
m(qmP ) = 0. Furthermore, the
definition of arcs resources ensures that nsP , n
l
P , and n
d
P respectively correspond to the number of
startups, of layer change, and of deep transition in p. The definition of ρ then enables to conclude
that ρ(qP ) = 0 if and only if constraints (A)–(E) are satisfied. Finally, the definition of arcs
resources ca ensures that c(qP ) =
∑
i=1,...,k λ(αi, ti), which concludes the proof.
5 Numerical results
Table 1 provides numerical results obtained on a dataset of 97 independent thermal units of EDF.
The columns of Table 1 correspond to different algorithms. The first three rows describe basic
characteristics of the algorithms. They are followed by four lines of algorithm performance statis-
tics: the number of path concatenation operations ⊕ done along the algorithm, the number of
partial paths discarded by the dominance and the lower bound tests, and the number of o-d paths
returned by the algorithm. Finally, the last lines give the total computation time, the proportion
needed to compute bounds, and the comparison to the standard label setting algorithm V0, which
does not require lower bounds and use only dominance to discard paths. The smaller the ratio is,
the better the algorithm is. The label correcting algorithms correspond to the algorithm of Section
3, and label setting algorithms are described in Remark 2. Only algorithms V1 and V3 use bounds
and bounds computing time is included in their respective solving time.
The label setting algorithms are distinguished by whether or not they use the lower bound
test to discard partial paths. It turns out that the usage of bounds lead to a minor speed up of
label setting algorithms. This conclusion changes dramatically when it comes to label correcting
algorithms. Indeed, algorithm V2, which does not use bounds, performs poorly, whereas algorithm
V3 is 25 times faster than the usual label setting algorithms. The reason for this good performance
is that bounds enable to strongly reduce the number of partial paths explored, as it can be observed
on Figure 1, which depicts the arcs explored respectively by algorithms V0 and V3. The use of
bounds in the key and in the test are both crucial to obtain this good performance. Indeed, using
bounds only in the test or only in the key leads to algorithms that are respectively 45 and 20850
times slower than algorithm V3. Extensive numerical results with these variants of the algorithms
are available in appendix.
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V0 V1 V2 V3
type label setting label setting label correcting label correcting
key early date early date c(qp) c(qp ⊕ bv)
test Dom Dom & Low Dom Dom & Low
iterations (k) 326 281 150541 21
discarded Dom (k) 188 136 124083 8
discarded Low (k) - 31 - 8
# od paths 322 17 12342 1
solving time (ms) 40.3 36.8 96.6e3 1.8
bound computation (%) 0 0.4 0 8.3
solving time ratio 1.00x 0.91x 2398x 0.04x
Table 1: An overview of implemented enumeration algorithms with different selection strategies,
keys and discarding tests in use.
a) Label setting algorithm V0. b) Label correction algorithm V3.
Figure 1: Visualization of the explored search space of digraphD by the corresponding enumeration
algorithm. The y-axis indicated power levels, and the x-axis the time horizon. Each gray line
represents a partial path during the solving process. Black lines indicate that multiple paths are
using the same edge.
Acknowledgments
We thank the “Programme Gaspard Monge pour l’optimisation, la recherche opérationnelle et leurs
intéractions avec les sciences des données” (PGMO) for its support to this work.
References
[1] José Arroyo and A.J. Conejo. Optimal response of a thermal unit to an electricity spot market.
IEEE Transactions on Power Systems, 15:1098 – 1104, 09 2000.
[2] CH Bannister and RJ Kaye. A rapid method for optimization of linear systems with storage.
Operations Research, 39(2):220–232, 1991.
[3] C++ Boost. Libraries, 2012.
[4] Irina Dumitrescu and Natashia Boland. Improved preprocessing, labeling and scaling algo-
rithms for the weight-constrained shortest path problem. Networks, 42(3):135–153, 2003.
[5] Wei Fan, Xiaohong Guan, and Qiaozhu Zhai. A new method for unit commitment with
ramping constraints. Electric Power Systems Research, 62(3):215–224, 2002.
[6] Antonio Frangioni and Claudio Gentile. Solving nonlinear single-unit commitment problems
with ramping constraints. Operations Research, 54(4):767–775, 2006.
10
[7] Michel Gondran and Michel Minoux. Graphs, dioids and semirings: new models and algo-
rithms, volume 41. Springer Science & Business Media, 2008.
[8] Grace Hechme-Doukopoulos, Sandrine Brignol-Charousset, Jérôme Malick, and Claude
Lemaréchal. The short-term electricity production management problem at edf. Optima
Newsletter-Mathematical Optimization Society, 84:2–6, 2010.
[9] Stefan Irnich, Guy Desaulniers, et al. Shortest path problems with resource constraints.
Column generation, 6730:33–65, 2005.
[10] Germán Morales-España, Jesus M Latorre, and Angel Ramos. Tight and compact milp for-
mulation of start-up and shut-down ramping in unit commitment. Power Systems, IEEE
Transactions on, 28(2):1288–1296, 2013.
[11] Germán Morales-España, Jesus M Latorre, and Angel Ramos. Tight and compact milp for-
mulation of start-up and shut-down ramping in unit commitment. Power Systems, IEEE
Transactions on, 28(2):1288–1296, 2013.
[12] James Ostrowski, Miguel F Anjos, and Anthony Vannelli. Tight mixed integer linear program-
ming formulations for the unit commitment problem. IEEE Transactions on Power Systems,
1(27):39–46, 2012.
[13] Axel Parmentier. Algorithms for non-linear and stochastic resource constrained shortest paths.
arXiv preprint arXiv:1504.07880, 2015.
[14] Axel Parmentier and Frédéric Meunier. Stochastic shortest paths and risk measures. arXiv
preprint arXiv:1408.0272, 2014.
[15] Axel Parmentier and Frédéric Meunier. Aircraft routing and crew pairing: updated algorithms
at air france. arXiv preprint arXiv:1706.06901, 2017.
[16] Deepak Rajan and Samer Takriti. Minimum up/down polytopes of the unit commitment
problem with start-up costs. IBM Res. Rep, 2005.
[17] M Tahanan, Wim Ackooij, Frangioni Antonio, and Fabrizio Lacalandra. Large-scale unit
commitment under uncertainty: a literature survey. 13:115–171, 01 2015.
[18] Dean L Travers and R John Kaye. Dynamic dispatch by constructive dynamic programming.
Power Systems, IEEE Transactions on, 13(1):72–78, 1998.
11
