In this paper, the asymptotic stability of the analytic and numerical solutions for differential equations with piecewise continuous arguments is investigated by using Lyapunov methods. In particular, the linear equations with variable coefficients are considered. The stability conditions of the analytic solutions of those equations and the numerical solutions of the θ-methods are obtained. Some examples are illustrated.
Introduction
This paper deals with the stability of both analytic and numerical solutions of the following differential equation:
x t f t, x t , x t , t > 0,
x 0 x 0 , 1.1
is continuous, f t, 0, 0 0, and · denotes the greatest integer function. This kind of equations has been initiated by Wiener 1, 2 , Cooke and Wiener 3 , and Shah and Wiener 4 . The general theory and basic results for EPCA have by now been thoroughly investigated in the book of Wiener 5 .
It seems to us that the strong interest in differential equation with piecewise constant arguments is motivated by the fact that it describes hybrid dynamical system a combination of continuous and discrete . These equations have the structure of continuous dynamical systems within intervals of unit length. Continuity of a solution at a point joining any two
V t, x t
lim sup
It is easy to see that if V t, x has continuous partial derivatives with respect to t and x, then 2.1 can be represented by 
V t, x t ∂V t, x t ∂t ∂V t, x t ∂x f t, x t , x t .
V t, x t ≤ MV n, x n , for t ∈ n, n 1 .
2.5
Then the trivial solution of 1.1 is asymptotically stable.
Proof. Let ε > 0 be given, then there exist ε 1 > 0 and δ δ ε such that ε 1 ≤ ε, a ε 1 ≤ a ε /M, and b δ < a ε 1 . Let |x 0 | < δ, and Let x t be a solution of 1.1 , then it follows from 2.4 that the function V n, x n is decreasing with respect to n. Making use of 2.3 and 2.4 , we obtain successively the inequalities for any integer n,
From 2.3 , 2.5 , and 2.6 , we have for t ∈ n, n 1 ,
Hence, |x t | < ε for all t > 0, which implies that the trivial solution is stable. From 2.3 , 2.4 , and 2.5 , we have for t ∈ n, n 1 ,
Hence, lim t → ∞ x t 0.
Example 2.4. The trivial solution of the following system:
is asymptotically stable. 
2.10
Hence, for t ∈ n, n 1 , we have
2.11
Therefore, the trivial solution is asymptotically stable.
In the following, we consider the following equation:
where a t and b t are continuous. 
2.13
Proof. We define V t, x α x β x x 2 /2, Then we have for t ∈ n, n 1 , 
2.17
In view of 2.3 , the theorem is proved. 
2.22
The Stability of the Discrete System
In this section, we will consider the discrete system with the form
We assume that ϕ km l, 0, 0, . . . , 0 0 k ∈ Z, l 0, 1, . . . , m − 1 and 3.1 has a unique solution. The solution x n ≡ 0 is the trivial solution of 3.1 . Like 2.1 , we can define the stability and asymptotical stability.
Then the trivial solution of 3.1 is asymptotically stable.
Proof. Firstly, we will prove the stability. Let ε > 0 be given, then there exists a ε 1 > 0 and δ δ ε such that ε 1 ≤ ε, a ε 1 ≤ a ε /M, and b δ < a ε 1 . Let |x 0 | < δ, and Let x km l be a solution of 3.1 , then it follows from 3.3 that the function V km, x km is nonincreasing with respect to k. Making use of 3.2 and 3.3 , we obtain successively the inequalities Therefore, for all k ∈ Z, l 0, 1, . . . , m − 1, |x km l | < ε.
Abstract and Applied Analysis 7
Nextly, we will prove the asymptotic stability. We have, from 3.2 and 3.4 ,
The proof is complete.
In the rest of the section, we consider the following scalar system: 
The Stability of the Numerical Solution
In this section, we will investigate the numerical asymptotic stability of θ-methods.
θ-Methods
Let h 1/m be a given stepsize with integer m ≥ 1 and the gridpoints t n nh n 0, 1, . . . . The linear θ-method applied to 1.1 can be represented as follows:
and the one-leg θ-method Here, n 0, 1, . . . , θ is a parameter with 0 ≤ θ ≤ 1, specifying the method, x h t denotes an approximation to x t , and x h t is an approximation to x t defined by
Numerical Stability
Applying 4.1 and 4.2 to 2.12 , we arrive at the following recurrence relations, respectively:
x n 1 x n h a t n θ θx n 1 1 − θ x n b t n θ x h n θ h .
4.4
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4.5
In fact, in each interval n, n 1 , 2.12 can be seen as ordinary differential equation. Hence, the θ-methods are convergent of order 1 if θ / 1/2 and order 2 if θ 1/2. 
For the linear θ-method, For the one-leg θ-method,
4.8
2 For the linear θ-method, if 1 1 − θ ha km l ≥ 0, then we have, from 1 ,
4.9
If 1 1 − θ ha km l < 0, then since a t is nonincreasing, we have
4.10
For one-leg θ-method, we have the following two cases. 
Numerical Experiments
In this section, we will give some examples to illustrate the conclusions in the paper. We consider the following three problems: 
5.3
It is easy to verify that the above examples satisfy the conditions of Theorem 4.2. Hence, the solutions of three equations are asymptotically stable according to Corollary 2.7.
In Tables 1 and 2 , we list the absolute errors AEs and the relative errors REs at t 10 of the θ-methods for the first problem. We can see from these tables that the methods preserve their orders of convergence.
In Figures 1, 2, 3, 4 , 5, and 6, we draw the numerical solutions of the θ-methods with m 50. It is easy to see that the numerical solutions are asymptotically stable.
