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Summary
The increasing miniaturization of integrated circuits (ICs) stimulates
the development of failure analysis (FA) techniques. As a non-
destructive technique, backside imaging through the silicon substrate
using infra-red light optical microscopy has become an industry stan-
dard due to the presence of many opaque layers on the front-side of
ICs. However, its resolution is limited to a half wavelength of infra-red
light (around 500 nm) by the diffraction limit. Solid immersion lens
(SIL) microscopy system provides not only higher spatial resolution
and improved light collection efficiency due to its high numerical aper-
ture (NA), but also the capability of subsurface imaging with good
resolution if the refractive index of the substrate is the same as that
of the SIL, which makes it outstanding among beyond the diffraction-
limited optical imaging techniques. Although this technique has been
experimentally employed to enhance resolution and imaging perfor-
mance of wide-field microscope and scanning microscope in the field of
imaging ICs, the resolution cannot satisfy the increasing requirements
of FA of ICs. In order to enhance the resolution and image quality,
the aim of this study was to investigate an aplanatic solid immersion
lens (ASIL) microscope theoretically and experimentally.
In this study, a complete and computationally efficient model of an
ASIL microscope was presented for the first time from the perspec-
tive of the secondary source. This model was divided into three com-
ponents: focusing of incident light through ASIL, interaction of the
ix
focal field with object structures, and imaging of the light scattered
by object structures. The interaction of the focal field with object
structures was analyzed numerically using electromagnetic scattering
theory while vector diffraction theory was used to treat the other two
components. As a complete model, it considers theoretically all of
the components that influence resolution and therefore provides the
opportunity to precisely vary individual parameters and then to ex-
plicitly evaluate the performance of a microscope. Furthermore, this
model can be made more computationally efficient by using fast algo-
rithms including conjugate gradient fast Fourier transform (CGFFT),
chirp z transform (CZT) and CZT with fast convolution (CZT-FC).
As a result, it allows us to predict and analyze the image formation of
big object structures (compared to wavelength) efficiently. This model
provides us a better understanding of many experimental results that
were otherwise difficult to be interpreted. Based on this model, differ-
ent polarized beams were used to achieve higher resolution and good
image quality for FA of ICs. A 110 nm (around λ/12) resolution using
wavelength 1340 nm was numerically achieved. In addition, experi-
ments were conducted to test resolution and image performance. It
was found that the results from the proposed optical model match
the experimental results and a 120 nm (around λ/11) resolution using
infra-red light of wavelength 1340 nm can be achieved experimentally.
To summarize, with the aid of theoretical modelling, better resolution
and better image quality of an ASIL microscope for FA of ICs can be
obtained. It is beneficial to maintain the quality and reliability of ICs
in FA. More significantly, the theoretical work conducted in this study
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Failure analysis (FA) is a critical process in the manufacturing pipeline of inte-
grated circuit (IC) because of its direct impact on meeting a high level of quality
and reliability requirements for ICs. In FA, a series of electrical and physical mea-
surements are performed on circuits to analyze and understand the root causes of
failures [1]. It is a reactive step and therefore tends to lag behind the manufac-
turing technologies of ICs [2].
With the advancement of IC technologies, the semiconductor electronics in-
dustry continues to scale in accordance with the Moore’s law, and is currently
developing the processing and design infrastructure to realize the 16 nm technol-
ogy node and beyond, as shown in Fig. 1.1. Integrated circuitries are also becoming
more and more integrated and incorporates more advanced functions. For exam-
ple, hundreds of thousands of transistors can be mounted in a single package of
IC to perform over a billion computations in one second. As a result, ICs use new
fabrication processes and more sophisticated design methods, such as the increas-
ing number of metal interconnect layers, the increasing use of planarization and
the standard use of flip-ship bonding for packaging [3]. The increasing numbers of
transistors and thus the use of these new techniques result in new problems and
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Fig. 1.1 Progress of miniaturization, and comparison of sizes of semiconductor
manufacturing process nodes with some microscopic objects and visible light wave-
lengths. (From Wikipedia)
potential failure causes and mechanisms due to defects in the fabricated circuits
[3, 4], thus throwing constantly new challenges to FA technologies.
One of the greatest challenges is fault localization - the attribution of an elec-
trical fault to a precise location in the IC for analysis. The fault localization is
increasingly inadequate for smaller feature sizes and more subtle defects in compli-
cated IC structures [3, 5]. Another important challenge is the constantly increasing
requirement on the imaging resolution of faults. As expected, many FA techniques,
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such as photon emission microscopy and laser induced techniques, have become
limited due to their limited spatial resolution [6, 7]. Although some techniques,
such as scanning electronic microscope provide superior resolution, they require
destructive sample preparation. Furthermore, in most cases, the only access to
the transistor is through the backside of the silicon substrate due to the increasing
metal layers in the front side, which also needs creative techniques of FA.
Among all the FA techniques, imaging techniques that are capable of subsurface
and non-invasive testing are more preferred such that the structures buried deep
inside the silicon substrate need not be exposed, special polishing methods for
carefully exposing the structures need not be employed, and the structures retain
their functional behavior [8]. Such requirements can be met by backside imaging
using optical microscopy, which involves subsurface imaging using infra-red light
through the silicon substrate from the backside of ICs. However, the resolution
of infra-red light optical microscopy is limited by the diffraction limit to half a
wavelength (around 500 nm) of infra-red light approximately [9]. The invention of
solid immersion lens (SIL) provides a good solution for enhancing the resolution of
optical microscopy [10]. Optical microscopy using SIL can provide not only higher
spatial resolution and improved light collection efficiency compared to the case
without SIL, but also the capability of subsurface and non-destructive imaging if
the refractive index of SIL is the same as that of the substrate [11–14].
This thesis systematically studies an aplanatic SIL (ASIL) microscope by es-
tablishing a complete and computationally efficient optical model, which allows
subsurface and non-destructive imaging from the backside of ICs. For clarity,
we mention that the aplanatic lens system assumes an aberration-free lens sys-
tem that obeys sine condition [15, 16], which is different from ASIL studied in
this thesis. The geometrical analysis of SIL (Section 2.4) shows that light can
be focused aberration-free at two points within a high-index sphere. Non-centric
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aberration-free aplanatic point of a sphere is used in the ASIL, which has the
larger magnification and the superiority for a low-NA incident beam compared to
the other case [11, 17].
In this introductory chapter, the following sections give a brief survey of the
FA of ICs, followed by the review of backside imaging using optical microscopy
and SIL microscopy, as well as the objective, the plan, and the structure of this
thesis.
1.1 Failure analysis of integrated circuits
The FA for ICs consists of five main steps, namely: failure validation, fault local-
ization, sample preparation and defect tracing, defect characterization, and root
cause determination [6, 7]. Corresponding to the different steps of FA, FA tech-




• Thermal imaging techniques,
• Electron beam techniques,
• Scanning probe techniques.
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Usually a series of electrical measurements can be used to distinguish the defec-
tive ICs from the good ones and roughly narrow down the possible failure locations
to a minimum [1], which corresponds to the first step, failure verification. Other
FA techniques can be used in the step of fault localization to isolate the defective
areas on the die in the failed units. This is one of the greatest challenges in FA,
since it dramatically reduces the area for subsequent analysis [2, 4]. After that, the
localized defect is then characterized with a view to understand the failure mech-
anism and root cause. The physical techniques, which include mechanical probing
and cutting, layer removal and deprocessing as well as cross sectioning to view a
slice of ICs, can be used to expose the defects before they can be characterized
[8].
Among the FA techniques, thermal imaging techniques [18, 19] are used to
determine temperature variations by detecting thermal emissions using a thermal
camera, which is a necessary step in defect localization where no obvious detectable
symptoms, such as light emission, are exhibited. Electron beam techniques, like
scanning electron microscope, have become a popular tool in the FA of ICs due
to the fact that these techniques provide high resolution imaging through opaque
layers and allow imaging of the electrical activity of ICs [20, 21]. However, serious
care must be taken to minimize the undesirable side effects of the electron beam,
such as threshold voltage shift of metal oxide semiconductor transistors. For
scanning probe techniques that include scanning tunneling microscopy [22–24]
and its descendent, atomic force microscopy [25], ICs are imaged by scanning
a sharp probe tip attached to a cantilever in close proximity to the surface of
ICs. Therefore, the near-field nature of these techniques allows surface imaging
only and they are also relatively costly [8]. In contrast, optical techniques, such
as optical microscopy [26], scanning optical microscopy [27], and light induced
voltage alteration imaging [28], have no ionizing radiation damage and do not need
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a vacuum system over electron beam techniques. Furthermore, optical techniques
are low cost and ICs can be also imaged from the backside using infra-red light
[8].
Although, all of these FA techniques can give an accurate view of ICs, with the
development of IC technology, these techniques are becoming more limited due to
the growing use of multi-level metal layers, the increasing use of planarization,
and the use of flip-chip bonding for packaging, which prevents photon emission
from reaching the detector and laser stimulation from reaching the defective areas
[7]. All of these new fabrication technologies of ICs lead to the development of
backside imaging for the FA of ICs. The most well positioned among these is
backside imaging using infra-red light optical microscopy, which capitalizes on
the transparency of common semiconductor material to infra-red light to allow
the imaging of the structures beneath the surface of ICs [29, 30]. Generally, any
irregularity or feature that creates a change in the materials can be imaged, such
as a large change in doping or alignment between layers as well as the change of
gate line pitch. However, the only major drawback is its resolution, the reason of
which together with a brief review of development of optical microscopy will be
given in the subsequent section.
1.2 Optical microscopy for backside imaging of
ICs
Since the early seventeenth century, optical microscopes have been extensively used
in many areas [26, 27, 31–36], such as biotechnology, microbiology, nanophysics,
and microelectronics. The application of optical microscopy in FA of ICs includes
front-side imaging and backside imaging [7]. Front-side imaging uses the visible
light to examine samples under many different types of illumination from the front
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Fig. 1.2 (a) A conventional surface optical microscope, (b) a liquid immersion
lens microscope, (c) a SIL microscope in surface imaging configuration, (d) a con-
ventional subsurface microscope and (e) a SIL microscope in subsurface imaging
configuration.
of ICs [8]. It is a surface imaging technique as shown in Fig. 1.2(a), which needs
to use special polishing methods to expose the surface of structure and therefore,
is a destructive imaging. Although it can provide resolutions around 200-300
nm for visible radiation, with the increasing opaque layers of ICs, the backside
imaging using infra-red light has been becoming the mainstay in FA, which takes
advantage of the transparency of semiconductor materials for infra-red light to
allow subsurface and non-destructive imaging of ICs [8], as shown in Fig. 1.2 (d).
In this section, a brief review of wide-field and scanning microscopy systems and
the challenge of backside imaging of ICs using infra-red light optical microscopes
are given.
Microscopes are usually of either wide-field or scanning types, both of which
could be used in the FA of ICs [27]. In a wide-field microscope, imaging is in
general partially coherent. In Hopkins’ model (scalar, paraxial), which applies
to both critical and Ko¨hler illumination, the intensity of the illuminating light is
spatially invariant [37]. The degree of coherence between the illuminations at two
points in the object is given, by the van Cittert-Zernike theorem, as the Fourier
transform of an effective incoherent source. Later, Yamamoto et al. considered
the case of critical illumination by a finite-sized incoherent source [38]. It was
reported that the effective source is partially coherent, and an image is formed of
7
1.2 Optical microscopy for backside imaging of ICs
the illuminated object; i.e., it is related to both the object and the illumination
field.
Compared to the wide-field microscope, the scanning microscope obtain better
image of the whole structure, not just the illuminated portion of the object struc-
ture. The scanning microscopy was firstly investigated theoretically by Sheppard
and Choudhury [39]. It is found that the object is assumed to be scanned relative
to the optical system, and a signal measured with a detector of finite size [40]. If
the source is point-like and the detector is very large, imaging is identical with the
case described by Hopkins, except that the roles of the illuminating and collecting
lenses are inter-changed [37]. If, on the other hand, both source and detector are
point-like, the microscope becomes a confocal microscope . A more general theory,
which can be reduced to all the cases mentioned, and also the spinning disk or
structured illumination microscope, has also been given [41].
Based on the above mentioned theoretical works in the paraxial approximation
(low NA), the imaging characteristics of a confocal scanning light microscope
with high NA, immersion type, lenses (NA=1.3) were investigated [42], which
demonstrated that the improved imaging using scanning microscope can indeed
be achieved with immersion optics in a practicable system. Further, Wilson et
al. considered the image formation of dielectric point scatterers in conventional
and confocal polarization microscopes with high NA, which resulted in accurate
simulated images compared to the experiment results [43]. Later, this work was
extended to treat the case of finite sized pinhole detectors [44]. However, only small
scatterers are involved and the scatterers can be considered as dipoles whose dipole
moments are proportional to the incident electric field. In addition, numerical
method, such as Finite-Difference Time-domain (FDTD), has been used to model
the optical microscope [45, 46]. A four-step process, i.e., illumination, scattering,
resampling and image formation, has been designed to treat the optical microscopy
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system. Due to the huge computational load of FDTD, examples of only small
scatterers were given for the scanning microscope [45] and the computation cost
would have been beyond the computational capability of a single PC workstation
if some simplifications were not assumed [46].
As a key factor for the optical microscope, the resolution of optical microscope
is limited by diffraction limit [12, 47]. The smallest feature that can be resolved is
0.5λ/NA, where λ is the free space wavelength of the light and NA is the numerical
aperture of the optical system given as NA= n sin θ, which is characterized by the
refractive index n of the material that is in the region between the object and
the objective lens and by the angular semi-aperture for light collection θ. This
expression suggests three ways to get a higher resolution [12]:
• to decrease the wavelength of the illumination,
• to increase the refraction index of the region between the objective lens and
the sample,
• to increase the angular semi-aperture for light collection.
However, there is a hard limit for the collection angle since sin θ cannot be larger
than 1. An example of decreasing the illumination wavelength to reduce the size
of the smallest resolvable feature is electron microscope, which uses electrons with
de Broglie wavelength of less than 0.1 nm to achieve higher resolution. Liquid
immersion objectives as shown in Fig. 1.2(b) are designed for increasing the re-
fractive index of object space by replacing the air with oil or water, which produces
a slight improvement in resolution [42].
For backside imaging of ICs, however, the samples of interest are silicon sub-
strate of ICs [48]. There are some important factors we must note:
9
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Fig. 1.3 Resolution requirements determined by IARPA for backside imaging of
ICs. (From IARPA - Circuit Analysis Tools Program)
• Firstly, silicon should be transparent at the wavelength used for imaging.
Thus the wavelength of the light used to image is limited to values larger
than 1 µm (infra-red light) due to the band-gap of silicon, resulting in a
poor resolution, around 0.5 µm to 1 µm.
• Secondly, spherical aberrations become prominent due to the presence of air-
silicon boundary when the illumination light is focused through the silicon,
as shown in Fig. 1.2(d). The spherical aberrations could cause a larger and
significantly elongated focal spot in the axial direction [49]. To alleviate
this problem, objective lenses corrected for the specific sample configuration
need to be designed, which significantly increases the system cost.
• Thirdly, the complete light scattered by the structures in the focal region
does not reach the imaging device because some portion of the scattered
light is blocked by the total internal reflection at the silicon-air interface
[11].
All of these limitations result in a poor resolution and image quality for conven-
tional backside imaging of ICs using infra-red light optical microscope. However,
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the critical dimensions for ICs is much less than the resolution of infra-red light
optical microscope. The need for high resolution imaging tools is evident from the
Broad Agency Announcement on Circuit Analysis Tools by Intelligence Advanced
Research Projects Activity (IARPA) in 2009, as shown in Fig. 1.3. The resolution
targets are indicated to be 300 nm, 150 nm and 80 nm for the 45 nm, 22 nm and
11 nm process nodes, respectively [5, 50]. These targets are clearly out of reach
for conventional backside imaging. The use of SIL provides a solution to enhance
resolution and image quality in backside imaging for the FA of ICs [51–53], which
will be reviewed in the next section.
1.3 Solid immersion lens microscopy
Since SIL was firstly proposed in 1990 [10], as shown in Figs. 1.2(c) and 1.2(e),
one of the motivations behind exploring the SIL microscopy system is that the SIL
microscopy system is capable of providing better resolution than non-SIL system
owing to the higher NA of SIL [11, 12]. Another motivation is that while most
general microscopy systems are capable of imaging the surface of the object, SIL
microscopy is capable of providing subsurface imaging with good resolution if the
refractive index of the object is the same as the refractive index of the SIL [54].
Thus, it attracts potential applications in the field of imaging solid state devices,
especially for ICs, which have most of the structures buried deep into the substrate.
Typically, a microscope (regardless of SIL being employed or not) can be di-
vided into three subsystems [45, 55]:
• Subsystem I: focusing of incident light,
• Subsystem II: interaction of focal field with object structures,
11
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• Subsystem III: imaging formation: recording the scattered light.
Many researchers obtained the improved resolution in experiments by using the
SIL microscope to avoid aberration due to the refractive mismatch between air
and Silicon [52, 56–62]. It was only recently that the theoretical behavior of SIL
was analyzed by Ichimura et al. [63], Helseth [64], Sheppard and Choudhury [65],
Hasegawal et al. [66], Guo et al. [67] and Milster et al. [68], Ippolito et al.
[69], Zhang [70, 71] and Vamivakas et al. [12]. In addition, Goh and Sheppard
presented a detailed analysis of SIL system and reported a theoretical resolution
of 200-300 nm using linearly polarized illumination of the wavelength of 1340 nm
[72]. Lim et al. presented theoretically higher resolution 120-200 nm using the
radial polarization with the same wavelength [73]. But these two cases model
the focusing effect for a SIL of arbitrary thickness, which is not accurate for the
specific case where the focal point is at the aplanatic point [17].
In the aforementioned papers, although critical study and in-depth theoreti-
cal analysis provide many instructive guidelines for the experiment setup, most
of them concern with Subsystem I only. Subsystem III has been studied less
often in the literature. Subsystem III of a microscopy system without SIL was
first analyzed vectorially by Sheppard and Wilson [74], and later by To¨ro¨k et al.
[44, 75, 76], Enderlein [77], and Guo et al. [78]. Recently, the dyadic Green’s
function (DGF) for subsystem III corresponding to a microscopy system with an
ASIL was analytically derived [79]. Based on the DGF, the resolution of Sub-
system III of the ASIL microscopy system was explicitly investigated [51]. All of
these presented works are helpful in understanding Subsystem III, i.e., imaging
formation: recording the scattered light.
Although each subsystem of the microscopy system can influence the resolu-
tion and the image quality of the microscope, only a few papers have reported
a general model of a complete system in the literature. Such a model of a mi-
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croscopy system without SIL has been reported by Guo et al. in the context of
optical storage [55, 80]. Later, another model of a microscopy system without SIL
was presented by employing a numerical method, FDTD [45, 46]. In these two
papers, a four-step process, i.e., illumination, scattering, resampling, and image
formation, has been designed to treat the optical microscope. Due to the huge
computational load of FDTD, examples of only small scatterers were given for the
scanning microscope [45] and the computation cost would have been beyond the
computational capability of a single PC workstation if some simplifications were
not assumed [46].
Experimentally, it is quite difficult to identify the optimal values of the large
number of variables associated with both the microscope and the object structures
since these variables interfere with each other through a complex mathematical
equation. In comparison, computational modeling provides the opportunity to pre-
cisely vary individual parameters and then to explicitly evaluate the performance
of a microscope. It is, therefore, necessary to build an effectively computational
model for simulating the SIL microscope, by which we can provide more oppor-
tunities, such as using the designed filters and new polarizations, to enhance the
resolution and the image quality of the SIL microscope.
1.4 The objective and plan of the thesis
Based on the literature review in the above sections, it is found that infra-red
light optical microscopy provides a potential to image ICs from backside for FA.
However, its resolution is limited due to the diffraction. Although the use of SIL
provides a solution to enhance the resolution, which has been also demonstrated
experimentally by many researchers, the complete model of the SIL microscopy,
i.e., considering all the aforementioned three subsystems, has not been fully under-
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Fig. 1.4 Diagrammatic description of ASIL microscope system.
stood theoretically. Therefore, in order to achieve a higher resolution and better
image quality, the purpose of this thesis is to investigate ASIL microscopy theoret-
ically and experimentally by establishing a numerical model as shown in Fig. 1.4.
One of the aims of the thesis is to present a complete and computationally effi-
cient model of ASIL microscopy for predicting the overall performance of an ASIL
microscope that could be otherwise difficult to interpret purely experimentally.
The distinct features of this work are as follows:
• First, this model is a complete model in the theoretical sense, since it consid-
ers the entire process from focusing of the incident light (Subsystem I) to the
image formation (Subsystem III) with minimal and practical assumptions.
The modular nature of the model makes it easy to simulate several different
conditions, such as the polarization of the illumination, the object structures
in the focal plane, the pinhole size, and pupil filter design. Such a study is
of practical importance for predicting and understanding the microscopy
results better.
• Second, with the perspective of secondary source, a simpler three-step pro-
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cess, illumination, induced currents and imaging formation, is proposed
instead of the four-step process of FDTD method that needs to use the
Stratton-Chu integral theorem to treat resampling of scattered light [45, 46].
Also, the induced currents can be employed to analyze and explain the image
quality and the resolution enhancement of ASIL microscope.
• Third, an important contribution of this work is to develop a computation-
ally efficient numerical scheme. The computation of the vector diffraction
integrals in the modelling of ASIL microscope, especially for the scanning
type, suffers from a big computational challenge due to the highly oscilla-
tory behavior of the integrands. This model has been made computationally
efficient by the use of CG-FFT [81] in Subsystem II, CZT in Subsystem I
and CZT with fast convolution (CZT-FC) in Subsystem III.
• Finally, to the best of my knowledge, this thesis has been the first attempt
to demonstrate the imaging properties of the ASIL microscope as a complete
system. Besides studying the theoretical resolution using small (point-like)
scatterers, we also demonstrate the capability of simulating images of large
and complicated object structures. Interesting and practical object patterns
are used for investigation.
Another aim of this thesis is to build the experimental setup to test the pro-
posed optical model and further to achieve better resolution and image quality.
It is also expected that these techniques may be used into the industry for FA of
ICs.
These studies may have significant impact on both understanding the micro-
scope better and getting higher resolution for FA of ICs. As a combined impact
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of the fast algorithm, the theoretical model is computationally efficient for large
and complicated object structures. It may provide the ability to analyze imaging
formation in a much more systematic way than can be performed experimentally.
For example, imaging different object structures would each require their own
fabrication, which is time-consuming and may be costly, whereas the presented
model can predict results by simply changing a few parameters in the computer
programming. In addition, the theoretical model can be used to obtain optimized
filters and polarizations that may be directly applied to the experimental setup
to achieve a higher resolution for FA of ICs. These results will provide useful
information to the industry for enhancing the current capability of FA.
It is understood that the SIL microscopy is a new technique and as such, there
may be a few problematic issues involved. For example, the contact between
two imperfect interfaces of SIL and Silicon sample produces air-gaps, which may
bring in aberration and thus lead to degraded quality of image. We can minimize
these effects by using some experiment designs, such as the SIL spring holder,
to obtain a good contact, and by using the new fabrication techniques to make
the interfaces uniformly flat. In addition to air-gaps, there are also a number
of possible sources of aberration, such as fabrication of SIL spherical surface,
refractive index mismatch between SIL and substrate, and the mismatch between
the thickness of the sample and the thickness of the SIL [82, 83]. For all of the
aberration sources, even small mismatches may lead to a significant aberration.
But these are not central to this study and hence beyond the scope of this thesis.
Finally, due to the limitation of copyright and experimental facilities, in the
experiment setup, I have not used real ICs as the sample. The sample used in the
thesis is the Metrochip Microscope Calibration Target (MMCT) [84], which can
be prepared for subsurface imaging after special polishing techniques.
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1.5 Overview of the thesis
The original contribution of the thesis is presented in the remainder of the thesis,
where each subsystem of the ASIL microscopy is addressed and the complete
optical model and experiment setup are also given. The structure of the thesis is
given as follows.
In Chapter 2, Subsystem I, i.e., focusing of incident light, is investigated. After
a review of the development of vector diffraction theory, the integral representation
of focal field of ASIL microscopy system is derived based on angular spectrum
representation for different polarized beams. Furthermore, fast computation of
focal field can be implemented using FFT or CZT after transformation of the
integral expressions. Numerical simulations show that the CZT fast algorithm
significantly reduces the computational time with a good accuracy compared to
direct integral (DI). The focal field distribution and resolution predicted by full
width at half maximum (FWHM) are also shown using numerical simulations.
In Chapter 3, Subsystem III, i.e., imaging formation: recording the scattered
light, is studied using DGF. Specifically, the DGF for the ASIL microscopy system
is analytically derived from the far-field approximation using the electromagnetic
theory, which can also employ the CZT to make the computation efficient. Based
on the DGF of ASIL microscopy system, the basic characteristics of the DGF and
the resolution of an ASIL microscope are explicitly investigated using numerical
simulations.
Based on Chapters 2 and 3, Chapter 4 presents a complete and computa-
tionally efficient optical model of the ASIL microscopy system using a numerical
method that determines the induced current distribution on the object structures
in Subsystem II, i.e., the interaction of the focal field with the object structures.
Differently polarized beams are used to image small scatterers and big object struc-
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tures (compared to the wavelength) in the numerical model of ASIL microscopy.
The observed effects and interesting images can be analyzed and explained us-
ing the induced currents in the complete optical model of ASIL microscopy. In
addition, a better resolution is also achieved.
In Chapter 5, the experimental setup is described and experiments are con-
ducted to test the optical model using different polarized beams, and a better
resolution is achieved.
Chapter 6 concludes the thesis with suggestions for future work.
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Chapter 2
Focusing of incident light
2.1 Introduction
Diffraction of light represents the nature of light as wave. Approximate diffraction
theories are often used to deal with the diffraction of light since rigourous solutions
can rarely be obtained [16, 85–88]. Kirchhoff’s diffraction theory is one such
popular approach. It is based on Kirchhoff approximation, according to which
the field inside an aperture is the same as the unperturbed incident field and the
field outside the aperture is assumed as zero [16, 85, 86]. However, for focusing
problems, such as focusing of incident light, Debye diffraction theory is more
commonly used. In this theory, the Kirchhoff approximation is replaced by Debye
approximation [89]. According to the Debye approximation, the angular spectrum
of the field is assumed to be equal to the angular spectrum of the incident field
inside the cone formed by drawing straight lines from the edge of the aperture
through the focal point. Outside this cone, the angular spectrum is set to zero
[90, 91].
Debye approximation fails to account for focal-shift phenomena observed in the
case of focusing at lower Fresnel numbers since this approximation is valid for high
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Fresnel numbers only [91, 92]. The main advantage of using Debye approximation
is that it may give a simpler expression for the focal field as compared to the
Kirchhoff approximation. In some cases, it may provide a reduction from a double
integral to a single integral, thus giving a significant reduction in the computation
time [93]. In addition, it should be noted that most practical applications indeed
have sufficiently larger Fresnel number for the Debye approximation to be valid.
The scalar version of Debye diffraction theory was developed by Debye in 1909,
where the focal field was given by an integral formula that we now call as the De-
bye integral [89]. Based on the scalar Debye diffraction theory, vector diffraction
theory for obtaining the electric field in the focal region of homogeneous medium
was first derived by Wolf using the angular spectrum representation of plane waves
[94]. The form of the solution obtained was identical to the Debye integral. Using
the integral representation of the focal field, a detailed and comprehensive study
of the focusing of a linearly polarized plane wave was provided for a rotationally
symmetric, aplanatic lens system [15]. After the original contribution of Wolf, fo-
cusing of incident light through a high-NA lens has been a subject of investigation
for many researchers, who have been interested in different aspects of the problem,
such as beams of different polarizations [95–100] and pupil filters [65, 101].
In addition to focusing through a single lens system, the diffraction of elec-
tromagnetic waves for light focused by a high NA lens through a planar interface
[87] or a planar layered medium [49, 88, 102–106] were investigated. All of these
works are the extension of Wolf’s work. Compared to the focusing of incident
light through planar interfaces, the focusing of incident light through a spherical
interface is more complicated.
After the invention of SIL by Mansfield and Kino in 1990 [10], focusing of
incident light through SIL (spherical interface) has been investigated by Ichimura
et al. [63], Helseth [64], Hasegawal et al. [66], Guo et al. [67], Milster et al. [68],
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Vamivakas et al. [12] and Zhang et al. [107, 108] in the context of optical data
storage. But all of them considered the case of a hemispherical SIL (HSIL) only
that has its focusing plane at the centre of the sphere with light incident normal
to the interface. Compared to a HSIL, an ASIL has its focusing plane at a fixed
distance away from the centre of the sphere, which makes the light incident not
normal to the interface and thus the analysis of an ASIL more difficult. Therefore,
an ASIL has been studied less often in the literature [17, 69, 72, 73], although it
has better imaging properties (see Section 2.4.1).
Because of the superresolving nature of an SIL system, such systems are com-
monly used as a way to achieve high subsurface imaging resolution in Silicon
wafers, improving collection efficiency in optical microscopy. Ippolito et al. theo-
retically analyzed the focusing of incident light through a SIL in the application
of FA of ICs [69], which started by analyzing the focusing through a level planar
dielectric interface, and then considered the focusing through a spherical interface.
However, the angular spectrum theory predicts a very different behavior from the
ray theory in this paper [109]. Later, Goh and Sheppard developed a model to
describe the behavior in the focal region of SIL using linear polarization illumina-
tion and a theoretical resolution of 200-300 nm using the wavelength of 1340 nm
was reported [72]. Lim et al. presented theoretically higher resolution of 120-200
nm using radial polarization with the same wavelength [73]. But these two cases
modelled the focusing effect for a SIL of arbitrary thickness. It is found that they
are not accurate for the specific case where the focal point is at the aplanatic point,
i.e., an ASIL [17, 110]. In this chapter, another approximate model of an ASIL
case based on angular spectrum [111] and the method of stationary phase [47] is
presented. Its results match well with the rigorous model of focusing through a
spherical interface based on multipole theory [17].
The focal field of an ASIL can be also expressed by a diffraction integral.
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Typically, the diffraction integral can be evaluated directly to obtain the distribu-
tion of electric field. However, these approaches suffer from a big computational
challenge due to the highly oscillatory behavior of the integrand. As an alter-
native approach to evaluate the diffraction integral, Fourier transform (FT) has
been used to analyze the scalar Debye integral by McCutchen [112]. Later, Mc-
Cutchen’s method was extended to focusing systems with low Fresnel numbers,
which successfully predicted the focal shift in the focal region [113]. Further-
more, McCutchen argued that the method was also applicable to the vectorial
case because the Fourier relationship holds separately for each component of the
electromagnetic field [114, 115]. Its applicability has been demonstrated for high
NA focusing systems with complicated incident polarization states [116].
In addition to the focusing in a single medium, Lin et al. applied FT to the
more complex case of focusing through a planar interface between two media of
mismatched refractive indices [117]. Meanwhile, a flexible sampling grid and an
additional gain in the computation speed were obtained using CZT [118, 119]. All
of the above mentioned works are for focusing through a simple lens represented
by a Gaussian reference sphere (GRS) or planar interface between the sample and
air. In this thesis, we show how FFT and CZT can be used for computing the focal
fields through a system in which the GRS is followed by an ASIL and the focal
plane is at the aplanatic plane of the ASIL. It is notable that focusing through an
ASIL involves a spherical interface between two media of mismatched refractive
indices and thus is more challenging than the scenarios considered in the previous
works.
In the focusing of incident light, especially for high NA system, the polariza-
tion of the incident beam plays an important role in determining the intensity
distribution of the focal field [120–122]. Specifically, it has been observed that
a linearly polarized beam (LPB) is focused to an asymmetric spot when using a
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high NA focusing system [15, 61, 99]. It has been also observed that a radially
polarized beam (RPB) with an annular filter can be focused into a tighter spot
because of the creation of a significantly strong longitudinal electric field compo-
nent [96, 97, 100, 123, 124], whereas an azimuthlly polarized beam (APB) has
purely transverse electric field components and a doughnut shape in the focal re-
gion [95, 125]. In contrast to an APB, an azimuthlly polarized beam with vortex
(APV) has not only purely transverse electric field components but also a tighter
focal spot than LPB and circularly polarized beams (CPB) [126–128].
In this chapter, the derivation of far-field in the angular spectrum represen-
tation is given first. Based on the angular spectrum representation, the integral
representation of the focal field of an optical system with high NA is presented
using the electromagnetic theory. And then the focusing effect for an ASIL is
also derived, which is accurate for the specific case where the focal point is at the
aplanatic point of ASIL. The electrical field integral expressions using linearly, cir-
cularly, radially, and azimuthally polarized illuminations as well as vortex beams
are provided. Furthermore, fast algorithms like FFT and CZT are used for the
spherical interface to make the computation efficient in terms of some transfor-
mations. Numerical simulations show that the proposed fast algorithms provide a
very good match with direct integration (DI) of the diffraction integral. Finally,
the resolution predicted by the FWHM is provided and the characteristics of the
focal field of an ASIL system are also investigated for different polarized beams
using numerical simulations.
In the following, for the electric field E at a point P (x, y, z) in a material as-
sumed to be homogeneous, isotropic, linear and source free, we use the convention
e(x, y, z, t) = <{E(x, y, z)e−iωt} where ω is the angular frequency. The corre-
sponding wavelength in free space is denoted by λ. Further, monochromaticity is
assumed and the time dependence factor exp(−iωt) is suppressed throughout the
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thesis.
2.2 Far field in the angular spectrum represen-
tation
We are interested in finding a mathematical representation for the electric field at
a distance far from the surface, in comparison to the wavelength (at least ten times
of the wavelength). The source is located in the region z = +∞. We consider
a zone that is far away from the source, and refer to it as the region of interest.
The origin of the Cartesian coordinate system, (x, y, z), is located in the region of
interest. The time-independent part of E(x, y, z) assumes the form [129],











k2 − (k2x + k2y)]1/2 if k2 ≥ (k2x + k2y)
−i[(k2x + k2y)− k2]1/2 if k2 < (k2x + k2y) , (2.2)
and only the negative sign in the term e−ikzz is chosen due to the fact that the
source is in the region z = +∞. Eˆ (kx, ky, 0) is called the angular spectrum, while
k = (kx, ky, kz) is the wave vector of the electric field, indicating its magnitude and
direction. The electric field E in an arbitrary image plane located at z = const.
can be calculated by considering the electric field in the object plane at z = 0
multiplied by the propagator. The following two conditions can be also stated:
1. If k2 ≥ (k2x + k2y), then kz is real and Eˆ is associated with a wave propagating
towards z = −∞,






, then kz is imaginary and Eˆ is associated with a wave
decaying towards z = −∞.
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Given the aforementioned region of interest and the Cartesian coordinate sys-




x2 + y2 + z2
)1/2
= kr  1, (2.3)






makes no contribution. There-
fore, there is no evanescent wave whether the observation point P (x, y, z) is in the
region of z < 0 or z > 0 as long as it is in the region of interest.
When kr  1 and z > 0 for a point P (x, y, z) in the region of interest, the
electric field at such a location, denoted as E∞, is given by






Eˆ (kx, ky; 0) e
i(kxx+kyy−kzz)dkxdky, (2.4)
which, upon application of the stationary phase method [47] (while keeping in
mind that z > 0), gives the asymptotic form as




Note that kz is positive. The angular spectrum Eˆ can be rewritten as




By substituting the above expression for the angular spectrum into Eq. (2.1), we
obtain the integral representation as











For the above result, we keep z > 0 for the point P (x, y, z) using the stationary
phase method. If we keep z < 0, the asymptotic approximation like Eq. (2.5)
becomes to





2.3 Focusing of incident light through a single lens
Correspondingly, the final integral representation is











Nevertheless this difference is inconsequential in the numerical analysis, because
the results are based on the energy density that is the modulus square of the
equation.
2.3 Focusing of incident light through a single
lens
We now study the propagation of a monochromatic field from a material of refrac-
tive index n0 through a cylindrically symmetric aplanatic lens of focal length fobj,
into another material of refractive index n1, which is shown in Fig. 2.1. Assuming
geometric optics, i.e., k → ∞, we consider the sine condition [47] h = fobj sin θ,
where h is the distance from the incident ray to the z-axis, fobj is the radius of the
Fig. 2.1 The equivalent system of focusing of incident light on an aplanatic lens.
(a) Ray corresponding to the incoming plane wave encounters a spherical reference
surface and is subsequently focused to a point. (b) Projection of the component
of k1 parallel to the xy-plane.
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GRS and θ is the angle that the wave vector of refracted ray makes with the z-axis.
The sine condition describes the action of the lens on the propagating wave. As
such, in considering the relationship of the magnitude of the electric field before









where ηi is the wave impedance in the medium ’i’, which is given by (for a linear,
homogeneous, dielectric medium free of electric charge) ηi =
√
µi/εi = µi/ni since
the refractive index ni can be written as ni =
√
µiεi and dSi is an infinitesimal
cross-section perpendicular to the propagating ray . Hence, using the law of the
conservation of energy, we obtain








Since the material of region before and after the single lens are air, the refrac-
tive index and magnetic permeability between the two media are the same, i.e.,√
n0/n1 = 1 and
√





which will be used throughout the thesis.
2.3.1 The decomposition of the electric field
Consider a ray in the object space, propagating in the −z direction as shown in
Fig. 2.1, described by the electric field E0 with three orthogonal local polarization
components depicted by the unit vectors sˆ0, pˆ0 and kˆ0. Upon exiting the optical
system, the incident ray is now refracted and partially transmitted. The refracted
ray is described by the electric field E1 also with three orthogonal local polarization
components depicted by the unit vectors sˆ1, pˆ1 and kˆ1. We note that the wave
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vector, with the Cartesian coordinates k1 = (kx1 , ky1 , kz1), describes the direction
of propagation of the refracted ray. Let (k1, θ1, φ) be the spherical coordinates of
the wave vector k1, recalling that k1 =
2pi
λ
n1, we have the mapping from Cartesian
to spherical coordinate for k1:
kx1 = k1 sin θ1 cosφ, (2.13a)
ky1 = k1 sin θ1 sinφ, (2.13b)
kz1 = k1 cos θ1. (2.13c)
Subsequently, we consider the incident electric field E0, which can be decomposed
into the following components,





where sˆ0 and pˆ0 denote unit vectors for s- and p- polarized fields in the medium
before the objective lens while sˆ1 and pˆ1 in the medium after the objective lens,
which is used later. Normally, the electric fields of the incident wave have the
components in the plane formed by sˆ0 and pˆ0. For completeness, the three or-
thogonal local polarization components are included. They can be expressed as
sˆ0 = φˆ0 = −φˆ = sinφxˆ− cosφyˆ, (2.15a)
kˆ0 = −zˆ, (2.15b)
pˆ0 = sˆ0 × kˆ0 = ρˆ = cosφxˆ+ sinφyˆ. (2.15c)
We now consider the electric field within the GRS E1. After the refraction
on the objective lens, considering the apodization function a(θ) in Eq. (2.12), the
electric field E1 is given by
E1 =
[
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where
sˆ1 = −φˆ = sinφxˆ− cosφyˆ, (2.17a)
pˆ1 = sˆ1 × kˆ1 = −θˆ1 = − cos θ1 cosφxˆ− cos θ1 sinφyˆ + sin θ1zˆ, (2.17b)
and θ is the angle that the wave vector of the refracted ray makes with the z-
axis, which has the relationship θ = pi − θ1. ts,opt and tp,opt are the transmission
coefficients of the lens for the s- and p- polarized field components, respectively,
and can be modified according to the engineering of the system. Hence, in an ideal
and simplified case, we can safely assume these two terms to be unity, i.e., ts,opt =




















After substituting the expression of each unit vector, the electric field expression
can be given by the matrix form,
E1 = T · E0 cos 12 θ, (2.19)





(1+cos θ)−(1−cos θ) cos 2φ −(1−cos θ) sin 2φ −2 sin θ cosφ
−(1−cos θ) sin 2φ (1+cos θ)+(1−cos θ) cos 2φ −2 sin θ sinφ
2 sin θ cosφ 2 sin θ sinφ 2 cos θ
]
. (2.20)
2.3.2 Integral representations of the focal field
Now, we can obtain the integral representation for the electric field in the focal
region by replacing E∞ as shown in Fig. 2.1, with the expression for E1, k with
k1 and r with the focal length (radius of the GRS) fobj in the Eq. (2.7), giving us
the expression:









Note that kz1 is negative and determined by Eq. (2.13c). Since the mapping of the
wave vector k1 from the Cartesian to the spherical coordinates θ1 and φ is given
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by Eq. (2.13), the expression dkx1dky1 in Eq. (2.21) can be written as
dkx1dky1 = |J| dθ1dφ = k21 sin θ1 cos θ1dθ1dφ = kz1k1 sin θ1dθ1dφ, (2.22)












Therefore, we obtain the electric field at any point P (ρp, φp, zp) in the focal region,








ik1[ρp sin θ cos(φ−φp)−zp cos θ] sin θdθdφ,(2.24)
where E1 is given by Eq. (2.19).
2.3.3 The focal field for different polarized beams
First, we consider the most common polarized beam, LPB. A LPB polarized in
the x-direction (LPB-x) can be described as
E0 = E0(θ, φ)xˆ. (2.25)





(1 + cos θ)− (1− cos θ) cos 2φ
− (1− cos θ) sin 2φ
2 sin θ cosφ
E0(θ, φ) cos 12 θ. (2.26)
Now we proceed to specify E0(θ, φ), assuming that the incident plane wave’s trans-
verse component is Gaussian distributed [111]:
E0 (θ, φ) = E0f (θ) = E0e
−sin2θ/(f0 sin θmax)2 (2.27)
where f0 is the filling factor, whereby if f0  1(f0  1), the beam cross section
is much larger (smaller) than the usable aperture of the lens, i.e. the aperture
is overfilled (underfilled). E0 is of a constant magnitude and f(θ) denotes the
distribution of the incident light. When f(θ) = 1, the incident light has uni-
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form distribution. When f(θ) = e−sin
2θ/(sin θmax)
2
, the incident light has Gaussian
distribution. This notation will be used throughout the thesis.
By substituting Eq. (2.26) into Eq. (2.24) and considering the integral repre-
sentation of the order n of the Bessel function of the first kind:∫ 2pi
0
cosnφeix cos(φ−ϕ)dφ = 2pi (in) Jn (x) cosnϕ, (2.28a)∫ 2pi
0
sinnφeix cos(φ−ϕ)dφ = 2pi (in) Jn (x) sinnϕ, (2.28b)
we obtain the integral representation for the electric field in the focal region as
follows:














2 θ sin θJ0(k1ρp sin θ) (1 + cos θ) e






2 θ sin2 θJ1(k1ρp sin θ) e






2 θ sin θJ2(k1ρp sin θ) (1− cos θ) e−ik1zp cos θdθ (2.30c)
Following the derivation of LPB-x, for LPB in the y-direction (LPB-y),
E0 = E0(θ, φ)yˆ, (2.31)
the electric field at any point P (ρp, φp, zp) in the focal region is expressed as








IL,0 − IL,2 cos 2φp
2iIL,1 sinφp
 . (2.32)
Another polarized beam CPB is simply the superposition of the two orthogonal
LPBs with a retardation of pi/2 between them. Thus the field in the focal region
is also the superposition of the field produced by the two orthogonal LPBs. If the
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(xˆ+ iyˆ) , (2.33)
the electric field at any point P (ρp, φp, zp) in the focal region is obtained as
















In addition to the spatially uniform beams, LPB and CPB, the spatially variant
beams, such as RPB and APB, are also given. The nature of the RPB and APB
can be respectively described by the equations:
E0 = E0(θ, φ)ρˆ = E0(θ, φ) (cosφxˆ+ sinφyˆ) , (2.35a)
E0 = E0(θ, φ)φˆ = E0(θ, φ) (− sinφxˆ+ cosφyˆ) . (2.35b)












E0f(θ) cos 12 θ, (2.36b)
respectively, which we may then substitute into the expressions for E (ρp, φp, zp)
in Eq. (2.24), we have the electric field in the focal region for RPB as




















2 θ sin2 θJ0(k1ρp sin θ) e






2 θ sin θJ1(k1ρp sin θ) e
−ik1zp cos θdθ, (2.38b)
and the electrical field in focal region for APB as














2 θ sin θJ1(k1ρp sin θ) e
−ik1zp cos θdθ. (2.40)
2.4 Focusing of incident light through an ASIL
In the previous section, the integral representation of the focal field for a single
lens is derived using the angular spectrum method. Based on these derivations,
the integral representation of the focal field for an ASIL (the radius of ASIL is far
larger than the wavelength, i.e., R λ) will be derived using the same method in
this section. It is found that the formula derived here is the same as that derived
using a rigorous model based on the multipole theory when the radius of the ASIL
is much larger than the wavelength (at least ten times of the wavelength), i.e.,
R  λ [17]. In addition, compared to the case of SIL with arbitrary thickness
[72, 73], the formula derived here is also more accurate for the ASIL, where the
focal point is at the aplanatic point of ASIL.
2.4.1 Solid immersion lens
The SIL has been shown to be a viable solution for resolution enhancement of
optical microscope used in subsurface imaging of ICs from backside. In these
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applications, SIL involves placing a truncated spherical Silicon lens on top of the
Silicon substrate, which is used to avoid aberrations due to the refractive index
mismatch between Silicon and air. Under the category of SIL microscopy, there
are two configurations depending upon the position of the focusing plane, as shown
in Fig. 2.2. A HSIL has its focusing plane at the centre of the sphere with the light
incident normal to the interface (Fig. 2.2(a)). An ASIL has its focusing plane at a
fixed distance away for the centre of the sphere (Fig. 2.2(b)). Both these locations
give aberration-free imaging, which can be demonstrated using geometrical optics.
In the following, the refraction property of a ray at a spherical boundary is
derived using a geometrical model in Fig. 2.3, which can be used for both HSIL
and ASIL cases. Consider the geometrical model in Fig. 2.3 for focusing from a
medium of refraction index n through a sphere of refractive index n′. This is a case
for a SIL pressed onto a Silicon substrate. In Fig. 2.3, with a marginal ray incident
on the spherical surface, according to the Snell’s law, we have n sin i = n′ sin i′,
Fig. 2.2 Two different configurations of SIL, (a) a HSIL and (b) an ASIL. The








, respectively. R denotes the radius of
SIL and, n′ and n are the refractive indices of SIL and material of outside SIL,
respectively.
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Fig. 2.3 Stigmatic-imaging analysis of a spherical interface. R denotes the radius
of SIL and, n′ and n are the refractive indices of sphere and material of outside
sphere, respectively.
where i and i′ are the incident angle and the refraction angle, respectively. In the
















A similar equation can be obtained for the refracted ray using triangle AOB′,
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When α and α′ are very small, in the paraxial approximation, we obtain,
u sinα ≈ u′ sinα′ ≈ SA. (2.45)
















When α and α′ are not small, we cannot use the paraxial approximation. However,
there are also some points which make Eq. (2.44) hold. From Eq. (2.44) and
Fig. 2.3, it can be seen that the equality for all values of n and n′ occurs when
u = u′ = 0, u = u′ = R, and u sinα = u′ sinα′. Thus there is no spherical
aberration at these points. The difference is that u = u′ = 0 and u = u′ = R are
the cases where TD = TD′ = SA, whereas u sinα = u′ sinα′ is the case where
TD = TD′. For the case of u sinα = u′ sinα′, the angle ∠DTA equals to ∠D′TA
due to the similarity of the triangles DTA and D′TA. Therefore, the angle ∠CAB
equals to ∠CAB′, which means,
α′ − θ = θ − α. (2.47)
Also considering 2θ = i′ + α′, we have i′ = α and thus the triangle AOB′
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According to the above analysis, it is found that, in the Eq. (2.44), the case of
u = u′ = R corresponds to the HSIL case, which has its focusing plane at the centre
of the sphere with the light incident normal to the interface, whereas the case of
u sinα = u′ sinα′ corresponds to the ASIL case which has its focusing plane at a
fixed distance away from the centre of the sphere. This indicates that both HSIL
and ASIL give aberration-free imaging. Subsurface imaging is possible in both
configurations with careful design of the Silicon substrate and lens thicknesses.
For the ASIL case, due to total internal reflection, when i = pi/2, the maximum
NA of the objective lens is given by







furthermore, the maximum effective NA of the ASIL is given by
NAsil = n









Although the maximum achievable NA of both ASIL and HSIL systems is the
same and is equal to n
′
n
(normally n′ > n), the ASIL system increases the NA of









system. This property makes it useful when a high NA objective is not available
or cannot be used. In addition, ASIL also has the bigger magnification, which will
be discussed in Chapter 3. Considering these advantages of ASIL system, only
ASIL is considered in this thesis.
2.4.2 The electric field beneath the spherical surface of
ASIL
The equivalent diagram of subsystem I, focusing of the incident light through an
ASIL is shown in Fig. 2.4. According to Eq. (2.21), the electric field just outside
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Fig. 2.4 Equivalent representation of subsystem I, focusing of the incident light
through an ASIL. The rays corresponding to the incoming plane wave encounter
a spherical references surface (GRS) and are subsequently focused to a point. The
incident and refracted rays are in the meridional plane and obey the sine condition
and the intensity law.
the sphere of ASIL can be expressed as









where E1 is determined by Eq. (2.18). After refraction at the spherical interface
of the ASIL,the electric field immediately inside the sphere of the ASIL is given
by












t(s)(kx1 , ky1 ;x, y, z) (E0 · sˆ0) sˆsil + t(p)(kx1 , ky1 ;x, y, z) (E0 · pˆ0) pˆsil





where ts(kx1 , ky1 ;x, y, z) and t
p(kx1 , ky1 ;x, y, z) are transmission coefficients of the
s- and p- polarizations of each plane wave at the interface of the ASIL. Due to the
refraction of the plane wave incident on the ASIL in Fig. 2.4, the polar component
is changed while the azimuthal component remains unaffected. Therefore, we have
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sˆsil = −φˆ = sinφxˆ− cosφyˆ, (2.55a)
pˆsil = sˆsil × kˆsil = cos θ′ cosφxˆ+ cos θ′ sinφyˆ + sin θ′zˆ. (2.55b)
θ′ is the angle which the refracted ray makes with the zenith (z-axis), which is
related to θ, the angle made by the incident ray with the zenith by Snell’s Law:
n1 sin θ
′ = nsil sin θ, (2.56)
where n1 and nsil are the refractive indices of the focal region and the ASIL
respectively. By applying the method of stationary phase [47] for Eq. (2.53), we
have the asymptotic expression,
Ein (x, y, z) =
[
ts(θ) (E0 · sˆ0) sˆsil + tp(θ) (E0 · pˆ0) pˆsil






In this expression, transmission coefficients ts(θ) and tp(θ) account for the partial
transmittance of each ray due to refraction at the interface for the ASIL,
ts = ts(θ) =
2n1 cos θ
′
n1 cos θ′ + nsil cos θ
, (2.58a)
tp = tp(θ) =
2n1 cos θ
′
n1 cos θ + nsil cos θ′
, (2.58b)
which are the functions of θ and are related to ts(kx1 , ky1 ;x, y, z) and
tp(kx1 , ky1 ;x, y, z), respectively. Accounting for all changes, we obtain the ex-










































2.4 Focusing of incident light through an ASIL
which can be also written in the matrix form:










(ts+tp cos θ′)−(ts−tp cos θ′) cos 2φ −(ts−tp cos θ′) sin 2φ −2tp sin θ′ cosφ
−(ts−tp cos θ′) sin 2φ (ts+tp cos θ′)+(ts−tp cos θ′) cos 2φ −2tp sin θ′ sinφ




2.4.3 Integral representation of the focal field for ASIL
Having specified the incident electric field E0 and in turn, the complete expression
of the resultant electric field vector immediately inside the ASIL Ein, we can
now obtain the integral representation for the electric field in the focal region
by replacing E∞ with the expression Ein in Eq. (2.7). We take the point F (see
Fig. 2.4) as the reference point (the following coordinate rsil(xsil, ysil, zsil) notation











The mapping of the wave vector ksil from the Cartesian to the spherical coor-
dinates θ and φ is given by
kxsil = ksil sin θ
′ cosφ, (2.63a)
kysil = ksil sin θ
′ sinφ, (2.63b)
kzsil = −ksil cos θ′. (2.63c)
Thus, considering Eqs. (2.22), (2.56) and (2.63), we have
dkxsildkysil
kzsil





Substituting Eqs. (2.60), (2.63) and (2.64) into Eq. (2.62) and considering the
relationship of nsilrFA = n1rOA, we obtain the integral expression of the electric
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field at any point (ρsil, φsil, zsil) in the focal region of ASIL,







Esil cos θ tan θ
′
× eiksil[ρsil sin θ′ cos(φ−φsil)−zsil cos θ′]dθdφ, (2.65)
where
Esil = Tsil · E0 cos 12 θ. (2.66)
The integral representation of the electric field in the focal region for focusing
of the incident light through an ASIL is given by Eqs. (2.65) and (2.66), in which
the transformation dyadic matrix, Tsil, is determined by Eq. (2.61), and the de-
scription of different polarized beams E0 has been specified in Section 2.3. In the
following, we will derive the integral representation of the electric field in the focal
region for the different polarized beams.
2.4.4 The focal field for different polarized beams
For the most common polarized beam, LPB-x, described by E0 = E0(θ, φ)xˆ, we





(ts + tp cos θ
′)− (ts − tp cos θ′) cos 2φ
− (ts − tp cos θ′) sin 2φ
2tp sin θ
′ cosφ
E0(θ, φ) cos 12 θ. (2.67)
Furthermore, Eq. (2.65) gives the integral representation of the electric field at
any point (ρsil, φsil, zsil) in the focal region of the ASIL,




































2 θ tan θ′J2(ksilρsil sin θ′) (ts − tp cos θ′) e−iksilzsil cos θ′dθ.
(2.69c)





− (ts − tp cos θ′) sin 2φ
(ts + tp cos θ
′) + (ts − tp cos θ′) cos 2φ
2tp sin θ
′ sinφ
E0(θ, φ) cos 12 θ, (2.70)
and






IaL,0 − IaL,2 cos 2φsil
2iIaL,1 sinφsil
 . (2.71)
Similarly, for a CPB, E0 =
E0(θ,φ)√
2
(xˆ+ iyˆ) given by Eq. (2.33), the electric field
in the focal region of ASIL is obtained as
EaC (ρsil, φsil, zsil) = E
a
Lx (ρsil, φsil, zsil) + iE
a
























E0(θ, φ) cos 12 θ. (2.73)
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and























2 θ tan θ′J1(ksilρsil sin θ′) (tp cos θ′) e−iksilzsil cos θ
′
dθ. (2.75b)
For an APB, the nature of wave can be described by Eq. (2.35b). Esil in






E0(θ, φ) cos 12 θ. (2.76)
Substituting it into the expression for E (ρsil, φsil, zsil), we have















2 θ tan θ′J1(ksilρsil sin θ′) (ts) e−iksilzsil cos θ
′
dθ. (2.78)
2.4.5 The focal field for different polarized beams with vor-
tex
The vortex beam can be expressed by the normal polarized beam multiplying with
the phase term einφ. If we consider the case for a LPB-x with vortex,
E0 = E0(θ, φ)e
inφxˆ, (2.79)
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(ts + tp cos θ
′)− (ts − tp cos θ′) cos 2φ
− (ts − tp cos θ′) sin 2φ
2tp sin θ
′ cosφ
 einφE0(θ, φ) cos 12 θ. (2.80)
Also considering the integral representation of Bessel function of the first kind:∫ 2pi
0
cos (mφ) einφeix cos(φ−ϕ)dφ = piin+meinϕ
[
Jn+m (x) e





sin (mφ) einφeix cos(φ−ϕ)dφ = −piin+m+1einϕ [Jn+m (x) eimϕ − i−2mJn−m (x) e−imϕ] ,
(2.81b)∫ 2pi
0
einφeix cos(φ−ϕ)dφ = 2piineinϕJn (x) , (2.81c)
the integral representation of the electric field at any point (ρsil, φsil, zsil) in the




















































2 θ tan θ′Jn±2(ksilρsil sin θ′) (ts − tp cos θ′) e−iksilzsil cos θ′dθ.
(2.83c)
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Similarly, for a LPB-y with vortex,
E0 = E0(θ, φ)e
inφyˆ, (2.84)

























For a CPB with vortex (CPV), the electrical field in the focal region is also
the superposition of the field produced by the two orthogonally linearly polarized





einφ (xˆ+ iyˆ) . (2.86)




















Fig. 2.5 General cylindrical vector beam with vortex. φ0 is the polarization
rotation angle from the purely radial polarization.
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The optical vortex beam possessing cylindrical polarization is generated by a
beam passing a spatial light modulator and a polarization rotator. Figure 2.5
shows the polarization pattern of the polarization rotator. Instead of a RPB or
an APB, each point of the optical vortex beam has a polarization rotated by φ0
from its radial direction. Thus, the optical vortex beam possessing cylindrical
polarization can be expressed as



















 einφE0(θ, φ) cos 12 θ. (2.89)
Therefore, we obtain the electric field expression at any point P (ρsil, φsil, zsil) in
the focal region,


















































2 θ tan θ′Jn(ksilρsil sin θ′) (tp sin θ′)e−iksilzsil cos θ
′
dθ. (2.91c)
Eqs. (2.90) and (2.91) give the integral representation of the focal field for cylindri-
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cal vector beams with vortex in the Cartesian coordinates. Sometimes it is more
convenient for the cylindrical vector beams to use cylindrical coordinate because
of the rotational symmetry of the cylindrical vector beams. By using the following
transformations:
ρˆ = xˆ cosφsil + yˆ sinφsil, (2.92a)
φˆ = −xˆ sinφsil + yˆ cosφsil, (2.92b)
we obtain the electric field expression at any point (ρsil, φsil, zsil) in the focal region
in the cylindrical coordinates,







































2.5 Fast computation of focal field using FFT
and CZT
In this section, FFT and CZT are used to evaluate the light focusing through ASIL.
It is notable that the ASIL not only introduces a spherical interface between two
mismatched media, but the incident beam is also non-orthogonal to the interface
(except exactly on the optical axis). Thus, this case is more complicated than a
planar interface as well as the simpler spherical interface encountered in the HSIL.
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2.5.1 Fast computation of focused field using FFT
The optical diagram of the Subsystem I is given in Fig. 2.4. The incident beam
E0(θ, φ) is incident on the objective lens with NA = n1 sin θmax. After refraction
at the objective lens and the spherical interface of the ASIL, the local polarization














 = Tsil · E0fobjrOA ei(k1fobj−k1rOA) cos 12 θ, (2.94)
where the transformation matrix, Tsil, is given by Eq. (2.61). Therefore, the










which can be rewritten as the two dimensional inverse Fourier transform (2D-IFT)
of Efft(kxsil , kysil), except for the constant factor α,









eik1fobj , Efft2(kxsil , kysil) = Esil
eikzsil zsil






)1/2 ≤ ksil sin θ′max.
After discretization of Eq. (2.96), we have









(−M/2 ≤ m, p ≤M/2− 1,−N/2 ≤ n, q ≤ N/2− 1), (2.97)
where M = 2ksil sin θ
′
max/∆kxsil and N = 2ksil sin θ
′
max/∆kysil are the numbers of
samples in the x and y directions in both spatial and spatial frequency domains,
respectively. Therefore, the electric field in the focal region of ASIL using FFT is
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given by
E (p, q) = αIFFT [Efft2(m,n)] ∆kxsil∆kysil . (2.98)
For FFT algorithm, the spatial domain xsil and ysil has the same sample size
(M and N) as the spatial frequency domain kxsil and kysil , respectively. However,
the region of interest is near the focal point, which is only a small portion compared
with the sample size of the spatial frequency domain. In order to sufficiently resolve
the details of the region of interest, zero-padding is often used. Zero-padding
simply refers to adding zeroes to the end of the vector in the input domain to
increase it length. It corresponds to the ideal interpolation in the output domain
and provides closer spaced samples of the output domain [130].








where Mfft and Nfft are the sample sizes after zero-padding. It subsequently
increases the size of the input matrix and the computation time. For the details
on how to compute the integral expression of Eq. (2.96), we can refer to the
Appendix A.
2.5.2 Fast computation of focused field using CZT
Compared to FFT, CZT allows us to avoid the use of the zero-padding and select
only the region of interest as the output space. Therefore, the number of compu-
tations reduces significantly and the CZT scheme is much faster than FFT. For
CZT, we choose the same spatial frequency domain as FFT and the spatial domain
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as xsil ∈ [x1, x2] and ysil ∈ [y1, y2], and Eq. (2.97) can be given by [119, 131],














(−M/2 ≤ m ≤M/2− 1,−N/2 ≤ n ≤ N/2− 1,
− P/2 ≤ p ≤ P/2,−Q/2 ≤ q ≤ Q/2), (2.100)
where Ax = e
−i∆kxsilx1 , Ay = e−i∆kysily1 , Wx = ei∆kxsil (x2−x1)/P , and Wy =
ei∆kysil (y2−y1)/Q. The flexibility of the CZT is because of its ability to arbitrar-
ily choose the output region and express the z transform as a convolution, which
permits the use of the well-known high speed convolution algorithm to evaluate
the convolution. For the details, please refer to the Appendix B.
2.6 Numerical simulation
In all the numerical simulations below, we consider the following settings. The SIL
is made of Silicon with a refractive index of nsil = 3.5 and the operating wavelength
is 1340 nm in the free space , both of which are appropriate for subsurface imaging
of Silicon chips. The objective medium is free space, i.e., n1 = 1. Thus the
maximum NA of objective lens is 0.2857 and the maximum effective NA of the
ASIL is 3.5 according to Eqs. (2.50) and (2.51), respectively. The radius of the
SIL is R = 1.5 mm, which is much larger than the operating wavelength. The
incident light has a Gaussian distribution. The focal length of the objective is
fobj = 1 cm. The NA used will be mentioned in the corresponding discussion.
2.6.1 Comparison of direct integral and fast algorithm us-
ing numerical simulation
In order to demonstrate the capability of the fast algorithm, we compare the
computational time and the relative error using different polarized beams. As an
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example, a CPB with wavelength λ = 1340 nm in free space is focused through an
objective and an ASIL. The NA of the objective used here is NAobj = 0.2694 and
thus the effective NA of the ASIL is NAsil = 3.3, which is the maximum available
due to the current SIL holder from Semicaps Pte Ltd [132]. We also assume that




DI, FFT and CZT are used to compute the electric field in the focal region
of the ASIL on a personal computer (PC) with an intel(R) Core(TM) i7-2600
3.40GHz processor and 16GB of RAM. We assume that the output spatial domain
xsil, ysil in the focal plane is [−0.5λ, 0.5λ] with 101 × 101 pixels, i.e., ∆xsil =
∆ysil = 0.01λ. Therefore, for CZT, P = Q = 100 in Eq. (2.100). For FFT, the
sample size after zero-padding is determined by Eq. (2.99).
Table 2.1 shows the comparison of the computation time and relative errors of









where EDI(rl) and E
FFT,CZT (rl) are the electric field vectors obtained from DI and
FFT/CZT algorithms at the location rl, respectively, and L is the number of pixels
compared. It is found that when the relative error is of the order of 10−4(M =
N = 400), the computation time of the FFT method is slightly smaller than the
time cost for DI, and an attempt (M = N = 800) to reduce the error further
leads to longer computation time for FFT. This increase in time is attributed to
Table 2.1 Computational time and relative error for DI, FFT and CZT methods.
M,N 50 100 200 400 800
DI - time (s) 21.11 21.11 21.11 21.11 21.11
FFT- time (s) 0.228 0.892 3.562 14.62 57.82
Relative error 9.9× 10−3 3.4× 10−3 2.4× 10−3 6.3× 10−4 2.1× 10−4
CZT- time (s) 0.010 0.026 0.038 0.068 0.212
Relative error 7.9× 10−3 3.3× 10−3 1.2× 10−3 4.8× 10−4 1.5× 10−4
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Fig. 2.6 Intensity and phase comparison between the x-component of the electric
field in the focal plane of ASIL computed using DI, FFT and CZT along the axes:
(a) and (b) ysil = 0, (c) and (d) xsil = 0.
the increase in the number of computations due to the zero-padding required in
FFT. On the other hand, the CZT method reduces the computational time from
21 seconds required for DI to less than a second for a sample size M,N ≤ 800 in
the spatial frequency domain with a good accuracy.
Figures 2.6-2.8 show a comparison of the three orthogonal components of the
electric field in the focal region of ASIL computed using DI, FFT and CZT along
the x-axis and the y-axis when M = N = 200, as shown in Table 2.1. It is
seen that the intensity and the phase of the three orthogonal components of the
electric field derived using the three methods are almost the same. We should
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Fig. 2.7 The caption is the same as Fig. 2.6 except the y-component instead of
the x-component of the electric field.
note that the phases using FFT and CZT are different from that using DI for the
computation of z-component of electric field at xsil = 0 or ysil = 0 in Figs. 2.8(b)
and 2.8(d). But the magnitudes are so small that they have no effect on the final
electric field distribution. As seen from Table 2.1, CZT is more computationally
efficient than FFT. Thus in the following sections, CZT method is used to compute
the focal field of ASIL. We also mention that the CZT method can provide not
only accurate results and high speed calculation, but also the ability of handling
incident light with arbitrary polarization and complex distributions such as vortex
beam, which is demonstrated in the following section. Therefore, it is an efficient
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Fig. 2.8 The caption is the same as Fig. 2.6 except the z-component instead of
the x-component of the electric field.
tool to evaluate the distribution of the electric field in the focal region. The
intensity distribution of the focal field and the resolution predicted by FWHM are
also computed in the following section.
2.6.2 Focal field distribution and resolution predicted by
FWHM
The electric field intensity distribution can be simulated using the CZT fast al-
gorithm, which has demonstrated the good accuracy in the previous section. We
choose the same simulation parameters as the previous section. Four different
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Fig. 2.9 Intensity distribution in the focal region when (a-d) LPB-x, (e-h) CPB,
(i-l) RPB and (m-p) APB with NAsil = 3.3 are used. The first three columns
correspond to the intensity produced by three orthogonal components and the last
columns is the total intensity distribution in the focal region. Each component is
normalized by the maximum of the corresponding total intensity. The horizontal
and vertical coordinates are [-0.5, 0.5] for xsil/λ and ysil/λ, respectively.
polarized beams, LPB-x, CPB, RPB and APB, as well as with vortices beam are
investigated using numerical simulation.
Figure 2.9 shows the intensity distribution of the focal field for four different
polarized beams, LPB-x, CPB, RPB and APB, with NAsil = 3.3. Each component
of the electric field is also provided. It is found that for LPB-x, a major part of
the intensity as shown in Fig. 2.9(a) is contributed by the electric field component,
parallel to the direction of the polarization of the illumination. The orthogonal
transverse components in Fig. 2.9(b) show a four-leaf-clover-shaped distribution.
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On the other hand, the computed patterns of the intensity distribution of the
longitudinal component, as shown in Fig. 2.9(c), shows two symmetric maxima
away from the optical axis in the direction of the polarization of the illumina-
tion. Therefore, the total intensity distribution is a stretched spot as shown in
Fig. 2.9(d). For CPB, which is a superposition of the two orthogonal LPBs with a
retardation of pi/2 between them, the total intensity distribution is a perfect spot.
It is also observed that RPB can be focused into a tighter spot because of the
creation of a significantly strong longitudinal electric field component as shown
in Fig. 2.9(k), whereas APB has purely transverse electric field component and
doughnut shape in the focal region as shown in Fig. 2.9(p).
Figures 2.10 and 2.11 show the four polarized beams with vortex of n = 1
Fig. 2.10 The caption is the same as Fig. 2.9 except n = 1 vortex beam is used.
56
2 FOCUSING OF INCIDENT LIGHT
Fig. 2.11 The caption is the same as Fig. 2.9 except n = 2 vortex beam is used.
Table 2.2 Resolution predicted by FWHM of focal spot for four different polar-





λ nm λ nm λ nm λ nm λ nm
1340 0.5 1.131 1516 1.135 1521 1.133 1518 – – 1.166 1562
1340 1.0 0.565 757 0.573 768 0.569 762 – – 0.583 781
1340 2.1 0.268 359 0.287 385 0.277 371 – – 0.278 373
1340 2.4 0.233 312 0.258 346 0.245 328 – – 0.241 323
1340 2.7 0.207 277 0.236 316 0.221 296 0.459 615 0.216 289
1340 3.0 0.187 251 0.223 299 0.204 273 0.338 453 0.195 261
1340 3.3 0.168 225 0.219 293 0.192 257 0.222 297 0.176 236
1340 3.5 0.157 210 0.227 304 0.191 256 0.170 228 0.164 220
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Fig. 2.12 The computed intensity cross sections in the focal plane along the
radial direction for LPB-x (Figs. 2.9(d)), CPB (Figs. 2.9(h)), RPB (Figs. 2.9(l))
and APV (n = 1) (Figs. 2.10(p)), when a clear aperture with NAsil = 3.3 is used.
Fig. 2.13 The resolution predicted by FWHM of focal spot with the change of
NAsil for LPB-x, CPB, RPB and APV (n = 1), when a clear aperture is used.
The right figure is zoomed-in part of the original figure.
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and n = 2 in Eqs. (2.79), (2.86) and (2.88), respectively. It is noted that the
total intensity distributions are no longer a spot for most of the vortex beam. For
example, when vortex n = 2 , the intensity distributions take the shape of an
doughnut for all four polarized beams, as shown in Figs. 2.11(d), 2.11(h), 2.11(l)
and 2.11(p). It is interesting that for vortex n = 1, while intensity distributions
of other polarized beams are a doughnut as shown in Figs. 2.10(d), 2.10(h) and
2.11(l), the azimuthally polarized beam with vortex (APV) in 2.10(p) has a smaller
spot than CPB and RPB, which is also reflected in Fig. 2.12.
For all of the polarized beams, we are interested in the cases that have a
small spot intensity distribution in the focal region. Figure 2.12 shows the com-
puted intensity cross sections in the focal plane along the radial direction for
LPB-x (Figs. 2.9(d)), CPB (Figs. 2.9(h)), RPB (Figs. 2.9(l)) and APV (n = 1)
(Figs. 2.10(p)), when a clear aperture with NAsil = 3.3 is used. It is clear that
APV has a smaller focal spot compared to CPB and RPB. Although the FWHM
of the cross section profile along y-axis of LPB-x is smaller than that of APV, the
focal field distribution of LPB-x is a stretched spot along the x-axis.
Figure 2.13 shows the change of resolution predicted by the FWHM of the
focal spot with the change of NAsil for LPB-x, CPB, RPB and APV (n = 1),
when a clear aperture is used. It is observed that when the NAsil is small, all of
polarized beams have almost the same resolutions. With the increase of the NAsil,
the effect of polarization becomes more prominent. It is very interesting that for
LPB-x, the resolution predicted by FWHM along the x-axis become better and
then a little worse when the NAsil increases from 0.5 to 3.5. This is because
of the strong contribution from the longitudinal components of the focal field in
high NA, as shown in Figs. 2.9(c). In contrast, the resolution predicted by the
FWHM along the y-axis becomes better consistently with the increase of the NAsil.
Similarly, for CPB and APV (n = 1), the FWHM becomes smaller monotonically
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with the increase of the NAsil. If we consider the rotationally symmetrical focal
spot only, APV (n = 1) provides the best resolution of about 220 nm when a clear
aperture with NAsil = 3.3 is used. For RPB, when the NAsil is small, the dominant
component are transverse components of the focal field, which is a doughnut shape
and not a spot. With the increase of NAsil, the increasing longitudinal component
makes the focal field distribution as a small spot. Some resolutions predicted by
FWHM for different NAsil are shown in Table 2.2.
2.7 Summary
In this chapter, Subsystem I of ASIL microscopy, i.e., focusing of the incident light
through an ASIL is explicitly investigated. Compared to the cases in [72, 73], it
provides more accurate results for the ASIL case. The integral representation
of the focal field for ASIL microscopy using different polarized beams is derived
based on the vector diffraction theory, which can be also computed efficiently
and accurately using CZT after necessary modification of the diffraction integral.
Furthermore, numerical simulation show the focal field distribution and resolution
predicted by FWHM of focal field for different polarized beams as well as vortex
beams.
It is found that for clear aperture with high NA, the high asymmetry of the
focal field of LPB makes the focal field distribution a stretched spot, which is also
similar to the no-SIL case [99]. We also observe that the APV (n=1) provides




Dyadic Green’s function for ASIL
microscopy
3.1 Introduction
Theoretical studies for SIL microscopy system were explored in [11, 12, 71, 73, 133–
140] and experimental investigations were also reported in [54, 61, 62, 141]. Most
reported results used ray optics and/or paraxial approximations to study the SIL
microscopy systems. While the use of point spread functions and aberration func-
tions are common in optics, the utility of the dyadic Green’s function (DGF) has
also been demonstrated [78, 111, 142–147]. The DGF are usually based on elec-
tromagnetic theory. Thus, they have greater applicability than the point spread
function (in non-focal regions as well) and can be used to explain or predict the
behavior of the system in many scenarios.
In this Chapter, a simple introduction to the DGF is given first. The DGF
for the ASIL microscopy system is analytically derived from the far-field approx-
imation [79] (the radius of the SIL is much larger than the wavelength and the
source point is close to the aplanatic point, both being practical assumptions).
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The formulation dispenses with the need for solving complex boundary condition
problems at the interface and provides closed form expressions for the DGF under
practical scenario. In addition, while the use of vector diffraction theory suffers
from a big computational challenge due to the highly oscillatory behavior of the
integrand of the DGF and a substantial number of pairs of points in the object and
image regions, we augment the computation speed by using FFT and CZT. Using
the DGF, we compare the behaviors of SIL and non-SIL microscopy systems in the
presence of a single dipole source (equivalent to the point spread function). We
also study the resolution of an ASIL subsurface microscopy system. Resolution
limits under various criteria are computed. Combinations of dipoles of various
orientations are considered. Both lateral and longitudinal resolutions are studied.
3.2 DGF in homogenous medium
In a homogeneous space, a Green’s function g(r, r′) characterizes the response due
to a point source and is useful in expressing a field in term of its source. The




4pi|r− r′| . (3.1)








· g(r, r′), (3.2)















where µ is the permeability of the medium.
Now we consider an arbitrarily oriented electric dipole located at r′ with current
dipole moment Il as shown in Fig. 3.1. When the observation point r is far away
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Fig. 3.1 Far-field approximation




r − r′ · rˆ, for phase variations,
r, for amplitude variations,
. (3.4)














In the far field, the radiation behaves like plane waves, thus the operators ∇ can















For Eq. (3.7), when the dipole is an infinitesimal dipole with current dipole moment
Il = Ilxxˆ+ Ilyyˆ + Ilz zˆ and located at r
′ = (x′, y′, z′), that is
J(r) = Ilδ(r− r′), (3.8)
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3.3 DGF for ASIL microscopy
3.3.1 Proposed model for imaging an electric dipole
For the imaging of an electrical dipole in the ASIL microscopy system, we have the
equivalent diagram as shown in Fig. 3.2. In the setup, the longitudinal direction is
represented as zˆ axis. The SIL is represented using its radius R and the refractive
index of the SIL nsil. The refractive index of the SIL is the same as the medium in
which the object structures are present to be imaged. The region to be imaged is
referred to as the object region for convenience. The objective lens is represented
using its focal length fobj, its semi-aperture angle θmax, and its refractive index nobj.
The image region is the region containing the CCD screen. The CCD screen is in
Fig. 3.2 Equivalent representation of subsystem III, imaging of scattered light,
which shows various interfaces and path of a ray traveling through these interfaces.
θobj and θccd are the semi-aperture angles of the objective and the CCD lens.
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the focal region of the CCD lens, which is characterized with fccd and the refractive
index of the image region nccd. This setup can be understood as comprising of
three different coordinate systems:
1. ASIL coordinate system:
The aplanatic point of the ASIL is considered as the origin for this system.
It is represented using Osil. This point is different from the geometric center
of the SIL, which is represented using Csil. A spherical coordinate system is
used for representing the points in this coordinate system. Thus, rsil is repre-
sented using (rsil, θsil, φsil) , which are the radial distances of the point from
Osil, the angle of elevation, and the azimuthal angle respectively. The unit




. Alternatively, a Cartesian coordi-
nate system may be used, where rsil is represented using (xsil, ysil, zsil). For
defining the dipole current element , we use the unit vectors (xˆsil, yˆsil, zˆsil).
2. Objective coordinate system:
The objective is represented using the Gaussian reference sphere (GRS). The
focal point of the objective is considered as the origin Oobj of the objective
coordinate system. A spherical coordinate system is used for representing the
points in the object region with reference to the objective coordinate system.





the spherical coordinates and the unit vectors, respectively.
3. CCD coordinate system:
The CCD lens is also represented using a GRS. The focal point of the CCD
lens is considered as the origin Occd of the CCD coordinate system. A spher-
ical coordinate system is used for representing the points in the CCD region.
Accordingly, a point rccd is represented using (rccd, θccd, φccd) in the spherical
coordinates and (xccd, yccd, zccd) in Cartesian coordinate system.
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Fig. 3.3 (a) A practical representation of the SIL microscopy system. (b) The
non-SIL microscopy system obtained by substituting nsil with nobj. (c) Illustration
of the angles γAsil and γ
A
obj used in Eq. (3.13).
3.3.2 DGF for ASIL microscopy system
The DGF of the ASIL microscopy system maps a dipole current source in the
object plane to the electric field in the image plane. The derivation of the DGF
is presented in this section. For a dipole with current source moments Il (r′sil)
located at r′sil close to the aplanatic point Osil (r
′
sil  R), the electric field inside
the ASIL region close to the interface (such that far-field approximation is valid










sil · Il (r′sil) . (3.11)
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, the interface of ASIL and ob-
jective regions can be considered as planar and therefore the Fresnel transmission
coefficients can be used due to the far-field approximation r′sil  R. Thus, after
the refraction at an arbitrary point A on the ASIL interface (see Fig. 3.2), the














sil · Il (r′sil) , (3.12)
where tAs and t
A
p are the transmission coefficients at the point A for s- and p-
polarizations respectively. For the point A on the interface, the transmission

















where γAsil and γ
A
obj are the angles made by the wave vectors ksil and kobj with the
normal vector at the interface, as shown in Fig. 3.3. Here, for further convenience

















Under the assumption of r′sil  R, we have γAsil ≈ θAobj, γAobj ≈ θAsil and rAobj/rAsil =

































sil · Il (r′sil) . (3.16)
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After passing the objective lens, the wave travels parallel to the optic axis, reaches
the CCD lens and is collected at the focus of the CCD lens. Immediately after
the refraction at CCD lens, the electric field at a point B (see Fig. 3.2) on the
interface of the GRS representing the CCD lens, E(pi − θccd, φccd − pi) is given by





where sˆobj and sˆccd are the unit vectors along the electric fields for s- polarizations
in the objective and the CCD regions, while pˆobj and pˆccd are the unit vectors along
the electric fields for the p- polarizations in the objective and the CCD regions.
Here we use the subscript −∞ in the notation, because in the CCD coordinate
system, the electric field at point B of GRS is in the far-field compared with
wavelength. Noting the relationships φccd = pi + φobj and φsil = φobj, we have the
following equations:
φˆsil = φˆobj, (3.18)
and
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kˆccd = rˆccd =

− sin θccd cosφobj
− sin θccd sinφobj
cos θccd
 , (3.20b)






From here, we drop the superscript A and B for convenience since the meaning
of notation is obvious even without their use. Therefore, substituting Eq. (3.16)










G · Il (r′sil) , (3.21)
where G is transformation dyaidc matrix,




(ts + tp cos θccd cos θsil)− (ts − tp cos θccd cos θsil) cos 2φobj
− (ts − tp cos θccd cos θsil) sin 2φobj




− (ts − tp cos θccd cos θsil) sin 2φobj
(ts + tp cos θccd cos θsil) + (ts − tp cos θccd cos θsil) cos 2φobj
2tp sin θccd cos θsil sinφobj
 , (3.24)
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and






This far-field E−∞(θccd, φccd) can now be introduced into angular spectrum repre-









Thus, considering Eq. (2.22), the electric field at a generic point rccd in the CCD





E−∞eikccd·rccd sin θccddφccddθccd. (3.27)







Substituting Eqs. (3.21) and (3.28) into Eq. (3.27), we simplify it to





















Considering G in Eq. (3.22) and the integral identities in Eq. (2.28), Eq. (3.29)
can be further simplified to
Eccd(rccd) = iωµGPSF · Il (r′sil) , (3.30)


















3 DYADIC GREEN’S FUNCTION FOR ASIL MICROSCOPY













Πcc0 = ts + tp cos θccd cos θsil, Π
ss
0 = tp sin θccd sin θsil, (3.33a)
Πsc1 = tp cos θccd sin θsil cosψ, Π
ss
1 = tp cos θccd sin θsil sinψ, (3.33b)
Πcc1 = tp sin θccd cos θsil cosψ, Π
cs
1 = tp sin θccd cos θsil sinψ, (3.33c)





x2 + y2; ψ = arctan (y/x) (3.34a)
x = −(kccdxccd sin θccd + ksilx′sil sin θsil), (3.34b)
y = −(kccdyccd sin θccd + ksily′sil sin θsil), (3.34c)
z = kccdzccd cos θccd − ksilz′sil cos θsil. (3.34d)
It is noted that in practically all optical systems the CCD lens has a much larger
focal length than the objective lens, i.e. fccd  fobj due to which, cos θccd ≈ 1
and sin θccd ≈ 0 for the magnitude variations. Therefore, the elements in the last
row of Eq. (3.31) are very small. The DGF for the ASIL microscopy system for
an arbitrarily located dipole is therefore given by Eqs. (3.30)-(3.34). The only
condition is that the wavelength of the wave and distance of the dipole from
the aplanatic point are very small in comparison with the radius of the SIL, i.e.,
λ, r′sil  R (R is at least ten times of λ or r′sil). Furthermore, for sin θobj >
nobj/nsil, total internal reflection of the electric field occurs at the interface of the
SIL. Thus, the valid range of θobj is given by sin θobj ≤ nobj/nsil, which implies
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In addition, the above derivation can also be used for a non-SIL microscopy
system as shown in Fig. 3.3 when using the substitutions: nsil = nobj, θsil = θobj,
and Osil = Oobj, which is the same as in [111]. In such a system in Fig. 3.3(b), the
whole object region is replaced with the free space. This means that there is no
sample and no-SIL. The dipole to be imaged is simply present in the free space. In
this way we can compare the two microscopy systems in a fair manner. Wherever it
is not mentioned explicitly, if the expression NAmax is used for non-SIL microscopy
system, it means the maximum NA of the objective for the corresponding SIL
system. It should not be confused with the maximum NA for free space imaging
system.
3.3.3 Paraxial approximation and magnification
In the paraxial approximation, θmax → 0, it allows us to make the following
approximations for Eq. (3.15)










sin θsil ≈ θobj nsil
nobj








sin θccd ≈ θobj fobj
fccd
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Based on above approximations, Eq. (3.34) can be simplified to
ρ = θobj ρ˜ = θobj
√
x˜2 + y˜2; ψ = arctan (y˜/x˜) (3.38a)













































which is the lateral magnification of a general microscopy system without the SIL.
1. Lateral magnification
In the paraxial approximations, we are interest in the electric field in the
image plane zccd = 0. Considering that r
′
sil belongs to the object plane








unJn−1(u)dx = unJn(u), (3.40b)



























dθobj ≈ 0. (3.41c)
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It is evident that for the point r′sil, the maximum intensity occurs when ρ˜ = 0,



















Now, for determining the longitudinal magnification, we consider that r′sil
lies on the longitudinal axis, i.e.,x′sil = y
′
sil = 0. Since we are interested in
the longitudinal direction only, we fix xccd = yccd = 0. Thus, ρ = 0. Due to

















2 = 0. (3.44b)














For the above, it is evident that the maximum intensity for r′sil occurs when


















where M ′ =
nccd
nobj
M2 is the longitudinal resolution of a general microscopy
systems without a SIL. Thus, the longitudinal magnification of the SIL based
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So far, we get the expressions of DGF in the paraxial approximation and mag-
nification for the non-SIL and ASIL microscopy system. It is found that the
ASIL microscopy system has larger lateral magnification compared to the non-
SIL microscopy system. Specially, the lateral magnification is (nsil/nobj)
2 times of
the non-SIL microscopy system while the longitudinal magnification is (nsil/nobj)
3
times.
3.3.4 Fast computation of the DGF using FFT and CZT
The DGF for ASIL microscope has been obtained in the previous section. By
means of the DGF, we can obtain the intensity distribution in the CCD region
corresponding to an induced current distribution in the focal plane of ASIL. How-
ever, numerical simulation of the DGF for each pair of points in the focal region
of ASIL and the CCD region is very time-consuming. The bottleneck of this is-
sue is the evaluation of the diffraction integral in which the integrand is a highly
oscillatory function. In this section, the fast calculation of DGF using FFT and
CZT is presented for the imaging of scattered light, as shown in Fig. 3.2. The
NA of objective lens is NA = nobj sin θmax, where θmax is the maximum value of
θobj. For a current dipole Il(rsil) located at rsil(xsil, ysil, zsil) close to the aplanatic
point of ASIL, Osil, the electric field immediately after the interface of the GRS










[Gx,Gy,Gz] · Il (rsil) , (3.48)
where G = [Gx,Gy,Gz] is determined by Eqs. (3.23)-(3.25). We also substitute
Eq. (3.48) into Eq. (3.26) to get the same expression as Eq. (3.30). It is noted
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)1/2 ≤ kccd sin θccdmax and θccdmax is the maximum value of θccd.
We also note that kxsil = −kxccdMlat and kysil = −kyccdMlat, where Mlat is the
transverse magnification of the ASIL microscopy system determined by Eq. (3.43).
Based on Eq. (3.49), we can follow the processes in the section 2.5 of Chapter 2
to compute the DGF of ASIL microscope efficiently and accurately using CZT.
3.4 Numerical simulation
The intensity at a point rccd is given by I (rccd) = |E (rccd)|2, where || denotes the
Euclidean norm. For convenience, we use the quantity In (rccd) = I (rccd)/(ωµ)
2 ,
such that using Eqs. (3.30) and (3.31), In (rccd) accounts for only the integrals in
Eq. (3.32). In all the plots in this section, the intensity In (rccd) is used.
In the numerical simulations below, we consider the following settings. The
ASIL is made of Silicon and has the refractive index of nsil = 3.5. This is useful
in subsurface image of Silicon chips. The radius of the SIL is R = 1.5 mm. The
wavelength of the optical signal is chosen as λ = 1340 nm. The parameters of
the objective are nobj = 1 and fobj = 1 cm. The detector lens in the CCD region
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has the parameters nccd = 1 and fccd = 10 cm. When unspecified, the numerical
aperture of the objective is given by Eq. (3.35). Thus, in general NAobj = NAmax =
0.2857. Therefore, the effective NA of ASIL is 3.5. If other values of numerical
apertures are used, they are specified explicitly in the figures and the corresponding
discussions.
3.4.1 Comparison of computation of DGF using direct in-
tegral and fast algorithm
As an example, we consider the computation of the DGF for a current dipole
located at the aplanatic point, i.e., rsil = 0 and the NA of objective is also 0.2857
and therefore the effective NAsil = 3.5. As shown in Table 3.1, when the sampling
spatial frequency plane (kxccd and kyccd) is discretized into a grid of size 400 ×
400, the calculation time of DGF using CZT method is around 0.128 second for
101× 101 pixels in CCD region, as compared with around 50 seconds for DI. The
relative error is  = 2.2× 10−3.
Figure 3.4 shows the comparison using DI and CZT for one of the DGF ele-
ments Gyy along the x-axis (Figs. 3.4(a) and 3.4(b)) and the y-axis (Figs. 3.4(c)
and 3.4(d) in the focal plane (zccd = 0) of the CCD region, respectively. It is found
that the two methods yield agreeable results for the element Gyy of DGF along
both axes. Similarly, we also find that other elements of DGF show the agreeable
match using using the two methods.
Table 3.1 Comparison of computational time and relative error of DGF using DI
and CZT methods
M,N 50 100 200 400 800
DI - time (s) 50 50 50 50 50
CZT- time (s) 0.016 0.026 0.053 0.128 0.448
Relative error 3.7× 10−2 1.4× 10−2 5.4× 10−3 2.2× 10−3 7.1× 10−4
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Fig. 3.4 Comparison between the element Gyy of DGF computed using DI and
CZT along both axes in the CCD region: (a) and (b) yccd = 0, (c) and (d) xccd = 0,
when rsil = (0, 0, 0).
Fig. 3.5 Basic characteristics of the DGF of SIL microscopy system for NAobj =
0.2857. (a) The intensity along the x and y axes in the CCD region corresponding
to a xˆ directed dipole at the aplanatic point, for the case xccd = 0, ρccd = yccd
while the case yccd = 0, ρccd = xccd. (b) The intensity along the z axis in the
CCD region corresponding to a xˆ directed dipole at the aplanatic point. (c) The
intensity along the x axis in the CCD region corresponding to a zˆ directed dipole
at the aplanatic point.
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Fig. 3.6 Comparison of the DGF of SIL microscopy system with non-SIL mi-
croscopy system for NAobj = 0.2857. (a) The normalized intensity along the x axis
in the CCD region corresponding to a xˆ directed dipole at the aplanatic point.
(b) The normalized intensity along the z axis in the CCD region corresponding to
a xˆ directed dipole at the aplanatic point. (c) The normalized intensity along the
x axis in the CCD region corresponding to a zˆ directed dipole at the aplanatic
point.
3.4.2 The basic characteristics of the DGF for a single
source
Considering that there is a synthetic dipole source at the aplanatic point, r′sil = 0,
we use the DGF Eq. (3.31) to compute the intensity in the CCD region. First
we consider, Il (r′sil) = xˆsil. The intensities along the x axis in the CCD region
(i.e., yccd = zccd = 0) and the y axis in the CCD region ( i.e., xsil = zsil = 0) are
plotted in Fig. 3.5(a). The full width at half maximum (FWHM) along the x axis
is 0.156λ and along the y axis is 0.142λ. The first zero occurs at about 0.19λ and
0.165λ away from the peak for the x and y axes, respectively. The intensity along
the longitudinal direction is plotted in Fig. 3.5(b). Though the FWHM and zeros
along the longitudinal direction are not generally used in practice, we mention
them for the sake of completeness. The FWHM and the location of the first zero
away from the peak are 0.512λ and 0.58λ, respectively. For a yˆ directed dipole, the
plots are similar to Fig. 3.5(a,b), except that the two plots along the x and y axes
are now interchanged in Fig. 3.5(a). Next, we consider r′sil = 0 and Il (r′sil) = zˆsil.
The intensity along the x axis in the CCD region, i.e., yccd = zccd = 0 is plotted
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in Fig. 3.5(c). It is found that the intensity distribution produced by zˆsil is a
doughnut shape.
Furthermore, we compare the SIL microscopy system with the non-SIL mi-
croscopy system. First, we compare the intensities and point spread at the apla-
natic (or focal) point. For the xˆ directed dipole, the intensities along the x and z
axes for both SIL and non-SIL systems are plotted in Fig. 3.6(a,b). The intensities
along the x axis for a zˆ directed dipole at the aplanatic (focal) point for the SIL
and non-SIL systems are plotted in Fig. 3.6(c). In all the figures, the intensity is
normalized, i.e., In/max(In) . However, the peak In in the case of the non-SIL
system is very small in comparison to the SIL system and the actual intensities In
are not plotted as they do not give a good comparison of the point spread. In all
the cases, we see that the point spreads for SIL and non-SIL system are almost
same.
However, it is well known that the resolution of the SIL system is significantly
better than the non-SIL system [11, 12]. Thus, in order to explain the apparent
inconsistency, we should consider the resolution criterion from two perspectives:
• The effect of magnification, and
• The point spread.
For explaining the effect of magnification, we move the source away from the
aplanatic (or focal) point and see the image of the source. In the object region,
we place a xˆ directed source at r′sil = (−λ, 0, 0) and plot the intensities along
the x axis for the SIL and non-SIL microscopy systems in Fig. 3.7(a). Similarly,
in the object region, we place an xˆ directed source at r′sil = (0, 0, λ) and plot
the intensities along the z axis for the SIL and non-SIL microscopy systems in
Fig. 3.7(b). It is seen that the shift in the image of the source is quite different
in the SIL and non-SIL system. The shift in the SIL system is much more than
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Fig. 3.7 Comparison of the shift in image of a xˆ directed dipole in SIL and non-SIL
microscopy systems for NAobj = 0.2857. (a) For dipole location r
′
sil = (−λ, 0, 0),
the intensity along the x axis in the CCD region. (b) For dipole location r′sil =
(0, 0, λ), the intensity along the z axis in the CCD region.
the non-SIL system. This happens because of the larger magnification in the SIL
system (see Eqs. (3.43) and (3.47)). Now we consider the lateral resolution. We
place two sources at (−λ, 0, 0) and (λ, 0, 0). Since the shift in SIL case is much
larger than the non-SIL case and at the same time the point spread is the same
in the two cases, it is much easier to separate the two point spreads of the two
sources for the case of SIL system than the case of non-SIL system. This explains
the apparent inconsistency mentioned above. More details about the resolution of
the SIL system will be found in Section 3.5.
3.4.3 Effect of NA of the objective on the imaging of dipole
sources
It is already mentioned that the maximum NA of the objective that can be used
in the SIL microscopy system is given by Eq. (3.35). Now, we see the effect of
using a NA less than NAmax. In Fig. 3.8(a,b), we plot the normalized intensities
along x and z axes for a xˆ directed dipole placed at the aplanatic point for various
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values of NA of the objective. It is noted the point spread is smaller for larger
NA. Figure 3.8(c) shows the peak intensities of the point spreads for various NA.
Plot for the non-SIL microscopy system is also included. It is observed that the
peak intensity of the point spread is higher for larger NA. This is because the
solid angle over which the radiated signal is collected is larger for larger NA. We
also note that the peak intensity is significantly larger for the SIL microscopy
system. This is because for a particular NA of the objective, the solid angle in the
SIL region is significantly larger (thus increasing the effective NA of the system).
Fig. 3.8 Effect of NA on the point spread function. (a) The normalized intensity
along the x axis in the CCD region for various values of NAobj. (b) The normalized
intensity along the z axis in the CCD region for various values of NAobj. (c) The
peak intensities of SIL and non-SIL microscopy systems for various values of NAobj.
(d) The FWHM of the point spreads of SIL and non-SIL microscopy systems for
various values of NAobj.
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Fig. 3.9 Effect of NA of the objective along the longitudinal axis. We consider
six positions z′sil = {0, 0.2, 0.4, 0.6, 0.8, 1}λ, x′sil = y′sil = 0. (a) NAobj = 0.2857
(b) NAobj = 0.2 (c) NAobj = 0.1.
Figure 3.8(d) plots the FWHM of the SIL and the non-SIL microscopy systems
as a function of NA. The SIL microscopy system has lower FWHM as compared
to the non-SIL microscopy system. Furthermore, the FWHM is smaller for larger
values of NA. The first property (larger intensity for larger NA) is desirable for
the ease of sensing in the CCD plane (and better signal to noise ratio) while the




The effect of the NA is more influential along the longitudinal direction. We
consider an xˆ directed dipole which is placed at various positions along the longi-
tudinal axis. For Fig. 3.9, we consider six positions z′sil = {0, 0.2, 0.4, 0.6, 0.8, 1}λ,
x′sil = y′sil = 0. For NAmax, Figure 3.9(a) shows that as we move away from the
aplanatic point, there are three observations:
• Though the peak of the intensity should be at zccd = Mlonz′sil according to
the paraxial approximation (PA) Eq. (3.46), the actual peak is not at these
locations. They are rather shifted further away from the expected image
point. This observation is clearly visible in Fig. 3.10(a), which provides the
quantitative evaluation of this observation.
• The intensity of the image decreases as we move away from the aplanatic
point.
• The side lobe level increases as we move away from the aplanatic point.
Though all these effects are present for NAobj = 0.2 (Fig. 3.9(b)) as well, the
effects become less prominent (even absent) for smaller NA, for example NAobj =
0.1(Fig. 3.9(c)).
Now, we change z′sil from 0 to 10λ and plot the point where the peak occurs
against the actual location of the source in Fig. 3.10(a). In addition to various
value of NA for the SIL system, we also consider the non-SIL system. It is seen
that for low NA, NAobj = 0.1 and for non-SIL system, the actual image point is
very close to the expected image point. In Fig. 3.10(b), we plot the peak intensities
of the image for z′sil from 0 to 10λ. It is seen that the peak intensity falls rapidly
away from the aplanatic point in the case of NAmax. On the other hand, for low
NA, NAobj = 0.1 and for non-SIL system, the intensity remains flat even away
from the aplanatic point.
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Fig. 3.10 Effect of NA of the objective along the longitudinal axis. (a) The peak
points in the image (CCD) region vs. the actual source locations in the object
(SIL) region. (b) The peak intensities in the image (CCD) plane corresponding to
the actual locations in the object (SIL) region. For both (a) and (b), the non-SIL
microscopy system uses NAobj = 0.2857. Mlon from Eq. (3.47) is used for SIL
microscopy system and M ′ = nccdM2/nobj is used for non-SIL microscopy system.
The above observations have two consequences from the practical point of
view. The first is that better depth of focus in the SIL microscopy system can
be achieved by using lower NA. The second is that if NAmax is used for NA, the
focal region can be very thin and specific, implying that the sources away from the
focal plane will not affect (blur) the image, thus giving a better image of the focal
plane. However, as discussed after Fig. 3.8, NA also impacts the size of the focal
spot and smaller focal spot is desirable for better resolution. Thus, in practice,
all of these considerations need to be taken while selecting a suitable numerical
aperture of the objective.
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3.5 The resolution of ASIL subsurface mi-
croscopy using DGF
Resolution is a very important factor for a microscopy system [16, 111]. It has
already been demonstrated that the resolution of the SIL system is significantly
better than the non-SIL system [11, 12]. In order to explain the resolution, the
effect of magnification has been investigated in Section 3.4.2. Another factor is
how the resolution is defined. In this section, we consider various resolution criteria
that are defined for the SIL and non-SIL microscopy systems.
3.5.1 Resolution criteria
Although there are many criteria for resolution in vogue, there is no consensus in
the research community about the best choice for the resolution criterion [148].
The resolution limits specified by Houston (FWHM) and Rayleigh as illustrated in
Fig. 3.11 are used to compute the resolution for the SIL and non-SIL microscopy
systems [11, 111]. The Houston criterion is given by the FWHM. In the original
definition of the Rayleigh limit (applied for imaging of incoherent sources), the
Fig. 3.11 Definitions of parameters used for defining resolution. (a) d1 and d2 are
defined as Houston criterion (FWHM) and Rayleigh criterion. (b) The definition
of Sparrow criterion and Modified Rayleigh criterion.
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distance between the sources such that the peak intensity of the point spread
function of one source coincides with the first minimum of the second source was
considered as the resolution limit. Effectively, this means that the distance of the
first minimum of the point spread function from the peak intensity is the Rayleigh
resolution limit, as shown in Fig. 3.11(a). Empirically, the Rayleigh resolution
limit is then given by 0.61λ/NA. However, the Rayleigh criterion defined in this
way is not useful to generalize to other pupils or coherence conditions. Hence we
can consider a modified Rayleigh criterion that uses the combined point spread
functions of two sources to define the resolution. The modified Rayleigh criterion
may be defined in two ways.
For the first, we define Imin and Imax as shown in Fig. 3.11(b). For two sources
with equal magnitude placed at r1sil and r
2
sil, Imax is the peak intensity of the
combined point spread function, while Imin is the minimum intensity between the




sil) represent the intensity at the conjugate points
in the image plane corresponding to r1sil and r
2
sil. According to the first way, two
points are said to be resolved if
Imin/Imax < 0.735 (3.51)
hold (saddle-to-peak ratio [45]). We refer to it as the modified Rayleigh criterion
1.
According to the second way, two points are said to be resolved if the distance





sil)) < 0.735. (3.52)
We refer to it as the modified Rayleigh criterion 2. In general, the modified
Rayleigh criterion 2 is more widely used in the literature [16, 32, 149]. However,
it is difficult to identify the exact image conjugate point of the source in image
space, but rather easier to find the point of maximum of the intensity. This was
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the motivation to use the modified Rayleigh criterion 1. We consider both ratios
and compute the resolution limits for both definitions.
We also consider the so-called Sparrow limit as defined by Corle and Kino
in [32]. According to Corle and Kino, the Sparrow resolution limit is the dis-
tance between two sources such that the intensity at the midway point is equal to
that at the source points is considered as the resolution limit. With reference to





sil)) = 1, (3.53)
is the Sparrow limit. Empirically, for paraxial incoherent imaging with a circular
pupil, the Sparrow resolution limit is given by 0.51λ/NA.
In order to compare the above-mentioned resolution criteria, the visual res-
olution limit is defined for the video clips as follows: we increase the distance
between the sources by 0.005λ in each subsequent frame. The first frame where
we can visually resolve the targets is used as the reference for the visual resolution.
The distance between the two sources in that frame is considered as the visual
resolution limit.
3.5.2 Lateral resolution
In this section, we present the lateral resolution for the SIL microscopy system and
compare it with that of the non-SIL system. It is well known that the resolution
depends upon the polarization of the sources being imaged. So, we consider three
cases of polarizations:
• Case 1: One yˆ and one xˆ directed dipoles along x axis. Il (r1sil) = yˆ and
Il (r2sil) = xˆ;
• Case 2: Two yˆ directed dipoles along x axis. Il (r1sil) = yˆ and Il (r2sil) = yˆ;
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Fig. 3.12 Plot of Imin/Imax and Imin/max (In (r
1
sil) , In (r
2
sil)) for various values of
NA for SIL system and non-SIL system. (a) and (b) is for Case 1, (c) and (d) for
Case 2, and (e) and (f) for Case 3.
• Case 3: Two xˆ directed dipoles along x axis. Il (r1sil) = xˆ and Il (r2sil) = xˆ;
where r1sil = (−∆x/2 , 0, 0) and r2sil = (∆x/2 , 0, 0).
Figure 3.12 show the results of Imin/Imax and Imin/max (In (r
1
sil) , In (r
2
sil)) as
a function of of ∆x for Cases 1-3. Figure 3.13 shows the images of two sources
for SIL system with NAmax, such that the sources are not resolved in the first
subfigure, barely resolved in the second subfigure, and well-resolved in the last
subfigure for each case of sources combination. In order to see the effect of NA
and compare the resolution, Figure 3.14 shows the images of two barely resolved
dipoles for the SIL system with NAobj = 0.2, the SIL system with NAobj = 0.1,
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and the non-SIL system with NAmax, respectively.
From Figs. 3.12-3.14 and Table 3.2, the following deductions can be made:
1. The resolution is better for the case 1 (i.e., one yˆ and one xˆ directed dipole)
than the other two cases.
2. The resolution for the case 2 is slightly better than the case 3.
3. Despite slight variations in the two ways of computing the resolution limit in
the modified Rayleigh criteria 1 and 2, the resolution limits computed using
them are almost the same to each other for each case.
4. The visually obtained resolution limit from the video clip for the case 1 (see
row 9 of Table 3.2) is the closest to the Houston limit (FWHM) computed
using the point spread function of xˆ directed dipole (see row 1 of Table 3.2),
the empirical values of the Sparrow limit (see row 6 of Table 3.2), and the
Sparrow limit computed for the case 1 (see row 7 of Table 3.2).
5. The visually obtained resolution limits from the video clip for the case 2 and
the case 3 (see row 9 of Table 3.2) are significantly larger than the resolution
limits obtained using Houston and Rayleigh limits (see rows 1-3 of Table
3.2), closer to the modified Rayleigh criteria (see rows 4, 5 of Table 3.2), and
further closer to the Sparrow criterion (see row 7 of Table 3.2).
6. The visually obtained resolution limits from the video clip for the case 2 and
the case 3 (see row 9 of Table 3.2) are the closest to the proposed resolution
limit (see row 8 of Table 3.2) in [51].
Figure 3.12 is used to compute the resolution limit for the modified Rayleigh
criteria 1 and 2, respectively, Figures 3.13 and 3.14 are used for the visual limits of
resolution. The resolution limits computed using various resolution criteria for a
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non-SIL system with NAmax and for various NA of SIL system are listed in Table
3.2.
To summarize, the SIL microscopy system indeed demonstrates better lateral
resolution than the non-SIL microscopy system in Fig. 3.3. Since the NAmax is
small, a practical objective lens with low NA may also give very good resolution.
Certain object configurations can be better resolved than the others. For example,
the dipoles in the case 1 are easier to resolve. Actually, in the case 1, since the
directions of the dipoles are orthogonal, one contributes to the yˆ directed electric
field only while the second contributes to the xˆ directed field only in the image
region. Thus, the electric fields due to the two sources do not interfere and the
resolution limit is indeed given by the Sparrow criterion. In the following section,
some interesting phenomena of the longitudinal resolution are shown.




or condition (if any)
SIL system non-SIL system
with NAmaxNAmax 0.2 0.1
1. Houston (FWHM)
- from PSF
xˆ dipole (x-axis) 0.155λ 0.213λ 0.421λ 1.808λ
yˆ dipole (x-axis) 0.142λ 0.207λ 0.419λ 1.795λ
2. Rayleigh (empirical) 0.61λ/NA 0.174λ 0.249λ 0.498λ 2.135λ
3. Rayleigh
- from PSF
xˆ dipole (x-axis) 0.188λ 0.254λ 0.500λ 2.146λ
yˆ dipole (x-axis) 0.165λ 0.244λ 0.496λ 2.123λ
4. Modified Rayleigh 1:
Eq. (3.51)
Case 1 0.176λ 0.249λ 0.498λ 2.144λ
Case 2 0.228λ 0.331λ 0.667λ 2.859λ
Case 3 0.246λ 0.338λ 0.670λ 2.875λ
5. Modified Rayleigh 2:
Eq. (3.52)
Case 1 0.176λ 0.249λ 0.498λ 2.135λ
Case 2 0.228λ 0.331λ 0.667λ 2.858λ
Case 3 0.246λ 0.338λ 0.670λ 2.874λ
6. Sparrow (empirical) 0.51λ/NA 0.146λ 0.208λ 0.416λ 1.785λ
7. Sparrow:
Eq. (3.53)
Case 1 0.142λ 0.205λ 0.411λ 1.761λ
Case 2 0.212λ 0.308λ 0.619λ 2.652λ
Case 3 0.227λ 0.313λ 0.621λ 2.665λ
8. The proposed
criterion in [51]
Case 2 0.213λ 0.316λ 0.639λ 2.731λ




Case 1 0.150λ 0.220λ 0.430λ 1.850λ
Case 2 0.215λ 0.315λ 0.625λ 2.690λ
Case 3 0.235λ 0.320λ 0.630λ 2.720λ
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Fig. 3.13 Visual demonstration of the resolution limit for three cases using SIL
system with NAmax. The sources cannot be resolved in (a), (d) and (g), barely
resolved in (b), (e) and (h), and clearly resolved in (c),(f) and (i).All of the in-
tensities are normalized to the range of [0, 1]. Both the horizontal and vertical
dimensions are [-0.5 0.5] for xccd/(Mlatλ) and yccd/(Mlatλ), respectively.
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Fig. 3.14 Visual demonstration of the resolution limit for three cases using SIL
system with lower NA: (a-c) NAobj = 0.2 and (d-f) NAobj = 0.1, and (g-i) non-
SIL system with NAmax. The sources are barely resolved in all of the images
when the corresponding distance ∆x between the sources is used, as shown in
the figure using white colored words. The horizontal and vertical coordinates are
xccd/(Mlatλ) and yccd/(Mlatλ) for SIL system, and xccd/(Mλ) and yccd/(Mλ) for
non-SIL system.
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Fig. 3.15 Plot of (a) Imin/Imax and (b) Imin/max (In (r
1
sil) , In (r
2
sil)) for various
values of NA for the SIL and non-SIL systems, when two xˆ dipoles are located
along z axis.
3.5.3 Longitudinal resolution
For the longitudinal resolution, we consider two xˆ dipoles placed along the longi-
tudinal axis symmetric to the aplanatic point, i.e., Il (r1sil) = xˆ and Il (r
1
sil) = xˆ;
r1sil = (−∆z/2 , 0, 0) , r2sil = (∆z/2 , 0, 0). The plots of Imin/Imax and the plots
Imin/max (In (r
1
sil) , In (r
2
sil)) as functions of ∆z are shown in Fig. 3.15(a,b), re-
spectively. The case of longitudinal resolution provides the following interesting
observations:
1. The values of Imin/Imax and Imin/max (In (r
1
sil) , In (r
2
sil)) do not reduce mono-
tonically with the separation between the dipoles (as opposed to the behavior
noted for lateral resolution). In fact there is an oscillatory behavior and the
values of Imin/Imax and Imin/max (In (r
1
sil) , In (r
2
sil)) shoot up dramatically
after falling to a minimum for first few minima, which has been reported by
Sheppard [150].
2. The number of such overshoots to high values (close to 1) is smaller for
higher NA.
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Fig. 3.16 Normalized intensity distribution in the xz plane when two xˆ directed
dipoles are located on z axis. All images correspond to SIL system with NAmax; (a)
The separation between the sources corresponds to the first minimum in Fig. 3.15;
(b) the separation between the sources is slightly larger than ∆z corresponding to
the first minimum; (c) and (d) sources can be resolved for ∆z ≥ 0.475λ;
One implication of these observations is that it should be possible to re-
solve the sources when the distance between them corresponds to the minima
of Imin/Imax and Imin/max (In (r
1
sil) , In (r
2
sil)), whereas it might not be possible
to resolve the sources when the two sources are further separated. This is illus-
trated in Fig. 3.16(a,b), respectively. We see that two sources with separation
∆z = 0.21λ (corresponding to the first minima of the curves corresponding to
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NAmax in Fig. 3.15, can be resolved clearly in Fig. 3.16(a), but two sources with
separation ∆z = 0.32λ cannot be resolved in Fig. 3.16(b). This effect disappears
after ∆z ≥ 0.475λ and the sources that satisfy ∆z ≥ 0.475λ can always be re-
solved, see Fig. 3.16(c,d). We make a further note of the fact that the dipoles
always appear farther in the images as compared to the actual separation between
Fig. 3.17 Normalized intensity distribution in the xz plane when two xˆ directed
dipoles are located on z axis. (a) and (b) correspond to SIL system with NAobj =
0.2; (c) and (d) correspond to NAobj = 0.1. In (a) and (c), The separation between
the sources corresponds to the first minimum in Fig. 3.15. In (b) and (d) the
separation between the sources is slightly larger than ∆z corresponding to the
first minimum.
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them.
Similar effects are noted for other values of NA as shown in Fig. 3.17. We see
that for NAobj = 0.2, two dipoles with ∆z = 0.165λ can be resolved (Fig. 3.17(a))
but two dipoles with ∆z = 0.183λ cannot be resolved (Fig. 3.17(b)). Similarly,
we see that for NAobj = 0.1, two dipoles with ∆z = 0.147λ can be resolved
(Fig. 3.17(c)) but two dipoles with ∆z = 0.15λ cannot be resolved (Fig. 3.17(d)).
3.6 Summary
In this Chapter, a derivation of the DGF for SIL microscopy system is presented
for the first time. The paraxial approximations and the derivations of the lat-
eral and the longitudinal magnifications are also presented. Using the DGF and
magnifications, various properties of the point spread functions of single dipoles
are studied. In general, such derivation and study of the properties of SIL based
system are expected to be of great interest to the microscopy and lithography
applications that use SIL.
Various practically important properties of the SIL microscopy system are
highlighted. First, it is shown that though the point spreads of the SIL and non-
SIL microscopy systems are similar, the magnification plays an important role in
the well-documented higher resolution of the SIL system. Second, the impact of
the NA on the peak intensity detected in the image region and the FWHM (an
indication of the resolution) is demonstrated. It is shown that with the use of high
NA of the objective, the intensity and resolution of the SIL microscopy system
can be greatly enhanced. The maximum available NA of the SIL microscopy
system is also presented. We highlight that the SIL microscopy system is able to
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not only obtain images with better resolution than the conventional microscopy
system but also to collect more light than the conventional microscopy system.
This property makes it useful when a high NA objective is not available or cannot
be used. Furthermore, it is also shown that the SIL microscopy system shows
deviation from the paraxial approximation and small depth of focus for large NA
of the objective. The longitudinal properties of the SIL system are categorically
different from the non-SIL systems and there is a tradeoff between the depth of
focus and the longitudinal resolution.
In addition, the resolution of the ASIL microscopy system was explicitly in-
vestigated. Based on various resolution criteria, we show that the resolution of
the SIL microscopy system is better than the non-SIL system. For the lateral
resolution, we show that various orientations of sources in the object plane may
give different resolution limits. Although these effects may be well known and in-
tuitively understood by several researchers, here, we explain the reasons for them
using the DGF of the SIL microscopy system. For the longitudinal resolution,
we report a previously seldom studied phenomenon. Using various examples, we
show that two sources placed along the longitudinal axis that are well resolved for
a particular value of separation may not be resolved if the sources are displaced
further apart.
In conclusion, besides demonstrating the powerful use of DGF in understanding
the optical behavior of the system, we have provided a greater insight into the
impact of polarization on the resolution and into the case of longitudinal resolution,
which has not often been reported in the literature. In the next Chapter, the
complete system of the ASIL microscope is presented.
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Chapter 4
Modelling and designing of ASIL
microscope
4.1 Introduction
For a complete ASIL microscopy system, Subsystem I, i.e., the focusing of incident
light through an ASIL, and Subsystem III, i.e., the imaging of the scattered light,
have been investigated in Chapters 2 and 3, respectively. In this Chapter, Subsys-
tem II, the interaction of the focal field with the object structure, is studied using
the numerical method method of moments (MOM) [151, 152], which determines
the induced current distribution on the object structure, which together with the
DGF yields the electric fields in the detector region.
First, the computation of the induced currents is presented. Using the induced
currents, a complete and computationally efficient optical model of the ASIL mi-
croscopy system as shown in Fig. 4.1, is proposed [153]. A distinct merit of the
Fig. 4.1 Block diagram of the computational model.
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proposed model is that it can be used to simulate imaging results for diverse setups
of the ASIL microscope, like various polarizations, NA, and different detector pin-
hole sizes. It allows the study and the analysis of both the theoretical aspects like
the achievable resolution, and the practical aspects like the expected images for
different object patterns and experimental setups. Furthermore, due to its com-
putational efficiency, diverse large scale structures can be easily simulated for the
ASIL microscope even in the scanning mode and good experimental approaches
can be determined before indulging into the time consuming and costly process
of experimentation. Finally, all of the advantages will be demonstrated in the
numerical simulation of imaging small scatterers and big object structures using
different polarized beams.
4.2 Subsystem II: Interaction of the focal field
with object structures
In this section, we proceed to Subsystem II, i.e., the interaction of the incident
light with object structures. There are very few scattering objects for which the
scattered field can be calculated analytically. For general scatterers, we need to
use numerical methods, such as MoM [151] or CDM [152], to solve electromagnetic
scattering problems. Such numerical methods can obtain accurate results for
electromagnetic scattering problems. Furthermore, the use of techniques like the
CG-FFT method dramatically decreases the computational time in the framework
of such methods.
We use MoM, and adopt the scheme presented in [151]. In our case, all the
material are non-magnetic. So we just consider the electric field integral equation
[152], which turns out to be a special case of the integral equation set in [151].
In the domain of the focal region of an ASIL, D, the incident light is the focal
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field, Ef (rsil), which is determined by Eq. (2.65). The background medium is a
homogeneous medium of refractive index, nsil. The induced current at a point rsil
of focal region is defined as,
Il(rsil) = −iωεsil [εr(rsil)− 1] Et(rsil), (4.1)
where Et(rsil) is the total electric field at rsil in the focal region after the inter-
action of the incident light with object structures. εsil is the permittivity of the
background medium in the focal region, εsil = n
2
silε and εr(rsil) = [n(rsil)/nsil]
2.
Therefore, the field equation is expressed as [81, 151]















where I¯ is the identity tensor, ksil = ω
√
µ0εsil and g(r, r
′) = exp(iksil|r −
r′|)/(4pi|r − r′|) is the three dimensional scalar Green’s function for the homo-
geneous background medium. This electromagnetic scattering model is capable of
dealing with small scatterers, extended scatterers, as well as multiple scatterers,
and inherently accounts for the multiple scattering effect between the scatterers.
For the details of the discretization and treatment of the operator in Eq. (4.2),
the readers are referred to [81, 151]. By solving Eq. (4.2), we obtain the induced
current distribution Il(rsil) in the focal region, which could be used with the DGF
of the Subsystem III to obtain the electric fields in the detector region.
4.3 An optical model of ASIL wide-field micro-
scope
The diagram of the complete model of an ASIL microcopy system is shown in
Fig. 4.2. We assume that the radius R of the ASIL is much larger than the
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wavelength λ (at least ten times of the wavelength) in air, and that the refractive
index of the ASIL nsil is the same as that of the substrate. Due to the total internal
reflection at the interface of ASIL, the effective NA of the ASIL is determined by
Eq. (2.51), i.e., NAsil = (nsil/nobj)
2NAobj, where NAobj is the NA of the objective
and has its maximum value,n2obj/nsil, from Eq. (2.50). As shown in Fig. 3.2,
nobj and n0 are the refractive indices of the materials between the ASIL and the
objective, and between the objective lens and the detector len, respectively. nccd
is the refractive index of the material in the detector region. Furthermore, fobj and
fccd are the focal lengths of the objective lens and the detector lens respectively,
and RPH denotes the radius of the pinhole in Fig. 4.2.
With reference to Fig. 4.2, Subsystem I comprises of the computation of the
electric fields in the focal region formed due to the focusing of the incident beam
(coherent, collimated, and of a certain polarization). In terms of the microscope
components, it involves the objective lens and the ASIL. Subsystem II comprises
Fig. 4.2 Diagrammatic description of ASIL microscope. The objective lens and
the ASIL compose subsystem I (the path of the rays with red arrow). The ASIL,
the objective lens, and the detector lens compose subsystem III (the path of the
rays with green arrow). Subsystem II, the interaction of the focusing light with
object structures, links subsystems I and III of the ASIL microscope. The refrac-
tive index of ASIL is the same as that of the substrate where the object structures
are present. It can be either wide-field and scanning type. The object structures
are scanned along the focal plane of ASIL microscope. Some other extra optical
elements, such as pupil filter, can be put in location L1 (the dash line).
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of the electromagnetic interaction of the focal fields with object structures, which
results in the induction of secondary sources. It should include multiple scattering
effect between different portions of the discretized object structure. Subsystem III
comprises of the radiation of the electric fields from the induced sources, which
pass through the ASIL, the objective, the detector lens and the pinhole, in order to
generate a net intensity value corresponding to the focal point in the ASIL region.
The Subsystems I and III have been analyzed by using the vector diffraction theory
in Chapters 2 and 3 while the Subsystem II, i.e., interaction of the focusing light
with the object structures, was treated using a numerical method and serves as the
link between the Subsystems I and III of the ASIL microscopy system in Section
4.2.
4.3.1 Image formation using convolution theorem
Based on the analyses of Chapters 2 and 3, the incident light E0, which has been
defined in Chapter 2, is focused by the ASIL. The focal field distribution, Ef (rsil),
can be determined by Eqs. (2.65) and (2.97) or (2.100). The focal fields induce
the secondary sources, Il(rsil), in the focal region of the ASIL, which are solved
using the numerical method, MoM. The induced current radiates the electric field
in the focal plane of the detector region, which can be given by,
E (xccd, yccd) = iωµ
∫
GPSF (rccd, rsil) · Il (rsil) drsil, (4.3)
where GPSF (rccd, rsil) is the DGF given by Eq. (3.31) in the DI format or
Eq. (3.49) in the 2D-FT format. This is the final electric field in the focal plane
of the detector lens for the ASIL wide-field microscope.
In addition to the fast computation of Subsystems I and III using CZT and
Subsystem II using CGFFT, the final imaging process presented in Eq. (4.3) can
be also efficiently computed using the convolution theorem [131]. First, we can
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which is a modified expression of Eq. (3.49). β′ is the same constant and g is also





)1/2 ≤ ksil sin θsilmax
and θsilmax is the maximum value of θsil. Then, we can also follow the processes
in the Section 2.5 of Chapter 2 to compute the DGF of the ASIL microscope
efficiently and accurately using CZT.
After the discretization, in the domain where object structures are located, an
equidistant sampling xsil = m∆xsil and ysil = n∆ysil with m = −M/2, . . . ,M/2
and n = −N/2, . . . , N/2, is made (or simply reused from the discretization in
Subsystem I). The sampling in the focal plane of the detector region is xccd =
p∆xccd and yccd = q∆yccd with p = −M/2, . . . ,M/2 and q = −N/2, . . . , N/2,
where we choose ∆xccd = Mlat∆xsil, ∆yccd = Mlat∆ysil, such that the grid points
in the detector region are the image conjugates of the grid points in the object
region. Such treatments allow us to use the fast convolution theory to compute
Eq. (4.3), which can be written as,














· Il (xsil, ysil) . (4.5)
For Eq. (4.5), the numerical implementation is straightforward for each element
of the DGF, GPSF , as shown in Eq. (4.4). Taking the element Gxx of DGF and
Ilx (xsil, ysil) as examples, we can express the electric field produced by these two
elements in the discrete form





Ilx (m,n)Gxx (p+m, q + n) , (4.6)
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which is the two-dimensional discrete convolution of matrices Ilx (−p,−q) and
Gxx (p, q). Therefore,
Exx (p, q) = iωµ (Ilx (−p,−q) ∗Gxx (p, q)) . (4.7)
where the symbol ′∗′ denotes the convolution operator. According to the convo-
lution theorem [131], FFT and IFFT can be used to evaluate this equation:
Exx (p, q) = iωµIFFT {FFT [Ilx (−p,−q)] FFT [Gxx (p, q)]} , (4.8)
Similarly, other elements of the DGF can also be evaluated using the fast
convolution theorem and then we can obtain the images of the object structures
efficiently using the fast algorithm, which can reduce the computation time signif-
icantly. An example of the enhancement in the computational efficiency is given
in the following section.
4.3.2 Example of enhancement in computational efficiency
In order to understand the accuracy and the computational efficiency of the pro-
posed model, we take an example in which we compare the computational time
for whole system using the DI (including summation in Subsystem III) and the
CZT-FC. For Subsystems I and III, the comparisons are given in Tables 2.1 and
3.1, which show that the CZT method provides a fast computation with a good
accuracy. For the whole system, the setup of the numerical example is similar to
the setup used in the numerical simulation of the next section. The output spatial
Table 4.1 Computational time of whole system using DI and CZT-FC methods.
System
Small structure (One sphere) Large structure (Annular ring)
DI and summation CZT-FC DI and summation CZT-FC
Subsystem I 8.36 s 0.04 s 8.36 s 0.05 s
Subsystem III 20.0 s 0.09 s around 2 h 0.10 s
Subsystem II (CG-FFT) 0.28 s 0.91 s
Total 28.64 s 0.41 s around 2 h 1.06 s
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domain in the focal plane is [−0.5λ, 0.5λ] with 101× 101 pixels. We also compare
the effect of the values of M,N . It is seen that even with very large values of M,N ,
M = N = 800, the computation using the CZT is about 100 times less than the
DI. Furthermore, for an error of less than 10−2, M = N = 200 is sufficient and
the speed up is by a factor of around 1000. We have used M = N = 200 for both
Subsytems I and III in the remaining part of the thesis.
Table 4.1 summarizes the computation efficiency for the whole system using
the same computer as the Subsystem I and III. It is seen that the computation
time of a few hours in the DI approach gets reduced to a few seconds using the
proposed approach.
4.3.3 Imaging small scatterer located on the focal plane
Small scatterers are imaged in this section using numerical simulations. For all
the numerical simulations in this section, we consider the following settings. The
SIL is made of Silicon with a refractive index of nsil = 3.5, which is appropriate
for subsurface imaging of Silicon chips. As shown in Fig. 3.2, we assume that
the materials between the SIL and the objective lens, between the objective lens
and the detector lens, and after the detector lens, are air, i.e., the refractive
indices nobj = n0 = nccd = 1. The radius of the SIL is R = 1.5 mm. The
incident light has a Gaussian distribution of E0 and a wavelength of λ = 1340
nm. The focal length of the objective and the detector lens are fobj = 0.01
m and fccd = 0.1 m, respectively. When unspecified, the NA of the objective
is NAobj = NAmax = 0.2857. The corresponding effective NA of the ASIL is
NAsil = 3.5. If other values of NA are used, they are specified explicitly in the
figures and the corresponding discussions.
For small scatterers, we assume that the scatterer is much smaller than the
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 1, nsil a
λ
 1, (4.9)
where a denotes the radius of the scatterer. We choose gold spheres of radii
a = λ/200 (approximately 7 nm for λ = 1340 nm), as the small scatterers here,
which have a refractive index of 0.41 + 9.11i at a wavelength of 1340 nm [154].
Figure 4.3 shows the computed pattern of the intensity distribution when the
small gold sphere is placed at the aplanatic point of the ASIL for LPB-x and CPB.
We note that the intensity pattern of each electric field component has the same
shape as the distribution of the intensity in the focal region, as shown in Fig. 2.9.
For LPB-x, a major part of the intensity as shown in Fig. 4.3(a) is contributed
by the electric field component which is polarized parallel to the direction of
the polarization of the illumination. The orthogonal transverse components in
Fig. 4.3(b) show a four-leaf clover-shaped distribution. On the other hand, the
computed patterns of the intensity distribution of the longitudinal component, as
Fig. 4.3 Intensity distribution when a small gold sphere is placed at the aplanatic
point of ASIL for LPB-x (the first row) and CPB (the seconde row). Each compo-
nent is normalized by the maximum of the corresponding total intensity. Both the
horizontal and vertical dimensions are [-0.5 0.5] for xccd/(Mlatλ) and yccd/(Mlatλ),
respectively. (a)-(c) and (e)-(g) are the intensity distributions for three orthogonal
field components. (d) and (h) are the total intensity distributions.
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shown in Fig. 4.3(c), shows two symmetric maxima away from the optical axis in
the direction of the polarization of the illumination. For CPB, each transverse
electric field component is a spot while the longitudinal component is a doughnut.
However, for both beams, the contribution of the longitudinal component of
electric field in the total intensity is negligible compared to the transverse compo-
nents. This is because the integrals in the third row of Eq. (3.31), i.e. the DGF,
have a very small value due to the practical condition fccd  fobj. Therefore, the
patterns of the total intensity distribution in the CCD region in Figs. 4.3(d) and
4.3(h) are almost the same as the patterns of the major part of the electric field
in Figs. 4.3(a) and 4.3(e,f), respectively.
Furthermore, for LPB-x, the FWHM along the x-axis and y-axis of the nor-
malized intensity profile are of 0.156λ and 0.142λ, respectively, which is identical
to the prediction using Subsystem III alone, as shown in Fig. 3.5(a). This is
because when the conditions of Eq. (4.9) are satisfied, the dipole approximation
holds. The induced current on a small sphere can be approximated using dipoles
and further the dipole induced by LPB-x is an x-dipole only. Chapter 3 predicts
the resolution assuming that only dipole of a certain orientation is placed at the
focal point.
4.3.4 Imaging of two closely placed small scatterers
We consider imaging properties of two closely placed gold spheres using the pro-
posed model. We investigate how closely two small gold spheres can be positioned
and resolved by computing the image in the CCD region. There are many ways
to define the resolution criterion. Here, we will use the following resolution cri-
terion: two scatterers are said to be just resolved when the saddle-to-peak ratio
is approximately 0.735, which is the definition of the modified Rayleigh criterion
considered in Chapter 3. Note that this definition avoids the necessity to know
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accurately the magnification.
We consider two small gold spheres placed along the x-axis symmetric to the
aplanatic point of ASIL with a distance ∆x between them. The resolution is
calculated using the above-mentioned resolution criterion. Figure 4.4 shows the
resolution for the different orientation angles ϕ of the LPB. We find that LPB-x
gives better resolution than LPB-y. We can resolve the two gold spheres for LPB-
x when ∆x = 0.13λ, as shown in Fig. 4.5(d). But for LPB-y, we can see only
a stretched spot at this distance as shown in Fig. 4.5(h), and can resolve them
when ∆x = 0.228λ in Fig. 4.4. For completeness, the intensity distributions of
each component of the electric field is given in Figs. 4.5(a)-4.5(c) and Figs. 4.5(e)-
4.5(g) for LPB-x- and LPB-y, respectively.
For LPB-x, φsil = 0 in Eq. (2.68) for the x-axis along which the two spheres
are located. We have the xˆ and zˆ components of the electric field in the focal
region for LPB-x. Thus, the dominant components of the induced currents Il at
the location of two spheres are also along xˆ and zˆ because the spheres are very
small and the multiple scattering between them is much weaker than the incident
Fig. 4.4 Resolution of ASIL microscopy system for the different LPBs, which
makes an angle ϕ with x-axis. The scatterers are two small gold spheres placed
along the x-axis.
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Fig. 4.5 Image of two small gold spheres along the x-axis, symmetric to the
aplanatic point of ASIL, for LPB-x (the first row) and LPB-y (the second row),
when the distance between them is ∆x = 0.13λ. The horizontal and vertical
dimensions are [-0.5, 0.5] for xccd/(Mlatλ) and yccd/(Mlatλ), respectively. (a)-(c)
and (e)-(g) are the intensity distributions for three orthogonal field components.
(d) and (h) are total intensity distributions.
Fig. 4.6 The real (a) and imaginary (b) parts of the dominant electric field in the
CCD region along the x-axis for the induced xˆ dipoles only, the induced zˆ dipoles
only and the sum of two types of induced dipole, respectively, when ∆x = 0.13λ.
The horizontal coordinate is xccd/(Mlatλ).
wave. Although Chapter 3, that used subsystem III alone, predicted a resolution
of 0.246λ (see the Case 3 in Rows 4 and 5 of Table 3.2), it considered only two
xˆ dipoles with unity magnitude. In the case of spherical scatterers, the radiation
from the induced zˆ dipoles is instrumental in improving the resolution.
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Figure 4.6 shows the real and imaginary parts of the dominant electric field
along the x-axis in the CCD region for the induced xˆ dipoles only, the induced zˆ
dipoles only and the sum of the two types of induced dipoles, respectively, when
∆x = 0.13λ. We find that the electric field due to the induced zˆ dipoles interferes
destructively with the field due to the induced xˆ dipoles around the center of
the image, and constructively close to the image conjugate points of the spheres.
Therefore, we obtain two peaks in electric field when considering all of the induced
dipoles, which is reflected in the final image pattern as shown in Fig. 4.5(d).
In contrast to LPB-x, only yˆ dipoles are non-negligible for LPB-y. Thus, the
result predicted in Chapter 3 that used subsystem III alone is applicable here, and
we see that the resolution in Chapter 3 (see the Case 2 in Rows 4 and 5 of Table
3.2) agrees with the resolution shown in Fig. 4.4.
4.3.5 Imaging of big object structures
The proposed model is also capable of simulating the images of big object struc-
tures. The images of an annular ring and a three-bar pattern as shown in Fig. 4.7
are simulated using the proposed model. The center of the structures coincides
with the aplanatic point of the ASIL. The refractive indices of object structures
Fig. 4.7 (a) An annular ring and (b) a three-bar pattern located on the aplanatic
plane of ASIL. In (a), R1 and R2 are the inner and outer radii of annular ring,
respectively. In (b), three-bar pattern consists of three lines separated by spaces
of equal width, d. Each line is five times as long as it is wide.
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and the background medium are 1.5 and 3.5, respectively. The annular ring is
characterized by the inner and outer radii R1 = 0.12λ and R2 = 0.24λ, as shown
in Fig. 4.7(a). Its thickness along the z-direction is 0.01λ. The three-bar pattern
consists of three lines separated by spaces of equal width d. Each line is five times
as long as its width. The thickness of three-bar pattern along the z-direction is
0.01λ.
Figure 4.8 shows images of the annular ring of R1 = 0.12λ and R2 = 0.24λ,
and the three-bar pattern of d = 0.15λ using four different polarized beams. In the
images of the annular ring in Figs. 4.8(a)-4.8(c), we cannot identify the the annular
ring when LPB-x, CPB and RPB are used, while the APB provides a good image
in Fig. 4.8(d) compared to the original pattern. For the three-bar pattern, we
cannot identify the three bars from any of the four polarized beams in Figs. 4.8(e)-
4.8(h). In order to understand the image of the big object structures for different
polarized beams explicitly, the magnitudes of the x-, y-, z- components of the
induced current distribution computed using Subsystem II are given in Figs. 4.9
and 4.10. Taking LPB-x for example, the presence of the zˆ component of electric
field in focal region produces strong induced zˆ currents with two equal maxima in
the x-direction, as shown in Fig. 4.9(c). Therefore, the induced zˆ current has a
significant effect on the image along the x-direction.
For the annular ring, it is interesting to note that when LPB-x is used, we get
three maxima in the image along the x-axis, as shown in Fig. 4.8(a). It is found
that the induced xˆ current produces a stretched spot in the CCD region due to
the nonuniformity of the distribution of currents and together with the induced
zˆ current creates three maxima in the image owning to the characteristics of zˆ
dipoles. In addition, the magnitude of zˆ current is stronger than that of the xˆ
currents as shown in Figs. 4.9(a) and 4.9(c), and therefore the strong electric field
in the CCD region produced by the zˆ currents contributes to the three maxima.
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Fig. 4.8 Image of an annular ring (the first row) and a three-bar pattern (the
second row) as shown in Fig. 4.7 using four different polarized beams. (a) and (e)
are for LPB-x, (b) and (f) for CPB, (c) and (g) for RPB, and (d) and (h) for APB.
R1 = 0.12λ and R2 = 0.24λ. d = 0.15λ. The horizontal and vertical coordinates
are xccd/(Mlatλ) and yccd/(Mlatλ), respectively.
Similarly, the zˆ currents in 4.9(f) are also dominant for the CPB, which also lead
to a poor image in Fig. 4.8(b). When APB is used, the image of the annular
ring in Fig. 4.8(d) is almost the same as the original pattern. That is because
of the uniformly transverse induced current in Figs. 4.9(j) and 4.9(k). Although
RPB also has uniform transverse induced currents, the strong longitudinal induced
current results into contrast reversal in the image of the annular ring due to the
doughnut image spot of the longitudinal dipole.
For the three-bar pattern, it is noted that all of the induced current distribu-
tions, as shown in Fig. 4.10, are non-uniform due to the structure of the three bars
and the distribution of the focal field for different polarized beams. Therefore, it is
not strange that we cannot identify the three bars from the images of the three-bar
patterns in Figs. 4.8(e)-4.8(h).
We see that using focused light to image a big object structure is not useful in
a non-scanning system. The induced current distribution is not uniform since the
structures are not illuminated uniformly due to the behavior of the focusing light.
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As a comparison, we use plane wave illumination to image the object structure.
we assume a plane wave with x-polarization is directly incident in the focal region.
It also has a magnitude of the same value as the maximum of the focal field of
LPB-x.
Figure 4.11 shows the images and induced current distributions for the annular
ring and the three-bar pattern when the plane wave illumination is directly incident
Fig. 4.9 Magnitude distribution of induced currents on the annular ring of R1 =
0.12λ and R2 = 0.24λ using four different polarized beams. The horizontal and
vertical coordinates are xsil/λ and ysil/λ, respectively. (a)-(c),(d)-(f),(g)-(i) and
(j)-(l) are the induced current distributions for three orthogonal components.
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Fig. 4.10 Magnitude distribution of induced currents on the annular ring of d =
0.15λ using four different polarized beams. The horizontal and vertical coordinate
are xsil/λ and ysil/λ, respectively. (a)-(c),(d)-(f),(g)-(i) and (j)-(l) are the induced
current distributions for three orthogonal components.
in the focal region. It is found that the induced zˆ currents in Figs. 4.11(d) and
4.11(h) are negligible due to the absence of the zˆ component of the electric field
in the focal region. For the two other transverse induced current components, the
dominant induced current distribution is almost uniform, as shown in Figs. 4.11(b)
and 4.11(f). Therefore, the images in the CCD region are almost the same as the
original pattern.
115
4.3 An optical model of ASIL wide-field microscope
From the above analyses, we see that for a high NA system, such as an ASIL
microscope, it is quite likely that only a portion of the structure is illuminated
and the focusing light typically has a non-negligible longitudinal component of the
electric field. Thus, it is very likely that the induced zˆ currents are also present
and they may distort the images of an object structure. On the other hand, we
also find that using the direct plane wave illumination direct can provide a good
image of the object structures.
Although wide-field microscope has limited practical utility, we highlight that
sometimes it is useful, especially when the dynamics of a process are captured
using the microscope. In addition, systems that employ structured illumination,
etc., use wide-field microscopy as the fundamental microscopy system. Thus, from
the theoretical point of view, it is important to understand the basic wide-field
microscopy system and the resolution associated with it.
In conclusion, the investigation of the whole system provides some interest-
ing observations, which are helpful to understand the microscopy system and set
up the experiments. Since the scanning system can easily overcome the above-
Fig. 4.11 The images and induced current distributions of (a) the annular ring
and (e) the three-bar pattern when plane wave illumination is directly incident on
Subsystem II. (b)-(d) and (f)-(h) are the induced current distributions for three
orthogonal components. The horizontal and vertical coordinates are xsil/λ and
ysil/λ, respectively.
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mentioned problems, the resolution of the scanning optical microscopy system is
deemed more useful in practice. ASIL scanning microscope is the topic of next
section.
4.4 An optical model of ASIL Scanning micro-
scope
In the previous section, the images of small scatterers and big object structures
are simulated using the proposed ASIL wide-field microscopy system model. Sim-
ulations are performed using LPB-x and CPB for small scatterers. For one small
scatterer located at the aplanatic point of ASIL, the complete ASIL microscopy
system gives a similar image to the result predicted using the Subsystem III only.
The fact that the induced currents on small scatterers can be approximated as
dipoles is used to explain the similarity. For two small scatterers placed symmet-
rically relative to the aplanatic point of the ASIL along the x-axis, the system
with LPB-x gives a better two-point resolution. This result is different from the
prediction of the Subsystem III alone, which considers a combination of transverse
dipoles only. The difference between the actual two-point resolution and the reso-
lution predicted by Subsystem III alone is explained by the zˆ dipoles (longitudinal
dipoles) induced on the scatterers due to the incident focused light.
Big object structures like the annular ring and the three-bar pattern, are also
simulated using four different polarized beams. It is seen that we cannot identify
the original structures from the images for most of the cases. A similar effect is well
known in the context of partially coherent illumination [16, 39]. The effect can be
simply put as follows: the image detected in the detector plane is not the image of
the object structure. It is rather the image of the illuminated pattern on the object
structure [38]. Although, in principle, several researchers agree with the significant
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impact of the illumination on the images obtained, here we explicitly explain these
effects using the induced current distribution obtained in Subsystem II. In addi-
tion, the induced zˆ dipoles are crucial in determining the image quality because
of the doughnut shaped image of the zˆ dipole in the focal plane of the detector
region. In contrast, the plane wave directly illuminating the object structures pro-
vides an image at a higher quality for the object structures. Therefore, the ASIL
wide-field microscope is not suitable for imaging big object structures. Compared
to the ASIL wide-field microscope, the ASIL scanning microscope (ASIL-SM) is
more practical. In this section, the ASIL-SM with finite sized detector (Pinhole) is
investigated in detail. The maximum NA of the objective is limited to 0.2857 due
to the total internal reflection in the air-Silicon interface. Therefore, the effective
maximum NA of the ASIL microscope is NAsil = 3.5, which was also used in the
previous sections. But for the scanning system, due to the experimental setup,
the maximum available effective NA of ASIL is 3.3 [132]. In this section, we will
use NAsil = 3.3, which means the maximum NA of objective is 0.2694.
Fig. 4.12 The description of the location of an object structure when it is scanned
relative to the optical microscope. (a) The focal spot and (b) the object domain
in the focal plane of ASIL. The location of the object domain when (c) the first
pixel (1,1) and (d) the (m,n) pixel are scanned, i.e,. the corresponding pixel is
at the center of focal spot. The red arrows in (c) and (d) denotes the scanning
directions.
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4.4.1 Scanning implementation
For the scanning system, the object structure is assumed to be scanned relative
to the optical system, and the total intensity of the light passing through a finite
sized detector pinhole is collected at the detector as shown in Fig. 4.2. Noting
the effect of employing a finite sized detector, the detected signal can be written
as the integration of the intensity (the modulus square of the electric field vector,










After discretization, the equidistant sampling of the object in the focal plane
of ASIL is xsil = m∆xsil and ysil = n∆ysil with m ∈ [−M/2,M/2] and n ∈
[−N/2, N/2], as shown in Fig. 4.12(b). When the object is scanned laterally as
shown in Figs. 4.12(c) and 4.12(d), the detector pinhole is fixed at the focal point
of the detector lens and the object is shifted in the focal plane of ASIL. The
scanning action makes each pixel of the object locate at the center of focal spot in
turn. When the (m,n)th pixel is moved to the focal point of ASIL, the induced
current distribution inside the focal spot in Fig. 4.12(d) produces an electric field
in the detector plane. Therefore, the signal detected on the (m,n)th pixel in the
detector region, I(m,n), determined by Eq. (4.10), corresponds to the (m,n)th
pixel in the object region. After scanning is done, I(m,n), a matrix with the same
dimension as discretization M × N , is the image of the original object structure
using ASIL-SM with the pinhole of radius, RPH .
In this optical model of ASIL-SM, due to different imaging characteristics
of transverse and longitudinal dipoles, we need to distinct the contribution of
transverse and longitudinal induced currents on the final images. We define in-
tensity distribution in the focal plane of detector region produced by transverse
induced currents only and longitudinal induced currents only as |E(xccd, yccd)|2x,y
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and |E(xccd, yccd)|2z, respectively. Therefore, the detected signal from transverse



















This is one of the advantages of this optical model, which is useful to understand
the different effects on the image quality from transverse and longitudinal induced
currents. It can be used to analyze and explain the observed phenomena in the
following numerical simulations.
4.4.2 The choice of the pinhole size
The detector pinhole size, determined by radius RPH , is an important parameter
for ASIL-SM. According to the different imaging characteristics of transverse and
longitudinal dipoles as shown in Fig. 3.5, the transverse dipoles (x- or y-directed
dipoles) produce a spot, and the longitudinal dipole (z-directed dipole) produces a
Fig. 4.13 Normalized intensity distribution in the detector region corresponding
to a x-directed or z-directed dipole at the focal point of ASIL. ρccd is radial distance
in cylindrical coordinates. r, r1, and r2 are the radii of pinhole sizes used in the
scanning system.
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doughnut-shaped image in the detector region. Based on these imaging character-
istics, we define several pinhole radii as shown in Fig. 4.13. When the pinhole size,
RPH , is very small, it corresponds to the confocal microscope. When the pinhole
size, RPH , is big enough (RPH > r or RPH > r2) to capture all of the signal in the
detector region, it is equivalent to the wide-field microscope [39]. For transverse
dipole, the pinhole size, RPH = r as shown in Fig. 4.13, is analogous to the Airy
disk radius for ASIL-SM. For longitudinal dipole, two pinhole sizes are defined by
r1 and r2 shown in Fig. 4.13. When RPH < r1, the contribution of longitudinal
dipole is inhibited. With the increase of the pinhole size, the contribution of lon-
gitudinal dipole become bigger, and when RPH = r2, the most of signal produced
by longitudinal dipole can be captured by the detector.
4.4.3 Imaging of small scatterers using ASIL-SM
For the example of small scatterers, we show the normalized intensity distribution
of the image of an small scatterer for NAsil = 3.3 and 2.4 in Figs. 4.14 and 4.15
respectively. The comparison for pinhole radii of RPH = 1 µm and 100 µm and
different polarizations is included. The paraxial approximation [33], referred to as
Fig. 4.14 Normalized intensity distribution of the image of a small scatterer
along a lateral axis for different pinhole radii for NAsil = 3.3 , (a) RPH = 1 µm
and (b) RPH = 100 µm, using LPB-x (two curves: x-axis and y-axis) and CPB,
respectively. PA denotes paraxial approximation.
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Fig. 4.15 The caption is the same as that of Fig. 4.14 except for NAsil = 2.4.
PA, is also provided.
Fig. 4.16 Resolution of imaging a small scatterer as a function of radius of pinhole,
RPH , for different NAsil using LPB-x ((a) x-axis and (b) y-axis) and (c) CPB,
respectively.
For LPB-x, it is seen that when high NA (NAsil = 3.3, Fig. 4.14) is employed,
the image asymmetry of a small scatterer is much larger than that using low NA
(NAsil = 2.4, Fig. 4.15). It is also seen that the curve corresponding to symmetric
paraxial theory is quite close to the curve corresponding to y-axis (see Fig. 4.14 for
clear illustration of this fact). The curve corresponding to CPB, as expected, lies
in between the curves corresponding to x-axis and y-axis of LPB-x, as shown in
Figs. 4.14 and 4.15, since it is a superposition of LPB-x and LPB-y. Furthermore,
it is observed that the bigger pinhole radius results in more pronounced sidelobes
as seen in Figs. 4.14(b) and 4.15(b).
Figure 4.16 shows the resolution (FWHM) of imaging a small scatterer as a
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Table 4.2 Comparison of RWMF, RCM, and FWHM of Subsystem I.(Unit:λ)
LPB-x (x-axis) LPB-x (y-axis) Circular polarization
RWFM RCM FWHM RWFM
RCM
RWFM RCM FWHM RWFM
RCM
RWFM RCM FWHM RWFM
RCM
NAsil = 3.3 0.210 0.093 0.219 2.26 0.152 0.109 0.152 1.39 0.177 0.100 0.181 1.77
NAsil = 3.0 0.196 0.108 0.214 1.81 0.168 0.120 0.168 1.40 0.181 0.114 0.189 1.59
NAsil = 2.7 0.204 0.125 0.222 1.63 0.188 0.135 0.188 1.39 0.196 0.130 0.204 1.51
NAsil = 2.4 0.222 0.144 0.239 1.59 0.212 0.152 0.212 1.39 0.216 0.148 0.225 1.46
function of radius of pinhole, RPH , for different values of NAsil using LPB-x and
CPB, respectively. It is seen that the resolution of ASIL-SM gradually deteriorates
with the increase of pinhole size and then remains at almost a constant value when
the pinhole is big enough to capture most of the signal produced by the small
scatterers. Although the results shown here correspond to substantially large NA,
such observations were reported for the paraxial microscope also (non-SIL type) in
[33, 44]. A quantitative comparison of the resolution of ASIL confocal microscope
(RCM - FWHM for RPH = 1 µm), ASIL wide field microscope (RWFM - FWHM
for RPH = 100 µm), and the resolution predicted by Subsystem 1 (FWHM of
focal spot) is provided in Table 4.2. For LPB-x, it is found that the ratio of
RCM and RWFM along y-axis is close to 1.4, as shown in Table 4.2 (red color
numbers). This is similar to the observation made in [33, 39] for a paraxial non-
SIL microscope that the theoretically expected improved resolution for confocal
microscope is about 1.4 times better than wide-field microscope for a point object.
Furthermore, the RWFM agrees with the prediction obtained using the FWHM of
the focal spot for LPB-x along the y-axis (xsil = 0). However, these observations
do not hold for the LPB-x along the x-axis (ysil = 0), as well as for CPB.
4.4.4 Imaging big object structures using spatially uni-
form beams
The proposed optical model of ASIL-SM is capable of simulating and analyzing
efficiently the images of large object structures. Several examples are presented in
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Fig. 4.17 Refractive index (magnitude) distribution of the cross section of the
object structures, (a) a ‘08’ digital pattern, (b) a designed three-bar resolving
power test target and (c) the IC pattern. In (a), the two white crosses,P1 and
P2, denote two pixels located on the vertical line and horizontal line of ‘08’ digital
pattern, which is used in the following.
this section to illustrate: a ‘08’ digital pattern (Fig. 4.17(a)), a USAF resolution
target pattern (Fig. 4.17(b)) and a pattern with materials similar to integrated
circuits (called IC pattern for simplicity) (Fig. 4.17(c)). In the first two examples,
the refractive index of the structures is 1.5, which corresponds to silica (Silicon
dioxide) in Silicon substrate. The last example closely mimics the patterns and
materials used in ICs. It considers features with different materials, viz., Silicon
nitride (n = 2.0), silica (n = 1.5), cobalt silicide (n = 1.3), and gold (n =
0.41 + i9.11), all refractive indices at 1340 nm [154].
The ‘08’ digital pattern are discussed first. The ‘08’ digital pattern, is sized
such that each line has a width of a = 0.1λ and the distance between any two
adjacent parallel lines is b = 0.2λ, as shown in Fig. 4.17(a). Figure 4.18 shows
the simulated images for the ‘08’ digital pattern. The pinhole radii used here are
RPH = 1 µm, 25 µm, 35 µm and 100 µm. RPH = 1 µm and RPH = 100 µm corre-
spond to the confocal and wide-field microscope, respectively. RPH = 25 µm and
RPH = 35 µm correspond to the radii of r and r2 defined in Fig. 4.13, respectively.
For LPB-x and RPH = 1 µm, 25 µm, we can see only the vertical lines in
Figs. 4.18(a) and 4.18(b) for the ‘08’ digital pattern. For LPB-x and RPH = 35 µm
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Fig. 4.18 Image of the ‘08’ digital pattern using proposed model with NAsil = 3.3
and different pinhole radii, RPH = 1 µm (a and e), RPH = 25 µm (b and f),
RPH = 35 µm (c and g), and RPH = 100 µm (d and h). The first row is for LPB-x
while the second row for CPB. The horizontal and vertical dimensions are [-0.55,
0.55] and [-0.7, 0.7] for xsil(λ) and ysil(λ).
in Figs. 4.18(c), we can identify the ‘08’ digital pattern although the image quality
is not good. For LPB-x and 100 µm in 4.18(d), the image quality of image dete-
riorates even further. Thus, it can be concluded that LPB-x (and likewise other
linear polarizations) is not suitable for imaging such structures, irrespective of the
size of pinhole. Comparatively, CPB results in better images. It is observed that
small pinhole radius results in reasonable imaging (see Figs. 4.18(e)). However,
there are some artifacts in the form of a small dot in the centre or in the form
of the lines in the middle. For pinhole radius RPH = 25 µm, we see a slightly
bleaching effect in Fig. 4.18(f). The images are of poor quality for high values of
pinhole radius (Figs. 4.18(g) and 4.18(h)).
For the ‘08’ digital pattern, it is very interesting that vertical lines disappear
when RPH = 25 µm and they appear when pinhole size increase to RPH = 35 µm.
In order to explain this effect, we take two pixels, P1 and P2, from the ‘08’ digital
pattern, one P1 is located on the vertical line and P2 is located on the horizontal
lines, both of them are shown in Fig. 4.17(a). Figures 4.19 and 4.20 show the
induced current distributions on the ‘08’ digital pattern for all the three orthogonal
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components, when P1 and P2 are scanned respectively using ASIL-SM. For P1, xˆ
induced currents are dominant as seen from Figs. 4.19(a) and 4.19(c). For P2, the
most prominent difference from P1 is that the zˆ induced currents are comparable
to the xˆ induced current, although the focal field in x direction is bigger than that
in z direction, as shown in Figs. 2.9(a) and 2.9(c). The comparable zˆ induced
current plays an important role in the electric field of the detector region and
finally affect the signal received by the detector.
Figure 4.21 shows the intensity distribution produced by transverse induced
current and longitudinal induced current separately (in Figs. 4.21(a) and 4.21(b),
respectively) and the true intensity distribution (in Fig. 4.21(c)) for the point P1.
Figure 4.22 shows the same physical quantities as Figure 4.21, although for the
point P2. It is found that for P1, the dominant transverse induced currents pro-
duce a small spot with strong intensity, as shown in Fig. 4.21(a), which allows
the pinhole of radius, RPH = 25 µm (the dash line white circle) to capture most
of the energy in Fig. 4.21(c). Therefore, the image pixel corresponding to P1
(vertical line) has a high intensity. In contrast, for P2, both transverse and longi-
tudinal induced currents produce a small spot in the center of detector region in
Fig. 4.19 Induced current distribution of three orthogonal components when the
pixel P1 (on the vertical line) of ‘08’ digital pattern, as shown in Fig. 4.17(a), is
scanned. The background blue circle denotes a focal spot of radius, 0.8λ. The
horizontal and vertical coordinate are xsil(λ) and ysil(λ), respectively.
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Fig. 4.20 The caption is the same as Fig. 4.19 except that the pixel P2 (on the
horizontal lines) is scanned.
Fig. 4.21 The intensity distribution (a) |E(xccd, yccd)|2x,y, (b)|E(xccd, yccd)|2z and
(c) |E(xccd, yccd)|2 in the focal plane of the detector region when the P1 is scanned.
The white dash line circle and red dash-dot line circle denote the pinholes of radii,
RPH = 25 µm and RPH = 35 µm. Both horizontal and vertical dimensions are
[-0.8, 0.8] for xccd/(Mlatλ) and ysil/(Mlatλ), respectively.
Fig. 4.22 The caption is the same as Fig. 4.21 except that the pixel P2 is scanned.
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Figs. 4.22(a) and 4.22(b). After detailed analyses, it is also found that the electric
field due to the induced zˆ currents interferes destructively with the field due to the
induced xˆ currents around the center of the image, and constructively a slightly
far away from the center of the image. Therefore, we obtain two spots in the inten-
sity when considering all the induced currents, which is reflected in Figs. 4.22(c).
Since most of the intensity is outside the pinhole of radius, RPH = 25 µm (the
dash line white circle), as shown in Figs. 4.22(c), the image pixel corresponding to
P2 (horizontal line) has a much smaller intensity compared to P1, when pinhole
of radius, RPH = 25 µm, is used. But the pinhole of radius, RPH = 35 µm (the
dash-dot line red circle), can receive most of the intensity. That is why we can see
the horizontal line in Fig. 4.18(c) for the pinhole of radius, RPH = 35 µm.
From the above analyses for the ‘08’ digital pattern, it is found that the pro-
posed optical model can not only predict the image performance but also give a
reasonable analysis and explanation for the images using different conditions, such
as pinhole size and NA. It is also applicable for other object structures. This is a
strength of our numerical model of ASIL-SM, which is useful for the experiments.
The next example considers a target similar to the USAF resolution test chart.
The target consists of nine groups of pattern decreasing in size from group 1 to 9,
as shown in Fig. 4.17(b). Each group consists of two similar patterns (two sets of
lines) at right angle to each other. Each pattern consists of three lines separated
by spaces of the same size as the line width. The line length is five times the
line width. The line width is uniform for a group and changes from d1 = 0.2λ
to d9 = 0.04λ at a step 0.02λ. In addition to the aforementioned nine groups,
four squares corresponding to the pattern size of the smallest four groups are also
included.
Figure 4.23 shows the simulated images for the LPB-x and CPB. It is found
that we can resolve the target element of line width 0.10 λ for CPB (Fig. 4.23(f)),
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Fig. 4.23 The caption is the same as Fig. 4.18 except that the three-bar pattern is
imaged. The horizontal and vertical dimensions are [-2.55, 2.55] and [-2.10, 2.10]
for xsil(λ) and ysil(λ), respectively.
Fig. 4.24 The caption is the same as Fig. 4.18 except that the IC pattern is
imaged. Both the horizontal and vertical dimensions are [-1.60, 1.60] for xsil(λ)
and ysil(λ).
and 0.12 λ for LPB-x (Fig. 4.23(b)), using a pinhole radius of 25 µm. On the other
hand, for the pinhole radius of 1 µm, the images are not good for either LPB-x
or CPB. For CPB, both the horizontal and vertical bar patterns have artifacts.
For the LPB-x, the vertical bar patterns have artifacts while the horizontal bar
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patterns have very low intensity. The effects are similar to that of ‘08’ digital
pattern. The induced current and intensity distribution in the detector region also
can be used to analyze the image quality and explain the observed phenomena.
In the last object structure, the IC patterns, the six white stubs in Fig. 4.17(c)
are of gold. The dimension of each stub is 0.06λ × 0.02λ. The other structures
are silica, Silicon nitride, and cobalt silicide from outer to inner as shown in
Fig. 4.17(c). The thickness of each line is 0.06λ and the distance between the lines
is 0.20λ. Figure 4.24 shows the simulated images of the IC pattern for LPB-x and
CPB. As expected, irrespective of the size of pinhole, the gold stubs have very
strong intensity in Fig. 4.24 due to the large refractive index (magnitude) of gold.
However, the horizontal gold stubs are most clearly imaged structures for LPB-x
as shown in Figs. 4.24(a)-4.24(d). This is different from dielectric structures where
vertical features were more prominent in Figs. 4.18 and 4.23.
We note that while other features are difficult to visualize in Fig. 4.24, they can
Fig. 4.25 The caption is the same as Fig. 4.24 except that the images use a base
10 logarithmic scale for intensity.
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Fig. 4.26 The logarithmic image of the IC pattern in the presence of Gaussian
noise with (a) no noise, (b) SNR = 40dB, (c) SNR = 30dB and (d) SNR = 20dB,
using CPB with 1 µm pinhole radius.
be easily visualized by using a log scale plot of the intensity, as shown in Fig. 4.25.
In the log scale, we note that all the features are visible. The artifacts similar to
those noted in the previous examples are also clearly visible. Furthermore, we see
that CPB with pinhole radius of 25 µm gives the best image.
This example raises a concern about the visibility and fidelity of the features
in the microscope image in presence of noise, especially for the case of small
pinhole like 1 µm, where the measured intensity is very low and the signal-to-
noise ratio (SNR) is very small. In order to study the effect of noise on the image
quality (when viewed in logarithmic scale), we add successively increasing noise
to the detected intensity (circular polarization, 1 µm pinhole radius) and plot the
logarithmic image in Fig. 4.26. We see that even in the presence of Gaussian noise
with SNR = 20dB, as shown in Fig. 4.26(d), all the features are clearly visible.
4.4.5 Imaging big object structures using spatially variant
beams
Imaging of object structures using the proposed optical model with spatially uni-
form beams, including LPB and CPB, has been given in previous section. It was
found that LPB-x is not suitable for imaging large structures while CPB can pro-
vide good images. It is also found that the zˆ induced current plays an important
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Fig. 4.27 The hypothetical case of (a) the ‘08’ digital and (e) the three-bar pattern
using the ASIL-SM with CPB and NAsil = 3.3 for different pinhole radii, (a,e)
1 µm, (b,f) 25 µm, (c,g) 35 µm and (d,h) 100 µm. For the ‘08’ digital pattern,
the horizontal and vertical dimensions are [-0.7, 0.7] and [-0.55, 0.55] for xsil(λ)
and ysil(λ), respectively. For the three-bar pattern, the horizontal and vertical
dimensions are [-2.55, 2.55] and [-2.10, 2.10] for xsil(λ) and ysil(λ), respectively.
role on the image quality and resolution of ASIL microscope. Since the cylindrical
vector beams (CVB) have prominent presence (RPB) or absence (APB,APV) of
longitudinal electric field components, we study first the impact of longitudinal
current on the image quality for spatially uniform beams. For this, the contribu-
tion of zˆ induced currents in the final images is removed and the image is formed
by the transverse induced currents. For convenience, we refer to such image as
the hypothetical case (HC). Figures 4.27(a)-4.27(d) and Figs. 4.27(e)-4.27(h) show
hypothetical case of the ‘08’ digital and three-bar pattern using LPB, respectively.
The exact patterns are shown in Figs. 4.17(a) and 4.17(b). It is noted that the
hypothetical case provides better images compared to true images in Fig. 4.18.
Therefore, it can be concluded that the z-directed induced currents have a signif-
icant impact on the quality of the image and resolvability of the features. This
is because of the different imaging characteristics of transverse and longitudinal
dipoles as shown in Chapter 2. Therefore, it is very interesting and useful to study
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Fig. 4.28 Images of the ‘08’ digital pattern using RPB and APB. Other param-
eters used here are the same as Fig. 4.27.
the image performance of object structures using CVB.
For CVB, the first two numerical examples are also the ‘08’ digital pattern and
three-bar pattern in Figs. 4.17(a) and 4.17(b). Figure 4.28 shows images of the
‘08’ digital pattern using the ASIL-SM with RPB and APB. Four different pinhole
radii, RPH = 1 µm, 15 µm, 35 µm and 100 µm, are used. Similarly, RPH = 1 µm
corresponds to the confocal microscope, whereasRPH = 100 µm can capture all the
signals in the detector region, which is equivalent to the wide-field microscope [39].
The other two cases RPH = 15 µm and 35 µm correspond to r1 and r2 as shown
in Fig. 4.13. It is found that APB cannot obtain good images for any pinhole size,
as shown in Figs. 4.28(e)-4.28(h). This is because the electrical field distribution
in focal region is a doughnut, instead of a spot, as shown in Fig. 2.9(p). It is also
interesting that RPB and APB result in similar images when the pinhole size is
very small, RPH = 1 µm. As seen from Fig. 4.13, a small pinhole (RPH = 1 µm)
blocks the contribution of zˆ directed induced current to the signal received at the
detector. In other words, for a small pinhole, only the transverse induced current
contributes to the final image. Further, the transverse field distribution of RPB in
Fig. 2.9 is doughnut-shaped. Thus, it is reasonable that RPB and APB produce
similar images for a small pinhole radius. With the increase of the pinhole size,
133
4.4 An optical model of ASIL Scanning microscope
the contribution of zˆ induced currents gradually increases. When the pinhole size
is equal to the peak-to-peak size (r1 in Fig. 4.13), the image using RPB is much
better than the smaller pinhole size, as shown in Fig. 4.28(b). When the pinhole
size (r2 in Fig. 4.13) can capture most of the signal, we obtain the best image,
as shown in Fig. 4.28(c). A pinhole larger than r2, as in Fig. 4.13, degrades the
image quality as shown in Fig. 4.28(d) due to the effect of side lobes of longitudinal
component of focal field in Fig. 2.9(k). Based on the above analyses, it is found
that the pinhole size has an important effect on the image quality using RPB.
Importantly, a small pinhole does not translate to a better image for RPB. These
effect are different from the spatially uniform beams, such as LPB-x and CPB.
The doughnut-shaped image characteristic of the z-directed dipole in Fig. 4.13
accounts for these differences.
Figure 4.29 shows images of the three-bar pattern using RPB and APB. Similar
effects as for the ‘08’ digital pattern can be found in the images of three-bar
pattern as shown in Figs. 4.29(a), 4.29(b), 4.29(e) and 4.29(f) when the pinhole
size is small. It is also observed that three bars located on the top right corner,
which has the line width of 0.10λ, are visible for RPB (Fig. 4.29(c)) and CPB
Fig. 4.29 Images of the three-bar pattern using RPB and APB.
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Fig. 4.30 The caption is the same as Figs. 4.28 and 4.29 except the incidence is
APV.
(Fig. 4.23(f)), but RPB has better image quality compared to CPB. Even for
three bars with the line width of 0.08λ (below the three bars of line width 0.10λ)
in Fig. 4.29(c), we can also see three blurring bars, although the intensity is not
uniform.
As seen from the images of two different object structures in Figs. 4.28 and
4.29, it is noted that the APB does not result in reliable images of the original
structures owning to its doughnut-shaped focal spot. On the other hand, APV
forms an appealing candidate since it does not have a doughnut-shaped focal spot
(as opposed to APB) and has no longitudinal focal field (as opposed to RPB),
which are reflected in Figs. 2.9 and 2.10. Figure 4.30 shows images of ‘08’ digital
and three-bar pattern using APV. The same pinhole radius sizes as LPB and CPB
in Section 4.4.4 are used. RPH = 1 µm and RPH = 100 µm correspond to the
confocal microscope and wide-field microscope, respectively. RPH = 25 µm and
RPH = 35 µm corresponds to the radii of r and r2 in Fig. 4.13, in which the
former one is analogous to the Airy disk radius for ASIL-SM. It is noted that the
images using APV, as shown in Figs. 4.30 are similar to the hypothetical case in
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Fig. 4.31 Refractive index (magnitude) distribution of the cross section of the
object structures, (a) concentric rings, and (b) Monitorlines. In (a), the ring radii
(edge-to-edge) increase by t. In (b), the line width and the space between lines
are l. The length of the longest lines is 50l. The black arrow is the location of
cross section used later.
Fig. 4.27. Compared to the images of LPB and CPB as shown in Figs. 4.18 and
4.23, the images using APV have no artifacts and bleaching effects because of the
absence of z-directed induced currents. The resolution obtained is also 0.10λ in
Figs. 4.30(e)-4.30(h).
The last example used is concentric rings in Fig. 4.31(a). The original pattern
has one disk in the centre and four rings with the same centre as the disk. The
ring radius (edge-to-edge) increase is t and the diameter of the disk is also t. The
refractive index of rings and disk are 1.5 and the refractive index of the background
is 3.5. The same parameters of ASIL-SM are used to image this object structure.
Figure 4.32 shows the images of concentric rings with t = 150 nm, using RPB
and APB with different pinhole sizes. When the pinhole is very small, RPB and
APB result in the similar images, which is the same effects as the ‘08’ digital
pattern (see Fig. 4.28) and three-bar pattern (see Fig. 4.29). With the increase
of pinhole radius, it is noted that the images of rings and spaces exchange their
original positions compared to the exact Monitorlines in Figs. 4.32(f) and 4.32(g),
when the incidence is APB. In contrast, RPB provides good images of concentric
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Fig. 4.32 Images of concentric rings (t = 150 nm) using RPB and APB. Other
parameters used here are the same as Fig. 4.27. In (c) and (g), the black dot line
circles denote the location of the original rings.
rings, as shown in Figs. 4.32(b)-4.32(d). Similarly, APV also give good images
of concentric rings, which is reflected in Figs. 4.33(a)-4.33(d). For completeness,
the images for LPB-x and CPB are also included in Fig. 4.33. As seen from
Figs. 4.33(e)-4.33(h), images using LPB-x is not uniform for the arcs of rings due
to the asymmetry of the focal spot. In addtion, CPB provides good images in
Fig. 4.33(j) using pinhole radius RPH = 25 µm, and also shows the bleaching
effect for RPH = 25 µm and artifacts for RPH = 1 µm.
Using the different polarized beams, the similar effects can be found in the con-
centric rings although it has different shapes with the previous structures. Simi-
larly, we can also find the similar effects for the Monitorline pattern (Fig. 4.31(b))
in [155]. In the next section, the Monitorlines is used to characterize the resolution
of ASIL-SM since it has been considered as a standard resolution target in the
industry [132].
In conclusion, spatially variant beams, including RPB, APB and APV, provide
an interesting area of investigation for ASIL-SM. We find that RPB provides better
image quality and good resolution if an appropriate pinhole size is chosen to allow
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the most of signal from the zˆ dipole. However, smaller or bigger pinhole radii
than the appropriate pinhole size deteriorate the image quality. This observation
is different from spatially polarized beams, such as LPB-x and CPB. It is also
find that RPB and APB result in the similar images when the pinhole is very
small. That is because the small pinhole can blocks the contribution of zˆ induced
currents and the lateral electric field distribution in the focal region for RPB has
a similar doughnut-shaped focal spot as that for APB. While the observations
for APB match the usual expectations due to its doughnut-shaped electric field
distribution, APV provides better promise in terms of image quality and relatively
less sensitivity to pinhole radius. In the next section, the resolution of ASIL-SM
will be characterized using Monitorline pattern (Fig. 4.31(b)).
Fig. 4.33 Images of concentric rings (t = 150 nm) using APV, LPB-x and CPB.
Other parameters used here are the same as Fig. 4.27. In (b), (f) and (j), the
black dot line circles denote the location of the original rings.
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4.5 Resolution of ASIL-SM with clear aperture
Several object structures have been imaged using the proposed model of ASIL-SM
with different polarized beams and pinhole sizes. Some interesting images and
phenomena are also analyzed and explained using the proposed model in term of
induced currents, which is very helpful for understanding ASIL-SM. In this sec-
tion, resolution of ASIL-SM is characterized using the lines and spaces pattern
in Fig. 4.31(b), which is similar to Monitor Lines in the Metrochip Microscope
Calibration Target (MMCT) except the feature markers [84]. MMCT is a stan-
dard resolution target used by the semiconductor industry for characterizing the
resolution of a system [132]. The original pattern we used has eleven vertical and
horizontal lines with the same line width and space between lines, l. Therefore,
the pitch is 2l and the line width is l. The maximum length of the line is 50l. For
convenience, we call this pattern Monitorlines. We define the resolution as line
width of the smallest Monitorlines pattern we can resolve.
CPB, RPB and APV are used to characterize the resolution of ASIL-SM since
their intensity distributions in the focal plane are a spot. Numerical simulations
show that smaller pinhole radius is a better choice for CPB and APV while the
bigger pinhole size is better for RPB. Therefore, in the following, the pinhole radii,
RPH = 1 µm, RPH = 10 µm and RPH = 25 µm, are used for CPB and APV, and
RPH = 2.5 µm, RPH = 15 µm and RPH = 25 µm, are used for RPB.
Figures 4.34, 4.36 and 4.38 show the images of Monitorlines using CPB, RPB
and APV in the proposed optical model of ASIL-SM, respectively. The Monitor-
lines with different line width of l, 120 nm, 110 nm and 100 nm are employed
to characterize the resolution of ASIL-SM. In order to see the profile clearly, the
cross section comparison along the two red arrows in Figs. 4.34(b), 4.36(b) and
4.38(b), are given in Figs. 4.35, 4.37 and 4.39, respectively. It is found that for all
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Fig. 4.34 Images of Monitorlines with different line widths, (a)-(c) l = 120 nm,
(d)-(f) l = 110 nm and (g)-(i) l = 100 nm, when the incident beam is CPB and
different pinhole radii are used in ASIL-SM, i.e., RPH = 1 µm (the first column),
RPH = 10 µm (the second column) and RPH = 25 µm (the last column). The
horizontal and vertical coordinates are xsil(µm) and ysil(µm). Both horizontal
and vertical dimensions are [-3.6, 3.6] for the first row of images, [-3.3, 3.3] for the
second row, and [-3.0, 3.0] for the last row.
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Fig. 4.35 Normalized intensity distribution across the two red arrows, as shown
in Fig. 4.34(b), for different line widths, (a) l = 120 nm, (b) l = 110 nm and
(c) l = 100 nm. For each Monitorlines pattern, three pinhole radii are used, i.e.,
RPH = 1 µm, RPH = 10 µm, and RPH = 25 µm. The exact pattern is also
provided for comparison.
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Fig. 4.36 The caption is the same as Fig. 4.34 except the incident beam is RPB
and different pinhole radii are used, i.e., RPH = 2.5 µm (the first column), RPH =
15 µm (the second column), and RPH = 25 µm (the last column).
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Fig. 4.37 Normalized intensity distribution across the two red arrows, as shown
in Fig. 4.36(b), for different line widths, (a) l = 120 nm, (b) l = 110 nm, and
(c) l = 100 nm. For each Monitorlines pattern, three pinhole radii are used, i.e.,
RPH = 2.5 µm, RPH = 15 µm, and RPH = 25 µm. The exact pattern is also
provided for comparison.
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Fig. 4.38 The caption is the same as Fig. 4.34 except the incident beam is APV.
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Fig. 4.39 Normalized intensity distribution across the two red arrows, as shown
in Fig. 4.38(b), for different line widths, (a) l = 120 nm, (b) l = 110 nm, and
(c) l = 100 nm. For each Monitorlines pattern, three pinhole radii are used, i.e.,
RPH = 1 µm, RPH = 10 µm, and RPH = 25 µm. The exact pattern is also
provided for comparison.
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the images, the intersections of vertical lines and horizontal lines have the higher
intensity compared to the lines. For CPB and RPB in Figs. 4.34 and 4.36, the two
exterior most lines also have higher intensities especially for the smaller features.
In contrast, for APV, the intensities of the two exterior most lines are lower than
other lines, as shown in Fig. 4.38. That is because of the presence (CPB and RPB)
and absence (APV) of the zˆ induced currents, which can be also analyzed using
the optical model of ASIL-SM in term of the induced currents.
In view of resolution, for CPB, it is noted that we can resolve 120 nm and 110
nm Monitorlines clearly for RPH = 1 µm, RPH = 10 µm, as shown in Figs. 4.34(a),
4.34(b), 4.34(d) and 4.34(e). When RPH = 25 µm, we can still clearly resolve
the 120 nm feature although there are bleaching effects in Fig. 4.34(c), but the
110 nm feature is blurred in Fig. 4.34(f). In addition, for 100 nm feature, it
is difficult to identify the lines and spaces from Figs. 4.34(g)-4.34(i). The cross
section comparison in Figs. 4.35 agrees with the above observations from Fig. 4.34.
Therefore, for CPB, we can resolve the 110 nm feature of Monitorlines and the
theoretical resolution is 110 nm.
For RPB, it is already shown that a small pinhole does not translate to a
better image of object structure in Section 4.4. We also find the same effects
in the Monitorlines. When the pinhole radii are RPH = 15 µm and RPH =
25 µm, as seen from Figs. 4.36(b) and 4.36(c), we can clearly resolve the 120 nm
feature of Monitorlines, which are also reflected in the cross section comparison in
Fig. 4.37(a). However, for RPH = 2.5 µm, although we can differentiate the eleven
lines from tips of the lines, the dips in the centre of lines make the identification of
original lines and spaces difficult. In the cross section comparison in Fig. 4.37(a)
(red dash line), we can clearly see the dips in the centre of lines and the spaces
between the lines. Based on this cross section, a false appearance that original
pattern has 22 lines, may be inferred according to the number of maxima, although
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actually only 11 lines are present in the original pattern. The dominant zˆ induced
currents for RPB and the doughnut-shaped image characteristic of the zˆ dipole
account for this phenomena. Furthermore, the similar effects happen for the 110
nm feature in Fig. 4.37(b) except the lower contrast compared to the 120 nm
features. For 100 nm feature Monitorlines, we could identify the intersection
points of vertical and horizontal lines as well as two exterior most lines, but other
lines are blurred as shown in Fig. 4.37(c). Therefore, the theoretical resolution for
RPB is also 110 nm.
For the APV beam, it shows different images and phenomena due to the ab-
sence of zˆ induced currents. For example, the images have a much lower contrast
compared to CPB and RPB, even for the 120 nm feature Monitorlines, and it is
relatively less sensitive to pinhole size, as shown in Figs. 4.38(b) and 4.38(c). As
seen from Figs. 4.38 and 4.39, we can resolve the 120 nm feature Monitorlines
although the two exterior most lines are blurred. But for the 110 nm feature,
we see only nine lines and the two exterior most lines have the same intensity as
the spaces. Furthermore, for the smaller feature 100 nm, only the intersection of
vertical and horizontal lines are visible, as shown in Figs. 4.38(g)-4.38(i). Thus,
the theoretical resolution is 120 nm for APV.
In conclusion, we show the theoretical resolution of ASIL-SM using different
polarized beams in term of the lines and spaces pattern, Monitorlines. Specifically,
CPB achieves 110 nm resolution using small pinhole, whereas RPB also obtains
110 nm resolution but using bigger pinhole compared to CPB. Although APV
could resolve 120 nm features only, it is relatively less sensitive to the pinhole size.
All the results are appropriate for the FA of ICs since the Monitorlines pattern is
the similar to real object structures, such as gate lines in the ICs, which are most




In this Chapter, we present a complete and computationally efficient model of
ASIL microscope, including ASIL wide-field microscope and scanning microscope,
which provides the ability to analyze image formation in a more systematic way
than can be performed experimentally. For example, experimental setup is time-
consuming and maybe costly, whereas the presented model can predict results by
simply changing a few parameters and then optimized results can be checked by
experiments.
The computational efficiency is implemented by using fast algorithms like CG-
FFT, CZT and CZT-FC for each subsystem in the computational model. This is
an important contribution to the research and development in ASIL microscopy
technology since modeling and simulating ASIL microscopy system is challenging
due to spherical refraction interface, highly oscillatory diffraction integrals, and
pressing requirement to reduce the scanning resolution. It is found that the pre-
sented model significantly reduces the computational time, especially for the large
object structures from few hours to a few seconds.
Numerical simulations are conducted to image small scatterers and big object
structures using ASIL wide-field microscope and scanning microscope. For ASIL
wide-field microscope, it is shown that for one small scatterer located at the apla-
natic point, it gives a similar image to the result predicted using Subsystem III
only since the induced current on small scatterer can be approximated as dipoles.
For two small scatterers placed symmetrically relative to the aplanatic point of
ASIL along x-axis, the system with LPB-x gives a better two-point resolution
than LPB-y due to the presence of zˆ dipole induced by the focal field. But ASIL
wide-field microscope is not appropriate for imaging big object structures. The
induced current distribution shows that the image detected in the detector plane
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is not the image of the object structures and it is rather the image of the illumi-
nated pattern on the object structures. In addition, the induced zˆ currents play
an important effect on the image quality because of the doughnut-shaped image
of zˆ dipole in the focal plane of detector lens.
Compared to the ASIL wide-field microscope, ASIL-SM is more practical and
can provide a good image for both small scatterers and big object structures.
Different pinhole sizes are determined by the imaging characteristic of transverse
and longitudinal dipoles, which is important to obtain good images using different
polarized beams. Two polarized beams, LPB-x and CPB, are used to image one
small scatterers. Using different pinhole radii, the resolutions predicted by FWHM
are also given. For big object structures, five polarized beams, LPB-x, CPB, RPB,
APB and APV are employed to image different object structures, such as ‘08’
digital pattern, three-bar pattern, the designed IC pattern and concentric ring
pattern. It is found that LPB cannot obtain better images due to the asymmetry
of the focal spot and APB also can not get better images because of the doughnut-
shaped focal spot. In addition, CPB and APV show better images when a small
pinhole is employed. RPB provides better image quality and good resolution if an
appropriate pinhole size is chosen to allow the most of signal from the z-directed
dipole to be received by the detector. However, pinhole radii that are smaller or
bigger than the appropriate pinhole size deteriorate the image quality. It is also
found that RPB and APB result in similar images when the pinhole is very small.
That is because the small pinhole blocks the contribution of z-directed induced
currents and, furthermore, the transverse electric field distribution in the focal
region for RPB has a similar doughnut-shaped focal spot as that for APB.
In addition, the resolutions of ASIL-SM using different polarized beams, in-
cluding CPB, RPB and APV, are characterized using Monitorlines pattern, a
standard resolution target used in the industry [132]. Specifically, CPB and RPB
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achieve 110 nm resolution but the former needs a small pinhole size while the
latter one needs a big pinhole size. Although APV is relatively less sensitive to
the pinhole size, it could resolve 120 nm features only.
In most of the numerical simulations, we should note that induced zˆ current
is crucial for the images quality and resolution. Whether it improves or degrades
image quality is case dependent. For example, when two small scatterers are
imaged in the ASIL wide-field microscope (see Fig. 4.5), the presence of induced zˆ
current in LPB-x leads an better two-point resolution than LPB-y. When the big
object structures are imaged using LPB-x in ASIL-SM, the interference of electric
field produced by induced zˆ current with that produced by transverse induced
currents makes the horizontal lines disappear or weaker in intensity (see Figs. 4.18
and 4.23). But if we remove the induced zˆ current and consider the transverse
induced currents only, the hypothetical case provides good images (see Fig. 4.27).
In addition, the presence of induced zˆ current allows us to resolve 110 nm feature
for CPB (see Fig. 4.34), however, APV, only with transverse induced current,
cannot resolve 120 nm features. These observations could indicate that induced zˆ
current plays different roles in the process of imaging for difference conditions, such
as different object structures. It also indicates that the filter design for engineering
the longitudinal component of electric field in the focal region will be helpful for
image quality improvement and resolution enhancement.
In conclusion, engineering parameters of ASIL-SM, like the polarization, and
the detector pinhole size, have been identified using numerical simulations. Their
effects on resolution and imaging quality have been analyzed and studied. We
hope that this study provides a preliminary analysis of suitable imaging setup for
ASIL-SM and incites ASIL-SM system engineering using these parameters, which
is very useful for the FA of ICs. This optical model will be experimentally tested
in the next Chapter.
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Chapter 5
Experiment for ASIL scanning
microscope
5.1 Introduction
A complete optical model of ASIL-SM has been proposed in Chapter 4 and differ-
ent polarized beams, including LPB, CPB, RPB, APB, and APV, are used in the
proposed optical model to image the object structures. Some interesting images of
the object structures and high resolution of the feature are given using numerical
simulations. The observed effects can be explained explicitly using the proposed
optical model [155]. All these observations and analyses are helpful for the exper-
imental setup. In this Chapter, we present the experimental setup of an ASIL-SM
to image ICs from backside using different polarized beams at a wavelength of
1340 nm.
Since the SIL was invented in 1990 [10], it has been experimentally employed
to enhance the resolution of a SIL microscope in the field of imaging solid state
devices, especially semiconductor integrated circuits [9, 13, 54, 61, 137, 156]. Al-
though a typical lateral resolution of 200 nm (around 0.15λ) is attained when LPB
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of wavelength 1340 nm are used for imaging the transistor layer of ICs, the anal-
ysis and explanations of images are not given and only LPB is used to image the
ICs. For example, when LPB-x is used, the images of horizontal lines and vertical
lines show different magnitudes of intensity [9]. This phenomenon can be easily
explained using the proposed optical model in Chapter 4 (see Figs. 4.18-4.22).
In this Chapter, four different polarized beams, LPB, CPB, RPB, and APB
are used to image object structures. CPB is used to characterize the resolution of
the ASIL-SM while the other three polarized beams show some interesting images
Fig. 5.1 Schematic diagram of the experimental setup of ASIL scanning micro-
scope using infrared light. In the device box (dash line rectangle), HWP and BE
are used to produce LPB. The optical elements in the device box can be replaced
by other elements to produce other polarized beam. For example, quarter wave
plate is used in the device box, the beam is CPB. L1, scan plane and L2, a location
placed in infinity corrected path between tube lens and objective lens.
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and observations, which agree with the results in numerical simulations.
5.2 Experimental setup
The schematic diagram of the ASIL-SM experimental setup is shown in Fig. 5.1.
The laser we used is Nd:YVO4 solid state low noise infrared laser, which has
a linear polarized ouput of wavelength 1340 nm. The device box includes the
optical elements which can produce different polarized beams. For example, if a
half-wave plate and a beam expander are used, the output beams is LPB. Scanning
is performed by using a scanning dual-axis galvo mirror systems. A Turret and
a nose piece with five holders for objectives are used to hold the objective and
the ASIL assembly (Fig. 5.2(b)). The ASIL assembly provided by Semicaps Pte
Ltd is shown in Fig. 5.2(b). The sample with object structures is controlled
Fig. 5.2 (a) Objective, ASIL, and sample assembly design, (b) ASIL assembly
design for holding the ASIL (intellectual property from Semicaps Pte Ltd). The
spring design makes the contact between ASIL and sample better. (c) MMCT.
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by a two-axis tilt stage and a three-axis (XYZ) translation stage, as shown in
Fig. 5.2(a). Objectives with three different magnifications are used, Mitutoyo M
Plan Apo NIR Objective 5× with NA=0.14, Mitutoyo M Plan Apo NIR Objective
20× with NA=0.40, and Seiwa M Plan APO Objective 50× with NA=0.40. For
convenience, we refer to them as 5×, 20× and 50× objectives, respectively. The
5× and the 50× objectives are used to locate roughly the features to be imaged.
The combination of the 20× objective (inside the SIL assembly in Fig. 5.2(b)) and
the ASIL is used to resolve the detail of the features.
5.2.1 Metrochip microscope calibration target
The sample we used is the Metrochip Microscope Calibration Target (MMCT)
[84], as shown in Fig. 5.2(c). This is a Silicon based microscope calibration tar-
get widely used in the semiconductor industry for calibrating their measurement
equipment. The sample is used for calibration of several types of microscopes
such as scanning electron microscopes, scanning probe microscopes, and optical
microscopes in reflection mode with front side imaging.
The sample size is 20 mm × 20 mm and the thickness of the sample is 750 µm,
approximately. The sample is fabricated with advanced semiconductor processing
techniques. The finished sample has patterns of etched poly-crystalline Silicon over
a thin oxide on Silicon substrate. The smallest standardized and characterized
features are 120 nm lines (240 nm pitch) for Monitorlines since it uses a beam of
248 nm for photolithography of the features.
However, here we intend to use MMCT for subsurface SIL microscopy (backside
imaging). So, the sample needs to be processed (polished) such that the feature
plane aligns correctly with the ASIL’s focal plane. Furthermore, the ASIL mi-
croscopy assumes the substrate to extend both above and below the feature plane,
while MMCT’s feature plane is on the surface and is exposed to air. Thus, in or-
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der to mimic an extended Silicon substrate, a metal coating on the feature plane
has to be done. This is based on the fact that metals behave like electromagnetic
mirrors. So, sample preparation includes three steps,
1. Aluminum deposition on the front side. Aluminum is deposited on the front
side of the sample using evaporation deposition technique in a standard
metal evaporation chamber. The thickness of coated aluminium is approx-
imately 300 microns. This is well beyond the skin depth of aluminium as
well transparent enough for visual inspection of the front side.
2. MMCT is then bonded on to a standard glass slide on the aluminum coated
surface using a UV curing glue.
3. Polishing the backside of the sample to a thickness of 100 µm. This is suit-
able for an ASIL of radius 1.5 mm. The polishing is done using 0.5 µm
diamond dust and industry standard polishing gel. The surface smoothness
should be ensured so that the ASIL-sample contact does not lead to forma-
tion of air gaps. For this, inspection of the polished surface is done using
standard optical microscope with a zoom of 100×. These guidelines for sam-
ple preparation were given to us by the technical experts at Semicaps Pte
Ltd [132].
5.2.2 Calibration and alignment
In the experimental setup of ASIL-SM, calibrations and alignments are needed for
most of optical elements, for example, the laser, the half wave plate, the scan lens
and so on. Here, we focus on three most important calibrations for the ASIL-SM:
• The calibration of the two scanning mirror and the scan lens,
• Tube lens calibration,
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Fig. 5.3 Images of (a) a hole target and (b) a reticle multi gauge target located
in the scan plane, L1, as shown in Fig. 5.1, after the alignment of the scanning
mirror and scan lens are done. The dimensions of the scan plane are 12 mm×12
mm.
Fig. 5.4 (a) Images after tube lens calibration is done and a mirror is placed in
infinity corrected path between the tube lens and the objective lens. (b) Newton’s
Rings when the alignment of objective and ASIL is correct. Newton’s rings is
an interference pattern created by the reflection of light between two surfaces: a
spherical surface and an adjacent flat surface of ASIL.
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• ASIL calibration.
For the calibration of the scanning mirrors and the scan lens, a hole target and a
reticle multi gauge target are used to check and perform the alignments. When
they are located on the scanning plane, L1, as shown in Fig. 5.1, clear images of
the target at L1 should be obtained if the alignment and calibration are in a good
condition. As an example, Figure 5.3 shows the images of the hole target and
the reticle multi gauge target after the alignment of the two scan mirrors and the
scan lens are done. It is noted that both images are clear and we can identify the
location of the hole and the features on the reticle.
The next calibration is the tube lens alignment. A mirror is placed in an infinity
corrected path between the tube lens and the objective lens, i.e., the location L2,
as shown in Fig. 5.1. When the calibration has been done, we can see a spot, as
shown in Fig. 5.4(a), in the centre of the image.
The most important calibration is the ASIL alignment. As shown in Fig. 5.2(b),
first we need to change the lengths of the spacer between the ASIL cap and the
ASIL assembly. Then we need to observe Newton’s rings in the scanned image
and adjust the spring section of the ASIL assembly with a rigid but gentle grasp
such that the Newton rings appear exactly at the center of the image. Newton’s
rings is an interference pattern by the reflection of light between two surfaces: a
spherical surface and an adjacent flat surface of ASIL. Figure 5.4 shows an images
of the Newton’s rings when the calibration is done.
Besides the three main calibrations discussed above, we also need to ensure
that the sample is perpendicular to the optical axis by adjusting the two-axis
tilt stage. Furthermore, we can image the object structure, using the three-axis
translation stages to adjust the focal plane of the objective or ASIL and choose




In this section, different polarized beams with or without ASIL are used to image
the object structures. First, we use the objectives, 5× or 50× to roughly locate the
features to be imaged. Then, four different polarized beams, LPB, CPB, RPB,
and CPB, are used to image the Monitorlines as shown in Fig. 4.31(b), where
the combination of the objective 20× and ASIL is used to resolve the details of
the features. The pinhole radius RPH is given in the corresponding images and
discussions. In all the following ASIL-SM images, the horizontal is the x-axis and
the vertical is the y-axis.
5.3.1 Imaging without ASIL
For all of the images without ASIL, CPB and the pinhole radius, RPH = 25 µm,
are used. The large field of view allows us to roughly locate the feature to be
imaged. As an example, Figure 5.5 shows the images of the Monitorlines using
Fig. 5.5 Images of Monitorlines using only objectives, (a) objective 5× and (b)
objective 50×. The incident beam used is CPB and pinhole radius is RPH =
25 µm.
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the objectives 5× and 50×. For the objective 5×, it is found that we can see
the word, Monitorlines only, and some blurred dots (the Monitorlines features) in
Fig. 5.5(a) because of the lower NA and strong aberration due to the Silicon-air
interface. In contrast, the 50× objective provides much better images. At least
we can see the location indicator word (‘R1L’) of the Monitorlines and the blurred
shapes of the Monitorlines features. But we cannot distinctly see the lines and
spaces of even the largest Monitorlines feature, which has 500 nm line width and
1 µm pitch. Similarly, the spherical aberration due to the interface of Silicon-air
is present for this objective as well. For these two objectives, 5× and 50×, we
show images of some other features also in Figs. 5.6 and 5.7. Figures 5.6(a) and
5.6(b) show the images of the concentric rings features in the MMCT using the
objectives 5× and 50×, respectively. We cannot identify the rings because the
pitch of the largest rings feature is 400 nm. Effects appearing in Fig. 5.5 are also
found. Figure 5.7 shows the images of the L-bar features in the MMCT using the
objective 50×. We can resolve the features with line widths, 2.0 µm and 1.25 µm.




Fig. 5.7 Images of L-bar feature in the MMCT using objective 50× only. (a)
Width of line 2.0 µm (pitch 4.0 µm) and (b) width of 1.25 µm (pitch 2.5 µm).
Fig. 5.8 (a) Schematic diagram of generating RPB and APB. (b) S-waveplate
(intellectual property from Altechna). The device box can be directly used in the
microscope system as shown in Fig. 5.1. Linear polarizer and beam profiler are
used to check whether the generated beam is RPB and APB.
5.3.2 Imaging with ASIL
In this section, four different polarized beams, including LPB, CPB, RPB, and
APB, are used to resolve the details of the Monitorlines feature. CPB is used to
characterize the resolution of the ASIL-SM and the other three polarized beams are
used to verify the interesting phenomena we observed in the numerical simulations
of Section 4.4. For example, when LPB-x is used to image the ‘08’ digital pattern
as shown in Fig. 4.17(a), we can see the vertical lines only, as shown in Fig. 4.18.
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When RPB and APB are used to image the ‘08’ digital pattern, the images show
a hollow in the vertical and horizontal lines of the digital ‘08’, which is reflected
in Figs. 4.28(a) and 4.28(e).
The four polarized beams are generated by the optical elements in the device
box, as shown in Fig. 5.1. When a half wave plate and a beam expander are
used, the output beam is LPB. It is a default setting shown in the device box in
Fig. 5.1. If a quarter wave plate is placed after the beam expander, the output
beam is CPB.
For the generation of RPB and APB, the S-waveplate polarization converter
from Altechna is used. The S-waveplate is a super-structured waveplate, which
is fabricated on a UVFS substrate of 3mm thickness, as shown in Fig. 5.8(b). It
can convert the incident linear polarization to cylindrically symmetric polariza-
tions: RPB or APB. The antireflection coating on both sides allow up to 90%
transmission. Using the S-waveplate, the optical layout in Fig. 5.8(a) is used to
generate RPB and APB. The device box can be directly used in the experimental
setup of the ASIL-SM. A linear polarizer and a beam profiler are used to test the
polarization and the quality of the beam. The step-by-step procedure for device
box assembly and beam verification is as follows:
1. Mount a half wave plate into a rotation mount,
2. Place the S-waveplate assembled into an XY translation stage into the path
of LPB (after the beam expander),
3. Align the center of the S-waveplate with the optical axis of the incident laser
beam,
4. Check the alignment with a linear polarizer placed after the S-waveplante us-
ing a beam profiler. The dumbbell shape must be symmetric for all polarizer
angles, as shown in Fig. 5.9.
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Fig. 5.9 RPB on the beam profiler when linear polarizer transmission axis is along
(a) the x-axis and (b) the y-axis.
5. Polarization state of the output beam can be controlled by rotating the
S-waveplate or the incident linear polarization (by rotating the half wave
plate). If the dumbbell shape of the beam profile is aligned along the linear
polarizer’s transmission axis, the output beam is RPB. If the dumbbell shape
is perpendicular to the linear polarizer’s transmission axis, the output beam
is APB. For example, if the beam profile observed in the beam profiler are
as shown in Fig. 5.9, the output beam is RPB.
It is noted that we should make the contact between ASIL and sample surface
very well when the object structures are imaged using ASIL. In view of this, we
should adjust the three-axis translation stages very slowly and gently, which allows
the spring section of the ASIL assembly to be gradually compressed. Normally,
when the feature plane is on the focal plane of ASIL, a very bright spot will
appear in the scanned images. Two examples are given in Fig. 5.10, which shows
the images of Monitorlines using LPB-x with pinhole radius RPH = 25 µm and
RPH = 5 µm. The marks beside the Monitorlines are indicator of the line width
and the pitch. We need to identify the marks form backside because the marks
appear mirrored. As seen from Fig. 5.10(a), this Monitorline has the line width
of 120 nm and the pitch of 240 nm.
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Fig. 5.10 Images of Monitorlines with line width of 120 nm using LPB-x for
different pinhole radii (a) RPH = 25 µm and (b) RPH = 5 µm. Here we just show
the strong intensity spot when the feature is located in the focal plane of ASIL.
Fig. 5.11 Images of Monitorlines of line width, 200 nm, using LPB-x with pinhole
radius, RPH = 2.5 µm.
Figures 5.11 and 5.12 show images of Monitorline at a line width of 200 nm
using LPB for different pinhole radii, RPH = 2.5 µm and RPH = 25 µm, respec-
tively. As expected, the images are not uniform due to the asymmetry of the
focal spot of the LPB. The vertical lines of the image of Monitorline have different
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Fig. 5.12 The caption is the same as Fig. 5.11 except RPH = 25 µm.
characteristics from the horizontal lines, which is also reflected in the numerical
simulations in Chapter 4 and [155]. It is also found that the lines perpendicular
to the direction of polarization are more clear than that parallel to the direction
of polarization.
Compared to LPB, other polarized beams provide uniform images, i.e., the
horizontal lines and vertical lines of the Monitorlines pattern have the same image
characteristics. Figure 5.13 shows the images of the Monitorlines at line widths of
130 nm (Fig. 5.13(a)) and 140 nm (Fig. 5.13(b)) using CPB and pinhole radius,
RPH = 25 µm. It is found that we can resolve both 130 nm and 140 nm Monitor-
lines clearly. In order to characterize the resolution for CPB, Figure 5.14 shows
the images of Monitorlines at a line width of 120 nm using different pinhole radii
RPH = 25 µm, RPH = 12.5 µm, RPH = 5 µm, and RPH = 2.5 µm. It is observed
that we can resolve the 120 nm (around λ/11 for 1340 nm wavelength) feature for
all of the pinhole radii although the image quality is not good. Therefore, we can
claim that the resolution of ASIL-SM is 120 nm when CPB of wavelength 1340
nm are used to image the Monitorline pattern in MMCT (The smallest available
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Fig. 5.13 Images of Monitorlines of line width, (a) 130 nm and (b) 140 nm, using
CPB with pinhole radius, RPH = 25 µm.
feature size is 120 nm). Equivalently, we expect that another wavelength that is
transparent to the Silicon substrate, 1064 nm, can achieve 100 nm (around λ/11
for 1064 nm wavelength) resolution since the resolution is a linear function of the
wavelength. Figure 5.15 shows the images of Monitorline of line width 200 nm
using RPB and APB with pinhole radius, RPH = 2.5 µm. It is observed that RPB
and APB have similar images experimentally when the pinhole radius is small,
i.e., RPH = 2.5 µm. We can see the dips of lines in the magnification of the
images, which are the same effects as those observed for the ‘08’ digital and the
three-bar pattern as shown in Figs. 4.28 and 4.29, respectively. In addition, the
200 nm Monitorlines can be clearly resolved despite of the presence of the dips in
the centre of the lines of Monoitorlines.
5.4 Summary
In this Chapter, the results of experiments using ASIL-SM conducted to achieve
good resolution for FA of ICs are reported. Several polarized beams of wavelength
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Fig. 5.14 Images of Monitorlines of line width, 120 nm, using CPB with different
pinhole radii, (a) RPH = 25 µm, (b) RPH = 12.5 µm, (c) RPH = 5 µm and (d)
RPH = 2.5 µm.
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Fig. 5.15 Images of Monitorlines of line width, 200 nm, using (a) RPB and
(b) APB with pinhole radius, RPH = 2.5 µm. The figure below them are the
magnification of the vertical lines.
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1340 nm, are used to image the object pattern, Monitorlines, which is a standard
resolution target used by the semiconductor industry for characterizing the resolu-
tion and image quality of the ASIL microscopy systems [132]. For non-destructive
FA of ICs in the sub-surface mode, when the resolution of the conventional optical
microscopy systems is limited to about 500 nm due to the diffraction limit. The
experimental setup using ASIL presented in this thesis achieves 120 nm resolution
when CPB of wavelength 1340 nm is used, which is also demonstrated by the
numerical simulations in the previous Chapter.
In addition, LPB, RPB, and APB are also used to image Monitorlines using
different pinhole radii. It is observed that the imaging effects are quite similar to
the results predicted by the numerical simulations in the previous Chapter.
All the experiments conducted use the wavelength of 1340 nm, which is trans-
parent to the Silicon substrate. The experiments show that using the wavelength
of 1340 nm, we could resolve features of 120 nm (around λ/11 for 1340 nm wave-
length) line width in the Monitorlines in MMCT (the smallest available feature
size is 120 nm). Equivalently, we expect that another wavelength transparent to
the Silicon substrate, 1064 nm, can achieve 100 nm (around λ/11 for 1064 nm
wavelength) resolution since the resolution is a linear function of the wavelength.
In conclusion, we experimentally demonstrated a higher resolution using the
ASIL microscopy system than the conventional microscopy system for FA of ICs
and also showed that the imaging effects predicted by the proposed optical model
of the ASIL-SM agrees with the simulation results very well. But with the devel-
opment of IC technology, higher resolution is always needed for FA of ICs. Based
on the proposed optical model, we hope that filter design and polarization engi-





The overall objective of this study was to achieve better resolution using ASIL
microscopy from two perspectives: theoretical modelling and experimental setup.
In view of this, a complete and computationally efficient model of ASIL micro-
scope was presented from the perspective of the secondary sources. This model is
important since it provides the ability to analyze and predict imaging formation
in a much more systematic way than can be performed experimentally. To the
best of my knowledge, this study has been the first attempt to deal with such
a complicated system as an ASIL microscope using fast algorithms. Based on
this theoretical model, different polarized beams were used to image object struc-
tures and a 110 nm theoretical resolution is obtained. Furthermore, the proposed
optical model is tested by the experimental setup, which not only confirms the
interesting images obtained using the numerical model but also achieves 120 nm
resolution using CPB of wavelength 1340 nm. These results are of considerable
importance since they provide the basic parameters and reasonable explanations
to understand the ASIL microscopy system and enhance the resolution of an ASIL
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microscopes, which contribute to FA of ICs. In the following, specific contributions
are summarized.
Firstly, the complete and computationally efficient model of the ASIL mi-
croscopy system was proposed, which can be divided into three subsystems, i.e.,
focusing of the incident light through an ASIL, the interaction of the focused
incident light with object structures, and imaging of the light scattered by the
object structure. The model used the concept of secondary sources (induced cur-
rents) induced on the object structures as the fundamental theory behind the
imaging principle. The secondary sources are induced by the electric field in the
focal region of ASIL on the object structures and can be directly used with the
DGF of the microscopy system to produce an image. This is the most important
difference of our model from other models of optical microscopy system using a
numerical method, such as FDTD, where the Stratton-Chu integral theorem is
used for resampling of the scattered light [45, 46]. Another advantage of using the
concept of secondary sources is that the effect of the vectorial induced currents
on the resolution and image quality can be analyzed and explained explicitly. For
example, the x- and y- directed induced dipoles would produce one spot in the
detector plane, while a z- directed induced dipole would produce an annular ring
in the detector plane. Similarly, the impact of complicated induced current pat-
terns on the imaging results can also be analyzed. Furthermore, in the proposed
model, each subsystem deals with one process only (has a modular architecture),
and therefore it is easy to describe and simulate the imaging behavior for several
differing conditions by changing the parameters of each separate component, such
as the polarization of the illumination, the object structures in the focal plane
or the pinhole size, which has been demonstrated in the numerical simulations.
Another key advantage of this model of ASIL-SM is that it can be made further
computationally efficient, compared to the other optical models [45, 80] by using
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CGFFT in the Subsystem II, CZT in the Subsystem I and CZT-FC in the Sub-
system III. This finding is of crucial importance for imaging big object structures
(compared to the wavelength), since the computational burden would have been
prohibitively large if those fast algorithms were absent.
Secondly, the experimental setup was built to test the theoretical model. It
was found that the experiment results matched the theoretical results very well.
Furthermore, a 120 nm resolution for FA of ICs was also demonstrated experimen-
tally. These results suggest that the theoretical model is very useful in predicting
and analyzing the ASIL microscopy system.
To conclude, this study has theoretically and experimentally demonstrated the
ASIL microscopy system. The results are very important for the FA of ICs. It
should be noted that the theoretical model does not take into account the fact
that there is an air gap between the ASIL and the sample. In addition, with
the development of ICs, the circuitries will become smaller and smaller, which
needs much higher resolution. Therefore, filter design and polarization engineering
may become another future work direction since it has the potential of further
improving the resolution of microscope. Finally, it is also noted that although this
model is intended for the failure analysis of integrated circuits, it can be extended
to other area as well, such as biology and nanophysics.
6.2 Recommendations for future work
In this thesis, the ASIL microscopy system was explored and studied theoreti-
cally and experimentally. The efforts are extensive but not exhaustive. Some
recommendations for the future work are as follows:
1. Resolution enhancement using filter design and polarization engineering
Resolution is always the first consideration. We have achieved about 110
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nm (about λ/12 for wavelength 1340 nm) theoretical resolution and 120 nm
(about λ/11 for wavelength 1340 nm) experimental resolution using different
polarized beams. However, with the increasing miniaturization of ICs, higher
resolution is always needed. In view of the advantages of the proposed optical
model, further study is needed to design pupil filters and to engineer new
polarizations for enhancing the resolution of ASIL-SM system. And then the
corresponding experimental setup can be conducted to verify the theoretical
analysis and prediction and can also give feedback to improve the theoretical
analysis. This is also the industrial need for FA of ICs.
2. Aberration analysis of the ASIL microscopy system
The focus of this thesis is to build a complete optical model theoretically and
experimentally. We didn’t consider the aberration in the microscopy system.
However, in the experiments, when the ASIL microscopy system is used to
image the object structure, there are a number of possible sources of aberra-
tion that can lead to the deviations from perfect imaging. For example, the
air-gap between the ASIL and sample, the error in SIL fabrication, refractive
index mismatch between the SIL and the sample and so on. Therefore, the
optical model with aberration analysis provides more accurate prediction for
the imaging.
3. Resolution enhancement by solving an inverse problem
Further research should attempt to develop the numerical resolution en-
hancement techniques, where image post-processing based on electromag-
netic shall be employed to further improve the resolution. In this thesis, the
forward problem of the ASIL microscopy is investigated and the images of
object structures are obtained. In reality, the image obtained is not the real
image of the object structures. It is rather the image of the currents induced
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on the object structures. The currents induced on the objects are not only
due to the incident light but also due to mutual interaction (multiple scat-
tering) between the object structures. Thus, the currents induced on the
objects do not represent the objects exactly, resulting in an incorrect image.
However, since the physical phenomena of light incidence, mutual interac-
tion, current induction, and image detection are all well-understood, they
together describe a forward problem, i.e., we can calculate the intensity dis-
tribution in the image plane once we are given the distribution of refractive
index of a sample. In the inverse problem, we aim to reconstruct the distri-
bution of the refractive index of the sample once we are given the measured
intensity distribution at the image plane. The inverse problem is often cast
into an optimization problem, where the distribution of the refractive index
that yields the best match between calculated and measured intensities is
identified. Such post-processing can not only enhance the image quality, it
can also provide quantitative information about the sample.
4. Engineering induced zˆ currents
In ASIL microscopy, the practical effective NA is up to 3.3. Thus, the
longitudinal component of electric field is present or may be even dominant
in the focal region of ASIL, which induces zˆ currents. Using the proposed
optical model, it is already found that the induced zˆ currents may improve
or degrade the image quality and the resolution due to the different imaging
characteristic of a zˆ dipole. It will be very interesting to engineer the induced
zˆ currents to improve the images quality and resolution.
5. The development of new optical model
In the proposed optical model, although it has already provided a good
comparison and prediction for the experimental results, the air-gap between
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the ASIL and the sample is assumed to be negligible and the background
medium is chosen as a homogeneous medium. However, real ICs have layered
structures. To address this issue, a more accurate optical model should
be developed to simulate the layered structures in the future. Actually,
there already exist some works considering the focusing of the incident light
through layer medium using vector diffraction theory. The challenge is that
how can we combine such techniques to develop an efficient numerical model.
This new model may provide more accurate results compared to experiments
since the air gap always exists and layered structures also exist for most of
ICs.
6. The extension of the optical model to other fields
Although this optical model is proposed in the context of FA of ICs, it can
be also extended to other areas (regardless of SIL being employed or not).
The computational efficiency will be very useful in the related research areas,
such as biomedical imaging and nanophysics.
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Appendix A. Computation of
Fourier integral using FFT
In this appendix, how to compute Fourier integrals in Eqs. (2.96) and (3.49) using
FFT are derived.
Two different kinds of Fourier integrals are considered. For simplicity, taking
one dimensional case for example, The first kind of Fourier integral is related to






which can be related to the discrete Fourier transform (DFT) through the following
processing:
1. Window size X and number of sampling points N define the sample spacing
∆x = X/N ,
2. Now define the sample points xn = n∆x for n = 0, · · · , N − 1 and then
f(n) = f(xn).
3. Associated with this, we define the frequency sampling points kq = q∆k =
2piq/X. Now we consider the problem of approximating the Fourier trans-
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f(x)e−ikqxdx, q = 0, · · · , (N − 1). (A.2)
4. Let us approximate this integral by a left-endpoint Riemann sum approxi-
mation using points xn defined above:




−ikqxn , q = 0, · · · , (N − 1). (A.3)
5. Substituting the definition of kq, xn and ∆x in terms of X and N , we have
the discrete expression of the first kind of Fourier integral,






N , q = 0, · · · , (N − 1). (A.4)
We can rewrite Eq. (A.4) as












N , q = 0, · · · , (N − 1) (A.6)
which is the definition of DFT [131]. Therefore, after discretization the first kind
of Fourier integral can be directly computed using DFT and FFT. However, the
definition of the first kind of Fourier integral is good for signal processing where
we assume the original function is causal, i.e., f(x) = 0 for x < 0. It is not
good for noncausal function in which case one often uses the following definition.
Suppose that f(x) is defined on −X/2, · · · , X/2, or more realistically, f(x) ∼ 0





which is the same type of Fourier integrals as Eqs. (2.96) and (3.49).
Following the processing for the first kind of Fourier integral, the discrete
expression of Eq. (A.7) is also defined as a left hand endpoint Riemann sum
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approximation to the Fourier transform with xn = n
X
N
, n = −N/2, · · · , N/2 − 1
evaluated at the points kq =
2piq
X
, q = −N/2, · · · , N/2− 1:












N , q = −N/2, · · · , N/2− 1. (A.9)
Eq. (A.9) is not the exact definition of DFT as shown in Eq. (A.6). Therefore,
F˜ (q) cannot be directly computed using FFT.
In the following, some transformations are done to relate F˜ (q) in Eq. (A.9)
to F (q) in Eq. (A.6), which can be directly and efficiently computed using FFT.












N , q = 0, · · · , (N − 1) (A.10)
which can be written in the vector format of DFT,
F = [F (0), F (1), · · · , F (N/2− 1), F (N/2), · · · , F (N − 2), F (N − 1)]T . (A.11)
Exchanging the first half and the second half elements of this vector, and it be-
comes to
[F (N/2), · · · , F (N − 2), F (N − 1), F (0), F (1), · · · , F (N/2− 1)]T (A.12)
Considering the periodicity of DFT, i.e., F (n± sN) = F (n), s is an arbitrary
integer, it becomes to
F′ = [F (−N/2), · · · , F (−2), F (−1), F (0), F (1), · · · , F (N/2− 1)]T . (A.13)
Thus,







N , q = 0, · · · , (N − 1) (A.14)
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N , q = −N/2, · · · , (N/2− 1). (A.15)
Compare Eqs. (A.15) and (A.9), it is seen that
F˜ (q) = F (q)epiiq, q = −N/2, · · · , N/2− 1. (A.16)
Therefore, we can use FFT to compute the second kind of Fourier integral of
Eq. (A.7) after a set of processing mentioned above. These derivations can be
extended to two dimension Fourier integrals as shown in Eqs. (2.96) and (3.49).
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Appendix B. Computation of
Fourier integral using CZT
In this appendix, the computation of Fourier integral using chirp z transform
(CZT) is derived. An introduction to CZT is given [119, 131] and then two different
kinds of Fourier integrals mentioned in Appendix A are computed using CZT.





a function of the complex variable z. In general, both f(n) and F (z) could be
complex. It is assumed that the sum on the right side of Eq. (B.1) converges for at
least some values of z. We restrict ourselves to the z-transform of sequences with












where T is the spacing of a train of equally spaced impulses of magnitude
f(n). The Laplace transform of a train of impulses repeats its values taken in
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a horizontal strip of the s-plane of the width 2pi/T in every other strip parallel
to it. The z-transform maps each such strip into the entire z-plane, or con-
versely, the entire z-plane corresponds to any horizontal strip of the s-plane, e.g.,
−∞ < σ < ∞,−pi/T ≤ ω < pi/T , where s = σ + iω. In the same correspon-
dence, the iω axis of the s-plane, along which we generally equate the Laplace
transform with the Fourier transform, is the unit circle in the z-plane, the origin
of the s-plane corresponds to z = 1. The interior of the z-plane unit circle corre-
sponds to the left half of the s-plane, and the exterior corresponds to the right half
plane. Straight line in the s-plane corresponds to circles or spirals in the z-plane.
Figure B.1 shows the correspond of a contour in the s-plane to a contour in the
z-plane. To evaluate the Laplace transform of the impulse train along the linear
contour is to evaluate the z-transform of the sequence along the spiral contour.
Just as we can only compute Eq. (B.2) for a finite set of samples, we can only
Fig. B.1 The correspondence of (a) a z-plane contour to (b) an s-plane contour
through the relation z = esT , it is also an illustration of the independent parame-
ters of the CZT algorithm. In (a), the z-transform is evaluated on a spiral contour
starting at the points z = A. In (b), the corresponding straight line contour and
independent parameters in the s-plane are shown.
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computes Eq. (B.2) at a finite number of points, say zq,




The special case which has received the most attention is the set of points equally
around the unit circle,
zq = e
2pii q







N , q = 0, · · · , (N − 1), (B.6)
which is the exactly same as the definition of DFT in Eq. (A.6) [131].
If we investigate the computation of the z-transform in Eq. (B.4) on a more
general contour, of the form
zq = AW





where Q is an arbitrary integer and both A and W are arbitrary complex numbers
of the form. The case A = 1, Q = N and W = e2pii/N corresponds to the DFT.
The general z-plane contour begins with the point z = A and spirals in or out
with respect to the origin. If W0 = 1, the contour is an arc of a circle. The angular
spacing of the samples is 2pi∆α. The equivalent s-plane contour begins with the
point




and the general point on the s-plane contour is
sk = s0 + q(∆σ + i∆ω) =
1
T
(lnA− q lnW ), q = 0, 1, · · · , Q− 1. (B.9)
Since A and W are arbitrary complex numbers we see that the points sk lie on an
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arbitrary straight line segment of arbitrary length and sampling density. Clearly,
the contour indicated in Eq. (B.7a) is not the most general contour but it is
considerably more general than that for which the DFT applies. In Fig. B.1, an
example of this more general contour is shown in both the z-plane and the s-plane.
To compute the z-transform along this more general contour would seem to
require NQ multiplications and additions. Since for W0 = 1, the sequence W
n2/2
is a complex sinusoid of linearly increasing frequency, and since a similar waveform
used in some radar systems has the picturesque name ”chirp”, this algorithm is
called as chirp z-transform (CZT) [119, 131]. Since the CZT permits computing
the z-transform on a more general tour than the FFT permits, it is more flexible
than the FFT. The additional freedom offered by the CZT includes the following
[119]:
1. The number of the time samples does not have to equal to the number of
samples of the z-transform.
2. Neither Q nor N needs be a composite integer.
3. The angular spacing of the zk is arbitrary.
4. The contour needs not be a circle bur can be spiral in or out with respect
to the origin. In addition, the point z0 is arbitrary, but this is also the case
with the FFT if the samples f(n) are multiplied by z−n0 before transforming.
Now, we derive the CZT algorithm and the more details can be found in [119].
Along the contour of Eq. (B.7a), Eq. (B.4) becomes
F (q) = F (zq) =
N−1∑
n=0
f(n)A−nW nq, q = 0, 1, · · · , Q− 1 (B.10)
which, at first appearance, seems to require NQ complex multiplication and ad-
ditions, as we have already observed. But, let us use the following substitution,
nq =





Fig. B.2 An illustration of the steps involved in computing values of the z-
transform using the CZT algorithm.







2/2, q = 0, 1, · · · , Q− 1, (B.12)
which can be thought of as a three-step process consisting of:
1. Forming a new sequence y(n) by weighting the f(n) according to the equa-
tion
y(n) = f(n)A−nW n
2/2, n = 0, 1, · · · , N − 1; (B.13)
2. convolving y(n) with the sequence vn defined as
v(n) = W−n
2/2 (B.14)




y(n)v(q − n), q = 0, 1, · · · , Q− 1; (B.15)
3. multiplying g(q) by W q
2/2 to give F (q),
F (q) = g(q)W q
2/2, q = 0, 1, · · · , Q− 1. (B.16)
The three-step process is illustrated in Fig. B.2. Steps 1 and 3 require N and
Q multiplications, respectively, and the step 2 is a convolution which may be
computed by the high-speed technique, based on the use of the FFT. Step 2 is the
major part of the computational effort and require a time roughly proportional to
(N +Q) log(N +Q).
The flexibility and speed of the CZT algorithm are related to the flexibility
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and the speed of the method of high-speed convolution using the FFT. The reader
should recall that the product of the DFT’s of two sequences is the DFT of the
circular convolution of the two sequences and, therefore, a circular convolution is
computable as two DFT’s, the multiplication of two arrays of complex numbers,
and an inverse discrete Fourier transform (IDFT), which can also be computed
by the FFT. Ordinary convolution can be computed as circular convolutions by
appending zeros to the end of one or both sequences so that the correct numerical
answers for the ordinary convolution can result from a circular convolution.
In the following, we will computed Fourier integrals, as shown in in Eqs. (2.96)
and (3.49). In Appendix A, FFT is used to compute two kinds of Fourier integrals.





where N is the sample size. Normally in order to obtain a higher resolution, zero-
padding can be used to increase the output sampling size, which subsequently
increases the size of the input matrix and computational time. That is because
the output space is of the same size as the input space for DFT or FFT. CZT
allows us to avoid the use of the zero-padding and select only the region of interest
as the output space. Normally, the CZT can be used to compute any set of equally
spaced samplers of the Fourier integral on an arc of the unit circle or itself. When
it is an unit circle, it corresponds to the DFT. Here we assume that the contour





following the process of computation using DFT in Appendix A, we have:
1. Window size X and number of sampling points N define the sample spacing
∆x = X/N ,
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2. Now define the sample points xn = n∆x for n = 0, · · · , N − 1 and then
f(n) = f(xn).
3. Now we consider the problem of approximating the FT of f(x) at the points,
kq = k0 + q∆k = k0 + q
kend − k0
Q− 1 , q = 0, 1, · · · , Q− 1. (B.19)




f(x)e−ikqxdx, q = 0, · · · , (Q− 1) (B.20)
4. Let us approximate this integral by a left-endpoint Riemann sum approxi-
mation using points xn defined above:




−ikqxn , q = 0, · · · , (Q− 1) (B.21)
5. Substituting the definition of kq, xn and ∆x, we have




−nW nq, q = 0, · · · , (Q− 1), (B.22)
where A = eik0∆x and W = e−i∆k∆x.
We can rewrite Eq. (B.22) as
F (q) ≈ ∆x
N−1∑
n=0
f(n)A−nW nq, q = 0, · · · , (Q− 1) (B.23)
which has the same format as Eq. (B.10). Therefore, substituting Eq. (B.11) into
Eq. (B.23) leads to






2/2, q = 0, 1, · · · , Q− 1. (B.24)
Now, we can use the three-step process in Eqs. (B.13)-(B.16) to efficiently compute
the above equation.





we define the sample points xn = n∆x = nX/N for n = −N/2, · · · , N/2− 1 and
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then f(n) = f(xn). Similarly, we consider the problem of approximating the FT
of f(x) at the points,
kq = k0 + q∆k = k0 + q
kend − k0
Q− 1 , q = 0, 1, · · · , Q− 1. (B.26)
and we will get after approximating this integral by a left-endpoint Riemann sum
approximation using points xn defined above:
F (q) ≈ ∆x
N/2−1∑
n=−N/2
f(n)A−nW nq, q = 0, · · · , (Q− 1) (B.27)
where A = eik0∆x and W = e−i∆k∆x. Further, Eq. (B.27) can be rewritten as





















)A−nW nq, q = 0, · · · , (Q− 1), (B.28)
which can apply the three-step processes in Eqs. (B.13)-(B.16) for efficient com-
putation.
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