This paper improves some results of the author's previous work. We will investigate the case of non-smooth points on an automorphic components and prove Breuil-Schenider conjecture. As a consequence we will see that in case when all the components are automorphic in the potentially crystalline deformation rings, the Breuil-Schenider conjecture holds unconditionally.
Introduction
The aim of this work is to improve the results of [Pyv18b] , where the results depend on the assumption that a Galois representation comes from a point lying on an automorphic component. We will also use the patching construction of [CEG + 16] . The conjecture in question predicts the existence of GL n (F )-invariant norms on locally algebraic GL n (F )-representations, where F is a p-adic field. This conjecture was first proposed by Breuil and Schneider in [BS07] . For a brief survey of this conjecture the reader is referred to [Sor15] .
Notation
Our setup is similar to [Pyv18b] and [CEG + 16] . Let p a prime number such that p ∤ 2n. Let F be a finite extension of Q p with a finite residue field k F . Let O F be its complete discrete valuation ring, let p be the maximal ideal of O F with uniformizer ̟, and let q = |O F /̟O F |. Let G = GL n (F ).
Let E be a finite extension of Q p (the field of coefficients), O the ring of integers of E and F the residue field. Fix a residual Galois representation r : G F −→ GL n (F) of the local Galois group G F := Gal(F /F ). We assume that E is large enough to contain all the embeddings F ֒→ Q p .
Main result
Our setup is the following, we have fixed a residual Galois representation r : G F −→ GL n (F). The patching construction carried out in [CEG + 16] associates to r a modules M ∞ (r) := M ∞ . It is enough to view M ∞ as an R ∞ [G]-module, such that it is finitely generated over R ∞ [[GL n (Z p )]], where R ∞ (cf. [CEG + 16, section 2.8, p.27]) is a complete Noetherian local R palgebra with residue field F. In [Pyv18b, section 5] we define the rings R ∞ (σ min )(r) := R ∞ (σ min ) and R ∞ (σ max )(r) := R ∞ (σ max ).
Let ρ : G F −→ GL n (E) be a potentially semi-stable Galois representation of weight σ alg and inertial type τ . By the theory of Fontaine, the Galois representation ρ corresponds to a filtered admissible (ϕ, N, Gal(L/F ))-modulẽ D. Proposition 2.5 says that there is an admissible filtered ϕ-module D such that the underlying Weil representation and the Hodge-Tate weights of D are the same as that ofD, but the monodromy operator is equal to zero. Let r be the Galois representation corresponding to D. This Galois representation is potentially crystalline. Observe that the Galois representations r and ρ may have different reduction mod p since the filtrations on the corresponding (ϕ, N)-modules may differ.
Let now ρ : G F −→ GL n (F) be the reduction mod p of ρ. We can consider a new deformation problem associated to ρ. LetM ∞ := M ∞ (ρ), R ∞ (σ min ) := R ∞ (σ min )(ρ) and letR ∞ (σ min ) ′ = R ∞ ⊗ R p R ρ (τ, v), where the ring R ρ (τ, v) parametrizes all the potentially semi-stable lifts of ρ of weight σ alg and inertial type τ . The main result is the following theorem: It is conjectured in [CEG + 16] that V (r x ) depends only on the Galois representation r x and that r x → V (r x ) realizes the hypothetical p-adic local Langlands correspondence. Our Theorem 1.1 provides further evidence of this conjecture and generalizes the results of [Pyv18b] .
Outline of the paper
This article is organised as follows: In the section 2.1, we will recall definition of weakly admissible (ϕ, N)-modules with Galois action. Then in section 2.2 we will prove that if we set N = 0 on the weakly admissible (ϕ, N) module D, then there is a filtration on the underlying ϕ-module of D, such that the ϕ-module then D is again weakly admissible. The section 3 is the heart of this paper. In section 3.2 we will prove our main theorem and in section 3.3 we will give an example when the Breuil-Schneider conjecture holds without assuming that a point lies on an automorphic component.
Potentially crystalline representations
Let D be a weakly admissible (ϕ, N)-module. Here we will prove that if we set N = 0 then there is a filtration on D, the underlying ϕ-module of D, such that the ϕ-module then D is again weakly admissible. First we recall few definitions and then we will study in detail the two dimensional case. Then we will see how some elementary inequalities allow us to deduce this result.
Notation
Recall that p is a prime number. In this section fix two finite extensions F (the base field) and E (the coefficient field) of Q p such that [F : Q p ] = |Hom Qp (F, E)| where Hom Qp (F, E) denotes the set of all Q p -linear embeddings of the field F into the field E. We assume F is contained in an algebraic closure Q p of Q p . We denote by q = p f 0 the cardinality of the residue field of F and by F 0 = Frac(W (F q )) its maximal unramified subfield. If e := [L : Q p ]/f 0 , we set val F (x) := e.val Qp (x) (where val Qp (p) := 1) and |x| F := q −val F (x) for any x in a finite extension of Q p . We denote by W F = W (Q p /F ) (resp. G F := Gal(Q p /F )) the Weil (resp. Galois) group of F and by rec p : W (Q p /F ) ab → F × the reciprocity map sending the geometric Frobenius to the uniformizer.
Let L be a finite Galois extension of L and L 0 its maximal unramified subfield. We assume [L 0 : Q p ] = |Hom Qp (L 0 , E)| and we let p f be the cardinality of the residue field of L 0 and ϕ 0 be the Frobenius on F (raising to the p each component of the Witt vectors). Consider the following two categories:
1. the category WD L/F of representations (r, N, V ) of the Weil-Deligne group of F on a E-vector space V of finite dimension such that r is unramified when restricted to W (Q p /L). There is a functor (due to Fontaine):
the category MOD
The following proposition was proven in [BS07] (Proposition 4.1):
Denote MOD a quasi inverse of the functor WD.
If D is an object of MOD L/F , we define:
is a decreasing exhaustive separated filtration on D L by L⊗ Qp Esubmodules indexed by i ∈ Z and preserved by Gal(L/F ), we define: 
Consider the module given by:
The non-trivial only (ϕ, N)-stable sub vector spaces is Q p e 2 so the admissibility condition is equivalent to k − 1 = 2v p (λ) + 1 and 0
If we set N = 0 and we want to keep the same ϕ and the same filtration, then D the form:
Notice this is the same filtration as above but we made a base change e 2 → Le 2 . From the admissibility of (ϕ, N)-module we get the admissibility of ϕ-module. Indeed the non-trivial ϕ-stable sub vector spaces are Q p e 1 , Q p e 2 and we have 0 = t H (Q p e 1 ) < t N (Q p e 1 ) = v p (λ) + 1. This was the only inequality that was left to check.
For 3-dimensional examples the reader may look at [Par16] and check in the same way that for every isomorphism class with non zero monodromy operator, we get a crystalline representation when we kill the monodromy operator.
Inequalities of integers
Proof. We have that i n+1 ≥ i j for all 1 ≤ j ≤ n. Then it follows that ni n+1 ≥ n j=1 i j . By a simple calculation this inequality is equivalent to
Then it follows by induction that
The result follows.
Proof. We prove first the desired inequality for n = 1. If i d+1 ≤ c 2 + 1 then
Subtracting (k − 1)i d+1 + c 2 + 1 + dc 1 on both sides of the previous inequality, we get
Hence in any case we have that
This proves the lemma for n = 1. Now replacing d by d + 1, c 1 by c 1 + (c 2 + 1)/d and k by k − 1, so that we can repeat the procedure above for n = 1, i.e. we start now with inequalities:
then proceed as before to get:
i.e. an inequality for n = 2. We proceed by induction in a similar fashion to prove this lemma.
By induction from the two previous lemmas we get the following result:
..+ds , a sequence of integers in Z and let c i ∈ Q for all 1 ≤ i ≤ s. Assume that we have Proof. Let (r, N, V ) = WD(D). Assume that the extension E of Q p is big enough so that
An indecomposable Weil-Deligne representation can be always written in a specific form (cf. 3.1.3 (ii) [Del75] ). Then D i can be written as
where
Choose an order on summands such that val
For an embedding σ the Hodge-Tate weights are i σ,1 < . . . < i σ,n . Write
Then the admissibility condition of D, for these subobjects, gives us the following inequalities:
Then applying Lemma 2.4 to each set of inequalities above, from 1 to s, we get the following intermediate inequalities:
. . .
, all these inequalities tell that there is an admissible filtration on the ϕ-modules (ϕ, D N =0 ). By construction the ϕ-modules (ϕ, D N =0 ) has the same Hodge-Tate weights as (ϕ, N)-module D and both modules inherit the same action of ϕ.
Potentially crystalline non-generic points
In this section we will prove the existence of a G-invariant norm on BS(r) in some cases when r is potentially crystalline Galois representation, which is not necessarily generic. A more precise statement will be given in Theorem 3.10. Similarly to [Pyv18b] we will embed BS(r) into a unitary E-Banach space representation of G. In section 3.1 we will build-up a framework for the proof of this theorem by examining the support of patched modules
. Then in section 3.2 we will prove the main result. In the last section we will give an example to illustrate Theorem 3.10. We refer the reader to [Pyv18b, section 5] fo the definition of M ∞ (σ 
. Consider the natural evaluation map:
given by f ⊗ v → f (v). It follows from [Pyv18c, Theorem 7.1], that H is locally free Z Ω -module of rank one.
Recall that σ max := σ max (λ) ⊗ σ alg and σ min := σ min (λ) ⊗ σ alg . We have an isomorphism:
is a locally free Z Ω -module of rank one. Let φ be the image of ev by the functor Hom
is a homomorphism of R ∞ (σ min )-modules. Let r x be the Galois representations corresponding to the point x. Then by Proposition 4.33 [CEG
where π x is some smooth admissible representation in the Bernstein component Ω. Let X be the set of points x such that φ ⊗ κ(x) = 0.
Lemma 3.1. By assumption we have that
l.alg ) = 0 so that we have a non-zero map γ x → π x . Then x ∈ X if and only the composition δ x ∆ − → γ x → π x is non-zero for some (equivalently any) non-zero ∆ ∈ Hom G (δ x , γ x ).
Proof. If x ∈ X, then the specialization
is non zero, where κ(x) is the residue field at x. However by Proposition 2.22 [Paš15] and Frobenius reciprocity we have:
where (.) * = Hom E (., E) is the dual of finite dimensional vector spaces and similarly,
It follows that the map φ ⊗ κ(x) is induced by the following map:
The assertion of this lemma follows. Since Hom G (δ x , γ x ) is one dimensional, any non-zero ∆ ∈ Hom G (δ x , γ x ) will do.
The following assertions are equivalent:
Proof. 1 implies 2 . First notice that φ ⊗ κ(x) = 0 =⇒ ev ⊗ κ(y) = 0. Let soc G (γ x ) be the G-socle of γ x and let ι the image of the map ev ⊗ κ(y). The image ι has a finite length because the representation γ x is of finite length. Let ν be an irreducible quotient of ι. Then Hom G (δ x , ν) = Hom G (c-Ind 
Then the map ev ⊗ κ(y) factors through soc G (γ x ) so that the diagram below commutes:
In particular the composition:
is non zero, by Lemma 3.1. If the map γ x −→ π x is not injective, let κ be it's kernel. Since κ is non zero by assumption it is equal or contains an irreducible representation η. The representation η is also a sub-representation of γ x . Since soc G (γ x ) is irreducible it is a unique irreducible sub-representation of γ x , hence η = soc G (γ x ). Therefore soc G (γ x ) ⊆ κ, so the image of soc G (γ x ) by the map γ x −→ π x is 0. Since soc G (γ x ) is irreducible the composite map soc G (γ x ) ֒→ γ x −→ π x is injective and 0.
This would imply that the composition:
is 0, which is a contradiction. Therefore assertion 2 follows. 2 implies 1 . Since soc G (γ x ) is generic, by [Pyv18a, Theorem 2.1] we have that Hom G (δ x , soc G (γ x )) = 0. Then the composition δ x ։ soc G (γ x ) ֒→ γ x ֒→ π x is non zero and by Lemma 3.1, x ∈ X.
Recall that Σ is a subset of m-Spec R ∞ (σ max )[1/p], consisting of those x such that the representation π sm (r x ) is generic.
Lemma 3.3. We have the following inclusion Σ ⊆ X.
Proof. Let x ∈ Σ. Since x ∈ Supp(M ∞ (σ • max )), we have Hom G (γ x , π x ) = 0. However, by Corollary 3.12 [CEG + 16], we have π sm (r x ) ≃ γ x . It follows that γ x is irreducible. Thus any non-zero G-equivariant map γ x → π x is injective. The assertion follows from the Lemma 3.2. 
dim S/a < dim S if and only if m-Spec
Proof. The assertions 1 and 2 are trivially equivalent. Let's prove the first one.
Assume that dim(S/a) = dim S and write V (a) ∩ m-Spec S = i V (q i ) as a union of irreducible components. Then there is an index i such that dim V (q i ) = dim S, it follows that q i is actually a minimal prime in S. Then V (q i ) is an irreducible component of m-Spec S.
Assume now that V (a)∩m-Spec S contains an irreducible component 
We know that the ring R p (σ min )[1/p] is equidimensional and the complement of the singular locus is Zariski dense, by Theorem (3.3.4) [Kis08] . Then by previous lemma we have that dim , it is enough to prove it for this ring. The result follows from previous lemma and the fact that closed points are dense in a Jacobson ring.
We will prove now that the set X is Zariski closed. We start with the following lemmas:
Lemma 3.7. The set X is closed if and only if φ is surjective. In this case
If X is closed then by Lemma 3.3, it contains the closure of Σ. However by Proposition 3.6, X = Spec R ∞ (σ max )[1/p], so φ is surjective.
is irreducible and generic representation of G.
In particular x is a smooth point.
Proof. We know that M ∞ (σ 
Let (τ i ) 0≥i≥s be the Jordan-Hölder factors of π x . Then the hypothesis implies that:
It follows that there is a unique irreducible subquotient τ i of π x apearing with multiplicity one such that Hom K (σ min (λ), τ i ) = 0, which is equivalent to say by [Pyv18a, Theorem 3.1] that τ i is generic. All the other irreducible subquotients of π x are non-generic.
Let now soc G (γ x ) denote the socle of γ x and write cosoc G (δ x ) for the cosocle of δ x . By [CEG + 16, Corollary 3.11], soc G (γ x ) is irreducible and generic. Moreover by Bernstein-Zelevinsky involution cosoc G (δ x ) is irreducible and generic and we have cosoc
A non-zero homomorphism δ x → π x induces a non-zero map cosoc G (δ x ) → cosoc G (π x ), which is injective because cosoc G (δ x ) is irreducible. Similarly we have a non-zero injective map soc
If π x is not irreducible then cosoc G (δ x ) ≃ soc G (γ x ) is a generic subquotient of π x which appears with multiplicity at least two, which is a contradiction. Then we must have π x ≃ cosoc G (δ x ) ≃ soc G (γ x ). So π x is irreducible and generic.
A non-zero homomorphism γ x → π x is surjective since π x is irreducible. But by definition π sm (r x ) is a unique irreducible quotient of γ x , therefore π sm (r x ) ≃ π x is generic.
We have now two cases: 1) a x = 0, then Γ x and ∆ x are both isomorphisms and the representation δ x ≃ γ x ≃ π sm (r x ) is irreducible and generic.
2) a x = 0. We have the following natural exact sequences:
It follows from the proof of [Rog85, Proposition 2.2], that the sequences: We have the following isomorphisms C x := Coker∆ x ≃ ImΓ x ≃ Ker∆ x and C ′ x := CokerΓ x ≃ Im∆ x ≃ KerΓ x , so we may write the four exact sequences above as:
Since the functor Hom G (., π x ) is left exact we have, the following exact sequences:
In this situation there are two possible cases: a) Hom G (C x , π x ) = 0, which by the both exact sequences above is equivalent to saying that the map Hom
, π x ) = 0, which by the both exact sequences above is equivalent to saying that the map Hom G (δ x , π x ) −→ Hom G (C x , π x ) is injective and we have an isomorphism Hom G (C x , π 
Observe that we have {x ∈ Spec R ∞ (σ max )[1/p] | a x = 0} = Σ and X = Σ ⊔ {x ∈ Spec R ∞ (σ max )[1/p] | a x = 0 and Hom G (C x , π x ) = 0}. Then to prove the proposition it would be enough to exclude the case b).
The case b) is not possible since in this case we have dim κ(x) Hom G (δ x , π x ) = 1, and also in this case π sm (r x ) is not generic. This contradicts the Proposition 3.8.
Existence of a G-invariant norm
Recall that we have fixed a residual Galois representation r : G F −→ GL n (F). The patching construction carried out in [CEG + 16] associates to r a modules M ∞ (r) := M ∞ and also the ring R ∞ (σ min )(r) := R ∞ (σ min ).
Let now ρ : G F −→ GL n (F) be the reduction mod p of ρ. We can consider a new deformation problem associated to ρ.
, where the ring R ρ (τ, v) parametrizes all the potentially semi-stable lifts of ρ of weight σ alg and inertial type τ .
Recall that we say that r is generic when π sm (r) is generic. By construction, D andD have the same action of ϕ. Then together with the observation above, it follows that y =ỹ.
Let γ x := c-Ind
, this is a parabolic induction of a supercuspidal representation of a Levi subgroup of G. Let δ x := c-Ind
Since y =ỹ, it follows that c-Ind
We conclude that π sm (ρ) = soc(γ x ) is the socle of γ x , and this irreducible representation is generic. Hence by [Pyv18a, Theorem 2.1], Hom K (σ min (λ), soc(γ x )) = 0. It follows that there is a non zero G-equivariant map δ x −→ soc(γ x ). Hence we have a non-zero map δ x −→ soc(γ x ) ֒→ γ x .
Since x ∈ Supp(M ∞ (σ • max )), because r x is potentially crystalline, we have Hom K (σ max (λ), π x ) = 0, therefore there is a non-zero map γ x −→ π x . By Lemma 3.1 and Lemma 3.2 the composition δ x −→ soc(γ x ) −→ γ x −→ π x is non-zero if and only if the map γ x −→ π x is injective. We will prove that γ x −→ π x is injective.
With the notation introduced in the previous section, we have that X = Supp(M ∞ (σ l.alg , by a similar argument. The restriction of the norm on Banach space representation V (r x ) induces a G-invariant norm on BS(r x ). Since π sm (ρ) is the socle of γ x , we have a G-equivariant injection BS(ρ) ֒→ BS(r x ). So we also obtain a G-invariant norm on BS(ρ) by restricting a G-invariant norm on BS(r x ).
Remark. It is expected that BS(r x ) ≃ V (r x ) l.alg .
Example
In this section, we will give an example to illustrate the Theorem 3.10 above. Let ρ and r as in Theorem 3.10. Under assumptions of Corollary 5.5 (2) [CEG + 16], it is known that all the components are automorphic. Then in the case when all components are automorphic, Theorem 3.10 can be applied to r unconditionally. This gives us a G-invariant norm on BS(r) and also on BS(ρ). Let's now specify r and ρ.
Let F = Q p , n = 3 and let r, s be two integers such that 0 < r < s, r ≤ p − 1 and s − r ≤ p − 1. Let v p be a valuation Q p with v p (p) = 1. Assume p = 3. LetD be an admissible filtered (ϕ, N)-module with Hodge-Tate weights 0 < r < s, from Example 3.40 [Par16] :
• Fil rD = E(e 1 , e 2 ) and Fil sD = E(e 1 ).
• •
According to Proposition 3.41 [Par16] , the (ϕ, N)-module above is irreducible, because r − 1 > v p (µ) > (r − 1)/2 and r > 1.
Let ρ be a semi-stable Galois representation with Hodge-Tate weights 0 < r < s corresponding toD. Let P be a standard parabolic subgroup of G corresponding to a partition (2, 1), let χ and χ 2 unramified characters of Q p such that χ(p) = µ and χ 2 (p) = µ 2 . Then
where St is the Steinberg representation of GL 2 (Q p ). Since after killing the monodromy there is not a unique choice of a filtration that makes the underlying ϕ-module admissible, we may choose r, so that the Galois representation r corresponds to a ϕ-module D, from Example 2.61 [Par16] :
• Fil r D = E(e 1 + e 2 + e 3 , e 2 + 2e 3 ) and Fil s D = E(e 1 + e 2 + e 3 ).
• N = 0 and ϕ =   pµ 0 0 0 µ 2 0 0 0 µ   , with µ = µ 2 = p ±1 µ.
• 
is a Langlands quotient where the segments χ and |.|χ are linked. , all the components are automorphic. We may then apply Theorem 3.10, to prove that BS(r) admits a G-invariant norm. In this setting we obtained a G-invariant norm on BS(r) unconditionally on the assumption that the Galois representation corresponds to a point lying on an automorphic component. Since BS(ρ) ֒→ BS(r), we also obtain a G-invariant norm on BS(ρ) also unconditionally.
We will prove that the G-invariant norm on BS(r) does not come from a restriction of a norm on a parabolic induction of a unitary character. First, we will prove the following lemma: Proof. Let V denote vector space equipped with a G-action. We will denote by V (N) the space spanned by n.v − v, n ∈ N and v ∈ V , and by V N = V /V (N). We will identify injective maps with the inclusions. Since (π ⊗ σ)(N) ⊆ π(N) ⊗ σ(N) then we have (π ⊗ σ) N ։ π N ⊗ σ N .
The representation σ is finite dimensional. Let w be the highest weight vector of σ. Observe that σ N is one dimensional generated by w.
Let v ∈ π. Since π is smooth, the vector v is fixed by some compact open N 0 ⊆ N. We have also that σ N = σ N 0 = E.w, because this representation is algebraic. Since σ is finite dimensional, we may choose w 1 , . . . 
This shows that π ⊗ (σ(N)) ⊆ (π ⊗ σ)(N). Therefore we get a surjection π ⊗ σ N ։ (π ⊗ σ) N . Since N acts trivially on σ N , this map factors through π N ⊗ σ N , as
The composition map π N ⊗ σ N ։ (π ⊗ σ) N ։ π N ⊗ σ N is the identity. This allows us to conclude.
