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1 Introduction
This paper deals with control of free surface $\mathrm{a}\mathrm{r}\mathrm{i}\sin_{\mathrm{O}}\sigma$ in steady flow, which obeys
Navier-Stokes equations. This control problem is transformed into the mini-
mization problem. As a technique to solve the minimization, Fuzzy Optimiza-
tion Method (FOM) and Mountain Crossing Algorithm (MCA) are applied
to obtain a global minimizer, which means the target control. FOM seeks a
local minimizer and MCA searchs for all local minimizers to obtain a global
minimizer.
Here, as an example, the coating process of $\mathrm{m}\mathrm{a}_{\Leftrightarrow}\sigma \mathrm{n}\mathrm{e}\mathrm{t}\mathrm{i}\mathrm{C}$ paints on a running
film is studied. Fkom a view point of quality control, it is desired that the free
surface of coated paints is as flat as possible. On the other hand, from a view
point of efficiency, it is desired that the speed of film is as fast as possible.
Figure 1: Coating process of $\mathrm{m}\mathrm{a}_{\mathrm{o}}\sigma \mathrm{n}\mathrm{e}\mathrm{t}\mathrm{i}\mathrm{C}$ paints
The minimization problem is constructed to describe the $\mathrm{e}\mathrm{n}_{\mathrm{o}}\sigma \mathrm{i}\mathrm{n}\mathrm{e}\mathrm{e}\mathrm{r}\mathrm{i}\mathrm{n}\mathrm{g}$ desires
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mentioned above and is solved numerically by means of the unified method
equipped with FOM and MCA. The other important skill to treat the mini-
mization problem is how to solve numerically the free surface problem for the
flow of magnetic paints. As an algorithm for it, the fictitious domain method
is applied by an aid of singular perturbation. Finally, the numerical controls
are shown together with the sealching paths.
2 Free Surface Flow Problem
2.1 Notations
$u=(u, v, w)$ : Velocity field of fluid
$p$ : Pressure of fluid
$e_{ij}(u)=arrow\partial x_{j}\partial u+\underline{\partial}u\dot{r}x\dot{.}$ : Rate of strain tensor
$\sigma_{n}$
.
$= \{.(-p\delta ij\sigma=\{(-p\delta ij+\frac{}{R}ij(+.\frac{1\mathrm{q}^{e}}{Re}e- ij(uu))ni\}))\}nin_{j}$
: Normal component of a
: Stress field
$\sigma_{\mathcal{T}}=\sigma-\sigma\cdot \mathrm{n}$ : $\mathrm{T}\mathrm{a}\mathrm{n}_{\mathrm{o}}\sigma \mathrm{e}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{a}1$ component of a
$\mathrm{n}=(n_{1}, n_{2}, n_{3})$ : Outward unit normal vector at the
boundary .
$\tau=(\tau_{1}, \mathcal{T}2, \mathcal{T}\mathrm{s})$ : Unit tangential vector at the boundary
$Re$ : Reynolds number
$g$ : Gravitational acceleration
$P_{\infty}$ : Atmospheric $\mathrm{p}_{1}\cdot \mathrm{e}\mathrm{s}\mathrm{s}\mathrm{u}\Gamma \mathrm{e}$
$P_{in}$ : Pressure at inflow $\mathrm{b}\mathrm{o}\mathrm{u}\mathrm{n}\mathrm{d}\mathrm{a}\iota\cdot \mathrm{y}$
$V_{fdm}$ : X-component of velocity of film
$\Omega_{0}=\Omega_{\eta}$ : Domain $(\subset \mathrm{R}^{3})$ occupied with fluid





$\Gamma_{out}$ : Outflow boundary
$\mathrm{r}_{film}$ : Surface of film
$\Gamma_{lip}$ : Wall of lip .
$\Gamma_{air}$ : Extra boundary added $\mathrm{b}.\mathrm{y}$ use of the fic-
$\mathrm{t}_{d}\mathrm{i}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{u}\mathrm{S}}\mathrm{d}_{0}\mathrm{m}\mathrm{a}\mathrm{i}\mathrm{n}$
.:
2.2 Fkee surface Problem
The steady free surface problem defined in $\Omega_{0}\subset \mathrm{R}^{3}$ for the flow of $\mathrm{m}\mathrm{a}_{\mathrm{o}}\sigma \mathrm{n}\mathrm{e}\mathrm{t}\mathrm{i}\mathrm{c}$
paints is to find $u,$ $p$ alld $\Gamma_{\eta}$ such that
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$- \frac{1}{Re}\triangle u+(u\cdot\nabla)u=-\nabla p+g$ in $\Omega_{0}$ ,
$\mathrm{d}\mathrm{i}\mathrm{v}u=0$ in $\Omega_{0}$ ,
$\sigma_{n}=(-p\delta_{i}j+\frac{1}{Re}eij)n_{i}nj=-P_{\infty}$ on $\Gamma_{\eta}$ ,
$\sigma_{\mathcal{T}}.=0$ on $\Gamma_{\eta}$ ,
$u_{n}=0$ on $\Gamma_{\eta}$ ,
$u=0$ on $\Gamma_{lip}$ ,
$u=(V_{f}ilm’ 0,0)$ on $\Gamma_{fdm}$ ,
$\sigma_{n}=-P_{\infty}$ on $\Gamma out^{\cup}\Gamma in$ ’
$u_{\mathcal{T}}=0$ on $\Gamma_{out}\cup\Gamma in$ .
(1)
In this problem, Reynolds number $Re$ based on $V_{film}$ and the gap between
lip and film is about 10.
3 Numerical Solution of Fkee Surface Flow Prob-
lem
We apply a fictitious domain method via singulal perturbation to solve numer-
ically the free surface flow problem. We leave how to apply concretely it to the
problem to the other $1\mathrm{i}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{u}\mathrm{r}\mathrm{e}\mathrm{S}[10_{-}12]$. A lot of numerical experiments show
that this method is very efficient to solve free surface flow problelns.
In practice, we solve time-dependent distribution Navier-Stokes equations
in an analyzed domain which is composed of $\overline{\Omega_{0}}$ and a fictitious domain by
using finite-difference lnethod and MAC algorithm, that makes it possible to
adopt a timeindependent mesh system. Also distribution evolution equation
for $\mathrm{f}\iota\cdot \mathrm{e}\mathrm{e}$ surface is solved similarly in the analyzed domain.
$\mathrm{F}\mathrm{i}_{\mathrm{o}}\sigma \mathrm{u}\mathrm{r}\mathrm{e}2$: Projection of analyzed domain into $x-z$ plane
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4Description of Minimization Problem
Here, the minimization problem to control free surface $\mathrm{a}\mathrm{r}\mathrm{i}\mathrm{s}\mathrm{i}\mathrm{n}\mathrm{o}\sigma$ in the flow of
magnetic paints is defined.
As control, let us adopt;
1. $P_{in}(>P_{\infty})$ , which is the pressure at the inflow boundary.
2. $V_{film}(>0)$ , which is the $\mathrm{x}$-component of the velocity of the film.
Introduce the $\mathrm{c}$, ost function;




$z=\eta(x, y)$ : The shape of the free surface
on the domain $(X_{0}, x_{1})\cross(y_{0}, y_{1})$ .
expected to be flat.
$h(>0)$ : A $0\sigma \mathrm{i}\mathrm{v}\mathrm{e}\mathrm{n}$ constant, which is the
desired thickness of coated paints.
$\epsilon_{r},$ $\epsilon_{h}(>0)$ : Penalty $\mathrm{p}\mathrm{a}\iota\cdot \mathrm{a}\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{s}$ . .
$\eta_{ave}$ : $\mathrm{A}_{\mathrm{V}}\mathrm{e}\mathrm{r}\mathrm{a}_{\mathrm{o}}\sigma \mathrm{e}\mathrm{d}$ thickness of coated paints.
$(P)$ Minimize $J_{h}$ (Pin’ Vfilm), for $(P_{in}, V_{fm}il)\in A$
where
$A=\{(P_{in}, V_{film})|Pin\in(1,4), V_{film}\in(1,4)\}$ .
$(P)$ is solved by use of FOM and MCA.
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5Fuzzy Optimization Method and Mountain
Crossing Algorithm
In this section, FOM and MCA are summarized. FOM is an algorithm of the
gradient type $\mathrm{u}\sin_{\mathrm{o}}\sigma$ stochastic fuzzy $\mathrm{a}\mathrm{v}\mathrm{e}\mathrm{r}\mathrm{a}_{\mathrm{o}}\sigma \mathrm{i}\mathrm{n}\mathrm{g}$ to search for a $1_{\mathrm{o}\mathrm{C}\mathrm{a}}11\mathrm{n}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{m}\mathrm{i}\mathrm{z}\mathrm{e}\mathrm{r}$.
A lot of numerical experiments by means of FOM show its wide $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{V}\mathrm{e}\mathrm{r}\mathrm{o}\sigma \mathrm{e}\mathrm{n}\mathrm{C}\mathrm{e}$
domain and low computational cost. MCA is proposed to search for a global
minimizer among not so few local minimizers. $[12,13]$ The unified algorithm
equipped with FOM and MCA is implemented by repeating up- and down-hill
procedures in the $\mathrm{f}\mathrm{o}\mathrm{l}1_{0}\mathrm{w}\mathrm{i}\mathrm{n}_{\mathrm{o}}\sigma$ steps;
Step 1 Search for a local minimizer by FOM, i.e., down-hill
$\mathrm{a}1_{\mathrm{o}}\sigma \mathrm{o}\mathrm{r}\mathrm{i}\mathrm{t}\mathrm{h}\mathrm{m}$.
Step 2 Climb a hill of the target manifold up to the top of the
hill or the ridge by golden section algorithm(GSA) along
$\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{i}_{\mathrm{o}}\sigma \mathrm{h}\mathrm{t}$ line started in stochastical direction from a local
minimizer already obtained , i.e., up-hill algorithm.
Step 3 Choose a quasi-local $\mathrm{m}\mathrm{a}\mathfrak{l}\dot{\mathrm{n}}\mathrm{m}\mathrm{i}_{\mathrm{Z}}\mathrm{e}\mathrm{r}$ obtained in step 2 as an
initial point for the next down-hill procedure.
Step 4 Continue to find successively local $1\mathrm{n}\mathrm{i}\mathrm{n}\mathrm{i}_{1}\mathrm{n}\mathrm{i}\mathrm{Z}\mathrm{e}\Gamma$ by $\mathrm{r}\mathrm{e}\mathrm{p}\mathrm{e}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{n}_{\mathrm{o}}\sigma$
steps 2 and 3.
Step 5 Sometimes revisits to old minilnizers occur. If the number
of successive revisits to $\mathrm{o}\mathrm{l}\mathrm{d}_{\ln}.\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{m}\mathrm{i}\mathrm{z}\mathrm{e}\mathrm{r}\mathrm{s}$ is beyond the preset
one, stop steps 2 and 3.
Step 6 Scan all local minimizers, compare all local lninilna and set
the lowest one as a $0\sigma \mathrm{l}\mathrm{o}\mathrm{b}\mathrm{a}\mathrm{l}$ minimum.
6 Numerical Results
In $\mathrm{f}\mathrm{i}_{\mathrm{o}}\sigma \mathrm{u}\mathrm{r}\mathrm{e}3$, we see how the sequence of $\mathrm{s}\mathrm{e}\mathrm{a}\mathrm{r}\mathrm{c}\mathrm{h}\mathrm{i}\mathrm{n}\mathrm{o}\sigma$ vectors to $0\sigma \mathrm{e}\mathrm{t}$ to the $0\sigma \mathrm{l}\mathrm{o}\mathrm{b}\mathrm{a}\mathrm{l}$
minimizer through the up- and down-hill procedures mentioned in $\mathrm{s}\mathrm{e}\mathrm{c},\mathrm{t}\mathrm{i}_{0}\mathrm{n}5$ .
Also the contours of cost function are shown here in order to understalld the
functions of FOM-MCA.
Three local minimizers, ($P_{in}=1.95,$ Vf.ilm $=1.68$), ($P_{in}=2.43,$ Vfilm $=$
$2.56)$ and $(P_{in}=1.35, V_{film}=1.96)$ , are found. And global lninimizer, $\mathrm{i}.\mathrm{e}.$ ,
optimal control, is the third one.
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1 1. $\mathrm{b}$ $\angle^{l}$ ’A 5 $3^{T}$ $\mathrm{d}^{\Gamma}.5$ 4..Pin
$\mathrm{F}\mathrm{i}_{\mathrm{o}}\sigma \mathrm{u}\Gamma \mathrm{e}\mathrm{s}$ : Contours of cost function and $\mathrm{s}\mathrm{e}\mathrm{a}\mathrm{r}\mathrm{c}\mathrm{h}\mathrm{i}_{1}1_{\mathrm{o}}^{\sigma}$ path by FOM-MCA
The profile of free surface $\mathrm{c}\mathrm{o}\mathrm{r}\Gamma \mathrm{e}\mathrm{s}\mathrm{p}\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{n}_{\mathrm{o}}\sigma$ to $\mathrm{o}\mathrm{p}\mathrm{t}\mathrm{i}_{1}\mathrm{n}\mathrm{a}1$ control is shown in
$\mathrm{f}\mathrm{i}_{\mathrm{t}\supset}\sigma \mathrm{u}\mathrm{r}\mathrm{e}4$ . $\mathrm{F}\mathrm{i}_{\mathrm{o}}\sigma \mathrm{u}\mathrm{r}\mathrm{e}\mathrm{S}5,6$ and 7 show the profiles of free $\mathrm{s}\mathrm{u}\mathrm{l}\cdot \mathrm{f}\mathrm{a}\mathrm{c}\mathrm{e}\mathrm{S}$ due to the
$(P_{in}=1.\mathrm{o}, V_{f}ilm=1.\mathrm{o})$ .
following controls,
$(P_{in}=4..0.’ V-\cdot\ldots\cdot.f.ilm$ . $=2.5.\cdot.)\sim’(P_{in}\wedge’\backslash \cdot.=4.0, V_{film}=4.0)$
and
Figure 4: Profile of fiiee surface $(P_{in}.=1.35, Vf,ilm=1.96)$
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Figure 5: Profile of free surface $(P_{in}=4.0, V_{fdm}=2.5)$
$\mathrm{F}\mathrm{i}_{\mathrm{o}}\sigma \mathrm{u}\mathrm{r}\mathrm{e}6$ : Profile of free surface $(P_{in}=4.0, V_{film}=4.0)$
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Figure 7: Profile of free surface $(P_{in}=1.0, V_{fum}=1.0)$
7 Conclusion
After the description of the minimization problem with two parameters, we
solved numerically the free surface flow problem at each step of the iteration
of FOM by means of fictitious domain method. By application of FOM and
MCA, three local minimizers were found. However, the number of these local
minimizers are not $0\sigma \mathrm{u}\mathrm{a}\mathrm{l}\mathrm{a}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{e}\mathrm{d}$ only by this lnethod. Then this should be
checked by $\mathrm{u}\sin_{\mathrm{o}}\sigma$ another concept. That is our. next problem in near future.
It should be noted that the numerical free surface $1_{1\mathrm{a}_{k}}\mathrm{S}$ sometimes the un-$i$
steady wavy patterns in spite of treating tlue steady boundary value problem
for Navier-Stokes equations. It may be originated from the numerical errors
based on discretization process and the evolution method to solve the steady
Navier-Stokes equations. On the other hand, tlue unsteady wavy patterns are
observed in this kind of physical experiments. However, it is unknown what
kind of relation exists between them. That is the $\mathrm{c}\mathrm{h}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{e}\mathrm{n}\sigma \mathrm{i}\mathrm{n}_{\mathrm{o}}\mathrm{o}\sigma$ problem laid
between applied science and numerical analysis.
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