Interactive Computer Technology for Planning and Policy Modeling by Fedra, K. & Loucks, D.P.
WATER RESOURCES RESEARCH, VOL. 21, NO. 2, PAGES 114-122, FEBRUARY 1985 
Interactive Computer Technology for Planning and Policy Modeling 
KURT FEDRA 
International Institute for Applied Systems Analysis, Laxenburg, Austria 
DANIEL P. LOUCKS 
School of Civil and Environmental Engineering, Cornell University, Ithaca, New York 
This paper speculates on the potential impacts of our increasing access to and use of computer 
technology and communication, especially with respect o planning and policy making. The focus of the 
discussion is on the interaction between the users of this expanding technology and the technology itself. 
Those involved in its development, whether it be the hardware or software of this technology, are in a 
position to make substantial contributions toward a more effective use of the models and their data bases 
by planners and policy analysts. Specific features of the technology and of environmental planning and 
policy-making processes are examined to identify where and how interactive computer-based models and 
associated hardware can best serve individuals, their organizations or institutions. Finally, the necessary 
conditions for the successful implementation of such tools and methods are identified. 
INTRODUCTION 
In the introduction to this series of papers on interactive 
approaches to environmental and resource management 
policy analysis the basic question raised was, "How can we 
develop and apply our models in a manner that will increase 
their utility to planners and policy makers?". This question is 
motivated by the obvious and increasing need for more ef- 
fective planning and policy making leading to "better" plans 
and policies. This paper is inspired not only by this question, 
but also by a technology: by the revolutionary development in 
the electronic data processing and communications industry. 
This revolution seems to offer improved means and ways to 
address two major problems in large-scale planning and sys- 
tems analysis: complexity and communication. 
We also make one basic assumption: namely, that formal, 
i.e., numerical modeling of experimentally unaccessible pro- 
cesses and systems, is a worthwhile exercise. Observed short- 
comings are not a problem of modeling per se, but rather of 
proper usage and effective communication. We are also argu- 
ing for a new approach to modeling that can benefit from the 
new technology. Thus the question is not whether to model, 
but how, and most importantly, how to interface models with 
our more traditional ways of planning and decision making. 
Computer-assisted methods of planning and design, infor- 
mation management, and process control have proven to be 
highly successful, and once implemented, indispensible in nu- 
merous fields of application. Examples range from worldwide 
airline reservation information systems and air traffic control 
to industrial design and manufacturing. Based on the lessons 
being learned in fields like computer-aided design and manu- 
facturing [Myers, 1982•, in electronic or mechanical engineer- 
ing [Anon, 1982•, business-oriented management or decision- 
support systems [Riley, 1981; Sprague and Carlson, 1982-1, and 
data base and information systems, as well as on our own, 
admittedly limited, experience in the water resources and en- 
vironmental field [Rogers, 1979; Friedman, 1982; Loucks et al., 
this issue(a, b)] this paper tries to (1) analyze the specific fea- 
tures of the environmental policy making, planning, and man- 
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agement process to see where and how computer-assisted 
methods might best fit; (2) draft a general structure for 
computer-assisted interactive methods, based on an assess- 
ment of desirable features, given the requirements of the plan- 
ning and policymaking process on one side and the directions 
of hardware and software development on the other; and (3) 
identify some necessary conditions for the successful imple- 
mentation of such tools and methods into existing institution- 
al structures. 
At this point it seems appropriate to add a note of caution, 
a caveat: beware of naive technological optimism. Computers 
alone are not going to solve anything; and, in fact, much can 
be said (and justifiably so) against their all too intimate in- 
volvement in human affairs [Weizenbaum, 1976]. However, 
this expanding technology can provide a common language 
and framework for the necessary multidisciplinary cooper- 
ation or stimulus and focus for new approaches to the solu- 
tion of both old and new problems--eventually. 
THE MESSY PROCESSES OF PLANNING AND POLICY MAKING 
Our understanding of the way much of our water resources 
and environmental planning and policymaking takes place has 
been outlined in our introductory paper I'Loucks et al., this 
issue(a)]. It seems clear that many basic problems for society 
involving water and the environment can be understood, at 
least a little better, through the use of comprehensive system- 
atic modeling. The difficulty in applying such comprehensive 
formal systematic methods, however, is that the institutions 
that manage many aspects of those problems are not orga- 
nized and functioning in the same way. The capability of 
working with comprehensive policy models and of using the 
resulting information to help develop more effective compre- 
hensive plans and policies seems to be severely limited in 
today's very political and often fragmented planning and 
policy-making environment [Friedman, 1982; Brown, 1982]. 
Institutional and organizational barriers will always exist. 
We as model builders have to learn more about how to build 
our models in a manner that not only makes their output 
more useful for our planning and policymaking, but that also 
makes the models more easily usable by those individuals 
involved in planning and policymaking within these institu- 
tions. The human-model interface provided by the computer 
can play a very important role in accomplishing this. 
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The very nature of the systems dealt with and the conflicts 
and problems associated with them calls for subjective evalu- 
ation or informed judgment. These are aspects of a political 
rather than a purely formal and analytical process. The obvi- 
ous, and perhaps only, way to include these elements of sub- 
jective judgment during formalized policy analysis is by di- 
rectly, i.e., interactively, involving the users or their legitimate 
representatives or technical staff or elected delegates. Since 
environmental planning and decision making is a political 
process (with strong elements of ethics and psychology) as 
much as a formal analytical one, it deals with subjective per- 
ceptions of realities as much as with what scientists would call 
reality itself. Also, by far the simplest, most straightforward 
and honest method to acknowledge this is to build environ- 
mental analysis right into the decision-making process as has 
evolved in society. 
A BLUEPRINT FOR INTERACTIVE ANALYSIS 
To build computer-assisted methods of water resources or 
environmental analysis into the planning and decision-making 
process (a rather elusive concept), some specific features are 
required. Easy access and easy use are important, as are relia- 
bility and credibility. The often cited user friendliness is very 
important. User friendliness implies a style and language (i.e., 
jargon and symbolism) of the interaction between the model 
user and the model that is familiar and easy to understand. In 
short, the system has to be attractive and useful for its users. 
In addition, costs of both the computer hardware and soft- 
ware and the manpower for operation and maintenance must 
be low relative to the perceived benefits. Finally, the 
computer-assisted system of models must be compatible with 
the other tools and methods used in the planning and policy- 
making process. 
To cite from a recent paper on artificial intelligence [Win- 
ston and Brown, 1980] 
"Situations that require control and action typically involve 
teams of decision-making experts that must handle vast amounts 
of data. Unfortunately, ordinary computer technology can make 
the problem worse, rather than better, since too much infor- 
mation overloads human decision-making procedures. Conse- 
quently, there is a need to create intelligent support systems ..." 
Also, "... representa.tion is the most important research issue." 
With more and cheaper computer power becoming avail- 
able, more of this power can be used to improve the repre- 
sentation aspect. More and cheaper computer power is avail- 
able to create an interface engineered to support human 
planning and decision-making procedures without the intro- 
duction of a rigid and demanding formalism. Whereas tradi- 
tionally, interaction with computers was designed to make 
things easy and straightforward for the machine, at the ex- 
pense of the human operator, the advent of abundant and 
dedicated computer power should allow for a reversal of this 
approach. Given the vastly increased capabilities of modern 
hardware, one can afford to be wasteful, from the machine's 
point of view, to make it easier for people to interact with the 
machine. For the above problems this requires that the formal 
methods, or at least the user interface, are cast into the struc- 
ture and language of the respective institutional framework, as 
well as the problem's context. The basic principle is to orga- 
nize information to facilitate judgment. 
The Man-Machine Interface 
To make any projections into the future with regard to 
computer technology is risky. There have been so many ad- 
vances in such a short period of time that it is unlikely too 
many are aware of what is possible today, let alone what will 
be likely in the future. However, several workers have summa- 
rized some of the trends or advances that have taken place in 
computer technology over the past few decades [Sebestyen, 
1981; Geoffrion, 1983; Branscomb, 1982; Gomory, 1983; Bren- 
nan and Molloy, 1983]. Some of these trends are presented in 
the plots of Figures 1 and 2. Given this progress it seems not 
at all unreasonable to assume that most of the features of 
today's supercomputers will soon be available in small, af- 
fordable machines. 
This provides the starting point for this section: we will 
assume that all the products that can now be envisioned 
(largely because they are already announced, although not all 
commercially available yet) will be available and at a low cost. 
This list includes fast (i.e., with clock speeds well above 10 
MHz) 16- or 32-bit processor chips with virtual memory sup- 
port; 256 kilobit to 1 megabit random access memory (RAM) 
chips; fast and high-capacity (several hundred megabyte up to 
gigabyte dimensions for videodisks [Sebestyen, 1981]) random 
access mass storage devices of miniature dimensions and suit- 
able for portable units; high-density (i.e., 1024 x 1024 or 
more) bit-mapped color graphics devices with high refresh 
rates and any number of simultaneous colors; reliable voice 
recognition, high-speed networking with other computers or 
data bases via public utility lines and/or satellite; and so on. 
In other words, we will assume that in a truly portable work 
station of briefcase dimensions, featuring a large, high- 
resolution color graphics screen, we can have a fast 32-bit 
CPU with virtual memory capabilities, supplemented by dedi- 
cated processors (input/output array processors, graphics), 
several megabytes of directly addressable fast RAM, several 
hundred megabytes of high-performance minidisk drives, 
alternative operating systems, and a vast array of utility pro- 
grams, problem-specific, high-level languages, compatible at 
the object code level, and the necessary interfaces for fast net- 
working or host access (Figures 3 and 4). Given all that, Will 
it improve environmental planning and decision making? 
Where are the bottlenecks ? 
One obvious bottleneck is the man-machine interface in a 
general sense, i.e., the user's ability (and willingness) to exploit 
this technology, including the development of the necessary 
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application software. Another bottleneck is the man-machine 
interface in a technical sense; i.e., how can a human and a 
machine effectively communicate with each other given their 
vastly different modes and speeds of information processing. 
To improve this interface, there are two basic approaches: 
user education (getting the user closer to the machine's re- 
quirements), or machine education (getting the machine closer 
to the user's requirements). Both approaches have their poten- 
tial, but both have limitations. 
Educating users takes time and, for the higher echelons of 
existing decision and policymaking, this seems unlikely in any 
reasonable amount of time. However, one can imagine that 
the intermediate and lower ranks of technical staffs could de- 
velop some of the necessary skills. Also, one also can safely 
assume the coming generations of engineers, scientists, and 
professionals will have considerably more computer-oriented 
skills than those found today among their elders. A top-level 
decision maker may easily endorse the use of a new approach, 
but it is the people who are actually exposed to it that deter- 
mine its success or failure. 
Existing software for modeling and decision-aiding spans a 
wide range of "user friendliness." Many large noninteractive 
programs (e.g., many of the Hydrologic Engineering Center 
(HEC) models of the U.S. Army Corps of Engineers) look 
friendly at best for their creators or those that use them often. 
Other programs, especially some written for personal micro- 
computers, are at a much higher level of user friendliness. The 
revolution in microcomputers i  not only in the hardware, but 
also in the decision-aiding, interactive, often graphical soft- 
ware [Belshaw, 1982]. User friendliness is often equated with 
menu-driven approaches, i.e., techniques that allow computers 
to be used without the knowledge of any classical program- 
ming language. Almost all that is required from the user is to 
pick one out of several options offered by the machine, until 
the required action is completely specified [e.g., Yenarichs, 
1982]. Clearly, this involves trade-offs between simplicity, 
speed of use, complexity of the interface, hardware and soft- 
ware cost, and the flexibility of applications. 
User friendliness, however, also includes more general as- 
pects such as semantic and syntactic onsistency, graceful (and 
instructive) recovery from failures, and a rich assortment of 
input-output structures and devices, interactive graphics being 
the most obvious one [e.g., Foley and Van Dam, 1982]. How- 
ever, a user-friendly interface requires that the underlying soft- 
ware, i.e., the models, are easily understood, well structured, 
and compatible with the mental processes used in less formal 
approaches to solving complex problems. 
A NEW APPROACH TO MODELING 
A close examination of the basic principles of computer 
modeling and simulation modeling in particular, as usually 
practiced in water resources and environmental systems analy- 
sis, will reveal a conservative bias being built into the use of 
the computer. Still in its infancy, "the first use of the new 
technology [i.e., the computer], is quite naturally to do in a 
slightly different way what had been done before without it" 
Fig. 3. 
CONSOLE KEYBOARD 
CENTRAL 
PROCESSOR 
CPU 
CONTRoLLER 
DISC, TAPE 
VIDEODISC 
SYSTEM BUS 
DISCS 
TAPE 
DRIVES 
GRAPHICS 
MONITOR 
GRAPHICS 
PROCESSOR 
MOUSE, 
JOYSTICK,.-. 
INTERFACES 
COMMUNI - 
CATION 
TERMINALS, PRINTER 
MODEM NETWORK 
Computer work station hardware showing the basic configuration of a small self-contained unit that includes 
core and disk storage, a central processor, and various input and output (display) devices. 
FEDRA AND LOUCKS: INTERACTIVE COMPUTER TECHNOLOGY 117 
USER INTERFACE 
raster display, keyboard, mouse, ... 
menus, help, on-line documentation,... 
USER SOFTWARE 
display 
ad hoc modules 
general purpose 
communication [ 
system high-level graphics 
remote support 
utilities languages primitives 
OPERATING SYSTEM 
data base 
manager 
I 
data bases 
graphics DB 
knowledge DB 
projects DB 
Fig. 4. Computer work station software showing the integration of operating software with application software and the 
user interface. 
[Papert, 1980]. Obviously, many simulation or optimization 
models are constrained by the requirements of analytical solu- 
tions, by the ease and (mathematical) elegance of analysis 
rather than by the problem they purport to solve. Real-world 
problems are best described as "a mess" and cannot necessari- 
ly be represented by, say, linear algebra or Taylor-series ex- 
pansions. For the description of real-world problems, one 
would have to use many more conditional constructs (with a 
finite and usually small set of possible conditions) representing 
rules, experience, and expertise, rather than (differentiable) 
functional relationships. These rules are of the If... Then or 
While or For Each ... Do types, and are basic elements in the 
Artificial Intelligence field [Charniak et al., 1980]. 
Elements of heuristic programming allow for the incorpor- 
ation of empirical knowledge and expertise, however tentative. 
Usually, this kind of knowledge is not only more readily avail- 
able, but also more relevant as a direct reflection of the prob- 
lem. The usual differentiable functional relationship, in con- 
trast, introduces an arbitrary pseudoprecision. As a rule, we 
know neither the exact kind of most functional relationships 
nor the necessary parameters [e.g., Fedra, 1982]. While there 
is undoubtedly much to be learned from mathematical models 
and the study of their behavior, translating their results into 
policy advice is rarely straightforward. In real-world problem 
solving, usually few if any of the basic assumptions of any 
mathematical model will hold. As a consequence, the model 
and its output, understood as a product, will at best be a 
distorted, and possibly misleading, approximation. Models are 
rightly described as caricatures of reality, so their output and 
answers are necessarily the caricatures of a solution. 
An alternative or complementary approach could be called 
heuristic [Simon and Newell, 1958] and linguistic modeling 
[Zadeh, 1973]. Heuristic methods concentrate on problem 
solving and especially the mental operations useful in this 
process. Heuristics are not necessarily algorithms or effective 
procedures of computer science, but rather rules of the thumb 
applied to problems, especially practical problems. The most 
important heuristic is "the end suggests the means" [Polya, 
1971]. Realizing the dominant role of interpretation and judg- 
ment in more comprehensive problems and the importance of 
exploratory or educational, as opposed to engineering or 
design, applications of models, these models start from the 
perceptions of a problem rather than from physical, ecological, 
or economic theory. 
Unrestricted by algorithmic constraints, building a model 
or problem formalization (Figure 5) starts out from a simple 
narrative description of the problem situation. This is eventu- 
ally translated into an arbitrary pseudocode that resembles a
high-level anguage like FORTRAN or Pascal but avoids ex- 
cessive detail by lapsing from time to time into natural 
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language [e.g., Kernighan and Blauger, 1976]. Typically, such 
a description will consist of numerous badly defined variables 
and at best qualitative interactions. However, once a list of 
variables and interactions is specified, they can be defined, 
taking recourse to the expertise (and bias) of the peopie in- 
volved. Wherever applicable, scientific knowledge will of 
course be incorporated, but undisputed scientific evidence is 
usually found only at a very detailed level and at small scales. 
Eventually, this information can be extrapolated to larger re- 
giønal evels. As a rule, however, such extrapolation will likely 
again require arbitrary assumptions and subjective judgments. 
The resulting formal descriptions will therefore have to ac- 
count for all this uncertainty and ambiguity. 
Translating the perception of the problem and the set of 
definitions and descriptions of interactions into an executable 
code of a computer model should be straightforward. The 
basic narrative forms the major part of the simulation system. 
Each of the description of interactions are put into the form of 
function or subroutine subprograms. The resulting code will 
be highly redundant, but easy to read, understand, and 
modify. Of course, each of the systems modules may be fairly 
sophisticated, particularly so where the effects of uncertainty 
and ambiguity have to be included. In these situations a vari- 
ety of techniques such as fuzzy algorithms, conditional state- 
ments, and fuzzy classifiers can be used for the description of 
the soft elements such as many socioeconomic, institutional, 
or political aspects [Kickerr, 1978]. Constructs involving sto- 
chastic variables or parameters for Monte Carlo simulation 
can be used to capture risk and uncertainty. Optimization and 
complex decision routines can be used to possibly represent 
behavioral aspects. The modeling process thus combines 
"classical," i.e., theory-based mass and energy conversion 
models and optimization methods, with elements of heuristic 
programming similar in concept to rule-based expert systems 
in Artificial Intelligence (see, for example, $tansfield [1979]), 
but using fuzzy sets instead of symbol lists, allowing for the 
direct and easy coupling of symbolic and numerical elements 
[Fedra, 1983]. 
Symbolic Interfaces for Man-Machine Interaction 
Linguistic, or symbolic modeling can be described as com- 
bining the "classical" quantitative forms of description with 
qualitative, symbolic, natural language elements. The symbolic 
elements can be represented by lists of atomic symbolic ele- 
ments, i.e., "names," as in the mainstream of Artificial Intelli- 
gence, and represented most clearly in the programming 
language List Processor (LISP). Alternatively, they can be 
based on Zadeh's [1973] concept of a linguistic variable, rep- 
resented by fuzzy sets. The latter form of representation pro- 
vides a convenient format of linking quantitative and qualita- 
tive information, and an elaborate set of operations allows 
conversion from one domain to the other. This is not only 
instrumental in structuring a quasi-natural language man- 
machine interface, but it can also be used to efficiently aggre- 
gate and summarize information and to couple models of dif- 
ferent degrees of resolution and precision. In particular, 
output from stochastic models, generated in the form of distri- 
butions for the variables of interest, can readily be converted 
or classified into linguistic statements. These distributions can 
also be interpreted as fuzzy sets and are thus subject to the 
available set of operations defined for them [Zadeh, 1973]. 
Obviously, there is a close link between heuristic and 
linguistic approaches to programming: expert knowledge for- 
mulated in natural language translates almost directly into 
fuzzy algorithms. These, in turn, allow the derivation of ap- 
proximate solutions to inexactly stated resource management 
problems, including measures of the solutions precision in 
terms of linguistic classifiers or hedges, such as "little," "more 
or less," or "very" (see below). 
Linguistic variableS, based on fuzzy sets, can very effectively 
be used for classification and communication. Each of the 
calculated values of a model output variable can be under- 
stood as a sample from a probability distribution of possible 
outcomes over the ensemble of possible inputs and parameters 
[Fedra, 1982]. This reflects the numerous sources of uncer- 
tainty associated with such calculations and is quite obvious 
in the case of stochastic models. Such a sample is thus associ- 
ated with a certain variability, or it is generated as a distri- 
bution, a set of numbers. By using fuzzy algebra [Zadeh, 
1973], this translates into the linguistic statement describing 
the value of the variable in natural language. A simple exam- 
ple might be water quality which, for a given purpose and use, 
could be described in terms of "good," "fair," "bad," etc. or 
simply "sufficient" or "insufficient" [Fedra, 1983]. 
Figure 6 illustrates a simple graphical display method, 
where a model prediction for a continuous water quality vari- 
able, for example, represented as a discretized distribution is 
translated into a linguistic statement. Interpreting the output 
variable distribution as a fuzzy set, where the normalized fre- 
quencies of a given class translate into values of a membership 
function, the composition of this fuzzy set with the definition 
of quality classes along the values of the output variable 
(Figure 6a) results in the membership function or support 
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Fig. 6. Water quality classification using fuzzy sets. (a) Fuzzy re- 
lationship R between a continuous water quality variable x and three 
water quality classes: good, fair, and bad. (b) Examples of translating 
the composition of a water quality forecast of increasing uncertainty 
(expressed as a frequency distribution of the water quality variable x, 
interpreted as a fuzzy set) with the fuzzy relation R into a simple 
graphical symbol, i.e., the window over the quality scale. Dark areas 
represent support levels for the individual quality classes. 
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values for the individual quality classes. This method also 
conveys some measure of the "imprecision" of the estimate, 
represented by the growing extent of the window over the 
three-part scale (Figure 6b). 
The use of linguistic variables serves several purposes: 
1. It provides an easy to understand user interface for 
which the decision maker can input his or her subjective judg- 
ments and develop an intuitive feeling, which can be merged 
into a set of mental models. 
2. It interfaces nicely with stochastic simulation tech- 
niques. When the variable comes as a discretized distribution 
from Monte Carlo models [Fedra, 1982], this distribution can 
again be described by a fuzzy set. With a fuzzy relationship 
between the variable and the evaluation or quality class, the 
support levels or values of the membership functions for the 
individual quality classes can be computed [Jowitt and Lum- 
bers, 1982]. The result can then be displayed by indicating the 
respective verbal classification, a range of classes [e.g., good to 
moderate], or by using a simple graphical display method 
[Fedra, 1983]. 
3. It can easily be backed up by a more elaborate descrip- 
tion in terms of probability distributions (displayed graphi- 
cally) when requested. 
4. It can be quite easily calibrated, even if there is only 
partial consensus in a group of people; in fact, it can be under- 
stood as representing partial consensus. 
5. The linguistic statements can easily be combined into 
policy-oriented classifications, conclusions, or fuzzy inferences 
of the kind: if water quality is fair or better and tourism is 
constant or slowly increasing, then the policy is a success; 
otherwise it's a failure. Control and policy variables and the 
external assumptions in the design of a scenario can be speci- 
fied in such qualitative and relational terms as "more" invest- 
ment into wastewater treatment (relative to a basis case); 
"slowly increasing" prices in the tourism sector; or a "very 
small increase" in fertilizer usage. 
This already sounds very much like the language of a cer- 
tain level of policymaking. However, now there is a direct link 
provided to simulation modeling, bridging the gap between 
the language of the nontechnical user, or the real-world appli- 
cation, and the numbers of th e model. Lists of such statements 
combined through fuzzy relations can define objectives and 
criteria at a relatively abstract level of conceptualization, ap- 
pealing from a policy-oriented point of view. At the same time, 
the direct link to the numerical, strictly quantitative though 
stochastic methods of simulation and analysis is maintained. 
Obviously, this can be used for the screening of very large 
numbers of alternatives, as a preprocessor for the interactive 
approach. 
A!so, placing much of the critical ambiguity in the user 
interface is probably the most valuable aspect of the whole 
approach. There, in the user interface, ambiguity is obvious, 
easy to inspect and criticize, and it provokes judgment. 
Linguistic variables are certainly a very effective vehicle for 
communication, and their symbolic nature allows them to be 
readily translated into graphical symbols (e.g., color or video 
attributes like intensity or blinking) as well. All these elements 
may be used and combined freely and without any re- 
strictions, wherever deemed necessary. Models are structured 
entirely as a result of recursively formalizing the perception(s) 
of a problem; as a consequence, this process is iterative, and 
several rounds of discussion may be required before a consis- 
tent model can be built. 
There are several important advantages of the approach 
just described. First, since the model description starts out in a 
common language narrative form, the code will already con- 
tain its documentation, assuming we use the computer to or- 
ganize the information to be structured from the very be- 
ginning. The original textfiles containing the first description 
of the systems elements are the comments of the final pro- 
gram. More importantly, the method allows combining the 
classical, scientific-type of relevant information, i.e., quantita- 
tive data, with the much larger body of "soft" qualitative in- 
formation, expertise, and experience. For most problem situ- 
ations there exists a body of qualitative knowledge, of 
expertise, and experience, far in excess of those few quantita- 
tive measurements and observations that may be available. 
The challenge, clearly, is to include this qualitative type of 
useful and valuable information and combine it with the more 
traditional type of quantitative data. One possibility is by 
using verbal classification within a normalized domain of a 
variable of interest and use fuzzy set operations to derive an 
approximate estimate. For example, the relationship between, 
say, lake water quality and the number of tourists to be ex- 
pected on the beaches is certainly fuzzy and at best only ap- 
proximately understood [Feenberg and Mills, 1980]. We can 
now define a multiplier "effect," normalized to the range of 
zero to one, to express the adverse effects of poor water quali- 
ty on the number of visitors. Expert opinion or user interac- 
tion is used to "calibrate" the relationship, i.e., define the sup- 
port values for the individual effect classes and the water 
quality-effect relationship. 
The method makes well-structured and modular program- 
ming very easy, and most economic. The top-down approach 
lends itself most naturally to a high degree of structuring [e.g., 
Stevens et al., 1974]. Due to its modularity and self-contained 
full documentation, the code is easy to maintain and easy to 
modify. The latter is certainly most important, since frequent 
redefinitions of the problem are a common symptom of pro- 
gressive learning. As a consequence, most of the code is of an 
ad hoc nature. However, the modular scheme also facilitates 
the use of prefabricated tools and elements (e.g., Myer [1975]; 
Kernighan and Blauger [1976]; Loucks et al. this issue(b), Fig- 
ures 3 and 6). 
WORK STATION ARCHITECTURE 
The above outline suggests the combination of numerous 
and various tools for analysis, realizing that no single ap- 
proach or technique can satisfactorily cope with the richness 
and variety of most real-world problems. This multitude of 
tools requires a common organizing framework, implemented 
on the computer, and provided by the software development 
support environment of modern operating systems [e.g., 
Chesson, 1975; Dolotta et al., 1978; Ritchie and Thompson, 
1978]. Such a highly modular approach again has to be highly 
structured [e.g., Wirth, 1973; Stevens et al., 1974] and hier- 
archically organized, allowing for compatible data bases and a 
smooth transition from one model to another or from one 
level of detail to another. Even high levels of complexity, thus 
organized, can be made manageable [Myer, 1975; Kernighan 
and Blauger, 1976]. 
Hierarchical structuring with a common denominator also 
allows for the selective detailed examination of any element, 
sector, or region, while the remainder of the overall system is 
treated at the level of minimum resolution. Such functional or 
spatial "zooming capabilities" makes the approach extremely 
flexible when working with a diverse group of users repre- 
senting various sectors and regions related in a certain prob- 
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lem. While maintaining the framework and thus feedback of 
the overall system, much detail for selected elements can be 
obtained without resorting to immense model systems with all 
their technical and communicational constraints [Kleijnen, 
1976]. 
Consider a comprehensive study like the more recent Policy 
Analysis of Water Management for the Netherlands (PAWN) 
[Goeller et al., 1983]; the range of problems addressed is pro- 
totypical for many more comprehensive policy analyses, al- 
though the subproblems and the emphasis will of course be 
different for different regions. For each of the problems con- 
sidered there exist several approaches and in fact models, since 
all these problems, with some generalization, are more or less 
generic problems. By standardizing the input-output structure 
of these models, but without too much affecting their inner 
workings, they can be transformed into compatible, exchange- 
able, and readily available building blocks. A common mod- 
eling framework, based on numerous interface routines that 
connect the individual models, data bases, and the user inter- 
face, allows one to combine models of vastly different struc- 
ture, emphasis, dimensionality, and resolution. Thus the vast 
body of available software can be used and incorporated into 
a comprehensive analysis. 
To be useful, such a collection of building blocks has to be 
well organized. It is essential to have an on-line catalog of 
available software modules, including a detailed description of 
these program elements, that can be searched by key words. 
The importance of such well-organized model documentation 
is well recognized, although systematic attempts at model 
comparison and consistent documentation are rare [e.g., Bach- 
mat et al., 1980]. In a standardized framework for model de- 
velopment, or rather synthesis, consistent style is an important 
element of user friendliness. 
A Display-Oriented User Interface 
We have already commented about the way models are 
often built with a conservative bias and that this bias is the 
result of past limitations in hard and software. These limi- 
tations no longer exist. The same holds true for the way many 
people interact with computers [e.g., Kay, 1977; Guedj et al., 
1980]. The standard user interface seems to be designed only 
for teletypes. This punch card-oriented style of communi- 
cation, restricted to alphanumerical formats, geared toward 
the batch-processing environment of the past, is hardly suit- 
able for a truly interactive approach and dedicated work sta- 
tions. 
Bit-mapped graphics systems with multiple window capa- 
bilities or more than one parallel output device allow the 
structuring of complex displays. This can greatly increase the 
amount of information communicated and at the same time 
also enhance the ease of understanding [Meyrowitz and 
Moser, 1981] (e.g., Figure 7). Mixtures of alphanumeric, sym- 
bolic, and graphical elements, using such familiar backdrops 
as maps or flow-chart representations of systems, can be very 
effective; they do, however, require a considerable amount of 
design effort [Loucks et al., this issue(b)]. Consequently, in 
designing the model representations, the style of the display, 
or the visual part of the user interface, has to be considered 
from the very beginning. Again, hierarchical structures are 
essential and well supported by, e.g., the Association for Com- 
puting Machinery (ACM), Special Interest Group on Graphics 
(SIGGRAPH), Core or Graphic Kernel System (GKS), 
Graphics Standard [e.g., Foley and Van Darn, 1982]. 
As an example, consider a regional map which for each 
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Fig. 7. Multiple window display showing possible organization of 
a single video screen. Six partly overlapping windows correspond to 
various processes, levels of interaction, and operator information. 
Alternatively, more than one display unit can be used. 
community contains certain symbols (such as pie or bar 
charts) for each major source of pollution, wastewater treat- 
ment facility, or point of use. These symbols, together with 
identifying text, indicate the status of these nodes [Fedra, 
1983, this issue]. They are selectively modified either during 
editing of the policy variables or the simulation of the system's 
behavior. With the basic background map created within one 
window (there could be more than one window on the screen), 
and placing each community's set of symbols into a segment, 
the individual communities can now be selectively updated in 
random sequence and arbitrary scales, using a generalized 
loop structure which only has to be supplied the appropriate 
segment identification. 
The new paradigm of man-machine interaction is based on 
personal, i.e., nonshared, micro/minicomputers and interactive 
graphics as the standard means for user interaction. It offers a 
multitude of "windows" corresponding to multiple simulta- 
neous activities [e.g., Yenarichs, 1982]. The contents of these 
windows or virtual terminals each reflect the progress of some 
activity like editing a file, output from a simulation program, 
or the result of a data base search. Obviously, these parallel 
processes allow a much broader bandwidth of interaction than 
traditional methods. The ease and speed with which the user 
can manipulate the parallel executing processes and their cor- 
responding windows is a major advantage over more tradi- 
tional time-sharing techniques. the inherent multidimensiona- 
lity and multiple-process orientation free the user from the 
restrictions of linear, sequential textual communication inheri- 
ted from the batch environment, its tools and languages. Ex- 
amples of advanced user interfaces are given in the works by 
Bobrow [1968], Bolt [1979, 1980], Herot eta!. [1980], or Mey- 
rowitz and Moser [1981]. 
IMPLEMENTATION 
Clearly, to be acceptable and attractive the user interface 
must talk, and understand, the language of the users. If the 
user is not the same person that put the software together, 
which will rarely be the case, a close cooperation is required. 
Many of the disciplines involved in environmental planning 
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have their own very specific jargon. Since these technical 
languages do vary from group to group, it is essential to be 
flexible in the language-oriented part of the user interface, 
allowing for easy modifications of "translations"; users should 
not be forced to learn a new language to interact with the 
machine and in particular not any highly formal symbolic 
languages. 
The software interface needs to be customized, designed for, 
with, and sometimes even by the user (see Figure 6). The 
approach, using a set of tools in a compatible framework, is 
customized by applying it to a given problem, and within the 
context of a given institutional structure. To allow such a 
close and truly interactive operation, easy access is a key pro- 
vision. In practice, it means putting the machine together with 
the necessary software right on the user's desk and writing 
software for maximum user ease. 
This new paradigm envisions an integrated man-machine 
system [compare Sheridan and Ferrel, 1981], where instead of 
learning to fly an aircraft or to control a nuclear power plant 
the user learns to manage the environment with the help of an 
appropriate computer-driven simulator. The role of the ana- 
lyst thus changes considerably from what it has been in the 
past. Instead of delivering the usual set of hefty volumes of 
reports as the result of an assignment, the new "product" is 
now an integrated tool kit, together with the on-the-job train- 
ing in its use. Although this approach is demanding and may 
require considerable user involvement, it assures a useful 
product. The design, implementation, training, and first appli- 
cation of the hardware-software combination are inseparable 
elements of this new analyst-client relationship. What we are 
proposing and working on ourselves [Fedra, 1983; Loucks et 
al., this issue(a, b)] seems worth reiterating. Instead of deliv- 
ering "the optimal" solution or a set of solutions to choose 
from, what is delivered is a customized set of tools and tech- 
niques that will allow the user to define, analyze, synthesize, 
and evaluate solutions to his or her problems. No longer is the 
client required to specify and precisely quantify his criteria a 
priori; he or she can explore the problem and develop objec- 
tives and criteria as part of the ongoing learning process. The 
methods of analysis are now made part of the decision-making 
process, within the context of the institutional structure in 
which decisions are made. 
DISCUSSION 
Environmental engineers have always been very much con- 
cerned, and properly so, with identifying and designing one or 
more preferred alternatives. The main questions often asked 
have been how to do things efficiently. However, as much as 
we must continue to focus on how to do something best, we 
must increasingly ask, '.'What should we do, and why?". It is 
the search for an enlarged set of alternatives rather than the 
optimization of a few more or less successful ones that be- 
comes increasingly important. This shift in emphasis also 
causes a shift in the relevant objectives. The softer the prob- 
lem, the more important are perceptions and values, the more 
emphasis is on the political and social versus the technical and 
engineering aspects of the problem. 
The recognition of genuinely conflicting but legitimate in- 
terests in coexisting elements of society or societies as a whole 
is surely a precondition to conflict resolution and com- 
promising. What we are proposing is a framework for analysis 
and communication that facilitates the sorting out of points of 
difference over semantic questions by using a common system 
of reference, a common meta language, display oriented and 
composed of numerical quantitative and symbolic qualitative 
elements. The agreement to disagree about certain values, ob- 
jectives, or criteria relevant to a problem situation, and a con- 
flict of interest is thus the first step toward conflict resolution. 
A common set of knowledge describing the problem situation 
is again a necessary prerequisite for that. Providing and en- 
larging this common knowledge base is the primary objective 
of our modeling efforts. 
It seems worthwhile to reiterate the potential role of the 
interactive computer work station concept in this setting: it is 
meant to support the planning and decision-making process, 
not to replace it. This support consists of making available 
relevant information on the environmental and technological 
systems in question, and the likely consequences of any action 
or policy considered, in a fast, reliable (at least in the sense of 
repeatable and open for criticism), and easy to comprehend 
way. The work station can free planners and policymakers 
from the laborious and often disruptingly time-consuming 
tasks of noninteractive data manipulation and analysis. The 
easy and fast organization of information and evidence should 
allow for a more creative, playful, and brainstorming atmo- 
sphere. An attractive, powerful, and responsive tool should 
invite and stimulate a more experimental, innovative attitude 
of "anything goes" in the sense of Feyerabend's [1978] criti- 
cism of methodological constraints. The basic idea is to pro- 
vide a tool that will permit a dramatic increase in the number 
of alternatives that can be examined, and in fact, first of ail, to 
be invented. It can trace the consequences deemed important 
by simulation at an otherwise prohibitive level of detail or 
breadth and coverage. Finally, it can assist informed judgment 
by appropriately aggregating and displaying alternatives to be 
compared. 
The basic elements of the work station concept are a system 
of data bases, including a "knowledge" data base, that contain 
ecological and engineering or economic handbook-type infor- 
mation; project data bases with all the project-specific infor- 
mation from meteorological records to regional statistics, 
maps, engineering drawings, etc.; and simulation data bases 
that handle the modeling results. Application programs con- 
stitute a kit of tools for a flexible tinker toy approach to 
systems modeling, simulation, and optimization. These tools 
are hierarchically organized at various levels of aggregation. 
Finally, the toolbox has to contain assorted methods for 
evaluation and display, i.e., organizing the information avail- 
able and generated during the analysis under interactive con- 
trol. The work station concept is supposed to provide an edu- 
cational framework, a LOGO-turtle environment [Papeft, 
1980] for environmental systems analysis. 
An important element is the direct interaction. What we are 
proposing is the development and the transfer of tools and 
skills rather than "solutions." We want to build the modeling 
approach into the decision-making process and its institution- 
al framework. This will require close attention to the impor- 
tance of customized design, on-site implementation, on-the-job 
training, and continuing support and maintenance. 
"Our society's growing reliance on computer systems that were 
initially intended to 'help' people make analyses and decisions, 
but which have long since both surpassed the understanding of 
their users and become indispensible to them, is a very serious 
development .... decisions are made with the aid of, and some- 
times entirely by, computers, whose programs no one any longer 
knows explicitly or understands. Hence no one can know the 
criteria or the rules on which such decisions are based" [Weizen- 
baum, 1976]. 
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That situation need not be the case. The way we think models 
of even complex systems hould be constructed, using rela- 
tively simple modules, devising a well-structured system of the 
modules and thoroughly documenting the model system, will 
help in effective model use. Remember that there are numer- 
ous examples of situations not involving computers at all, 
where decisions are made based on rules that are not known 
explicitly or fully understood. Most instinctive behavior falls 
into this category. 
In complex problem situations it is next to impossible to 
sort out the effect of any individual decision from among the 
multitude of confounding influences. The success and ef- 
fectiveness of computer technology and any modeling ap- 
proach can only be described in terms of its use, its accept- 
ance, and contribution in the practice of planning and de- 
cision making. The measure of success is the contribution to a 
learning process, stimulating the introduction of new concepts 
and points of view and new perceptions of the problems. 
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