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Notations
Vecteurs, matrices et tenseurs
{X} Vecteur colonne
X Vecteur (tenseur du premier ordre)
X
∼
Tenseur du second ordre
[X] Matrice
Abre´viations
POD Proper Orthogonal Decomposition (De´composition Orthogonale
aux valeurs Propres)
ROM Reduced Order Model (Re´duction d’Ordre de Mode`les)
ER E´ve`nements Re´ccurents
APR A Priori Reduction (A Priori Re´duction)
APHR A Priori Hyper Reduction (A Priori Hyper Re´duction)
EF E´le´ments Finis
RID Reduced Integration Domain (Domaine d’Inte´gration Re´duit)
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Introduction
La simulation nume´rique s’est largement impose´e dans le de´veloppement
et la mise au point des syste`mes complexes. Les simulations concernant un
meˆme syste`me au cours de sa conception, de sa fabrication et de son suivi en
service, sont nombreuses. La simulation nume´rique de´signe le proce´de´ selon
lequel des mode`les the´oriques permettent de repre´senter un phe´nome`ne phy-
sique.
Cette the`se s’inscrit dans le cadre de diffe´rents projets propose´s par le poˆle
de compe´titivite´ system@tic. Les objectifs du projet CSDL (Complex System
Design Lab) et du projet EHPOC (Environnement Haute Performance pour
l’Optimisation et la Conception) sont de disposer d’outils et me´thodologies
au meilleur niveau pour la conception de syste`mes complexes : les pro-
duits conc¸us doivent e´videmment eˆtre de qualite´ et robustes, mais e´galement
conc¸us en temps re´duits. Les logiciels de mode´lisation et de simulation sont
les cle´s de ces enjeux, puisque certains des partenaires de ce projets (Dassault-
Aviation, Dassault-Syste`me, EDF, Renault,...) sont des socie´te´s repre´sentant
aujourd’hui les principaux acteurs qui ont recours a` des simulations de syste`mes
complexes de tre`s grandes tailles.
Parmi les re´sultats attendus, on peut citer :
• Une me´thode d’adaptation de mode`le d’ordre re´duit permettant de
choisir entre des simulations a` qualite´ controˆle´e ou des simulations a`
dure´e limite´e,
• Un de´monstrateur illustrant la me´thode de recalage de parame`tres,
• Des me´thodes d’enrichissement de surfaces de re´ponses, dont des me´-
thodes d’interpolation ou d’adaptation de bases POD.
Nous nous sommes principalement inte´resse´s aux deux premiers points, que
nous pre´senterons tout au long ce me´moire. Le troisie`me point est une pers-
pective pour l’utilisation des re´sultats fournis dans ce me´moire.
En me´canique non line´aire des mate´riaux et des structures, ces mode`les sont
des mode`les parame´tre´s. En effet, l’e´tat me´canique d’un syste`me peut eˆtre
vu comme une fonction de´pendant non seulement du temps et des variables
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de l’espace, mais aussi de parame`tres tels que des coefficients mate´riaux,
des conditions de chargement, aux limites ou aux conditions initiales du
mode`le. Nous conside`rerons la de´pendance vis a` vis de ces parame`tres de deux
manie`res : se´quentielle (re´pe´tition de simulations similaires pour diffe´rentes
valeurs de parame`tres) ou multidimensionnelle (calcul simultane´ de diffe´rents
mode`les).
Le principal objectif de cette the`se est de proposer une me´thode de simula-
tion bien adapte´e aux proble`mes d’optimisation traite´s en milieu industriel
ou en laboratoire.
Il y a deux types d’approches en optimisation : la re´solution de proble`mes
inverses (correspondant a` la manie`re se´quentielle) et la construction de sur-
faces de re´ponses (manie`re multidimensionnelle).
Ces deux approches sont traite´es a` l’aide d’une me´thode de re´duction adap-
tative de mode`les.
En effet, le couˆt de la re´solution nume´rique des proble`mes non line´aires peut
rapidement devenir prohibitif, plus pre´cise´ment pour les proble`mes indus-
triels complexes introduisant des mode`les E´le´ments Finis de plusieurs cen-
taines de milliers de degre´s de liberte´. Ainsi, si on a besoin de multiplier les
simulations (dans le cas de proble`mes d’optimisation par exemple), l’utilisa-
tion des calculs par E´le´ments Finis peut s’ave´rer assez lourde. Il y a donc
une ne´cessite´ de re´duire le nombre de degre´s de liberte´.
Les me´thodes de re´duction de mode`les ( ”Reduced-Order Modeling” ou
”ROM” ) ont e´te´ introduites pour reme´dier a` ce proble`me. Elles visent a`
re´duire le couˆt global pour l’obtention d’une solution en recherchant celle-ci
dans l’espace d’une base plus physique plutoˆt que dans l’espace des fonctions
de forme E´le´ments Finis.
Le principal objectif des me´thodes de re´duction de mode`les est donc de rem-
placer l’espace des fonctions de forme E´le´ments Finis par un sous-espace de
plus petite dimension, afin d’approximer la solution en utilisant les re´sultats
de simulations pre´ce´dentes.
L’utilisation des bases modales est tre`s classique en me´canique. Mais une
des strate´gies les plus communes actuellement pour la construction de ces
bases re´duites est la POD ( Proper Orthogonal Decomposition ). Cette ap-
proche permet de re´duire de manie`re significative le couˆt d’une re´solution
d’un syste`me en introduisant des bases repre´sentatives contenant tre`s peu de
fonctions de formes.
De plus, nous choisirons une technique adaptative, du fait que l’on doive
ge´rer un grand nombre de simulations relatives aux proble`mes d’optimisa-
tion. Il s’agit de la me´thode APHR, introduite par David Ryckelynck en
2005, qui peut eˆtre vue comme une sorte de POD incre´mentale. En effet,
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contrairement aux approches classiques de type POD, elle propose de ne pas
figer le mode`le d’ordre re´duit avant de traiter le proble`me d’optimisation.
Une premie`re version du ROM est choisie en de´but de proce´dure d’optimi-
sation. Puis, ce mode`le d’ordre re´duit est actualise´ au cours du processus
d’optimisation.
En effet, la plupart des me´thodes de re´duction de mode`le exploitent une base
de donne´es contenant des re´sultats de simulations couˆteuses a` obtenir et dont
l’actualisation est e´galement couˆteuse en cas d’ajout de parame`tres a` e´tudier.
L’approche choisie permet donc d’obtenir des mode`les simplifie´s capables de
mieux capter les diffe´rentes sensibilite´s de la re´ponse du syste`me aux varia-
tions des parame`tres a` optimiser.
L’originalite´ de l’approche de´veloppe´e consiste, pour la re´solution de pro-
ble`mes inverses, a` tenir compte de la suite des pre´visions de´ja` re´alise´es
pour simplifier le mode`le du syste`me a` optimiser a` l’aide d’une me´thode de
re´duction adaptative de mode`les. Nous proposons de comple´ter cette me´thode
par une me´thode d’atte´nuation des e´ve`nements re´currents apparaissant dans
diffe´rentes pre´visions. En effet, lors de l’adaptation du mode`le de taille re´duite
au cours d’une nouvelle simulation, les e´ve`nements re´currents doivent eˆtre
distingue´s des e´ve`nements particuliers relatifs a` la simulation en cours. Du
point de vue formel, un e´ve´nement est le couple forme´ par un mode empi-
rique et la variable d’e´tat re´duite associe´e qui est une fonction du temps,
ou du temps et des parame`tres. Lorsque la variable re´duite d’un e´ve´nement
est significative pour chacune des pre´visions conside´re´es, l’e´ve´nement est dit
re´current.
Un proble`me inverse peut eˆtre vu comme une suite de simulations qui diffe`rent
les unes des autres par une modifications de parame`tres, jusqu’a` convergence
de l’algorithme d’optimisation. Nous allons montrer que, lors de l’adaptation
du mode`le de taille re´duite au cours d’une nouvelle simulation, les e´ve`nements
re´currents doivent eˆtre distingue´s des e´ve`nements particuliers relatifs a` la si-
mulation en cours. Cela est duˆ au fait que, comme nous le verrons dans le
sous-chapitre 1.3.2 , re´duire un mode`le entraˆıne l’extraction d’une transfor-
mation des e´ve`nements les plus significatifs. Et ceux-ci seront d’autant plus
significatifs qu’ils sont pre´sents dans une transformation. Or, il existe plu-
sieurs fac¸ons pour un e´ve`nement d’eˆtre significatif : soit il est tre`s intense
sur une dure´e limite´e, soit il est moins intense sur une dure´e plus longue.
La re´pe´tition de ces simulations (qui restent donc assez similaires) au cours
du traitement de proble`mes d’optimisation implique l’accroissement de l’im-
portance de certains modes empiriques, et des e´ve`nements ne´cessaires a` la
conduite de l’optimisation peuvent devenir de moins en moins significatifs.
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Concernant la construction de surfaces de re´ponses, l’originalite´ de l’ap-
proche consiste a` de´velopper une me´thode nume´rique de repre´sentation a`
variables se´pare´es pour la repre´sentation de proble`mes parame´triques. La
re´duction de mode`le permet de se´parer les variables d’espaces et les variables
du temps. Nous chercherons a` se´parer les variables d’espace et les variables
de parame`tres. Il s’agit en fait de passer d’un syste`me multidimensionnel a`
des simulations simultane´es. On e´crit la re´ponse sur un syste`me particulier :
une somme de syste`mes de´couple´s qui correspond a` une simulation simul-
tane´e de diffe´rents proble`mes. Pour un incre´ment de temps donne´, plusieurs
valeurs de parame`tres seront traite´es de manie`re simultane´e sur l’ensemble
du syste`me.
Nous voulons prouver que la me´thode de re´duction adaptative de mode`le
APHR est capable d’estimer efficacement les variables me´caniques. Pour
cela, le re´sidu des e´quations d’e´quilibre est introduit dans la formulation
des e´quations de ce me´moire. En effet, le but d’une simulation nume´rique est
de pre´voir l’e´tat me´canique relatif a` un re´sidu assez petit, ou aussi petit que
possible.
Ce me´moire sera organise´ de la manie`re suivante :
• Dans le chapitre 2, nous pre´senterons un e´tat de l’art sur les me´thodes
de construction d’approximation par se´paration de variables, ainsi que
sur les me´thodes de re´duction de mode`les, et leur application en science
des mate´riaux. L’utilisation de ces diffe´rentes me´thodes d’approxima-
tion pour l’optimisation fera e´galement l’objet d’une section de ce cha-
pitre.
• Le chapitre 3 sera consacre´ a` la formulation de la me´thode adaptative
de re´duction de mode`le APHR en me´canique.
• Dans le chapitre 4, nous nous inte´resserons a` l’utilisation de la me´thode
APR pour re´soudre des suites de simulations. Nous e´tudierons les e´ve`-
nements re´currents, prouverons leur existence, et de´velopperons une
solution afin de les atte´nuer. Cette solution nous permettra de traiter
des proble`mes inverses en utilisant la me´thode APR sans prendre le
risque de de´te´riorer la qualite´ des calculs.
• Le chapitre 5 traitera des simulations simultane´es pour construire des
surfaces de re´ponses. Pour cela, la me´thode APHR sera e´tendue au
traitement de ce type de proble`me.
• Le chapitre 6 fera office de re´sume´ de ce travail de the`se, suivi des
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conclusions et des perspectives des travaux a` venir.
Tout au long de ce me´moire de the`se, nous prendrons un exemple nume´rique
qui nous servira de fil conducteur. Il s’agit d’un proble`me me´canique clas-
sique : un proble`me purement acade´mique d’une e´prouvette en traction simple,
traite´ en 3D. Ce proble`me est de´taille´ en section 2.5.
Evidemment, nous traiterons e´galement d’autres types de proble`mes, avec
diffe´rents mate´riaux, car l’approche de´veloppe´e est ge´ne´rique. Le choix du
mate´riau n’influe pas sur la me´thode. Il s’agit toutefois de proble`mes a` lois
de comportement re´alistes traite´s au sein du Centre des Mate´riaux.
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Chapitre 1
E´tat de l’art
1.1 Me´thodes de construction d’approxima-
tion ayant une repre´sentation a` variables
se´pare´es
1.1.1 Contexte et notations
Conside´rons un mode`le parame´tre´ et notons {p} le vecteur colonne conte-
nant les parame`tres du mode`le.
Conside´rons une suite de proble`mes relatifs a` une suite de valeurs de pa-
rame`tres ({p}α)α=1,...,np .
Soit Ω le domaine occupe´ par le milieu continu a` l’instant t. Le syste`me
non line´aire ainsi formule´ est analyse´ sur l’intervalle ]0, T ].
Le champ inconnu au temps t est de´fini sur Ω et est note´ u (X , t; {p}α).
X repre´sente la position initiale d’un point dans Ω.
Puisque l’approche que nous proposons de de´velopper peut eˆtre applique´e
a` d’autres proble`mes diffe´rentiels, nous nous placerons dans un cas ge´ne´ral.
La forme ge´ne´rale de ces proble`mes est note´e {L} et est donne´e par :
Trouver la fonction inconnue u (., .; {p}α) de´finie sur Ω×]0, T ] tel que :
L :

L
(
X , t, {p}α ,u (X , t; {p}α),
(
∂βu
∂X β
(X , t; {p}α)
)
,
∂u
∂t
(X , t; {p}α)
)
= 0,
(β = 1, ..., ζ)
CI + CL (Conditions initiales et aux limites)
(1.1)
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ou` L est un ope´rateur diffe´rentiel repre´sentant l’e´quation aux de´rive´es par-
tielles qui relie le champ inconnu u a` ses de´rive´es.
On suppose que cette forme diffe´rentielle ne fait pas intervenir de de´rive´es
partielles par rapport aux composantes du vecteur des parame`tres {p}. En
conse´quence, les parame`tres n’induisent pas de condition de re´gularite´ sur
les champs recherche´s.
Soit ∂Ω la frontie`re du domaine Ω, cette frontie`re se de´compose de manie`re
classique telle que : ∂Ω = ∂UΩ ∪ ∂fΩ.
Sur la partie ∂fΩ, les efforts exte´rieurs agissant sur le domaine Ω sont donne´s.
La densite´ surfacique de ces efforts est note´e f (., t; .). Ainsi, sur la partie ∂fΩ,
on impose un champ d’effort donne´ f (., t; .) de´pendant du temps t.
Sur la partie ∂UΩ, on impose les conditions aux bords de type Dirichlet (1.2) :
u (., t; {p}α) = u c(., t; {p}α)∀t. (1.2)
ou` u c est donne´.
Le champ inconnu u appartient a` un espace de fonctions affines U de´fini
par :
U = {u (., t; {p}α) ∈ H1(Ω) | u (X , t; {p}α) = u c(X , t) ∀X ∈ ∂UΩ} .
(1.3)
L’espace vectoriel associe´ a` U est note´ V . On suppose qu’il ne de´pend
d’aucun parame`tre. Nous n’aborderons pas dans ce me´moire le cas de l’opti-
misation topologique.
V = {u (., t; {p}α) ∈ H1(Ω) | u (X , t; {p}α) = 0} (1.4)
Les me´thodes classiques de discre´tisation (E´le´ments Finis, Volumes Finis,
...) des e´quations aux de´rive´es partielles ou des e´quations diffe´rentielles ordi-
naires issues de la mode´lisation des processus physiques permettent d’obtenir
des solutions nume´riques approche´es. En ge´ne´ral, on applique des me´thodes
a` re´sidus ponde´re´s pour chercher des approximations des solutions pour des
proble`mes diffe´rentiels. Ces me´thodes a` re´sidus ponde´re´s se basent sur la re-
cherche de la meilleure approximation possible de la solution du proble`me
(1.1) qui re´duit au minimum le re´sidu ponde´re´ par un champ de ponde´ration
(ou champ test) u ∗, et cela, d’une manie`re inte´grale sur tout le domaine Ω.
Il s’agit en fait d’annuler le re´sidu ponde´re´ r de´fini par
r(u ,u ∗, t, {p}α) =
∫
Ω
L
(
X , t,u (X , t; {p}α),
∂βu
∂X β
,
∂u
∂t
)
u ∗(X )dΩ(1.5)
La me´thode de Galerkin est un cas particulier des me´thodes a` re´sidus
ponde´re´s ou` les champs test sont choisis dans le meˆme espace que les champs
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de base utilise´s dans le de´veloppement de la solution approche´e. Par conse´quent,
l’approximation par la me´thode de Galerkin revient a` re´soudre alors :
Trouver u (., t) dans l’espace fonctionnel ade´quat U , tel que :∫
Ω
L
(
X , t,u (X , t; {p}α),
∂βu
∂X β
,
∂u
∂t
)
u ∗(X )dΩ = 0
(1.6)
∀u ∗ ∈ V ,∀t ∈]0, T ]
L’utilisation de la me´thode des E´le´ments Finis [Zienkiewicz and Taylor,
2000], d’un sche´ma d’inte´gration temporelle (Euler implicite), et d’un algo-
rithme de Newton-Raphson, nous permet de construire un mode`le nume´rique
du proble`me a` re´duire. On appellera ce mode`le nume´rique le ”mode`le de´taille´”.
Celui-ci introduit nh degre´s de liberte´s (qj(t; {p}α))j=1..nh . Le mode`le E´le´ments
Finis de la formulation faible (1.6) donne une solution approche´e u h dans
l’espace des fonctions E´le´ments Finis Vh ou` Nj sont les fonctions de forme
E´le´ments Finis relatives au maillage avec nh degre´s de liberte´s. Chaque com-
posante qj repre´sente un de´placement nodal relie´ au champ des de´placements
par les fonctions de forme N j tel que, pour une approche se´quentielle :
u (X , t; {p}α) =
j=nh∑
j=1
N j(X ) qj(t; {p}α). (1.7)
ou` l’espace vectoriel Vh s’e´crit :
Vh = span
{
N 1, ...,N nh
}
. (1.8)
Nous venons de de´finir un niveau d’approximation pour les de´placements
relatif au mode`le nume´rique Ele´ments Finis standard. Ce mode`le est en fin
de compte de´duit d’un mode`le continu (1.6) utilisant un sous espace de V
(1.4) . Ce sous espace est note´ Uh et est de´fini comme suit :
Uh = { u ∈ Vh |∃ {q} ∈ Rnh ,
u (X , t; {p}α) =
j=nh∑
j=1
N j(X ) q̂j(t; {p}α) +
j=nc∑
j=1
N˜ j(X ) gj(t)
∀X ∈ Ω ∀t ∈]0, T ] } . (1.9)
Les fonctions de forme (N˜ j)j=1,...nc sont relie´es aux noeuds appartenant a`
∂UΩ
0. Les coefficients gj repre´sentent des de´placements donne´s relatifs a` u c.
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Le champ des de´placements qui correspond au rele`vement des de´placements
impose´s est note´ u ch tel que :
u ch(X , t) =
j=nc∑
j=1
N˜ j(X ) gj(t), ∀X ∈ Ω (1.10)
Si l’on retranche la partie impose´e u ch aux champs de de´placements u , nous
obtenons une suite de de´placements continus U i ∈ Vh pour i = 1...m. Les
champs de de´placements U i sont relatifs a` diffe´rentes valeurs de parame`tres
{p}α a` diffe´rents instants.
En remplac¸ant U par Uh et V par Vh dans la formulation E´le´ments Finis
Galerkin du proble`me (1.6), nous obtenons le proble`me de re´fe´rence (ou
proble`me de´taille´) a` re´soudre :
On cherche u ∈ Uh tel que :∫
Ω
L
(
X , t,u (X , t; {p}α),
∂βu
∂X β
,
∂u
∂t
)
u ∗(X )dΩ = 0
(1.11)
∀u ∗ ∈ Vh,∀t ∈]0, T ]
Les me´thodes de discre´tisation classiques du proble`me (1.1), E´le´ments
Finis notamment, se basent sur la me´thode de Galerkin. Elle peuvent donc
eˆtre conside´re´es donc des me´thodes de mode`les re´duits puisque l’on a ap-
proche´ un proble`me pose´ dans un espace de dimension infini par un autre
pose´ dans un espace de dimension fini. Ici, l’ordre d’un mode`le de´taille´ est nh.
Malgre´ cela, la dimension de l’espace de re´solution des approximations de cer-
tains proble`mes non line´aires complexes peut eˆtre tre`s grande, ce qui la rend
tre`s couˆteuse, voire impossible. En effet, certains proble`mes ae´ronautiques
re´alistes [Spalart et al., 1997] peuvent ne´cessiter des centaines de milliards
de points sur quelques millions de pas de temps.
Le de´veloppement de ces nombreux mode`les E´le´ments Finis augmente donc
le besoin d’avoir des mode`les d’ordre moindre, cre´e´s par les me´thodes de
re´duction de mode`les. L’objectif de ces me´thodes est de re´duire le nombre
d’e´quations ne´cessaires pour de´crire le syste`me physique que l’on veut e´tudier,
afin de gagner en temps de calcul.
La formulation des e´quations re´duites diffe`re de la formulation des e´quations
de´taille´es que nous venons de voir, par le choix de l’espace de fonctions relatif
aux variables d’e´tats, comme nous le verrons en section 1.1.2.5
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1.1.2 Les me´thodes de re´duction d’ordre de mode`les
La plupart du temps, les variables d’e´tat sont conside´re´es comme une
combinaison line´aire de champs connus. Dans le cas d’une approche “a pos-
teriori”, ces champs sont obtenus en re´solvant les proble`mes pre´liminaires
de´taille´s. Dans le cadre d’une me´thode de superposition modale, ces champs
sont les modes propres de´finis par le proble`me de vibrations libres. Si les
proble`mes pre´liminaires fournissent des champs line´airement inde´pendants,
alors les coefficients de la combinaison line´aire seront les variables d’e´tats
re´duites du mode`le d’ordre re´duit. Dans le cas contraire, il faudra construire
une base re´duite du sous-espace engendre´ par les champs connus. La De´com-
position Orthogonale aux valeurs Propres (POD) vise a` cre´er une telle base
a` partir de champs de´pendant du temps, et e´ventuellement de parame`tres.
Nous allons suivre les de´marches de Cordier et Bergmann [Cordier and Berg-
mann, 2006] pour pre´senter la me´thode de De´composition Orthogonale aux
valeurs Propres (POD) [Karhunen, 1946] [Loeve, 1963], et pre´senter les ap-
proches initialement propose´es par Lumley [Lumley, 1967] et Sirovich [Siro-
vich, 1987].
1.1.2.1 Proble´matique ge´ne´rale
La me´thode POD consistera a` de´finir a` partir d’un ensemble de donne´es
{u (., t; .)}t pour t parcourant un intervalle de temps discret ou continu, une
base orthogonale dite “optimale” pour repre´senter u , solution d’un proble`me
physique i.e :
u (X , t; {p}α) ≃
k=s∑
k=1
ψ
k
(X )ak(t; {p}α). (1.12)
telle que cette approximation devienne exacte lorsque le nombre de termes s
de la sommation devient infini. Cette de´composition n’est certainement pas
unique, puisque nous avons vu (e´quation 1.7 ) que la me´thode des E´le´ments
Finis permet d’e´crire u de la sorte :
u (X , t; {p}α) =
j=nh∑
j=1
N j(X ) qj(t; {p}α).
Il est donc logique de chercher a` construire la meilleure approximation
possible pour une valeur de s donne´e.
Le proble`me est alors de chercher : un nombre s, une base spatiale {ψ
k
}sk=1
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et des coefficient {ak} ve´rifiant (1.12). On cherchera la base spatiale ortho-
norme´e pour le produit scalaire canonique i.e :
(ψ
i
,ψ
j
)Ω = δ
j
i , ∀i, j = 1, · · · , s (1.13)
ou` le produit scalaire est de´fini par :
(u ,v )Ω =
∫
Ω
u (X )v (X )dΩ ∈ R,u ∈ {L2(Ω)}d,v ∈ {L2(Ω)}d (1.14)
soit :
∫
Ω
ψ
i
(X )ψ
j
(X ) dΩ = δji , ∀i, j = 1, · · · , s (1.15)
ou` δji est le symbole de Kronecker. Si on arrive a` obtenir la base spatiale
{ψ
k
}sk=1, les fonctions temporelles {ak}sk=1 sont de´duites de la relation (1.12)
graˆce a` l’orthogonalite´ des fonctions de base spatiales {ψ
k
}sk=1 et au produit
scalaire de´fini en (1.15) telles que :
ak(t; {p}α) =
∫
Ω
u (X , t; {p}α)ψ k(X )dΩ ∀k = 1, · · · , s. (1.16)
On peut utiliser le produit scalaire de´fini en (1.14) pour e´crire ak sous la
forme :
ak(t; {p}α) =
(
u (X , t; {p}α),ψ k(X )
)
Ω
(1.17)
Supposons connues les valeurs de u (., .; {p}α) en Nx localisations spa-
tiales : X1, X2, ..., XNx et Nt instants diffe´rents : t1, t2, ..., tNt . Ge´ne´ralement,
elles sont obtenues graˆce au mode`le de re´fe´rence (par une me´thode des
E´le´ments Finis).
Il est e´vident que la meilleure approximation possible pour (1.12) s’obtient en
minimisant l’e´cart entre la solution exacte connue u (X , t; {p}α) et sa valeur
approche´e
k=s∑
k=1
ψ
k
(X )ak(t; {p}α).
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En utilisant les notations de (1.17), il s’agit donc de de´terminer la base or-
thonorme´e {ψ
k
}sk=1 solution du proble`me de minimisation :
min
Nt∑
i=1
||u (X , ti; {p}α)−
s∑
k=1
(
u (X , ti; {p}α),ψ k(X )
)
Ω
ψ
k
(X )||2.
(1.18)
avec ||v ||2 = (v ,v )Ω
L’ensemble des re´alisations connues (e´galement appele´es “snapshots”)
S = {u (X , ti; {p}α)}i=1..Nt
peut eˆtre range´ dans la matrice [Qα] des snapshots suivante :
[Qα] =
 u(x1, t1; {p}α) · · · u(x1, tNt ; {p}α)... ... ...
u(xNx , t1; {p}α) · · · u(xNx , tNt ; {p}α)
 . (1.19)
Lorsque les champs connus sont des solutions d’un proble`me aux E´le´ments
Finis, on a :
u (X , ti; {p}α) =
nh∑
j=1
N j(X )Qα,ji (1.20)
Soit :
Mij =
nh∑
p=1
nh∑
q=1
(
Qα,qi
∫
Ω
N p(X )N q(X )dΩQα,pj
)
(1.21)
=
(
[Q]Tα [m] [Q]α
)
ij
(1.22)
ou` [m] est la matrice des composantes :
mij =
∫
Ω
N i(X )N j(X )dΩ (1.23)
En pratique, nous ne calculons pas [m]. Celle-ci e´tant une matrice syme´trique
de´finie positive, on peut lui appliquer la de´composition de Cholesky et trou-
ver ainsi une matrice [L] triangulaire infe´rieure telle que :
[m] = [L] [L]T (1.24)
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On obtient alors :
[M ] = [Q]Tα [L] [L]
T [Q]α (1.25)
Alors la solution du proble`me de minimisation (1.18) est donne´e par la
De´composition aux Valeurs Singulie`res (SVD) tronque´e a` l’ordre s de la ma-
trice [L]T [Qα] .
Nous cherchons les vecteurs propres de [Q]Tα [Q]α pour obtenir les compo-
santes bik, et e´crire :
ψ
k
=
Nt∑
i=1
u (X , ti; {p}α)bik (1.26)
=
nh∑
j=1
N j(X )Ajk (1.27)
ou`
Ajk =
m∑
i=1
Qα,jibik (1.28)
sont les composantes de la matrice [A], la matrice de re´duction de base.
Cette matrice de´finie, on peut e´crire :
{q} (t) = [A] · {a} (t) (1.29)
1.1.2.2 De´composition aux valeurs singulie`res (SVD)
Soit [Q] une matrice a` valeurs re´elles rectangulaire de dimension Nx×Nt
et de rang r. La De´composition aux Valeurs Singulie`res est la factorisation :
[Q] = [U ] [Σ] [V ]T (1.30)
avec [U ] et [V ], deux matrices orthogonales, respectivement de taille Nx×Nx
et Nt ×Nt et
[Σ] =
(
[Σ]r 0
0 0
)
(1.31)
ou` [Σ]r est la matrice carre´e diagonale de taille r contenant les valeurs
singulie`res de [Q], note´es (σi)i=1...r range´es par ordre de´croissant, tel que
σ1 ≥ σ2 ≥ · · · ≥ σr > 0.
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1.1.2.3 Lien entre SVD et proble`me aux valeurs propres
Nous pouvons remarquer qu’en multipliant les deux membres de l’e´quation
(1.30) par [Q]T a` gauche (resp. a` droite), et en se rappelant que [U ] (resp.
[V ]) est une matrice orthogonale, i.e [U ]T [U ] = [I]Nx , (resp. [V ] [V ]
T = [I]Nt),
on obtient tre`s facilement :
[Q]T [Q] = [V ]T [Σ]2 [V ] (1.32)
(resp. [Q] [Q]T = [U ] [Σ]2 [U ]T ) (1.33)
On peut poser [Λ] = [Σ]2, alors les valeurs propres λi de [Λ] ve´rifient
σi =
√
λi.
Ainsi, la de´composition aux valeurs singulie`res devient un proble`me aux
valeurs propres lorsque l’on applique la SVD aux matrices de covariance
[Q]T [Q] (resp. [Q] [Q]T ).
([V ] , [Λ]) repre´sente donc la de´composition aux valeurs propres de la matrice
[Q]T [Q] de taille Nt, (resp. ([U ] , [Λ]) repre´sente la de´composition aux valeurs
propres de la matrice [Q] [Q]T de taille Nx).
Ainsi, lorsque Nt << Nx, la re´solution du proble`me aux valeurs propres lie´
a` la matrice [Q]T [Q] est bien moins couˆteuse que celle concernant la matrice
[Q] [Q]T .
1.1.2.4 La me´thode Proper Orthogonal Decomposition (POD)
Il existe donc deux approches diffe´rentes pour la POD : la me´thode clas-
sique introduite par Lumley [Lumley, 1967] (lie´e a` [Q] [Q]T ) et la me´thode
des snapshots imagine´e par Sirovich [Sirovich, 1987] (relative a` [Q]T [Q]).
Ces me´thodes POD (processus de´terministe) proviennent toutes les deux de
l’expansion de Karhunen-Loe`ve (processus stochastique) [Karhunen, 1946]
[Loeve, 1963] de´veloppe´e pour les analyses statistiques.
L’expansion de Karhunen-Loe`ve est largement utilise´e dans les me´thodes
de re´duction de mode`le a posteriori de proble`mes non line´aires de´pendant
du temps. Les premiers travaux concernant cette approche portaient sur la
pre´vision me´te´orologique [Lorenz, 1956] graˆce a` une analyse statistique de
donne´es expe´rimentales (pression et tempe´ratures).
La me´thode POD classique a e´te´ introduite par Lumley [Lumley, 1967] en
me´canique non line´aire des fluides, non pas pour proposer un solveur, mais
comme un moyen d’interpre´ter des e´coulements turbulents. Il s’agissait d’ex-
traire les structures cohe´rentes d’un champ de vitesse d’un e´coulement, i.e.
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trouver les fonctions de´terministes qui sont les mieux corre´le´es en moyenne
aux observations. Il a notamment mis en avant que ces fonctions propres
{ψk} sont repre´sentatives d’un point de vue e´nerge´tique. Ainsi, conside´rer
uniquement les premie`res fonctions {ψk} permet de rendre compte des prin-
cipaux phe´nome`nes e´nerge´tiques mis en jeu.
Mais l’approche la plus exploite´e pour les proble`mes non line´aires semble
eˆtre la Snapshot POD propose´e en [Sirovich, 1987] car elle a permis de
re´duire la taille du proble`me aux valeurs propres (voir 1.32) a` re´soudre pour
construire les vecteurs POD, par rapport a` celui fournit par l’expansion clas-
sique de Karhunen-Loe`ve. Elle a donc eu une contribution importante dans le
de´veloppement des bases POD pour la re´duction de proble`mes non-line´aires
de´pendant du temps.
Cette me´thode a connu un ve´ritable essor depuis la fin des anne´es 90 dans
diffe´rents domaines et c’est celle-ci que nous utiliserons.
Quelle que soit l’approche utilise´e, la me´thode POD permet de de´terminer
la famille de fonctions orthogonales {ψ
k
}k=1...s, solution du proble`me de
minimisation (1.18) par de´composition aux valeurs propres de [Q] [Q]T ou
[Q]T [Q] tronque´ a` l’ordre s.
Il s’agit donc de rechercher les fonctions ψ les mieux corre´le´es en moyenne,
aux snapshots S, c’est-a`-dire celles qui posse`dent, au sens des moindres
carre´s, la plus grande projection sur les observations, i.e qui maximise la
quantite´ |(u ,ψ )|.
Pour ne pas avoir a` distinguer les diffe´rentes approches de la me´thode POD,
nous allons traiter de manie`re ge´ne´rale la me´thode de recherche de ces fonc-
tions ψ .
Il faut donc choisir un espace des fonctions ψ pour lequel le produit sca-
laire existe, on impose donc a` ψ d’appartenir a` l’espace des fonctions carre´
inte´grable sur Ω, soit L2(Ω).
Graˆce a` ce produit scalaire, la de´composition de Karhunen-Loe`ve est
de´finie comme un proble`me d’optimisation sous contrainte ou` un champ ψ
doit maximiser sa projection λ(ψ ) sur tous les champs engendre´s par les
variables d’e´tat u (X , ti; {p}α) (FIG. 1.1).
λ(ψ ) est donc de´fini tel que :
λ(ψ ) =
∫ T
0
(u ,ψ )2Ωdt
(ψ ,ψ )Ω
(1.34)
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Fig. 1.1 – Maximiser la projection de ψ
k
sur l’ensemble des re´ponses u
Il s’agit donc de re´soudre le proble`me de maximisation suivant :
max
ψ ∈ L2(Ω)
λ(ψ ). (1.35)
Nous allons montrer que ce proble`me d’optimisation conduit a` un proble`me
aux valeurs propres (e´quation 1.40 ) dont les solutions sont les vecteurs
propres empiriques ψ
k
.
En effet, si l’on pose l’ope´rateur Rco : L2 (Ω) → L2 (Ω) de´fini pour tout
ψ ∈ L2 (Ω) par
Rcoψ (X ) = (Rco(X , .),ψ ) =
∫
Ω
R
∼ co
(X ,X ′)ψ (X ′)dΩ. (1.36)
ou` R
∼ co
(X ,X ′) est le tenseur des corre´lations spatio-temporelles en deux
points :
R
∼ co
(X ,X ′) =
∫ T
0
u (X , t; {p}α)⊗ u (X ′, t; {p}α)dt (1.37)
Dans ce cas, on obtient [Cordier and Bergmann, 2006] :(Rcoψ ,ψ ) = ∫ T
0
u ,ψ )2dt ≥ 0 (1.38)
et
(Rcoψ ,φ ) = (Rcoφ ,ψ ) , ∀ψ ,φ ∈ L2 (Ω) (1.39)
L’ope´rateur Rco est donc un ope´rateur line´aire, auto-adjoint et positif
sur L2 (Ω), alors le proble`me (1.35) est e´quivalent au proble`me aux valeurs
propres :
Rcoψ = λψ . (1.40)
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Ce proble`me admet une infinite´ de´nombrable de solutions {λk,ψ k}∞k=1.
Ces solutions sont telles que :
∫
Ω
R
∼ co
(X ,X ′)ψ
k
(X ′)dΩ = λkψ k(X ). (1.41)
Chaque fonction propre est de´termine´e comme solution du proble`me d’op-
timisation sous la contrainte ||ψ
k
|| = 1. Par conse´quent, la solution du
proble`me de maximisation (1.35), qui est le premier vecteur de la de´composition
POD, est le vecteur propre correspondant a` la plus grande valeur propre.
L’optimalite´ de la POD d’un point de vue e´nerge´tique a e´te´ e´tudie´e en
[Holmes et al., 1997]. Il s’en suit un re´sultat optimal pour la POD : quel-
quesoit s, la projection sur le sous-espace engendre´ par les s premiers modes
d’une de´composition orthogonale aux valeurs propres contient en moyenne
la plus grande quantite´ d’e´nergie cine´tique possible.
Ainsi, la base POD e´tant optimale au sens de l’e´nergie, seul un tre`s petit
nombre de modes POD est suffisant pour obtenir une bonne repre´sentation
de u , et donc de´crire correctement l’e´volution d’e´tat du syste`me.
L’ope´rateur Rco e´tant auto-adjoint et positif, toutes ses valeurs propres sont
re´elles et positives. On peut donc les renume´roter, et les classer de manie`re
de´croissante telle que :
λ1 ≥ λ2 ≥ · · · ≥ λk ≥ · · · ≥ 0. (1.42)
A` chaque ψ
k
correspond une valeur propre λk = λ(ψk). Ces valeurs
propres servent a` ordonner les vecteurs propres empiriques ψ
k
selon la valeur
des projections λk associe´es, une partie de ces vecteurs ayant une contribution
ne´gligeable a` l’approximation (1.12). Dans la pratique, on se´lectionne les s
premie`res colonnes de [b] qui forment la base re´duite POD, tel que :
k=s∑
k=1
λk = (1− εPOD)
∞∑
k=1
λk (1.43)
ou` εPOD est un parame`tre positif de l’approche snapshot POD permet-
tant de de´finir le seuil de la troncature. Sa valeur par de´faut est fixe´e a`
εPOD = 10
−8.
L’ide´e de la snapshot POD est d’e´crire les fonctions propres ψ (X ) de la
manie`re suivante :
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ψ (X ) =
Nt∑
i=1
b(ti)u (X , ti; {p}α), (1.44)
on recherche alors les coefficients b(tk)(k=1,...,Nt) tels que les fonctions propres
ψ soient solutions de l’e´quation (1.41). En remplac¸ant
∫ T
0
fdt par
Nt∑
i=1
δtf(ti),
et apre`s quelques de´veloppements, le proble`me aux valeurs propres a` re´soudre
est le suivant :
[C] {b}k = λ {b}k (1.45)
avec
{b} =

b(t1)
...
b(ti)
...
b(tNt)

(1.46)
et [C] la matrice des corre´lations temporelles de´finie par :
Cij =
∫
Ω
u (X , ti; {p}α) · u (X , tj; {p}α)dΩ (1.47)
Ce proble`me, comme nous l’avons de´ja` pre´cise´, est de taille infe´rieure a` celui
obtenu par la me´thode POD classique.
L’inconve´nient de la me´thode snapshot POD est l’absence d’un crite`re qui
permet de choisir des snapshots et des simulations pre´le´minaires (valeurs
de parame`tres) satisfaisants pour cre´er les snapshots. En effet, la qualite´
d’une approximation POD de´pend de l’extension du sous-espace engendre´ par
les snapshots. Si l’approximation POD n’est pas assez pre´cise, de nouveaux
snapshots doivent eˆtre ajoute´s a` la suite de de´placements connus pour e´tendre
la base POD.
1.1.2.5 Formulation de l’approximation re´duite POD-Galerkin
Le but de cette section est de pre´senter le principe ge´ne´ral de la me´thode
des bases re´duites.
Le principal objectif des me´thodes de re´duction de mode`les est de remplacer
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Uh et Vh par des sous-espaces de plus petite dimension, afin d’approximer
u (., t; {p}α) en utilisant les re´sultats de simulations pre´ce´dentes.
Ces me´thodes permettent de conserver l’ensemble des parame`tres du mode`le
de´taille´ dans le mode`le d’ordre re´duit. Lorsqu’un sous-espace satisfaisant a
e´te´ trouve´, il est ne´cessaire de reformuler les conditions d’e´quilibre au sens
faible qui lui sont associe´es.
Soit donc (U i)i=1...m une suite de solutions en de´placements obtenue par
des simulations pre´ce´dentes, telle que U i ∈ Vh. Le but de la me´thode snap-
shot POD est d’utiliser cette suite comme ”snapshots” (images instantane´es)
pour construire un mode`le d’ordre re´duit (ROM) : une base du sous-espace
engendre´ par ces champs de de´placements, soit une base re´duite de Vh.
Soit (ψk)k=1...s les vecteurs de la base re´duite POD (dans la pratique et
afin d’avoir des gains de performances, on a s << nh ). Soit VPOD l’espace
vectoriel relatif au mode`le d’ordre re´duit :
VPOD = span
{
ψ
1
, ...,ψ
s
}
. (1.48)
L’approximation de la solution du mode`le nume´rique pre´cite´ sera d’autant
plus pre´cise sous re´serve que les modifications du mode`le restent dans la limite
de validite´ de la base POD pre´-calcule´e. Cette approximation peut s’e´crire
sous la forme :
u (X , t; {p}α) =
k=s∑
k=1
ψ
k
(X ) ak(t; {p}α) +u ch(X , t), ∀X ∈ Ω ∀t ∈]0, T ]
(1.49)
Remarque :
Ces vecteurs de la base re´duite POD sont e´galement appele´s “fonctions de
formes” dans le cadre de la the´orie de l’approximation, ou “modes empiri-
ques” [Lorenz, 1956]. Nous pouvons trouver en section 2.5 un exemple des
quatre premiers modes empiriques obtenus apre`s une premie`re simulation en
mode`le d’ordre re´duit sur le mode`le “fil conducteur”.
Les facteurs (ak)k=1...s sont les variables d’e´tat re´duites du mode`le d’ordre
re´duit. Ce sont des variables globales. L’espace affine relatif a` l’approximation
de la base re´duite (1.49) est note´ UPOD :
UPOD = { u ∈ U | u − u ch ∈ VPOD } (1.50)
Nous venons de de´finir un autre niveau d’approximation pour les de´place-
ments relatifs au mode`le d’ordre re´duit POD. Ce dernier mode`le est de´duit
du mode`le continu (1.6) utilisant un sous espace de V (1.4) note´ UPOD, et
de´fini comme suit :
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UPOD = { u ∈ V |∃ {a} ∈ Rs ,
u (X , t; {p}α) =
k=s∑
k=1
ψ k(X ) ak(t; {p}α) + u ch(X , t)
∀X ∈ Ω ∀t ∈]0, T ] } . (1.51)
Il est e´vident que VPOD est a` son tour aussi un sous espace de Vh. Les
e´quations du mode`le d’ordre re´duit peuvent eˆtre obtenues simplement par
une formulation de Galerkin en remplac¸ant U par UPOD et V par VPOD dans
la formulation continue (1.6). Le proble`me re´duit a` re´soudre est :
Trouver u ∈ UPOD tel que :∫
Ω
L
(
X , t,u (X , t),
∂βu
∂X β
,
∂u
∂t
)
u ∗(X )dΩ = 0,
(1.52)
∀u ∗ ∈ VPOD,∀t ∈]0, T ], ∀X ∈ ∂UΩ
Le re´sidu est celui de´fini en (1.5), ou` l’on remplace u ∗ par N j :
Rj =
∫
Ω
L
(
X , t,u (X , t; {p}α),
∂βu
∂X β
,
∂u
∂t
)
N j(X )dΩ (1.53)
Ce qui est e´quivalent a` formuler l’e´quation d’e´quilibre (1.11) sous la
forme :
{R} ({q} , t; {p}α) = 0 (1.54)
avec
{R} =

R1
...
Rj
...
Rnh

(1.55)
Une autre formulation du re´sidu s’obtient en choisissant u ∗ ∈ VPOD, soit :
u ∗ =
s∑
k=1
nh∑
j=1
N jAjka
∗
k (1.56)
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Ainsi, la formulation POD-Galerkin (1.52) peut aussi s’e´crire sous forme
matricielle condense´e de la manie`re suivante :
[A]T . {R}([A] . {a} , t; {p}α) = 0 (1.57)
La qualite´ du mode`le d’ordre re´duit peut eˆtre ve´rifie´e graˆce au re´sidu {R}
de la condition d’e´quilibre E´le´ments Finis de´fini en (1.5). Une erreur relative
peut eˆtre ainsi de´finie :
η = max
t∈[0,T ]
‖{R}([A] . {a} , t; {p}α)‖
‖{R}(0, t; {p}α)‖
(1.58)
Si η = 0, alors on connaˆıt u ∈ VPOD ⊂ U avec {R} = 0 donc on a une
solution du proble`me de´taille´.
L’estimateur d’erreur η nous fournit donc le crite`re sur la qualite´ de l’approxi-
mation re´duite qui peut eˆtre e´value´e par le re´sidu des e´quations d’e´quilibre
‖{R}([A] . {a} , t; {p}α)‖.
Ainsi, afin d’ame´liorer la pre´vision des autres e´tats correspondant aux va-
leurs non e´tudie´es des parame`tres, un mode`le d’ordre re´duit est construit en
se´lectionnant les s premiers vecteurs propres empiriques
(
ψ
k
)
k=1...s
comme
fonctions de forme du mode`le d’ordre re´duit. Plus la diffe´rence entre les nou-
velles valeurs de parame`tres et celles utilise´es pour l’expansion de Karhunen-
Loe`ve est faible, meilleure sera la qualite´ du mode`le d’ordre re´duit. Mais cette
me´thode n’inclut pas d’adaptation d’un mode`le d’ordre re´duit connu a` des
modifications de certains parame`tres du mode`le de´taille´.
1.1.3 Me´thodes de se´paration de variables
1.1.3.1 Une proble´matique ancienne
Les me´thodes de re´duction de mode`le sont base´es sur des techniques
de se´paration de variables. En effet, la recherche du champ inconnu u est
base´e sur une technique de se´paration de variables temps/espace, comme
l’on peut le voir en (1.7). Il s’agit d’une proble´matique tre`s ancienne : de`s
la seconde moitie´ du XVIIe sie`cle, le domaine mathe´matique de l’analyse
nume´rique connut une avance´e prodigieuse graˆce aux travaux de Newton
et de Leibniz en matie`re de calcul diffe´rentiel (les e´quations diffe´rentielles,
les e´quations aux de´rive´es partielles,...). En 1797, Sylvestre-Franc¸ois Lacroix
publie le “Traite´ du calcul diffe´rentiel et de calcul inte´gral” qui se veut une
synthe`se des travaux d’analyse du XVIIIe sie`cle avec un chapitre consacre´
a` la se´paration des variables dans les e´quations diffe´rentielles du premier
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ordre. La me´thode de se´paration des variables constitue l’une des me´thodes
de re´solution des e´quations diffe´rentielles partielles et ordinaires, lorsque
l’alge`bre permet de re´e´crire l’e´quation, de sorte que chacune des deux va-
riables apparaisse dans un membre distinct de l’e´quation. Pour le premier
ordre, l’e´quation diffe´rentielle du premier degre´ s’e´crit de la forme :
Mdx+Ndy = 0 (1.59)
Et le moyen de re´soudre cette e´quation a e´te´ de chercher a` se´parer les
variables, c’est a` dire ramener l’e´quation (1.59) a` la forme :
Xdx+ Y dy = 0 (1.60)
ou` X (resp. Y ) est une fonction de´pendant uniquement de x (resp. y).
Diffe´rents auteurs se sont inte´resse´s a` la mise en oeuvre de ces techniques
d’un point de vue nume´rique pour construire des me´thodes de re´duction de
mode`les. Contrairement aux travaux ante´rieurs, il ne s’agit plus alors d’abou-
tir a` une solution analytique. Nous la conside`rerons donc comme un outil
mathe´matique de re´solution des proble`mes de dimensions e´leve´es.
Conside´rons un champ de de´placement u (x, y) fonctions des deux coor-
donne´es x ∈ Ωx et y ∈ Ωy, avec Ω = Ωx × Ωy.
Dans ce cas, la forme du proble`me diffe´rentiel (1.1) devient :
K(u (x, y)) + L(u (x, y)) = 0 (1.61)
ou` K et L sont deux ope´rateurs diffe´rentiels line´aires repre´sentant l’e´quation
aux de´rive´es partielles qui relie le champ inconnu u a` ses de´rive´es respecti-
vement en x et en y.
La formulation variationnelle (1.6) devient :∫
Ω
(K(u (x, y)) + L(u (x, y)))u ∗(x, y)dxdy = 0, ∀u ∈ V (1.62)
La recherche de la solution de l’e´quation aux de´rive´es partielles (1.61) se
fait sous la forme d’une somme de produits tensoriels. On de´finit le produit
tensoriel suivant : pour (rn, sn) ∈ Ωx × Ωy,
rn ⊗ sn :
{
Ωx × Ωy → Ω
(x, y) 7→ rn(x)sn(y)
(1.63)
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Nous sommes conduits a` e´crire u (x, y) sous la forme :
u (x, y) =
∑
n≥1
rn(x)⊗ sn(y) (1.64)
Un des premiers exemples d’approximation de ce type a e´te´ donne´ par
Schmidt [Schmidt, 1908] qui conside`re l’approximation de fonctions de deux
variables f(x, y) par les formes biline´aires
∑m
i=1 ui(x)vi(y) dans L2 ([0, 1]
2).
Dans [Ojalvo, 1962], l’auteur pre´sente une extension de la me´thode de se´para-
tion de variables aux proble`mes de conduction thermique avec source de
chaleur, et aux conditions aux limites de´pendant du temps. La modification
de la me´thode permet de transformer les proble`mes ge´ne´raux de ce type, en
plusieurs proble`mes relatifs aux phe´nome`nes stationnaires et transitoires dont
les techniques de re´solution sont parfaitement connues. L’exemple pre´sente´
par l’auteur est l’e´quation de conduction de la chaleur en re´gime dynamique
(T e´tant la tempe´rature et at la diffusivite´ thermique).
∂2T
∂x2
= a−1t
∂T
∂t
(1.65)
avec les conditions aux limites et conditions initiales :
T (0, t) = f(t)
T (L, t) = 0
T (x, 0) = h(x)
(1.66)
Pour re´soudre le proble`me ((1.65)-(1.66)), la solution est suppose´e sous
la repre´sentation a` variables se´pare´es :
T (x, t) =
∑
n
Xn(X)Ψn(t) + T0(x)f(t) (1.67)
ou` T0 satisfait l’e´quation de conduction de la chaleur en re´gime station-
naire :
∂2T0
∂x2
= 0 (1.68)
1.1.3.2 Algorithme glouton
Les algorithmes gloutons consistent a` minimiser localement une fonction-
nelle par un produit tensoriel. La construction de la solution se fait par
se´paration de variables. Ainsi, l’algorithme glouton est la me´thode qui per-
met de de´terminer de manie`re ite´rative rn(x) et sn(y) tel que ∀n,
∑
n≥1 rn⊗sn
soit la meilleure approximation possible (dans un sens a` de´finir) de la solution
u (x, y). L’algorithme consiste
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• a` de´terminer les meilleures fonctions R(x) et S(y) a` l’ite´ration n qui
ve´rifient (1.62) et telles que :
u (x, y) =
n−1∑
i=1
ri(x)si(y) +R(x)S(y) (1.69)
(les ri,(i=1...n−1) et si,(i=1...n−1) e´tant connues des ite´rations pre´ce´dentes.)
• a` re´soudre le proble`me de Galerkin sur la base (r1 ⊗ s1, ..., rn ⊗ sn)
Trois diffe´rents algorithmes glouton (Pure Greedy Algorithm ou PGA,
Relaxed Greedy Algorithm ou RGA, et Orthogonal Greedy algorithm ou
OGA) ont e´te´ e´tudie´s par DeVore et Temlyakov ( [DeVore and Temlyakov,
1996]), et l’analogue de ces algorithmes en formulation faible sont de´finis
en [Temlyakov, 2000], afin de rendre ces algorithmes plus pratiques pour leur
imple´mentation. Le Bris et al. pre´sentent deux de ces algorithmes (PGA et
OGA) dans [Le Bris et al., 2009] pour re´soudre le proble`me classique et tre`s
simple d’une e´quation de Poisson avec condition de Dirichlet homoge`ne sur
les bords :
Trouver u ∈ H10 (Ω) tel que
{
−∆u = f sur Ω = Ωx × Ωy
u = 0 sur ∂Ω
(1.70)
L’algorithme PGA (Algorithme 1) et sa variante OGA (Algorithme 2)
sont utilise´s pour re´soudre ce proble`me.
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Data: ;
f0 = f ;
BEGIN
n = 1
while ‖fn‖H−1(Ω)≥ε do
1. Trouver rn ∈ H10 (Ωx) et sn ∈ H10 (Ωy) tel que;
(rn, sn) = argmin
(r,s)∈H10 (Ωx)×H
1
0 (Ωy)
(
1
2
∫
Ω
|∇(r ⊗ s)|2 dΩ−
∫
Ω
fn−1r ⊗ sdΩ
)
(1.71)
2. fn = fn−1 +∆(rn ⊗ sn);
3. n = n+ 1;
end
END
Algorithm 1: Pure Greedy Algorithm.
Data: ;
f o0 = f ;
BEGIN
n = 1
while ‖f on‖H−1(Ω) ≥ ε do
1. Trouver ron ∈ H10 (Ωx) et son ∈ H10 (Ωy) tel que;
(ron, s
o
n) = argmin
(r,s)∈H10 (Ωx)×H
1
0 (Ωy)
(
1
2
∫
Ω
|∇(r ⊗ s)|2 dΩ−
∫
Ω
f on−1r ⊗ sdΩ
)
(1.72)
2. Re´soudre le proble`me de Galerkin suivant, sur la base
(ro1 ⊗ so1, ..., ron ⊗ son) i.e trouver (α1, ..., αn) ∈ Rn tel que :
(α1, ..., αn) = argmin
(β1,...,βn)∈Rn
1
2
∫
Ω
∣∣∣∣∣∇
(
n∑
k=1
βkr
o
k ⊗ sok
)∣∣∣∣∣
2
dΩ−
∫
Ω
f
n∑
k=1
βkr
o
k ⊗ sokdΩ

(1.73)
3. f on = f +∆(
∑n
k=1 αkr
o
k ⊗ sok);
4. n = n+ 1;
end
END
Algorithm 2: Orthogonal Greedy Algorithm.
On retrouve ce type d’algorithme glouton dans la me´thode PGD (Proper
Generalized Decomposition) que l’on va de´crire dans la section suivante.
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1.1.3.3 Proper Generalized Decomposition
Il est bien connu qu’en utilisant une me´thode de type E´le´ments Finis, le
nombre de degre´s de liberte´ d’un mode`le augmente exponentiellement avec la
dimension de l’espace. Ammar et ses colle`gues [Ammar et al., 2006a] donnent
un exemple concreˆt qui permet de comprendre ce proble`me de la dimension-
nalite´, en prenant un mode`le de´fini sur un hypercube dans un espace de
dimension D, Ω =] − L,L[D. La plupart des me´thodes nume´riques (entre
autres celle qui nous inte´resse, la me´thode des E´le´ments Finis) repose sur
un de´coupage de l’espace selon un maillage, pour discre´tiser le mode`le. Sup-
posons que ce maillage comporte N noeuds dans chaque direction, alors le
nombre total de noeuds est de ND. Si l’on suppose que N ≈ 10, (un maillage
extreˆmement grossier) et D ≈ 80 (ce qui est meˆme plus faible que les di-
mensions requises en me´canique statistique ou quantique), alors le nombre
de noeuds du maillage atteint la valeur astronomique de 1080 !
Une des me´thodes qui permet d’alle´ger le proble`me est une extension de la
me´thode POD. En effet, quasiment pendant la meˆme pe´riode que Sirovich,
en 1985, Ladeve`ze a propose´ une me´thode concurrentielle de de´composition
de´die´e aux mode`les e´lastoplastiques, la De´composition en Chargement Radial
(RLD) [Ladeve`ze, 1985] construite par la me´thode LATIN. Nous reviendrons
sur cette me´thode LATIN dans la section suivante. Les similarite´s entre la
RLD et la POD ont e´te´ e´tudie´es en [Ryckelynck, 2002].
Cette me´thode repose sur la construction a priori d’une de´composition en
variables se´pare´es de la solution, qui exploite la structure produit tensoriel
de l’espace de travail. Ce type de repre´sentation n’est pas nouveau. Dans
le contexte de la me´canique nume´rique, c’est la me´thode RLD qui e´tait ap-
plique´e pour se´parer les variable d’espace et de temps dans des mode`les
thermome´caniques.
Lorsque les e´quations a` re´soudre peuvent eˆtre formule´es sous une forme
se´pare´e, de fac¸on exacte ou de manie`re approche´e, la De´composition en Char-
gement Radial conduit a` la Proper Generalized Decomposition (PGD), en
factorisant la forme faible du proble`me a` re´soudre. Les premiers travaux
re´alise´s sur ce type d’approche ont e´te´ re´alise´s par Ammar et Chinesta [Am-
mar et al., 2006b] [Ammar et al., 2006a].
C’est cette me´thode RLD, baptise´e re´cemment Proper Generalized De-
composition (PGD) que nous allons pre´senter dans cette section.
La me´thode PGD utilise un algorithme glouton que l’on a de´crit en section
1.1.3.2, avec une hypothe`se supple´mentaire de se´parabilite´ des variables et
des e´quations, ce qui permet d’aboutir a` des sommes de produits d’inte´grales
monodimensionnelles. Pour faciliter la lecture, la me´thode sera formule´e pour
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N = 2. Ces deux coordonne´es sont x ∈ Ωx et y ∈ Ωy avec Ω = Ωx × Ωy.
Comme nous l’avons vu dans l’algorithme glouton, la correction que l’on veut
construire est cherche´e sous la forme R(x)S(y) et la solution a` l’ite´ration n
est donc de la forme u (x, y) =
∑n−1
i=1 ri(x)si(y)+R(x)S(y). R(x) et S(y) sont
calcule´es par une me´thode ite´rative (me´thode du point fixe, par exemple). La
fonction test a` injecter dans la formulation variationnelle du proble`me s’e´crit
sous la forme u ∗(x, y) = R∗(x)S(y). si l’on suppose S(y) connue et que l’on
cherche a` calculer R(x), de la manie`re suivante.
Algorithme PGD :
• E´tape 1 :
L’injection de la fonction test
u ∗(x, y) = R∗(x)S(y) (1.74)
et de la solution
u (x, y) =
n−1∑
i=1
ri(x)si(y) +R(x)S(y) (1.75)
dans la formulation variationnelle (1.6), et la de´finition des ope´rateurs
diffe´rentiels K et L me`nent a` la formulation suivante :∫
Ω
R∗ · S · (S · K(R) +R · L(S)) dxdy =
−
∫
Ω
R∗ · S ·
( i=n−1∑
i=1
(si · K(ri) + ri · L(si))
)
dxdy. (1.76)
S(y) e´tant connue et les e´quations e´tant se´parables, nous nous retrou-
vons a` inte´grer l’e´quation (1.76) sur x seulement :
∫
Ωx
R∗ · (αyK(R) + βyR)dx = −
∫
Ωx
R∗ ·
( i=n−1∑
i=1
(αyiK(ri) + βyi si)
)
dx,
(1.77)
ou`
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αy =
∫
Ωy
S2dy
αyi =
∫
Ωy
S · sidy
βy =
∫
Ωy
S · L(S)dy
βyi =
∫
Ωy
S · L(si) dy (1.78)
• E´tape 2 :
On applique un algorithme glouton pour rechercher les fonctions R(x)
et S(y) :R(x) e´tant maintenant connue, on injecte u ∗(x, y) = R(x)S∗(y)
dans la formulation variationelle et l’on peut calculer de la meˆme manie`re
S(y).
S(y) a` nouveau connue, on recommence l’e´tape 1, jusqu’a` convergence
de l’algorithme.
Comme nous l’avons explique´ pre´ce´demment, cette me´thode est par-
ticulie`rement efficace pour re´soudre des proble`mes multidimensionnels, le
nombre de degre´s de liberte´s augmentant exponentiellement avec la dimen-
sion de l’espace. La simulation multidimensionnelle semble eˆtre une approche
se´duisante graˆce aux re´cents travaux d’Ammar et Chinesta. L’algorithme pro-
pose´ dans [Ammar et al., 2006a] est relatif a` l’algorithme OGA : il consiste
a` remplacer la proce´dure d’optimisation (1.72) par les e´quations d’Euler La-
grange associe´es. Tandis que le sujet de cet article porte sur la solution per-
mamente d’EDP elliptiques multidimensionnelles de´finies sur des espaces de
dimension N , un second article des meˆmes auteurs [Ammar et al., 2006b]
e´tend le premier au traitement des solutions transitoires des EDP parabo-
liques multidimensionnelles. Ces deux papiers utilisent la meˆme technique
base´e sur l’utilisation de bases re´duites dans une proce´dure adaptative avec
se´paration de variables. En effet, les fonctions R et S que l’on rajoute ne
sont pas connues a priori, mais sont construites en cours de proce´dure. Nous
allons de´crire les diffe´rentes e´tapes de cette technique en se basant sur le
proble`me relativement simple de l’e´quation de Poisson en dimension N .
∆T = −f(x1, x2, ..., xN), (x1, x2, ..., xN) ∈ Ω =]− L,+L[N (1.79)
Comme nous l’avons de´ja` explique´, la solution d’un tel proble`me peut eˆtre
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approche´e par un nombre fini de fonctions d’approximation, i.e
T (x1, x2, ..., xN) =
Q∑
j=1
αj
N∏
k=1
Fkj(xk) (1.80)
ou` Fkj(xk) est la j
ie`me fonction de base. Le sche´ma nume´rique propose´ par
Ammar et al. consiste en une proce´dure ite´rative qui re´soud a` chaque ite´ration
n les 3 e´tapes suivantes :
• E´tape 1 : Projection de la solution sur une base discre`te.
Comme propose´ dans l’algorithme glouton, T et T ∗ sont introduits sous
la forme suivante :
T (x1, x2, ..., xN) =
n∑
j=1
αj
N∏
k=1
Fkj(xk),
T ∗(x1, x2, ..., xN) =
n∑
j=1
α∗j
N∏
k=1
Fkj(xk) (1.81)
La formulation variationnelle correspondant au proble`me (1.79) im-
plique alors un produit de N fonctions, chacune e´tant de´finie sur une
dimension diffe´rente. Notons
N∏
k=1
gk(xk) une de ces fonctions a` inte´grer.
L’inte´grale sur Ω de la formulation variationnelle devient un produit
d’inte´grales monodimensionnelles, selon :∫
Ω
N∏
k=1
gk(xk)dΩ =
N∏
k=1
∫ L
−L
gk(xk)dxk (1.82)
La re´solution d’un syste`me line´aire de taille n × n permet de calculer
les coefficients αj, et donc la solution T .
• E´tape 2 : Ve´rification de la convergence graˆce au re´sidu
R =
√∫
Ω
(∆T + f(x1, x2, ..., xN))
2
‖T‖2 (1.83)
Si R > ǫ, arreˆt de la proce´dure ite´rative, et la solution est donne´e par
(1.81).
• E´tape 3 : Enrichissement de la base.
Connaissant les coefficients αi, la base peut eˆtre enrichie en ajoutant
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la nouvelle fonction
N∏
k=1
Fk(n+1)(xk). Pour cela, on injecte une fonction
test
T ∗(x1, x2, ..., xN) = R
∗
1(x1)R2(x2)...RN(xN)+...+R1(x1)R2(x2)...R
∗
N(xN)
(1.84)
dans la formulation variationnelle, ce qui me`ne a` un proble`me varia-
tionnel non-line´aire dont la solution permet de calculer les N fonctions
Rk(xk). (Il s’agit de reprendre l’algorithme PGD de´crit au de´but de la
section 1.1.3.3).
Chaque fonction Fk(n+1)(xk) est alors obtenue en normalisant la fonc-
tion associe´e Rk.
Les re´sultats nume´riques ont e´te´ concluants pour les deux articles cite´s
en terme de qualite´, les temps de calculs n’e´tant pas compare´s. Dans tous les
cas traite´s, les conditions aux limites sont homoge`nes. Mais le traitement de
proble`mes aux conditions aux limites non homoge`nes a e´te´ e´tudie´ par Gon-
zalez et al. [Gonzalez et al., 2010] sur des e´quations de Laplace. Un simple
changement de variable permet de se rapporter au cas avec conditions ho-
moge`nes. Ils traitent e´galement des ge´ome´tries complexes (d’autres domaines
que des hypercubes) : la strate´gie de re´solution se base sur la me´thode des
fonctions caracte´ristiques.
Un autre exemple d’analyse multidimensionnelle utilisant la me´thode PGD
est pre´sente´ par Pruliere et al. [Prulie`re et al., 2010], pour une approche multi-
dimensionnelle dans laquelle tous les cas seront conside´re´s simultane´ment. La
me´thode est illustre´e dans le cadre de la re´solution parame´trique de l’e´quation
de transfert de chaleur :
∂u
∂t
− k∆u − f = 0, (1.85)
ou` les variables sont l’espace x ∈ Ω, le temps t ∈ I et la diffusivite´ k ∈ K.
La solution est recherche´e sous la forme :
u (x , t, k) ≈
N∑
i=1
Xi(x ) · Ti(t) ·Ki(k). (1.86)
ou` x peut encore eˆtre se´pare´ en 3 variables : (x, y, z). De meˆme que pour les
exemples pre´sente´s pre´ce´demment, le produit R(x ) · S(t) ·W (k) est cherche´
de manie`re ite´rative.
Dans cet exemple, une des coordonne´es est le temps. L’algorithme est ap-
plique´ sur tout l’intervalle de temps : la me´thode est non-incre´mentale en
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temps.
E´videmment, les exemples d’applications de ce type de repre´sentation sont
nombreux, puisque cette technique est une bonne strate´gie quand la dimen-
sion du mode`le augmente. En effet, la taille du proble`me croˆıt line´airement
avec la dimension de l’espace, au lieu d’exponentiellement avec une me´thode
nume´rique classique.
Mais cette technique n’est pas pour autant une strate´gie universelle pour
re´soudre tout type d’EDP multidimensionnelles. De plus, l’efficacite´ de la
me´thode ne´cessite la se´parabilite´ de tous les champs implique´s dans le mode`le.
Mais cette hypothe`se de se´parabilite´ n’est pas toujours possible, ainsi, en sec-
tion 4, nous proposerons de comple´ter la me´thode d’Hyper Re´duction pro-
pose´e en [Ryckelynck, 2005] et [Ryckelynck, 2009] (de´taille´e en section 1.3.2)
pour les me´thodes de se´paration de variables.
Tandis que la me´thode PGD est base´e sur la se´paration de variables, dans la
section suivante, nous pre´sentons la me´thode LATIN, base´e sur la se´paration
de la nature des e´quations.
1.1.3.4 Me´thode LATIN
La me´thode LATIN [Ladeve`ze, 1985], dans ses grandes lignes, comporte
deux principales e´tapes.
1. Partitionnage du domaine espace-temps. La structure est de´compose´e
en un ensemble de sous-structures et d’interfaces. L’intervalle de temps
est divise´ en sous-intervalles.
2. La se´paration en deux groupes des e´quations a` re´soudre en distinguant :
• l’espace des solutions des e´quations globales line´aires (e´tape globale),
• l’espace des solutions des e´quations non-line´aires locales en chaque
point d’inte´gration (e´tape locale).
Comme la me´thode PGD, qui est un cas particulier de la me´thode LATIN,
la me´thode est non incre´mentale ite´rative. A` chaque ite´ration, on obtient
une approximation de la re´ponse sur la structure comple`te, sur l’intervalle de
temps entier. L’e´tape globale consiste a` re´soudre alternativement a` chaque
ite´ration deux types de proble`mes :
• le proble`me macro homoge´ne´ise´ de´fini sur l’espace temps complet,
• une famille de proble`mes line´aires (proble`mes micro) inde´pendants par
sous-structure.
Un algorithme alliant me´thode LATIN et me´thode de type POD a e´te´ pro-
pose´ par Ladeve`ze et Nouy pour re´soudre des proble`mes multi-e´chelles [La-
deve`ze and Nouy, 2003]. Dans cet article, une nouvelle strate´gie de calcul
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multi-e´chelle base´e sur la me´thode LATIN a e´te´ propose´e pour l’analyse de
structures dont le comportement est de´crit a` une e´chelle fine, tant en temps
qu’en espace. La strate´gie de de´composition de domaine e´voque´e ci-dessus
conduit a` la re´solution d’un grand nombre de proble`mes d’e´volution micro-
scopiques inde´pendants par structures a` chaque ite´ration. La repre´sentation
RLD de´crite en section 1.1.3.3 a e´te´ introduite dans [Arzt, 1994] pour des
proble`mes e´lastoviscoplastiques.
La repre´sentation a` variables se´pare´es intervient dans la recherche de la so-
lution des e´quations globales line´aires : la solution du proble`me micro est
approxime´ par une somme de fonctions radiales, qui sont des produits de
fonctions scalaires de´pendant du temps par des fonctions d’espace. Ils vont
donc chercher la solution du proble`me d’e´volution sous la forme
f(x , t) =
m∑
i=1
λi(t)Λi(x )
ou` λi et Λi sont connues a priori. Pour re´soudre le micro-proble`me (reformule´
en proble`me de minimisation) sur l’espace des fonctions radiales, un sche´ma
ite´ratif est utilise´, consistant a` minimiser alternativement sur les fonctions
de temps, puis les fonctions d’espace. En pratique, pour chaque variable, une
seule fonction est calcule´e en meˆme temps, et le sche´ma ite´ratif est stoppe´
apre`s deux ite´rations.
La minimisation sur les fonctions du temps conduit a` un simple syste`me
diffe´rentiel d’e´quations, tandis que minimiser sur les fonctions d’espace me`ne
a` un proble`me spatial. Ce proble`me spatial et le syste`me diffe´rentiel e´tant
de´couple´s, le couˆt pour re´soudre l’e´tape line´aire est quasiment inde´pendant
du sche´ma d’inte´gration en temps. Ainsi, pour le meˆme couˆt, il est possible
d’utiliser un sche´ma d’inte´gration implicite robuste sur un maillage en temps
tre`s fin. Au fur et a` mesure des ite´rations, les fonctions d’espace construites
constituent une base re´utilise´e pour les ite´rations suivantes. Chaque ite´ration
commence par une e´tape pre´liminaire dont le but est de trouver l’ensemble
des fonctions temporelles associe´es a` l’ensemble des fonctions spatiales de la
base.
Ainsi, a` l’ite´ration n, la re´solution du microproble`me se fait en deux e´tapes,
que nous avons de´ja` e´voque´es :
• e´tape de pre´diction : la re´solution de l’e´tape pre´liminaire permet de
de´terminer une solution approche´e pour un couˆt assez faible,
• enrichissement de la base : correction si la qualite´ n’est pas assez bonne.
Il s’agit donc d’une sorte de POD adaptative non incre´mentale.
Un tre`s petit nombre de fonctions e´tant ne´cessaire pour approximer cor-
rectement la solution de´finie sur le domaine entier espace-temps, le temps
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de calcul de l’e´tape line´aire, qui e´tait l’e´tape la plus couˆteuse, est re´duit
conside´rablement. L’efficacite´ exceptionnelle de cette me´thode provient donc
de l’utilisation d’approximations RLD.
Ainsi, les algorithmes LATIN peuvent controˆler la qualite´ de la repre´sentation
en variables se´pare´es en utilisant un sche´ma non incre´mental. Il est e´galement
possible d’adapter le maillage utilise´ pour repre´senter les champs de la repre´-
sentation RLD au cours de la convergence de cette repre´sentation en intro-
duisant diffe´rents indicateurs d’erreurs [Pelle and Ryckelynck, 2000].
Comme Ryckelynck le montre en [Ryckelynck, 2002], la me´thode LATIN peut
eˆtre conside´re´e comme une me´thode a priori de re´duction de mode`le qui
peut eˆtre optimise´e graˆce a` l’expansion de Karhunen-Loe`ve. Ces me´thodes
de re´duction de mode`les sont utilise´s dans de nombreux domaines, et a`
pre´sent, nous allons donner quelques exemples d’application de ces me´thodes
en science des mate´riaux.
1.2 Re´duction de mode`les dans le cadre de la
science des mate´riaux et me´thodes appa-
rente´es
1.2.1 Re´duction de mode`les de proble`mes avec micro-
structure
Une des nombreuses utilisations de la me´thode POD en science des mate´-
riaux est pre´sente´e dans l’article [Ganapathysubramanian and Zabaras, 2004].
Le but des auteurs est de de´velopper des techniques de controˆle des proprie´te´s
me´caniques de mate´riaux polycristaux. La texture cristalline est de´crite quan-
tativement par des Fonctions de Distribution des Orientations cristallines
(ODF) A(r , t), (r repre´sentant l’orientation du cristal). La microstructure
comportant de nombreux degre´s de liberte´, la re´duction de mode`le est intro-
duite sur la microe´chelle, afin de mode´liser l’e´volution de la microstructure
pendant un processus de de´formation plastique.
L’e´quation sur laquelle se penchent les auteurs est la suivante :
∂A(r , t)
∂t
+∇A(r , t).v (r , t) +A(r , t)∇.v (r , t) = 0. (1.87)
ou` v (r , t) est la vitesse de re´orientation Eule´rienne.
La formulation Streamline Upwind Petrov-Galerkin combine´e a` un mode`le de
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capture de chocs (introduisant un parame`tre de capture de chocs ε) permet
de passer de l’e´quation (1.87) a` :
∫
R
{
∂A
∂t
+∇A.v +A∇.v
}
ηdv +
∫
R
∇.(ε∇A)ϕdv = 0. (1.88)
Il s’agit d’approcher les ODF A(r , t) par :
A(r , t) =
z∑
i=1
ai(t)φi(r ) (1.89)
ai(t) =
∫
R
A(r , t)φi(r )dv (1.90)
ou` les fonctions de bases optimales φi(r ) pour la repre´sentation des ODF
sont ge´ne´re´es en utilisant la me´thode Snapshot POD.
φ est exprime´e comme une combinaison line´aire des re´alisations u :
φk =
N∑
i=1
ujiAi (1.91)
Le proble`me aux valeurs propres a` re´soudre est le suivant :
[C] [U ] = [Λ] [U ] , (1.92)
ou` [C] est la matrice de corre´lation spatiale de´finie par :
Cij =
1
N
∫
R
Ai(r )Aj(r )dv (1.93)
Apre`s avoir e´value´ les modes φ, l’injection de (1.90) dans (1.88) conduit
a` une e´quation diffe´rentielle ordinaire du type :
˙{a} = [B] {a}+ b (1.94)
ou` {a} permet de de´terminer les ODF.
Ces ODF obtenues graˆce a` la re´duction de mode`le seront compare´es aux
ODF obtenues par la me´thode E´le´ments Finis. Les re´sultats sont globale-
ment satisfaisants, mais les auteurs arrivent a` la conclusion qu’une se´lection
adaptative des fonctions de base pourrait conduire a` une performance opti-
male de l’algorithme.
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Les travaux d’Ammar et ses colle`gues [Ammar et al., 2006c] portent
quant a` eux sur l’extension des me´thodes de re´duction de mode`les a` un
mode`le cine´tique relatif a` un mode`le continu de polyme`re : le mode`le FENE
est un mode`le e´lastique non-line´aire de fac¸on finie extensible. Un forma-
lisme de Fokker-Planck est utilise´ pour de´crire le mode`le. L’e´quation de
Fokker-Planck e´tant de´finie sur un espace multi-dimensionnel, le nombre
de degre´s de liberte´s devient vite exorbitant. C’est pourquoi les auteurs se
sont inte´resse´s a` une me´thode de re´duction a priori (A Priori Reduction)
propose´e par Ryckelynck en 2005 [Ryckelynck, 2005], ou` la construction des
fonctions d’approximation est faite en combinant une re´duction de la base par
POD, et un enrichissement de cette meˆme base en utilisant des sous-espaces
de Krylov. Les de´tails de cette me´thode APR peuvent eˆtre trouve´s dans
la section 1.3.2. Cette me´thode a e´te´ applique´e a` la re´solution de mode`les
viscoe´lastiques FEBE en 1D, 2D et 3D. En 1D, les auteurs ont re´ussi a`
re´duire conside´rablement le nombre de fonctions, en passant de 316 fonc-
tions de formes E´le´ments Finis a` seulement 6 fonctions de base ne´cessaires
pour repre´senter l’e´volution de la solution en utilisant la me´thode APR. Avec
d’autres parame`tres, le gain est encore plus important (ils passent de 706
fonctions de formes E´le´ments Finis a` seulement 11 fonctions de base). En
2D et 3D, le nombre de fonctions d’approximation est le meˆme : seule une
dizaine est ne´cessaire pour obtenir d’excellents re´sultats au niveau qualitatif.
Re´cemment, Ryckelynck, fondateur de la me´thode APHR, a e´tendu ses tra-
vaux afin de re´duire encore plus les temps de calculs, notamment dans le cadre
ge´ne´ral pour les proble`mes a` variables internes en me´canique. La principale
diffe´rence par rapport a` la me´thode APR est l’extension de l’Hyper Re´duction
aux mode`les a` variables internes [Ryckelynck, 2009], sur laquelle nous re-
viendrons en section 1.3.2.2. Cette me´thode multi-niveau appele´e A Priori
Hyper Reduction (APHR) peut eˆtre conside´re´e comme un nouveau solveur
efficace, et une extension de ce solveur a e´te´ propose´e pour le calcul paralle`le,
en utilisant un solveur paralle`le FETI [Ryckelynck and Missoum-Benziane,
2010]. La me´thode a e´te´ teste´e sur un proble`me classique et assez simple
d’une plaque carre´e troue´e constitue´e d’un mate´riau e´lastoviscoplastique (le
proble`me pour le calcul paralle`le est une plaque perce´e de 16 trous). L’ef-
ficacite´ de 5 diffe´rentes me´thodes est compare´e : E´le´ments Finis, Snapshot
POD, APR et la me´thode APHR qu’il propose (une pre´cise, et une autre qui
l’est un peu moins, mais qui est plus rapide). Et ce, en utilisant une suite
de 3 simulations diffe´rant les unes des autres par une variation de deux pa-
rame`tres : un parame`tre mate´riau c, et le rayon du trou r. L’Hyper Re´duction
permettant un meilleur gain en temps de calcul, l’auteur ne se contente plus
de comparer le nombre de vecteurs de bases obtenus, mais le temps CPU
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obtenu pour effectuer les 3 simulations. Le meilleur gain en temps de calcul
obtenu est de 97% par rapport a` une simulation par E´le´ments Finis graˆce au
calcul paralle`le, et de 76% en se´quentiel. Dans les 2 cas, les simulations ont
e´te´ effectue´es avec la me´thode APHR, ce qui prouve ainsi son efficacite´, le
niveau d’erreur par rapport aux simulations E´le´ments Finis e´tant infe´rieur a`
10%.
On peut trouver dans un autre article du meˆme auteur, [Ryckelynck, 2010],
une application de cette me´thode particulie`re de re´duction de mode`le APHR
a` un mode`le re´el en science des mate´riaux en plasticite´ cristalline pour le
calcul d’agre´gats. La simulation d’agre´gats polycristallins est classique en
science des mate´riaux, par exemple pour obtenir les contraintes locales et les
champs de de´formations [Musienko et al., 2007]. Pour ce genre de simula-
tion le maillage E´le´ments Finis est constitue´ de plusieurs centaines de grains.
Pour chaque grain, la loi de comportement utilise´e est pre´sente´e ci-apre`s afin
d’illustrer que la me´thode peut eˆtre applique´e a` des lois de comportement
tre`s complexes et non se´parables.
Cette me´thode a permis de diviser par 361 le temps de calcul de la simulation,
mais a e´galement permis une e´conomie d’e´nergie conside´rable : un gain de
5769. Cette me´thode est donc un premier pas vers la simulation nume´rique
e´cologique !
1.2.1.1 Me´thode R3M
Le calcul des proprie´te´s effectives des mate´riaux he´te´roge`nes hypere´lastiques
en grandes de´formations est crucial dans certaines applications, telles que
l’e´tude des tissus biologiques ou des mousses polyme`res. Dans leur e´tude,
[Yvonnet and He, 2007], Yvonnet et He pre´sentent une me´thode multi-
e´chelle pour l’homoge´ne´isation non line´aire des mate´riaux he´te´roge`nes hy-
pere´lastiques, en grandes de´formations : la me´thode R3M (Reduced Model
Multiscale Method). Le processus se de´roule en trois e´tapes :
• Analyse nume´rique multi-niveau :
(i) Proble`me macro (sur la structure entie`re) : une proce´dure de type
E´le´ments Finis multi-niveaux (FE2), telle que chaque point mate´riel
de la structure macroscopique (les points de Gauss) soit associe´ a` un
mode`le E´le´ments Finis de Volume E´le´mentaire Repre´sentatif (VER).
(ii) Proble`me micro (sur un VER en chaque point d’inte´gration macro) :
Les non-line´arite´s provenant de la micro-e´chelle, chaque proble`me non-
line´aire associe´ a` l’e´chelle microscopique est remplace´ par un proble`me
de taille re´duite n’impliquant qu’un faible nombre de degre´s de liberte´.
• Pre´-calcul sur le VER pour obtenir la base re´duite.
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• Re´solution du proble`me micro en utilisant la POD.
Nous allons de´tailler ces e´tapes (principalement celles qui nous inte´ressent
(c’est-a`-dire les deux dernie`res), sur un proble`me de mate´riau he´te´roge`ne
hypere´lastique. Soit un solide D-dimensionnel soumis a` un chargement quasi-
statique de´pendant du temps, sur un intervalle de temps [O, T ] discre´tise´
en M instants {t1, ..., tM}. Soit Ω0 un ouvert de RD, et ∂Ω0 le bord de ce
domaine.
• Analyse nume´rique multi-niveau :
(i) Proble`me macroscopique
Soit u (t) ∈ H1(Ω0, t) le champ de de´placements macroscopiques, F¯
∼
le
tenseur gradient des de´formations macroscopiques, et P¯
∼
le tenseur des
contraintes macroscopiques.
Le mode`le est de´fini par 4 diffe´rents chargements contenus dans des
matrices F
∼
∗
α,(α=1,...,4)
.
Le proble`me a` re´soudre est le suivant :
∇.P¯
∼
+ B¯
∼
= 0 (1.95)
ou` B¯
∼
est une densite´ de force volumique. La formulation faible de ce
proble`me est la suivante :
Trouver u ∈ H1(Ω0) ve´rifiant les conditions aux limites tel que, ∀t ∈
[0, T ],
∫
Ω0
P¯
∼
(t) : ∇X(∂u )dΩ =
∫
Ω0
B¯
∼
.∂u dΩ +
∫
∂Ω0σ
t¯ .∂u dΩ
∀∂u ∈ H10 (Ω0) (1.96)
(ii) Proble`me microscopique
Soit Ω0µ un VER a` la microe´chelle voisin d’un point macro X .
La formulation faible de ce microproble`me sur Ω0µ est la suivante :
Trouver u µ(t) ∈ H1(Ω0µ) ve´rifiant les conditions aux limites tel que,
∀t ∈ [0, T ],
∫
Ω0µ
P
∼
(t) : ∇X(∂u )dΩ =
∫
Ω0µ
B
∼
.∂u dΩ +
∫
∂Ω0µσ
t .∂u dΩ
∀∂u ∈ H10 (Ω0µ) (1.97)
• Pre´-calcul sur le VER pour obtenir la base re´duite
Soit {q}i le vecteur de dimension N×D forme´ par les composantes des
CHAPITRE 1. E´TAT DE L’ART 49
de´placements aux N points du solide a` l’instant ti ∈ [0, T ].
Le processus de calcul de la base re´duite est le suivant (Algorithme 3).
BEGIN
1. for c do
h
end
aque cas de chargement α = 1→ 4 1.1 Re´soudre, ∀t = t1, ..., tM , le
proble`me (1.97);
1.2 Calculer ¯{q} = 1
M
∑M
i=1 {q} (ti);
1.3 Concate´ner les vecteurs colonnes centre´s {q}i − ¯{q} pour former la
matrice [U ]α =
[{q} (t1)− ¯{q}; ...; {q} (tM)− ¯{q}];
2. Concate´ner les matrices [U ]α pour former la matrice
[V ] = [[U ]1 ; ...; [U ]4];
3. Construire la matrice de covariance [Q] = [V ] [V ]T (il s’agit donc
d’une me´thode de POD classique);
4. Re´soudre le proble`me aux valeurs propres [Q]ψ
k
= λkψ k;
5. Construire la base [Ψ] =
[
ψ
1
, ...,ψ
s
]
ou` s < N ×D est choisi selon
le crite`re (1.43);
END
Algorithm 3: Calcul de la base re´duite.
• Re´solution du proble`me micro en utilisant la POD
La discre´tisation Galerkin E´le´ments Finis du proble`me (1.97) me`ne au
syste`me discret d’e´quations :
[K]jµ∆ {q}j+1 = f ext(µ) − f
j
int
({q}µ) (1.98)
ou` [K] est la matrice tangente, f
ext
et f
int
sont respectivement les vec-
teurs forces externes et internes. L’indice supe´rieur j repre´sente l’indice
d’ite´ration. La re´duction du syste`me (1.98) se fait graˆce a` la POD et
utilise donc les vecteurs de base re´duite ψ
k
de´finis dans l’algorithme
3. On peut alors e´crire :
∆ {q}j+1 =
s∑
k=1
ψ
k
∆aj+1k (1.99)
ou` ak sont les variables re´duites. L’introduction de (1.99) dans (1.98),
suivi d’une multiplication par [Ψ]T donne le syste`me a` re´soudre :
[Ψ]T [K]jµ [Ψ]∆a
j+1 = [Ψ]T
[
f
ext(µ)
− f j
int
({q}µ)
]
(1.100)
Ce syste`me re´solu, les variables re´duites peuvent eˆtre actualise´es :
aj+1 = aj +∆aj+1 (1.101)
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Ainsi, la me´thode R3M est une me´thode E´le´ments Finis multi-niveaux
utilise´e en tandem avec une me´thode de re´duction de mode`le de type POD
pour alle´ger les couˆts lie´s aux nombreux proble`mes non line´aires qu’il est
ne´cessaire de re´soudre aux points de Gauss.
Toutefois, le choix du pre´-calcul utilise´ pour construire la base est crucial
pour obtenir une solution pre´cise, alors qu’avec des me´thodes dites a priori
(c’est a` dire qui ne ne´cessitent pas de connaissance au pre´alable du syste`me
physique), il n’y a pas besoin de ce pre´ calcul. Ces me´thodes seront de´crites
en section 1.3.
L’auteur pre´cise e´galement qu’une adaptation de la base serait plus judi-
cieuse.
Cette technique R3M a e´galement e´te´ utilise´e par Monteiro et al. [Mon-
teiro et al., 2008] pour re´soudre des proble`mes de conduction, thermiques et
e´lectriques, fortement non line´aires, dans des structures faites de mate´riaux
he´te´rogenes pe´riodiques.
1.2.1.2 La me´thode NTFA
La me´thode NTFA (Nonuniform Transformation Field Analysis) propose´e
par Michel et al. [Michel and Suquet, 2003] permet de pre´dire le comporte-
ment de mate´riaux he´te´roge`nes non-line´aires. Le lecteur pourra trouver la
description en de´tail de cette me´thode dans [Michel and Suquet, 2004].
Il ne s’agit pas a` proprement parler d’une me´thode de re´duction d’ordre de
mode`le, puisque les conditions d’e´quilibre du mode`le de´taille´ sont rigoureu-
sement ve´rifie´es. Il s’agit de choisir une repre´sentation en base re´duite des
de´formations irre´versibles et de lui associer une formulation de la relation de
comportement a` une e´chelle macroscopique.
La structure de ces mate´riaux e´tant multie´chelle, en chaque point de la struc-
ture macroscopique est associe´e une structure microscopique, celle-ci e´tant
fortement he´te´roge`ne. Il s’agit de tenir compte de la non-uniformite´ du champ
de de´formation ine´lastique εp(x , t) . Ainsi, le point clef de la NTFA est d’ap-
proximer εp(x , t) en utilisant une base de dimension N de champs spatiaux
he´te´roge`nes (des modes ine´lastiques) µ (α)(x ) et des coefficients de´pendant
du temps ξα(t) de la manie`re suivante :
ε(x , t) =
N∑
α=1
ξα(t)µ
(α)(x ) (1.102)
Les auteurs cherchent a` re´duire le nombre de variables internes. En effet,
celui-ci est tre`s important puisque la microstructure est divise´e en N phases
homoge`nes. Ce sont donc les variables internes associe´es a` la plasticite´ ou la
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viscoplasticite´ qui sont approxime´es.
On peut conside´rer ce type d’approche comme appartenant au groupe des
algorithmes exploitant des bases re´duites.
Cette me´thode a e´te´ applique´e par Fritzen et Bo¨hlke [Fritzen and Bo¨hlke,
2010] pour la premie`re fois a` un proble`me 3D de composite a` matrice me´tallique.
Elle a l’avantage d’eˆtre tre`s efficace puisqu’il n’y a besoin que de tre`s peu de
variables internes pour de´crire correctement le comportement : la discre´tisation
de l’e´prouvette comporte 210000 degre´s de liberte´s, et seuls 5 modes et la va-
riable d’e´crouissage (soit 6 variables internes) suffisent a` repre´senter le mode`le
homoge´ne´ise´. Le gain en temps de calcul n’est pas pre´cise´ dans ce cas, mais
en ge´ne´ral, pour des expe´riences nume´riques contenant des millions de degre´s
de liberte´, le gain en temps de calcul et en me´moire est d’au moins 106.
Par contre, de meˆme que pour la technique R3M, l’efficacite´ de la me´thode est
lie´e de manie`re drastique au choix des modes ine´lastiques. Mais l’inconve´nient
est la limitation de cette me´thode aux petites de´formations.
1.2.2 Re´duction de mode`les dans diffe´rents domaines
La me´thode de re´duction de mode`le POD n’est pas seulement vue comme
un solveur efficace (comme peut le conclure Ryckelynck dans [Ryckelynck and
Missoum-Benziane, 2010]), mais peut eˆtre e´galement un outil pour faire de
la simulation de chirurgie en temps re´el : Niroormandi et al. [Niroormandi
et al., 2008] proposent un mode`le de´formable en temps re´el de corne´e hu-
maine. La corne´e est conside´re´e comme un mate´riau hypere´lastique, donc
le mode`le employe´ pour la simulation est un mode`le parame´tre´ me´canique
hypere´lastique. Les parame`tres sont les chargements en diffe´rentes positions
X k. Soit
[
T j(X k)
]
k=1,...,np
la re´ponse du syste`me pour np diffe´rentes valeurs
de parame`tres au pas de temps m. L’algorithme 4 de´crit la proce´dure (base´e
sur une technique POD classique avec interpolation) qui permet d’obtenir la
re´ponse du syste`me en n’importe quelle position du chargement.
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BEGIN
1. for k = 1→ np do
Effectuer une simulation comple`te (E´le´ments Finis) pour chaque
valeur de parame`tre;
end
2. Appliquer la POD classique a` tous les snapshots du syste`me
complet afin d’obtenir une base orthonorme´e [Ψ] = [ψ1, ..., ψs] ;
3. for k = 1→ np do
Projeter chaque syste`me de snapshots sur cette nouvelle base :
T j(X k) = [Ψ] a
j
k ;
end
4.1 Interpoler a` partir de ajk la nouvelle valeur de a
j
X parmi les valeurs
les plus proches;
4.2 Calculer la nouvelle re´ponse du syste`me a` la nouvelle position du
chargement : T j(X ) = [Ψ] ajX ;
END
Algorithm 4: Proper orthogonal Decomposition Interpolation.
Les auteurs soulignent la ne´cessite´ de bien choisir les parame`tres de de´part
pour obtenir une bonne base. Une de leurs perspectives est l’utilisation de
re´duction de mode`le a priori APR, avec enrichissement de la base par des
sous-espaces de Krylov, afin d’ame´liorer la pre´cision des simulations.
Dans le cadre de la me´canique des fluides, Bergmann et Cordier [Bergmann
and Cordier, 2008] utilisent la technique POD, qui permet d’e´valuer une
base, optimale au sens de l’e´nergie et utilise´e par la suite pour construire par
projection de Galerkin sur les e´quations du mouvement, un mode`le re´duit
de la dynamique controˆle´e de l’e´coulement. L’objectif e´tant de minimiser
le coefficient de traˆıne´e moyen d’un cylindre circulaire en re´gime laminaire,
les auteurs ont utilise´ une proce´dure d’optimisation couplant mode`le re´duit
(par POD) et me´thode a` re´gion de confiance (TRPOD). Cette approche sera
de´veloppe´e a` la section 1.4.1 qui traite des proble`mes d’optimisation.
1.2.3 Conclusion
La base POD forme´e par les vecteurs propres empiriques (ψk)k=1...s est
optimale d’un point de vue e´nerge´tique. Toutefois, une base POD n’est pas
capable de repre´senter une information qui n’e´tait pas contenue initialement
dans la base de donne´e utilise´e pour la de´terminer. Le choix des snapshots
est donc tre`s important pour repre´senter l’information ne´cessaire pour de
futures utilisations de la base re´duite POD (pour des proble`mes d’optimisa-
tion par exemple). C’est pourquoi nous proposons de nous inte´resser a` une
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base construite de manie`re adaptative, au cours de la simulation. En effet,
nous avons pu noter que de nombreux auteurs de´plorent le fait d’utiliser une
base “fige´e”. Ainsi, la prochaine section pre´sentera les me´thodes de re´duction
adaptatives a priori, c’est a` dire qui ne ne´cessitent pas de connaissance au
pre´alable de re´ponse du syste`me physique.
1.3 Me´thodes a priori
Tandis que la plupart des me´thodes de re´duction de mode`les sont des
approches dites ”a posteriori” (elles sont base´es sur des calculs pre´liminaires
pour construire les fonctions de formes du mode`le d’ordre re´duit, avant de
calculer les variables d’e´tat re´duites), certaines me´thodes permettent d’e´viter
ces calculs pre´liminaires, assez couˆteux en temps. Pour ces me´thodes appele´es
me´thodes “a priori”, il n’est pas ne´cessaire de connaˆıtre au pre´alable un vec-
teur initial de fonctions de formes pour de´finir le mode`le d’ordre re´duit a`
adapter.
D’autre part, le principal inconve´nient de la POD classique et de la snapshot
POD est qu’il n’existe pas de proce´dure adaptative afin de pouvoir modifier
la base re´duite, selon un indicateur d’erreur. Une premie`re proce´dure adap-
tative a e´te´ propose´e en [Ryckelynck, 2002] en utilisant la me´thode LATIN.
Mais le caracte`re non-incre´mental du sche´ma utilise´ dans la me´thode LA-
TIN pour construire des proble`mes line´aires ne facilite pas l’extension de la
me´thode a` n’importe quelle loi de comportement me´canique.
1.3.1 Applications de la me´thode A Priori Reduction
(APR)
Les algorithmes gloutons de´crits en section 1.1.3.2 peuvent aussi eˆtre
conside´re´s comme des me´thodes de re´duction a priori non incre´mentales dans
le cadre de la re´solution de proble`mes en temps. Dans l’article de Nguyen
[Nguyen, 2007], l’auteur propose un algorithme glouton non-incre´mental,
mais inclut e´galement une notion d’adaptation. En effet, l’objectif des travaux
de Nguyen est de construire une base POD robuste, capable de repre´senter
tout un ensemble de dynamiques. Or, puisqu’une base POD est uniquement
capable de donner une repre´sentation optimale de l’e´nergie incluse dans la
base de donne´es, cette meˆme base n’est pas adapte´e pour repre´senter une
dynamique d’e´coulement engendre´e avec d’autres parame`tres d’entre´e.
Son approche est donc base´e sur une technique qui consiste a` enrichir de fa-
con ite´rative la base de donne´e avec des re´alisations calcule´es la` ou` la borne
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de l’erreur commise par le mode`le re´duit est la plus e´leve´e : il va estimer une
erreur a posteriori, et se servir de cet estimateur d’erreur pour calculer la
borne de la ve´ritable erreur. Cette borne ∆N(µ) remplace la ve´ritable erreur
pour explorer l’espace des parame`tres en queˆte d’une liste de parame`tres op-
timale. Cette approche, nomme´e la me´thode “Greedy Adaptive Sampling”,
est de´crite dans l’algorithme 5.
Data: ;
-Re´alisations u(µ);
-Vecteur de parame`tres initiaux SN = {µ1, ..., µN};
-Espaces re´duits associe´s WN = span{ξn = u(µn)}n=1...N ;
-Borne de l’erreur : ∆N(µ);
BEGIN
N = 1
while N ≤ Nmax do
1. Calcul de µN+1 = max
µ∈P⊂D
∆N(µ);
2. Calcul de SN+1 = {{SN}, µN+1};
3. Calcul du nouvel espace WN+1 = WN + span{u(µN+1)};
4. N=N+1;
end
END
Algorithm 5: Algorithme “Greedy Adaptive Sampling”.
La POD sera applique´e ensuite sur les re´alisations :
SuNmax = {u(µ1), ..., u(µNmax)}
pour obtenir la base POD :
{ξPODn }n=1,...,Nmax
et le nouvel espace d’approximation POD :
W u,PODN = span{ξPOD1 , ..., ξPODN }N=1...Nmax
.
Les re´sultats nume´riques de l’application de cette me´thode a` un proble`me
de conduction de la chaleur dans un domaine parame´tre´ indiquent que l’ap-
proche permet une convergence rapide, mais l’auteur conclut en se posant
principalement une question : a` savoir si il peut rendre la borne de l’erreur
plus rigoureuse, car les estimateurs d’erreurs sont rigoureux seulement dans
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certaines situations restreintes. La qualite´ du mode`le re´duit n’est donc pas
parfaitement maˆıtrise´e.
Ainsi, une estimation d’erreur a posteriori, et l’adaptation de la base ont
e´te´ propose´s pour la re´duction d’e´quations aux de´rive´es partielles line´aires
elliptiques a` parame`tres non-affines. C’est une approche inte´ressante puisque
les suites de proble`mes non-line´aires impliquent en ge´ne´ral des suites de
proble`mes line´aires parame´tre´s. Mais ce n’est pas facile d’e´tendre cette me´tho-
de aux proble`mes me´caniques a` variables internes. Dans la plupart des cas,
le temps n’est pas un parame`tre simple dans les e´quations aux de´rive´es par-
tielles. Ces difficulte´s nous ont amene´ a` adopter une approche incre´mentale,
et nous allons nous inte´resser a` l’application de la strate´gie de re´duction adap-
tative incre´mentale APR “A Priori Reduction”. Cette me´thode propose´e par
Ryckelynck [Ryckelynck, 2005] est une me´thode a priori ite´rative, donc la
premie`re e´tape de la me´thode est l’initialisation de la base (par un premier
calcul complet E´le´ments Finis sur le premier incre´ment de temps). Le choix
de cette base n’est pas tre`s important, qualitativement parlant. Par contre,
mieux elle sera initialise´e, plus la convergence de l’algorithme sera rapide.
Cette me´thode est incre´mentale adaptative, et l’adaptation de la base s’ef-
fectuera en deux e´tapes : une se´lection des e´ve`nements les plus significatifs de
la base, suivi de l’enrichissement de celle-ci. Nous n’avons cite´ la` que les prin-
cipales e´tapes, mais le de´tail de la me´thode se trouve en section 1.3.2. Nous
allons a` pre´sent pre´senter deux principales applications de cette me´thode
APR.
L’algorithme propose´ par Markovinovic et Jansen [Markovinovic and Jan-
sen, 2006] et pre´sente´ ci-dessous (Algorithme 6) est assez similaire a` celui
propose´ par Ryckelynck [Ryckelynck, 2005]. Les diffe´rences entre les deux
me´thodes seront expose´es juste apre`s.
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Data: m=nombre de vecteurs solutions (snapshots);
α=cut-off factor (0 < α ≤ 1);
BEGIN
k = 0
while k < m do
1. Re´soudre le proble`me en grande dimension avec une me´thode
ite´rative au choix, en utilisant la pre´vision en base re´duite comme
solution initiale de la me´thode.;
2. k = k + 1.;
end
while k ≤ crite`re d’arreˆt (=nombre total de pas de temps) do
3. Former la matrice des snapshots des solutions en grande
dimension [X] := [x k−m+1, ...,x k].;
4. De´composer [X] en utilisant la SVD [X] = [Θ] [Σ] [Ψ]T .;
5. De´terminer l = max(κ) pour lequel
κ∑
j=1
σ2j
m∑
j=1
σ2j
≤ α.;
6. De´terminer [Φ] = [Θ] (:, 1 : l) i.e utiliser les l premie`res colonnes
de [Φ] comme fonctions de bases.;
7. Projeter la solution x et le syste`me de grande taille sur le
sous-espace de´fini par [Φ] pour former le syste`me re´duit.;
8. Re´soudre le syste`me re´duit en z .;
9. Utiliser l’approximation de la solution x ≈ [Φ] z comme
solution initiale du solveur ite´ratif poour re´soudre le proble`me de
grande taille.;
10. k = k + 1.;
end
END
Algorithm 6: Algorithme de POD adaptative propose´ par Markovinovic
et Jansen.
Il s’agit donc d’une me´thode APR comme propose´ en [Ryckelynck, 2005].
Des diffe´rences mineures peuvent eˆtre note´es comme le fait que Markovinovic
effectue la SVD sur [X] (e´tape 4) alors que Ryckelynck applique la POD aux
variables d’e´tats re´duites. Une autre diffe´rence a` l’e´tape 1 est l’utilisation
d’un solveur ite´ratif (Preconditioned Conjugate Gradient, Minimal Residual
ou encore Successive Overrelaxation), alors que Ryckelynck, en 2005, utilisait
des sous-espaces de Krylov, et en 2010, une me´thode ite´rative de Newton-
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Raphson.
Cet algorithme a e´te´ applique´ aux mode`les nume´riques pour la simulation
d’un e´coulement diphasique en milieu he´te´roge`ne poreux, pour lequel seules
10 a` 15 fonctions seulement sont ne´cessaires pour repre´senter 93500 variables.
Les re´sultats nume´riques sont concluants, puisque l’efficacite´ a e´te´ prouve´e
pour les differents solveurs ite´ratifs utilise´s, et l’utilisation de cet algorithme
permet jusqu’a` 67% en gain de temps CPU.
Dans leurs articles [Verdon et al., 2009], Verdon et al. pre´sentent e´galement
la me´thode adaptative APR, mais pour une autre application : la re´solution
des e´quations de transfert du type :
∂κ
∂t
+ F(κ ) = G sur Ω (1.103)
κ (., t) = BC(t) sur ∂Ω (1.104)
κ (x , t = 0) = κ 0(x ) (1.105)
Et ils cherchent a` de´terminer une base spatiale Φ k(x ) qui repre´senterait
avec un faible nombre N de vecteurs, la dynamique de l’inconnue κ (x , t),
telle que :
κ (x , t) =
N∑
k=1
Φ k(x )ak(t) (1.106)
La me´thode est adaptative, puisqu’a` chaque ite´ration de calcul, la base
est adapte´e : dans un premier temps l’ancienne base est ame´liore´e a` l’aide
d’une de´composition de Karhunen-Loe`ve tandis que, dans un second temps
la base ame´liore´e est enrichie avec des vecteurs de Krylov.
Le dessin pre´sente´ en figure FIG. 1.2 et tire´ de [Verdon et al., 2009] re´sume
l’algorithme APR.
La me´thode a e´te´ teste´e sur le cas simple, entre autres, de l’e´quation de
Burgers 1-D et les re´sultats ont e´te´ compare´s a` ceux obtenus avec la me´thode
de Newton-Raphson : la pre´cision de la solution obtenue est tre`s pre´cise mais
pas meilleure. Par contre, le temps de calcul est conside´rablement re´duit (30
fois plus rapide pour un maillage comportant 250 noeuds). De plus, les au-
teurs montrent e´galement la capacite´ de la base obtenue (contenant seulement
3 modes) a` de´crire le comportement dynamique de la solution de l’e´quation
de Burgers.
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Fig. 1.2 – Algorithme APR [Verdon et al., 2009].
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1.3.2 Me´thode A Priori Hyper Reduction (APHR)
La me´thode APHR a e´te´ propose´e par Ryckelynck en [Ryckelynck, 2005].
Elle connaˆıt actuellement de nombreux de´veloppements dont ce me´moire est
une contribution. Dans cette section, nous pre´sentons la me´thode telle qu’elle
e´tait au de´but de cette e´tude doctorale en 2008.
Il s’agit d’une me´thode de re´duction adaptative de mode`le en utilisant un
sche´ma d’inte´gration en temps classique, incre´mental. Un aspect crucial de la
me´thode est l’introduction de l’Hyper Re´duction. La me´thode est de ce fait
appele´e APHR pour A Priori Hyper Reduction (l’Hyper Re´duction consistant
a` ne se´lectionner qu’une partie des points d’inte´gration du mode`le E´lements
Finis pour pre´voir l’e´volution d’e´tat des variables d’e´tat re´duites).
Il est possible de de´sactiver l’Hyper Re´duction dans la me´thode APHR. Dans
ce cas, on appelle cette me´thode “APR“.
Ainsi, dans un premier temps, nous pre´senterons la me´thode APR, puis nous
rajouterons l’aspect Hyper Reduction.
1.3.2.1 Me´thode APR
L’algorithme incre´mental implique des pe´riodes adaptatives, pendant les-
quelles la simulation incre´mentale est recommence´e jusqu’a` satisfaire un
crite`re de qualite´. La proce´dure adaptative inclut :
• l’extension du sous-espace engendre´ par les fonctions de forme du mode`le
d’ordre re´duit (en utilisant des sous-espaces de Krylov)
• une se´lection des fonctions de formes les plus significatives pour repre´sen-
ter l’e´volution d’e´tat.
Les proble`mes pour lesquels la me´thode est de´crite ci-apre`s sont les proble`mes
thermome´caniques non-line´aires de´pendant du temps. Il s’agit de de´finir
les e´quations du mode`le de re´fe´rence. Dans le cadre de simulations ther-
mome´caniques, la variable d’e´tat u peut eˆtre un champ de de´placements,
ou un champ de tempe´ratures de´fini sur toute la structure Ω. La me´thode
E´le´ments Finis permet de de´crire cette variable d’e´tat a` l’aide des fonctions
de forme N i et des degre´s de liberte´s {q}i tels que :
u (X , t) =
i=n∑
i=1
N i(X ) qi(t) ∀X ∈ Ω,∀t. (1.107)
L’e´volution d’e´tat est de´crite par la valeur des degre´s de liberte´s a` diffe´rents
instants tj ∈ {t1, ..., tm} tel que :
qi(t) = qi(tj)
tj+1 − t
tj+1 − tj + qi(tj+1)
t− tj
tj+1 − tj . (1.108)
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Soit {q}j un vecteur colonne des variables d’e´tat a` l’instant tj tel que
la iie`me composante de {q}j soit qi(tj). Supposons qu’un sche´ma nume´rique
pour l’inte´gration en temps des e´quations d’e´quilibre soit utilise´. Alors, la
formulation suivante, pour les conditions d’e´quilibre, est obtenue :
{q}1 = {q}ini . (1.109)
{F}int ({q}j+1 , . {q}j) = {F}ext ({q}j+1 , . {q}j , tj+1) ∀j = 1...m− 1.
(1.110)
{F}int correspond a` la formulation Galerkin des forces internes ge´ne´ralise´es,
et {F}ext correspond au chargement et conditions aux limites applique´s sur la
structure Ω. {F}int, {F}ext et {q} sont des vecteurs de meˆme taille. Chaque
ligne du syste`me de l’e´quation (1.110) correspond a` une condition d’e´quilibre
locale. Une approche pas a` pas est utilise´e afin d’estimer {q}j+1 pour {q}j
connu.
Soit ({q}(n)j )j=1...m la pre´vision obtenue avec le nie`me mode`le d’ordre re´duit
fourni par la me´thode de re´duction. Si un algorithme ite´ratif implicite pour
re´soudre (1.110) est utilise´, seul le dernier re´sultat obtenu avec cet algorithme
ite´ratif est conside´re´. Celui-ci peut eˆtre un algorithme de point fixe, un al-
gorithme de Newton, un algorithme d’Uzawa, ou un algorithme LATIN. Le
re´sidu peut eˆtre utilise´ pour ve´rifier que les e´quations d’e´quilibre sont bien
satisfaites :
{R}j+1 ({q}(n)j+1) = {F}int ({q}(n)j+1 , . {q}(n)j )− {F}ext ({q}(n)j+1 , . {q}(n)j , tj+1).
(1.111)
L’estimation de l’e´volution d’e´tat
(
{q}(n)j
)
j=1...m
est satisfaisante lorsque
le crite`re de qualite´ suivant est ve´rifie´ :
‖ {R}j+1 ({q}(n)j+1)‖ < ǫRmaxp≤j
(
‖ {F}ext ({q}(n)j+1 , . {q}(n)j , tj+1)‖
)
∀j = 1, ...,m− 1. (1.112)
ou` ǫR est un parame`tre de la me´thode, de´fini par l’utilisateur. La norme
‖.‖ est la norme euclidienne telle que ‖ {q} ‖2 = {q}T {q}. Si l’on peut de´finir
une matrice tangente [K]j+1, alors la condition suivante est satisfaite :
lim
ǫ→0
{R}j+1
(
{q}(n)j+1 + ǫ {δq}
)
= {R}j+1 ({q}(n)j+1) + ǫ [K]j+1 δ {q} ∀ {δq} .
(1.113)
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Les fonctions de formes
(
ψ
(n)
k
)
k=1...s
du nie`me mode`le d’ordre re´duit sont
de´duites des fonctions de formes du mode`le de re´fe´rence graˆce a` une matrice
de base re´duite [A](n). La kie`me fonction de forme ψ
(n)
k est un champ du meˆme
type que u , et elle est de´finie par la kie`me colonne de [A](n), tel que :
ψ
(n)
k =
i=n∑
i=1
N i(X ) A
(n)
ik . (1.114)
Les variables a
(n)
k (t) sont les variables d’e´tat re´duites du proble`me re´duit
telles que :
q
(n)
i (t) =
k=s∑
k=1
A
(n)
ik a
(n)
k (t), (1.115)
ce qui conduit a` :
{q}(n)j = [A](n) {a}(n)j ∀j. (1.116)
Le mode`le d’ordre re´duit courant e´tant toujours de´fini sur l’intervalle
de temps entier, il est facile d’estimer la pre´diction sur l’intervalle de temps
entier, meˆme si le calcul incre´mental de l’e´volution d’e´tat a e´te´ effectue´ seule-
ment sur l’intervalle de temps [t1, tj+1]. Pour cela, il suffit de choisir :
{a}(n)p = {a}(n)j+1 ∀p > j + 1. (1.117)
E´videmment, ce n’est pas la meilleure fac¸on d’estimer l’e´volution d’e´tat.
La me´thode APHR est base´e sur une strate´gie adaptative. Ryckelynck pro-
pose trois diffe´rentes strate´gies, mais celle qui est retenue est la strate´gie 2
pre´sente´e en figure FIG. 1.3.
Le crite`re de qualite´ est applique´ a` une e´volution d’e´tat connue. Cette
e´volution d’e´tat peut eˆtre estime´e sur plusieurs pas de temps [tα, tα+β] avant
de ve´rifier la qualite´. Si la qualite´ de l’estimation de l’e´volution d’e´tat est
satisfaisante, le calcul pas a` pas des variables d’e´tat se poursuit sans adapta-
tion. Mais si ce n’est pas le cas, tα est le de´but d’une pe´riode d’adaptation. La
strate´gie propose´e par Ryckelynck est la suivante : Peu importe la valeur de
β, les fonctions de formes sont adapte´es, la description de l’e´tat est actualise´e
a` l’instant tα−1 et le calcul pas a` pas recommence a` partir de t = tα. Plus β
est petit, plus on pourra maˆıtriser la qualite´ des fonctions de forme, et donc
la qualite´ du mode`le d’ordre re´duit.
L’adaptation se fait en deux e´tapes :
62 1.3. ME´THODES A PRIORI
Fig. 1.3 – Strate´gies adaptatives, Ryckelynck [Ryckelynck, 2005].
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1. Extension du sous-espace par les sous-espaces de Krylov.
Un sous-espace de Krylov est de´fini par une matrice, un vecteur, et la taille de
ce sous-espace. D’habitude, le vecteur et la matrice correspondent respective-
ment au re´sidu des e´quations d’e´quilibre et a` la matrice tangente de rigidite´.
Soient {Y }1 ce vecteur, et [K] cette matrice. Un sous-espace de Krylov est
engendre´ par les vecteurs ({Y }i)i=1...v tel que {Y }i = [K] {Y }i−1 pour i > 1.
{Y }1 est choisi tel que :
{Y }1 = {R}j+1 ({q}(n)j+1). (1.118)
Le vecteur {Y }i+1 est donne´ par :
{Y }i+1 = {R}j+1
(
{q}(n)j+1 + ǫY
‖ {q}(n)j+1 ‖
‖ {Y }i ‖
{Y }i
)
−{R}j+1 ({q}(n)j+1). (1.119)
Si la matrice tangente de rigidite´ existe, et si ǫY est assez petit, alors les
vecteurs ({Y }i)i=1...v peuvent engendrer un sous-espace de Krylov.
Les sous-espaces de Krylov sont souvent utilise´s pour les me´thodes de
re´duction. Mais aucune d’entre elles n’utilisent directement les vecteurs
({Y }i)i=1...v
pour de´finir les fonctions de forme. Par exemple, dans le cas des me´thodes
de superposition modale, les modes propres sont calcule´s par l’algorithme
Lanczos [Lanczos, 1952], les fonctions de forme e´tant les modes propres.
Et ces fonctions de forme sont de´finies graˆce aux sous espaces de Krylov.
On peut trouver un exemple d’une telle approche applique´e aux proble`mes
line´aires ou non-line´aires en [Bai, 2002]. Dans le cas des proble`mes non-
line´aires de´pendant du temps, des me´thodes de gradient conjugue´ ont e´te´
propose´es pour repre´senter l’e´volution d’e´tat par une superposition de fonc-
tions de forme de´finies par des sous-espaces de Krylov [Risler and Rey, 2000].
Pour ces me´thodes e´galement, les fonctions de forme ne correspondent pas
directement aux vecteurs de´finissant les sous-espaces de Krylov. Il faut une
proce´dure d’orthogonalisation pour les construire.
Ryckelynck propose d’utiliser directement les vecteurs ({Y }i)i=1...v comme
nouvelles fonctions de forme pour le mode`le d’ordre re´duit adapte´, et ce,
meˆme si ces vecteurs ne sont pas re´guliers. Dans ce cas, il faudra compter
sur l’expansion de Karhunen-Loe`ve pour ame´liorer la forme de ces fonctions
de forme.
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2. Se´lection des fonctions de forme les plus significatives.
Dans cette e´tape, la POD est applique´e sur les variables d’e´tat re´duites du
mode`le d’ordre re´duit, afin de se´lectionner les fonctions de formes correspon-
dant aux e´ve`nements principaux contenus dans l’e´volution d’e´tat connue.
Ainsi, pour la me´thode APHR, les variables d’e´tat conside´re´es sont les va-
riables d’e´tat re´duites de ce mode`le d’ordre re´duit, note´es {a}(n). Le quotient
de Rayleigh utilise´ est donc :
λ({V }(n)k ) =
j=m∑
j=1
(
{a}(n)j
T {V }(n)k
)2
{V }(n)k
T {V }(n)k
. (1.120)
Et le proble`me aux valeurs propres est :
[H](n) {V }(n)k = λ(n)k {V }(n)k . (1.121)
ou` [H](n) est la matrice de covariance suivante :
[H](n) =
j=m∑
j=1
{a}(n)j {a}(n)j
T
(1.122)
Les vecteurs propres empiriques appartiennent a` l’espace des variables
d’e´tat re´duites du mode`le d’ordre re´duit courant. Les s premiers vecteurs
propres empiriques de´finissent une matrice de se´lection [V ](n) telle que :
[V ](n) =
[
{V }(n)1 , {V }(n)2 , ..., {V }(n)s
]
. (1.123)
Pour obtenir les vecteurs propres empiriques les plus significatifs, s est
tel que :
λ(n)s ≥ εPODλ(n)1 . (1.124)
La matrice de se´lection de´finit un sous-espace de l’espace des variables
d’e´tat re´duites. Les fonctions de forme correspondant a` ce sous-espace sont
obtenues par le produit suivant : [A](n) [V ](n). Graˆce a` l’expansion de Karhunen-
Loe`ve, ces fonctions de formes auraient une meilleure signification physique
que les fonctions de forme du mode`le d’ordre re´duit courant.
Adaptation des fonctions de forme.
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Le mode`le d’ordre re´duit adapte´ est de´fini graˆce aux nouveaux vecteurs
({Y }i)i=1...v et graˆce a` la matrice de se´lection [V ](n) tel que :
[A](n+1) =
[
[A](n) [V ](n) ,
1
‖ {Y }1 ‖
{Y }1 , ...,
1
‖ {Y }v ‖
{Y }v
]
. (1.125)
Les variables interme´diaires sont choisies de sorte que chaque contribution
de nouvelles fonctions de formes
(
1
‖ {Y }k ‖
{Y }k
)
k=1...v
vaille ze´ro. De ce
fait, on a :
{a}(n+
1
2
)
j =

[V ](n)
T {a}(n)j
0
...
0
 (1.126)
associe´s aux nouveaux vecteurs correspondant au sous-espace de Krylov :
il y a autant de lignes comportant des 0 que de vecteurs correspondant au
sous-espace de Krylov.
Les normes des vecteurs propres empiriques sont telles que les normes des
colonnes de la matrice [A](n+1) restent e´gales a` 1. Les vecteurs ({Y }i)i=1...v
seront modifie´s par la prochaine matrice de se´lection [V ](n+1) de la prochaine
adaptation du mode`le d’ordre re´duit.
1.3.2.2 L’Hyper Re´duction
Le but de l’Hyper Re´duction est de de´finir un domaine restreint afin de
formuler les e´quations d’e´quilibre du mode`le d’ordre re´duit. En utilisant la
projection de Galerkin, les e´quations d’e´quilibre peuvent eˆtre formule´es avec
des fonctions tests correspondant aux vecteurs {q}∗ tel que :
{q}∗ {F}int
(
{q}j+1 , {q}j
)
= {q}∗T {F}ext
(
{q}j+1 , . {q}j , tj+1
)
∀ {q}∗ ∀j = 1...m− 1. (1.127)
Pour le mode`le d’ordre re´duit courant, Galerkin fournit les e´quations
d’e´quilibre suivantes :
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[A](n)
T {F}int
(
[A](n) {a}(n)j+1 , [A](n) {a}(n)j
)
= [A](n)
T {F}ext
(
[A](n) {a}(n)j+1 , [A](n) {a}(n)j , tj+1
)
. (1.128)
Ce qui signifie que les re´sidus {R}j+1
(
[A](n) {a}(n)j+1
)
doivent eˆtre ortho-
gonaux a` l’espace engendre´ par les fonctions de forme du mode`le d’ordre
re´duit courant. Chaque fonction de forme e´tant un champ global de´fini sur
toute la structure Ω, une ligne du syste`me (1.128) correspond a` une e´quation
d’e´quilibre globale. Mais il s’agit de satisfaire toutes les e´quations d’e´quilibre
locales du proble`me de re´fe´rence selon le crite`re de qualite´ (1.112). Ceci est
possible si les fonctions de formes du mode`le d’ordre re´duit sont satisfai-
santes.
Le point clef de cette approche n’est pas l’orthogonalite´, mais l’identification
de la forme des champs globaux graˆce a` quelques e´quations de controˆle.
Pour les proble`mes non line´aires qui inte´ressent Ryckelynck, il s’agit de
”reconnaˆıtre” l’e´tat du syste`me graˆce a` une combinaison line´aire des fonc-
tions de formes globales. Il choisit donc de n’extraire que quelques e´quations
d’e´quilibre du proble`me E´le´ments Finis pour trouver les e´quations d’e´quilibre
du mode`le d’ordre re´duit. Ces e´quations sont obtenues en introduisant une
matrice [Π] remplie de ze´ros, sauf sur un e´le´ment de chaque ligne :
[A]T [Π]T [Π] {F}int
(
[A] {a}j+1 , [A] {a}j
)
= [A]T [Π]T [Π] {F}ext
(
[A] {a}j+1 , [A] {a}j , tj+1
)
(1.129)
∀j = 1...m− 1.
L’exemple suivant illustre ce que peut eˆtre la matrice [Π] pour un proble`me
a` 4 degre´s de liberte´ :

q1
q3
q4
 =
 1 0 0 00 0 1 0
0 0 0 1
 ·

q1
q2
q3
q4

On introduit ainsi des variables de controˆle, qui sont les degre´s de li-
berte´ E´le´ments Finis de noeuds de controˆle. Seuls quelques e´le´ments sont
directement connecte´s a` ces noeuds. Soit ΩΠ le domaine d’inte´gration re´duit
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(Reduced Integration Domain ou RID) de´fini par ces e´le´ments. Les autres
e´le´ments n’ont donc pas de contribution a` la formulation (1.130), donc seuls
les points d’inte´gration de ΩΠ sont utilise´s. Ceci permet de re´duire le nombre
d’e´quations locales a` re´soudre. Conside´rons le domaine de travail Ω ainsi que
sa discre´tisation repre´sente´s dans la figure FIG. 1.4.
Fig. 1.4 – De´finition du domaine re´duit d’inte´gration (RID).
Une fonction test tronque´e u ∗Π est associe´e a` chaque fonction test u
∗ =
N . {q}∗ telle que :
u ∗Π =N . [Π]
T . [Π] . {q}∗ . (1.130)
Par conse´quent, la proprie´te´ suivante est satisfaite :
Si u ∗ ∈ V alors u ∗Π =N . [Π]T . [Π] . {q}∗ ∈ Vh.
En fait, sous re´serve de prendre un nombre suffisant d’e´quations au moins
e´gal ou supe´rieur au nombre de variables d’e´tat re´duites, nous venons de
poser une formulation du type Petrov-Galerkin ou` l’espace des fonctions test
est diffe´rent de celui des solutions. La diffe´rence est dans le fait que cette
fonction test vaut ze´ro sur les degre´s de liberte´ non inclus dans le RID. Cette
formulation s’e´crit :
∫
Ω
L
(
X , t,u (X , t),
∂αu
∂X α
,
∂u
∂t
)
u ∗(X )dΩ = 0,
(1.131)
∀u ∗ ∈ VΠ,∀t ∈]0, T ], ∀X ∈ ∂UΩ avec u ∈ UPOD
ou`
68 1.3. ME´THODES A PRIORI
VΠ = { u ∈ V |∃ {a} ∈ Rs ,
u (X , t; {p}α) =
j=n∑
j=1
N j(X ) qj(t; {p}α) +
j=nc∑
j=1
N˜ j(X ) gj(t)
∀X ∈ Ω ∀t ∈]0, T ]
avec {q} = [Π]T . [Π] . [A] . {a} } . (1.132)
Au final, en exploitant la spe´cificite´ de l’espace VΠ, la formulation (1.132)
devient la condition d’e´quilibre hyper re´duite :
∫
ΩΠ
L
(
X , t,u (X , t),
∂αu
∂X α
,
∂u
∂t
)
u ∗(X )dΩ = 0,
(1.133)
∀u ∗ ∈ VΠ,∀t ∈]0, T ], ∀X ∈ ∂UΩ avec u ∈ UPOD
Avec cette formulation, nous atteignons notre but de re´duire le couˆt des
calculs locaux car ces derniers sont restreints au domaine ΩΠ.
Toujours sous la condition d’un RID suffisamment grand pour garantir
que le proble`me mathe´matique soit bien pose´, cette approche permet d’esti-
mer a` moindre couˆt les variables d’e´tat re´duites {a}. Une fois ces variables
re´duites calcule´es, le champ de de´placement est obtenu par l’approximation
re´duite (1.49).
Apre`s chaque adaptation du mode`le d’ordre re´duit, la liste des noeuds de
controˆle est actualise´e :
• D’abord, la norme moyenne locale du gradient de chaque fonction de
forme est calcule´e sur chaque noeud du maillage.
• Puis, pour chaque fonction de forme, sont ajoute´s a` la liste des noeuds
de controˆle, ceux dont le maximum de la norme du gradient est atteint.
• Ainsi, graˆce a` cette proce´dure, toutes les fonctions de forme seront
observables avec les variables de controˆle.
Dans [Ryckelynck, 2005], Ryckelynck propose une me´thode de construc-
tion de ΩΠ en utilisant les gradients des (ψ k),k=1,...,s pour des proble`mes
de thermique. La partie Hyper Re´duction de la me´thode APHR sera plus
amplement de´taille´e pour les proble`mes de me´canique a` variables internes
en section 2.1.3, et la construction de ΩΠ pour ces meˆmes proble`mes sera
pre´sente´e en section 2.4.
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1.3.2.3 Conclusion
La me´thode APHR multi-niveau fournit des estimations d’e´tats en ajou-
tant des corrections E´le´ments Finis aux pre´visions re´duites. Les variables
d’e´tat re´duites du mode`le d’ordre re´duit e´tant globales, et les variables E´le´-
ments Finis e´tant des inconnues nodales, l’approche propose´e est donc multi-
niveau. Si, a` la fin d’un incre´ment de temps, la pre´vision re´duite est assez
pre´cise, il n’y aura pas besoin de correction E´le´ments Finis. Dans le cas
contraire, les re´sultats de la correction E´le´ments Finis permettent d’adapter
le mode`le d’ordre re´duit.
De`s que la correction E´le´ments Finis est faite, une approximation de l’e´volution
d’e´tat est connue. Ainsi, on peut appliquer l’algorithme adaptatif propose´
en [Ryckelynck et al., 2006], de´die´ aux e´volutions d’e´tats connues. L’e´tat
me´canique est pris en compte pour e´tendre le sous-espace engendre´ par les
bases re´duites du mode`le d’ordre re´duit. Pour maˆıtriser la croissance du
mode`le d’ordre re´duit, la proce´dure adaptative ne´cessite une POD sur les
variables d’e´tat re´duites.
En conse´quence de la me´thode d’Hyper Re´duction [Ryckelynck, 2009], un
sche´ma d’inte´gration spatial spe´cifique est introduit, lors du calcul des va-
riables d’e´tats re´duites relatives a` la pre´vision du mode`le d’ordre re´duit. Les
e´quations constitutives sont inte´gre´es sur un domaine d’inte´gration re´duit, a`
condition que ces e´quations soient locales.
La qualite´ de la pre´vision du mode`le d’ordre re´duit est e´value´e graˆce a` la
norme du re´sidu tronque´ des e´quations d’e´quilibres E´le´ments Finis. Le cal-
cul de la correction E´le´ments Finis est effectue´ en utilisant un algorithme
classique incre´mental. Celui-ci peut eˆtre un algorithme classique de Newton-
Raphson.
1.4 Utilisation des mode`les d’approximation
pour l’optimisation
L’approche ge´ne´rale de l’utilisation des mode`les d’approximation pour
l’optimisation est d’approcher les e´quations par un mode`le re´duit par POD,
puis d’appliquer la proce´dure d’optimisation pour le syste`me re´duit. Mais le
principal inconve´nient est qu’il n’y a aucune assurance mathe´matique que la
solution du proble`me d’optimisation avec mode`le re´duit fournira un optimum
local pour le proble`me d’origine. C’est pour cela que des techniques ite´ratives
sont ne´cessaires.
Alexandrov et ses colle`gues [Alexandrov et al., 1998] de´crivent dans un sche´ma
que nous reprenons ici (FIG. 1.5) l’utilisation des mode`les d’approximation
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en optimisation : de temps en temps, des informations provenant du mode`le
complet (“High Fidelity”) sont utilise´es pour ve´rifier la qualite´ obtenue avec
le mode`le d’approximation. Puis, il y a recours au mode`le complet pour “reca-
librer” le mode`le d’approximation, et continuer l’optimisation avec ce mode`le
simplifie´.
Fig. 1.5 – Algorithme d’optimisation utilisant des mode`les d’approximation
[Alexandrov et al., 1998].
Alexandrov et al. ont propose´ d’utiliser des me´thodes a` re´gion de confiance.
Celles-ci permettent de fournir un crite`re pour ame´liorer le mode`le re´duit
lorsque les pre´visions sont mauvaises. Dans la section suivante, nous propo-
sons de de´crire ces me´thodes a` re´gion de confiance couple´es a` la technique
POD.
1.4.1 Approche a` re´gion de confiance
Malgre´ l’optimalite´ e´nerge´tique de la base obtenue par POD, il est difficile
de construire, une bonne fois pour toute en de´but du processus d’optimisa-
tion, une base POD capable de de´crire correctement l’ensemble des re´ponses
fournies par le syste`me au cours du processus d’optimisation. C’est pour cela
que la base re´duite doit eˆtre adapte´e pendant le processus d’optimisation. De
plus, la re´duction de mode`le consiste a` trouver un syste`me plus simple ayant,
dans une certaine gamme de parame`tres donne´e, le meˆme comportement que
le syste`me complet de´taille´. Il faut donc de´terminer les bonnes gammes et
CHAPITRE 1. E´TAT DE L’ART 71
e´chelles des parame`tres du syste`me, en trouvant, par exemple, une re´gion de
confiance pour le mode`le re´duit. Une me´thode efficace consiste a` actualiser
de facon ite´rative le mode`le pendant le processus d’optimisation. La me´thode
TRPOD (Trust Region POD) couplant me´thode a` re´gion de confiance a` la
POD, initialement introduite par Fahl [Fahl, 2000] est pre´sente´e dans cette
section, pour une application en me´canique des fluides.
Dans leur e´tude, Bergmann et Cordier [Bergmann and Cordier, 2008] cherchent
a` controˆler un e´coulement. Ce proble`me se rame`ne a` minimiser une fonction
objectif J (dans ce cas, le coefficient de traˆıne´e moyen) en fonction de n
parame`tres c (les variables de controˆle).
Soit ξNS les variables d’e´tat obtenues par re´solution nume´rique des e´quations
de Navier-Stokes du syste`me. Le proble`me d’optimisation a` re´soudre est
donc :
min
c∈Rn
J (ξNS(c), c) (1.134)
Les variables d’e´tat ξNS peuvent eˆtre reconstruites par re´solution d’un
syste`me re´duit en utilisant une base POD. Ces variables sont note´es ξPOD,
et le proble`me (1.134) peut eˆtre remplace´ par :
min
c∈Rn
J (ξPOD(c), c) (1.135)
Le proble`me est que le mode`le re´duit construit ne repre´sente la dyna-
mique de l’e´coulement que sur une certaine re´gion limite´e de l’espace des
parame`tre de controˆle. C’est cet espace que l’on appelle “re´gion de confian-
ce” de rayon ∆(k) a` l’ite´re´ k de l’algorithme TRPOD que nous allons pre´senter
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dans l’algorithme 7, puis de manie`re sche´matique (FIG. 1.6).
Data: ;
c(0), J (0), k = 0;
BEGIN
while k < K do
1. Re´solution des e´quations de Navier-Stokes ⇒ ξNS(c(k));
2. Extraction des snapshots de l’e´coulement : base POD
ψ (k)
i i=1,...,NPOD
;
3. Assemblage du mode`le re´duit MR ;
4. Inte´gration temporelle du MR pour construire les champs
ξPOD(c
(k)) ;
5. E´valuation de la fonction J (ξPOD(c(k)), c(k));
6. m(k)(c(k) + s(k)) = Jˆ (ξPOD(c(k) + s(k)), c(k) + s(k)), fonction
mode`le de la fonction objectif :
f(c(k+1)) = J (ξNS(c(k) + s(k)), c(k) + s(k)) a` l’inte´rieur de la re´gion
de confiance ||s(k) ≤ ∆(k)||;
7. Re´solution du proble`me d’optimisation
min
s∈Rn,||s≤∆(k)||
m(k)(c(k) + s);
8. E´valuation de la performance des nouveaux parame`tres de
controˆle c(k+1) = c(k) + s(k) : comparaison de la de´croissance re´elle
ared a` la de´croissance pre´dite pred, avec ared = f(c(k+1))− f(c(k))
et pred = m(k)(c(k+1))−m(k)(c(k));
9. if ared est juge´e bonne then
le pas c(k+1) = c(k) + s(k) est accepte´, et le rayon est augmente´
a` l’ite´ration suivante : ∆(k+1) > ∆(k) ; k = k + 1;
end
if ared est juge´e moyenne then
le pas c(k+1) = c(k) + s(k) est accepte´, et le rayon est maintenu a`
l’ite´ration suivante : ∆(k+1) = ∆(k) ; k = k + 1;
end
if ared est juge´e mauvaise then
le pas c(k+1) = c(k) + s(k) est refuse´, et le rayon est diminue´ a`
l’ite´ration suivante : ∆(k+1) < ∆(k) ; k = k + 1 ; GOTO 7.;
end
end
END
Algorithm 7: Algorithme TRPOD.
L’utilisation de cette proce´dure TRPOD a non seulement permis de re´duire
le coefficient de traine´e moyen de 30%, mais les couˆts de calculs ont e´te´
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Fig. 1.6 – Sche´matisation de la me´thode a` re´gion de confiance [Bergmann
and Cordier, 2008].
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re´duits : 1600 fois moins de valeurs nume´riques ont e´te´ stocke´es, ce qui a
permis une re´solution 4 fois plus rapide du syste`me. De plus, la convergence
des parame`tres de controˆle obtenu du mode`le re´duit vers ceux, optimaux, du
syste`me Navier-Stokes est assure´e.
Dans les deux prochaines sections, nous pre´senterons l’application de
me´thodes de re´duction de mode`les a` deux types d’approches en optimi-
sation : la re´solution de proble`mes inverses (correspondant a` une manie`re
se´quentielle) et la construction de surface de re´ponse (manie`re multidimen-
sionnelle).
1.4.2 Proble`mes inverses
Le but de cette section est de fournir quelques re´fe´rences sur les proble`mes
inverses re´solus par des me´thodes de re´duction de mode`le.
Un proble`me inverse est le proble`me d’optimisation rencontre´ lors de la com-
paraison essai/calcul (il faut une approche inverse pour interpre´ter les me-
sures).
Le but du proble`me inverse est d’utiliser les connaissances des donne´es expe´-
rimentales relatives a` des e´tats non-uniformes, dans le but d’optimiser le
mode`le du syste`me physique.
En thermique, un des proble`mes consiste a` estimer les e´volutions des sollici-
tations a` partir de tempe´ratures mesure´es (ou obtenues par des simulations
nume´riques) en des points (capteurs) situe´s au voisinage des surfaces sur les-
quelles les sollicitations sont applique´es. La re´solution de proble`mes inverses
consistant a` re´soudre le mode`le de´taille´ de manie`re se´quentielle a` chaque
ite´ration, le couˆt en temps de calcul peut vite devenir important. C’est pour
cela que Videcoq et Petit [Videcoq and Petit, 2001], entre autres, proposent
l’inversion par un mode`le re´duit pour identifier plusieurs sollicitations ther-
miques dans un proble`me de conduction de la chaleur. Ce mode`le re´duit est
obtenu, avec hypothe`se de line´arite´, par l’identification de modes propres do-
minants : le mode`le de comportement initial (mode`le de´taille´) est de´compose´
sur une base modale, qui est elle meˆme re´duite par une simple troncature,
afin de ne garder que les modes propres ayant une influence significative sur le
proble`me inverse. La repre´sentation espace-temps du mode`le de´taille´ s’e´crit :{
˙{T}(t) = [A] {T} (t) + [B] {U} (t)
{Y } (t) = [C] {T} (t) (1.136)
ou`
• {T} (t) est le vecteur d’e´tat contenant les N tempe´ratures nodales,
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• {U} (t) est le vecteur d’entre´e contenant les p densite´s de flux de chaleur
ϕ(t),
• {Y } (t) est le vecteur de sortie contenant les tempe´ratures aux q cap-
teurs,
• [A] (N,N), [B] (N, p) et [C] (q,N) sont respectivement les matrices
d’e´tat, d’entre´e et de sortie.
Le mode`le re´duit s’e´crit :{
˙{X}(t) = [F ] {X} (t) + [G] ˙{U}(t)
ˆ{Y }(t) = [H] {X} (t) + [S] {U} (t) (1.137)
ou`
• {X} (t) est le nouveau vecteur d’e´tat re´duit dans la base modale de
dimension n < N ,
• ˆ{Y }(t) ≈ {Y } (t),
• [F ] (n, n) la matrice diagonale des valeurs propres qui contient les n
modes dominants du syste`me,
• [S] (q, p) la matrice de sensibilite´ statique,
• [G] (n, p), [H] (q, n) respectivement les nouvelles matrices re´duites d’entre´e
et de sortie.
Pour e´tablir le mode`le re´duit (1.137), plusieurs mode`les re´duits e´le´mentaires
(ERM) sont utilise´s : chaque composante u(t) = Ui(t)i=1,...,p est associe´e a` un
ERM qui s’e´crit : {
˙{x}(t) = [f ] {x} (t) + {g} ˙{u}(t)
ˆ{y}(t) = [h] {x} (t) + {s} {u} (t) (1.138)
ou`
• {x} (t) de dimension m est relatif a` u(t),
• [f ] (m,m) la matrice diagonale relative au ERM courant,
• le vecteur statique {s} est la ie`me colonne de [S].
Les modes dominants ne sont pas calcule´s en re´solvant un proble`me aux
valeurs propres, ils ne sont pas se´lectionne´s comme dans les me´thodes modales
que nous avons pre´sente´es (comme la POD). Les composantes des matrices,
ainsi que l’ordre m sont identifie´s par une proce´dure de minimisation d’un
crite`re quadratique relatif aux diffe´rences entre les simulations provenant du
mode`le de´taille´ (DM) et les re´sultats de chaque ERM. Ce crite`re s’e´crit, a` un
ordre m :
Jred([f ] , [h] , {g}) =
q∑
i=1
nt∑
k=1
[yik(DM)− yik(ERM)]2 (1.139)
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Ce proble`me d’optimisation est re´solu graˆce a` une me´thode des moindres
carre´s et de gradient conjugue´. Cette me´thode est donc ite´rative, et s’arreˆte
a` l’ordre m lorsque Jred(m + 1) ≈ Jred(m). Les valeurs de [f ] , [h] , {g} sont
optimales et sont conserve´es pour l’ERM.
Une fois que les p ERM sont identifie´s, graˆce au principe de superposition,
les matrices du mode`le re´duit (1.137) sont de la forme :
[H] =
[
[h1] . . . [h] . . . [hp]
]
, et [S] =
[ {s}1 . . . {s} . . . {s}p ]
{X} =

{x}1
...
{x}
...
{x}p
 , [F ] =

[f1]
. . .
[f ]
. . .
[fp]

[G] =

{g}1
. . .
{g}
. . .
{g}p
 (1.140)
et l’ordre du mode`le re´duit (1.137) est n =
p∑
i=1
m.
Les ERM e´tant de´couple´s, le processus d’inversion peut eˆtre applique´ a` un
proble`me de conduction de la chaleur tridimensionnel : un cube en acier in-
oxydable, sur lequel sont impose´es comme conditions aux bords 3 densite´s
de flux de chaleur ϕ1(t), ϕ2(t), et ϕ3(t) formant la matrice [U ]. Dans leur
e´tude, les auteurs ne conside`rent pas des mesures de tempe´ratures, mais des
tempe´ratures obtenues par simulation graˆce au mode`le de´taille´. Le mode`le
de´taille´ est d’ordre 11× 11× 11 = 1331.
3 capteurs sont situe´s au centre des 3 faces oppose´es, les tempe´ratures no-
dales obtenues en ces 3 points sont stocke´es dans la matrice [Y ].
Seuls 3 ERM sont identifie´s, donc le mode`le re´duit correspondant est d’ordre
9 (3 pour chaque ERM).
La qualite´ des re´sultats obtenus est tout a` fait acceptable.
Ainsi, cette approche est inte´ressante car elle ne ne´cessite pas une mode´lisation
de´taille´e toujours couˆteuse en temps de calcul et de´licate a` mettre en place,
mais l’inconve´nient est qu’elle n’est applicable qu’a` des syste`mes line´aires.
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Une me´thode de´rive´e de cette me´thode d’identification modale de´veloppe´e
pour les syste`mes line´aires est propose´e par Girault [Girault and Petit, 2005a]
pour re´soudre des proble`mes inverses de conduction de la chaleur non-line´aires
multidimensionnels [Girault and Petit, 2005b]. En se´parant les termes line´aires
et non-line´aires du syste`me discret, la repre´sentation espace-temps du mode`le
de´taille´ s’e´crit :
{
˙{T}(t) = [A] {T} (t) + [B] {U} (t) + {Ψ} ({T} (t))
{Y } (t) = [C] {T} (t) (1.141)
ou` [A] est la matrice d’e´tat d’un syste`me line´aire (cf (1.136)), et {Ψ} ({T} (t))
est le vecteur de dimension N rassemblant les non-line´arite´s. Avec les meˆmes
notations qu’en (1.137), la transformation {T} (t) = [M ] {X} (t) injecte´e
dans (1.141) permet d’e´crire le mode`le re´duit de cette manie`re :{
˙{X}(t) = [F ] {X} (t) + [G] ˙{U}(t) + [Ω] {Z} ({X} (t))
ˆ{Y }(t) = [H] {X} (t) (1.142)
ou` [M ] est la matrice de dimension (N,N) contenant les vecteurs propres de
[A].
On peut toujours re´e´crire [M ]−1 {Ψ} ([M ] {X} (t)) = [M ]−1 [L] {Z} ({X} (t)).
Comme dans [Videcoq and Petit, 2001], la me´thode de minimisation quadra-
tique est utilise´e pour identifier les composantes des matrices [F ] , [H] , [Ω]
ainsi que l’ordre n. Le crite`re est le suivant :
Jred(n, [F ] , [Ω] , [H]) =
q∑
i=1
nt∑
k=1
[yik(DM)− yik(RM)]2 (1.143)
La diffe´rence re´side dans la re´solution de ce proble`me d’optimisation : en
effet, ˆ{Y }(t) e´tant non-line´aire par rapport a` [F ] et [Ω], c’est une me´thode
de Quasi-Newton qui est utilise´e pour l’identification des composantes de ces
matrices. La me´thode des moindres carre´s est conserve´e pour l’identification
de [H], puisque ˆ{Y }(t) est line´aire par rapport a` [H].
Ainsi, de nombreuses re´solutions d’e´quations diffe´rentielle non line´aires du
premier ordre sont ne´cessaires, mais le nombre re´duit n d’e´quations a permis
aux auteurs de diviser le temps CPU par un facteur de plus de 1000.
L’article de Balima et al. [Balima et al., 2006] pre´sente une comparaison
entre ces me´thodes d’identification modale et l’utilisation de la POD.
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La me´thode que nous venons de pre´senter permet d’identifier les modes domi-
nants avec une me´thode d’identification modale, mais nous allons maintenant
pre´senter un exemple d’utilisation de la POD pour construire des mode`les
re´duits utilise´s pour re´soudre des proble`mes inverses non-line´aires de conduc-
tion [Park et al., 1999]. Ce proble`me consiste a` estimer la fonction inconnue
G(t) repre´sentant une source de chaleur de´pendant du temps, a` partir des
tempe´ratures mesure´es par un thermocouple en un point donne´. Le mode`le
doit eˆtre capable de pre´dire la distribution de tempe´rature sur le domaine
pour une fonction G(t) donne´e. La de´composition de Karhunen-Loe`ve ap-
plique´e sur un ensemble de 600 snapshots (les champs de tempe´ratures)
permet d’obtenir 600 modes empiriques, mais seuls 10 sont utilise´s pour
construire le mode`le re´duit. Le nombre de degre´s de liberte´ du syste`me
d’e´quations a` re´soudre est donc passe´ de 1600 (domaine carre´ 2D, 40 × 40
noeuds) a` 10.
La minimisation de la fonction objectif est faite par une me´thode de gradient
conjugue´.
Le re´sultat le plus important pre´sente´ par les auteurs est la comparaison des
temps CPU : 6s pour la re´solution du proble`me inverse en utilisant le mode`le
re´duit, contre 15min 21s avec le mode`le de´taille´ pour obtenir le meˆme re´sultat.
D’autres algorithmes LATIN ont e´te´ propose´s pour re´soudre des proble`mes
d’optimisation pour la re´solution de proble`mes inverses [Allix and Vidal,
2002].
1.4.3 Construction de surfaces de re´ponse
Dans le contexte de l’optimisation, une me´thode de surface de re´ponse
est une approche du type “entre´e-sortie”, ou`, pour un jeu de parame`tres
donne´s, le mode`le doit fournir une re´ponse. Ainsi, pour une se´rie de jeux de
parame`tres, des re´solutions du mode`le physique sont effectue´es, et, en chacun
de ces points, les quantite´s a` optimiser sont calcule´es. Graˆce a` cette base de
donne´es, la fonction couˆt est approxime´e sur l’espace des parame`tres d’opti-
misation, conduisant ainsi a` un proble`me d’optimisation approche´. Le sche´ma
repre´sentant la re´solution d’un proble`me d’optimisation par une me´thode de
surface de re´ponses (tire´ de la the`se de Do [Do, 2006] ) peut eˆtre trouve´ en
figure FIG. 1.7.
Nous ne nous inte´ressons pas aux diffe´rentes techniques d’optimisation
par surface de re´ponse, mais a` la cre´ation de ces surfaces de re´ponse pour
re´soudre des proble`mes d’optimisation. Il existe des techniques de re´duction
de mode`le utilise´es pour construire ces bases de donne´es, notamment une
me´thode d’interpolation des bases construites par POD.
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Fig. 1.7 – Re´solution d’un proble`me d’optimisation par une me´thode de
surface de re´ponse [Do, 2006].
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Lieu et al. [Lieu et al., 2006] e´tudient un mode`le re´duit pour e´coulement au-
tour d’un F-16. Ils utilisent la POD en me´canique des fluides pour construire
des bases re´duites, utilise´es pour obtenir un mode`le d’ordre re´duit pour un
nombre de Mach d’e´coulement libre donne´.
Cette base re´duite ne permet pas de capter la solution pour des nombres Mach
e´loigne´s du point d’e´quilibre. Il faut donc adapter la base aux variations de
parame`tres, et cela se fait par la me´thode “subspace angle interpolation“
propose´e dans cet article. Pour cela, il faut connaˆıtre les bases POD Φ1 et
Φ2 construites respectivement pour les nombres Mach M∞1 et M∞2 . Cette
me´thode est base´e sur
• l’interpolation des angles principaux a` partir de l’angle principal forme´
par le sous espace engendre´ par les bases Φ1 et Φ2,
• l’utilisation de l’angle interpole´ pour obtenir les vecteurs de bases in-
terpole´s, qui forment la nouvelle base POD pour un nombre de Mach
interme´diaire M∞1 ≤M∞ ≤M∞2 .
Cette me´thode est applique´e a` l’identification parame´trique ae´roe´lastique
d’un F-16. Elle a e´te´ teste´e pour des nombres de Mach compris entre 0.6
et 0.8 avec de bons re´sultats. Cependant, d’apre`s les auteurs eux-meˆmes,
cette me´thode est limite´e, puisque les re´sultats ne sont valables que pour de
faibles e´carts entre les nombres de Mach. En effet, comme nous l’avons de´ja`
pre´cise´, un mode`le d’ordre re´duit est construit pour un jeu de parame`tres
donne´ (ici le Mach), et il ne permettra pas de bien repre´senter la dynamique
du fluide pour un Mach diffe´rent de celui avec lequel il a e´te´ construit. Il
faudrait reconstruire un nouveau mode`le re´duit, mais e´videmment, cela a
un couˆt. Par exemple, les auteurs parlent de 3.85 heures CPU sur un clus-
ter pour construire un mode`le d’ordre re´duit avec 69 degre´s de liberte´. 95%
de ce temps CPU provient du calcul des 99 snapshots associe´s au mode`le
E´le´ments Finis (comportant 168799 degre´s de liberte´). Par contre, une fois le
mode`le d’ordre re´duit construit, la pre´vision d’une re´ponse est de l’ordre de
la minute sur le meˆme cluster. Cet exemple illustre bien la diffe´rence entre
l’exploitation du mode`le d’ordre re´duit, et le temps mis pour le construire, et
il met en e´vidence le besoin d’un algorithme qui adapterait le mode`le d’ordre
re´duit aux variations de parame`tres.
Amsallem et Farhat [Amsallem and Farhat, 2008] proposent une telle me´thode
d’adaptation qu’ils de´crivent en un algorithme a` 4 e´tapes. Cet algorithme
ne´cessite la connaissance de NR bases re´duites construites aux NR points
d’ope´rations λi,(i=1...NR), et desNR sous-espaces Si associe´s. SoitNp le nombre
de parame`tres par point d’ope´ration. L’objectif est d’interpoler les bases
re´duites donne´es afin de construire rapidement un nouveau mode`le d’ordre
re´duit fiable en un nouveau point λNR+1.
• Choix d’un point Si0 de la varie´te´ de Grassmann, qui sera la re´fe´rence
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et le point d’origine pour l’interpolation.
• Transfert de la base re´duite vers un espace sans contrainte (l’espace
tangent TSi0 en Si0). Chaque point Si suffisamment proche de Si0 est
repre´sente´ par une matrice [Γi], repre´sentant un point Xi de TSi0 en
utilisant la projection logarithmique LogSi0 , comme on peut le voir sur
la figure FIG. 1.8.
Fig. 1.8 – Description de la projection logarithmique, et de l’interpolation de
4 sous-espaces dans un espace tangent d’une varie´te´ de Grassmann [Amsallem
and Farhat, 2008].
• Chaque entre´e de la matrice [Γ]NR+1 associe´e au point d’ope´ration
λNR+1 est calcule´e en interpolant, dans cet espace, les entre´es corres-
pondantes des matrices [Γ]i associe´es aux points d’ope´ration λi. La
me´thode d’interpolation est de type Lagrange, par exemple, si Np = 1.
• La matrice [Γ]NR+1 repre´sentant XNR+1 ∈ TSi0 est projete´e dans le sous-
espace SNR+1 de la varie´te´ de Grassmann, en utilisant la projection
exponentielle ExpSi0 .
Les auteurs e´mettent une nuance sur le terme d’adaptation : la proce´dure
d’adaptation de´crite dans l’algorithme ci-dessus est de´crite comme une me´thode
d’interpolation dans un espace tangent a` une varie´te´ de Grassmann, comme
la montre la figure FIG. 1.8. En effet, ce n’est pas vraiment une adaptation,
puisque l’adaptation requiert une mesure d’erreur (erreur que l’on essaie de
re´duire au maximum), alors qu’il n’y a pas de controˆle de l’erreur dans un pro-
cessus d’interpolation. Toutefois, l’efficacite´ de cette me´thode a e´te´ prouve´e
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par les auteurs pour l’adaptation des mode`les d’ordre re´duits ae´roe´lastiques
a` des nouvelles valeurs de Mach, e´vitant ainsi la reconstruction d’un nouveau
mode`le d’ordre re´duit. Ils obtiennent de bonnes corre´lations avec les re´sultats
obtenus en reconstruisant un nouveau mode`le d’ordre re´duit.
Xiao et al. [Xiao et al., 2009] se sont e´galement inte´resse´s au de´veloppement
et a` l’utilisation de mode`les re´duits base´s sur la POD pour l’optimisation
de forme d’un conduit d’admission. La de´composition POD d’un champ
p = (p1, p2, ..., pn)
T , ou` n est le nombre de noeuds d’un maillage, est in-
vestigue´e par un plan d’expe´riences {p (k); k = 1, ...,M} et l’approximation
POD s’e´crit :
p POD,(k) = p +Φ ,mα
(k) (1.144)
ou` p est la contribution moyenne sur les M snapshots, Φ ,m la base POD
tronque´e a` m modes, et α (k) les coefficients de la combinaison line´aire.
L’erreur de troncation de la base vectorielle obtenue par POD est acceptable
en re´solution, mais peut eˆtre pe´nalisante dans le cadre d’utilisation d’un tel
mode`le re´duit en optimisation. De plus, elle entraˆıne ine´vitablement une non-
conservation de grandeurs inte´grales, notamment celles qui seraient de´finies
comme des applications line´aires ℓ sur p :
qPOD,(k) = ℓ(p POD,(k)) 6= q(k) = ℓ(p (k)) (1.145)
Pour pallier cette limitation, ils ont de´veloppe´ une me´thode base´e sur la
de´composition aux valeurs propres contraintes (CPOD) en imposant que les
coefficients de la de´composition soient tels que des grandeurs scalaires obte-
nues par des inte´grations des vecteurs satisfassent des contraintes d’e´galite´
strictes, au moins pour les points du plan d’expe´riences.
La me´thode consiste a` remplacer les coefficients α (k) par les coefficients γ (k)
en gardant la meˆme base Φ.
Ces coefficients γ (k) =
(
γ
(k)
1 , ..., γ
(k)
m
)
, k = 1, ...,m sont de´termine´s de
manie`re a` minimiser l’erreur J(γ (k)) commise par l’approximation, tout en
imposant la conservation des r applications line´aires ℓj, j = 1, ..., r :
J(γ (k)) = 1
2
‖p (k) − (p +Φ ,mγ (k)) ‖2
soumis a` : ℓj(p +Φ ,mγ
(k)) = ℓj(p
(k)) = c j; j = 1, ..., r
(1.146)
En de´finissant le lagrangien, ou`W est la matrice de´finissant les r appli-
cations line´aires
L(γ (k),λ ) = J(γ (k)) + λ . (W T .(p +Φ ,mγ (k))− c ) (1.147)
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et en e´crivant les conditions d’optimalite´ du premier ordre par rapport a`
γ (k) et λ , ils aboutissent au syste`me sous forme matricielle suivant, ou` M
est la matrice de masse :
 Φ T,mM Φ ,m Φ T,mW
W TΦ ,m 0
 γ
(k)
λ
 =

Φ T,mM (p
(k) − p )
c −W Tp
 (1.148)
Cette nouvelle me´thode est combine´e avec une me´thode d’approxima-
tion par krigeage des coefficients. La strate´gie comple`te se re´sume en quatre
e´tapes :
• 1. exe´cution d’un plan d’expe´riences de simulations nume´riques ”haute
fide´lite´“ pour obtenir M snapshots
• 2. calcul de la contribution moyenne p et de la base POD Φ
• 3. calcul des coefficients γ(k) par CPOD (eq. 1.148)
• 4. a` partir des donne´es calcule´es aux points 2. et 3., un me´tamode`le
ge´ne´raliste permet de de´terminer pour n’importe quel jeu de variables
de conception v une approximation γ˜(k)(v) des coefficients CPOD cor-
respondants, et donc de reconstruire le champ p , et d’en de´duire les
grandeurs post traite´es. Dans le travail des auteurs, c’est un me´tamode`le
base´ sur le krigeage qui est utilise´.
Les re´sultats obtenus ont permis de constater que les valeurs obtenues pour
les points du plan d’expe´rience co¨ıncident exactement avec les points initiaux
calcule´s a` partir de la simulation haute fide´lite´.
Ces diffe´rentes approches propose´es sont des approches se´quentielles de construc-
tion de bases de donne´es pour les surfaces de re´ponses. Dans le chapitre 4,
nous construirons ces bases de donne´es de manie`re simultane´e.
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Chapitre 2
Me´thode APHR en me´canique
non line´aire.
L’avance´e re´cente dans la me´thode d’Hyper Reduction propose´e en [Ry-
ckelynck, 2009] permet d’e´tendre la me´thode APHR aux mode`les me´caniques
non-line´aires a` variables internes. Mais l’extension du sous-espace par les
sous-espace de Krylov n’a pas e´te´ conserve´e. En effet, cette approche aug-
mente le nombre d’e´valuations du re´sidu d’e´quilibre. Ainsi, le temps de calcul
consacre´ au calcul du re´sidu devient beaucoup trop couˆteux dans le cas des
lois de comportement complexes. Nous proposons donc d’e´tendre la base
re´duite en utilisant la solution des e´quations E´le´ments Finis sur quelques
incre´ments de temps. Ces corrections globales non-line´aires seront de´taille´es
dans la section 2.1.1. Elles introduisent une approximation multi-niveau. Le
premier niveau est l’approximation re´duite, le second niveau est la correction
E´le´ments Finis. Cette me´thode de re´duction adaptative est appele´e me´thode
APHR multi-niveau. La formulation de la me´thode APHR propose´e par Ry-
ckelynck [Ryckelynck, 2005] en thermique et de´taille´e en section 1.3.2 est
reformule´e dans les sections suivantes pour les mode`les me´caniques non-
line´aires a` variables internes [Ryckelynck and Missoum-Benziane, 2010]. La
strate´gie d’adaptation utilise´e est celle propose´e par Ryckelynck (voir FIG.
1.3) avec β = 1.
2.1 Formulation du proble`me me´canique
La fonction inconnue u que l’on cherche a` trouver dans la formulation
du proble`me (1.1) est un champ de de´placements, et l’ope´rateur L utilise´
est un ope´rateur qui agit sur ce champ de de´placements, et sur ses de´rive´es
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partielles. En me´canique, et en transformations finies,
L = divS
∼
(2.1)
ou` S
∼
est le premier tenseur de contraintes de Piola-Kirchhoff.
Pour faciliter la formulation de l’algorithme, on se limite au cas des hy-
pothe`ses de petites de´formations, petits de´placements, pour lesquelles la
me´thode des E´le´ments Finis permet d’obtenir une solution approche´e. La
formulation en transformation finies sera donne´e au chapitre 4.
L = divσ
∼
(2.2)
ou` σ
∼
est la contrainte de Cauchy (fonction non line´aire de la de´formation)
relie´e, pour des de´formations infinite´simales, a` l’histoire du tenseur de de´for-
mation ε
∼τ
tel que :
σ
∼
= Σ
∼
(ε
∼τ
, τ ≤ t; {p}α) (2.3)
ou` Σ
∼
est un ope´rateur formel qui de´finit la relation de comportement, et
ε
∼
(u ) = 1
2
(
G
∼
rad(u ) +G
∼
radT (u )
)
. Nous conside´rons que les parame`tres
{p}α sont ceux du mode`le de la relation de comportement. Les relations
de comportement sont suppose´es locales en espace, l’ope´rateur Σ
∼
ne fait in-
tervenir que l’histoire de ε
∼τ
au point mate´riel conside´re´.
2.1.1 Formulation du proble`me me´canique de re´fe´rence
2.1.1.1 Formulation du mode`le continu
Conside´rons un proble`me me´canique classique dans le cadre de l’hy-
pothe`se des petites perturbations (petits de´placements et petites de´formations).
Les e´quations re´gissant le comportement sont conside´re´s comme non line´aires.
Le mode`le continu est un mode`le me´canique parame´tre´ (on rappelle que {p}
est le vecteur colonne contenant les parame`tres du mode`le).
Il n’est pas ne´cessaire de donner le de´tail des e´quations de la relation de
comportement pour de´crire la me´thode propose´e.
Le proble`me me´canique s’e´nonce comme suit :
Pour une valeur donne´e du vecteur de parame`tres, le champ de de´placements
recherche´ doit eˆtre cine´matiquement admissible et les champs de de´formations
et de contraintes qui lui sont associe´s doivent ve´rifier les conditions d’e´quilibre
et les e´quations de la relation de comportement. On veut donc trouver une
estimation du champ de de´placement u ∈ U satisfaisant les e´quations de
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comportement du milieu continu et le principe des travaux virtuels. Dans le
cas de proble`mes me´caniques, (1.6) revient a` :
∫
Ω
ε
∼
(u ∗) : Σ
∼
(ε
∼τ
(u ) , τ ≤ t; {p}α) dΩ −
∫
∂fΩ
u ∗ . f (X , t; {p}α) dΓ = 0
∀u ∗ ∈ V ∀t ∈ ]0, T ] (2.4)
ou` u ∗ est une fonction test (un champ de de´placements virtuel cine´mati-
quement admissible).
Les mode`les e´lastoplastiques sont largement utilise´s pour pre´dire la fatigue
ou la propagation d’une fissure des composants me´talliques [Tanguy et al.,
2005] [Nicouleau et al., 2002] [Mazie`re et al., 2009]. De manie`re courante,
la connaissance de l’ope´rateur Σ
∼
est suffisante pour trouver une solution
au proble`me me´canique de´fini par l’e´quation 2.4. Les lois de comportement
de´crivant cet ope´rateur sont ge´ne´ralement formule´es dans le cadre de la ther-
modynamique des processus irre´versibles [Germain et al., 1983]. L’histoire
des efforts est pris en compte en utilisant des variables internes. Ces variables
sont la somme globale de l’histoire des changements du mate´riau : elles sont
introduites pour tenir compte des phe´nome`nes dissipatifs, dont l’e´tat actuel
de´pend aussi de l’histoire passe´e. Cette approche provient des travaux de
Biot [Biot, 1965], Ziegler [Ziegler, 1963], Germain [Germain, 1973], ou Hal-
phen et Nguyen [Halphen and Nguyen, 1975], et sa capacite´ a` couvrir un large
spectre de mode`les en viscoe´lasticite´, viscoplasticite´, plasticite´ a e´te´ prouve´e.
Le lecteur trouvera des exemples de ces lois de comportement en [Lemaitre
and Chaboche, 1985]. Cette approche est e´galement largement re´pandue dans
la me´canique continue de la rupture et de l’endommagement [Berdin et al.,
2004]. Rappelons que, pour simplifier la pre´sentation des diffe´rentes me´thodes
propose´es, nous nous placerons dans le cadre des proble`mes me´caniques a` pe-
tits de´placements, petites de´formations. Pour formuler une telle loi de com-
portement dans le cadre de la thermodynamique des processus irre´versibles,
il faut de´finir :
• un potentiel thermodynamique (par exemple, l’e´nergie libre spe´cifique
w(ε
∼
, z ; {p}α)) avec ses variables observables ε∼ et variables internes z .
Des variables conjugue´es Z sont associe´es aux variables internes z en
utilisant la de´finition de la dissipation.
• un pseudo potentiel de dissipation ϕ∗ [Germain et al., 1983] (la loi
comple´mentaire) pour de´crire l’e´volution des variables internes, ou des
lois d’e´volution reliant Z et z˙ .
88 2.1. FORMULATION DU PROBLE`ME ME´CANIQUE
Les variables conjugue´es sont relie´es aux variables internes par l’e´quation
d’e´tat suivante :
Z = −∂w
∂z
(2.5)
Des lois comple´mentaires peuvent eˆtre propose´es sans introduire le pseudo
potentiel de dissipation a` condition que l’ine´galite´ de Clausius Duhem soit
satisfaite (le taux de cre´ation d’entropie doit eˆtre non nul) :
z˙ = B (Z ; {p}α). (2.6)
Dans le cas de lois de comportements standards, les lois comple´mentaires
sont de´duites du pseudo potentiel de dissipation ϕ∗(Z ; {p}α) telles que :
B (Z ) =
∂ϕ∗
∂Z
(2.7)
L’e´tat initial du mate´riau est aussi de´fini par la condition initiale :
z |t=0 = z ini (2.8)
Du fait que dans notre contexte me´canique, la contrainte σ
∼
est la variable
conjugue´e (Z ) a` la variable observable ε
∼
(de´formation), les e´quations (2.5)
a` (2.8) de´finissent l’ope´rateur Σ
∼
. Ce sont des e´quations locales : le tenseur
de de´formation a` un point X ′ n’est pas une variable des e´quations de com-
portement au point X 6=X ′. La formulation de la loi de comportement n’a
pas d’incidence sur la de´finition et la mise en oeuvre des algorithmes e´tudie´s
dans cette the`se. De plus, on ne distingue pas les diffe´rentes composantes de
z .
On en de´duit que les proble`mes relatifs a` de tels mode`les me´caniques sont
non line´aires et de´pendant du temps.
2.1.1.2 Formulation du mode`le E´le´ments Finis en me´canique non
line´aire
En section 1.1.1, nous avons e´tabli le proble`me de re´fe´rence a` re´soudre
(1.11) que nous reprenons ici pour des proble`mes me´caniques :
On cherche u ∈ Uh relatif a` un degre´ de pre´cision ǫh donne´ et satisfaisant
les e´quations de comportement du milieu continu et le principe des travaux
virtuels, tel que :
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∫
Ω
ε
∼
(u ∗) : Σ
∼
(ε
∼τ
(u ) , τ ≤ t; {p}α) dΩ −
∫
∂fΩ
u ∗ . f (X , t; {p}α) dΓ =∫
Ω
u ∗.r vdΩ +
∫
∂fΩ
u ∗.r bdΓ
∀ u ∗ ∈ Vh, ∀t ∈ ]t0, tf ] (2.9)
Avec la condition suivante :∫
Ω
r v.r vdΩ +
∫
∂fΩ
r b.r bdΓ ≤ ǫh ∀t ∈ ]0, T ] (2.10)
Remarque :
ǫh est l’erreur induite par l’approximation E´le´ments Finis. Les e´quations
continues fournissent un re´sidu, notamment car la contrainte calcule´e avec
la me´thode E´le´ments Finis n’est pas rigoureusement en e´quilibre (elle est en
e´quilibre au sens faible). En effet, nous utilisons une discre´tisation E´le´ments
Finis, donc nous sommes incapables de ve´rifier rigoureusement toutes les
e´quations du mode`le continu. Cette erreur est donc une conse´quence d’une
discre´tisation plus ou moins fine, ce n’est pas un parame`tre de la me´thode
que l’on choisit. Une solution telle que le re´sidu au sens E´le´ments Finis soit
suffisamment petit sera accepte´e.
La formulation des e´quations re´duites diffe`re de la formulation des e´quations
de´taille´es que nous venons de voir, par le choix de l’espace de fonctions relatif
aux variables d’e´tats, comme nous allons le voir dans la section suivante.
2.1.2 Formulation de l’approximation re´duite POD-Galerkin
Le proble`me re´duit a` re´soudre est :
Trouver u ∈ UPOD relatif a` un degre´ de pre´cision εcv = ǫR + ǫh donne´ et
satisfaisant les e´quations de comportement du milieu continu et le principe
des travaux virtuels, tel que :
∫
Ω
ε
∼
(u ∗) : Σ
∼
(ε
∼τ
(u ) , τ ≤ t; {p}α) dΩ −
∫
∂fΩ
u ∗ . f (X , t; {p}α) dΓ =∫
Ω
u ∗.r vdΩ +
∫
∂fΩ
u ∗.r bdΓ
∀ u ∗ ∈ VPOD, ∀t ∈ ]t0, tf ] (2.11)
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Avec la condition suivante :∫
Ω
r v.r vdΩ +
∫
∂fΩ
r b.r bdΓ ≤ ǫR + ǫh ∀t ∈ ]0, T ] (2.12)
Remarque 1 :
En plus du re´sidu ǫh qui apparaˆıt comme conse´quence de la discre´tisation
E´le´ments Finis, nous tole´rons que, le proble`me e´tant non-line´aire, cette condi-
tion d’e´quilibre E´le´ments Finis soit approche´e. L’erreur ǫR est donc lie´e a` l’ap-
proximation en base re´duite dont on souhaite maˆıtriser la qualite´. Il s’agit
du ratio de convergence de l’algorithme de Newton.
Il est clair que l’existence d’une solution du proble`me approximatif de´fini
par les e´quations (2.11-2.12) de´pend de la valeur de ǫcv = ǫR + ǫh lorsque
la solution du proble`me exact ne peut pas eˆtre repre´sente´e en utilisant une
somme finie, comme propose´e lors de l’e´quation (1.7). Jusqu’a` pre´sent, nous
n’avons jamais rencontre´ de proble`me de convergence. Il se pourrait effective-
ment que l’on n’arrive pas a` atteindre la pre´cision demande´e. Mais, puisque
l’on utilise un sche´ma incre´mental, et que l’on a une discre´tisation en temps,
nous obtenons un nombre fini de pas de temps dans notre mode`le, et par
conse´quent, un nombre fini d’e´tats que l’on peut superposer. Par exemple,
si l’on a m pas de temps, la solution E´le´ments Finis est repre´sentable avec
m champs E´le´ments Finis, et donc force´ment, la solution discre`te en temps
est superposable. La condition de qualite´ sera donc respecte´e. Toutefois, la
solution n’a pas force´ment la forme que l’on cherche (1.7). Il faut parfois une
somme infinie pour arriver a` convergence, et meˆme dans ce cas, la solution
n’est pas force´ment se´parable. Dans ce cas, nous ne pourrons pas atteindre
le crite`re de convergence (2.12). Nous n’aurons donc pas le choix libre de ce
seuil ǫR, il faudra l’augmenter.
Si toutefois, l’utilisateur souhaite effectuer une simulation en base fige´e (c’est
a` dire sans adaptation de la base re´duite), il suffira de choisir ǫR tre`s grand.
Remarque 2 :
En prenant des fonctions tests u ∗ ∈ Uh0 dans la formulation du principe des
puissances virtuelles (2.9) (Uh0 e´tant l’espace des champs cine´matiquement
admissibles a` ze´ro, repre´sente´s par la me´thode E´le´ments Finis), seul le re´sidu
ǫR relatif a` l’approximation re´duite est visible. Il faut pourtant eˆtre capable
de voir le re´sidu ǫh lie´ a` la me´thode E´le´ments Finis. Pour cela, il faut prendre
des fonctions u ∗ ∈ U0 (l’ensemble des champs cine´matiquement admissibles
a` ze´ro au sens des milieux continus).
Comme nous l’avons explique´ pre´ce´demment, la qualite´ du mode`le d’ordre
re´duit peut eˆtre ve´rifie´e graˆce au re´siduR de la condition d’e´quilibre E´le´ments
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Finis :
R j({q} , t; {p}α) =
∫
Ω
ε
∼
(N j) : Σ∼ (ε∼τ (u ) , τ ≤ t; {p}α) dΩ (2.13)
−
∫
∂fΩ
N j . f (X , t; {p}α) dΓ
avec
u (X , t; {p}α) =
i=n∑
i=1
N i(X ) qi(t; {p}α) (2.14)
2.1.3 Formulation Petrov-Galerkin propose´e : la me´thode
APHR
Pour les deux mode`les, le mode`le standard Ele´ments Finis et le mode`le
re´duit POD, nous devons re´soudre les e´quations de comportement locales et
non-line´aires pour avoir une estimation du champ de contraintesΣ(ετ (u ), τ ≤
t; {p}α) en tout point du domaine Ω. Le fait que le de´placement u soit pris
dans le sous espace de fonctions VPOD n’a aucune incidence sur la complexite´
des e´quations locales de la formulation (1.57).
Nous avons vu (section 1.3.2.2) qu’un moyen de re´duire le nombre d’e´qua-
tions locales est la cre´ation d’un domaine re´duit d’inte´gration ΩΠ. Ce RID
ΩΠ est de´fini comme support de tous les champs tests tronque´s :
Ω = Ω¯Π ∪ ΩΠ, (2.15)
Ω¯Π =X ∈ Ω|∀ {q}∗ ∈ Rn, ‖u ∗Π(X )‖+ ‖grad (u ∗Π)(X )‖ = 0. (2.16)
ou` ‖grad (u ∗Π)‖2 = grad (u ∗Π) : grad (u ∗Π).
Pour des proble`mes me´caniques, la formulation (1.134) devient :
∫
ΩΠ
ε
∼
(u ∗) : Σ
∼
(ε
∼τ
(u ) , τ ≤ t; {p}α) dΩ −
∫
∂fΩΠ
u ∗ . f (X , t; {p}α) dΓ =∫
ΩΠ
u ∗.r vdΩ +
∫
∂fΩΠ
u ∗.r bdΓ
∀ u ∗ ∈ VΠ, ∀t ∈ ]t0, tf ] , ∀X ∈ ∂UΩ avec u ∈ UPOD (2.17)
ou` ∂fΩΠ = ∂fΩ ∩ ∂ΩΠ.
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Rappelons qu’une fois ces variables re´duites calcule´es, le champ de de´placement
est obtenu par l’approximation re´duite (1.49). Les variables internes z sont,
quant a` elles, calcule´es a` l’inte´rieur du RID lors de l’e´valuation deΣ
∼
(ε
∼τ
(u ), τ ≤
t; {p}α) mais pas dans le reste du domaine (Ω− ΩΠ).
2.2 Extrapolation des variables internes
Nous venons d’expliquer que l’on ne calcule les variables internes z que
sur ΩΠ. Du fait de notre strate´gie adaptative et pour pouvoir enchaˆıner des
pas en mode`le re´duit et des pas en mode`le E´le´ments Finis standards, nous
nous devons de pouvoir estimer les variables internes d’un mode`le nume´rique
sur tout le domaine Ω. Nous proposons de construire cette estimation en
utilisant une extrapolation line´aire des variables internes calcule´es sur ΩΠ.
Soit ẑ les variables internes calcule´es lors de l’estimation de
Σ
∼
(ε
∼τ
(u ) , τ ≤ t; {p}α)
durant la re´solution de (2.17) sur ΩΠ. De la meˆme manie`re que l’on a de´fini
une approximation re´duite des degre´s de liberte´s, nous construisons une base
POD a` partir des snapshots des variables internes (z i)i=1...m re´cupe´re´es lors
des calculs E´le´ments Finis (FIG. 2.1).
Fig. 2.1 – De´finition des bases POD pour les de´placements et les variables
internes.
Soit (Y k)k=1...ξ la base POD relative a` ces snapshots, elle est de´finie
comme suit :
Y k(x) =
i=m∑
i=1
z (X , ti; {p}α) cik ∀X ∈ Ω, (2.18)
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avec
Gij =
∫
Ω
z (X , ti; {p}α) · z (X , tj; {p}α) dΩ (2.19)
µk =
{c}Tk . [G] · {c}k
{c}Tk . {c}k
(2.20)
k=ξ∑
k=1
µk > (1− εV I)
k=m∑
k=1
µk (2.21)
Nous retrouvons :
• une matrice [G] de covariance (l’e´quivalent de [M ] pour les degre´s de
liberte´s),
• les vecteurs propres {c}k relatifs aux valeurs propres µk,
• le seuil de troncature εV I .
L’approximation multi-niveau des variables internes est la suivante :
z (X , t; {p}α) = z ROM(X , t; {p}α) + δz (X , t; {p}α) (2.22)
avec :
z ROM(X , t; {p}α) =
k=ξ∑
k=1
Y
(n)
k (X )bk(t; {p}α) ∀X ∈ ΩΠ. (2.23)
ou`
z ROM = ẑ ∀X ∈ ΩΠ. (2.24)
ou` {b} est le vecteur colonne des variables internes re´duites.
Les inconnues sont les variables internes re´duites {b} (ti+1; {p}α) et les
variables internes z ROM(X , ti+1; {p}α) localise´es sur ΩΠ. La base POD e´tant
de´finie sur tout Ω, l’extrapolation se fait comme suit :
{b} (ti+1; {p}α) = arg min{y} H({y}) (2.25)
H({y}) =
∫
ΩΠ
(
ẑ −
k=ξ∑
k=1
Y k(X ) yk
)
·
(
ẑ −
k=ξ∑
k=1
Y k(X ) yk
)
dΩ (2.26)
z ROM(X , ti+1; {p}α) =
k=ξ∑
k=1
Y k(X )bk(ti+1; {p}α) ∀X ∈ ΩΠ . (2.27)
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Les variables internes re´duites {b} sont calcule´es de manie`re a` minimiser
l’e´cart de la projection (2.26) des variables internes ẑ calcule´es sur le RID
sur la base (Y k)k=1...ξ.
2.3 Fondements de la me´thode APHR
Dans la section (2.1), nous avons pose´ les fondement mathe´matiques de
l’approche. Nous nous attacherons dans cette section a` illustrer les choix
adopte´s pour concre´tiser notre strate´gie de re´duction de mode`le. L’approche
classique pour l’utilisation de mode`les d’ordre re´duit consiste en une strate´gie
a` deux e´tapes (FIG. 2.2) :
Fig. 2.2 – Strate´gie de calcul POD classique.
• On construit une matrice de re´duction de base [A], soit par POD ou par
d’autres approches. La base re´duite est de´duite a` partir d’un ensemble
de snapshots tire´s de simulations pre´ce´dentes, de solutions connues de
proble`mes similaires.
• On utilise cette connaissance a priori du proble`me pour acce´le´rer les
calculs suivants.
Cette approche a l’e´norme inconve´nient d’eˆtre le traitement a posteriori
d’une suite de calculs couˆteux pour pouvoir construire la base. De plus, rien
ne nous garantit la validite´ de cette base pour la suite du calcul.
Pour palier a` ces inconve´nients, on adopte une approche adaptative de la
re´duction de mode`le.
2.3.1 Une strate´gie adaptative
Comme nous l’avons de´ja` pre´cise´, l’approche propose´e est une approche
multi-niveau. L’approximation multi-niveau est la suivante :
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u (X , t; {p}α) = u (n)ROM(X , t; {p}α) + δu (n)h (X , t; {p}α),
(2.28)
u
(n)
ROM ∈ V(n)POD, δu (n)h ∈ Vh
et l’approximation multi-niveau des variables internes est la suivante :
z (X , t; {p}α) = z ROM(X , t; {p}α) + δz (X , t; {p}α) (2.29)
avec :
z ROM(X , t; {p}α) =
k=ξ∑
k=1
Y
(n)
k (X )b
(n)
k (t; {p}α). (2.30)
ou` {b}(n) est le vecteur colonne des variables internes re´duites.
Notation :
Puisqu’il y a une notion d’adaptation, il y a e´volution du mode`le d’ordre
re´duit au cours du traitement de la simulation, nous introduirons donc l’ex-
posant (n) qui indiquera la version du mode`le d’ordre re´duit (soit le nombre
d’adaptations qui ont e´te´ re´alisee´s.)
L’indice (n) est donc la version de l’approximation re´duite. Une telle
approximation multi-niveau permet d’introduire simplement la proce´dure
adaptative. Si δu
(n)
h et les fonctions de formes ψ
(n)
k (X ) du mode`le d’ordre
re´duit ne sont pas line´airement de´pendantes, un mode`le d’ordre re´duit e´tendu
est obtenu tel que V(n+1)POD = span
{
ψ
(n)
1 , ...,ψ
(n)
bm , δu
(n)
h
}
. Ce dernier mode`le
d’ordre re´duit fournit une repre´sentation a` variables se´pare´es des de´placements
en utilisant les champs de´finis sur Ω et les fonctions scalaires du temps et des
parame`tres.
Graˆce a` un sche´ma d’inte´gration nume´rique a` pas unique, on peut estimer
diffe´rents e´tats du syste`me a` diffe´rents instants. On suppose l’e´tat me´canique
connu au temps ti. Les inconnues sont les variables de´tat au temps ti+1. Plu-
sieurs e´tapes sont ne´cessaires pour estimer l’e´tat me´canique sur l’incre´ment
de temps ]ti, ti+1] :
• E´tape 1 : les variables d’e´tat re´duites relatives au champ de de´placements
sont estime´es en supposant δu
(n)
h = 0
• E´tape 2 : extrapolation des variables internes de ΩΠ a` ΩΠ
• E´tape 3 : l’erreur relative de´finie a` l’e´quation (1.58) permet d’estimer
la pre´cision de l’approximation re´duite
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• E´tape 4 : si l’approximation re´duite n’est pas assez pre´cise, une correc-
tion E´le´ments Finis δu
(n)
h est effectue´e
• E´tape 5 : si la correction E´le´ments Finis a e´te´ effectue´e, alors les bases
re´duites sont adapte´es en utilisant les re´sultats de l’e´tape de correction
(e´tape 4)
• E´tape 6 : reconstruction du RID (que l’on pre´cisera a` la section sui-
vante).
Si la pre´diction du mode`le d’ordre re´duit est assez pre´cise, aucun calcul
E´le´ments Finis n’est effectue´. En pratique, l’adaptation du mode`le d’ordre
re´duit ne se fait que sur quelques incre´ments E´le´ments Finis. De plus, dans le
cas d’e´quations non-line´aires ou de calcul paralle`le, le solveur ite´ratif utilise
la pre´diction fournie par le mode`le d’ordre re´duit. Il s’agit d’une proprie´te´
d’initialisation du mode`le d’ordre re´duit d’une solution non-line´aire E´le´ments
Finis comme l’on peut le trouver en [Markovinovic and Jansen, 2006]. Ainsi,
l’algorithme propose´ peut eˆtre vu comme un algorithme de Newton-Raphson
a` deux e´tapes. Pendant l’e´tape 1, la pre´diction appartient a` l’espace des fonc-
tions relatives au mode`le d’ordre re´duit, tandis qu’a` l’e´tape 3, la correction
appartient a` l’espace des fonctions E´le´ments Finis.
A` la fin de la quatrie`me e´tape, l’e´tat E´le´ments Finis est connu. Alors
l’algorithme propose´ en [Ryckelynck et al., 2006] peut eˆtre applique´. L’e´tape
d’adaptation implique l’extension du sous-espace relatif au mode`le d’ordre
re´duit et la se´lection des e´ve`nements les plus significatifs en utilisant la POD
applique´e aux variables d’e´tat re´duites. L’extension de la base re´duite est
effectue´e en rajoutant les contributions orthogonales fournies par les cor-
rections E´le´ments Finis. Les variables d’e´tat re´duites relatives aux calculs
pre´ce´dents sont mises a` jour pendant l’adaptation du mode`le d’ordre re´duit.
La norme du champ d’effort est de´finie comme :
‖f‖2 =
∫
∂fΩΠ
f (X , t; {p}α).f (X , t; {p}α)dΓ. (2.31)
Les quatre e´tapes de l’algorithme sont formule´es de manie`re plus de´taille´e :
E´tape 1 :
Les inconnues sont les variables d’e´tat re´duites {a}(n) (ti+1; {p}α) et les va-
riables internes z ROM(X , ti+1; {p}α) calcule´es sur ΩΠ telles que :
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u (X , t; {p}α) =
k=bm∑
k=1
ψ
(n)
k (X ) a
(n)
k (t; {p}α) + u ch(X , t) (2.32)∫
ΩΠ
ε
∼
(u ∗) : Σ
∼
(ε
∼τ
(u ) , τ ≤ t; {p}α) dΩ −
∫
∂fΩΠ
u ∗ . f (X , t; {p}α) dΓ =∫
ΩΠ
u ∗.r vdΩ +
∫
∂fΩΠ
u ∗.r bdΓ ∀ u ∗ ∈ V(n)Π , ∀t ∈ ]t0, tf ] (2.33)
E´tape 2 :
Extrapolation des variables internes de ΩΠ a` ΩΠ. Le mode`le re´duit e´tant
adapte´, l’extrapolation se fait comme suit :
{b}(n) (ti+1; {p}α) = arg min{y} H({y}) (2.34)
H({y}) =
∫
ΩΠ
(
ẑ −
k=ξ∑
k=1
Y
(n)
k (X ) yk
)2
dΩ (2.35)
z ROM(X , ti+1; {p}α) =
k=ξ∑
k=1
Y
(n)
k (X )b
(n)
k (ti+1; {p}α) ∀X ∈ ΩΠ .(2.36)
E´tape 3 :
E´valuation de l’indicateur d’erreur ηPOD relatif au re´sidu tronque´
{
R˜
}
:
{
R˜
}
j
=
∫
ΩΠ
ε
∼
(u ∗) : Σ
∼
(ε
∼τ
(u ) , τ ≤ t; {p}α) dΩ −
∫
∂fΩΠ
u ∗ . f (X , t; {p}α) dΓ
(2.37)
avec
u ∗ = N j(X )(max
i
Πij)
ηPOD = ‖
{
R˜
}
‖
E´tape 4 :
• Si ηPOD < ǫR‖f‖, alors δu h(X , ti+1; {p}α) = 0,
• Sinon, la correction des de´placements est telle que :
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∫
Ω
ε
∼
(u ∗ + δu
(n)
h ) : Σ∼ (ε∼τ (u
(n)
POD + δu
(n)
h ) , τ ≤ t; {p}α) dΩ
−
∫
∂fΩ
u ∗ . f (X , t; {p}α) dΓ =
∫
Ω
u ∗.r vdΩ +
∫
∂fΩ
u ∗.r bdΓ
(2.38)
∀ u ∗ ∈ Vh, ∀t ∈ ]t0, tf ]
E´tape 5 :
Si le crite`re de validite´ de la base n’est pas satisfait, ( i.e ηPOD ≥ ǫR‖f‖ ),
alors le sous-espace V(n)POD est adapte´ en utilisant δu (n)h .
Premie`rement, la base est e´tendue, puis, une POD est effectue´e sur les va-
riables d’e´tat du mode`le d’ordre re´duit. La base interme´diaire est note´e(
ψ (n+1/2)
k
)
k=1...s+1
.
Nous ne conside`rerons que le re´sidu relatif a` la projection orthogonale de
δu
(n)
h sur V(n)POD. Ce re´sidu est note´ δ⊥u (n)h et est tel que :
δ⊥u
(n)
h (X , ti+1; {p}α) = δu (n)h (X , ti+1; {p}α)− δ̂u h
(n)
(X , ti+1; {p}α) (2.39)
δ̂u h
(n)
(X , ti+1; {p}α) =
k=s∑
k=1
ψ
(n)
k (X ) δa
(n)
k (ti+1; {p}α) (2.40)
{δa}(n) (ti+1; {p}α) = arg min
{y}
∫
Ω
∥∥∥∥∥δu h(X , ti+1; {p}α)−
k=s∑
k=1
ψ
(n)
k (X ) yk
∥∥∥∥∥
2
dΩ
(2.41)
Alors, la nouvelle base e´tendue
(
ψ (n+1/2)
k
)
k=1...s+1
est construite en conser-
vant les pre´visions pre´ce´dentes telles que :
ψ (n+1/2)
k
= ψ (n)
k
k ≤ s (2.42)
ψ (n+1/2)
s+1
=
1
‖δ⊥u h‖
δ⊥u h (2.43)
a
(n+1/2)
k (τ ; {p}α) = a(n)k (τ ; {p}α) τ ≤ ti+1 k ≤ s (2.44)
a
(n+1/2)
s+1 (τ ; {p}α) = 0 τ ≤ ti (2.45)
a
(n+1/2)
s+1 (ti+1; {p}α) = ‖δ⊥u h‖ (2.46)
On effectue une de´composition POD sur les variables re´duites afin d’e´viter
une e´volution constante de la taille du mode`le d’ordre re´duit. Cette POD
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consiste a` trouver les vecteurs ({V }l)l=1...s+1 qui maximisent la projection
sur les variables d’e´tat re´duites suivante :
λ
(n+1)
l =
∫ tj+1
0
(
{a}(n+1/2)T(t; {p}α) . {V }l
)2
dt
‖{V }l‖2
(2.47)
sous les conditions :
‖{V }l‖ = 1 et λl ≥ λl+1.
Les vecteurs ({V }l)l=1...s+1 sont les vecteurs propres de la matrice de co-
variance [C](n+1/2) telle que :
[C](n+1/2) =
∫ tj+1
0
{a}(n+1/2)(t; {p}α) . {a}(n+1/2)T(t; {p}α) dt (2.48)
La matrice de covariance prend en compte les re´sultats pre´ce´dents afin de
conserver la capacite´ du mode`le d’ordre re´duit a` mode´liser les e´tats me´caniques.
Alors, les e´ve`nements les plus significatifs sont se´lectionne´s en utilisant les
crite`res suivants :
[V ] = [{V }1 , ..., {V }es] avec λes > εPOD λ1 et λes+1 ≤ εPOD λ1 (2.49)
ou` s˜ est la nouvelle taille du mode`le d’ordre re´duit. Finalement, le nou-
veau mode`le d’ordre re´duit est une re´duction POD du mode`le d’ordre re´duit
pre´ce´dent :
ψ (n+1)
l
=
k=s+1∑
k=1
ψ (n+1/2)
k
Vkl ∀l = 1...s˜ (2.50)
a
(n+1)
l (t; {p}α) =
k=s+1∑
k=1
a
(n+1/2)
k (t; {p}α) Vkl ∀l = 1...s˜ (2.51)
A` la fin de chaque simulation, on effectue une dernie`re POD sur les va-
riables d’e´tat re´duites. Les parame`tres de la me´thode sont les coefficients ǫR
et εPOD. Le mode`le d’ordre re´duit initial ((ψ
(0)
k
, a
(0)
k )k=1...s) peut eˆtre vide
(s = 0). Il n’y a pas de connaissance a priori requise. On commence notre
calcul incre´mental par un ou plusieurs pas de temps en calculs E´le´ments Fi-
nis standards qui fournissent un premier ensemble de snapshots (e´tape 3).
E´tant donne´ que l’on utilise l’algorithme adaptatif [Ryckelynck et al., 2006],
la proprie´te´ suivante est satisfaite :
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Proprie´te´
Dans le cas d’une inte´gration comple`te (ΩΠ = Ω), la de´composition obte-
nue a` la fin du calcul incre´mental est une POD avec une pre´cision relative
a` un seuil ǫR. Celui-ci peut eˆtre choisi de manie`re a` ce que l’on veuille une
qualite´ pre´cise, ou alors un calcul rapide mais de qualite´ moindre.
On peut trouver la preuve de cette proprie´te´ en [Ryckelynck et al., 2006].
Quand un calcul est effectue´ sans correction (e´tape 3), l’algorithme est un
algorithme classique POD de pre´vision de l’e´tat me´canique. De plus, on a les
trois proprie´te´s suivantes.
Proprie´te´s
1. Si la pre´cision du mode`le d’ordre re´duit n’est pas assez bonne, ou si ǫR est
trop e´leve´, l’algorithme multi-niveau APHR fournit une solution classique
relative au mode`le d’ordre re´duit sans adaptation.
2. Si ǫR est tre`s petit, la pre´diction du mode`le d’ordre re´duit est corrige´e a`
chaque incre´ment de temps, donc l’algorithme multi-niveau APHR fournit
une solution E´le´ments Finis.
3. Si la taille du mode`le d’ordre re´duit est petite (si εPOD est suffisamment
grand), la pre´vision du mode`le d’ordre re´duit n’a pas d’effet sur la correction
E´le´ments Finis.
Cette approche a l’avantage de re´duire les calculs couˆteux au strict mini-
mum, le calcul d’un snapshot par Ele´ments Finis n’ayant lieu que si celui-ci
n’est pas repre´sentable dans la base existante.
Remarque :
Dans le cas d’une inte´gration comple`te (ΩΠ = Ω), la me´thode est une
me´thode de POD adaptative que l’on a appele´e APR en section 1.3. En
effet, le calcul en mode`le d’ordre re´duit est effectue´ sur le domaine entier Ω,
donc l’originalite´ “Hyper Re´duction” n’est pas exploite´e. Les deux sections
suivantes de´crivent le processus d’Hyper Re´duction.
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2.4 Construction du RID
Comme e´voque´ dans la section 1.3.2.2, l’une des originalite´s majeures de
cette approche est l’introduction d’un domaine re´duit d’inte´gration (RID).
Dans cette section, on s’attachera a` de´finir la strate´gie pour construire un
RID selon [Ryckelynck and Missoum-Benziane, 2010], efficace en terme de
gains de performance en limitant au maximum l’amplification d’erreur.
Le RID est forme´ par les e´le´ments connecte´s aux degre´s de liberte´s relatifs
aux e´quations d’e´quilibre se´lectionne´es pour la formulation (2.17). Aussi, la
premie`re e´tape de la construction d’un RID est le choix de ces e´quations pour
que le proble`me soit bien pose´.
On choisit ces e´quations via un processus ite´ratif.
Soit Ω le maillage tel que Ω =
Ne⋃
ei=1
Ωei .
• Afin d’e´viter la solution u = 0, on cre´e un premier set de s e´le´ments
relatif aux s plus grandes valeurs du re´sidu initial | {R}({q} , 0; {p}α) |.
Ceci nous assure la “visibilite´” du chargement exte´rieur par notre for-
mulation et constitue notre RID initial L(0)g .
• On peut spe´cifier des re´gions “d’inte´reˆt particulier” que l’on ajoute a`
ce premier set L(0)g .
• Afin d’inclure le maximum de l’e´nergie du proble`me dans notre formula-
tion, nous allons inclure les re´gions ou` se passent les transformations les
plus significatives. Les vecteurs de la base (Y k)k=1...ξ repre´sentant ces
transformations pour les variables internes, on leur associe une pseudo
e´nergie libre comme indicateur de l’importance de ces transformations,
et nous choisirons donc les ξ e´le´ments ou` cette e´nergie atteint son maxi-
mum, i.e :
ej = argmax
ei
∫
Ωei
Y k · Y kdΩ (2.52)
Nous obtenons ainsi la version L(1)g du RID.
• Nous pouvons aussi, selon la nature du proble`me a` traiter, choisir
pour chaque vecteur ψ
k
l’e´le´ment ou` se localise le maximum de la
de´formation, soit :
ej = argmax
ei
∫
Ωei
ε
∼
(ψ
k
) · ε
∼
(ψ
k
)dΩ (2.53)
Nous choisirons alors les d e´le´ments supple´mentaires et ceci constitue
la version L(2)g du RID.
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Ces premie`res e´tapes se traduisent par une localisation des re´gions d’inte´reˆt
et ne de´finissent pas l’e´tendue du RID. Pour cela, l’extension du RID peut
se faire par l’ajout des e´le´ments connecte´s a` ceux de´ja` se´lectionne´s via un
parame`tre nc. Ceci constitue la version finale L(3)g du RID.
Fig. 2.3 – Extension du RID par le parame`tre nc.
La figure (FIG. 2.3) donne un exemple de l’utilisation du parame`tre nc.
Les e´le´ments en rouge repre´sentent le RID originel donne´ par les crite`res de
maximum d’e´nergie pre´cite´s. Les e´le´ments en bleu sont les voisins directs des
rouges (se partageant au moins un noeud). L’ensemble (bleu, rouge) forme
le RID que l’on obtient avec un parame`tre nc = 1. De la meˆme manie`re, les
e´le´ments en vert sont la seconde couche de voisins et leur ajout donne le RID
que l’on obtient avec un parame`tre nc = 2.
2.5 Application de la me´thode APHR
Le proble`me de l’e´prouvette est un grand classique en me´canique, il nous
permet de voir le comportement de la me´thode dans un cas de forte concentra-
tion des contraintes et des de´formations. En s’e´loignant ainsi des proble`mes a`
solution re´gulie`re, on met a` l’e´preuve les capacite´s de l’approche adaptative.
En effet, une approche POD classique qui ne contient pas toutes les informa-
tions ne marcherait pas dans ce cas. Les dimensions en mm de l’e´prouvette
sont donne´es sur la figure suivante (FIG. 2.4).
Graˆce aux conditions de syme´trie, nous ne maillerons qu’un huitie`me de
cette e´prouvette : pour cela, on impose des conditions de syme´trie sur les
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Fig. 2.4 – Dimensions en mm de l’e´prouvette.
bords Xmax, Ymin et Zmin (les de´placements selon les normales (resp. U1, U2
et U3 sont nuls). Une pression P (t) est impose´e sur la surface Ymax. La courbe
de cette pression en fonction du temps sera donne´e pour chaque cas e´tudie´.
Le proble`me est repre´sente´ sur la figure (FIG. 2.5), ainsi que sa discre´tisation
avec les conditions de syme´trie.
Le maillage est compose´ de 200 e´le´ments quadratiques a` 20 noeuds a`
inte´gration re´duite (type c3d20r), et de 1553 noeuds.
Le mode`le de comportement est e´lastoplastique avec e´crouissage isotrope
line´aire dont la fonction seuil s’e´crit a` l’aide de la contrainte de von Mises
σMises de la manie`re suivante.
f(R, σMises) = σMises −R, ou` R = Hp+R0 (2.54)
ou` R0 est la limite d’e´lasticite´, p la plasticite´ cumule´e, et H le module
plastique. Le vecteur parame`tres contient les parame`tres du mate´riau : le
module d’Young E, le coefficient de poisson ν, le module plastique H et la
limite d’e´lasticite´ R0. Ceux-ci sont de´finis dans le tableau TAB. 2.1.
Sur cette e´prouvette, nous imposons une pression P (t) = 128.8t.
Les parame`tres de la me´thode sont les coefficients ǫR = 0.05 et εPOD = 10
−8.
Le domaine d’inte´gration re´duit est constitue´ de tous les e´le´ments en rouge
que l’on peut voir sur la figure FIG. 2.6
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Fig. 2.5 – Maillage d’un huitie`me de l’e´prouvette et conditions aux limites.
∗ ∗ ∗behavior gen evp
∗ ∗ elasticity isotropic
young 1.987515139180844e+ 05
poisson 0.3
∗ ∗ potential gen evp ep
∗flow plasticity
∗criterion mises
∗isotropic linear
R0 1.509522960403531e+ 02
H 1.923844712160604e+ 04
∗ ∗ ∗return
Tab. 2.1 – De´finition dans le code de calcul Ze´BuLoN des parame`tres
mate´riau du mode`le.
Nous pouvons trouver en figure (FIG. 2.7) un exemple des sept modes em-
piriques, et en figure (FIG. 2.8), les cinq modes correspondant aux variables
internes obtenus apre`s une premie`re simulation en mode`le d’ordre re´duit sur
ce mode`le.
Les courbes de l’effort en fonction du de´placement obtenues pour la simu-
lation de re´fe´rence E´le´ments Finis et la simulation APHR sont repre´sente´es
en figure FIG. 2.9.
Remarque
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Fig. 2.6 – Domaine d’Inte´gration Re´duit.
Fig. 2.7 – 7 modes empiriques obtenus apre`s une simulation APHR.
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Fig. 2.8 – 5 modes correspondant aux variables internes obtenus apre`s une
simulation APHR.
Fig. 2.9 – Courbes effort-de´placement.
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Ce proble`me servira de fil conducteur tout au long du me´moire afin d’illustrer
les me´thodes que nous proposerons. Dans les chapitres suivants, les valeurs de
R0 et H changeant en fonction du type de simulation, nous pre´ciserons pour
chaque cas les valeurs utilise´es. De meˆme, les courbes de traction σ = f(ε)
seront donne´es pour chaque cas.
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Chapitre 3
Mode`le d’ordre re´duit e´volutif
pour une suite de simulations
Soit une suite de m simulations (S1, S2, ..., Sm) permettant d’obtenir une
suite de solutions (u 1,u 2, ...,um) repre´sentant l’e´tat du syste`me a` diffe´rents
instants, pour des valeurs du vecteur des parame`tres {p}1,...,{p}m.
Effectuer une suite de simulations consiste a` tenir compte des re´sultats
ante´rieurs (de u 1 a` um−1) pour calculer une approximation de um a` l’aide
d’une base re´duite compose´e des vecteurs (ψ (n)k)k=1...s.
Les re´sultats ante´rieurs sont exploite´s pour re´duire le couˆt de la simulation
restant a` faire (Figure 3.1). Nous proposons de construire, au cours de la
suite de simulations, un mode`le d’ordre re´duit e´volutif, sans connaˆıtre de
base re´duite au commencement de la suite de simulations.
Fig. 3.1 – Suite de simulations produite avec le Mode`le De´taille´.
Remarques
• Dans un premier temps, nous nous limitons a` l’e´tude formelle d’une
suite de simulations sans que cette suite soit ne´cessairement relative a`
un processus d’optimisation.
• Dans un second temps, nous traiterons une suite de simulations dans
le cadre de la re´solution de proble`mes inverses.
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3.1 De´finition d’un temps global
Suite a` un premier calcul E´le´ments Finis (Mode`le De´taille´, note´ MD),
nous obtenons une premie`re re´ponse u 1(X , t, {p}1). Nous pouvons effectuer
un second calcul Mode`le De´taille´ qui donne une seconde re´ponse u 2(X , t, {p}2).
Une suite de calculs est alors une suite de Mode`les De´taille´s. Une re´ponse
du syste`me est ainsi simule´e. La Figure FIG. 3.2 repre´sente une suite de cal-
culs produite en cours de processus d’optimisation avec une modification de
parame`tres.
Fig. 3.2 – Suite de calculs en cours de processus d’optimisation.
L’objectif est de traiter l’ensemble des re´sultats de simulations u 1 a` um−1
comme e´tant un re´sultat se´quentiel global. Il nous semble donc judicieux
d’introduire le concept d’un temps global tel que :
u (X , t′) = u j(X , t
′ − t′j−1, {p}j), ∀t′ ∈]t′j−1, t′j] (3.1)
avec t′j = t
′
j−1 + T ou` T = tf − t0 est la dure´e d’une simulation.
Remarques
• Une suite de calculs conduit donc a` un axe de temps virtuel : l’in-
terpre´tation de cette suite de simulations.
• La continuite´ par rapport a` la variable t′ n’est pas ne´cessaire pour
mettre en œuvre une me´thode de re´duction de mode`les.
Notation
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Nous allons coupler les notations X(n) (qui de´crit une version de l’e´tat X
due a` l’adaptation), et Xm (qui de´crit un e´tat X lors de la m
ie`me simulation),
par la notation X(n,m).
Remarques
Nous avons maintenant le choix entre deux notations pour e´crire les re´ponses
du syste`me :
um(X , t; {p}m) =
k=s∑
k=1
ψ (n)
k
(X ) a
(n,m)
k (t; {p}m) (3.2)
Ou, plus simplement, graˆce a` l’introduction d’un temps global :
u (X , t′) =
k=s∑
k=1
ψ (n)
k
(X ) a
(n)
k (t
′) (3.3)
Ainsi reformule´, nous pouvons directement appliquer la me´thode APHR
a` une suite de simulations.
3.2 Me´thode APHR applique´e a` une suite de
simulations
Du fait de la proce´dure adaptative contenue dans la me´thode APHR,
nous obtenons une base qui e´volue au cours de la suite de simulations. La
version de la base (n) est donc lie´e a` m, le nombre de simulations re´alise´es.
Les e´tapes de la me´thode APHR de´crites en section 2.3.1 sont reformule´es ci-
apre`s pour une suite de α simulations re´alise´es, en tenant compte des α− 1
simulations pre´ce´dentes. Seules les e´quations (2.47) et (2.48) ont e´te´ mo-
difie´es, et les e´quations (3.17) et (3.18) ont e´te´ rajoute´es.
E´tape 1 :
Estimation des variables de´tat re´duites.
u (X , t; {p}α) =
k=bm∑
k=1
ψ
(n)
k (X ) a
(n)
k (t; {p}α) + u ch(X , t) (3.4)∫
ΩΠ
ε
∼
(u ∗) : Σ
∼
(ε
∼τ
(u ) , τ ≤ t; {p}α) dΩ −
∫
∂fΩΠ
u ∗ . f (X , t; {p}α) dΓ =∫
ΩΠ
u ∗.r vdΩ +
∫
∂fΩΠ
u ∗.r bdΓ
∀ u ∗ ∈ V(n)Π , ∀t ∈ ]t0, tf ] (3.5)
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E´tape 2 :
Extrapolation des variables internes de ΩΠ a` ΩΠ.
{b}(n) (ti+1; {p}α) = arg min{y} H({y}) (3.6)
H({y}) =
∫
ΩΠ
< ẑ−
k=ξ∑
k=1
Y
(n)
k (X ) yk , ẑ−
k=ξ∑
k=1
Y
(n)
k (X ) yk > dΩ (3.7)
zROM(X , ti+1; {p}α) =
k=ξ∑
k=1
Y
(n)
k (X )b
(n)
k (ti+1; {p}α) ∀X ∈ ΩΠ . (3.8)
E´tape 3 :
E´valuation de l’indicateur d’erreur ηPOD relatif au re´sidu tronque´ R˜ :
R˜ j =
∫
ΩΠ
ε
∼
(u ∗) : Σ
∼
(ε
∼τ
(u ) , τ ≤ t; {p}α) dΩ −
∫
∂fΩΠ
u ∗ . f (X , t; {p}α) dΓ
(3.9)
avec
u ∗ = N (X )(max
i
Πij)
ηPOD = ‖R˜ ‖
E´tape 4 :
• Si ηPOD < ǫR‖f‖, alors δu h(X , ti+1; {p}α) = 0,
• Sinon, la correction des de´placements est telle que :
∫
Ω
ε
∼
(u ∗) + δu
(n)
h ) : Σ∼ (ε∼τ (u
(n)
POD + δu
(n)
h ) , τ ≤ t; {p}α) dΩ
−
∫
∂fΩ
u ∗ . f (X , t; {p}α) dΓ =
∫
Ω
u ∗.r vdΩ +
∫
∂fΩ
u ∗.r bdΓ
(3.10)
∀ u ∗ ∈ Vh, ∀t ∈ ]t0, tf ]
E´tape 5 :
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δ⊥u
(n)
h (X , ti+1; {p}α) = δu (n)h (X , ti+1; {p}α)− δ̂u h
(n)
(X , ti+1; {p}α) (3.11)
δ̂u h
(n)
(X , ti+1; {p}α) =
k=s∑
k=1
ψ
(n)
k (X ) δa
(n)
k (ti+1; {p}α) (3.12)
{δa}(n) (ti+1; {p}α) = arg min
{y}
∫
Ω
∥∥∥∥∥δu h(X , ti+1; {p}α)−
k=s∑
k=1
ψ
(n)
k (X ) yk
∥∥∥∥∥
2
dΩ
(3.13)
Alors, la nouvelle base e´tendue
(
ψ (n+1/2)
k
)
k=1...s+1
est construite en conser-
vant les pre´visions pre´ce´dentes telles que :
ψ (n+1/2)
k
= ψ (n)
k
k ≤ s (3.14)
ψ (n+1/2)
s+1
=
1
‖δ⊥u h‖
δ⊥u h (3.15)
a
(n+1/2)
k (τ ; {p}α) = a(n)k (τ ; {p}α) τ ≤ ti+1 k ≤ s (3.16)
a
(n+1/2)
k (τ ; {p}β) = a(n)k (τ ; {p}β) τ ≤ T k ≤ s β < α (3.17)
a
(n+1/2)
s+1 (τ ; {p}β) = 0 τ ≤ T β < α (3.18)
a
(n+1/2)
s+1 (τ ; {p}α) = 0 τ ≤ ti (3.19)
a
(n+1/2)
s+1 (ti+1; {p}α) = ‖δ⊥u h‖ (3.20)
On effectue une de´composition POD sur les variables re´duites afin d’e´viter
une e´volution constante de la taille du mode`le d’ordre re´duit. Cette POD
consiste a` trouver les vecteurs ({V }l)l=1...s+1 qui maximisent la projection
sur les variables d’e´tat re´duites suivante :
λ
(n+1)
l =
∑β=α−1
β=1
∫ T
0
(
{a}(n+1/2)T(t; {p}β) . {V }l
)2
dt+
∫ tj+1
0
(
{a}(n+1/2)T(t; {p}α) . {V }l
)2
dt
‖{V }l‖2
(3.21)
sous les conditions :
‖{V }l‖ = 1 et λl ≥ λl+1.
Remarque :
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Avec l’introduction du temps global t′, l’e´quation (3.21) devient :
λ
(n+1)
l =
∫ (m−1)T+tj+1
0
(
{a}(n+1/2)T(t′) . {V }l
)2
dt′
‖{V }l‖2
(3.22)
Les vecteurs ({V }l)l=1...s+1 sont les vecteurs propres de la matrice de cova-
riance [C](n+1/2) telle que :
[C](n+1/2) =
β=α−1∑
β=1
∫ T
0
{a}(n+1/2)(t; {p}β) . {a}(n+1/2)T(t; {p}β) dt
+
∫ tj+1
0
{a}(n+1/2)(t; {p}α) . {a}(n+1/2)T(t; {p}α) dt (3.23)
Les e´ve`nements les plus significatifs sont se´lectionne´s en utilisant les
crite`res suivants :
[V ] = [{V }1 , ..., {V }es] avec λes > εPOD λ1 et λes+1 ≤ εPOD λ1 (3.24)
ou` s˜ est la nouvelle taille du mode`le d’ordre re´duit.
Finalement, le nouveau mode`le d’ordre re´duit est une re´duction POD du
mode`le d’ordre re´duit pre´ce´dent :
ψ (n+1)
l
=
k=s+1∑
k=1
ψ (n+1/2)
k
Vkl ∀l = 1...s˜ (3.25)
a
(n+1)
l (t; {p}α) =
k=s+1∑
k=1
a
(n+1/2)
k (t; {p}α) Vkl ∀l = 1...s˜ (3.26)
3.3 Le concept d’e´ve`nements re´currents
Nous pouvons de´finir un e´ve`nement comme le couple forme´ par un vecteur
de la base re´duite et la variable d’e´tat re´duite associe´e. Un e´ve`nement est
donc un couple
({
A
(n)
k
}
, a
(n)
k (t
′)
)
.
3.3.1 De´finitions formelles
3.3.1.1 E´ve`nement parfaitement re´current
Un e´ve`nement (
{
A
(n)
k
}
, a
(n)
k (t
′)) est dit parfaitement re´current si et seule-
ment si :
∫ t′j
t′j−1
(a
(n)
k (t
′))2dt′ =
∫ T
0
(a
(n)
k (t
′))2dt′ = Eak ∀j ∈ {1, ...,m} (3.27)
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ou` Eak est une constante inde´pendante de m.
Exemple
Un e´ve`nement pe´riodique de pe´riode T , ou un e´ve`nement de´cale´ dans le
temps, sont des exemples d’e´ve`nement parfaitement re´current.
3.3.1.2 E´ve`nement re´current
De´finition
On mesure la contribution de
{
A
(n)
k
}
(la ke`me colonne de la matrice [A])
pour la simulation S(j),j∈{1,...,m} a` l’aide du facteur µ
(m)
kj de´fini comme tel :
µkj =
∫ t′j
t′j−1
({q(t′)}T
{
A
(n)
k
}
)2dt′{
A
(n)
k
}T {
A
(n)
k
} (3.28)
Afin de simplifier les notations, nous choisissons de ne pas e´crire les indices
m sur µ et λ, mais l’on garde en teˆte que m est fonction de n.
Proprie´te´ 1
µkj =
∫ t′j
t′j−1
(a
(n)
k (t
′))2dt′ (3.29)
De´monstration 1
Par construction, les fonctions propres sont orthogonales mais, pour des
raisons pratiques, elles sont ge´ne´ralement choisies comme orthonormales. On
a donc : {
A
(m)
k
}T {
A
(m)
i
}
= δki (3.30)
D’apre`s (1.29) et cette proprie´te´ d’orthonormalite´, on a :
{q(t′)}T
{
A
(n)
k
}
= a
(n)
k (t
′) (3.31){
A
(n)
k
}T {
A
(n)
k
}
= 1 (3.32)
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Proprie´te´ 2
λk =
m∑
j=1
µkj (3.33)
De´monstration 2
La matrice
[
A(n)
]
est construite telle que la projection des colonnes de
[
A(n)
]
sur l’ensemble des
{
q˜(t˜)
}
soit maximum, c’est-a`-dire que l’on cherche a` maxi-
miser la projection :
λk =
∫ mT
0
({q˜(t′)}T
{
A
(n)
k
}
)2dt′{
A
(n)
k
}T {
A
(n)
k
} (3.34)
=
m∑
j=1
∫ t′j
t′j−1
({q˜(t′)}T
{
A
(n)
k
}
)2dt′{
A
(n)
k
}T {
A
(n)
k
} (3.35)
=
m∑
j=1
µkj (3.36)
Proprie´te´ 3
Des proprie´te´s (3.29) et (3.33) de´coule la proprie´te´ suivante :
λ
(m)
k =
∫ mT
0
(a˜
(m)
k (t˜))
2dt˜ (3.37)
Remarque
Nous avons pre´cise´ lors de l’introduction qu’il y a deux fac¸ons pour un
e´ve`nement d’eˆtre significatif : eˆtre tre`s intense sur une dure´e limite´e ou l’eˆtre
moins sur une dure´e plus longue. Nous illustrons ces deux cas en figure FIG.
3.3.
En effet, d’apre`s (3.37), on a :
λi =
∫ T
0
(a
(n)
i (t
′))2dt = max
t∈[0,T ]
a
(n)
i (t
′)(t′2 − t′1) (3.38)
Alors ∃ a˜(n˜)i (t′) tel que :
λ˜i = max
t′∈[0,T ]
a˜
(n˜)
i (t˜
′
2 − t˜
′
1) = λi (3.39)
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Fig. 3.3 – Diffe´rentes fac¸ons d’eˆtre significatif pour un e´ve`nement
En effet, il suffit de choisir judicieusement :
max
t′∈[0,T ]
a˜
(n˜)
i =
max
t∈[0,T ]
a
(n)
i (t
′)
(t˜
′
2 − t˜′1)
(t′2 − t′1) (3.40)
De´finition
On mesure la re´currence de l’e´ve`nement (
{
A
(n)
k
}
, a
(n)
k (t
′)) graˆce au facteur
Ik suivant :
Ik = m
√√√√ m∏
j=1
µkj (3.41)
De´finition
L’e´ve`nement (
{
A
(n)
k
}
, a
(n)
k (t
′)) est dit re´current si et seulement si :
mIk
λ1
> εPOD (3.42)
ou` εPOD est le parame`tre seuil de´fini en 1.43 (et fixe´ par l’utilisateur, par
exemple, a` 10−8).
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Proprie´te´
Si l’e´ve`nement le plus significatif est un e´ve`nement parfaitement re´current,
on a :
I1 = µ11λ1 = mµ11
mI1
λ1
= 1 (3.43)
3.3.1.3 E´ve`nement parfaitement spe´cifique
Rappelons qu’un e´ve`nement (
{
A
(n)
k
}
, a
(n)
k (t
′)) est significatif si λk >
εPODλ1.
De´finition
Un e´ve`nement (
{
A
(n)
k
}
, a
(n)
k (t
′)) est dit parfaitement spe´cifique si et seule-
ment si :
∃j0 tel que µkj = 0 ∀j 6= j0 (3.44)
Proprie´te´
λk = µkj0 = µ˜kj0 (3.45)
ou` µkj0 est une constante inde´pendante du nombre de simulations contenues
dans la suite de simulations.
Cette proprie´te´ de´coule de la proprie´te´ (3.33) et de la de´finition ci-dessus
(3.44).
3.3.2 Proprie´te´ de de´gradation du mode`le d’ordre re´duit
Soit
{
q(n)
}
(t′) =
s∑
k=1
{
A
(n)
k
}
a
(n)
k (t
′) tel que :
∃r ∈ {1, ..., s} tel que l’e´ve`nement (
{
A
(n)
r
}
, a
(n)
r (t′)) soit parfaitement re´current
∀m.
∃z 6= r ∈ {1, ..., s} tel que l’e´ve`nement (
{
A
(n)
z
}
, a
(n)
z (t′)) soit parfaitement
spe´cifique ∀m.
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Alors il existe un nombre de simulations m tel que :
∀m > m0, λz
λ1
< εPOD (3.46)
C’est a` dire tel que l’e´ve`nement parfaitement spe´cifique devienne ne´gligeable
au sens de la POD.
De´monstration
λz = µ˜zj0 (3.47)
λr = mEar (3.48)
(3.49)
Ceci implique :
λz
λr
=
C
m
(3.50)
avec C =
µ˜zj0
Ear
constant.
Donc
∃m0 tel que λz
λr
< εPOD (3.51)
Or, comme on a toujours λmax = λ1, on a aussi :
λz
λr
>
λz
λ1
(3.52)
Donc :
λz
λr
< εPOD ⇒ λz
λ1
< εPOD (3.53)
D’apre`s le crite`re de se´lection d’e´ve`nements significatifs, cela signifie que
l’e´ve`nement qui e´tait parfaitement spe´cifique devient ne´gligeable, et n’ap-
partient plus au mode`le d’ordre re´duit. Or, si cet e´ve`nement spe´cifique doit
intervenir a` la fin de la suite de simulations (j0 = m) afin d’aider la conver-
gence d’un processus d’optimisation, ceci peut compromettre le succe`s de
l’optimisation.
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3.3.3 Mise en e´vidence de la pre´sence d’e´ve`nements
re´currents sur un exemple nume´rique
3.3.3.1 Objectifs
Nous allons mettre en e´vidence la pre´sence d’e´ve`nements re´currents sur un
mode`le line´aire d’une barre bi-encastre´e. L’objectif est de montrer l’existence
d’e´ve`nements re´currents lors de l’e´tude d’une suite de calculs de sensibilite´
par Diffe´rences Finies en utilisant une me´thode de re´duction de mode`le.
3.3.3.2 Description du mode`le
Le mode`le que nous avons choisi est un proble`me line´aire de traction d’une
barre bi-encastre´e avec un chargement e´voluant sur les 3 derniers noeuds
(FIG.3.4). La longueur de la barre est L = 2, cette barre est maille´e en
n = 600 noeuds.
Fig. 3.4 – Barre bi-encastre´e.
Nous conside´rons un chargement e´voluant sur les 3 derniers noeuds, donc
on aura :
F =

0
...
0
Cn−2(t)
Cn−1(t)
Cn(t)

(3.54)
Dans notre cas, nous choisirons Cn−2(t) = Cn−1(t) = Cn(t) = 1.
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Conside´rons une suite de calculs, avec un mode`le e´voluant au cours de
cette suite. Un calcul de l’e´volution de l’e´tat d’un syste`me, et un calcul de
sensibilite´ en base re´duite sont faits, ce qui donne une variation significative
ou infinite´simale des parame`tres.
Nous pre´senterons une suite de m = 50 simulations, puis une suite de m =
100 simulations.
Dans ce cas, la matrice des re´ponses est :[
Q˜(j)
]
=
[{
q˜
(j)
1
}
,
{
q˜
(j)
2
}
,
{
q˜
(j)
3
}]
(3.55)
La suite de simulations obtenue est repre´sente´e sur la figure FIG. 3.5.
Fig. 3.5 – Suite de simulations traite´e
Les questions que nous nous posons, et auxquelles nous espe´rons trouver
une re´ponse sur cet exemple, sont les suivantes :
• Existe-t-il des e´ve`nements re´currents ?
• Quelle est la conse´quence de la pre´sence de ces e´ve`nements re´currents
sur la pre´cision du calcul de sensibilite´ en base re´duite ? (la base re´duite
e´tant la base POD de´finie pour repre´senter l’ensemble des calculs).
• Quelle importance ont-ils ?
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3.3.3.3 Algorithme de re´duction de mode`le
Soit [P ] une matrice constitue´e des m vecteurs colonnes {p}α,α=1,...,m ∈
R
n+1 constitue´s des parame`tres de raideurs k
(α)
i ,i=1,...,n+1 (ces parame`tres sont
choisis ale´atoirement).
ξ est un parame`tre de perturbation du vecteur de parame`tres. Dans nos
exemples, il sera d’abord de 0.9k0, puis de 0.3k0, ou` k0 = 0.2.
Enfin, nous choisissons un parame`tre de perturbation de l’e´tat du syste`me
εdp = 0.1n.
Le vecteur des perturbations associe´ est un vecteur de taille n+ 1 tel que :
{δp} =

εdp
0
...
0

. La suite de calculs est effectue´e en base re´duite, et les parame`tres de la
me´thode de re´duction de mode`le sont ǫR = 10
−3 et εPOD = 10
−8.
La sensibilite´ aux variations de parame`tres de la manie`re suivante :
{Sq} = {q˜} − {q}|| {δp} || (3.62)
La sensibilite´ calcule´e en base re´duite est de´termine´e de la sorte :
{SAa} = {A}k · a− {A}k · a˜|| {δp} || (3.63)
3.3.3.4 Re´sultats et analyse
Nous voulons prouver que la pre´cision du calcul doit se de´te´riorer avec le
nombre de simulations, donc l’erreur sur la sensibilite´ doit augmenter avec le
nombre de simulations. Cette erreur est calcule´e de la manie`re suivante :
Es = 100 · || {Sq} − {SAa} |||| {Sq} || (3.64)
ou` {Sq} et {SAa} sont de´finis respectivement en (3.62) et (3.63). C’est effec-
tivement ce que l’on constate sur la figure FIG. 3.6 a` partir de 15 simulations
effectue´es.
Nous pouvons maintenant ve´rifier si la pre´sence d’e´ve`nements re´currents
est d’autant plus importante au fur et a` mesure des simulations.
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for α = 1 to m do
1. De´finition des parame`tres de raideur sur chaque e´le´ment
{k}i = ξ {p}i + {k0} (3.56)
2. Construction de la matrice de rigidite´
[K] =

k
(i)
1 + k
(i)
2 −k(i)2 0 . . . 0
−k(i)2 k(i)2 + k(i)3 −k(i)3 . . . .
0 −k(i)3 . . . . .
. . . . . . .
. . . . . . 0
. . . . . . −k(i)n
0 . . . 0 −k(i)n k(i)n + k(i)n+1

(3.57)
3. Re´solution du mode`le de´taille´ [K] q = F ;
Chaque chargement obtenu q
ii=1,...,3
est stocke´ dans la matrice des
snapshots
[Q](i) = [[Q](i−1) , q1, q2, q3] (3.58)
4. De´finition des nouveaux parame`tres de raideur{
k˜
}
i
= ξ {p}i + {dp}+ {k0} (3.59)
5. Construction de la nouvelle matrice de rigidite´
[
K˜
]
;
6. Re´solution d’un nouveau mode`le de´taille´
[
K˜
]
q˜ = F .;
7. Se´lection des s valeurs propres de [Q]T [Q] qui sont supe´rieures a`
εPOD ainsi que de la matrice des vecteurs propres correspondants
[B];
8. De´termination de la matrice de re´duction de base [A] = [Q] [B];
9. Calcul des variables d’e´tat re´duites a kk=1,...,s telles que
A Tk [K]A k · ak = A TkF (3.60)
10. Calcul des nouvelles variables d’e´tat re´duites a˜ kk=1,...,s telles
que
A Tk
[
K˜
]
A k · a˜k = A TkF (3.61)
end
Algorithm 8: Algorithme de calcul de sensibilite´ en base re´duite.
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Fig. 3.6 – Erreur sensibilite´ Es grandissante avec le nombre de simulations
Nous mesurons les e´ve`nements re´currents en calculant le facteur d’intensite´
Fk de la manie`re suivante :
F
(m)
k =
∑
k
λkf
(m)
k (3.65)
ou`
f
(m)
k =
{
1 si mIk
λ1
> εPOD
0 sinon.
(3.66)
Nous avons repre´sente´ sur la courbe de gauche de la figure 3.7 l’intensite´
des e´ve`nements re´currents Fk en fonction du nombre de simulations pour une
suite de 50 calculs, et sur la courbe de droite, la meˆme courbe pour une suite
de 100 calculs.
Et nous pouvons effectivement observer que, plus on effectue de calculs
dans une suite, plus l’intensite´ des e´ve`nements re´currents augmente (on passe
d’une intensite´ de 5, 5.106 pour une suite de 50 calculs a` une intensite´ de
1, 1.107 pour une suite de 100 calculs.)
Il reste a` ve´rifier que l’intensite´ des e´ve`nements re´currents doit augmenter en
diminuant la perturbation des parame`tres.
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Fig. 3.7 – Intensite´ des ER Fk pour des suites de 50 et 100 calculs
En effet, plus la perturbation est faible, plus on va reproduire des calculs
similaires, et donc plus l’effet des e´ve`nements re´currents se fera sentir.
Ainsi, en prenant sur la courbe droite de la figure FIG. 3.8 une perturbation
3 fois plus faible que celle sur la courbe de gauche, on observe que l’intensite´
des e´ve`nements re´currents a augmente´ : on passe d’une intensite´ de 3.5.106
a` une intensite´ de 5, 3.106 pour une perturbation 3 fois plus faible.
Cela prouve que la pre´sence des e´ve`nements re´currents se fait bien sentir
sur cet exemple.
Une strate´gie propose´e pour ge´rer ce proble`me est d’oublier une partie
des e´ve`nements ante´rieurs : une nouvelle suite de calculs est alors traite´e en
oubliant quasiment tous les calculs ante´rieurs et en ne prenant en compte
plus que les deux derniers calculs effectue´s.
On compare en figure FIG. 3.9 l’erreur obtenue avec tous les calculs pris en
compte (FIG. 3.6) avec celle obtenue en ne prenant en compte plus que les
2 derniers calculs effectue´s.
L’erreur obtenue en oubliant une partie des calculs ante´rieurs est devenue
comple`tement ne´gligeable.
3.3.3.5 Constat
Pour conclure cette partie, rappelons le principe de la suite de calculs :
celui-ci re´side dans le fait que les connaissances acquises au cours d’une suite
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Fig. 3.8 – Intensite´ des ER Fk pour une perturbation plus ou moins faible
Fig. 3.9 – Calculs ante´rieurs oublie´s
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de simulations doivent permettre de faciliter les calculs en cours.
Mais, lorsqu’une base est construite pour essayer de repre´senter les e´ve`nements
significatifs contenus dans l’ensemble des simulations, cela induit une perte
de repre´sentation des re´ponses aux calculs de sensibilite´.
Alors l’accumulation des re´sultats conduit a` une de´gradation des connais-
sances acquises, a` cause des e´ve`nements re´currents : les re´ponses aux cal-
culs de sensibilite´ sont en effet de moins en moins significatifs face a` des
e´ve`nements pre´sents dans chacune des simulations.
3.3.4 Atte´nuation des e´ve`nements re´currents
Le proble`me des e´ve`nements re´currents a e´te´ mis en e´vidence sur un
exemple. Nous proposons de de´velopper une me´thode de re´duction adapta-
tive avec atte´nuation de ces e´ve`nements re´currents, afin d’obtenir un trai-
tement efficace d’une suite de simulations. Ainsi, le mode`le d’ordre re´duit
construit par adaptations successives devrait permettre de mieux repre´senter
les dernie`res solutions de la suite de simulations, que les premie`res.
Pour cela, il faut modifier la construction de la base pour effectuer une suite
de calculs donnant un re´sultat satisfaisant pour la dernie`re simulation en
cours.
Le principe de cette solution est de savoir oublier pour mieux adapter :
une strate´gie d’oubli des e´ve`nements re´currents est propose´e, en introduisant
un coefficient multiplicateur 0 ≤ γ ≤ 1 dans la de´finition de λk (la somme
provenant de l’accumulation de simulations) :
λk =
m∑
j=1
µkj devient λk =
m∑
j=1
γm−jµkj (3.67)
Ce facteur, e´galement appele´ ”facteur d’oubli” va nous permettre de choi-
sir entre :
• un mode`le d’ordre re´duit qui de´crit tous les e´tats (γ = 1 correspond a`
l’approche standard sans atte´nuation des e´ve`nements re´currents)
• un mode`le d’ordre re´duit plus pre´cis pour les dernie`res valeurs de pa-
rame`tres que pour les premie`res (γ < 1)
L’objectif de nos travaux e´tant d’e´tudier les e´ve`nements re´currents afin
de maˆıtriser la qualite´ des calculs en base re´duite en cours de processus
d’optimisation, un de´monstrateur a e´te´ de´veloppe´ dans le code Ze´BuLoN.
Nous pourrons ainsi e´valuer l’apport de cette me´thode pour ge´rer la pre´sence
des e´ve`nements re´currents.
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3.4 Algorithme APHR avec atte´nuation des
e´ve`nements re´currents
L’algorithme APHR pour une suite de simulations pre´sente´ en section
3.2 est modifie´ afin de prendre en compte l’atte´nuation des e´ve`nements
re´currents. Nous pre´sentons ici l’algorithme entier, mais en fin de compte,
seules les e´quations (3.21) et (3.23) ont e´te´ modifie´es.
E´tape 1 :
Estimation des variables de´tat re´duites.
u (X , t; {p}α) =
k=bm∑
k=1
ψ
(n)
k (X ) a
(n)
k (t; {p}α) + u ch(X , t) (3.68)∫
ΩΠ
ε
∼
(u ∗) : Σ
∼
(ε
∼τ
(u ) , τ ≤ t; {p}α) dΩ −
∫
∂fΩΠ
u ∗ . f (X , t; {p}α) dΓ =∫
ΩΠ
u ∗.r vdΩ +
∫
∂fΩΠ
u ∗.r bdΓ
∀ u ∗ ∈ V(n)Π , ∀t ∈ ]t0, tf ] (3.69)
E´tape 2 :
Extrapolation des variables internes de ΩΠ a` ΩΠ.
{b}(n) (ti+1; {p}α) = arg min{y} H({y}) (3.70)
H({y}) =
∫
ΩΠ
< zROM −
k=ξ∑
k=1
Y
(n)
k (X ) yk , zROM −
k=ξ∑
k=1
Y
(n)
k (X ) yk > dΩ(3.71)
zROM(X , ti+1; {p}α) =
k=ξ∑
k=1
Y
(n)
k (X )b
(n)
k (ti+1; {p}α) ∀X ∈ ΩΠ .(3.72)
E´tape 3 :
E´valuation de l’indicateur d’erreur ηPOD relatif au re´sidu tronque´ R˜ :
R˜ j =
∫
ΩΠ
ε
∼
(u ∗) : Σ
∼
(ε
∼τ
(u ) , τ ≤ t; {p}α) dΩ −
∫
∂fΩΠ
u ∗ . f (X , t; {p}α) dΓ
(3.73)
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avec
u ∗ = N (X )(max
i
Πij)
ηPOD = ‖R˜ ‖
E´tape 4 :
• Si ηPOD < ǫR‖f‖, alors δu h(X , ti+1; {p}α) = 0,
• Sinon, la correction des de´placements est telle que :
∫
Ω
ε
∼
(u ∗) + δu
(n)
h ) : Σ∼ (ε∼τ (u
(n)
POD + δu
(n)
h ) , τ ≤ t; {p}α) dΩ
−
∫
∂fΩ
u ∗ . f (X , t; {p}α) dΓ =
∫
Ω
u ∗.r vdΩ +
∫
∂fΩ
u ∗.r bdΓ
(3.74)
∀ u ∗ ∈ Vh, ∀t ∈ ]t0, tf ] , ∀X ∈ ∂UΩ
E´tape 5 :
δ⊥u
(n)
h (X , ti+1; {p}α) = δu (n)h (X , ti+1; {p}α)− δ̂u h
(n)
(X , ti+1; {p}α) (3.75)
δ̂u h
(n)
(X , ti+1; {p}α) =
k=s∑
k=1
ψ
(n)
k (X ) δa
(n)
k (ti+1; {p}α) (3.76)
{δa}(n) (ti+1; {p}α) = arg min
{y}
∫
Ω
∥∥∥∥∥δu h(X , ti+1; {p}α)−
k=s∑
k=1
ψ
(n)
k (X ) yk
∥∥∥∥∥
2
dΩ
(3.77)
Alors, la nouvelle base e´tendue
(
ψ (n+1/2)
k
)
k=1...s+1
est construite en conser-
vant les pre´visions pre´ce´dentes telles que :
ψ (n+1/2)
k
= ψ (n)
k
k ≤ s (3.78)
ψ (n+1/2)
s+1
=
1
‖δ⊥u h‖
δ⊥u h (3.79)
a
(n+1/2)
k (τ ; {p}α) = a(n)k (τ ; {p}α) τ ≤ ti+1 k ≤ s (3.80)
a
(n+1/2)
k (τ ; {p}β) = a(n)k (τ ; {p}β) τ ≤ T k ≤ s β < α (3.81)
a
(n+1/2)
s+1 (τ ; {p}β) = 0 τ ≤ T β < α (3.82)
a
(n+1/2)
s+1 (τ ; {p}α) = 0 τ ≤ ti (3.83)
a
(n+1/2)
s+1 (ti+1; {p}α) = ‖δ⊥u h‖ (3.84)
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On effectue une de´composition POD sur les variables re´duites afin d’e´viter
une e´volution constante de la taille du mode`le d’ordre re´duit. Cette POD
consiste a` trouver les vecteurs ({V }l)l=1...s+1 qui maximisent la projection
sur les variables d’e´tat re´duites suivante. Le facteur d’oubli γ permettant
d’atte´nuer l’effet des e´ve`nements re´currents est introduit dans la formulation
de λ
(n+1)
l tel que :
λ
(n+1)
l =
β=α−1∑
β=1
γα−1−β
∫ T
0
(
{a}(n+1/2)T(t; {p}β) . {V }l
)2
dt
‖{V }l‖2
+
∫ tj+1
0
(
{a}(n+1/2)T(t; {p}α) . {V }l
)2
dt
‖{V }l‖2
(3.85)
sous les conditions :
‖{V }l‖ = 1 et λl ≥ λl+1.
Notons bien que dans l’e´quation (3.85), γ est e´leve´ a` la puissance α− 1− β.
Il ne s’agit pas d’un indice.
Les vecteurs ({V }l)l=1...s+1 sont les vecteurs propres de la matrice de
covariance [C](n+1/2) telle que :
[C](n+1/2) =
β=α−1∑
β=1
γα−1−β
∫ T
0
{a}(n+1/2)(t; {p}β) . {a}(n+1/2)T(t; {p}β) dt
+
∫ tj+1
0
{a}(n+1/2)(t; {p}α) . {a}(n+1/2)T(t; {p}α) dt (3.86)
Les e´ve`nements les plus significatifs sont se´lectionne´s en utilisant les
crite`res suivants :
[V ] = [{V }1 , ..., {V }es] avec λes > εPOD λ1 et λes+1 ≤ εPOD λ1 (3.87)
ou` s˜ est la nouvelle taille du mode`le d’ordre re´duit.
Finalement, le nouveau mode`le d’ordre re´duit est une re´duction POD du
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mode`le d’ordre re´duit pre´ce´dent :
ψ (n+1)
l
=
k=s+1∑
k=1
ψ (n+1/2)
k
Vkl ∀l = 1...s˜ (3.88)
a
(n+1)
l (t; {p}α) =
k=s+1∑
k=1
a
(n+1/2)
k (t; {p}α) Vkl ∀l = 1...s˜ (3.89)
3.5 Imple´mentation de la me´thode dans le
code de calcul Ze´BuLoN
De´veloppe´ conjointement par l’ONERA, Northwest Numerics (Seattle,
USA), et le Centre des Mate´riaux, Ze´BuLoN est un code de calcul E´le´ments
Finis adapte´ aux proble`mes de me´canique non line´aire. Il est programme´ en
C++.
La me´thode de re´duction de mode`les a e´te´ de´veloppe´e dans ce code de
calcul, et le diagramme des classes de cette me´thode se trouve en figure FIG.
3.10.
Les e´tapes d’adaptation du mode`le de taille re´duite sont imple´mente´es
dans la classe Reduced state, qui he´rite de la classe Reduced Order Model,
comme l’on peut le voir en figure FIG. 3.10.
L’objet de notre travail est l’imple´mentation du facteur d’oubli. Celui-ci
se nomme ”gamma history” dans le code Ze´BuLoN. Sa valeur par de´faut est
de´clare´e dans la classe Reduced Order Model.
Ce facteur d’oubli vient multiplier la matrice de covariance [M ] utilise´e
pour la re´solution du proble`me aux valeurs propres. L’imple´mentation du fac-
teur d’oubli se fait donc au niveau de la fonction Eigenproblem() (proble`me
aux valeurs propres), fonction de la classe Reduced State. Le code C++ des
fichiers Reduced state.h et Reduced state.c se trouvent respectivement en
annexes 4.5 et 4.5.
Les lignes de codes modifie´es pour le fichier Reduced state.h sont les lignes
76 et 93, c’est-a`-dire la de´claration des fonctions utilisant gamma history :
manage recurrent event() et init cov hist(). Les lignes de codes modifie´es
pour le fichier Reduced state.c sont les lignes 362 a` 371 et 860 a` 869, soit
l’imple´mentation de ces deux fonctions utilisant gamma history.
Cette nouvelle approche est mise en oeuvre sur une suite de simula-
tions et un proble`me inverse dans les sections suivantes. Nous allons trai-
ter quelques exemples nume´riques (dont notre fil conducteur) en utilisant
ce code Ze´BuLoN modifie´ avec l’imple´mentation du facteur d’oubli. Nous
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Fig. 3.10 – Diagramme des classes de la me´thode de re´duction de mode`les
dans le code de calcul Ze´BuLoN.
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allons e´valuer l’apport de la me´thode propose´e pour ge´rer la pre´sence des
e´ve`nements re´currents. Dans un premier temps, nous allons e´valuer l’effet
des e´ve`nements re´currents sur une suite de simulations par une me´thode de
re´duction de mode`les, et ve´rifier si l’on peut confirmer l’apport de la solution
propose´e.
3.6 E´tude d’une suite de simulations non-line´aires
3.6.1 Objectif
Il s’agit d’illustrer nume´riquement la proprie´te´ de de´gradation d’un mode`le
d’ordre re´duit en pre´sence d’e´ve`nements re´currents.
Nous e´valuerons l’effet de ces e´ve`nements re´currents sur une suite de simu-
lations par une me´thode de re´duction de mode`les, sur le logiciel Ze´BuLoN.
Le cas d’e´tude est le mode`le e´lastoplastique “fil conducteur”.
3.6.2 Pre´sentation de la suite de calculs
Soient deux types de simulations S1 et S2.
Nous allons comparer trois suites de calculs, celles pre´sente´es en figure FIG.
3.11.
Fig. 3.11 – Diffe´rentes suites de simulations
Nous regarderons alors l’efficacite´ de l’approximation en base re´duite de
la dernie`re simulation S2 pour chacune des suites de simulations.
L’efficacite´ sera mesure´e par le nombre de calculs en base comple`te ne´cessaires
pour obtenir une pre´vision de la qualite´ de´sire´e, ou alors par la qualite´ de la
pre´vision obtenue sans proce´dure d’adaptation.
Nous voudrons e´galement savoir si la premie`re simulation S2 permet d’acque´rir
des connaissances suffisantes pour traiter efficacement la seconde simulation
S2.
La premie`re simulation S2 permet d’adapter le mode`le d’ordre re´duit a` la
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nouvelle valeur des parame`tres.
La seconde simulation S2 est re´alise´e avec une base fige´e afin d’e´valuer l’ef-
fet des e´ve`nements re´currents sur la dernie`re adaptation du mode`le d’ordre
re´duit.
Pour le cas d’e´tude “fil conducteur”, soient ε
(ref)
p et ε
(m)
p les valeurs maximum
de plasticite´ cumule´e obtenues apre`s les suites respectivement pre´sente´es en
figure FIG. 3.12.
Fig. 3.12 – Obtention de la plasticite´ cumule´e maximum
Nous pouvons alors calculer l’erreur sur la plasticite´ de la manie`re sui-
vante :
E(m)p = 100
∣∣∣∣∣ε(m)p − ε(ref)pε(ref)p
∣∣∣∣∣ (3.90)
La proprie´te´ de de´gradation du mode`le d’ordre re´duit a e´te´ illustre´e
sur des suites de simulations de deux diffe´rents proble`mes que nous allons
pre´senter dans la section suivante.
Chacune de ces suites de simulations est constitue´e dem simulations re´alise´es
dont les parame`tres sont contenus dans le vecteur {p} = {p1} suivies de 2
simulations avec {p} = {p2}.
Pour chaque cas e´tudie´, nous pre´ciserons les valeurs de {p1} et {p2}, ainsi
que la valeur de m.
Dans tous les cas, la diffe´rence entre les mate´riaux 1 et 2 sera la modification
de la limite d’e´lasticite´ R0. Les autres parame`tres resteront inchange´s d’une
simulation a` l’autre.
Ainsi, l’objectif de la simulation S2 est donc d’e´valuer l’influence d’une mo-
dification de la limite d’e´lasticite´, et de savoir quelle sera l’efficacite´ du trai-
tement de la connaissance e´value´e par rapport a` cet objectif.
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Les re´sultats obtenus sont pre´sente´s et analyse´s dans la section suivante.
3.6.3 Pre´sentation du cas d’e´tude
Afin d’illustrer la proprie´te´ de de´gradation d’un mode`le d’ordre re´duit
en pre´sence d’e´ve`nements re´currents dans la simulation de proble`mes de
me´canique classiques, nous choisissons de travailler sur notre cas d’e´tude
fil conducteur, dont nous rappelons le maillage et ses conditions aux limites
ci-dessous (FIG. 3.13 ). Sur toute la partie supe´rieure de l’e´prouvette, nous
imposons une pression P (t) = 14.72t.
Fig. 3.13 – Maillage d’un huitie`me de l’e´prouvette et conditions aux limites.
Les valeurs des parame`tres du mode`le sont donne´es dans la table TAB.
3.1 suivante. Le seuil de plasticite´ R0 a e´te´ divise´ par 600 et passe ainsi de
60000 MPa pour la simulation S1 a` 100 MPa pour S2, soit d’un mate´riau
e´lastoplastique a` un mate´riau totalement e´lastique.
La courbe repre´sentant la loi de comportement de ces deux mate´riaux se
trouve en figure 3.14.
La suite de calculs effectue´e sur cet exemple contient 200 simulations S1
suivies de 2 simulations S2.
Les parame`tres de la me´thode de re´duction de mode`les sont :
• pour toutes les simulations S1 : ǫR = 10−4 et εPOD = 10−5.
• pour la premie`re simulation S2 ou` la base doit eˆtre adapte´e, les pa-
rame`tres sont inchange´s.
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{p1} {p2}
Valeur des parame`tres mate´riau Valeur des parame`tres mate´riau
utilise´s pour la simulation S1 utilise´s pour la simulation S2
E(MPa) 2.105 E(MPa) 2.105
ν 0.3 ν 0.3
R0(MPa) 6.10
4 R0(MPa) 100
H(MPa) 1000 H(MPa) 1000
Tab. 3.1 – Valeur des parame`tres mate´riau du mode`le e´lastoplastique
line´aire.
Fig. 3.14 – Courbes de comportements des mate´riaux 1 (en vert) et 2 (en
rouge).
• pour la seconde simulation S2 ou` la base doit eˆtre fige´e, d’apre`s la
remarque 1 de la section 2.1.2, il faut choisir ǫR tre`s grand. Dans notre
cas, nous choisissons ǫR = 10
2.
3.6.4 Re´sultats et analyse
Les courbes en figure FIG. 3.15 repre´sentent l’erreur sur la plasticite´ cu-
mule´e en fonction du nombre de simulations S1 contenues dans la suite de
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calculs pour deux valeurs du facteur d’oubli γ = 1 et γ = 0.5.
Fig. 3.15 – De´gradation du mode`le d’ordre re´duit en pre´sence d’e´ve`nements
re´currents.
Nous constatons qu’en introduisant un facteur d’oubli γ = 0.5, la dernie`re
adaptation a bien e´te´ re´alise´e car l’erreur de pre´vision de la dernie`re si-
mulation est faible (0.04%) quelque soit le nombre de simulations S1 ef-
fectue´es. De plus, on montre que le facteur d’oubli a pu permettre d’ame´liorer
conside´rablement la qualite´ du calcul puisque l’erreur obtenue sans facteur
d’oubli (γ = 1) e´tait plus forte (10%) a` partir de 96 simulations S1 effectue´es,
suite a` l’accumulation de 96 simulations identiques. Il y a eu de´gradation du
calcul due a` la perte d’une fonction de forme. Nous avons ainsi mis en e´vidence
sur un exemple que la pre´cision d’un calcul se de´te´riore avec l’accumulation
d’e´ve`nements re´currents, et que l’introduction d’un facteur d’oubli permet de
re´soudre ce proble`me. A pre´sent, nous allons appliquer la solution propose´e
a` diffe´rents proble`mes inverses dans la section suivante.
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3.7 Re´solution de proble`mes inverses a` e´ve`nements
re´currents
3.7.1 Proble`me inverse
Le proble`me inverse sera traite´ avec un algorithme classique Simplex [Nel-
der and Mead, 1965], de´ja` imple´mente´ dans Ze´BuLoN. L’organigramme de
cet algorithme est pre´sente´ sur la figure suivante (FIG. 3.16).
Fig. 3.16 – Organigramme de la me´thode Simplex [Nelder and Mead, 1965].
A` chaque ite´ration d’optimisation, nous comparons donc le fichier conte-
nant les valeurs des variables d’optimisation Ysim obtenus par la simulation en
mode`le re´duit en cours, avec le fichier contenant les valeurs des de´placements
Yref de re´fe´rence. La fonction a` optimiser (l’erreur) par la me´thode Simplex
est alors la suivante :
F =
1
N
N∑
k=1
||Yk − Y k||
Yrefk
(3.91)
ou` : Yk sont les valeurs des variables d’optimisation du fichier le plus petit
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(simulation ou re´fe´rence), Y k sont les valeurs interpole´es du fichier le plus
petit, Yrefk sont les valeurs du fichier de re´fe´rence.
Dans les deux sections suivantes, nous pre´senterons deux exemples de re´solu-
tion de proble`mes inverses contenant des e´ve`nements re´currents, et mettrons
en œuvre la solution propose´e pour atte´nuer les e´ve`nements re´currents. Rap-
pelons (paragraphe 3.6.2) que l’efficacite´ du traitement en base re´duite est
mesure´e par le nombre de calculs en base comple`te ne´cessaires pour obtenir
une pre´vision de la qualite´ de´sire´e. Ainsi, pour chaque exemple, l’objectif est
de comparer le nombre de calculs en base comple`te que nous noterons Ng (le
nombre de re´solutions de proble`mes line´aires globaux) pour chaque me´thode
propose´e : la me´thode E´le´ments Finis, la me´thode APR, et la me´thode APR
avec atte´nuation des e´ve`nements re´currents.
3.7.2 Cas d’e´tude : fil conducteur
Dans ce cas d’e´tude, dont nous rappelons le maillage et ses conditions aux
limites ci-dessous (FIG. 3.17), les variables d’optimisation sont les de´place-
ments U2. Les coefficients de la relation de comportement sont optimise´s afin
Fig. 3.17 – Maillage d’un huitie`me de l’e´prouvette et conditions aux limites.
de re´duire l’e´cart entre un de´placement calcule´ et un de´placement donne´.
Ge´ne´ralement, ces de´placements sont obtenus par des essais. Nous conside´rons
ici un de´placement fourni par une simulation de re´fe´rence.
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Le recalage de mode`le consiste donc a` re´soudre un proble`me d’optimisation
en partant de valeurs de parame`tres initiaux, afin de trouver des valeurs de
parame`tres de re´fe´rence. Ces valeurs sont fournies dans le tableau TAB. 3.7.2.
Nous ne cherchons pas a` recaler la valeur du coefficient de poisson ν.
{p} Initial Re´fe´rence
E(MPa) 1.105 2.105
ν 0.3 0.3
R0(MPa) 300 150
H(MPa) 2.105 2.104
La loi de comportement est repre´sente´e sur la figure FIG. 3.18.
Fig. 3.18 – Courbes de comportement du mate´riau initial (en vert) et de
celui de re´fe´rence (en rouge).
Sur chacun de ces mate´riaux, nous imposons une pression P (t) = 22.08t.
Ce sont les trois parame`tres E, R0, et H que l’on va chercher a` recaler,
afin de recaler la solution repre´sente´e en figure FIG. 3.19.
Premie`rement, un processus d’optimisation en base fige´e (ǫR grand) issue
de la premie`re simulation a permis de constater que le processus d’optimisa-
tion ne converge pas, et donc que le recalage des parame`tres n’arrivait pas a`
se faire, comme le montrent respectivement les figure FIG. 3.20 et 3.21. Les
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Fig. 3.19 – Solution a` recaler : plasticite´ cumule´e au cours de la simulation.
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parame`tres de la me´thode APR sont ǫR = 10
4 et εPOD = 10
−8.
Fig. 3.20 – Non convergence de l’erreur avec une base fie´e et γ = 1.
Fig. 3.21 – E´chec du recalage des parame`tres avec une base fige´e et γ = 1.
Ainsi, si le mode`le est mauvais, puisque la base n’est pas adapte´e, l’opti-
misation des parame`tres e´choue.
Par contre, lorsqu’on ne fige pas la base (ǫR = 5.10
−3) la me´thode APR
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adapte le mode`le d’ordre re´duit afin de garantir un niveau d’erreur infe´rieur
a` une limite donne´e. Nous re´alisons un processus d’optimisation en mode`le
d’ordre re´duit avec adaptation de la base, en introduisant un facteur d’oubli
γ = 0.9. Un sche´ma illustre les re´sultats obtenus en figure FIG. 3.22. L’opti-
misation converge apre`s 150 ite´rations. A la fin de la 1e`re simulation, la base
a e´te´ adapte´e 3 fois. A la fin de la dernie`re simulation, elle a e´te´ adapte´e 1263
fois pour l’ensemble de la suite de simulations.
Un autre exemple est donne´ en (FIG. 3.22) avec un facteur d’oubli γ =
0.5. L’optimisation converge au bout de 146 ite´rations, et la base a e´te´
adapte´e 996 fois pour l’ensemble de la suite de simulations.
Fig. 3.22 – Nombre de simulations et d’adaptations pour diffe´rentes valeurs
de γ.
Ainsi, le nombre d’adaptations du mode`le d’ordre re´duit de´pend non
seulement de la valeur de εPOD, mais aussi du facteur d’oubli γ.
De plus, si la qualite´ est suffisante, l’optimisation convergera vers l’opti-
mum quelle que soit la valeur de εPOD, comme l’on peut le voir sur la courbe
de convergence de l’erreur (FIG. 3.23) et la courbe de recalage en (FIG. 3.24),
ces courbes e´tant obtenues avec γ = 1.
Ainsi, pour analyser l’importance des e´ve`nements re´currents et le roˆle
du facteur d’oubli γ, il va falloir comparer le nombre de syste`mes globaux
line´aires E´le´ments Finis re´solus pour diffe´rents γ. Celui ci sera d’autant plus
e´leve´ que la pre´sence d’e´ve`nements re´currents sera importante. Nous compa-
rons donc un calcul d’optimisation E´le´ments Finis avec un calcul d’optimisa-
tion en base re´duite avec diffe´rents γ. Le re´sultat de ces diffe´rents processus
est donne´ dans le tableau 3.2.
Nous pouvons remarquer que l’on obtient un minimum de proble`mes glo-
baux traite´s en choisissant un facteur d’oubli γ = 0.5 (ce nombre est divise´
par 10, 35 par rapport au proble`me E´le´ments Finis, et par 1, 74 par rapport
au proble`me re´duit avec γ = 1).
Bien e´videmment, il est probablement possible de trouver un mode`le d’ordre
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Fig. 3.23 – Convergence de l’erreur avec une base adapte´e et γ = 1.
Fig. 3.24 – Recalage des parame`tres re´ussi avec une base adapte´e et γ = 1.
CHAPITRE 3. MODE`LE D’ORDRE RE´DUIT E´VOLUTIF... 145
Me´thode utilise´e
E´le´ments
Finis
APR
γ - 1 0.9 0.5 0.1 0
Nombre d’ite´rations du
processus d’optimisation
130 122 150 146 156 160
Nombre de re´solutions de
proble`mes line´aires globaux
23432 3946 3098 2263 2396 3211
Gain en nombre de re´solutions
de proble`mes line´aires globaux
par rapport a` la me´thode EF
- 5.94 7.56 10.35 9.78 7.3
Gain en nombre de re´solutions
de proble`mes line´aires globaux
par rapport a` la me´thode
APR avec γ = 1
- - 1.27 1.74 1.65 1.23
Tab. 3.2 – Comparaison du nombre de proble`mes line´aires globaux re´solus
pour diffe´rentes me´thodes utilise´es dans le processus d’optimisation.
re´duit fige´ permettant de re´aliser la suite de simulations requise pour le
proble`me inverse. La strate´gie que nous proposons ne consiste pas a` suppo-
ser l’existence d’un tel mode`le. Au cours du processus d’optimisation, nous
recherchons les parame`tres optimaux et nous construisons un mode`le d’ordre
re´duit e´volutif.
Nous proposons a` pre´sent de traiter un proble`me avec localisation des de´for-
mations, afin de montrer que la me´thode propose´e est inde´pendante du choix
de cette loi de comportement.
3.7.3 Mode`le d’endommagement
3.7.4 Pre´sentation du mode`le
Voici un autre cas d’e´tude sur lequel nous avons choisi de travailler, afin
d’avoir un mode`le d’ordre re´duit tre`s de´pendant des parame`tres a` optimiser.
Cette e´tude a fait l’objet d’une publication [Ryckelynck et al., 2011], que le
lecteur pourra trouver en annexe 4.5.Un mode`le d’endommagement propose´
par Rousselier [Rousselier, 1987] induit une localisation des de´formations
et une re´ponse de l’e´prouvette qui sont totalement influence´es par les pa-
rame`tres de la loi de comportement. Pour e´viter toute discussion sur la sen-
sibilite´ de la localisation vis a` vis du maillage, nous n’avons conside´re´ qu’un
146 3.7. RE´SOLUTION DE PROBLE`MES INVERSES...
seul maillage de l’e´prouvette. Pour plus de de´tails sur les proble`mes de sen-
sibilite´ du maillage, consulter [Pijaudier-Cabot and Benallal, 1993].
L’e´prouvette utilise´e pour ce mode`le est repre´sente´e sur la figure FIG. 3.25.
Sur cette meˆme figure, on peut trouver les conditions aux limites que l’on
a impose´es : sur toute la partie infe´rieure de l’e´prouvette, on impose un
de´placement U2 = 0. On impose e´galement U1 = 0 sur le coin infe´rieur droit.
Sur toute la partie supe´rieure de l’e´prouvette, on impose un de´placement
u¯0(t) = 25t.
Fig. 3.25 – Maillage de l’e´prouvette utilise´e.
Le mate´riau est un acier de cuve d’un re´acteur nucle´aire.
Dans ce cas d’e´tude, les variables d’optimisation sont les efforts. De la meˆme
manie`re que pour le premier mode`le, nous conside´rons ici un effort donne´ par
une simulation de re´fe´rence.
On conside`re un proble`me e´lastoplastique avec pre´vision des dommages par
une loi de Rousselier. La relation de comportement est e´lastoplastique avec
e´crouissage isotrope. Le mode`le de Rousselier de´crit l’endommagement duˆ a`
la croissance plastique de cavite´s dans un me´tal, et permet de mode´liser la fis-
suration et la rupture ductile. Celle-ci impliquant des niveaux de de´formation
assez important, nous nous plac¸ons dans le cadre de grandes transformations.
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3.7.5 E´quations du mode`le
Le mode`le utilise´ pour ce travail est base´ sur la de´finition d’un re´fe´rentiel
corotationnel. Cela nous permet de pouvoir conserver un formalisme des pe-
tites de´formations pour e´crire les e´quations de la loi de comportement.
Le gradient de vitesse L
∼
= F˙
∼
.F
∼
−1 est de´coupe´ en une partie syme´trique
(D
∼
) et une partie anti-syme´trique (Ω
∼
). La rotation de´finissant le re´fe´rentiel
corotationnel est donne´ par l’e´quation suivante :
Q˙
∼ c
= Ω
∼
.Q
∼ c
avec Q
∼ c
(t = 0) = 1
∼
(3.92)
Le tenseur des contraintes tourne´es (σ
∼ c
= Q
∼ c
.σ
∼
.Q
∼
T
c
) et le tenseur taux de
de´formation (ε˙
∼c
= Q
∼ c
.D
∼
.Q
∼
T
c
) sont utilise´s pour formuler la loi de compor-
tement. La de´rive´e du tenseur des contraintes de Cauchy est la de´rive´e de
Jaumann. ε˙
∼c
se de´compose de la manie`re suivante :
ε˙
∼c
= ε˙
∼p
+ ε˙
∼e
(3.93)
ou` ε˙
∼p
est le tenseur taux de de´formation plastique et ε˙
∼e
le tenseur taux
de de´formation e´lastique donne´ par ε˙
∼e
= E
∼
: σ˙
∼ c
(hypoe´lasticite´). E
∼
est le
tenseur de Hooke. Les variables internes sont : εe et on note p la plasticite´
cumule´e.
Le crite`re de limite e´lastique est donne´ par :
Φ =
σc
1− f + σ1fD exp
(
tr(σ
∼ c
)
3(1− f)σ1
)
− σf (p) (3.94)
ou` σc est l’invariant de von Mises σ
∼ c
, tr(σ
∼ c
) est la trace du tenseur des
contraintes tourne´es et σf (p) la contrainte d’e´coulement du mate´riau non en-
dommage´ ; il s’agit d’une loi d’e´crouissage isotrope qui de´pend de la de´formation
plastique cumule´e p de la manie`re suivante :
σf (p) = R0 +Q(1− e−bp) (3.95)
ou` RO est la limite e´lastique, et Q et b sont 2 coefficients repre´sentant
l’e´volution des variables d’e´crouissage isotrope. f est la variable d’endom-
magement correspondant a` la fraction volumique de porosite´. σ1 et D sont
les parame`tres du mode`le (D e´tant le parame`tre pilotant l’endommagement).
En conside´rant la loi de normalite´, le tenseur taux de de´formation plastique
s’exprime de la manie`re suivante :
ε˙
∼p
= (1− f)p˙ ∂Φ
∂σ
∼ c
(3.96)
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Le multiplicateur plastique (ou taux de plasticite´ cumule´e) p˙ s’e´crit p˙ =√
2
3
ε˙
∼
′
p
: ε˙
∼
′
p
ou` ε˙
∼
′
p
est le de´viateur de ε˙
∼p
. L’e´volution de l’endommagement est
donne´ en utilisant la conservation de la masse, ce qui donne :
f˙ = (1− f)tr(ε˙
∼p
) (3.97)
La nucle´ation est mode´lise´e simplement par une porosite´ initiale donne´e
f0. Il n’y a pas de nucle´ation continue dans ce mode`le. La coalescence des
cavite´s est a` peu pre`s mode´lise´e par la localisation des de´formations. En de´pit
de ces hypothe`ses, le mode`le de Rousselier est capable de de´crire l’endomma-
gement de structures complexes [Besson et al., 2001]. Une reformulation non-
locale du mode`le de Rousselier a e´te´ propose´e en [Lorentz et al., 2008] pour
ame´liorer la robustesse de l’inte´gration nume´rique et e´viter la de´pendance
des re´sultats au maillage, cause´ par l’adoucissement par de´formation.
Le mode`le que nous utilisons introduit une de´pendance des re´sultats au
maillage, mais nous avons choisi de travailler en maillage fige´.
La formulation 1.6, en transformation finies, devient :∫
Ω0×P
ε
∼
(u ∗,u ) : Σ
∼
(F
∼
(u ) , τ ≤ t; {p}) dΩ0dp
−
∫
∂fΩ0×P
u ∗ . f (X , t, {p}) dΓ0dp
=
∫
Ω0×P
u ∗.r vdΩ
0dp+
∫
∂fΩ0×P
u ∗.r bdΓ
0dp
∀u ∗ ∈ Vm ∀ u ∗ ∈ V , ∀t ∈ ]0, T ] (3.98)
3.7.5.1 Parame`tres du mode`le a` recaler
Les parame`tres a` recaler sont fournis dans le tableau TAB. 3.3.
{p} Initial Re´fe´rence
R0 300 486.5
Q 500 616.3
b 10 5.73
D 1 2.66
Tab. 3.3 – Parame`tres du mode`le a` recaler.
Q et b sont 2 coefficients repre´sentant l’e´volution des variables d’e´crouissage
isotrope, R0 est la limite d’e´lasticite´ et D le parame`tre pilotant l’endomma-
gement. Celui ci e´tant assez faible, il s’agit d’un mate´riau ductile. Ce sont
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ces 4 parame`tres que l’on va chercher a` recaler, afin de recaler la solution
repre´sente´e en figure FIG. 3.26.
Fig. 3.26 – Solution a` recaler : plasticite´ cumule´e au cours du temps.
Les parame`tres de la me´thode APR sont ǫR = 5.10
−3 et εPOD = 10
−4.
3.7.5.2 Re´sultats
Le tableau de comparaison du nombre de proble`mes line´aires globaux
re´solus pour diffe´rents processus d’optimisation est donne´ ci-dessous (TAB.
3.4).
Comme pour le premier cas que nous avons e´tudie´, la valeur optimale de
γ est 0.5. Et la qualite´ du processus d’optimisation n’est pas alte´re´e, puisque
non seulement le recalage des parame`tres se fait parfaitement, comme le
prouve la figure FIG. 3.27, mais le nombre d’ite´rations pour atteindre les pa-
rame`tres de re´fe´rence avec γ = 0.5 est plus faible (85 ite´rations) par rapport
a` l’optimisation effectue´e sans facteur d’oubli (γ = 1), pour laquelle il faut
110 ite´rations avant d’atteindre la convergence du processus d’optimisation.
3.7.6 Conclusion
La me´thode propose´e a e´te´ mise en oeuvre sur des proble`mes complique´s
et varie´s : elle a e´te´ applique´e a` diffe´rents types de comportements me´caniques :
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Me´thode utilise´e
E´le´ments
Finis
APR
γ - 1 0.9 0.5 0
Nombre d’ite´rations du
processus d’optimisation
104 110 106 85 93
Nombre de re´solutions de
proble`mes line´aires globaux
108762 40155 39302 38771 53387
Gain en nombre de re´solutions
de proble`mes line´aires globaux
par rapport a` la me´thode EF
- 2.71 2.77 2.8 2.04
Tab. 3.4 – Comparaison du nombre de proble`mes line´aires globaux re´solus
pour diffe´rents processus d’optimisation.
Fig. 3.27 – Recalage des parame`tres pour γ = 0.5 et γ = 1.
e´lastoplastique ou plasticite´ endommageable. La me´thode adaptative permet
de traiter de fac¸on se´quentielle des proble`mes parame´tre´s fortement non-
line´aires du type re´solution de proble`mes inverses. Nous avons ainsi traite´
des proble`mes d’optimisation contenant de nombreuses ite´rations (> 100),
et avons remarque´ que dans ce cas, des e´ve`nements re´currents pouvaient ap-
paraˆıtre suite a` l’adaptation de la base re´duite. Nous avons donc apporte´ une
solution efficace a` l’atte´nuation de ces e´ve`nements re´currents en de´veloppant
un algorithme de re´duction adaptative de´die´ aux proble`mes d’optimisation
avec prise en compte de la pre´sence d’e´ve`nements re´currents nuisibles a` l’ef-
ficacite´ du processus.
Le prochain chapitre sera consacre´ a` l’utilisation des me´thodes APR et APHR
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non plus pour des suites de simulations, mais pour la re´solution de simula-
tions simultane´es.
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Chapitre 4
Simulations
multidimensionnelles
Jusqu’a` pre´sent, nous nous sommes inte´resse´s a` des processus purement
incre´mentaux se´quentiels : il s’agissait d’effectuer une suite de simulations sur
un axe de temps virtuel qui diffe´raient les unes des autres par une variation de
parame`tres. Cela pouvait e´galement eˆtre vu comme un parcours de l’espace
des parame`tres sur un axe de temps virtuel (FIG. 4.1).
Fig. 4.1 – Parcours de l’espace des parame`tres P sur un axe de temps virtuel.
Nous avons vu dans les e´quations (3.2) et (3.3) que la re´duction de mode`le
permettait de se´parer les variables d’espace et de temps, et ainsi, d’e´crire
u en repre´sentation a` variables se´pare´es sur l’espace (Ω0, t′) de la manie`re
suivante :
u (X , t; {p}m) =
k=s∑
k=1
ψ (n)
k
(X ) a
(n,m)
k (t; {p}m) (4.1)
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Ou encore, graˆce a` l’introduction d’un temps global :
u (X , t′) =
k=s∑
k=1
ψ (n)
k
(X ) a
(n)
k (t
′) (4.2)
Mais l’e´tat me´canique d’un syste`me peut eˆtre vu comme une fonction
de´pendant non seulement du temps et des variables de l’espace, mais aussi
des parame`tres tels que les parame`tres mate´riau. Ainsi, en conside´rant que le
parame`tre est aussi une coordonne´e, nous sommes dans le cadre d’une simula-
tion multidimensionnelle, et u (X , t; {p}m) s’e´crit maintenant u (X , t, {p}).
Nous conside´rons queX est devenu la nouvelle coordonne´e X˜ = (X , {p}),
un point dans un domaine multidimensionnel espace/parame`tres Ω˜ = (Ω0 ×
P). Il s’agit en fait de dupliquer le maillage du proble`me, autant de fois que
l’on a de cas a` traiter. Soit Ω˜ l’espace du maillage duplique´ (FIG. 4.2).
Fig. 4.2 – Suites de maillages sur l’espace Ω0 et maillage duplique´ sur l’espace
Ω˜ = Ω0 × P.
Conside´rant cette e´criture, le mode ψ k(X ) de la me´thode APHR devient
donc ψ k(X˜ ) et est donc de´pendant de X et de {p}. C’est donc un mode de
l’espace Ω˜. La re´duction de mode`le permet de se´parer les variables d’espaces
et les variables du temps (2.1.2). Elle doit maintenant eˆtre applique´e sur
ce nouvel espace Ω˜ = (Ω0 × P) afin de se´parer les variables d’espace et les
variables de parame`tres. Le but du travail est de proposer un algorithme dans
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lequel la se´paration de variables entre X et {p} sera effectue´e. On cherchera
donc a` e´crire ce mode sous la forme :
ψ k(X˜ ) =
Nl∑
j
Φ kj(X )gjk({p}) (4.3)
Il s’agit en fait de passer d’un syste`me multidimensionnel a` des simula-
tions simultane´es. On cherche a` e´crire u (X , t, {p}) sur un syste`me parti-
culier : une somme de syste`mes de´couple´s qui correspond a` une simulation
simultane´e de diffe´rents proble`mes. Pour un incre´ment de temps donne´, plu-
sieurs valeurs de parame`tres seront traite´es de manie`re simultane´e sur l’en-
semble du syste`me. Cela peut paraˆıtre aberrant de traiter de fac¸on couple´e des
proble`mes de´couple´s. Mais on aboutit a` une me´thode plus efficace en trai-
tant le proble`me multidimensionnel dans sa globalite´, plutoˆt que de fac¸on
se´quentielle (comme la repre´sentation par une suite de simulations sur un
axe de temps virtuel que l’on pre´sentait dans le chapitre ?? ). Ainsi, bien
qu’il semble plus complique´ d’envisager l’ensemble des proble`mes en meˆme
temps, paradoxalement, on obtient une meilleur efficacite´ nume´rique, comme
le prouveront les re´sultats des sections 4.4.7 et 4.5. Nous proposons donc un
solveur line´aire pour les syste`mes matriciels de type bloc sur la diagonale.
En effet, les proble`mes e´tant de´couple´s, chaque bloc de la matrice de rigidite´
correspond a` un proble`me. Nous obtiendrons ainsi une re´solution simultane´e
de proble`mes de´couple´s.
Dans ce chapitre, la premie`re section sera consacre´e a` la reformulation ge´ne´rale
d’un proble`me me´canique dans le cadre de simulations multidimensionnelles.
L’algorithme dans lequel s’effectuera la se´paration variables d’espace/variables
de parame`tres sera de´taille´ dans une seconde partie. Puis en troisie`me et en
quatrie`me partie, nous pre´senterons deux exemples d’utilisation de cet algo-
rithme. Ces deux exemples nous permettront de conclure quant a` l’efficacite´
de ce nouvel algorithme pour re´aliser des simulations simultane´es par rapport
a` l’utilisation d’une me´thode classique de re´duction de mode`le dans le cadre
de suites de simulations
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4.1. REFORMULATION DU PROBLE`ME ME´CANIQUE DANS LE
CADRE DE SIMULATIONS MULTIDIMENSIONNELLES
4.1 Reformulation du proble`me me´canique dans
le cadre de simulations multidimension-
nelles
4.1.1 Formulation du mode`le continu
Le but de la me´thode propose´e est d’estimer l’e´tat me´canique comme
une fonction de´finie dans un espace multidimensionnel Ω0 × P × ]0, T ], ou`,
rappelons le :
• Ω0 est la configuration de re´fe´rence du syste`me me´canique,
• P l’espace multiple relatif aux parame`tres du mode`le,
• ]0, T ] l’intervalle de temps.
Nous nous plac¸ons dans le cadre de grandes de´formations.
Rappelons e´galement que ∂Ω0 est la frontie`re du domaine Ω0 qui se
de´compose de manie`re classique ∂UΩ
0 ∪ ∂fΩ0. Sur la partie ∂fΩ0, on im-
pose un champ d’efforts donne´ f (., t; .) de´pendant du temps t.
Soit u (X , t, {p}) le champ de de´placements au temps t de´fini sur le
domaine Ω0 × P.
Ce champ est repre´sente´ en utilisant la me´thode des variables se´pare´es de la
manie`re suivante :
u (X , t, {p}) =
s∑
k=1
(
j=Nl∑
j=1
Φ kj(X )gkj({p})
)
ak(t) + u c(X , t)
∀X ∈ Ω0, ∀ {p} ∈ P , ∀t ∈ ]0, T ]
(4.4)
ou` :
• Φ j(X ) est un champ de de´placements de´fini sur H1(Ω0),
• gj({p}) une fonction scalaire de´finie sur L2(P),
• aj(t) une fonction scalaire continue du temps,
• u c(X , t) est une fonction donne´e qui vaut ze´ro presque partout et telle
que les conditions de Dirichlet de´finies sur ∂UΩ
0 ×P soient satisfaites.
Sur la partie ∂uΩ
0, on impose un de´placement u (X , ., t) = u c(X , t) ∀X ∈
∂UΩ
0. Ainsi, Φ j(X ) = 0 sur ∂UΩ
0.
Le champ de de´placements appartient a` l’espace Um des fonctions affines,
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de´fini par :
Um = {u (., t, .) ∈ H1(Ω0)
⊗
L2(P)|
∃(Φ j)j=1,...,γ ∃(gj)j=1,...,γ, ∃(aj)j=1,...,γ
u (X , t, .) = u c(X , t) ∀X ∈ ∂UΩ0
u (X , t, {p}) =
s∑
k=1
(
j=Nl∑
j=1
Φ kj(X )gkj({p})
)
ak(t) + u c(X , t)}
(4.5)
On peut introduire un espace de fonctions, Vm, espace des champs ad-
missibles a` ze´ro, de´fini par :
Vm = {u ∗(., t, .) ∈ H1(Ω0)
⊗
L2(P) | u ∗(X , t, .) = 0 ∀X ∈ ∂UΩ0} (4.6)
En transformations finies, le proble`me me´canique s’e´nonce alors comme
suit :
Trouver une estimation du champ de de´placements u ∈ Um satis-
faisant les e´quations de comportement du milieu continu et le principe des
travaux virtuels :∫
Ω0×P
ε(u ∗,u ) : Σ(F
∼
(u ) , τ ≤ t, {p}) dΩ0dp −∫
∂fΩ0×P
u ∗ · f (X , t, {p}) dΓ0dp =∫
Ω0×P
u ∗ · r vdΩ0dp+
∫
∂fΩ0×P
u ∗ · r bdΓ0dp
∀u ∗ ∈ Vm ∀ u ∗ ∈ V , ∀t ∈ ]0, T ] (4.7)
avec la condition suivante :
∫
Ω0×P
r v.r vdΩ
0dp+
∫
∂fΩ0×P
r b.r bdΓ
0dp ≤ ǫR + εh ∀t ∈ ]0, T ] (4.8)
4.1.2 Formulation du mode`le APHR.
L’utilisation de fonctions tests bien adapte´es est le point clef d’une repre´senta-
tion efficace a` l’aide de la me´thode de se´paration de variables.
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En principe, l’e´quation (4.7) n’est pas une e´quation a` variables se´pare´es,
car on ne peut pas choisir un tenseur de contrainte S
e
a` l’aide de variables
se´pare´es, sans introduire une nouvelle erreur d’approximation. De plus, a`
cause de la non-line´arite´ du proble`me, il est difficile, voire impossible dans
de nombreux cas, de montrer que l’ope´rateur Σ
e
est se´parable en temps, en
espace et en parame`tres.
Ainsi, ce n’est pas possible de re´e´crire les inte´grales de´finies sur Ω0×P ou
∂Ω0 × P comme une somme de produits d’inte´grales mono-dimensionnelles
de´finies sur P et Ω0 ou ∂Ω0, comme propose´ en [Ammar et al., 2006b] et [Gon-
zalez et al., 2010].
C’est la raison pour laquelle nous proposons de comple´ter la me´thode d’Hy-
per Re´duction propose´e en [Ryckelynck, 2005] et [Ryckelynck, 2009] pour les
me´thodes de se´paration de variables.
Nous appelerons ”sche´ma d’inte´gration tronque´e”, ce sche´ma d’inte´gration
simplifie´. La particularite´ de l’approche propose´e est l’extension du sche´ma
d’inte´gration tronque´e aux proble`mes admettant des conditions aux limites.
La solution (4.4) sera calcule´e de manie`re adaptative.
Contrairement a` ce qui est propose´ en [Ammar et al., 2006b] et [Ammar
et al., 2006a], ou` la solution et chaque correction sont cherche´es sur tout l’in-
tervalle de temps, nous choisissons de travailler avec un sche´ma incre´mental.
En effet, nous proposerons en section 4.2 un algorithme a` imple´menter dans
le code de calcul Ze´BuLoN, et il s’ave`re plus facile de modifier un code de
calcul standard existant en conservant une approche incre´mentale.
L’algorithme adaptatif utilise´ pour construire cette solution est un algorithme
de pre´vision-correction. Cet algorithme est donc incre´mental : l’intervalle de
temps est divise´ en plusieurs incre´ments de temps. On peut pre´dire l’e´tat
me´canique du syste`me a` la fin de chaque incre´ment a` condition de connaˆıtre
l’e´tat au de´but de l’incre´ment. A chaque incre´ment de temps, on adapte le
sous-espace des fonctions gj({p}) et aj(t) si cela s’ave`re ne´cessaire.
L’algorithme propose´ est similaire a` celui propose´ en [Gonzalez et al., 2010].
En effet, il est applique´ pas a` pas sur l’intervalle de temps en utilisant un
sche´ma d’inte´gration tronque´e.
Supposons que l’on connaˆıt une repre´sentation a` variables se´pare´es du syste`me
au temps t.
Pendant l’e´tape de pre´vision, la repre´sentation a` variables se´pare´es des champs
de´finis sur Ω0×P est similaire a` un mode`le d’ordre re´duit, dont les variables
d’e´tat re´duites sont les valeurs des fonctions (aj(t))j=1,...,Nl a` la fin de chaque
incre´ment de temps.
Pour pouvoir calculer les variables d’e´tat re´duites (si le nombre de celles-ci
est assez faible), on peut conside´rer une restriction des e´quations d’e´quilibres
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au domaine d’inte´gration tronque´e WΠ, sous-domaine de Ω0 × P (en ef-
fet, comme on a peu de variables d’e´tats re´duites a, on n’a pas besoin de
toutes les e´quations, donc on effectue une inte´gration tronque´e). Ce domaine
d’inte´gration tronque´e est le support des fonctions tests tronque´es, relatives
a` la repre´sentation a` variables se´pare´es connue. Il s’agit en fait du RID (sec-
tion 2.4 ).
Dans la formulation des e´quations d’e´quilibre propose´e ci-dessus, les fonc-
tions tests appartiennent a` l’espace entier Ω0.
Mais de nombreuses conditions d’e´quilibres peuvent eˆtre introduites utilisant
diffe´rents espaces de vecteurs, a` condition que le rang de ces e´quations soit
e´gal au nombre d’inconnues Nl, qui est aussi la dimension du mode`le d’ordre
re´duit de´fini par la repre´sentation a` variables se´pare´es.
Ainsi, de la meˆme manie`re qu’en [Ryckelynck, 2005] et [Ryckelynck, 2009],
nous proposons d’introduire un espace de vecteurs des fonctions tests tron-
que´es, note´ WΠ et tel que :
WΠ = {u ∗(., .) ∈ H1(Ω0)
⊗
L2(P)|
u ∗(X , t, .) = 0 ∀X ∈ ∂UΩ0
u ∗(X , t, {p}) = h(X , {p})
j=γ∑
j=1
Φ j(X )gj({p})a∗j
h(X , {p}) ∈ C∞(Ω0 × P)
h(X , {p}) = 0 ∀(X , {p}) /∈ WΠ
min
h∈C∞(Ω0×P)
∫
WΠ
(1− h)2dΩ}
(4.9)
En utilisant cet espace pour les fonctions tests, les inte´grales de´finies sur
l’espace comple´mentaire de WΠ sont nulles.
Ainsi, le proble`me de pre´vision est :
Connaissant (Φ j)j=1,...,γ et (gj)j=1,...,γ, trouver (aj(t))j=1,...,γ tels que
u ∈ U minimise ηΠ, et tel que :
ηΠ =
∫
WΠ
r v.r vdΩ
0dp+
∫
∂fΩ0×P∩WΠ
r b.r bdΓ
0dp (4.10)
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et
∫
WΠ
ε(u ∗,u ) : Σ(F
∼
(u ) , τ ≤ t; {p}) dΩ0dp −∫
∂fΩ0×P∩∂WΠ
u ∗ . f (X , t, {p}) dΓ0dp =∫
WΠ
u ∗.r vdΩ
0dp+
∫
∂fΩ0×P∩∂WΠ
u ∗.r bdΓ
0dp
∀ u ∗ ∈ WΠ, ∀t ∈ ]t0, tf ] (4.11)
Si mes(Ω0 × P)ηΠ > mes(WΠ)Cǫǫr, ou` Cǫ < 1 (en pratique, Cǫ = 0.1),
cette e´tape de pre´vision est suivie par une e´tape de correction.
Celle-ci consiste a` trouver une repre´sentation a` variables se´pare´es adapte´e
satisfaisant l’e´quation (4.7).
Cette e´quation e´tant non-line´aire, en trouver une solution est avantageuse
par rapport a` l’e´tape de pre´vision.
En effet, comme la re´solution est ite´rative, du fait de la non-line´arite´, en
partant d’une pre´vision qui approche de la solution finale, il y a moins
d’ite´rations a` effectuer pour traiter la non-line´arite´. Il s’agit d’une bonne
initialisation du processus ite´ratif lie´ au traitement des non-line´arite´s.
On trouve cette solution graˆce a` un algorithme ite´ratif de Newton-Raphson.
On comple`te la pre´vision u par plusieurs corrections δu . Ces corrections sont
obtenues en re´solvant le proble`me line´aire en δu suivant :
Trouver RX(X ) et Rp({p}) tels que :
δu =
∑
k
RXk(X )Rpk({p}) (4.12)
et
∫
Ω0×P
ε(u ∗,u ) : Σ(F
∼
(u ) , τ ≤ t; {p}) +K
∼
: ε(δu , 0) dΩ
0dp
−
∫
∂fΩ0×P
u ∗ . f (X , t, {p}) dΓ0dp =∫
Ω0×P
u ∗.rˆ vdΩ
0dp+
∫
∂fΩ0×P
u ∗.rˆ bdΓ
0dp
∀ u ∗ ∈ WΠ, ∀t ∈ ]t0, tf ] (4.13)
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ou` K
∼
est le tenseur rigidite´ tangent classique. Comme propose´ en [Gon-
zalez et al., 2010], VR est l’espace des fonctions tests de´finies comme telles :
u ∗ = R ∗X(X )Rp({p}) +RX(X )R∗p({p}) (4.14)
A cause de ce choix de fonctions tests, le proble`me pre´ce´dent est un
proble`me non-line´aire en RX et Rp. Les nouvelles fonctions Φ et g sont
obtenues en normant respectivement les fonctions R et Rp. On obtient une
solution approche´e satisfaisante des e´quations (4.12) a` (4.13) graˆce a` l’algo-
rithme du point fixe, en choisissant un crite`re de qualite´ relativement souple.
Le premier champ RX est donne´ par les conditions d’e´quilibres relatives au
point de P ayant le re´sidu d’e´quilibre le plus e´leve´, puis, RX est approxime´
graˆce a` la description e´le´ments Finis 3D classique.
Rp est une fonction constante par morceaux.
Ainsi, la simulation multi-dimensionnelle peut eˆtre vue comme une simula-
tion simultane´e de proble`mes me´caniques similaires. La proble`me a` re´soudre
pour trouver RX a la meˆme dimension que le mode`le classique e´le´ments Fi-
nis relatif a` une unique valeur de parame`tres.
A cause de la repre´sentation a` variables se´pare´es des de´placements, mais aussi
de l’utilisation de la repre´sentation E´le´ments Finis des fonctions de X , ce
n’est pas toujours possible de choisir ǫR aussi petit qu’on le voudrait.
4.2 Pre´sentation de l’algorithme
Rappelons notre objectif : nous voulons traiter des proble`mes similaires
dans le cadre d’une e´tude de sensibilite´ ou d’une surface de re´ponses.
Dans l’algorithme APHR pre´sente´ en section 2.3.1, l’e´tape 4 consiste a` cher-
cher une correction, et ce calcul de la correction E´le´ments Finis est effectue´
en utilisant un algorithme de Newton-Raphson. Nous rappelons que la cor-
rection des de´placements est telle que :∫
Ω0
ε(u ∗,u
(n)
POD + δu
(n)
h ) : Σ(F∼ (u
(n)
POD + δu
(n)
h ) , τ ≤ t; {p}α) dΩ0
−
∫
∂fΩ0
u ∗ . f (X , t; {p}α) dΓ0 =
∫
Ω0
u ∗.r vdΩ
0 +
∫
∂fΩ0
u ∗.r bdΓ
0
(4.15)
∀ u ∗ ∈ Vh, ∀t ∈ ]t0, tf ]
Puisque c’est le couˆt de cette e´tape que l’on cherche a` diminuer, il est
donc ne´cessaire de diminuer le couˆt du solveur line´aire.
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Nous cherchons donc a` programmer un solveur line´aire pour les syste`mes ma-
triciels de type bloc sur la diagonale. En effet, les proble`mes e´tant de´couple´s,
chaque bloc de la matrice de rigidite´ correspond a` un proble`me.
Nous obtiendrons ainsi une re´solution simultane´e de proble`mes de´couple´s.
Dans le cadre d’une mise en œuvre d’un algorithme de Newton Raphson,
nous devons re´soudre des syste`mes line´aires de la taille d’un seul cas de
calcul. En effet, la dimension du proble`me a` re´soudre pour trouver RX est
la meˆme que celle d’un proble`me E´le´ments Finis relatif a` une unique valeur
de parame`tres.
La matrice de rigidite´ [K] du proble`me multidimensionnel s’e´crit sous
la forme d’une matrice diagonale par bloc, et les vecteurs re´sidus {R} et
de´placements {u} s’e´crivent de la manie`re suivante :
[K] =

[
K˜1
]
0 ... 0 0
0
[
K˜2
]
... 0 0
0 0 ... 0 0
0 0 ...
[
K˜m−1
]
0
0 0 ... 0
[
K˜m
]

, {R} =

R˜1
R˜2
.
.
.
R˜m−1
R˜m

{u} =

u˜1
u˜2
.
.
.
u˜m−1
u˜m

ou` chaque bloc
[
K˜
]
est associe´ a` un proble`me relatif a` un jeu de pa-
rame`tres. On conside`re que l’on a m proble`mes a` traiter.
L’algorithme du solveur line´aire a e´te´ programme´ dans le code de calcul
Ze´BuLoN, et les principales e´tapes sont donne´es dans l’Algorithme 9.
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Data: [K], {R}, {u}, m, le vecteur force {F}, εsolve (seuil de
convergence)
Result: la nouvelle valeur des de´placements u
initialisation;
{R} = {F} − [K] · {u};
Recherche de rmax, le rang correspondant au re´sidu
{
R˜
}
rmax
de norme
sup maximum;
||
{
R˜
}
rmax
||ini = ||
{
R˜
}
rmax
||;
while (||
{
R˜
}
rmax
|| > εsolve) do
Extraire
[
K˜
]
rmax
de [K];
Re´solution de
[
K˜
]
rmax
.{δu}rmax =
{
R˜
}
rmax
a` l’aide d’un solveur
pour matrices creuses;
Correction des de´placements correspondant au bloc no rmax
(correspondant a` chaque fonction de l’espace) :
{u˜}rmax = {u˜}rmax + {δu}rmax ;{
B˜
}
=
{δu}rmax
||{δu}rmax||
;
Recherche de fonctions de´pendantes des parame`tres;
for i 6= rmax tel que le proble`me no i n’ait pas encore e´te´ traite´ do
bi =
{
B˜
}T {
R˜
}
i{
B˜
}T [
K˜
]
i
{
B˜
} ;
{δu}i =
{
B˜
}
bi (produit d’une fonction d’espace et d’une
fonction des parame`tres);
Correction des de´placements correspondant au bloc no i :
{u˜}i = {u˜}i + {δu}i;
Correction des re´sidus correspondant au bloc no i :{
R˜
}
i
=
{
R˜
}
i
−
[
K˜
]
i
{δu}i;
end
Nouvelle recherche de rmax;
end
Algorithm 9: Solveur line´aire pour les syste`mes matriciels de type bloc
sur la diagonale
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4.3 Construction d’un RID multidimension-
nel
Dans la section 2.4, nous avons de´crit les principales e´tapes de la construc-
tion d’un RID.
Nous reprenons ici les e´tapes de cette construction en simulation multidi-
mensionnelle : seules les e´quations (2.52) et (2.53) onte´te´ modifie´es.
Au de´but de ce chapitre, nous avons de´fini Ω˜ = Ω × P comme l’espace du
maillage duplique´ (cf. FIG. 4.2). Cet espace est tel que Ω˜ =
Ne⋃
ei=1
Ω˜ei .
• Cre´ation d’un premier set de s e´le´ments assurant la “visibilite´” du
chargement exte´rieur par notre formulation et constituant le RID initial
L(0)g .
• Ajout des re´gions d’inte´reˆt particulier.
• Ajout des re´gions ou` se passent les transformations les plus significa-
tives. Les vecteurs de la base (Y k)k=1...ξ repre´sentant ces transforma-
tions pour les variables internes, nous choisirons donc les ξ e´le´ments ou`
l’e´nergie associe´e aux variables internes atteint son maximum, i.e :
ej = argmax
ei
∫
Ω˜ei
Y k · Y kdΩ (4.16)
Nous obtenons ainsi la version L(1)g du RID.
• Nous pouvons aussi choisir pour chaque vecteur ψ
k
l’e´le´ment ou` se
localise le maximum de la de´formation, soit :
ej = argmax
ei
∫
Ω˜ei
ε
∼
(ψ
k
) · ε
∼
(ψ
k
)dΩ (4.17)
Nous choisirons alors les d e´le´ments supple´mentaires et ceci constitue
la version L(2)g du RID.
L’extension du RID par ajout des e´le´ments connecte´s a` ceux de´ja` se´lectionne´s
constitue la version finale L(3)g du RID.
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4.4 Re´sultats nume´riques d’une simulation mul-
tidimensionnelle
4.4.1 Analyse de sensibilite´.
Tous les re´sultats pre´sente´s dans cette section ont e´te´ publie´s dans [Sar-
bandi et al., 2010]. Le lecteur pourra trouver cet article en annexe 4.5. Nous
avons pre´cise´ lors de l’introduction que l’e´tat me´canique d’un syste`me peut
eˆtre vu comme une fonction de´pendant non seulement du temps et des va-
riables de l’espace, mais aussi des coefficients mate´riau, dans le cadre d’une
simulation multidimensionnelle.
La simulation multidimensionnelle des mate´riaux semble eˆtre une approche
se´duisante graˆce aux re´cents travaux d’Ammar et al. [Ammar et al., 2006b]
[Ammar et al., 2006a] sur les algorithmes base´s sur la repre´sentation en va-
riables se´pare´es. Les mode`les que nous e´tudions sont multidimensionnels, duˆ
a` la variation des proprie´te´s des mate´riaux.
L’algorithme propose´, ainsi que la me´thode de se´paration de variables et la
me´thode d’inte´gration tronque´e sont ge´ne´riques. Ils peuvent eˆtre applique´s a`
diffe´rents proble`mes me´caniques. Pour illustrer le fait que l’on peut appliquer
la me´thode propose´e a` des lois de comportement tre`s complexes, nous allons
appliquer notre me´thode afin de simuler des transformations de frittage.
Les parame`tres mate´riaux du mode`le constitutif doivent eˆtre de´termine´s
expe´rimentalement, et utilise´s lors de l’analyse E´le´ments Finis.
Il est e´vident que, si les re´sultats de la simulation E´le´ments Finis de la
de´formation par frittage peuvent eˆtre fortement affecte´s par les variations de
certains parame`tres, l’effet de ces meˆmes variations sur d’autres parame`tres
peut eˆtre ne´gligeable.
Par conse´quent, l’analyse de l’effet d’une variation de parame`tres est impor-
tante, car elle peut fournir une aide sur le niveau d’incertitude que l’on peut
tole´rer pour ces parame`tres. En d’autres termes, les parame`tres ayant peu
d’effet peuvent eˆtre identifie´s pour une classe de mate´riaux assez large. Mais
ceux dont l’effet produit est important, doivent eˆtre spe´cifie´s avec une grande
pre´cision pour chaque mate´riau conside´re´.
4.4.2 Loi constitutive pour le frittage.
Les transformations de frittage peuvent eˆtre vues comme des transforma-
tions thermome´caniques avec de´formations thermiques irre´versibles couple´es
a` des transformations viscoplastiques. Le mode`le utilise´ ici a e´te´ de´veloppe´
dans le cadre de la the`se de Sarbandi [Sarbandi et al., 2010]. On suppose
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que la tempe´rature est uniforme sur tout le domaine multidimensionnel Ω0×
P×]t0, tf ]. En ge´ne´ral, le taux de de´formation pendant le cycle de frittage
d’un corps ce´ramique est constitue´ de trois termes : le taux de de´formation
thermique re´versible, le taux de de´formation durant le frittage irre´versible,
et le taux de de´formation viscoplastique, comme le montrent les e´quations
suivantes.
ε˙
∼
= ε˙th 1
∼
+ ε˙s(f, T ) 1
∼
+ ε˙
∼vp
(4.18)
ou` 1
∼
est le tenseur unite´ du second ordre. Le tenseur taux de de´formation
est de´fini en utilisant la de´composition polaire du gradient de de´formation :
F
∼
= R
∼
.U
∼
and ε˙
∼
=
1
2
R
∼
T .(F˙
∼
.F
∼
−1 + F
∼
−T .F˙
∼
T
).R
∼
(4.19)
ou` R
∼
est un tenseur de rotation pure. La contrainte conjugue´e G
∼
est telle
que :
σ
∼
= R
∼
.G
∼
.R
∼
T (4.20)
Le taux de de´formation durant le frittage est une fonction de la tempe´rature
(T ) et de la porosite´ (f) et s’e´crit :
ε˙s(f, T ) = −f yAsexp(−Qs
R T
) (4.21)
Le taux de de´formation viscoplastique induit par la contrainte me´canique
G
∼
s’e´crit :
G
∼
= η(T )M
∼
(4)(T, f) : ε˙
∼vp
(4.22)
ou` η est la viscosite´ M
∼
(4)(T, f) est le tenseur du quatrie`me ordre, qui, en
ge´ne´ral, ne de´pend pas du tenseur des contraintes σ
∼
quand le niveau de
contrainte est tre`s petit :
M
∼
(4)(T, f) = F (f) I
∼
(4) +
3
2
C(f) J
∼
(4) (4.23)
ou` I
∼
(4) et J
∼
(4) sont des tenseurs du quatrie`me ordre :
I
∼
(4) : ε˙
∼vp
= Tr(ε˙
∼vp
) 1
∼
(4.24)
J
∼
(4) : ε˙
∼vp
= ε˙
∼vp
− 1
3
Tr(ε˙
∼vp
) 1
∼
(4.25)
Les coefficients C et F de´pendent de la porosite´ f (dans le cas d’un corps
dense, f = 0 , C = 1 et F = 0). On suppose qu’ils sont de la forme suivante :
C(f) = 1 + x fn F (f) = z fm (4.26)
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La viscosite´ s’e´crit :
η(T ) = Bsexp(
−Qs
RT
) (4.27)
ou` Qs et T sont respectivement l’e´nergie d’activation et la tempe´rature abso-
lue. Le changement de porosite´ est gouverne´ par le taux de de´formation tel
que :
f˙ = (1− f) Tr(ε˙
∼
− ε˙th 1
∼
) (4.28)
As, Bs, Qs, m, n, x, y et z sont les coefficients intrinse`ques du mate´riau,
qui doivent eˆtre identifie´s par des tests expe´rimentaux.
4.4.3 La repre´sentation E´le´ments Finis
Comme nous l’avons pre´cise´ dans la section pre´ce´dente, les de´formations
istropiques dues au frittage sont constitue´es de plusieurs parame`tres associe´s
au frittage (thermique) ou aux sollicitations me´caniques. De par la varia-
bilite´ des proprie´te´s du mate´riau, il peut s’ave´rer inte´ressant d’e´tudier la
sensibilite´ de la re´ponse me´canique a` diffe´rents coefficients mate´riau. Les pa-
rame`tres d’un mode`le doivent eˆtre de´termine´s expe´rimentalement, et utilise´s
lors de l’analyse E´le´ments Finis. Il est e´vident que, tandis que les re´sultats de
la simulation E´le´ments Finis d’un certain mode`le seront fortement affecte´s
par les variations de certains parame`tres, l’effet de ces meˆmes variations sur
d’autres parame`tres sera ne´gligeable.
Nous nous inte´ressons a` 2 re´ponses de l’effet de la perturbation des pa-
rame`tres me´caniques sur la flexion d’une poutre :
(i) le de´placement horizontal maximum de la poutre encastre´e durant le trai-
tement thermique (U1)
(ii) la flexion maximum de la poutre encastre´e due au frittage (U2).
Ces 2 re´ponses sont line´airement relie´es aux 5 parame`tres par une matrice
de sensibilite´ [S].
La colonne des re´ponses est note´e {Y }, {Y }T = {U2, U1}. On conside`re
deux niveaux pour chacun des cinq parame`tres me´caniques du mode`le.
En d’autres termes, 25 points de P sont examine´s afin de cre´er un plan fac-
toriel complet. Nous proposons de simuler ces 32 cas nume´riques de manie`re
simultane´e. La repre´sentation des parame`tres e´tant constante par morceaux,
il s’ave`re que le mode`le nume´rique est un mode`le E´le´ments Finis discontinu,
de´fini dans un espace euclidien Ω̂0 qui imite le domaine Ω0 × P . Le syste`me
me´canique de´fini dans Ω̂0 contient les 32 poutres qui sont associe´es a` chaque
cas d’e´tude (pour chaque perturbation). Cette ge´ome´trie est pre´sente´e en fi-
gure FIG. 4.3. Ce maillage est assez lourd, puisque chaque proble`me contient
400 e´le´ments. La maillage entier est donc constitue´ de 12800 e´lements qua-
dratiques (32× 400).
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Fig. 4.3 – Maillage et exemple de la contrainte de Von Mises relative au
proble`me multidimensionnel vu dans l’espace virtuel 2D Ω̂0 qui imite Ω0×P
[Sarbandi et al., 2010]p.
4.4.4 Assignation des parame`tres
Les parame`tres dont les valeurs sont constantes tout au long de l’e´tude,
sont tous associe´s a` l’aspect frittage (thermique) du mode`le. Ces parame`tres
sont fixe´s et leurs valeurs sont liste´es en table TAB. 4.1.
Parame`tres du mode`le Valeurs optimise´es
AS 1.2548274354e+3
y 4.5206134869
QS 1.8133327934e+5
Tab. 4.1 – Parame`tres de frittage apre`s optimisation.
Nous avons vu que la loi de comportement de´pend, entre autres, de 5 coef-
ficients mate´riaux BS,m,n,x,z qui sont obtenus par re´solution d’un proble`me
inverse. Les valeurs obtenues de ces coefficients sont pre´sente´es dans la table
TAB. 4.2.
Les deux premiers parame`tres (x et n) sont lie´s a` la partie de´viatorique du
mode`le qui repre´sente la de´formation due au cisaillement pendant le frittage.
Les deux parame`tres suivants (z et m) sont lie´s a` la partie sphe´rique du
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Parame`tres du mode`le Valeurs optimise´es
x 1.45386139054
n 1.06450577625
z 9.16276723203e-1
m 1.2735633572
BS 8.76336201142e-3
Tab. 4.2 – Parame`tres me´caniques apre`s optimisation.
mode`le. Ils repre´sentent la de´formation volumique (re´tre´cissement due au
frittage) de la ce´ramique. Le dernier parame`tre influent BS est repre´sentatif
de la viscosite´ de la pie`ce en ce´ramique pendant le traitement thermique.
On regarde l’influence d’une perturbation de ±5% de ces parame`tres
me´caniques sur le mode`le. On a donc 2 niveaux par parame`tre, soit 25 = 32
cas nume´riques.
4.4.5 Construction de la matrice de sensibilite´.
Nous avons assigne´ a` chacun des cinq parame`tres me´caniques du mode`le
une valeur ”haute” et une valeur ”basse”, et nous allons effectuer une unique
simulation contenant toutes les combinaisons possibles de ces valeurs de pa-
rame`tres, soit 32 proble`mes diffe´rents.
{p} =

x
n
z
m
Bs
 = {p0}, {p1}, {p2}...{p32} (4.29)
A` la fin de cette simulation simultane´e, on utilise des techniques standards
pour analyser la variation de la re´ponse des variables, graˆce au tableur Excel
et au logiciel de calcul matriciel Matlab.
On suppose que les deux re´ponses concerne´es U1 et U2 sont line´airement
relie´es aux cinq parame`tres par une matrice de sensibilite´ [S]. La diffe´rence
de la valeur des re´ponses par rapport au cas de re´fe´rence a e´te´ calcule´e pour
tous les cas possibles de la manie`re suivante :
{δYi} = {Yi} − {Y0} (4.30)
De la meˆme manie`re, la variation de la valeur des coefficients par rapport
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a` leur valeur de re´fe´rence est de´termine´e de cette fac¸on :
{δpi} = {pi} − {p0} (4.31)
Alors la matrice de sensibilite´ est de´compose´e en deux matrices diffe´rentes,
et est relie´e a` la matrice de de´viation des parame`tres telle que :
{δYi} = [Gi].{Ŝ} = [S].{δpi} (4.32)
En minimisant le terme suivant, on obtient d(Ŝ), qui est utilise´ comme
indice de sensibilite´.
J(Ŝ) =
32∑
i=1
({δYi} − [Gi].{Ŝ})T .({δYi} − [Gi].{Ŝ}) (4.33)
dJ(Ŝ) = −2
32∑
i=1
d(Ŝ)T .[Gi]
T ({δYi} − [Gi].{Ŝ}) (4.34)
dJ(Ŝ) = 0 (4.35)
(
32∑
i=1
[Gi]
T .[Gi]).Ŝ =
32∑
i=1
[Gi]
T .{δYi} (4.36)
4.4.6 Comparaison des re´sultats obtenus avec la me´thode
EF et la me´thode APHR
Dans cette section, nous allons comparer les re´sultats fournis par la me´thode
APHR propose´e avec les re´sultats obtenus par une simulation classique se´-
quentielle E´le´ments Finis. En effet, nous choisissons de prendre comme re´fe´rence
un calcul se´quentiel E´le´ments Finis standard, car les proble`mes e´tant de´couple´s,
cela n’aurait pas de sens de traiter ce proble`me par une simulation simultane´e.
Cette solution E´le´ments Finis classique consiste a` traiter chaque proble`me
correspondant a` un set de parame`tres l’un apre`s l’autre.
Nous pouvons trouver en figure FIG. 4.4 l’histogramme de sensibilite´
des simulations E´le´ments Finis. Ce sont les 10 coefficients (5 parame`tres ×
2 re´ponses) de la matrice de sensibilite´ [S] qui sont repre´sente´s. L’axe x
repre´sente les 5 parame`tres Pi,(i=1,...,5) (respectivement x, n, z, m, BS) tandis
que les re´ponses (U1 et U2) peuvent eˆtre localise´es sur l’axe y.
Sur l’axe z, nous pouvons trouver l’intensite´ des coefficients de la matrice
de sensibilite´ [S] en e´chelle logarithmique.
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Nous pouvons alors remarquer que le parame`tre le plus sensible a` une per-
turbation de ±5% est le cinquie`me parame`tre, BS (parame`tre relie´ a` la visco-
site´), tandis qu’une meˆme perturbation des parame`tres lie´s a` la de´formation
volumique due aux effets me´caniques (z et m) ne perturbe aucune re´ponse.
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Fig. 4.4 – Sensibilite´ de la re´ponse a` une perturbation de parame`tres pour
la simulation se´quentielle E´le´ments Finis [Sarbandi et al., 2010].
De ce fait, la flexion de la poutre encastre´e et le de´placement horizontal
qu’elle subit pendant le frittage sont plus sensibles a` la perturbation vis-
queuse, plutoˆt qu’a` la partie de´viatorique ou sphe´rique du mode`le. Ainsi,
le parame`tre de viscosite´ doit eˆtre de´termine´ pre´cise´ment. Les autres pa-
rame`tres me´caniques du mode`le peuvent eˆtre de´termine´s pour une classe
plus large de mate´riaux similaires.
Les re´sultats quantitatifs obtenus en utilisant la me´thode APHR sont
tre`s proches de ceux obtenus avec la me´thode E´le´ments Finis (FIG. 4.4) : le
parame`tre le plus sensible est la parame`tre de viscosite´ (BS), et aucune des
re´ponses n’est perturbe´e par une variation des parame`tres relie´s a` la partie
sphe´rique du mode`le (z et m).
4.4.7 Efficacite´ de la simulation simultane´e en utilisant
la me´thode APHR.
Dans cette partie, nous comparererons trois strate´gies de calcul :
• la simulation classique e´le´ments Finis,
• la simulation simultane´e de proble`mes en utilisant la me´thode APR,
• la simulation simultane´e de proble`mes en utilisant la me´thode APHR.
Comme nous l’avons de´ja` mentionne´, le proble`me a` re´soudre pour trouver
RX est de meˆme dimension que le mode`le classique E´le´ments Finis relatif
a` une unique valeur de parame`tres. Pour chaque strate´gie, nous pourrons
comparer :
• le nombre Ng de proble`mes line´aires classiques E´le´ments Finis,
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• le nombre Nl de calculs locaux de la contrainte aux points de Gauss,
sur l’incre´ment de temps concerne´ (afin de ve´rifier que le proble`me a
bien e´te´ simplifie´, suite a` l’utilisation de l’Hyper Re´duction.),
• le nombre Nu d’inconnues du syste`me.
Le Domaine d’Inte´gration Re´duit a e´te´ construit en ajoutant tous les
e´le´ments du premier maillage comme zone d’inte´reˆt. La figure FIG. 4.5 montre
les e´le´ments en rouge sur lesquels la fonction h dans l’e´quation (4.9) n’est
pas nulle. Ce maillage contient en moyenne 750 e´le´ments, soit 17 fois moins
que dans le maillage entier.
Fig. 4.5 – Maillage E´le´ments Finis et Domaine d’Inte´gration Re´duit (en
rouge) utilise´s pour l’analyse de sensibilite´ des parame`tres me´caniques avec
la me´thode EF ou les me´thodes de re´duction a priori [Sarbandi et al., 2010].
Les parame`tres de la me´thode de re´duction de mode`les sont ǫR = 3.10
−3
et εPOD = 10
−8.
Le tableau TAB. 4.3 re´sume les re´sultats obtenus.
Pour la strate´gie E´le´ments Finis classique, Nu est le nombre de degre´s de
liberte´s du syste`me, soit 2546 (comme les proble`mes simultane´s ne sont pas
couple´s, cela n’aurait aucun sens de comparer le nombre de degre´s de liberte´s
(32×2546) du mode`le E´le´ments Finis simultane´.). Pour les strate´gies utilisant
la me´thode APHR, il s’agit du nombre de modes empiriques contenus dans
la base, soit 5 modes. La POD permet de re´duire le nombre d’inconnues Nu.
Celui-ci a e´te´ divise´ par 510.
Pour la strate´gie propose´e, Nl est la valeur de´finie dans l’e´quation (4.4) a`
la fin de la simulation simultane´e. Pour la strate´gie E´le´ments Finis, il s’agit du
nombre d’appels de re´solutions des proble`mes locaux, multiplie´ par le nombre
de points de gauss du syste`me (4 points de gauss pour chaque e´le´ment), soit
4× 12800× 1174 = 60, 108, 800. Pour la strate´gie APR ainsi que la me´thode
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Strate´gies Ng Nl Nu
EF se´quentiel 32× 981 = 12800× 4× 1183 = 2546
31392 60, 569, 600
Simulation simultane´e
sans HR (APR) 1399 12800× 4× 1174 = 5
60, 108, 800
Simulation simultane´e
avec HR (APHR) 1399
12800× 4× 72 + 750× 4×
1358 =
5
7, 760, 400
Tab. 4.3 – Nombre de solutions globalesNg, de solutions localesNl et nombre
d’inconnues Nu relatifs a` chaque strate´gie
APHR, il s’agit de la somme du nombre d’appels de re´solutions de proble`mes
locaux pendant l’e´tape de pre´diction (dans cette e´tape, qui se fait en mode`le
d’ordre re´duit, le nombre d’e´le´ments est celui contenu le domaine entier pour
l’APR, soit 12800, et dans le RID pour l’APHR, soit 750 en moyenne) , et
pendant l’e´tape de correction (cette e´tape se faisant en base comple`te, le
nombre d’e´le´ments est le nombre total d’e´le´ments, soit 12800). L’utilisation
de l’Hyper Re´duction a permis de diviser ce nombre par 6.5.
On rappelle que la dimension du proble`me a` re´soudre pour trouver Rx
est la meˆme que celle d’un mode`le E´le´ments Finis relatif a` une unique valeur
de parame`tres. C’est pour cela que l’on comparera le nombre de proble`mes
line´aires E´le´ments Finis a` re´soudre pour chaque strate´gie. Ce nombre est note´
Ng. Pour la strate´gie E´le´ments Finis, il s’agit du nombre total d’ite´rations
multiplie´ par le nombre de proble`mes, soit 981× 32 = 31392. Pour les deux
autres me´thodes, il s’agit du nombre d’appels a` la re´solution des proble`mes
line´aires globaux, c’est-a`-dire le nombre de passages dans le solveur line´aire
de´crit dans la section 4.2. Le nombre de proble`mes line´aires globaux pour la
me´thode E´le´ments Finis a e´te´ divise´ par 22, prouvant ainsi l’efficacite´ de la
me´thode propose´e.
L’utilisation de la me´thode APHR rend donc le solveur base´ sur la repre´-
sentation a` variables se´pare´es tre`s efficace, dans le cas de simulations simul-
tane´es impliquant des e´quations inse´parables.
4.4.8 Conclusion.
L’analyse sensitive des parame`tres me´caniques d’un mode`le de frittage a
e´te´ effectue´e suivant trois diffe´rentes strate´gies :
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• la simulation classique se´quentielle E´le´ments Finis,
• la simulation simultane´e de proble`mes en utilisant la me´thode APR,
• la simulation simultane´e de proble`mes en utilisant la me´thode APHR.
La me´thode de variables se´pare´es a e´te´ applique´e en distinguant trois
sortes de fonctions :
• les fonctions de l’espace,
• les fonctions du temps,
• les fonctions de´pendant des coefficients mate´riau du mode`le de frittage.
Il est clair que l’Hyper Re´duction ame´liore l’efficacite´ de la me´thode des
variables se´pare´es dans un cas impliquant des e´quations inse´parables. Lors de
la construction de la me´thode des variables se´pare´es, de nouvelles fonctions
d’e´tats ont e´te´ construites, satisfaisant le syste`me line´aire de dimension e´gale
a` la dimension du mode`le E´le´ments Finis.
La re´duction de la complexite´ du proble`me est due a` la re´duction du nombre
de proble`mes line´aires a` re´soudre. En effet, ce nombre a e´te´ divise´ par 22.
4.5 Autre exemple nume´rique de simulation
multidimensionnelle ”fil conducteur”
Reprenons le proble`me inverse pre´sente´ en section 3.7.2 dont nous rappe-
lons le maillage et les conditions aux limites ci-dessous (FIG. 4.6).
Fig. 4.6 – Maillage d’un huitie`me de l’e´prouvette et conditions aux limites.
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Avant d’atteindre les valeurs optimise´es, l’optimiseur Simplex de Ze´bulon
a effectue´ une suite de simulations diffe´rants les unes des autres par une varia-
tion des parame`tres. Nous avons vu qu’il a fallu 122 ite´rations avant d’arriver
a` convergence (soit 122 simulations effectue´es). Nous de´cidons de garder les
32 dernie`res simulations effectue´es, et d’enregistrer les set de parame`rres cor-
respondant a` ces simulations. C’est cette suite de 32 dernie`res simulations
que nous allons recommencer, mais cette fois ci, en effectuant une unique
simulation simultane´e de ces 32 cas de calculs.
De la meˆme manie`re que pour l’exemple pre´ce´dent, afin d’effectuer une
unique simulation repre´sentant ces 32 cas de calculs, nous avons besoin d’un
maillage constitue´ des 32 ge´ome´tries, soit 32 × 200 = 6400 e´le´ments (FIG.
4.7).
Fig. 4.7 – Maillage E´le´ments Finis utilise´ pour la comparaison de l’efficacite´
des me´thodes EF ou ROM.
Le RID, construit par la me´thode d’Hyper Re´duction multidimension-
nelle, est constitue´ des e´le´ments apparaissant sur la figure FIG. 4.8 en rouge.
En moyenne, il est constitue´ de 114 e´le´ments, au lieu des 6400 contenus dans
le maillage entier.
Une pression P (t) = 22.08t est impose´e sur toute la partie supe´rieure de
l’e´prouvette.
Les parame`tres de la me´thode de re´duction de mode`les sont ǫR = 5.10
−3
et εPOD = 10
−8.
Les re´sultats sont re´sume´s dans le tableau suivant (TAB. 4.4).
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Fig. 4.8 – Domaine d’Inte´gration Re´duit (en rouge) utilise´ pour la compa-
raison de l’efficacite´ des me´thodes EF ou ROM.
Strate´gies Ng Nl Nu
EF se´quentiel 32×202 = 6400× 4× 294 = 4659
6464 7526400
Simulation simultane´e
sans HR (APR) 1542 6400×4×54+6400×4×222 = 18
7065600
Simulation simultane´e
avec HR (APHR) 3002 6400× 4× 110+114× 4× 99 = 16
2861144
Tab. 4.4 – Nombre de solutions globalesNg, de solutions localesNl et nombre
d’inconnues Nu relatifs a` chaque strate´gie
De meˆme, la POD a permis de re´duire le nombre d’inconnues Nu. Celui-ci
a e´te´ divise´ par 259 graˆce a` l’utilisation de la me´thode APR, et par 291 graˆce
a` l’Hyper Re´duction. L’utilisation de l’Hyper Re´duction a permis de diviser
le nombre de re´solutions locales de la contrainte aux points de gauss par 2.6.
Le nombre de proble`mes line´aires globaux pour la me´thode E´le´ments Finis
a e´te´ divise´ par 4 et par 2, suite a` l’utilisation respectivement des me´thodes
APR et APHR, prouvant une fois de plus l’efficacite´ des me´thodes propose´es.
Conclusion
Rappelons que le principal objectif de cette the`se e´tait de proposer une
me´thode de simulation bien adapte´e aux proble`mes d’optimisation, que ceux-
ci soient du type re´solution de proble`mes inverses (re´solution se´quentielle de
proble`mes similaires) ou construction d’une base de donne´es pour construire
des surfaces de re´ponse (re´solution simultane´e de proble`mes similaires).
Le couˆt de la re´solution nume´rique des proble`mes non line´aires peut ra-
pidement devenir prohibitif, plus pre´cise´ment pour les proble´matiques in-
dustrielles complexes introduisant des mode`les E´le´ments Finis de plusieurs
centaines de milliers de degre´s de liberte´. Ainsi, si on a le besoin de multi-
plier les simulations (comme dans le cas des proble`mes d’optimisation que
nous proposons), l’utilisation des calculs par E´le´ments Finis classiques peut
s’ave´rer assez lourde. C’est pourquoi les me´thodes de re´duction de mode`les
ont e´te´ introduites. Pour reme´dier a` ce proble`me. Elles visent a` re´duire le
couˆt global pour l’obtention d’une solution en recherchant celle-ci dans l’es-
pace d’une base adapte´e au proble`me plutoˆt que dans l’espace des fonctions
de forme E´le´ments Finis.
Ces deux approches que nous proposons ont donc e´te´ traite´es a` l’aide d’une
me´thode de re´duction de mode`les.
Les me´thodes utilise´es au cours de la the`se (APR ou APHR) ont la particu-
larite´ d’eˆtre :
• base´e sur une technique POD pour construire la base re´duite : la base
POD obtenue est ainsi optimale d’un point de vue e´nerge´tique, mais
incapable de repre´senter une information qui n’e´tait pas contenue ini-
tialement dans la base de donne´e utilise´e pour la de´terminer.
• adaptative : pour justement pouvoir repre´senter une nouvelle informa-
tion.
• a priori : elles ne ne´cessitent pas de connaissance au pre´alable de
re´ponse du syste`me physique.
• des me´thodes de repre´sentation des de´placements multi-niveau : l’ap-
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proche multi-niveau propose´e ne´cessite la de´finition de deux sous-espaces
de´finissant deux niveaux d’approximation des de´placements.
Mais le couˆt de la re´solution d’un proble`me non line´aire n’est pas seule-
ment duˆ a` la re´solution de syste`mes d’e´quations, l’inte´gration locale des lois
de comportement peut repre´senter jusqu’a` 80% des couˆts pour certaines lois
de comportement complique´es. Dans ce cas, l’approche APR n’apporte que
tre`s peu de gain. Pour ame´liorer la performance la me´thode APHR permet en
plus d’effectuer un calcul sur une partie de la structure seulement, re´duisant
ainsi drastiquement le couˆt de calcul.
Les me´thodes propose´es ont e´te´s mises en œuvre sur des proble`mes com-
plexes et varie´s : elles ont e´te´ applique´es a` diffe´rents types de comportements
me´caniques : e´lastoplastique ou plasticite´ endommageable.
Dans un premier temps, nous avons remarque´ que l’utilisation de me´thodes
de re´duction de mode`les pour re´soudre des suites de simulations similaires
au cours du traitement de suites de calculs, ou de proble`mes inverses peut
conduire a` une de´gradation des connaissances acquises. En effet, une base
est construite pour essayer de repre´senter les e´ve`nements significatifs conte-
nus dans l’ensemble des simulations. Mais l’accumulation de simulations si-
milaires implique que des e´ve`nements soient pre´sents dans chacune de ces
simulations, et masquent ainsi les e´ve`nements spe´cifiques a` certaines simula-
tions.
Nous avons traite´ des proble`mes d’optimisation contenant de nombreuses
ite´rations, et donc susceptibles d’eˆtre soumis aux proble`mes de ces e´ve`nements
que nous avons appele´ e´ve`nements re´currents.
Nous avons pu prouver qu’en effet, en adaptant la base, et a` partir d’un
certains nombre de simulations re´alise´es, la qualite´ du calcul se de´grade.
Nous avons donc apporte´ une solution efficace a` la gestion de ces e´ve`nements
re´currents en de´veloppant un algorithme de re´duction adaptative de´die´ aux
proble`mes d’optimisation avec prise en compte de la pre´sence d’e´ve`nements
re´currents : il s’agit d’oublier une partie des simulations effectue´es en intro-
duisant un facteur d’oubli, choisi par l’utilisateur.
Cette solution s’est ave´re´e efficace, mais nous pouvons de´plorer le fait que la
recherche de ce facteur d’oubli n’est pas automatique, et doit s’effectuer au
cas par cas. Toutefois, nous avons pu observer qu’a` chaque cas traite´, le fac-
teur d’oubli nous permettant des re´sultats optimaux est le meˆme (γ = 0.5).
E´videmment, cela ne garantit pas une ge´ne´ralite´, mais il nous semble eˆtre
un bon compromis entre qualite´ des re´sultats et rapidite´ d’obtention de ces
re´sultats. C’est donc cette valeur de facteur d’oubli que nous pre´conisons et
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c’est celle qui a e´te´ imple´mente´e par de´faut dans le code de calcul Ze´BuLoN.
Le principal e´tant d’e´viter les deux valeurs de γ ayant des conse´quences par-
ticulie`res : γ = 1 permet de conserver une base valable pour tous les cas de
figure, mais qui pose le proble`me des e´ve`nements re´currents et γ = 0 fournit
une base ne conservant que le dernier cas de calcul, au risque de perdre tous
les resultats ante´rieurs.
Nous nous sommes inte´resse´s par la suite au de´veloppement d’une me´thode
nume´rique de repre´sentation a` variables se´pare´es pour la repre´sentation de
proble`mes parame´triques. En effet les proble`mes que nous traitons sont pa-
rame´tre´s, et il ne paraˆıt pas absurde de conside´rer que le parame`tre est
une coordonne´e a` juste titre, comme la variable d’espace ou de temps. Ceci
nous a conduit a` nous inte´resser aux proble`mes multidimensionnels, que nous
avons de´cide´ de re´soudre de manie`re simultane´e, puisqu’une simulation multi-
dimensionnelle peut eˆtre vue comme une simulation simultane´e de proble`mes
me´caniques similaires. Pour ce type d’approche, il n’y a pas de proble`me
d’e´ve`nements re´currents. Les proble`mes que nous traitons e´tant non-line´aires,
il est quelquefois impossible de se´parer les ope´rateurs en temps, en espace et
en parame`tres. C’est pourquoi nous avons propose´ de comple´ter la me´thode
APHR pour les me´thodes de se´paration de variables.
L’utilisation de la me´thode APHR a rendu donc le solveur base´ sur la repre´-
sentation a` variables se´pare´es tre`s efficace, dans le cas de simulations simul-
tane´es impliquant des e´quations inse´parables.
En effet, l’utilisation de la POD permet dans un premier temps de re´duire
conside´rablement le nombre de degre´s de liberte´s E´le´ments Finis du syste`me.
Mais l’utilisation de la me´thode APHR a permis en plus de re´duire le nombre
d’appels de re´solutions de proble`mes locaux re´duits a` chaque point de Gauss.
En effet, l’Hyper Re´duction permet de construire un domaine d’inte´gration
re´duit, en limitant le nombre d’e´le´ments sur lequel l’inte´gration locale des
lois de comportement s’effectue.
Enfin, le fait de re´soudre les proble`mes simultane´ment a permis de re´duire le
nombre d’appels a` la re´solution des proble`mes line´aires globaux.
Concernant la suite a` donner a` ces travaux, une des perspectives inte´res-
sante serait de de´velopper l’aspect “interpolation de bases”. En effet, en
utilisant des simulations simultane´es en base re´duite, nous savons cre´er une
base de donne´es qui permet de construire une surface de re´ponses. Mais il
faut eˆtre capable de pouvoir rajouter des points, et pour cela, il faut utili-
ser des techniques d’interpolation. Notre ide´e serait de s’inspirer des travaux
d’interpolation de bases [Amsallem and Farhat, 2008] pour comple´ter les tra-
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vaux que nous avons re´alise´ dans notre approche multidimensionnelle.
Nous pourrons e´galement nous inte´resser a` l’utilisation de la me´thode APHR
pour des proble`mes de me´canique des fluides. Cependant, pour des proble`mes
de me´canique des fluides, la formulation Petrov-Galerkin a` utiliser est parti-
culie`re.
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#ifndef __REDUCED_STATE__1
#define __REDUCED_STATE__2
// =======================================================================
3
//   REDUCED_STATE   class for model reduction4
//         q = A.a5
//6
//  03/19/07 related to APHR method D. Ryckelynck7
// ======================================================================= 8
#include <Global_client.h>
9
#include <DD_sub_domain.h>10
#include <Array.h>11
#include <Bool.h>12
#include <File.h> 13
#include <Problem.h>14
#include <Z_object.h>15
#include <Zstream.h>16
#include <List.h>17
namespace ZSET {
18
  using namespace ZSET;19
class MATRIX;
20
class VECTOR;21
class REDUCED_ORDER_MODEL;2223
class REDUCED_STATE : public Z_OBJECT {24
   public :25
        REDUCED_ORDER_MODEL* its_ROM;26
        DD_SUB_DOMAIN* My_SUB_DOMAIN;27
        GLOBAL_CLIENT glc;28
        int max_num_of_shape_fct;
29
        int Nb_Shape;30
        int max_adap_without_selection;31
double epsilon_pod;32
double state_error;33
        double norm_residu_before_iteration;34
        double Significant_value;35
        bool new_significant_value;36
double lambda_max_ref, lambda_max;37
        double memory_factor;38
        MATRIX A_buff;
39
MATRIX a_buff;40
VECTOR a_incr;41
MATRIX b_buff;42
MATRIX Covariance_history_buff;43
SMATRIX GG;44
SMATRIX GG_tot;4546
bool was_adapted;47
VECTOR Shared;48
        // tihs class intend to support dof and internal variable related basis,
49
        // is_dof_basis bring support for parallel runing50
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        // is_dof_basis = 1 , dof related basis ==> carful with global opératons 
over the hole structure ( shared stuff )
51
        // is_dof_basis = 0 , Varint related basis ==> nothing special to do !!52
bool is_dof_basis;53
        bool is_global_basis; // in case of parallel computation bases can be 
global or related to each subdomain
54
55
int Inc_last_selection;56
int Inc_last_update_cov;57
int Size_last_selection;58
int Gene_last_orthogonalization;59
int Basis_generation; 60
      61
        REDUCED_STATE();62
        virtual ~REDUCED_STATE();6364
//        virtual void read_weight(RST_FSTREAM& obin);65
// virtual void subspace_adaptation(VECTOR& R, double Rsigni);         // 
expansion of ROM subpace and selection by POD
66
virtual void subspace_adaptation(VECTOR& R, double Rsigni, bool 
if_selection = TRUE);         // expansion of ROM subpace and selection by POD
67
virtual void subspace_adaptation_with_residue(VECTOR& R, double 
Rsigni);         // expansion of ROM subpace and selection by POD
68
virtual void subspace_selection();  // singular value decomposition for 
POD    
69
virtual void subspace_expansion(VECTOR& R, double Rsigni, bool 
false_for_residue_true_for_state = TRUE);     // expansion of ROM subspace    
70
// virtual void subspace_expansion(VECTOR& R, double Rsigni);     // expansion 
of ROM subspace    
71
virtual void subspace_resize(MATRIX& AA, int n_ex, int m_ex);          // 
resize the max_num_of_shape_fct   
72
virtual void history_resize();73
virtual void define_size(int n); 74
virtual void increase_buff();75
virtual void manage_recurrent_event();  // management of memory of the ROM76
virtual void init_rom_memory();77
virtual void normalize_shape_fct();78
virtual bool solve_var( VECTOR& Y, int Nb_selected, ARRAY<int> 
&iy_selected);
79
virtual bool solve_var( VECTOR& Y);80
virtual bool solve_var( VECTOR& Y, VECTOR& ay);81
virtual void update_significant_value();8283
virtual void read_rom(RST_FSTREAM& obin); 84
        virtual void write_rom(RST_FSTREAM& rep);85
        virtual void write_rom_out();8687
88
virtual void initialize(REDUCED_ORDER_MODEL* its_PB);89
virtual void polynomial_shape();90
virtual void init_problem();91
virtual void init_increment();92
virtual void init_cov_hist();93
virtual void update_cov_hist();94
virtual void attenuate_cov_hist();95
virtual LIST<int> sort(LIST<double>& beta);96
virtual void power_method(DMATRIX &Lambda, MATRIX &Phi);97
virtual void set_state(VECTOR& Y, double coef);  // for varint or varaux98
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virtual void set_dof_increment(MESH* mesh); // for dof99
virtual void set_dof_tot(MESH* mesh);100101
virtual void set_shape_fct(VECTOR& Y, int ishape);102
virtual void set_shape_dof_tot(MESH* mesh, int ishape);103104
virtual void compute_GG();105
virtual void compute_GG(int Nb_selected, ARRAY<int> &iy_selected);106
virtual void ortho_shape_fct();107
virtual void init_shape(int k);108
virtual void give_global_A();109110
111
virtual void Eigenproblem(DMATRIX &Lambda, MATRIX &Phi);112
virtual void tred2(int n, VECTOR &d, VECTOR &e, MATRIX &V );113
virtual void tql2 (int n, VECTOR &d, VECTOR &e, MATRIX &V );114
};
115
}
116
#endif
117
118
Annexe 2
199
File: /home/cluster/cartel/zebulon/Z8/sandbox/zRom/Reduced_state.c Page 1 of 30
#include <Array.h>1
#include <Bool.h>2
#include <Z_object.h>3
#include <Zstream.h>4
#include <Reduced_state.h>5
#include <Utility.h>6
#include <Global_matrix.h>7
#include <Sparse_global_matrix.h>8
#include <List.h>9
#include <Calcul_timer.h>10
#include <Reduced_order_model.h>11
#include <Assert.h>12
//13
// HAcking around with flags to try and get NT to read a14
// restart file15
//16
#ifdef _WIN3217
  #define OUT_MODE ZIOS::out|ZIOS::binary|ZIOS::trunc18
  #define IN_MODE ZIOS::in|ZIOS::binary19
  #define Rflag "rb"20
#else21
  #define OUT_MODE ZIOS::out|ZIOS::trunc22
  #define IN_MODE ZIOS::in23
  #define Rflag "r"24
#endif25
  using namespace ZSET;
26
27
DECLARE_OBJECT(Z_OBJECT,REDUCED_STATE,APHR_STATE)2829
REDUCED_STATE::REDUCED_STATE()30
{31
   is_dof_basis = 0;32
   is_global_basis = TRUE;33
   max_num_of_shape_fct = 50;34
   max_adap_without_selection = 3; // 2035
   Nb_Shape = 0;36
   epsilon_pod = 1.e-8; 37
   state_error = 1.e-3;38
   39
   Inc_last_selection = 0;40
   Inc_last_update_cov = 0;41
   Size_last_selection = Nb_Shape;42
   43
   Basis_generation = 0;44
   Gene_last_orthogonalization = 5;45
   Significant_value = 0.;
46
   new_significant_value = FALSE;47
   lambda_max_ref = 0.;48
   lambda_max = 0.;49
   norm_residu_before_iteration = 0.;
50
   51
   memory_factor = 1.;5253
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   was_adapted = FALSE;
}54
REDUCED_STATE::~REDUCED_STATE() {}
55
/*
56
void REDUCED_STATE::subspace_adaptation(VECTOR& R, double Rsigni) // purely local57
{58
    subspace_adaptation( R, Rsigni, TRUE); // purely local59
}60
*/61
//void  REDUCED_STATE::read_weight(RST_FSTREAM& obin) {}
62
63
void REDUCED_STATE::subspace_adaptation(VECTOR& R, double Rsigni, bool 
if_selection) // purely local
64
{65
   Timer_counter.start_time("REDUCED_STATE::Subspace_adaptation"); 66
   subspace_expansion(R, Rsigni);67
 68
  if ((Nb_Shape > Zmax(0,Size_last_selection+max_adap_without_selection) ) & 
(its_ROM->No_selection == FALSE)) {
69
     if (if_selection) subspace_selection();
70
  }71
  if (Basis_generation == 25*(Basis_generation/25)) compute_GG();
72
  Timer_counter.stop_time("REDUCED_STATE::Subspace_adaptation"); 73
}74
void REDUCED_STATE::subspace_adaptation_with_residue(VECTOR& R, double Rsigni)
75
{  76
   Timer_counter.start_time("REDUCED_STATE::Subspace_adaptation_with_residue"); 77
   bool false_for_residue_true_for_state = FALSE;78
  79
//     orthogonalisation  80
  VECTOR a_R(Nb_Shape);81
  bool isok_dof;82
  isok_dof = solve_var( R, a_R );  // optimization of a_R83
  if (Nb_Shape > Zmax(0,Size_last_selection+max_adap_without_selection) )  {
84
     subspace_selection();85
  }86
  for (int i=0;i<R.size();i++) {
87
     for (int j=0;j<Nb_Shape;j++)  R[i] -= A_buff(i,j)*a_R[j];88
  }89
  subspace_expansion(R, Rsigni, false_for_residue_true_for_state);
90
  Timer_counter.stop_time("REDUCED_STATE::Subspace_adaptation_with_residue"); 91
}92
void REDUCED_STATE::subspace_selection() // purely local  
93
{94
  Timer_counter.start_time("REDUCED_STATE::Subspace_selection"); 95
  if (Nb_Shape > 0) { 96
     int Nb_increments = its_ROM->Nb_increments;97
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    int i_max = 0;98
  99
    MATRIX U;100
    DMATRIX W;101
  102
    ARRAY<int> sel(Nb_Shape);103
  104
    update_cov_hist();105
  106
  //power_method(W, U);107
    Eigenproblem(W, U);108
    lambda_max = lambda_max_ref;
109
    i_max = 0;110
    for (int i=0;i<W.n;i++) {111
      if (fabs(W(i,i)) > lambda_max) {112
        lambda_max = fabs(W(i,i));113
        i_max = i;114
      }115
    }116
    int new_Nb_shape = 0;
117
    for (int i=0;i<W.n;i++)  {118
     if (fabs(W(i,i)) <= epsilon_pod * lambda_max) sel[i] = 0;119
     else {120
          sel[i] = 1;121
  new_Nb_shape += 1;122
       }123
     }124
    if  (new_Nb_shape == 0) {125
     new_Nb_shape = 1;126
     sel[0]=1;127
    }128
     129
    MATRIX AA(A_buff.n,Nb_Shape);130
    MATRIX a(Nb_Shape,Nb_increments);131
    MATRIX cov(Nb_Shape,Nb_Shape); 132
  133
    for (int it=0;it<Nb_increments;it++)  {134
     for (int j=0; j<Nb_Shape; j++)  {135
         a(j,it) = a_buff(j,it);136
         a_buff(j,it) = 0.;137
 }138
    }139
  140
    for (int i=0; i<new_Nb_shape; i++) {141
     if (sel[i] == 1)  {142
       for (int it=0;it<Nb_increments;it++)  {143
          for (int j=0; j<Nb_Shape; j++)  a_buff(i,it) += U(j,i)*a(j,it);144
       }145
     }146
    }147
    for (int id=0;id<A_buff.n;id++)  {
148
     for (int j=0; j<Nb_Shape; j++)  {149
         AA(id,j) = A_buff(id,j);150
 A_buff(id,j) = 0.;151
         }152
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     }153
    for (int i=0; i<new_Nb_shape; i++) {
154
       if (sel[i] == 1)  {155
         for (int id=0;id<A_buff.n;id++)  {156
          for (int j=0; j<Nb_Shape; j++)  {157
      A_buff(id,i) += AA(id,j)*U(j,i);158
    }159
         }160
       }161
    }162
    for (int it=0;it<Nb_Shape;it++)  {
163
       for (int j=0; j<Nb_Shape; j++)  {164
           cov(j,it) = Covariance_history_buff(j,it);165
           Covariance_history_buff(j,it) = 0.;166
       }167
    }168
    MATRIX PROD(Nb_Shape,new_Nb_shape);169
  170
    for (int it=0;it<new_Nb_shape;it++)  {171
       for (int j=0; j<Nb_Shape; j++)  PROD(j,it) = 0.;172
    }173
  174
    for (int i=0; i<new_Nb_shape; i++) {175
       if (sel[i] == 1)  {176
         for (int it=0;it<Nb_Shape;it++)  {177
            for (int j=0; j<Nb_Shape; j++)  PROD(it,i) += cov(it,j)*U(j,i);178
         }179
       }180
    }181
    for (int i=0; i<new_Nb_shape; i++) {
182
       if (sel[i] == 1)  {183
         for (int it=0;it<Nb_Shape;it++)  {184
            for (int j=0; j<new_Nb_shape; j++)  Covariance_history_buff(i,j) += U
(it,i)*PROD(it,j) ;
185
         }186
       }187
    }188
  189
    MATRIX cov_check(new_Nb_shape,new_Nb_shape,Covariance_history_buff,0,0);190
    if ( norm(cov_check-transpose(cov_check)) > 1.e-6*norm(cov_check) ) {191
        Out<<cov(0,0)<<endl;192
       for (int i=0;i<cov_check.n;i++) {193
        for (int j = 0;j<cov_check.m;j++) Out<<cov_check(i,j);194
  Out<<endl;195
       }196
       ERROR(" the matrix must be symetric");197
    }198
  199
    if (its_ROM->extrapolate_varint) {200
      Timer_counter.start_time("compute_GG");  
201
      for (int it=0;it<new_Nb_shape;it++)  {202
         for (int j=0; j<Nb_Shape; j++)  PROD(j,it) = 0.;203
      }204205
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      for (int i=0; i<new_Nb_shape; i++) {
         if (sel[i] == 1)  {206
           for (int it=0;it<Nb_Shape;it++)  {207
              for (int j=0; j<Nb_Shape; j++)  PROD(it,i) += GG_tot(it,j)*U(j,i);208
           }209
         }210
      }211
      GG_tot.resize(new_Nb_shape);
212
      for (int i=0; i<new_Nb_shape; i++) {213
         if (sel[i] == 1)  {214
            for (int j=0; j<i+1; j++) {215
              GG_tot(i,j) = 0.;216
              for (int it=0;it<Nb_Shape;it++)  GG_tot(i,j) += U(it,i)*PROD(it,j) ;217
         GG_tot(j,i) = GG_tot(i,j);218
            }219
         }220
      }221
      Timer_counter.stop_time("compute_GG");222
    }223
    Nb_Shape = new_Nb_shape;
224
  }225
  Size_last_selection = Nb_Shape;226
  Timer_counter.stop_time("REDUCED_STATE::Subspace_selection"); 227
}228
/*
229
void REDUCED_STATE::subspace_expansion(VECTOR& R, double Rsigni)    230
{231
  subspace_expansion( R, Rsigni, TRUE);232
}233
*/234
void REDUCED_STATE::subspace_expansion(VECTOR& R, double Rsigni, bool 
false_for_residue_true_for_state) // parallele ready
235
{236
   Timer_counter.start_time("REDUCED_STATE::Subspace_expansion"); 237
      238
   VECTOR GLC_temp_g_sum(1);239
   VECTOR R_temp(R.size());240
   double norme_R ;241
   if(its_ROM->reference_problem->Is_parallel_computation && is_global_basis) {242
      if (is_dof_basis)   {243
         for (int i=0; i<R.size(); i++) R_temp[i] = R[i]/ sqrt(Shared[i]) ;244
         GLC_temp_g_sum[0] = norm(R_temp);245
      } else {246
         GLC_temp_g_sum[0] = norm(R);247
      }248
      GLC_temp_g_sum[0]  *= GLC_temp_g_sum[0];249
      glc.g_sum(GLC_temp_g_sum);250
      GLC_temp_g_sum[0] = sqrt(GLC_temp_g_sum[0]);251
      norme_R = GLC_temp_g_sum[0];252
   }253
   else norme_R = norm(R);254
  int  Nb_increments = its_ROM->Nb_increments;
255
  256
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//  if (norme_R > state_error*Rsigni + 0.1 * its_ROM->rom_error * 
Significant_value*sqrt(A_buff.n)) {  // DR 14Aug2008 introduction of state_error
257
  if (norme_R > state_error/10.*Rsigni + state_error/100. * Significant_value*sqrt
(A_buff.n)) {  // DR 14Aug2008 introduction of state_error
258
    259
     Basis_generation +=1;260
     was_adapted = TRUE;261
     int i;262
     increase_buff();263
     Nb_Shape += 1;264
     MATRIX AA(A_buff.n,Nb_Shape,A_buff,0,0);265
     MATRIX a(Nb_Shape,Nb_increments,a_buff,0,0);266
     MATRIX cov(Nb_Shape,Nb_Shape,Covariance_history_buff,0,0);267
     268
     for (i=0;i<Nb_increments;i++) a(Nb_Shape-1,i) = 0.;269
     if ((false_for_residue_true_for_state) & (Nb_increments > 0)) a
(Nb_Shape-1,Nb_increments-1) = norme_R;
270
     271
     for (i=0;i<AA.n;i++) AA(i,Nb_Shape-1) = R[i]/norme_R;272
     273
     for (i=0;i<Nb_Shape;i++) {274
         cov(Nb_Shape-1,i) = 0.;275
         cov(i,Nb_Shape-1) = 0.;276
     }   277
     double GG_tot_contrib;
278
     VECTOR GG_tot_col(Nb_Shape);279
     if (its_ROM->extrapolate_varint) {
280
      if (GG_tot.n > Nb_Shape) {281
        compute_GG();282
      }283
      else {284
        Timer_counter.start_time("compute_GG");285
        subspace_resize(GG_tot, Nb_Shape, Nb_Shape);  286
///%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%///
287
//      si c'est relatif au Varint ==> somme directe des contribution par sous 
domaine
288
//      si c'est relatif au Dof    ==> somme avec prise en compte du recouvrement 
aux interfaces
289
///%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%///
290
        for (int i=0; i<Nb_Shape; i++) {
291
           GG_tot_col[i] = 0.;292
   for (int j=0; j<AA.n; j++){293
              GG_tot_contrib = AA(j,i)*AA(j,Nb_Shape-1);294
              if (its_ROM->reference_problem->Is_parallel_computation && 
is_dof_basis && is_global_basis)  GG_tot_contrib /= Shared[j];
295
              GG_tot_col[i] += GG_tot_contrib;296
           }297
        }298
        if (its_ROM->reference_problem->Is_parallel_computation && GG_tot.size()>0 
&& is_global_basis)  glc.g_sum(GG_tot_col);
299
        for (int i=0; i<Nb_Shape; i++) {
300
    GG_tot(i,Nb_Shape-1) = GG_tot_col[i];301
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           GG_tot(Nb_Shape-1,i) = GG_tot(i,Nb_Shape-1);302
        }303
        Timer_counter.stop_time("compute_GG");304
      }305
     }306
  }307
  else {308
    was_adapted = FALSE;309
//    Out<<"No expansion : | R_state | = "<<norme_R/(state_error*Rsigni + 
Significant_value)<<endl;
310
  }311
  Timer_counter.stop_time("REDUCED_STATE::Subspace_expansion"); 312
}313
void REDUCED_STATE::increase_buff() 
314
{315
   Timer_counter.start_time("REDUCED_STATE::Increase_buff"); 316
   int const Np = 20;317
     if (Nb_Shape+1 > A_buff.m) {318
        subspace_resize(A_buff, A_buff.n, Nb_Shape+Np);319
        subspace_resize(a_buff, Nb_Shape+Np, a_buff.m);320
        subspace_resize(b_buff, Nb_Shape+Np, b_buff.m);321
subspace_resize(Covariance_history_buff, Nb_Shape+Np, Nb_Shape+Np);322
a_incr.resize(Nb_Shape+Np);323
max_num_of_shape_fct = Nb_Shape+Np;324
     }325
     Timer_counter.stop_time("REDUCED_STATE::Increase_buff"); 326
}327
void REDUCED_STATE::subspace_resize(MATRIX& AA, int n_ex, int m_ex )  // purely 
local
328
{329
   Timer_counter.start_time("REDUCED_STATE::Subspace_resize"); 330
   if (n_ex < AA.n) ERROR("n_ex < AA.n");331
   if (m_ex < AA.m) ERROR("n_ex < AA.m");332
   333
   if ((AA.n == 0) || (AA.m == 0)){334
      AA.resize(n_ex, m_ex);335
      AA = 0.;336
   }else{337
      MATRIX BB;338
      BB = AA;339
      AA.resize(n_ex, m_ex);340
      AA = 0.;341
      MATRIX CC(BB.n,BB.m,AA,0,0);342
      CC = BB;343
   }344
   Timer_counter.stop_time("REDUCED_STATE::Subspace_resize"); 345
}346
void REDUCED_STATE::history_resize()  // purely local
347
{348
   subspace_resize(a_buff, max_num_of_shape_fct, its_ROM->max_num_of_time_steps);349
}350
void REDUCED_STATE::define_size(int n)  // purely local
351
{352
   Timer_counter.start_time("REDUCED_STATE::Define_size"); 353
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   int max_num_of_time_steps = its_ROM->max_num_of_time_steps;354
   A_buff.resize(n,max_num_of_shape_fct);355
   a_buff.resize(max_num_of_shape_fct,max_num_of_time_steps);356
   a_incr.resize(max_num_of_shape_fct);357
   b_buff.resize(max_num_of_shape_fct,max_num_of_time_steps);358
   Covariance_history_buff.resize(max_num_of_shape_fct,max_num_of_shape_fct);359
   Timer_counter.stop_time("REDUCED_STATE::Define_size"); 360
}361
void REDUCED_STATE::manage_recurrent_event() // purely local
362
{363
   Timer_counter.start_time("REDUCED_STATE::Manage_recurrent_event"); 364
   if (Nb_Shape > 0) {365
     MATRIX cov(Nb_Shape,Nb_Shape,Covariance_history_buff,0,0);366
  367
     cov *= its_ROM->gamma_history;368
  }369
  Timer_counter.stop_time("REDUCED_STATE::Manage_recurrent_event"); 370
}371
void REDUCED_STATE::init_rom_memory() // purely local
372
{373
   Timer_counter.start_time("REDUCED_STATE::Init_rom_memory"); 374
   if (Nb_Shape > 0) {375
     MATRIX a_dof(Nb_Shape,its_ROM->Nb_increments,a_buff,0,0);376
     MATRIX cov(Nb_Shape,Nb_Shape,Covariance_history_buff,0,0);377
     378
     cov = a_dof*transpose(a_dof);379
     380
  }381
  Timer_counter.stop_time("REDUCED_STATE::Init_rom_memory"); 382
}383
void REDUCED_STATE::normalize_shape_fct() // parallele ready // a voir
384
{385
   Timer_counter.start_time("REDUCED_STATE::Normalize_shape_fct"); 386
   DMATRIX W(Nb_Shape);387
  double norm_shape;388
  389
  for (int i=0; i< Nb_Shape; i++)  {390
     MATRIX ColA(A_buff.n,1,A_buff,0,i);    391
     VECTOR temp_ColA(A_buff.n); for(int j=0;j<A_buff.n;j++) temp_ColA[j] = ColA
(j,0);
392
     MATRIX Liga(1,a_buff.m,a_buff,i,0);
393
     MATRIX Ligcov(1,Nb_Shape,Covariance_history_buff,i,0);394
     MATRIX Colcov(Nb_Shape,1,Covariance_history_buff,0,i);395396
///%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%///
397
// parallélisation du calcul de norme398
///%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%///
399
   VECTOR GLC_temp_g_sum(1);400
   if(its_ROM->reference_problem->Is_parallel_computation && is_global_basis) {401
      norm_shape = its_ROM->parallel_norm(temp_ColA, is_dof_basis);402
   } else norm_shape = norm(temp_ColA);403
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404
     ColA /= norm_shape;405
     Liga *= norm_shape;406
     Ligcov *= norm_shape;407
     Colcov *= norm_shape;408
  }409
  Timer_counter.stop_time("REDUCED_STATE::Normalize_shape_fct"); 410
}411
void REDUCED_STATE::compute_GG() // parallele ready
412
{413
   Timer_counter.start_time("REDUCED_STATE::Compute_GG_tot"); 414
   415
   GG_tot.resize(Nb_Shape); 416
///%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%///
417
//      si c'est relatif au Varint ==> somme directe des contribution par sous 
domaine
418
//      si c'est relatif au Dof    ==> somme avec prise en compte du recouvrement 
aux interfaces
419
///%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%///
420
   if (its_ROM->reference_problem->Is_parallel_computation && is_dof_basis && 
is_global_basis)
421
   {   422
      for (int ishape=0;ishape<Nb_Shape;ishape++)  {423
 for (int jshape=0;jshape<ishape;jshape++)  {424
    GG_tot(ishape,jshape) = 0.;425
    for (int i=0;i<A_buff.n;i++){426
       GG_tot(ishape,jshape) += (A_buff(i,ishape) * A_buff(i,jshape))/
Shared[i];
427
    }428
    GG_tot(jshape,ishape) = GG_tot(ishape,jshape);429
 }430
 GG_tot(ishape,ishape) = 0.;431
 for (int i=0;i<A_buff.n;i++){432
    GG_tot(ishape,ishape) += (A_buff(i,ishape) * A_buff(i,ishape))/Shared
[i];
433
 }434
      }435
   }436
   else {437
      for (int ishape=0;ishape<Nb_Shape;ishape++)  {438
 for (int jshape=0;jshape<ishape;jshape++)  {439
    GG_tot(ishape,jshape) = 0.;440
    for (int i=0;i<A_buff.n;i++){441
       GG_tot(ishape,jshape) += A_buff(i,ishape) * A_buff(i,jshape);442
    }443
    GG_tot(jshape,ishape) = GG_tot(ishape,jshape);444
 }445
         GG_tot(ishape,ishape) = 0.;446
 for (int i=0;i<A_buff.n;i++){447
    GG_tot(ishape,ishape) += A_buff(i,ishape) * A_buff(i,ishape);448
 }449
      }450
   }451
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   452
   if (its_ROM->reference_problem->Is_parallel_computation && GG_tot.size()>0 && 
is_global_basis)  glc.g_sum(GG_tot);
453
   Timer_counter.stop_time("REDUCED_STATE::Compute_GG_tot"); 454
}455
void REDUCED_STATE::compute_GG(int Nb_selected, ARRAY<int> &iy_selected)  // 
parallele ready
456
{457
   Timer_counter.start_time("REDUCED_STATE::Compute_GG"); 458
       459
   if (its_ROM->hyper_red_request)  {460
      int iy;461
      GG.resize(Nb_Shape);462
      if (its_ROM->reference_problem->Is_parallel_computation && is_dof_basis && 
is_global_basis)
463
      {464
         for (int i=0;i<Nb_Shape;i++) {465
    for (int j=0;j<i;j++) {466
       GG(i,j) = 0.;467
       for (int ii=0;ii<Nb_selected;ii++) {468
          iy = iy_selected[ii];469
          GG(i,j) += (A_buff(iy,i)*A_buff(iy,j))/ Shared[iy];470
       }471
       GG(j,i) = GG(i,j);472
    }473
    GG(i,i) = 0.;474
    for (int ii=0;ii<Nb_selected;ii++) {475
       iy = iy_selected[ii];476
       GG(i,i) += (A_buff(iy,i)*A_buff(iy,i))/ Shared[iy];477
    }478
         }479
      }480
      else{481
         for (int i=0;i<Nb_Shape;i++) {482
    for (int j=0;j<i;j++) {483
       GG(i,j) = 0.;484
       for (int ii=0;ii<Nb_selected;ii++) {485
  GG(i,j) += A_buff(iy_selected[ii],i)*A_buff(iy_selected[ii],j);486
       }487
       GG(j,i) = GG(i,j);488
    }489
    GG(i,i) = 0.;490
    for (int ii=0;ii<Nb_selected;ii++) {491
       GG(i,i) += A_buff(iy_selected[ii],i)*A_buff(iy_selected[ii],i);492
    }493
 }494
      } 495
   }496
   if (its_ROM->reference_problem->Is_parallel_computation && GG.size()>0 && 
is_global_basis)  glc.g_sum(GG);
497
   Timer_counter.stop_time("REDUCED_STATE::Compute_GG"); 498
   499
}500
bool REDUCED_STATE::solve_var( VECTOR& Y, int Nb_selected, ARRAY<int> 
&iy_selected)    // parallele ready
501
{    502
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   Timer_counter.start_time("REDUCED_STATE::Solve_var"); 503
   int  Nb_increments = its_ROM->Nb_increments;504
  bool isok = TRUE;505
  if (Nb_Shape > 0)  {506
    MATRIX a(Nb_Shape,1,a_buff,0,Nb_increments-1);507
    VECTOR F_rom(Nb_Shape);508
    VECTOR ay(Nb_Shape);509
    VECTOR Y_estimate(A_buff.n);510
    int iy;
511
    double F_rom_contrib;512
    513
    if (its_ROM->true_for_hyper_reduction == FALSE) {514
       isok = solve_var(Y);515
    }516
    else {517
for (int i=0;i<Nb_Shape;i++) {518
              F_rom[i] = 0.;519
      for (int ii=0;ii<Nb_selected;ii++) {520
 iy = iy_selected[ii];521
                 F_rom_contrib = A_buff(iy,i)*Y[iy];522
                 if (its_ROM->reference_problem->Is_parallel_computation && 
is_dof_basis && is_global_basis)  F_rom_contrib /= Shared[iy];
523
 F_rom[i] += F_rom_contrib;524
      }525
}526
        if (its_ROM->reference_problem->Is_parallel_computation && F_rom.size()>0 
&& is_global_basis)  glc.g_sum(F_rom);
527
        isok = GG.gauss_solver(F_rom, ay, TRUE);528
        if (!isok) {529
            Out<<"GG is modified"<<endl;530
            for (int i=1;i<Nb_Shape;i++) GG(i,i) += i*1.e-8*GG(0,0);531
            isok = GG.gauss_solver(F_rom, ay, TRUE);532
            if (!isok) return isok;
533
        }534
        for (int i=0;i<Nb_Shape;i++) a(i,0) = ay[i];535
    }536
  }
537
  Timer_counter.stop_time("REDUCED_STATE::Solve_var"); 538
  return isok;539
}540
bool REDUCED_STATE::solve_var( VECTOR& Y)   // parallele ready
541
{542
   Timer_counter.start_time("REDUCED_STATE::Solve_var"); 543
   int  Nb_increments = its_ROM->Nb_increments;544
  bool isok = TRUE;545
  546
  if (Nb_Shape > 0)  {547
    MATRIX a(Nb_Shape,1,a_buff,0,Nb_increments-1);548
   549
    VECTOR F_rom(Nb_Shape);550
    MATRIX R_rom(Nb_Shape,1);551
    VECTOR ay(Nb_Shape);552
    MATRIX Y_estimate(A_buff.n,1);553
    double F_rom_contrib;554
File: /home/cluster/cartel/zebulon/Z8/sandbox/zRom/Reduced_state.c Page 12 of 30
    for (int i=0;i<Nb_Shape;i++) {
555
       F_rom[i] = 0.;556
       for (int iy=0;iy<A_buff.n;iy++) {557
          F_rom_contrib = A_buff(iy,i)*Y[iy];558
          if (its_ROM->reference_problem->Is_parallel_computation && is_dof_basis 
&& is_global_basis)  F_rom_contrib /= Shared[iy];
559
          F_rom[i] += F_rom_contrib;560
       }561
    }562
    if (its_ROM->reference_problem->Is_parallel_computation && F_rom.size()>0 && 
is_global_basis)  glc.g_sum(F_rom);
563
 564
    isok = GG_tot.gauss_solver(F_rom, ay, TRUE);565
    if (!isok) return isok;566
    567
    for (int i=0;i<Nb_Shape;i++) a(i,0) = ay[i];568
    569
  }570
  Timer_counter.stop_time("REDUCED_STATE::Solve_var"); 571
  return isok;572
}573
bool REDUCED_STATE::solve_var( VECTOR& Y, VECTOR& ay)   // parallele ready
574
{  575
   Timer_counter.start_time("REDUCED_STATE::Solve_var"); 576
   int  Nb_increments = its_ROM->Nb_increments;577
  bool isok = TRUE;578
  if (Nb_Shape > 0)  {579
    MATRIX a(Nb_Shape,1,a_buff,0,Nb_increments-1);580
    VECTOR F_rom(Nb_Shape);
581
    MATRIX R_rom(Nb_Shape,1);582
    MATRIX Y_estimate(A_buff.n,1);583
    double F_rom_contrib;584
    for (int i=0;i<Nb_Shape;i++) {
585
       F_rom[i] = 0.;586
       for (int iy=0;iy<A_buff.n;iy++) {587
          F_rom_contrib = A_buff(iy,i)*Y[iy];588
          if (its_ROM->reference_problem->Is_parallel_computation && is_dof_basis 
&& is_global_basis)  F_rom_contrib /= Shared[iy];
589
          F_rom[i] += F_rom_contrib;   590
       }591
    }592
    if (its_ROM->reference_problem->Is_parallel_computation && F_rom.size()>0 && 
is_global_basis)  glc.g_sum(F_rom);
593
    594
    isok = GG_tot.gauss_solver(F_rom, ay, TRUE);595
    if (!isok) return isok;596
    597
  }598
  Timer_counter.stop_time("REDUCED_STATE::Solve_var"); 599
  return isok;600
}601602
void REDUCED_STATE::update_significant_value()603
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{604
   int  Nb_increments = its_ROM->Nb_increments;605
     606
   if (Nb_Shape > 0) {607
     double maximum = 0.;608
 for (int i=0;i<A_buff.n;i++) maximum = Zmax(maximum, fabs(A_buff(i,0)));609
 Significant_value = maximum;610
 maximum = 0.;611
 for (int i=0;i<Nb_increments;i++) maximum = Zmax(maximum, fabs(a_buff
(0,i)));
612
 Significant_value *= sqrt(epsilon_pod) * maximum;613
   }614
}615616
void REDUCED_STATE::read_rom(RST_FSTREAM& file)  // not yet taged617
{618
   Timer_counter.start_time("REDUCED_STATE::Read_rom"); 619
   int  max_num_of_time_steps = its_ROM->max_num_of_time_steps;620
  int  Nb_increments = its_ROM->Nb_increments;621
  int nb_block;622
  double Significant_value_old;623624
  if (its_ROM->multidimensional_basis_extension) nb_block = GPINT
("Solver.DBSM_Nb_Block"); 
625
  else nb_block = 1;626
  file.read( &Nb_Shape, sizeof(int)); 
627
  file.read( &Size_last_selection, sizeof(int));628
  file.read( &Inc_last_selection, sizeof(int));629
  file.read( &Inc_last_update_cov, sizeof(int));630
  file.read( &Basis_generation, sizeof(int));631
  file.read( &Gene_last_orthogonalization, sizeof(int));632
  file.read( &Significant_value_old, sizeof(double));633
  if (~new_significant_value) Significant_value = Significant_value_old;634
  635
  if (a_buff.m < max_num_of_time_steps)  a_buff.resize
(max_num_of_shape_fct,max_num_of_time_steps);
636
  637
  if (Nb_Shape > max_num_of_shape_fct) {638
     max_num_of_shape_fct = Nb_Shape + 50;639
     A_buff.resize(A_buff.n,max_num_of_shape_fct);640
     a_buff.resize(max_num_of_shape_fct,max_num_of_time_steps);641
     Covariance_history_buff.resize(max_num_of_shape_fct,max_num_of_shape_fct);642
  }643644
double somme  = 0;  645646
  // loop on dof647
  for (int i=0;i<A_buff.n/nb_block;i++) {648
//  loop on shape functions649
      for (int kshape=0;kshape<Nb_Shape;kshape++) {650
          file.read(DBL_CAST &A_buff(i,kshape), sizeof(double));651
  somme += A_buff(i,kshape);652
      }653
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  }654
// in case of multidimensional analysis using a rom from a single simulation655
  for (int j=1;j<nb_block;j++) {656
     int i;657
     i = A_buff.n/nb_block;658
     for (int j=0;j<A_buff.n/nb_block;j++) {659
      for (int kshape=0;kshape<Nb_Shape;kshape++) A_buff(i,kshape) = A_buff
(j,kshape);
660
      i++;661
     }662
  }663664
somme  = 0; 665
// time functions666
// loop on increments667
  for (int i=0;i<Nb_increments;i++) {668
//  loop on shape functions669
      for (int kshape=0;kshape<Nb_Shape;kshape++) {670
          file.read(DBL_CAST &a_buff(kshape,i), sizeof(double));671
  somme += a_buff(kshape,i);672
      }673
  }  674
somme  = 0; 
675
// Covariance676
// loop on ishape677
  for (int ishape=0;ishape<Nb_Shape;ishape++) {678
//  loop on shape functions679
      file.read(DBL_CAST &Covariance_history_buff(ishape,ishape), sizeof(double));680
      for (int kshape=ishape+1;kshape<Nb_Shape;kshape++) {681
          file.read(DBL_CAST &Covariance_history_buff(ishape,kshape), sizeof
(double));
682
  Covariance_history_buff(kshape,ishape) = Covariance_history_buff
(ishape,kshape);   
683
  somme += Covariance_history_buff(ishape,kshape);684
      }685
  }  686
  Timer_counter.stop_time("REDUCED_STATE::Read_rom"); 687
}688
void REDUCED_STATE::write_rom(RST_FSTREAM& file) // not yet taged
689
{690
   Timer_counter.start_time("REDUCED_STATE::Write_rom"); 691
   int  Nb_increments = its_ROM->Nb_increments;692
   693
  file.write( &Nb_Shape, sizeof(int));694
  file.write( &Size_last_selection, sizeof(int));695
  file.write( &Inc_last_selection, sizeof(int));  696
  file.write( &Inc_last_update_cov, sizeof(int));  697
  file.write( &Basis_generation, sizeof(int));698
  file.write( &Gene_last_orthogonalization, sizeof(int));699
  file.write( &Significant_value, sizeof(double));700
    701
  // loop on dof702
  for (int i=0;i<A_buff.n;i++) {703
//  loop on shape functions704
      for (int kshape=0;kshape<Nb_Shape;kshape++) {705
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          file.write(DBL_CAST &A_buff(i,kshape), sizeof(double));706
      }707
  }708
// time functions
709
// loop on increments710
  for (int i=0;i<Nb_increments;i++) {711
//  loop on shape functions712
      for (int kshape=0;kshape<Nb_Shape;kshape++) {713
          file.write(DBL_CAST &a_buff(kshape,i), sizeof(double));714
      }715
  }  716
// Covariance
717
// loop on ishape718
  for (int ishape=0;ishape<Nb_Shape;ishape++) {719
//  loop on shape functions720
      file.write(DBL_CAST &Covariance_history_buff(ishape,ishape), sizeof(double));721
      for (int kshape=ishape+1;kshape<Nb_Shape;kshape++) {722
          file.write(DBL_CAST &Covariance_history_buff(ishape,kshape), sizeof
(double));
723
      }724
  } 725
  Timer_counter.stop_time("REDUCED_STATE::Write_rom"); 
726
727
728
729
  //Modif SC 10-06-16
730
  //Calcul des mu_ij pour le calcul de l'intensite des ER (en post_traitement)731732
  if (is_dof_basis){733
    MATRIX mata(Nb_Shape,Nb_increments,a_buff,0,0);734
    VECTOR mu_ij(Nb_Shape);735
    double sommeincr;736
    for (int kshape=0;kshape<Nb_Shape;kshape++) {737
    sommeincr=0.;738
      for (int si=0;si<Nb_increments;si++) {739
        sommeincr=sommeincr+pow(mata(kshape,si),2);740
      }741
      mu_ij[kshape]=sommeincr;742
    }743
    STRING file_name;
744
    file_name = "mu_ij.dat";745
    Zofstream  Kk_file(file_name(),ios::app);746
    Kk_file.setf(ios::scientific,ios::floatfield);747
    Kk_file.precision(8);748
    Kk_file <<mu_ij.size()<<"\t";749
    for (int i=1;i<Nb_Shape+1;i++){750
      Kk_file <<mu_ij[i]<<"\t";751
    }752
     Kk_file <<"\n";753
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    Kk_file.flush();754
    Kk_file.close();755
  }756
  //Fin Modif SC 10-06-16 757758
759
760
761
762
}
763
void REDUCED_STATE::write_rom_out() // not yet taged
764
{765
   Timer_counter.start_time("REDUCED_STATE::Write_rom_out"); 766
   int  Nb_increments = its_ROM->Nb_increments;767
  Out<<"Nb_increments"<<Nb_increments<<endl;
768
   769
  Out<<"Nb_Shape"<<Nb_Shape<<endl;770
  Out<<"Size_last_selection"<<Size_last_selection<<endl;771
  Out<<"Inc_last_selection"<<Inc_last_selection<<endl;  772
/*    773
  // loop on dof774
  for (int i=0;i<A_buff.n;i++) {775
//  loop on shape functions776
      for (int kshape=0;kshape<Nb_Shape;kshape++) {777
          Out<<A_buff(i,kshape);778
      }779
      Out<<endl;780
  }781
// time functions
782
// loop on increments783
  for (int i=0;i<Nb_increments;i++) {784
//  loop on shape functions785
      for (int kshape=0;kshape<Nb_Shape;kshape++) {786
          Out<<a_buff(kshape,i);787
      }788
      Out<<endl;789
  }  790
// Covariance
791
// loop on ishape792
  for (int ishape=0;ishape<Nb_Shape;ishape++) {793
//  loop on shape functions794
      Out<<Covariance_history_buff(ishape,ishape);795
      for (int kshape=ishape+1;kshape<Nb_Shape;kshape++) {796
          Out<<Covariance_history_buff(ishape,kshape);797
      }798
      Out<<endl;799
  }800
*/ 801
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  Timer_counter.stop_time("REDUCED_STATE::Write_rom_out"); 802
}803804
void REDUCED_STATE::initialize(REDUCED_ORDER_MODEL* its_PB) // parallele ready805
{806
   Timer_counter.start_time("REDUCED_STATE::Initialize"); 807
   its_ROM = its_PB;808
   My_SUB_DOMAIN = its_ROM->reference_problem->mesh->get_domain();809810
   if (its_ROM->reference_problem->Is_parallel_computation){811
      Shared.resize(My_SUB_DOMAIN->nb_dd_dofs());812
      Shared = 1. ;813
      for (int i=0; i<Shared.size();i++) {814
        if (My_SUB_DOMAIN->give_dd_dof(i))815
          Shared[My_SUB_DOMAIN->give_dd_dof(i)->dof->rank()] = My_SUB_DOMAIN-
>give_dd_dof(i)->shared;
816
      }817
   }818
/*819
permet l'acces aux fonctions :820
My_SUB_DOMAIN->nb_dd_dofs()  ... nombre de dof dans un sous domaine821
My_SUB_DOMAIN->give_dd_dof(i)->dof->rank() ... le rank du dof dans le sous domaine822
My_SUB_DOMAIN->give_dd_dof(i)->shared  ... le nombre de sous domaines se 
partageant le Dof
823
My_SUB_DOMAIN->give_dd_dof(i)->global_rank  ... le rank du dof dans la structure 
globale
824
*/825
   Timer_counter.stop_time("REDUCED_STATE::Initialize"); 
826
}827
void REDUCED_STATE::polynomial_shape() // purely local
828
{829
   Timer_counter.start_time("REDUCED_STATE::Polynomial_shape"); 830
   if (Nb_Shape == 0)  {831
        VECTOR R(A_buff.n);832
R = 1.;833
        subspace_expansion(R, 0.);834
   }835
   Timer_counter.stop_time("REDUCED_STATE::Polynomial_shape"); 836
}837
void REDUCED_STATE::init_problem() // purely local
838
{839
   Inc_last_selection = 0;840
   Inc_last_update_cov = 0;841
}
842
void REDUCED_STATE::init_increment() // purely local
843
{844
   Timer_counter.start_time("REDUCED_STATE::Init_increment"); 845
   if (its_ROM->Nb_increments > 1) {
846
      for (int i=0;i<Nb_Shape;i++) {847
         a_buff(i,its_ROM->Nb_increments-1) = a_buff(i,its_ROM->Nb_increments-2);848
         a_incr[i] = 0.;849
File: /home/cluster/cartel/zebulon/Z8/sandbox/zRom/Reduced_state.c Page 18 of 30
      }850
   }851
   else  {852
      for (int i=0;i<Nb_Shape;i++) {853
         a_buff(i,its_ROM->Nb_increments-1) = 0.;854
         a_incr[i] = 0.;855
      }856
   }857
   Timer_counter.stop_time("REDUCED_STATE::Init_increment"); 858
}859
void REDUCED_STATE::init_cov_hist() // purely local
860
{861
   Timer_counter.start_time("REDUCED_STATE::Init_cov_hist"); 862
   if (Nb_Shape > 0) {863
     MATRIX cov(Nb_Shape,Nb_Shape,Covariance_history_buff,0,0);864
  865
     cov *= its_ROM->gamma_history;866
  }867
  Timer_counter.stop_time("REDUCED_STATE::Init_cov_hist"); 868
}869
void REDUCED_STATE::update_cov_hist() // purely local
870
{871
   Timer_counter.start_time("REDUCED_STATE::Update_cov_hist"); 872
   int  Nb_increments = its_ROM->Nb_increments;873
  if ((its_ROM->true_for_adaptive_reduction) && (Nb_increments > 
Inc_last_update_cov))  {
874
     MATRIX a_dof(Nb_Shape,Nb_increments-
Inc_last_update_cov,a_buff,0,Inc_last_update_cov);
875
     MATRIX cov(Nb_Shape,Nb_Shape,Covariance_history_buff,0,0);876
     877
     if (memory_factor < 0.9999) cov *= memory_factor; // for EDF878
     cov += a_dof*transpose(a_dof);879
          880
     Inc_last_update_cov = Nb_increments;881
  }
882
/*883
  else if ((its_ROM->true_for_adaptive_reduction) && (Nb_increments == 
Inc_last_update_cov)) {
884
     MATRIX cov(Nb_Shape,Nb_Shape,Covariance_history_buff,0,0);
885
     886
     if (its_ROM->convergence_acceleration) {887
       cov *= its_ROM->gamma_history; // for EDF 888
       for (int i=0;i<Nb_Shape;i++) {889
         for (int j=0;i<Nb_Shape;i++) {890
           cov(i,j) += a_incr[i]*a_incr[j]; // for EDF891
         }892
       }893
     }894
   }
895
*/896
  Timer_counter.stop_time("REDUCED_STATE::Update_cov_hist"); 897
}898
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void REDUCED_STATE::attenuate_cov_hist() // purely local
899
{900
   Timer_counter.start_time("REDUCED_STATE::Attenuate_cov_hist"); 901
   if (its_ROM->true_for_adaptive_reduction) {902
    update_cov_hist();903
    MATRIX cov(Nb_Shape,Nb_Shape,Covariance_history_buff,0,0);904
    cov *= memory_factor;905
  }906
  Timer_counter.stop_time("REDUCED_STATE::Attenuate_cov_hist"); 907
}908
LIST<int> REDUCED_STATE::sort(LIST<double>& beta) // purely local
909
{910
   Timer_counter.start_time("REDUCED_STATE::Sort"); 911
   LIST<int> Lindices(beta.size());912
   double beta_max;913
   int i_max;914
   int j_max;915
   916
   for (int i=0; i<Lindices.size(); i++) Lindices[i] = i;917
   918
   for (int k=0;k<Lindices.size()-1;k++) {919
      i_max = k;920
      beta_max = fabs(beta[Lindices[i_max]]);921
      for (int i=k+1;i<Lindices.size();i++) {922
         if (fabs(beta[Lindices[i]]) > beta_max) {923
    beta_max = fabs(beta[Lindices[i]]);924
    i_max = i;925
 }926
      }927
      j_max = Lindices[k];928
      Lindices[k] = Lindices[i_max]; 929
      Lindices[i_max] = j_max;930
   }931
   Timer_counter.stop_time("REDUCED_STATE::Sort"); 932
   return Lindices;933
}934
void REDUCED_STATE::power_method(DMATRIX &Lambda, MATRIX &Phi) // purely local
935
{ 936
   Timer_counter.start_time("REDUCED_STATE::Power_method"); 937
   938
  MATRIX cov(Nb_Shape,Nb_Shape,Covariance_history_buff,0,0);939
  double epsilon = 0.1*epsilon_pod;940
  941
  if ( norm(cov-transpose(cov)) > 1.e-4*cov(0,0) ) 942
    ERROR("Error in REDUCED_STATE::power_method, the matrix must be symetric");943
  Phi.resize(cov.n,cov.n);944
  Lambda.resize(cov.n);945
    946
  MATRIX Test(cov.n,cov.n);947
  MATRIX Y(cov.n,cov.n);948
  MATRIX R(cov.n,cov.n);949
  double norme_test;950
  LIST<double> beta(cov.n);951
  LIST<int> Renum;952
  MATRIX proj(cov.n,cov.n);953
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  SMATRIX Phi_Phi;954
  double beta_max;955
  Phi = 0.;
956
  for (int i=0; i<cov.n; i++) Phi(i,i) = 1.;957958
  int max_its = cov.n * 10;  959
  for (int its=0; its<max_its; its++) {960
    Test = Phi;961
// orthogonalization
962
//    for (int j=0;j<cov.n;j++) Test(j,0) = Phi(j,0); /// utilité ???? on a déja 
dit dans la ligne d'avant la meme chose !!!
963
    for (int i=0;i<cov.n-1;i++){     964
       MATRIX Test_orth(Phi.n,i+1,Test,0,0);965
       MATRIX Phi_col(Phi.n,1,Phi,0,i+1);966
       proj = Test_orth * transpose(Test_orth) ;
967
       MATRIX newTest = Phi_col - proj* Phi_col;      968
       norme_test = norm(newTest);969
       if (norme_test > 1.e-10) newTest /= norme_test;    970
       else {971
         for (int j=0;j<cov.n;j++) newTest(j,0) = RANDOM_LAW::get_random_double();972
         newTest = newTest - proj* newTest;      973
         norme_test = norm(newTest);974
         newTest /= norme_test;975
       }976
       for (int j=0;j<cov.n;j++) Test(j,i+1) = newTest(j,0);977
 978
    }979
     Y = cov*Test;
980
     beta_max = 0.;981
     for (int i=0;i<cov.n;i++) {982
       MATRIX Col(cov.n,1,Y,0,i);983
       beta[i] = norm(Col);984
       if (beta[i] > beta_max) beta_max = beta[i];985
     }986
     for (int i=0;i<cov.n;i++) {
987
//       if (beta[i] < epsilon*beta_max) {988
       if (beta[i] < 0.01*epsilon*beta_max) {989
         for (int j=0;j<cov.n;j++) Y(j,i) = Test(j,i);990
       }991
       else {992
         for (int j=0;j<cov.n;j++) Y(j,i) /= beta[i];993
       }994
     }995
     R = Y - Test; 
996
     Renum = sort(beta);
997
     for (int i=0;i<cov.n;i++) {998
       for (int j=0;j<cov.n;j++) Phi(j,i) = Y(j,Renum[i]);    999
     }1000
     if (norm(R) < epsilon * sqrt(double(cov.n)) )  break;
1001
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  }1002
 1003
  for (int j=0;j<cov.n;j++) {1004
    Lambda(j,j) = beta[Renum[j]];1005
  }1006
  1007
  Timer_counter.stop_time("REDUCED_STATE::Power_method"); 1008
}1009
void REDUCED_STATE::set_state(VECTOR& Y, double coef) // purely local
1010
{1011
   Timer_counter.start_time("REDUCED_STATE::Set_state"); 1012
   int  Nb_increments = its_ROM->Nb_increments;1013
  1014
  if (Nb_increments > 1) {1015
  for (int i=0;i<A_buff.n;i++) {1016
     Y[i] = 0;1017
     for (int j=0;j<Nb_Shape;j++) {1018
       Y[i] += A_buff(i,j)*(coef*a_buff(j,Nb_increments-1)+(1.-coef)*a_buff
(j,Nb_increments-2));  
1019
     }1020
   }1021
   }1022
   else  {1023
     for (int i=0;i<A_buff.n;i++) {1024
        Y[i] = 0;1025
        for (int j=0;j<Nb_Shape;j++) {1026
          Y[i] += A_buff(i,j)*coef*a_buff(j,Nb_increments-1);  1027
        }1028
      }1029
   }1030
   Timer_counter.stop_time("REDUCED_STATE::Set_state"); 1031
}1032
void REDUCED_STATE::set_shape_fct(VECTOR& Y, int ishape) // purely local
1033
{1034
  Y.resize(A_buff.n);1035
  if (ishape<Nb_Shape)  {1036
    for (int i=0;i<A_buff.n;i++) {1037
       Y[i] = A_buff(i,ishape);  1038
     }1039
   }1040
   else  {1041
     Y = 0.;1042
   }1043
}1044
void REDUCED_STATE::set_shape_dof_tot(MESH* mesh, int ishape) // ambigue !!!! 
almost local
1045
{1046
   if (ishape<Nb_Shape)  {1047
     for (int i=0;i<mesh->nb_dof();i++) {1048
         mesh->get_dof(i)->d_dof_tot = A_buff(i,ishape);  1049
     }1050
   }1051
   else1052
     for (int i=0;i<mesh->nb_dof();i++)  mesh->get_dof(i)->d_dof_tot = 0.;   1053
}1054
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void REDUCED_STATE::set_dof_increment(MESH* mesh) // ambigue !!!! almost local
1055
{1056
   DOF* dof;1057
   for (int i=0;i<mesh->nb_dof();i++) {1058
      dof=mesh->get_dof(i);1059
      if  (dof->if_fixed == FALSE){1060
        dof->incr_dof = 0.;   1061
        for (int j=0;j<Nb_Shape;j++) {1062
          dof->incr_dof += A_buff(i,j)*a_incr[j];  1063
        }1064
      }            1065
   }1066
}
1067
void REDUCED_STATE::set_dof_tot(MESH* mesh) // ambigue !!!! almost local
1068
{1069
   DOF* dof;1070
   for (int i=0;i<mesh->nb_dof();i++) {1071
      dof=mesh->get_dof(i);1072
      if  (dof->if_fixed == FALSE){1073
        dof->d_dof_tot = 0.;   1074
        for (int j=0;j<Nb_Shape;j++) {1075
           dof->d_dof_tot += A_buff(i,j)*a_buff(j,its_ROM->Nb_increments-1);  1076
        }1077
      }            1078
   }1079
}
1080
void REDUCED_STATE::ortho_shape_fct() // parallele ready ( jamais utilsée dans le 
code - repond pas au grep ??? )
1081
{1082
   Timer_counter.start_time("REDUCED_STATE::Ortho_shape_fct"); 1083
   int  Nb_increments = its_ROM->Nb_increments;1084
   MATRIX A_ortho(A_buff.n,A_buff.m);1085
   int ishape;1086
   int jshape;1087
   int kshape;1088
   int i;1089
   double proj_contrib;1090
   VECTOR proj(1);1091
   VECTOR GLC_temp_g_sum(1);1092
   VECTOR A_ortho_col(A_ortho.n);1093
   double normAortho2;1094
      1095
   Out<<"ROM shape function orthogonalization"<<endl;
1096
   Gene_last_orthogonalization = Basis_generation;1097
   kshape = 0;
1098
   for (ishape=0;ishape<Nb_Shape;ishape++)  {1099
      for (i=0;i<A_ortho.n;i++) A_ortho(i,kshape) = A_buff(i,ishape);1100
      for (jshape=0;jshape<ishape;jshape++)  {
1101
         proj = 0.;1102
         for (i=0;i<A_ortho.n;i++) {1103
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    proj_contrib = A_ortho(i,kshape) * A_buff(i,jshape);1104
            if (its_ROM->reference_problem->Is_parallel_computation && 
is_dof_basis && is_global_basis)  proj_contrib /= Shared[i];
1105
            proj[0] += proj_contrib;1106
 }1107
         if (its_ROM->reference_problem->Is_parallel_computation && 
is_global_basis)  glc.g_sum(proj);
1108
         for (i=0;i<A_ortho.n;i++) {
1109
            A_ortho(i,kshape) -= proj[0] * A_buff(i,jshape);1110
            A_ortho_col[i] = A_ortho(i,kshape);1111
         }1112
      }1113
      if(its_ROM->reference_problem->Is_parallel_computation && is_global_basis) {
1114
         if (is_dof_basis)   {1115
            for (int i=0; i<A_ortho_col.size(); i++) A_ortho_col[i] = A_ortho_col
[i]/ Shared[i] ;
1116
         } 1117
         GLC_temp_g_sum[0] = norm(A_ortho_col);1118
         GLC_temp_g_sum[0]  *= GLC_temp_g_sum[0];1119
         glc.g_sum(GLC_temp_g_sum);1120
         normAortho2 = GLC_temp_g_sum[0];1121
      } else {1122
            normAortho2 = norm(A_ortho_col);1123
            normAortho2 *= normAortho2;1124
      }1125
 
1126
      if (normAortho2 > 1.e-10) {1127
         normAortho2 = sqrt(normAortho2);1128
         for (i=0;i<A_ortho.n;i++) A_ortho(i,kshape) /= normAortho2;1129
         kshape +=1;1130
      }1131
   }11321133
   MATRIX V(kshape,Nb_Shape);1134
   double V_contrib;1135
   for (ishape=0;ishape<kshape;ishape++) {1136
      for (jshape=0;jshape<Nb_Shape;jshape++) {1137
         V(ishape,jshape) = 0.;1138
 for (i=0;i<A_ortho.n;i++) {1139
            V_contrib = A_ortho(i,ishape) * A_buff(i,jshape);1140
            if (its_ROM->reference_problem->Is_parallel_computation && 
is_dof_basis && is_global_basis)  V_contrib /= Shared[i];
1141
            V(ishape,jshape) += V_contrib;1142
         }1143
      }1144
   }1145
   if (its_ROM->reference_problem->Is_parallel_computation && GG_tot.size()>0 && 
is_global_basis)  glc.g_sum(V);
1146
   
1147
   MATRIX a(Nb_Shape,Nb_increments,a_buff,0,0);1148
   a = V*a;1149
   MATRIX Cov(Nb_Shape,Nb_Shape,Covariance_history_buff,0,0);
1150
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   MATRIX Cov2(kshape,kshape);1151
   Cov2 = V * ( Cov * transpose(V) );1152
   Nb_Shape = kshape;1153
   MATRIX Cov3(Nb_Shape,Nb_Shape,Covariance_history_buff,0,0);1154
   Cov3 = Cov2;1155
   1156
   MATRIX A(A_buff.n,Nb_Shape,A_buff,0,0);1157
   MATRIX A2(A_buff.n,Nb_Shape,A_ortho,0,0);1158
   A = A2;1159
      1160
   Timer_counter.stop_time("REDUCED_STATE::Ortho_shape_fct"); 1161
}1162
void REDUCED_STATE::init_shape(int k)
1163
{1164
  for (int i=0;i<A_buff.n;i++) A_buff(i,k) = 0.;1165
}1166
void REDUCED_STATE::give_global_A()
1167
{1168
   Zfstream file;1169
   STRING A_file;1170
//        MATRIX A_buff; la matrice a assembler
1171
   if (its_ROM->reference_problem->Is_parallel_computation && is_global_basis){
1172
      MATRIX Global_A(My_SUB_DOMAIN->global_dof_nb,Nb_Shape);1173
      Global_A = 0;1174
      if (is_dof_basis) {
1175
        1176
      for (int i=0;i<A_buff.n;++i) 1177
        Out<<" local : "<<My_SUB_DOMAIN->give_dd_dof(i)->dof->rank()<< " , 
global : "<<My_SUB_DOMAIN->give_dd_dof(i)->global_rank<<endl;
1178
         for (int jshape = 0; jshape<Nb_Shape; jshape++) {
1179
             for (int i=0;i<A_buff.n;++i) 1180
                  Global_A(My_SUB_DOMAIN->give_dd_dof(i)->global_rank,jshape)= 
A_buff(i,jshape)/Shared[i];
1181
         }1182
         glc.g_sum(Global_A);11831184
         A_file = "matrice_A"+itoa(The_mp_client.my_node);1185
/*1186
         file.open(A_file(),ios::out);1187
         file<<Global_A.n<<"\t"<<Nb_Shape<<endl;1188
         for (int i=0;i<Global_A.n;i++) {1189
            for (int j=0;j<Nb_Shape;j++)  {1190
                file<<Global_A(i,j)<<"\t";1191
    }1192
    file<<endl;1193
         }1194
         file.close();1195
*/1196
         file.open(A_file(),ios::out);1197
         file<<A_buff.n<<"\t"<<Nb_Shape<<endl;1198
         for (int i=0;i<A_buff.n;i++) {1199
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            for (int j=0;j<Nb_Shape;j++)  {1200
                file<<A_buff(i,j)<<"\t";1201
    }1202
    file<<endl;1203
         }1204
         file.close();1205
      } else {
1206
1207
1208
      }1209
   }else{1210
      if (is_dof_basis) {1211
         A_file = "matrice_A";
1212
         file.open(A_file(),ios::out);
1213
         file<<A_buff.n<<"\t"<<Nb_Shape<<endl;1214
         for (int i=0;i<A_buff.n;i++) {1215
            for (int j=0;j<Nb_Shape;j++)  {1216
                file<<A_buff(i,j)<<"\t";1217
    }1218
    file<<endl;1219
         }1220
         file.close();1221
      } else {
1222
1223
1224
      }1225
   }1226
}
1227
void REDUCED_STATE::Eigenproblem(DMATRIX &Lambda, MATRIX &Phi)
1228
{1229
 /*
1230
   This is derived from the Algo procedures, by Bowdler, Martin, Reinsch,1231
   and Wilkinson, Handbook for Auto. Comp., Vol.ii-Linear Algebra, 1232
   and the corresponding subroutine in EISPACK.1233
            Computes all eigenvalues and eigenvectors of a real symmetric matrix 
by 
1234
    reduction to tridiagonal form followed by QL iteration.1235
            Lambda = the diagonal eigenvalues matrix1236
            Phi = the eigenvectors matrix1237
 */1238
   Timer_counter.start_time("REDUCED_STATE::Eigenproblem"); 
1239
   MATRIX cov(Nb_Shape,Nb_Shape,Covariance_history_buff,0,0);
1240
   if ( norm(cov-transpose(cov)) > 1.e-4*cov(0,0) ) 
1241
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       ERROR("Error in REDUCED_STATE::Eigenproblem, the matrix must be symetric");1242
   Phi.resize(cov.n,cov.n);1243
   Lambda.resize(cov.n);1244
   VECTOR d;
1245
   d.resize(cov.n);1246
   VECTOR e;1247
   e.resize(cov.n);1248
   // Store matrix cov to Phi
1249
   for (int i = 0; i < cov.n; i++) {1250
      for (int j = 0; j < cov.n; j++) {1251
    Phi(i,j) = cov(i,j);1252
      }1253
   }1254
   // Tridiagonalize.
1255
/*1256
    Householder reduction of a real symmetric matrix Phi[0..n-1][0..n-1]. 
(The input matrix cov
1257
    is stored in Phi.) On output, Phi is replaced by the orthogonal matrix 
Q effecting
1258
    the transformation. d[0..n-1] contains the diagonal elements of the 
tridiagonal matrix and
1259
    e[0..n-1] the off-diagonal elements, with e[0]=0.1260
*/1261
   tred2(cov.n, d, e, Phi);1262
   // Diagonalize.
1263
/*1264
    QL algorithm, to determine the eigenvalues and eigenvectors of a real 
symmetric matrix previously
1265
    reduced by tred2. On input, d[1..n] contains the diagonal elements of 
the tridiagonal matrix.
1266
    On output, it returns the eigenvalues. The vector e[1..n] inputs the 
subdiagonal elements of the
1267
    tridiagonal matrix, with e[1] arbitrary. On output e is destroyed. If 
the eigenvectors of a matrix
1268
    that has been reduced by tred2 are required, then Phi is input as the 
matrix output by tred2.
1269
    The k_th column of Phi returns the normalized eigenvector 
corresponding to d[k]
1270
*/1271
   tql2(cov.n, d, e, Phi);1272
 // updating Lambda
1273
   for (int j=0;j<cov.n;j++) {1274
 Lambda(j,j) = d[j];1275
   }1276
   Timer_counter.stop_time("REDUCED_STATE::Eigenproblem"); 1277
}
1278
//
*******************************************************************************//   
1279
void REDUCED_STATE::tred2(int n, VECTOR &d, VECTOR &e, MATRIX &V )1280
{12811282
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      for (int j = 0; j < n; j++) {
 d[j] = V(n-1,j);1283
      }1284
      // Householder reduction to tridiagonal form.
1285
   1286
      for (int i = n-1; i > 0; i--) {1287
   1288
         // Scale to avoid under/overflow.1289
   1290
 double scale = 0.0;1291
 double h = 0.0;1292
 for (int k = 0; k < i; k++) {1293
    scale += fabs(d[k]);1294
 }1295
 if (scale == 0.0) {1296
    e[i] = d[i-1];1297
    for (int j = 0; j < i; j++) {1298
       d[j] = V(i-1,j);1299
       V(i,j) = 0.0;1300
       V(j,i) = 0.0;1301
    }1302
 } else {1303
   1304
            // Generate Householder vector.1305
   1306
    for (int k = 0; k < i; k++) {1307
       d[k] /= scale;1308
       h += d[k] * d[k];1309
    }1310
    double f = d[i-1];1311
    double g = sqrt(h);1312
    if (f > 0) {1313
       g = -g;1314
    }1315
    e[i] = scale * g;1316
    h = h - f * g;1317
    d[i-1] = f - g;1318
    for (int j = 0; j < i; j++) {1319
       e[j] = 0.0;1320
    }1321
   1322
            // Apply similarity transformation to remaining columns.1323
   1324
    for (int j = 0; j < i; j++) {1325
       f = d[j];1326
       V(j,i) = f;1327
       g = e[j] + V(j,j) * f;1328
       for (int k = j+1; k <= i-1; k++) {1329
  g += V(k,j) * d[k];1330
  e[k] += V(k,j) * f;1331
       }1332
       e[j] = g;1333
    }1334
    f = 0.0;1335
    for (int j = 0; j < i; j++) {1336
       e[j] /= h;1337
       f += e[j] * d[j];1338
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    }1339
    double hh = f / (h + h);1340
    for (int j = 0; j < i; j++) {1341
       e[j] -= hh * d[j];1342
    }1343
    for (int j = 0; j < i; j++) {1344
       f = d[j];1345
       g = e[j];1346
       for (int k = j; k <= i-1; k++) {1347
  V(k,j) -= (f * e[k] + g * d[k]);1348
       }1349
       d[j] = V(i-1,j);1350
       V(i,j) = 0.0;1351
    }1352
 }1353
 d[i] = h;1354
      }1355
   1356
      // Accumulate transformations.1357
   1358
      for (int i = 0; i < n-1; i++) {1359
 V(n-1,i) = V(i,i);1360
 V(i,i) = 1.0;1361
 double h = d[i+1];1362
 if (h != 0.0) {1363
    for (int k = 0; k <= i; k++) {1364
       d[k] = V(k,i+1) / h;1365
    }1366
    for (int j = 0; j <= i; j++) {1367
       double g = 0.0;1368
       for (int k = 0; k <= i; k++) {1369
  g += V(k,i+1) * V(k,j);1370
       }1371
       for (int k = 0; k <= i; k++) {1372
  V(k,j) -= g * d[k];1373
       }1374
    }1375
 }1376
 for (int k = 0; k <= i; k++) {1377
    V(k,i+1) = 0.0;1378
 }1379
      }1380
      for (int j = 0; j < n; j++) {1381
 d[j] = V(n-1,j);1382
 V(n-1,j) = 0.0;1383
      }1384
      V(n-1,n-1) = 1.0;1385
      e[0] = 0.0;1386
   } 1387
//
*******************************************************************************//   
1388
void REDUCED_STATE::tql2 (int n, VECTOR &d, VECTOR &e, MATRIX &V ) 1389
{1390
   
1391
      for (int i = 1; i < n; i++) {1392
 e[i-1] = e[i];1393
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      }1394
      e[n-1] = 0.0;1395
   1396
      double f = 0.0;1397
      double tst1 = 0.0;1398
      double eps = pow(2.0,-52.0);1399
      for (int l = 0; l < n; l++) {1400
         // Find small subdiagonal element
1401
   1402
 tst1 = Zmax(tst1,fabs(d[l]) + fabs(e[l]));1403
 int m = l;1404
        // Original while-loop from Java code
1405
 while (m < n) {1406
    if (fabs(e[m]) <= eps*tst1) {1407
       break;1408
    }1409
    m++;1410
 }1411
   
1412
         // If m == l, d[l] is an eigenvalue,1413
         // otherwise, iterate.1414
   1415
 if (m > l) {1416
    int iter = 0;1417
    do {1418
       iter = iter + 1;  // (Could check iteration count here.)1419
   1420
               // Compute implicit shift1421
   1422
       double g = d[l];1423
       double p = (d[l+1] - g) / (2.0 * e[l]);1424
       double r = hypot(p,1.0);1425
       if (p < 0) {1426
  r = -r;1427
       }1428
       d[l] = e[l] / (p + r);1429
       d[l+1] = e[l] * (p + r);1430
       double dl1 = d[l+1];1431
       double h = g - d[l];1432
       for (int i = l+2; i < n; i++) {1433
  d[i] -= h;1434
       }1435
       f = f + h;1436
   1437
               // Implicit QL transformation.1438
   1439
       p = d[m];1440
       double c = 1.0;1441
       double c2 = c;1442
       double c3 = c;1443
       double el1 = e[l+1];1444
       double s = 0.0;1445
       double s2 = 0.0;1446
       for (int i = m-1; i >= l; i--) {1447
  c3 = c2;1448
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  c2 = c;1449
  s2 = s;1450
  g = c * e[i];1451
  h = c * p;1452
  r = hypot(p,e[i]);1453
  e[i+1] = s * r;1454
  s = e[i] / r;1455
  c = p / r;1456
  p = c * d[i] - s * g;1457
  d[i+1] = h + s * (c * g + s * d[i]);1458
   1459
                  // Accumulate transformation.1460
   1461
  for (int k = 0; k < n; k++) {1462
     h = V(k,i+1);1463
     V(k,i+1) = s * V(k,i) + c * h;1464
     V(k,i) = c * V(k,i) - s * h;1465
  }1466
       }1467
       p = -s * s2 * c3 * el1 * e[l] / dl1;1468
       e[l] = s * p;1469
       d[l] = c * p;1470
   1471
               // Check for convergence.1472
   1473
    } while (fabs(e[l]) > eps*tst1);1474
 }1475
 d[l] = d[l] + f;1476
 e[l] = 0.0;1477
      }1478
     1479
      // Sort eigenvalues and corresponding vectors.1480
   1481
      for (int i = 0; i < n-1; i++) {1482
 int k = i;1483
 double p = d[i];1484
 for (int j = i+1; j < n; j++) {1485
    if (d[j] > p) {1486
                   // modified sort1487
       k = j;1488
       p = d[j];1489
    }1490
 }1491
 if (k != i) {1492
    d[k] = d[i];1493
    d[i] = p;1494
    for (int j = 0; j < n; j++) {1495
       p = V(j,i);1496
       V(j,i) = V(j,k);1497
       V(j,k) = p;1498
    }1499
 }1500
      }1501
   }15021503
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In our opinion, many of complex numerical models in materials science can be reduced without losing
their physical sense. Due to solution bifurcation and strain localization of continuum damage problems,
damage predictions are very sensitive to any model modification. Most of the robust numerical
algorithms intend to forecast one approximate solution of the continuousmodel despite there aremultiple
solutions. Some model perturbations can possibly be added to the finite element model to guide the sim-
ulation toward one of the solutions. Doing a model reduction of a finite element damagemodel is a kind of
model perturbation. If no quality control is performed the prediction of the reduced-order model (ROM)
can really differ from the prediction of the full finite element model. This can happen using the snapshot
Proper Orthogonal Decomposition (POD) model reduction method. Therefore, if the expected purpose of
the reduced approximation is to estimate the solution that the finite element simulation should give,
an adaptive reduced-order modeling is required when reducing finite element damage models.
We propose an adaptive reduced-order modeling method that enables to estimate the effect of loading
modifications. The Rousselier continuum damage model is considered. The differences between the finite
element prediction and the one provided by the adapted reduced-order model (ROM) remain stable
although various loading perturbations are introduced. The adaptive algorithm is based on the APHR (A
Priori Hyper Reduction) method. This is an incremental scheme using a ROM to forecast an initial guess
solution to the finite element equations. If, at the end of a time increment, this initial prediction is not
accurate enough, a finite element correction is added to the ROM prediction. The proposed algorithm
can be viewed as a two step Newton–Raphson algorithm. During the first step the prediction belongs to
the functional space related to the ROM and during the second step the correction belongs to the classical
FE functional space. Moreover the corrections of the ROM predictions enable to expand the basis related to
the ROM. Therefore the ROM basis can be improved at each increment of the simulation. The efficiency of
the adaptive algorithm is checked comparing the amount of global linear solutions involved in the pro-
posed scheme versus the amount of global linear solutions involved in the classical incremental New-
ton–Raphson scheme. The quality of the proposed approximation is compared to the one provided by
the classical snapshot Proper Orthogonal Decomposition (POD) method.
 2011 Published by Elsevier B.V.
1. Introduction
Continuum damage elasto-plastic models are widely used for fa-
tigue life prediction or crack growth on metallic components [1–3].
Due to the bifurcation of the solutions, the damage models are very
sensitive to any model modification. Nonlocal models have been
proposed to avoid the mesh dependency of the solution assuming
the element size is small enough. For more details about mesh non-
local models, we refer the reader to [4]. Various approaches are
available to study the bifurcation modes related to the continuum
damagemodels [5,4,6–8]. In this paper we assume that a numerical
simulation aims to estimate one of the admissible solutions of the
nonlinear continuous model. Only one prediction must be forecast
per simulation. Model perturbations are introduced to obtain vari-
ous predictions of the mechanical state. The reduced basis approx-
imations introduce errors that can be amplified during the
bifurcation of the solution. This paper aims to show that the APHR
(A Priori Hyper Reduction) method proposed in [9] enables to build
robust reduced approximations for continuum damage models
based on Rousselier constitutive law [10,11]. This reduced approx-
imation is a time/space separated representation of the displace-
ment, which is defined over the whole time interval of the
simulation and the entire domain.
The development of large FE models increases the need of low
order models created by model reduction methods. The availability
of reduced-order models (ROMs) can greatly facilitate the solution
of series of mechanical problems appearing in optimization prob-
lems for instance. The formulation of the reduced-equations differs
from the formulation of the detailed equations in the choice of the
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functional space related to the primal state variables. Most of the
time, the state variables are considered as a linear combination
of known fields. In case of a posteriori approach, these fields are
obtained by solving detailed preliminary problems. In the frame-
work of modal superposition method, these fields are the eigenvec-
tors related to the free-vibration problem. If the preliminary
problems provide linearly independent fields, then the coefficients
of the linear combination are the reduced-state variables of the
ROM. On the contrary, one has to build a reduced-basis of the sub-
space spanned by the known fields. The Proper Orthogonal Decom-
position (POD) aims to create such a basis from a set of time
dependent fields. The POD model reduction method has been used
in a wide range of nonlinear incremental simulations and optimi-
zation problems in fluid mechanics [12], in materials science
[13,14], in thermal science [15] and real-time surgery simulation
[16]. This method originates from the Karhunen–Loève expansion
[17,18] developed for statistical analyses. A POD basis is an optimal
basis of the state subspace spanned by forecast states possibly re-
lated to various simulations of the response of the detailed model.
The optimality of the POD has been proved in [19]. The snapshot
POD proposed by Sirovich [20] has had an important contribution
to the development of POD basis for the reduction of nonlinear
time-dependent models. This method reduces the size of the eigen-
problem involved in the construction of the POD vectors. Some de-
tails about this method are given in Section 4. The main drawback
of the classical POD and of the snapshot POD methods is the lack of
adaptive procedure in order to modify the ROM basis according to
an error indicator. During the same period, Ladevèze proposed a
competitive decomposition method dedicated to elasto-plastic
models named the radial loading decomposition (RLD) [21]. This
decomposition is performed by the LATIN method [21] without
solving the full incremental detailed model. The LATIN method
aims to create iteratively a linear problem to forecast the response
of the nonlinear detailed model. This linear problem is defined over
the entire time interval. Therefore, a time and space separated rep-
resentation enables to define the decomposition of the forecast
state evolution. Various LATIN algorithms were proposed to solve
optimization problems [22,23] and multiscale problems [24]. The
similarities between the RLD and the POD have been stated in
[25]. LATIN algorithms can control the quality of the separated rep-
resentation using a non incremental solution scheme. But the
extension of such non incremental scheme to any constitutive
equations is not straightforward. For this reason, the APHR method
has been proposed in [9]. This is an adaptive model reduction
method using a classical incremental scheme. The extension of
the reduced basis can be performed using a Krylov subspace as
proposed in [9], or using a known state evolution [26], or using
nonlinear global corrections as proposed in this paper. The nonlin-
ear corrections are introduced using a multi-level approximation.
The first level is the reduced approximation having global re-
duced-state variables. The second level is the finite element correc-
tion having nodal variables. The proposed adaptive method is
coined the multi-level APHR method. Despite the solution of dam-
age problem is not unique in case of bifurcation, robust integration
schemes enable to forecast one mechanical state per finite element
simulation. For details on robust integration of finite element dam-
age problems the reader can refer to [27]. The purpose of a reduced
approximation is to forecast the finite element solution using less
variables and less equations. But the reduced approximation being
a modification of the finite element model, the approximation er-
rors can be amplified during bifurcation. This paper aims to show
that reduced approximation being adapted, the distance between
the FE prediction and the APHR prediction is almost constant dur-
ing the bifurcation of the solution.
The paper is organized in the following manner. Section 2 intro-
duces the formulation of the mechanical problem. The functional
spaces related to the finite element problem and to the POD
approximation are described in this section. The formulation of
the multi-level approximation and the adaptive algorithm related
to the APHR method are detailed in Section 3. Section 4 reports
the numerical results elucidating the robustness of the proposed
method. The amount of linear solutions required during the APHR
simulation is compared to the amount of linear solutions required
to forecast the finite element solution. Section 5 is the conclusion
of this paper.
2. Formulation of the continuous model
The continuous model of concern is a parametrized mechanical
model. We denote {p} the column of the model parameters. These
parameters can be related to design choices, material coefficients
or loading conditions. We consider a series of mechanical problems
related to a series of parameter values ({p}a)a=1. . .N. In this paper,
we consider parameters related to loading perturbations.
The detailed model is described using the finite strain formal-
ism. At time instant t, the continuous medium is occupying a do-
main X. The nonlinear system is analyzed over a time interval
]0, T]. The reference configuration is denoted X0. It can be the do-
main either at time instant t = 0 (total Lagrangian formulation) or
at time instant t (update Lagrangian formulation). The displace-
ment field at time t is defined on X0 and it is denoted by
u(X, t, {p}a). X is denoting the initial position of a material point
in X0. The second Piola–Kirchhoff stress tensor S is a nonlinear
function of the deformation gradient history:
S ¼ RðFs; s 6 tÞ ð1Þ
where R is a formal operator that must be defined by constitutive
equations and Fs is the deformation gradient at time instant s.
We observe that the following general relations hold:
F ij ¼ dij þ
@ui
@Xj
ð2Þ
r ¼
1
detðFÞ
F  S  FT ð3Þ
where r is the Cauchy stress tensor and dij is the Kronecker delta.
The Eulerian strain rate is :
D ¼ symð _F  F1Þ; with symðCÞ ¼
1
2
ðCþ CTÞ ð4Þ
The boundary oX0 of X0 is denoted by @UX
0 [ @fX
0. On @UX
0,
there is the Dirichlet condition u(, t, {p}a) = uc(, t,{p}a) for all t,
where uc is a given parametrized displacement field. On @fX
0, there
is a given force field f(, t) depending on time t. The displacement
field belongs to an affine function space U defined by:
U ¼ uð; t; fpgaÞ 2 H
1ðX0ÞjuðX; t; fpgaÞ ¼ ucðX; tÞ 8X 2 @UX
0
n o
ð5Þ
The vector space associated to U is denoted V. It does not de-
pend on any parameter:
V ¼ fuð; t; fpgaÞ 2 H
1ðX0ÞjuðX; t; fpgaÞ ¼ 0 8X 2 @UX
0g ð6Þ
The statement of the mechanical problem is the following. We
want to find an estimation of the displacement field u 2 U defined
by the constitutive equations and the principle of virtual work:Z
X0
ðu;uÞ : RðFðuÞ; s 6 tÞdX0 
Z
@fX
0
u  fðX; t; fpgaÞ
dC0 ¼ 0 8u 2 V ð7Þ
where u⁄ is a test function and  is linear function of u⁄ such
that :
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ijðu;uÞ ¼
1
2
@ui
@Xj
þ
@uj
@X i
þ
Xk¼3
k¼1
@uk
@Xi
@uk
@Xj
þ
@uk
@X i
@uk
@Xj
  !
ð8Þ
According to the framework of the irreversible thermodynamic
processes, a constitutive law can be defined by a choice of: internal
variables, the Helmholtz free energy and a pseudo potential of dis-
sipation [28,29] or complementary evolution equations. Examples
of elasto-plastic or elastoviscoplastic constitutive models can be
found in [30].
In this paper we consider the Rousselier model introduced in
[10,11]. This is an elasto-plastic law with isotropic hardening to
describe ductile fracture of metals. The damage evolution is related
to the growth of cavities. As ductile rupture always involves large
deformation levels, a finite strain model is required. The model
used in this work is based on a the definition of corotational frame
[31]. This relatively simple treatment of large deformation allows
to keep a ‘‘small deformation’’ formalism for the constitutive equa-
tions. The velocity gradient L ¼ _F  F1 is splitted into a symmetric
part (D) and a skew-symmetric part (W). The rotation defining the
corotational frame is defined by the following equation:
_Q c ¼W  Q c with Q cðt ¼ 0Þ ¼ 1 ð9Þ
Rotated stress ðrc ¼ Q c  r  Q
T
c Þ and deformation rate
ð _ec ¼ Q c  D  Q
T
c Þ tensors are used to express constitutive equa-
tions. The corresponding objective rate for the Cauchy stress tensor
is the Jauman rate. An additive decomposition for _ec is used:
_ec ¼ _ep þ _ee ð10Þ
where _ep is the plastic strain rate tensor and _ee the elastic strain rate
tensor given by _ee ¼ E : _rc (hypoelasticity). E is Hooke’s tensor. The
internal variables are: ee and the cumulated plastic strain p.
The plastic yield surface is expressed as:
U ¼
rc
1 f
þ r1fD exp
trðrcÞ
3ð1 f Þr1
 
 rf ðpÞ ð11Þ
where rc is the von Mises invariant of rc, tr(rc) is the trace of the
rotated stress tensor and rf(p) the flow stress of the undamaged
material ; it depends on the isotropic hardening variable p  f is
the damage variable corresponding to the void volume fraction
(or porosity). r1 and D are model parameters. Assuming the nor-
mality rule, the plastic strain rate tensor is expressed as:
_ep ¼ ð1 f Þ _p
@U
@rc
ð12Þ
The plastic multiplier _p is expressed as _p ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
3
_e0p : _e
0
p
q
where _e0p is
the deviator of _ep. Damage evolution is given using mass conserva-
tion so that:
_f ¼ ð1 f Þtrð _epÞ ð13Þ
Nucleation is simply modelled by a given initial porosity f0.
There is no continuous nucleation in this model. Coalescence of
cavities is roughly modelled through strain localization. In spite
of these assumptions, the Rousselier model is able to describe com-
plex structural damage [8]. A nonlocal reformulation of the Rousse-
lier model has been proposed in [32] to improve the robustness of
the numerical integration and avoid mesh dependency caused by
strain-softening.
2.1. The reference model
Using the finite element method [33], a backward Euler method
and the Newton–Raphson algorithm, one can forecast different
states of the system at different time instants. The purpose of is
paper is not to explain how to get these states. Details on the finite
element simulation of damage models can be found in [8] for
instance. This section aims to recall some properties of the states
forecast by a finite element model because it is the detailed model
to reduce. Let us denote Uh and Vh the functional affine space and
the vector space related to the finite element model. The finite ele-
ment model involves n degrees of freedom (qj(t))j=1. . .n such that:
Uh ¼ fu 2 Vj9fqg 2 R
n ð14Þ
uðX; t; fpgaÞ ¼
Xj¼n
j¼1
NjðXÞq^jðt; fpgaÞ þ
Xj¼nc
j¼1
eNjðXÞgjðtÞ ð15Þ
8X 2 X0 8t 20; Tg
The shape functions ðeNjÞj¼1;...nc are connected to the nodes
belonging to @UX
0. The coefficient gj are given displacement re-
lated to uc. Therefore, the given part of finite element displacement
field is uch such that:
uchðX; tÞ ¼
Xj¼nc
j¼1
eNjðXÞgjðtÞ ð16Þ
The related vector space is such that:
Vh ¼ spanfN1; . . . ;Nng ð17Þ
Replacing U by Uh and V by Vh in the continuous formulation (7)
we obtain the reference problem to solve: find u 2 Uh defined by
the constitutive equations and the principle of virtual work:Z
X0
ðu;uÞ : RðFðuÞ; s 6 tÞdX0 
Z
@fX
0
u  fðX; t; fpgaÞdC
0
¼ 0 8u 2 Vh ð18Þ
where R(F(u), s 6 t) is the second Piola–Kirchhoff stress tensor
implicitely defined by the constitutive Eqs. (3), (4), (9)–(13).
Removing the imposed part uch of the forecast displacement
fields, we are able to obtain a series of continuous displacements
Ui 2 Vh for i = 1 . . . m. The displacement fields Ui can be related to
various parameter values {p}a and various time instants.
2.2. The POD reduced approximation
The main objective of the model reduction methods is to
replace Uh and Vh by small dimensional functional subspaces
in order to approximate u(, t, {p}a) using previous results of
simulations. The purpose of the snapshot POD is to use the list
of the forecast displacement fields (Ui)i=1. . .m to define a reduced
basis of the subspace span by these fields. Let’s denote ðwkÞk¼1...m^
the vectors of the reduced basis (in practice m^ < n). Let us
denote VROM the vector space related to the reduced-order
model:
VROM ¼ spanfw1; . . . ;wm^g ð19Þ
Later, new state estimations related to modifications of the
model can be computed using the following reduced
approximation:
uðX; t; fpgaÞ ¼
Xk¼m^
k¼1
wkðXÞakðt; fpgaÞ þ uchðX; tÞ;
8X 2 X0 8t 20; T: ð20Þ
The factors ðakÞk¼1...m^ are the reduced-state variables of the ROM.
These are global variables. The affine space related to the reduced
basis approximation (20) is denoted UROM:
UROM ¼ fu 2 Uj u uch 2 VROMg ð21Þ
The snapshot POD was proposed by Sirovich [20]. The vector wk
of the reduced basis are found inside the subspace spanned by the
computed displacement fields such that:
D. Ryckelynck et al. / Computational Materials Science 50 (2011) 1597–1605 1599
wkðXÞ ¼
Xi¼m
i¼1
UiðXÞbik 8X 2 X
0 ð22Þ
where bik must maximize the projection kk of wk on all the snap-
shots, such that:
kk ¼
Pj¼m
j¼1
R
X0
Uj  wk dX
0
 2
R
X0
kwkk
2 dX0
ð23Þ
Sirovich proved in [20] that the matrix [b] contains the eigen-
vectors of the covariance matrix [M] such that:
Mij ¼
Z
X0
Ui  Uj dX
0 ð24Þ
[M] being a symmetric and positive matrix of size m, the matrix [b]
contains m eigenvectors. The kth column of [b] is related to the
eigenvalue kk such that kk > kk+1P 0. Some of the eigenvectors
can have a negligible contribution to the approximation Eq. (22).
In practice, we remove these negligible contributions by a selection
of the m^ first columns of [b] such that:
km^ P k1 and km^þ1 < k1 ð25Þ
where  is a positive parameter of the snapshot POD. In practice we
choose  = 108. VROM being a subspace of Vh, we can introduce a
reduction matrix [A] such that :
wkðXÞ ¼
Xj¼n
j¼1
NjðXÞAjk 8X 2 X
0 ð26Þ
The governing equations of the reduced-order model can be
simply obtained by a Galerkin formulation replacing U by UROM
and V by VROM in the continuous formulation (7). The reduced-or-
der problem to solve is: find u 2 UROM defined by the constitutive
equations and the principle of virtual work:Z
X0
ðu;uÞ : RðFðuÞ; s 6 tÞdX0 
Z
@fX
0
u  fðX; t; fpgaÞ
dC0 ¼ 0 8u 2 VROM ð27Þ
This formulation has no impact on the way the internal vari-
ables are computed. As it is done for the finite element method,
the stress and the internal variables are computed at Gauss points
of the mesh depending on the tensor gradient F, using a classical
integration scheme. A classical Newton–Raphson algorithm en-
ables to find a displacement field that fulfill the above equilibrium
condition.
The drawback of the snapshot PODmethod is the lack of criteria
to choose both convenient snapshots and convenient preliminary
simulations (i.e. convenient parameter values) to create snapshots.
The quality of a POD approximation depends on the extent of the
subspace span by the snapshots. If the POD approximation is not
accurate enough new snapshots have to be added into the series
of known displacements to extend the POD basis.
The quality of the ROM prediction can be checked using the
residual {R} of the finite element equilibrium condition such
that:
Rjðfqg; t; fpgaÞ ¼
Z
X0
ðNj;uÞ : RðFðusÞ;
s 6 tÞdX0 
Z
@fX
0
Nj  fðX; tÞdC
0 ð28Þ
with
uðX; t; fpgaÞ ¼
Xi¼n
i¼1
NiðXÞqiðt; fpgaÞ ð29Þ
A relative error can be defined as follow:
g ¼ maxt2½0;T
kfRgð½A  fag; t; fpgaÞk
kfRgð0; t; fpgaÞk
ð30Þ
being a linear function of u⁄, the matrix form of the reduced equi-
librium Eq. (27) is the following:
½AT  fRgð½A  fag; t; fpgaÞ ¼ 0 ð31Þ
3. The adaptative incremental algorithm
The multi-level APHR method provides state estimations by
summing finite element corrections to ROM predictions. The
reduced-state variables of the ROM being global and the FE vari-
ables being nodal unknowns, the proposed approximation is mul-
ti-level. If at the end of a time increment, the ROM prediction is
accurate enough, no finite element correction is performed. On
the contrary, the results of the FE correction enable to adapt the
ROM. When a FE correction has been performed an approximate
state evolution is known. Therefore we can apply the adaptive
algorithm proposed in [34]. The mechanical state is taken into ac-
count to expand the subspace spanned by the reduced-basis re-
lated to the ROM. To master the growth of the ROM, the adaptive
procedure involves a POD of the reduced-state variables.
The multi-level approximation is the following:
uðX; t; fpgaÞ ¼ u
ðnÞ
ROMðX; t; fpgaÞ þ du
ðnÞ
h ðX; t; fpgaÞ
u
ðnÞ
ROM 2 V
ðnÞ
ROM du
ðnÞ
h 2 Vh ð32Þ
The index (n) is the version of the reduced approximation. Such a
multi-level approximation enables a straightforward introduction
of the adaptive procedure. If duðnÞh and the shape functions w
ðnÞ
k ðXÞ
of the ROM are not linearly dependent, an extended ROM is ob-
tained such that Vðnþ1ÞROM ¼ span w
ðnÞ
1 ; . . . ;w
ðnÞ
m^
; du
ðnÞ
h
n o
. This last ROM
provides a separated representation of the displacement using
fields defined overX0 and scalar functions of time and parameters.
Using a numerical one-step time integration scheme, one can
forecast different states of the system at different time instants.
According to an incremental formulation, the mechanical state is
assumed to be known at time instant ti. The unknowns are the
state variables at time ti+1. Several stages are introduced to forecast
the mechanical state over the time increment ]ti, ti+1]:
 Stage one: The reduced-state variables related to the displace-
ment field are forecast assuming duðnÞh ¼ 0.
 Stage two: The relative error defined in Eq. (30) estimates the
accuracy of the reduced approximation.
 Stage three: If the reduced approximation is not accurate
enough, then the FE correction duðnÞh is computed.
 Stage four: If the FE correction has been performed, then the
reduced-bases are adapted by using the results of the correction
stage (stage three).
If the ROM prediction is accurate enough, then no FE computa-
tion is performed. In practice, the adaptation of the ROM is achieved
only using few FE increments. Moreover, in case of nonlinear equa-
tions or parallel computing, the iterative solver takes advantage of
the prediction provided by the ROM. Such property of ROM initial-
ization of a nonlinear finite element solution can also be found in
[35]. In [9], the author suggests to use a reduced integration domain
to reduce the computational time of the reduced-state variables
during stage one. As mention in [9,26,34,36], this reduced integra-
tion scheme gives rise to additional approximation errors. The aim
of this paper being accurate reduced-order simulations of damage
problem,we do not introduce this reduced integration scheme here.
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The proposed algorithm can be viewed as a two steps Newton–
Raphson algorithm. During the stage one the prediction belongs to
the functional space related to the ROM and during the stage three
the correction belongs to the classical FE functional space.
At the end of stage three, a full state estimation is known. Then
the adaptive algorithm proposed in [26] devoted to known state
evolutions can be applied. The adaptation stage involves an expan-
sion of the subspaces related to the ROM and a selection of the
most significant events using a POD of the reduced-state variables.
The extension of the reduced basis is provided by orthogonal con-
tributions extracted from the state corrections. During the adapta-
tion of the ROM the reduced-state variables related to the previous
computations are updated. The detailed formulation of the four
stages of the algorithm is given below:
Stage one, the unknown are the reduced-state variables
{a}(n)(ti+1, {p}a) and the internal variables over X
0 such that:
uðX; t; fpgaÞ ¼
Xk¼m^
k¼1
w
ðnÞ
k ðXÞa
ðnÞ
k ðt; fpgaÞ þ uchðX; tÞ ð33Þ
Z
X0
ðu;uÞ : RðFðuÞ; s 6 tÞdX0 
Z
@fX
0
u  fðX; t; fpgaÞ
dC0 ¼ 0 8u 2 VðnÞROM ð34Þ
Stage two, evaluation of the error indicator gROM related to the
residue of the finite element equilibrium equations:
gROM ¼
kfRg ½AðnÞ  fagðnÞ; t; fpga
 
k
kfRgð0; t; fpgaÞk
ð35Þ
Stage three, if gROM < R then duh(X,ti+1,{p}a) = 0, else the correc-
tion of the displacements is such that:Z
X0
ðu;u
ðnÞ
ROM þ du
ðnÞ
h Þ : RðFðu
ðnÞ
ROM þ du
ðnÞ
h Þ;
s 6 tÞdX0

Z
@fX
0
u  fðX; t; fpgaÞdC
0 ¼ 0 8u 2 Vh ð36Þ
Stage four, if gROMP R then the subspace V
ðnÞ
ROM can be extended
by using duðnÞh . First we extend the basis and then we preform a
POD of the state variables of the ROM. The intermediate basis is
denoted ðwðnþ1=2Þk Þk¼1...sþ1. We only consider the correction
related to the orthogonal projection of duðnÞh into V
ðnÞ
ROM . This cor-
rection is denoted d?u
ðnÞ
h and it is such that:
d?u
ðnÞ
h ðx; tiþ1;fpgaÞ ¼ du
ðnÞ
h ðX; tiþ1;fpgaÞ
dduh ðnÞðX; tiþ1;fpgaÞ ð37Þdduh ðnÞðX; tiþ1;fpgaÞ ¼Xk¼s
k¼1
w
ðnÞ
k ðXÞda
ðnÞ
k ðtiþ1;fpgaÞ ð38Þ
fdag
ðnÞ
ðtiþ1;fpgaÞ ¼
arg minfyg
Z
XðfpgaÞ
duhðX; tiþ1;fpgaÞ
Xk¼s
k¼1
w
ðnÞ
k ðXÞyk


2
dX ð39Þ
Then, an extended basis ðwðnþ1=2Þk Þk¼1...sþ1 is built preserving the
previous predictions such that:
w
ðnþ1=2Þ
k ¼ w
ðnÞ
k k 6 s ð40Þ
w
ðnþ1=2Þ
sþ1 ¼
1
kd?uhk
d?uh ð41Þ
aðnþ1=2Þk s; fpgað Þ ¼ a
ðnÞ
k ðs; fpgaÞ s 6 tiþ1 k 6 s ð42Þ
aðnþ1=2Þk ðs; fpgbÞ ¼ a
ðnÞ
k ðs; fpgbÞ s 6 T k 6 s b < a ð43Þ
aðnþ1=2Þsþ1 ðs; fpgbÞ ¼ 0 s 6 T b < a ð44Þ
aðnþ1=2Þsþ1 ðs; fpgaÞ ¼ 0 s 6 ti ð45Þ
aðnþ1=2Þsþ1 ðtiþ1; fpgaÞ ¼ kd?uhk ð46Þ
A POD decomposition of the reduced-variables is performed to
avoid a constant growth of the size of the ROM. This POD consists
in finding the vectors ({V}l)l=1. . .s+1 maximizing the following pro-
jection on the forecast reduced-state variables:
k
ðnþ1Þ
l ¼
Pb¼a1
b¼1
R T
0 fag
ðnþ1=2ÞT ðt;fpgbÞ  fVgl
 2
dtþ
R tjþ1
0 fag
ðnþ1=2ÞT ðt;fpgaÞ  fVgl
 2
dt
kfVglk
2
ð47Þ
within the conditions k{V}lk = 1 and klP kl+1. The vectors
({V}l)l=1. . .s+1 are the eigenvectors of the covariance matrix [C]
(n+1/2)
such that:
½Cðnþ1=2Þ ¼
Xb¼a1
b¼1
Z T
0
fagðnþ1=2Þðt; fpgbÞ  fag
ðnþ1=2ÞTðt; fpgbÞdt
þ
Z tjþ1
0
fagðnþ1=2Þðt; fpgaÞ  fag
ðnþ1=2ÞTðt; fpgaÞdt ð48Þ
The covariance matrix takes into account the previous results to
preserve the ability of the ROM to model the related mechanical
states. Then, the main events are selected using the following
criteria:
½V ¼ ½fVg1; . . . ; fVg~s with kl > PODk1 ð49Þ
~s is the new size of the ROM. At last, the new ROM is a POD reduc-
tion of the previous ROM:
w
ðnþ1Þ
l ¼
Xk¼sþ1
k¼1
w
ðnþ1=2Þ
k Vkl 8l ¼ 1 . . . ~s ð50Þ
aðnþ1Þl ðt; fpgbÞ ¼
Xk¼sþ1
k¼1
aðnþ1=2Þk ðt; fpgbÞVkl 8l ¼ 1 . . . ~s ð51Þ
At the end of each simulation, a last POD of the reduced-state
variables is performed. The parameters of the method are the
coefficients R and POD. The initial ROM ððw
ð0Þ
k ; a
ð0Þ
k Þk¼1...sÞ can be
empty (s = 0). In such a case, the first increment of the simulation
starts with one full FE increment (stage three). The adaptive algo-
rithm proposed in [26] being used, the following property is ful-
filled. The decomposition obtained at the end of the incremental
computation is the POD of a state prediction having an accuracy
related to R. The proof of this property can be found in [26].
When during a simulation no correction is performed at stage
three, the algorithm provides a classical POD prediction of the
mechanical state.
The three following properties hold. If the accuracy of the ROM
is good enough, or if R is large enough, the multi-level APHR
algorithm provides the classical solution related to the ROM with-
out any adaptation. If R is small enough, the ROM prediction is
corrected at each time increment, therefore the multi-level APHR
algorithm provides the FE solution. If the size of the ROM if
sufficiently small (POD sufficiently large), the ROM prediction has
no effect on the FE correction.
4. Numerical results
4.1. Investigation of state variations induced by modification of the
loading conditions
In this section the results provided by the APHR method are
compared with the ones provided by the snapshot POD method,
and the FE method. All the numerical results were obtained using
the same FE research code ZeBuLon [37]. The mesh and the bound-
ary conditions of themechanical problem are shown in Fig. 1. This is
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a 2D plane stress problem. It represents a specimen used for tensile
tests. The set of material parameters taken for the Rousselier law
are : the Young modulus is 200 GPa, the Poisson’s ratio is 0.3,
D = 2., r1 = 490 MPa. The hardening law rf(p) is given in Table 1.
A series of three simulations is considered. The variable param-
eters of the models are the nodal forces on direction 2 at node A
and node B (Fig. 1). They are respectively the first, and the second
variable parameters of the model. The three simulations are related
to fpgT1 ¼ f0; 0g; fpg
T
2 ¼ f10N;0g, and fpg
T
3 ¼ f0; 10Ng. For the
two last cases, the load perturbation is 0.03% of the maximal force
applied on the specimen. A first strain localization appears around
time instant t = 4 s. To perform robust FE simulations the time step
has been set to 0.002 s in time interval [0, 4 s] and 0.0002 s in the
time interval [4 s, 5.5 s]. The force–time curves related to the last
three FE simulations are shown in Fig. 2.
The load perturbation at node A has no significant effect on the
finite element solution. The finite element simulations related to
parameter values {p}1 and {p}2 are very similar. But the last value
of parameters has a huge influence on the solution when the bifur-
cation starts.
The continuous model having multiple solutions, all of the
Finite element ones are acceptable approximate solutions. But,
each finite element simulation aims to forecast one solution. The
adaptive reduced-order modeling method must be able to forecast
a convenient approximate solution close to the solution of the fi-
nite element problem being reduced. In other word, the simula-
tions using adaptive reduced approximation must be guided by
given perturbations like the FE simulations.
4.2. Investigation of state variations induced by reduced-order
approximations
The POD basis being created using the results of the first FE sim-
ulation, it does not make sense to restart this simulation using this
POD basis, because the FE solution is necessarily known. Only sim-
ulations related to {p}2 and {p}3 have been restarted using the POD
approximation. But the three simulations have been restarted
using the APHR method with an empty initial basis. The parameter
POD has been set to 108. The value of R has been set to 0.005.
Therefore we investigate the capability of the reduced approxima-
tions to estimate the FE solutions without knowing it.
The results provided by the finite element method and the
APHR method are very close. The error on cumulated plastic strain
is less than 5%. The comparison of the force–time curve and the
cumulated plastic strain at the end of the time interval of the first
simulation are shown in Fig. 3 for the first simulation. Three-hun-
dred and nine finite element corrections has been performed to
build the adapted reduced approximation during the first APHR
simulation (n = 309). An example of such a correction at time
t = 0.4084s is shown in Fig. 4. At the end of this simulation the
dimension of subspace Vð309ÞROM is 10. The number of global linear
solutions was 3804 for the finite element simulation and 493 for
the APHR simulation. Therefore the number of global linear solu-
tion has been divided by a factor 7.7. Sequences of linear FE solu-
tions during the first simulation are shown in Fig. 5 for both FE
and APHR simulations. One can see that correction of the ROM
approximation is performed only during few time increments.
Moreover, when a correction is computed the Newton–Raphson
algorithm takes advantage of the ROM prediction. In case of FE
simulation, one can notice that the convergence of the residues is
not monotonous. The second and the third simulations are per-
formed with similar results for both FE method and APHR method
respectively.
Because the first variable parameter has low influence on the FE
solution, the POD basis created to represent the results of the first
simulation is very efficient to forecast the FE solution of the second
simulation. The error on cumulated plastic strain was lower than
1%. But the POD basis failed to forecast accurately the FE solution
of the third simulation. It provided the solution of the first simula-
tion as solution of the third simulation. Despite it is one of the pos-
sible solutions, it is not the expected solution of the third
simulation. Therefore it is not convenient. The comparison of the
force–time curve and the cumulated plastic strain at the end of
the time interval of the third simulation are shown in Fig. 6.
During the third simulation, after bifurcation of the solution, the
error due to the POD approximation is growing up. It is not the case
of the error related to the adaptive reduced approximation built
using the APHR method. This is illustrated by the evolution of
AB
C
u  = 02
u  = t D2
u  = 01
2
1
Fig. 1. Mesh and boundary conditions, load perturbations are imposed at node A
and node B.
Table 1
Hardening law.
rf (MPa) p
495 0
530 0.00732323
570 0.0171212
604 0.0269495
634 0.036798
660 0.0466667
681 0.0565606
700 0.0664646
716 0.0763838
730 0.0863131
740 0.0962626
749 0.106217
755 0.116187
765 0.126136
770 0.133111
771 0.136106
778 0.146071
809 0.195914
855 0.295682
889 0.39551
917 0.495369
940 0.595253
960 0.695152
977 0.795066
993 0.894985
1008 0.994909
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Fig. 2. Effects of the load perturbations on the force–time curve and on the cumulated plastic strain.
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Fig. 3. Force–time curve and the cumulated plastic strain at the end of the time interval related to {p}1.
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the cumulative plasticity at a Gauss point close to node B shown in
Fig. 7.
5. Conclusion
Previous works on the APHR method have been pursued to ob-
tain a multi-level APHR method. The quality of the ROM prediction
is controlled using the residual of the FE equilibrium equations and
a FE correction. If needed the ROM basis is expanded using the FE
corrections. These corrections can be viewed as new snapshots effi-
ciently selected. This algorithm provides an adapted POD basis that
represents all the previous numerical results obtained during the
simulation. Therefore it provides a separated representation of
the forecast displacements. By setting the two parameters of the
adaptive algorithm, POD and R, one can obtain a full FE simulation,
or are a full ROM simulation, or an intermediate scheme mixing FE
and ROM predictions.
Despite the solution of damage problem is not unique in case of
bifurcation, the multi-level APHR method combined with a robust
integration scheme enables to forecast one mechanical state per
simulation. Therefore the adaptive reduced simulations can be
guided toward particular unknown solution like robust FE simula-
tions. If the reduced approximation is not adapted in case of bifur-
cation, it is not possible to guide the solution introducing
perturbations in the model. The proposed method have proved
its efficiency on Rousselier constitutive equations. The number of
global linear solutions needed to estimate the FE solution has been
x
y
z
U2 min
U2 max
Longitudinal 
displacement
Fig. 4. Example of field duðnÞh ðX; t; fpg1Þ added to the reduced-basis at time
t = 0.4084 s.
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Fig. 5. Each marker corresponds to a linear solution of FE equilibrium equations.
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Fig. 6. Effects of the load perturbation imposed at node B (force–displacement curve and cumulated plastic strain).
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Fig. 7. Cumulated plastic strain on a Gauss point close to node B.
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divided by 7.7. The error on cumulated plastic strain was always
lower than 5%.
The case of large number of simulations involved in the series of
problems needs deeper research. The extent of the efficiency of the
multi-level APHR method remains an open question.
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Abstract Recent developments of multidimensional solvers
using separated representation make it possible to account
for the multidimensionality of mechanical models in ma-
terials science when doing numerical simulations. This pa-
per aims to extend the separated representation to insep-
arable equations using an efficient integration scheme. It
focuses on the dependence of constitutive equations on ma-
terial coefficients. Although these coefficients can be op-
timized using few experimental results, they are not very
well known because of the natural variability of material
properties. Therefore, the mechanical state can be viewed
as a function depending not only on time and space vari-
ables but also on material coefficients. This is illustrated
in this paper by a sensitivity analysis of the response of a
sintering model with respect to variations of material co-
efficients. The considered variations are defined around an
optimized value of coefficients adjusted by experimental re-
sults. The proposed method is an incremental method using
an extension of the integration scheme developed for the
Hyper Reduction method. During the incremental solution,
before the adaptation of the representation, an assumed sep-
aration representation is used as a reduced-order model. We
claim that a truncated integration scheme enables to forecast
the reduced-state variables related to the assumed separated
representation. The fact that the integrals involved in the
formulation can not be written as a sum of products of one-
dimensional integrals, this approach reduces the extent of
the integration domain.
B. Sarbandi · S. Cartel · J. Besson · D. Ryckelynck ()
Centre des Materiaux, Mines ParisTech, CNRS UMR 7633,
BP 87, 91003 Evry, France
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1 Introduction
Sintering is a key part for producing materials in a useful and
robust form, especially ceramics and generally porous ma-
terials, and involves heating the porous structure or a pow-
der compact. During this thermal treatment cycle, the part
tends to increase in density as sintering proceeds and this
still further improves the mechanical properties. Density in-
creasing implies, of course, an overall shrinkage which leads
to complex deformations. The shrinkage and deformation of
ceramic body during this firing process can be simulated by
sintering deformation constitutive model [1]. The thermal
and mechanical parameters of the constitutive model should
be determined experimentally and introduced in correspond-
ing finite element analysis. It is obvious that whereas the re-
sults of finite element simulation of sintering deformation
will be significantly affected by variations in some of these
parameter values, the effect of similar variations in other pa-
rameter values will be of little consequences. Consequently,
investigation of the effect of parameter variations are im-
portant in so far as they provide a guide to the level of un-
certainty of the parameters. In other words, the parameters
that have the smallest effect could be identified for a large
class of materials. The parameters having a greater effect
should be specified with greater accuracy for each consid-
ered materials. We propose to quantify how sensitive the re-
sults of a finite element analysis were to disturbance of the
mechanical parameters of the sintering constitutive model.
Therefore, the mechanical state can be viewed as a function
depending not only on time and space variables but also on
material coefficients, in the framework of multidimensional
modeling.
Multidimensional modeling of materials seems to be
an appealing approach thanks to the recent works of
F. Chinesta, A. Ammar and co-authors [2, 3] on separated-
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representation-based algorithms. This kind of representa-
tion was applied in numerous contexts: (i) quantum chem-
istry [4]; (ii) Brownian dynamics [5]; (iii) kinetic theory
description of polymers solutions and melts [6]; and kinetic
theory descriptions of rods suspensions [7]. In this paper the
multidimensionality of the model is related to the variability
of the material properties.
By using a separated representation it is assumed that
equilibrium equations are not rigorously fulfilled. The pur-
pose of this work does not concern the convergence of
such representation. It is shown the ability of the pro-
posed method to efficiently estimate the mechanical vari-
ables using a separated representation and a truncated in-
tegration scheme. For this reason the residue of the equi-
librium equations is introduced in the following formula-
tions. The goal of numerical simulation is to forecast a me-
chanical state related to residue small enough or as small
as possible. Considering inseparable equation the method
is quite generic. The second section is about the generic
formulation of the mechanical problem. The third section
explains the truncated integration scheme involved in the
separated-representation-based algorithm. The fourth sec-
tion gives the details of the constitutive model of sinter-
ing and the related parameters. The fifth section presents
the numerical results and a comparison to a classical FEM.
And finally the conclusion is discussed in the sixth sec-
tion.
2 Formulation of the Continuous Model Using
Separated Representation
A generic form of continuous mechanical model is consid-
ered, which is a parameterized nonlinear model. {p} denotes
the column of the model parameters, which are material co-
efficients. The purpose of the proposed method is to estimate
the mechanical state as a function defined in the multidimen-
sional space Ω0 × P × ]t0, tf ], where Ω0 is the reference
configuration of the mechanical system, P is the manifold
related to the model parameters and ]t0, tf ] is the time in-
terval. The continuous model is described using the finite
strain formalism. The reference configuration Ω0 can be
the domain either at time t = 0 (total Lagrangian formu-
lation) or at time t (updated Lagrangian formulation). In
order to facilitate the implementation of the method into
an existing code, we preserve an incremental scheme. At
time instant t , the continuous medium is occupying a do-
main Ω . The approximated displacement field at time t
is defined on Ω0 × P and it is denoted by u(X, {p}, t).
X is denoting the initial position of a material point in Ω0.
It is represented using the following separated representa-
tion:
u(X, {p}, t)=
j=γ∑
j=1
φj (X)gj ({p})aj (t)+ uc(X, t)
∀X ∈Ω0 ∀{p} ∈ P ∀t ∈ ]0, T ] (1)
where uc(X, t) is a given function such that Dirichlet con-
ditions defined on ∂UΩ0 × P are fulfilled, φj (X) is a
displacement field defined in H 1(Ω0), gj ({p}) is a scalar
function defined in L2(P), and aj (t) is a scalar continu-
ous time function. uc is a continuous function of the vari-
able X equal to zero almost everywhere in Ω0 such that
uc is equal to the given Dirichlet conditions at any point
of ∂UΩ0 × P . Therefore φj (X) = 0 over ∂UΩ0. The dis-
placement field belongs to an affine function space U de-
fined by:
U =
{
u(., ., t) ∈H 1(Ω0)⊗L2(P)|
∃(φj )j=1,...,γ ,∃(gj )j=1,...,γ ,∃(aj )j=1,...,γ ,
u(X, ., t)= uc(X, t) ∀X ∈ ∂UΩ
0
u(X, {p}, t)=
j=γ∑
j=1
φj (X)gj ({p})aj (t)+ uc(X, t)
}
(2)
A vector space denoted V is introduced such that:
V = {u∗(., ., t) ∈H 1(Ω0)⊗L2(P)|
u∗(X, ., t)= 0 ∀X ∈ ∂UΩ0
} (3)
The second Piola-Kirchhoff stress tensor S
∼
is a nonlinear
function of the deformation gradient history depending on
the parameters {p}:
S
∼
=
∼
(F
∼ τ
, τ ≤ t; {p}) (4)
where 
∼
is a formal operator that must be defined by consti-
tutive equations and F
∼ τ
is the deformation gradient at time
instant τ . Consequently the following general relations are
fulfilled:
Fij = δij +
∂ui
∂Xj
(5)
σ
∼
=
1
det(F
∼
)
F
∼
.S
∼
.F
∼
T , (6)
where σ
∼
is the Cauchy stress tensor and δij is the Kronecker
delta.
The boundary ∂Ω0 of Ω0 is denoted by ∂UΩ0 ∪ ∂fΩ0.
On ∂fΩ0, there is a given force field f (., t) depending on
time t . The statement of the mechanical problem is pre-
sented in the following equations whose purpose is to find an
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estimation of the displacement field u ∈ U related to a given
degree of precision ǫr which is defined by the constitutive
equations and the principle of virtual work:∫
Ω0×P
ε
∼
(u∗,u) :
∼
(F
∼
(u), τ ≤ t, {p}) dΩ0 dp
−
∫
∂fΩ
0×P
u∗.f (X, t) dΓ 0 dp
=
∫
Ω0×P
u∗.rv dΩ
0 dp
+
∫
∂fΩ
0×P
u∗.rb dΓ
0 dp ∀u∗ ∈ V ∀t ∈ ]t0, tf ] (7)
with the following accuracy condition:∫
Ω0×P
rv.rv dΩ
0 dp
+
∫
∂fΩ
0×P
rb.rb dΓ
0 dp ≤ ǫr ∀t ∈ ]t0, tf ] (8)
where u∗ is a test function and ε
∼
is linear function of u∗
such that:
εij (u
∗,u)
=
1
2
(
∂u∗i
∂Xj
+
∂u∗j
∂Xi
+
k=3∑
k=1
(
∂u∗k
∂Xi
∂uk
∂Xj
+
∂uk
∂Xi
∂u∗k
∂Xj
))
(9)
The smaller the residuals rv and rb the better the equi-
librium conditions (7) are fulfilled. According to the frame-
work of the irreversible thermodynamic processes, a con-
stitutive law can be defined by a choice of: internal vari-
ables z
∼
and a free energy w(ε
∼
, z
∼
, {p}) [8]. Some conjugated
variables Z
∼
are associated with the internal variables z
∼
us-
ing the definition of the dissipation. Examples of elastoplas-
tic or elastoviscoplastic constitutive models can be found in
[9, 10]. The detailed equations of the constitutive law related
to sintering transformation are given in Sect. 4. It is clear
that the existence of the solution of the approximate prob-
lem defined by (7) to (9) depends on the value of ǫr when
the solution of the exact problem can not be represented us-
ing a finite sum as proposed in (1). The convenient choice of
ǫr is an open question which is not addressed in this paper.
We assume that ǫr is such that a solution of the approximate
problem exists.
3 Formulation Using a Truncated Integration Scheme
The solution (1) is not given in advance but is computed
adaptively. The key point of an efficient determination of the
separated representation is the use of convenient test func-
tions. Usually, the set of equations involved in (4) to (7) are
not separable equations because no separated representation
of the stress tensor S
∼
can be chosen without introducing new
error approximation. Therefore, it is not possible to simplify
the computation of the integrals defined over Ω0 × P or
∂fΩ
0 ×P as a sum of products of integrals defined over P
and Ω0 or ∂fΩ0 as proposed in [3] and [11]. This is the rea-
son why we propose to extend the Hyper Reduction method
proposed in [12] and [13] for adaptive reduced-order meth-
ods. The simplified integration scheme is coined by the trun-
cated integration method. One can notice that similar trun-
cated integration scheme are also used in Earth science as an
approximation of a complete integration scheme [14]. The
particularity of the proposed approach is the extension of the
truncated integration scheme to boundary value problems.
The adaptive algorithm used to construct the separated
representation (1) is a predictor-corrector algorithm. As it is
mentioned above, this algorithm is also an incremental al-
gorithm. The time interval is split into time increments. The
mechanical state has to be forecast at the end of each time in-
crement knowing the state at the beginning of the time incre-
ment. The separated representation is adapted at each time
increment, if necessary. The proposed algorithm is very sim-
ilar to the one proposed in [11] the fact that it is applied step
by step over the time interval using a truncated integration
scheme. At time instant t , a separated representation is as-
sumed to be known. During the prediction step, the known
separated representation of the fields defined over Ω0 × P
represents a reduced-order model. The values of the time
functions (aj (t))j=1..γ ) at the end of the time increment are
the reduced state variable of this model. We claim that, if the
amount of reduced state variables is small enough, a trun-
cated integration domain can be introduced to formulate the
equilibrium equations in order to estimate the reduced state
variables. This truncated integration domain is denotedWΠ ,
which is a submanifold of Ω0 × P . The truncated integra-
tion domain is the support of truncated test functions related
to the known separated representation.
In the formulation of the equilibrium equation proposed
above the test functions belong to wide vector space. But
various equilibrium conditions can be introduced using dif-
ferent vector spaces provided that the rank of these equa-
tions is equal to the number of unknowns. During the pre-
diction step, the number of unknowns is equal to γ , which
is the dimension of the reduced-order model defined by the
separated representation. Therefore, as proposed in [12] and
in [13], we propose to introduce the vector space of trun-
cated test functions denoted VΠ is introduced such that:
VΠ =
{
u∗(., .) ∈H 1(Ω0)⊗L2(P)|
u∗(X, ., t)= 0 ∀X ∈ ∂UΩ0
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u∗(X, {p}, t)= h(X, {p})
j=γ∑
j=1
φj (X)gj ({p})a
∗
j
h(X, {p}) ∈ C∞(Ω0 ×P)
h(X, {p})= 0 ∀(X, {p}) /∈WΠ
h(X, {p})= 1 almost everywhere over WΠ
}
(10)
Using this vector space for test functions, the integrals
over the complementary part of WΠ are equal to zero.
Therefore the prediction problem is: knowing (φj )j=1,...,γ
and (gj )j=1,...,γ find (aj (t))j=1,...,γ such that u ∈ U mini-
mizes ηΠ and such that:
and ηΠ =
∫
WΠ
rv.rv dΩ
0 dp
+
∫
∂fΩ
0×P∩WΠ
rb.rb dΓ
0 dp (11)∫
WΠ
ε
∼
(u∗,u) :
∼
(F
∼
(u), τ ≤ t, {p}) dΩ0 dp
−
∫
∂fΩ
0×P∩WΠ
u∗.f (X, t) dΓ 0 dp
=
∫
WΠ
u∗.rv dΩ
0 dp
+
∫
∂fΩ
0×P∩WΠ
u∗.rb dΓ
0 dp ∀u∗ ∈ VΠ (12)
This prediction step is followed by the correction step if
mes(Ω0 × P)ηΠ > mes(WΠ )ǫr . The correction step con-
sists of finding an adapted separated representation solv-
ing (7). This equation being nonlinear with respect to u,
finding its solution takes advantage of the prediction step.
This solution is performed using a Newton-Raphson algo-
rithm, which is an iterative algorithm. Several corrections
δu are added to the prediction u solving the following lin-
ear problem with respect to δu: find RX(X) and Rp({p})
such that:
δu=RX(X)Rp({p}) (13)∫
Ω0×P
ε
∼
(u∗,u) : (
∼
(F
∼
(u), τ ≤ t, {p})
+K
∼
: ε
∼
(δu,0)) dΩ0 dp
−
∫
∂fΩ
0×P
u∗.f (X, t) dΓ 0 dp
=
∫
Ω0×P
u∗ .̂rv dΩ
0 dp
+
∫
∂fΩ
0×P
u∗ .̂rb dΓ
0 dp ∀u∗ ∈ VR (14)
∫
Ω0×P
r̂v .̂rv dΩ
0 dp+
∫
∂fΩ
0×P
r̂b .̂rb dΓ
0 dp ≤ ǫr (15)
where K
∼
is the classical tangent stiffness tensor. As pro-
posed in [11] VR is the set of test functions expressed as:
u∗ =R∗X(X)Rp({p})+RX(X)R
∗
p({p}) (16)
Due to this choice of test functions the previous problem is
a nonlinear problem with respect to RX and Rp . The new
functions φ and g are obtained by normalizing the func-
tions R and Rp respectively. A convenient approximate so-
lution of (13) to (15) is provided by a fixed point algorithm.
The first guess field RX is given by the equilibrium con-
dition related to the point of P having the highest equilib-
rium residue. Concerning the numerical implementation of
the method,RX is approximated using the classical 3D finite
element description. Rp is a piecewise constant function.
Therefore the multidimensional simulation can be viewed
as a simultaneous simulation of similar mechanical prob-
lems. The problem to solve in order to find RX has the same
dimension as a classical finite element model related to a
unique value of parameters. Due to the separated represen-
tation of the displacements and due to the use of the finite
element representation of the functions of the variable X,
it is not always possible to choose ǫR as small as expected.
We refer the reader to [15] for the analysis of the residue
of the equilibrium equation depending on the finite element
description.
4 Constitutive Law for Sintering Deformation
The proposed separated representation, the truncated inte-
gration scheme and the algorithm are generic. They can be
applied to various mechanical problems. To illustrate the
fact that complexity of the constitutive equations has no
consequences on the applicability of the proposed method
we applied it to simulate sintering transformations. These
transformations can be viewed as irreversible thermal trans-
formations coupled with viscoplastic transformations. The
temperature is assumed to be uniform over the multidimen-
sional domain Ω0 × P × ]t0, tf ]. In this paper, the multi-
dimensional simulation aims to estimate the sensitivity of
mechanical response to variations of material coefficients.
In general, the strain rate during sintering cycle of a ce-
ramic body, consists of three terms: a reversible thermal
strain rate, an irreversible sintering strain rate, and a vis-
coplastic strain rate, as shown in the following equation
[1, 16–18]:
ε˙
∼
= ε˙th1∼+ ε˙s(f,T )1∼+ ε˙∼vp (17)
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where 1
∼
is the 2nd order unit tensor. The strain rate tensor
is defined using the polar decomposition of the deformation
gradient:
F
∼
=R
∼
.U
∼
and
ε˙
∼
=
1
2
R
∼
T .(F˙
∼
.F
∼
−1 +F
∼
−T .F˙
∼
T
).R
∼
(18)
where R
∼
is a pure rotation tensor. The conjugate stress G
∼
is
such that:
σ
∼
=R
∼
.G
∼
.R
∼
T (19)
The sintering strain rate is a function of the temperature
(T ) and the porosity (f ) as expressed in the following term:
ε˙s(f,T )=−f
yAsexp
(
−Qs
RT
)
(20)
The viscoplastic strain rate induced by the mechanical
stress G
∼
is described as:
G
∼
= η(T )M
∼
(4)(T ,f ) : ε˙
∼vp
(21)
Where η is the viscosity, M
∼
(4)(T ,f ) is the 4th order ten-
sor which does not generally depend on the stress tensor σ
∼
since the stress level is very small:
M
∼
(4)(T ,f )= F(f )I
∼
(4) +
3
2
C(f )J
∼
(4) (22)
where I
∼
(4) and J
∼
(4) are fourth order tensors that respectively
extract the trace and the deviatoric part of a second order
tensor:
I
∼
(4) : ε˙
∼vp
= Tr(ε˙
∼vp
)1
∼
(23)
J
∼
(4) : ε˙
∼vp
= ε˙
∼vp
−
1
3
Tr(ε˙
∼vp
)1
∼
(24)
The coefficients C and F depend on the porosity (f ). In a
dense body case where f = 0, C = 1 and F = 0. They are
assumed as the following form:
C(f )= 1+ xf n, F (f )= zfm (25)
The viscosity is expressed as:
η(T )= Bsexp
(
−Qs
RT
)
(26)
Where Qs and T are activation energy and absolute temper-
ature respectively. The change of porosity is governed by the
strain rate such that:
f˙ = (1− f )Tr(ε˙
∼
− ε˙th1∼) (27)
As , Bs , Qs , m, n, x, y and z are the intrinsic coefficients
of the material which have to be identified by experimental
tests.
5 Numerical Results of the Multidimensional
Simulation
5.1 The Finite Element Representation
As mentioned in the previous section, the isotropic sinter-
ing deformations consist of various parameters associated
with either sintering (thermal) or mechanical solicitations.
Due to the variability of the material properties, it is inter-
esting to study the sensitivity of the mechanical response to
different material coefficients. One can imagine that the pa-
rameters that have the smallest effect could be identified for
a large class of materials. Otherwise, the parameters having
a greater effect should be specified with greater accuracy for
each considered materials.
In this study, the effect of perturbations of mechanical
input parameters have been investigated on the bending of
a cantilever beam as the response. The response of two re-
sults to the input perturbation were investigated: (i) Maxi-
mum deflection of the cantilever beam due to sintering (U2);
(ii) Maximum horizontal displacement (U1) of the cantilever
beam during thermal treatment. The column of responses is
denoted {Y }, {Y }T = {U2,U1}. Two levels full factorial de-
sign experiment is considered on 5 mechanical parameters
of the model. In other words, 25 points of P have been in-
vestigated in order to create a Latin hypercube sampling.
We propose to simulate simultaneously these 32 numeri-
cal cases. The representation of the parameters being piece-
wise constant, it turns out that the numerical model is a dis-
continuous finite element model defined in a virtual Euclid-
ean space Ω̂0 which mimics the domain Ω0 × P . The me-
chanical system defined in Ω̂0 contains 32 cantilever beams
which are associated with every perturbation case studies.
This geometry is presented in Fig. 1 which possesses 12800
quadrangular elements (32× 400).
The Reduced Integration Domain has been built using the
method proposed in [12] and adding all the element of the
first beam into the RID. Figure 2 shows the elements in red
over which the function h in (10) is not null.
5.2 Parameter Assignation
The parameters whose values were constant throughout the
investigation were all associated with sintering (thermal) as-
pect of the model. These fixed parameters and the values
assigned to them are listed in Table 1.
The influence of ±5% perturbation of mechanical pa-
rameters of the model is examined using the proposed
separated-representation-based algorithm. The correspond-
ing model coefficients and their physical-based optimized
values have been presented in Table 2.
The first two parameters (x and n) are associated with
the deviatoric part of the model (C(f )) which represents the
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Fig. 1 Mesh and example of
Von Mises stress related to the
multidimensional problem
viewed in virtual 2D space Ω̂0
that mimic Ω0 ×P
Fig. 2 (Color online) Finite
element mesh and reduced
integration domain (red or dark
gray) used for mechanical
parameters sensitivity analysis
with the separated
representation
Table 1 Sintering parameters after optimisation
Model parameters Optimised values
AS 1.2548274354e+3
y 4.5206134869
QS 1.8133327934e+5
distortion due to shear solicitation during sintering. The next
couple of input parameters (z and m) which are related to
the spherical part of the model (F(f )) represent the volume
change (shrinkage due to sintering) of the porcelain. The last
influential parameter (Bs ) is representative of the viscosity
of powder made body during thermal treatment.
Table 2 Mechanical parameters after optimisation
Model parameters Optimised values
x 1.45386139054
n 1.06450577625
z 9.16276723203e−1
m 1.2735633572
BS 8.76336201142e−3
5.3 Construction of the Sensitivity Matrix
Each of the five variable parameters of the model was as-
signed high and low values and a unique simulation was run
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Fig. 3 Sensitivity of response
to parameters perturbation in
full FEM simulation
with every possible combination of parameter assignments,
i.e. a 25 samplings:
{p} =
⎛⎜⎜⎜⎜⎝
x
n
z
m
Bs
⎞⎟⎟⎟⎟⎠= {p0}, {p1}, {p2}, . . . , {p32} (28)
After the simultaneous simulation, it is possible to use stan-
dard techniques to analyse the variance of the response vari-
ables which was performed on a PC using spreadsheet and
matlab. We assume that the two responses of interest are lin-
early linked to the five parameters by a sensitivity matrix
[S]. The response deviation from the reference case was cal-
culated for all the possible cases by:
{δYi} = {Yi} − {Y0} (29)
In the same way, the coefficient deviation from the refer-
ence value was also determined:
{δpi} = {pi} − {p0} (30)
Then the sensitivity matrix is decomposed into two dif-
ferent matrixes and related to the parameters deviation ma-
trix:
{δYi} = [Gi].{Ŝ} = [S].{δpi} (31)
The matrix [Gi] involves the values of {δpi} in order to in-
troduce a column form of the sensitivity matrix. By mini-
mizing the following term, the non-dimensionalised modu-
lus (d(Ŝ)) used as sensitivity index was obtained:
J (Ŝ)=
32∑
i=1
({δYi} − [Gi].{Ŝ})
T .({δYi} − [Gi].{Ŝ}) (32)
dJ (Ŝ)=−2
32∑
i=1
d(Ŝ)T .[Gi]
T ({δYi} − [Gi].{Ŝ}) (33)
dJ (Ŝ)= 0 (34)
( 32∑
i=1
[Gi]
T .[Gi]
)
.Ŝ =
32∑
i=1
[Gi]
T .{δYi} (35)
5.4 Accuracy of the Simultaneous Simulation Using
Truncated Integration Scheme
In this part, the results provided by the proposed algorithm
and the results obtained by a classical sequential FE solution
are compared. The classical FE solution consists of 32 FE
solutions related to each parameter value. This solution be-
ing performed one after an other. The sensitivity histogram
of full FEM computation is presented in Fig. 3 showing the
10 sensitivity coefficients (5 parameters × 2 responses) of
matrix [S]. The x axis shows the 5 input parameters (x, n,
z, m, Bs ) respectively while the responses (U1 and U2) are
located on y axis. The relative sensitivity of the response
variables to the input parameters can be obviously noticed
along z axis, using a logarithmic scale. For instance, ±5%
perturbation of 5th parameter (Bs ) which is related to the
viscosity term of the model, is the most influential in terms
of the sensitivity magnitude on both responses whereas the
same perturbation of parameters associated with the spheri-
cal part of the model (z and m) doesn’t disturb either of the
responses.
As a matter of hierarchy, the deflection of the cantilever
beam and its horizontal displacements during sintering are
mostly sensitive to viscosity perturbation rather than either
the deviatoric or spherical part of the model. Therefore the
viscosity should be determined accurately. The other me-
chanical parameters of the method could be possibly deter-
mined for a large set of similar materials.
The qualitative results obtained using a separated-repre-
sentation-based algorithm are very closed to that of full
finite element analysis (Fig. 3) since the most sensitivity
is caused by viscosity disturbance (Bs ) and neither of re-
sponses are disturbed by the parameters of the spherical part
of the model (z and m).
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Table 3 Global solutions Ng ,
local solutions Nl and number
of unknowns Nu related to each
strategy
Strategies Ng Nl Nu
Sequential FEM 32× 981 = 31392 32× 1,569,600 = 50,227,200 946
Simultaneous simulation without
truncated integration scheme
1399 60,108,800 1399
Simultaneous simulation using
truncated integration scheme
1399 7,760,400 1399
5.5 Efficiency of the Simultaneous Simulation Using
Truncated Integration Scheme
In this section, three computational strategies were com-
pared: (i) the classical FE sequential solution; (ii) the sim-
ulation of the simultaneous problems using a separated-
representation-based algorithm without truncated integra-
tion scheme; (iii) the simulation of the simultaneous prob-
lems using both a separated-representation-based algorithm
and a truncated integration scheme. As mentioned above, the
problem to solve in order to findRX has the same dimension
as a classical finite element model related to a unique value
of parameters. Therefore, the number of linear problems of
classical FE dimension solved when using each strategy is
compared. This number is denoted Ng . For this example the
dimension of this linear problem is 946. Moreover, to evalu-
ate the complexity reduction due to the use of the truncated
integration scheme, we compare the number of local compu-
tations (at Gauss points) of the stress over a time increment
involved when using each strategy. This number is denoted
Nl . Finally, the number of unknowns, denoted Nu, related
to each representation were also compared. For the classical
FEM strategy Nu is the number of degrees of freedom. For
the proposed strategy Nu is the value of γ , (1), at the end of
the simultaneous simulation.
As the simultaneous problems are uncoupled, it does not
make sense to compare γ to the number of degrees of free-
dom of the simultaneous FE model which is 32 × 946.
Therefore in this case there is no reduction of the number
of unknowns. But the number of linear global solutions has
been divided by 22. Without using the proposed truncated
integration scheme the separated-representation-based algo-
rithm increases the complexity of the local computations be-
cause the related equations are inseparable. The truncated
integration scheme enables us to reduce the complexity of
the local computations because the number of computations
of the stress at a Gauss point over a time increment has been
divided by 6.5. Therefore, the truncated integration scheme
makes very efficient the solver based on the separated rep-
resentation in case of simultaneous simulation involving in-
separable equations.
6 Conclusion
The sensitivity analysis of mechanical parameter of sinter-
ing model has been performed by three different strategies:
(i) Full (classic) sequential finite element analysis; (ii) si-
multaneous simulation using a separated-representation-
based solver without truncated integration scheme; (iii) si-
multaneous simulation using a separated-representation-
based solver with truncated integration scheme. The sepa-
rated representation has been applied distinguishing three
kinds of functions: (i) the space functions, (ii) the time
functions, (iii) and the functions depending on the mater-
ial coefficients of the sintering model. The comparison of
the results of the three strategies shows the identical sensi-
tivity matrices with different computational complexities. It
is clear that the truncated integration scheme improves the
efficiency of the separated representation in this case which
involves inseparable equations. The number of local compu-
tations related to the stress evaluation has been divided by
6.5. During the construction of the separated representation
new state functions have been constructed solving linear sys-
tems of a dimension equal to the dimension of the classical
FE sequential model. The complexity reduction related to
the space functions comes from the reduction of the number
of linear problems to solve. This number has been divided
by 22. Work in progress concerns the reduction of terms
involved in the separated representation in case of simul-
taneous simulation, and the parallelization of the proposed
solver.
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Méthodes numériques de représentation à variables séparées pour la
résolution des problèmes paramétriques en mécanique non-linéaire des
structures
Résumé : Le principal objectif de ce travail est de proposer une méthode de simulation de trans-
formations thermomécaniques bien adaptée aux problèmes d’optimisation traités en milieu industriel
ou en laboratoire. Il y a deux types d’approches en optimisation : l’optimisation avec réalisation de
suites de simulations thermomécaniques en cours de recherche de l’optimum, ou l’optimisation à
l’aide de surfaces de réponses, construites grâce à un ensemble de simulations avant de commencer
la recherche de l’optimum. Pour ces deux approches, nous proposons d’exploiter une méthode de
réduction adaptative de modèles (APHR), permettant ainsi d’obtenir des modèles simplifiés capables
de mieux capter les différentes sensibilités de la réponse du système aux variations des paramètres
à optimiser.
La première approche consiste donc à effectuer une suite de calculs en cours d’optimisation. Nous
proposons de compléter la méthode APHR par une méthode de gestion des évènements récurrents
apparaissant dans différentes prévisions. Le principe de la solution proposée est d’introduire un co-
efficient d’oubli dans la définition des modes empiriques. Elle a été illustrée sur un problème élasto-
plastique avec prévision des dommages par une loi de Rousselier, sur lequel nous avons cherché à
recaler les paramètres matériaux. Ce facteur d’oubli a permis d’améliorer l’efficacité de la méthode
APHR dans le cadre du recalage de modèle.
Concernant l’optimisation à l’aide de surfaces de réponses, nous nous intéressons uniquement à la
construction de ces surfaces de réponses dans le cadre d’une analyse de sensibilité. L’originalité de
l’approche développée consiste à développer une méthode numérique de représentation à variables
séparées pour la représentation de problèmes paramétriques. Il s’agit de traiter de façon simultanée
l’ensemble de problème multidimensionnel. Cette nouvelle approche a été illustrée sur un modèle de
frittage et l’efficacité de la méthode a été prouvée par la réduction de la complexité du problème.
Mots clés : Évènements récurrents, Modele d’Ordre Réduits, Problèmes inverses, Suite de cal-
culs, Simulations multidimensionnelles, Simulations simultanées, Méthode APHR
Numerical methods of separated variables representation for the resolution of
parametric problems in nonlinear mechanics of structure
Abstract: The main purpose of this work is to propose a simulation method of thermomechanical
transformations, well adapted to industrial or laboratory optimization problems. There is two different
approaches: optimization by performing series of thermomechanical simulations while seeking the
optimum, or optimization by response surface, which are built thanks to a set of simulations, before
seeking the optimum. For these two approaches, we propose to exploit an adaptive reduced-order
modeling method (APHR) allowing us to obtain simplified models which are sensitive to any model
modifications (such as the variation of the parameters to optimize).
The first approach consists in doing series of computations in process of optimization. We propose to
complete the APHR method by managing the recurrent events appearing in different predictions. The
principle of the proposed solution is to introduce a forgetting factor into the empirical modes definition.
It has been illustrated on the identification of material parameters of damage model. The damage
mechanisms relies on the Rousselier constitutive law. This forgetting factor enables us to improve the
efficiency of the APHR method in the framework of inverse problems.
With regard to optimization by response surface, we are only interested in the building of these re-
sponse surfaces for sensitivity analysis. The originality of the developed approach lies in developing
a numerical method based on separated representation of parametric problems: it’s about performing
simultaneously a set of multidimensional problems. This new approach has been illustrated by a sen-
sitivity analysis of the response of a sintering model with respect to variation of material coefficients.
The efficiency of the method has been proved by reducing the complexity of the problem.
Keywords: Recurrent events, Reduced Order Models, Inverse Problems, Series of computation,
Multidimensional Simulations, Simultaneous Simulations, APHR Method
