A Block Coordinate Descent Method for Sensor Network Localization by Nishijima, Mitsuhiro & Nakata, Kazuhide
ar
X
iv
:2
01
0.
01
28
7v
1 
 [m
ath
.O
C]
  3
 O
ct 
20
20
Noname manuscript No.
(will be inserted by the editor)
A Block Coordinate Descent Method for Sensor
Network Localization
Mitsuhiro Nishijima · Kazuhide Nakata
Received: date / Accepted: date
Abstract The problem of sensor network localization (SNL) can be formu-
lated as a semidefinite programming with a rank constraint. We propose a new
algorithm for solving such SNL problems. We factorize a semidefinite matrix
with a rank constraint into a product of two matrices via the Burer–Monteiro
factorization and add the difference of the two matrices with a penalty param-
eter to the objective function, thereby reformulating SNL as an unconstrained
multiconvex optimization problem that is solved by block coordinate descent.
In this paper, we also provide a theoretical analysis of the proposed method
and show that the partial optimization problem that is solved sequentially by
block coordinate descent can also be solved analytically, with the sequence
generated by the proposed algorithm converging to a stationary point of the
objective function. We also give the values of the penalty parameter so that
the two matrices used in the factorization agree at a convergence point. Nu-
merical experiments confirm that the proposed method accounts for the rank
constraint and that the proposed method estimates the sensor positions faster
than do other methods and without sacrificing estimation accuracy when the
measured distances contain errors.
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1 Introduction
Sensor network localization (SNL) is the problem of estimating the unknown
positions ofm sensors from the known positions of n anchors and the measured
distances (which may contain measurement errors) between sensor–sensor or
sensor–anchor pairs. Let Ess and Esa be the sets of sensor–sensor and sensor–
anchor pairs, respectively, with known measured distance, and let dij and dik
be the measured distances for each ij ∈ Ess and ik ∈ Esa, respectively. Let the
anchor coordinates be ak ∈ Rd (k = m+1, . . . ,m+n), then SNL is formulated
as the following system of equations with variables xi ∈ Rd (i = 1, . . . ,m):
‖xi − xj‖2 = dij (∀ij ∈ Ess), ‖xi − ak‖2 = dik (∀ik ∈ Esa). (1)
When a matrix variable is introduced, finding x1, . . . ,xm satisfying (1) is
known to be equivalent to finding a feasible (optimal) solution of the following
semidefinite programming (SDP) with a rank constraint [2,17]:
min 0
s.t. Aij • Z = d2ij (∀ij ∈ Ess),
Aik • Z = d2ik (∀ik ∈ Esa),
Z(1:d,1:d) = Id,
rank(Z) = d,
Z ∈ Sd+m+ ,
(2)
where
Aij :=
(
0d
ei − ej
)(
0d
ei − ej
)⊤
(ij ∈ Ess),
Aik :=
(
ak
−ei
)(
ak
−ei
)⊤
(ik ∈ Esa),
and e1, . . . , em is the canonical basis of R
m. See Section 1.1 for the definitions
of the other symbols. When dij and dik contain measurement errors, prob-
lem (2) generally does not have a feasible solution. Therefore, accounting for
dij and dik containing errors, we have often considered problem (3) shown
below [2,12,15,5,6,7], where the distance constraints are transferred to the
objective function in the form of quadratic errors and a penalty is imposed for
violating those constraints. In this paper, we also seek to estimate the sensor
positions by solving problem (3):
min
1
2
∑
ij∈Ess
(Aij • Z − d2ij)2 +
1
2
∑
ik∈Esa
(Aik • Z − d2ik)2
s.t. Z(1:d,1:d) = Id,
rank(Z) = d,
Z ∈ Sd+m+ .
(3)
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SNL is generally known to be NP-hard [1], and the formulations of SNL as
optimization problems (2) and (3) are also nonconvex optimization problems.
This nonconvexity is due to the rank constraint that appears in problems (2)
and (3). Therefore, many previous SNL studies removed the rank constraint
and relaxed the problem into an SDP one to estimate the sensor positions
approximately [2,10,18]. The interior-point method is a representative method
for solving SDP problems, but using it to solve an SDP relaxation problem of
a large SNL problem incurs a rapid increase in computation time. In [10], Kim
et al. proposed sparse full SDP (SFSDP) , a model that applies a conversion
method [8] that transforms a single large semidefinite constraint into multiple
equivalent small semidefinite constraints considering the structure of the SDP
relaxation problem of SNL. Also available are a distributed method [3] and
node-based SDP/edge-based SDP [18] for estimating sensor positions even in
large-scale cases by decomposing a single semidefinite constraint into multiple
semidefinite constraints. Meanwhile, So and Ye [14] introduced the concept
of “uniquely localizable” and pointed out with an actual example that if the
input is uniquely localizable, then the exact positions of the sensors can be
determined by solving the SDP relaxation problem; otherwise, the optimal
solution to the SDP relaxation problem gives poorly estimated positions of
the sensors in d-dimensional space because it gives the configuration of the
sensors in a space whose dimension is (d+1) or more such that all of the given
distance relations are satisfied.
Therefore, some methods have emerged recently for estimating the sen-
sor positions by solving the SDP problem with the rank constraint. Wan et
al. [17] proposed a method which solves SDP with the rank constraint by
solving SDP multiple times based on the fact that having a rank less than
or equal to d is equivalent to the (d + 1)th and subsequent eigenvalues all
being zero.1 Numerical experiments showed that the estimation accuracy of
their method was better than that of the method based on SDP relaxation.
However, their method takes more time than does the method based on SDP
relaxation because it requires solving the SDP via an SDP solver at each it-
eration. Furthermore, their numerical experiments dealt with only small-scale
problems involving no more than 100 sensors and the measured distances con-
taining no errors. Wan et al. [16] proposed the Alternating Rank Minimization
Algorithm, which transforms SDP with the rank constraint into SDP with a
complementarity constraint and alternately conducts minimization with re-
gard to the two semidefinite matrices present in the problem. In numerical
experiments, this method was also more accurate than SDP relaxation meth-
ods such as SFSDP. However, as in [17], it takes too long to estimate the sensor
positions, and only small-scale problems involving no more than 100 sensors
were considered. Another problem is that comparison with other methods is
insufficient when the measured distances contain errors.
1 The constraint Z(1:d,1:d) = Id is included in SNL, so rank(Z) = d in problem (2) is
equivalent to rank(Z) ≤ d.
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Another method for solving SDP problems is Burer–Monteiro factoriza-
tion, in which a semidefinite matrix Z is factorized into the form V V ⊤ and it
is the nonconvex optimization problem after factorization that is solved [4]. If
the number of columns of V is chosen as r in this factorization, then we have
the constraint that the rank must be less than or equal to r. Therefore, this
approach is a method for obtaining a low-rank solution of SDP. In a series
of studies, Chang and colleagues [6,7,5] attempted to estimate sensor posi-
tions using Burer–Monteiro factorization. First, Chang and Xue [6] proposed
a feasible direction algorithm based on the limited-memory Broyden–Fletcher–
Goldfarb–Shanno method for the problem after Burer–Monteiro factorization.
However, they set the number of columns of V used in the factorization to that
of the semidefinite matrix before the factorization, so their method does not
consider the rank constraint. Second, Chang et al. [7] used the same algorithm
as that in [6] to estimate sensor positions in three-dimensional space, setting
the number of columns of V to three and taking the rank constraint into ac-
count. They performed comparative numerical experiments with SFSDP and
reported that the sensor positions could be estimated more quickly and with
the same level of accuracy as SFSDP. However, in those experiments, only
small problems with up to 200 sensors were compared. Finally, Chang and Liu
[5] proposed a feasible method that they call NLP-FD, which solves the opti-
mization problem on a manifold with a partial orthogonal constraint obtained
from Burer–Monteiro factorization. In numerical experiments, they reported
the superiority of NLP-FD over SFSDP when the problem is large in scale and
the measured distances include errors.
Herein, we propose a new method for SNL that accounts for the rank
constraint. First, we factorize a semidefinite matrix Z with partial orthogonal
constraint Z(1:d,1:d) = Id and rank constraint rank(Z) = d into a product of
two matrices through Burer–Monteiro factorization, namely
Z =
(
Id
U⊤
)(
Id
V ⊤
)⊤
. (4)
This factorization is an equivalent rewriting under the constraint U = V .
Therefore, problem (3) is transformed into an unconstrained multiconvex op-
timization problem by adding the difference between the two matrices with the
penalty parameter γ to the objective function. For the problem, we propose
an algorithm based on block coordinate descent, which performs optimization
sequentially for each column of U and V (Algorithm 1). We also analyze the
proposed method theoretically. First, we show that the partial optimization
problem, which is solved sequentially, is an unconstrained convex quadratic
optimization problem and can be solved analytically (Theorem 2). Next, we
extend the theory in the biconvex optimization problem shown in [9] and show
that any accumulation point of the sequence generated by the proposed algo-
rithm is a stationary point of the objective function (Theorem 3). Finally, we
also give the value of γ that makes the two matrices U and V used in the
factorization coincide at an accumulation point (Theorem 4). In numerical ex-
periments, we confirm that our proposed method does indeed account for the
A Block Coordinate Descent Method for Sensor Network Localization 5
rank constraint. Comparative experiments with SFSDP and NLP-FD demon-
strate that our proposed method estimates sensor positions without sacrificing
estimation accuracy and is either as fast or faster than those methods when
the measured distances include errors.
The rest of this paper is organized as follows. In Section 2, we present the
proposed algorithm and analyze it theoretically. In Section 3, we compare the
proposed algorithm with other methods to confirm its effectiveness. Finally,
in Section 4 we present our conclusions and suggest possible future work.
1.1 Notation
– Rp denotes the set of p-dimensional real vectors, and Rp×q denotes the set
of p× q real matrices. N denotes the set of natural numbers without zero.
Sp+ denotes the set of p× p symmetric positive semidefinite matrices.
– For x ∈ Rp, ‖x‖2 denotes the 2-norm of x. Ip denotes the identity matrix
of Rp×p. Let 0 be the zero vector of an appropriate size, and O be the
zero matrix of an appropriate size. For A, B ∈ Rp×q, A • B means the
inner product between A and B, denoted by tr(A⊤B); ‖A‖F denotes the
Frobenius norm of A; A(i:j,k:l) denotes the submatrix of A by choosing the
{i, . . . , j}th rows of A and the {k, · · · , l}th columns of A; rank(A) denotes
the rank of A. For A ∈ Rp×p, λmax(A) denotes the maximum eigenvalue of
A.
– For i = 1, . . . ,m, Ess[i] and Esa[i] denote the sets of sensors and anchors,
respectively, that are connected directly to sensor i.
2 Proposed algorithm and its analysis
2.1 Proposed algorithm
Problem (3) is an SDP with a rank constraint and is difficult to solve directly.
In this paper, we propose a new method that transforms problem (3) into
an unconstrained multiconvex optimization problem and solves the latter se-
quentially to estimate the sensor positions. First, the three constraints on Z
that appear in problem (3) are equivalent to being able to factorize Z into the
product of two matrices as follows:
Z =
(
Id U
U⊤ U⊤U
)
=
(
Id
U⊤
)(
Id
V ⊤
)⊤
, U = V. (5)
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Thus, problem (3) is equivalent to
min
1
2
∑
ij∈Ess
(
Aij •
(
Id
U⊤
)(
Id
V ⊤
)⊤
− d2ij
)2
+
1
2
∑
ik∈Esa
(
Aik •
(
Id
U⊤
)(
Id
V ⊤
)⊤
− d2ik
)2
s.t. U = V.
(6)
For convenience, let f(U, V ) be the objective function of problem (6). Prob-
lem (6) is the problem with the constraint U = V . So, instead of removing the
constraint U = V , we add γ/2‖U − V ‖F to the objective function using the
penalty parameter γ (> 0) so that the objective function has a larger value
if the constraint U = V is violated. Then problem (6) can be relaxed to the
following unconstrained optimization problem:
min F (U, V ) :=
γ
2
‖U − V ‖2F + f(U, V ). (7)
In the proposed algorithm, we let U = (u1, . . . ,um) and V = (v1, . . . ,vm)
and then conduct minimization with regard to u1, . . . ,um,v1, . . . ,vm, i.e.,
each column of U and V sequentially. Specifically, the process is as shown in
Algorithm 1.
Algorithm 1 Proposed algorithm for problem (7)
Require: an initial point U (0) = (u
(0)
1 , . . . ,u
(0)
m ), V
(0) = (v
(0)
1 , . . . , v
(0)
m ) ∈ Rd×m
Ensure: a generated sequence {(U (p),V (p))}
1: while 1 do
2: for i = 1, . . . , m do
3: u
(p)
i
= argmin
ui
F (u
(p)
1 , . . . ,u
(p)
i−1,ui,u
(p−1)
i+1 , . . . ,u
(p−1)
m , V
(p−1)).
4: end for
5: for i = 1, . . . , m do
6: v
(p)
i = argminvi F (U
(p), v
(p)
1 , . . . , v
(p)
i−1, vi, v
(p−1)
i+1 , . . . , v
(p−1)
m ).
7: end for
8: if a stopping criterion is satisfied then
9: stop algorithm.
10: else
11: p = p+ 1
12: end if
13: end while
Algorithm 1 has the following advantages over other methods:
– Because we are solving a formulation that accounts for the rank constraint,
we expect accurate estimates of sensor positions even for a configuration
that satisfies given distance relations in a space whose dimension is more
than d
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– As we will see later, each partial optimization problem appearing inside the
for statement is an unconstrained convex quadratic optimization problem,
and the solution of each partial optimization problem can be obtained
analytically because it is reduced to solving a system of linear equations
with a coefficient matrix that is a regular matrix of size d. Because d is
at most three in the real situation, the system of linear equations can be
solved rapidly regardless of the number of sensors m. Moreover, the partial
optimization problems need to be solved only 2m times (i.e., a number
of times proportional to m) for each outer loop. Therefore, especially in
the case of large-scale SNL, we expect faster estimates of sensor positions
compared with other methods.
In addition, because problem (7) is the problem of transferring constraint
U = V originally in problem (6) to the objective function using the penalty
parameter γ, U (p) and V (p) generated by Algorithm 1 should coincide with
each other at a convergence point. At first glance, it seems that U and V do
not coincide unless γ = +∞. However, in this paper, we show that even if γ
has a finite value, any accumulation point of the generated sequence obtained
from Algorithm 1 satisfies U = V .
2.2 Analysis of proposed method
In this subsection, we present a theoretical analysis of problem (7) and Al-
gorithm 1. Here, we impose an assumption about the problem that we are
considering.
Assumption 1 All sensors are connected to an anchor either directly or in-
directly.
The same assumption was also made in [14,18,5] and is very natural when
estimating sensor positions: if a sensor is not connected to any anchors, then
its absolute position cannot be determined uniquely.
First, we prove that the optimal solution of each partial optimization prob-
lem in Algorithm 1 can be obtained uniquely as an analytical solution.
Theorem 2 Fix U ′ = (u′1, . . . ,u
′
m) and V
′ = (v′1, . . . ,v
′
m) arbitrarily. Then,
for each i = 1, . . . ,m, the solutions u∗i , v
∗
i of the following two optimization
problems
min
ui∈Rd
F (u′1, . . . ,u
′
i−1,ui,u
′
i+1, · · · ,u′m, V ′),
min
vi∈Rd
F (U ′,v′1, · · · ,v′i−1,vi,v′i+1, · · · ,v′m)
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are respectively u∗i = A
−1
ui
bui , v
∗
i = A
−1
vi
bvi , where
Aui = γId +
∑
j∈Ess[i]
(v′i − v′j)(v′i − v′j)⊤ +
∑
k∈Esa[i]
(ak − v′i)(ak − v′i)⊤,
bui = γv
′
i +
∑
j∈Ess[i]
(d2ij + (u
′
j)
⊤
v
′
i − (u′j)⊤v′j)(v′i − v′j)
+
∑
k∈Esa[i]
(d2ik − a⊤k ak + a⊤k v′i)(−ak + v′i),
Avi = γId +
∑
j∈Ess[i]
(u′i − u′j)(u′i − u′j)⊤ +
∑
k∈Esa[i]
(ak − u′i)(ak − u′i)⊤,
bvi = γu
′
i +
∑
j∈Ess[i]
(d2ij + (v
′
j)
⊤
u
′
i − (v′j)⊤u′j)(u′i − u′j)
+
∑
k∈Esa[i]
(d2ik − a⊤k ak + a⊤k u′i)(−ak + u′i).
Proof If we focus on only ui in particular in F (U, V ), then we can represent
F (U, V ) as
F (u′1, . . . ,u
′
i−1,ui,u
′
i+1, · · · ,u′m, V ′)
=
1
2
u
⊤
i Auiui − b⊤uiui + [a constant unrelated to ui], (8)
from which it can be seen that F (u′1, . . . ,u
′
i−1,ui,u
′
i+1, . . . ,u
′
m, V
′) is a γ-
strongly convex function. Thus, the optimal solution of
min
ui∈Rd
F (u′1, . . . ,u
′
i−1,ui,u
′
i+1,ui,u
′
m, V
′)
is the stationary point of F (u′1, . . . ,u
′
i−1,ui,u
′
i+1, . . . ,u
′
m, V
′). Because
∇uiF (u′1, . . . ,u′i−1,ui,u′i+1, · · · ,u′m, V ′) = Auiui − bui
and Aui is positive definite, especially regular, we can obtain u
∗
i . We can also
obtain v∗i from the same calculation. ⊓⊔
Next, we show that the sequence generated by Algorithm 1 converges to a
stationary point of the objective function F .
Theorem 3 Fix a penalty parameter γ in problem (7) arbitrarily. Let N be the
set of the stationary points of F , then the sequence {(U (p), V (p))}∞p=1 generated
by Algorithm 1 satisfies
lim
p→∞
inf
(U,V )∈N
‖(U (p), V (p))− (U, V )‖F = 0. (9)
In particular, any accumulation point (u∗1, . . . ,u
∗
m,v
∗
1 , . . . ,v
∗
m) of the sequence
{(U (p), V (p))}∞p=1 is a stationary point of F .
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The consequence of Theorem 3 is based on the result of [20]. From Corollary 2.3
in [20], we can say that (9) holds if all three of the following conditions are
satisfied:
Condition (1) F is continuous, bounded below, and has at least one “Nash
equilibrium;”
Condition (2) the objective function of each partial optimization problem is
a strongly convex function;2
Condition (3) the sequence generated by Algorithm 1 is bounded.
We prepare some lemmas to check that all three conditions are satisfied and
to obtain the result of Theorem 3. From (8), we can see that the function
F (U, V ) is a convex function on Rd if we focus only on each column of U and
V . A function F with this property is called a multiconvex function. Here, we
give the definition of multiconvex functions described in [20]. For simplicity,
let X := Rn1 × · · · × Rns (where n1, . . . , ns ∈ N)3 and when x of the set X is
represented as x = (x1, . . . ,xs), then xi ∈ Rni (i = 1, . . . , s).
Definition 1 The function g : X → R is called a multiconvex function on
X if for all i = 1, . . . , s and all xj ∈ Rnj (j = 1, . . . , i − 1, i + 1, . . . ,m), the
function
g(x1, . . . ,xi−1, •,xi+1, . . . ,xs) : Xi(x1, . . . ,xi−1,xi+1, . . . ,xs)→ R
is a convex function.
One of the concepts of minimality for a multiconvex function is the Nash
equilibrium that appears in Condition (1). Again, we give the definition of
Nash equilibrium from [20].
Definition 2 For the function g : X → R, (x∗1, . . . ,x∗s) ∈ X is called a Nash
equilibrium of g if
g(x∗1, . . . ,x
∗
i−1,x
∗
i ,x
∗
i+1, . . . ,x
∗
s) ≤ g(x∗1, . . . ,x∗i−1,xi,x∗i+1, . . . ,x∗s)
holds for all i = 1, . . . , s and all xi ∈ Rni .
Gorski et al. [9] proved the equivalence of the concepts of the stationary point
and the Nash equilibrium in the case of s = 2.4 Herein, we extend the equiva-
lence of the stationary point and the Nash equilibrium to the case where s is
general.
Lemma 1 Let g : X → R be a differentiable, multiconvex function. Then,
x
∗ ∈ X is a stationary point of g if and only if x∗ is a Nash equilibrium of g.
2 To be more precise, an stronger assumption about the parameter of the strongly convex
function is needed. However, in the present problem, the stronger assumption is satisfied
automatically because the parameter is a constant γ (> 0). See Assumption 2 in [20] for
details.
3 In the problem we are considering the case where s = 2m and ni ≡ d, so the simplifica-
tion of X does not affect the discussion in this paper.
4 In the case of s = 2, the special case of the multiconvex function is called a biconvex
function. In [9], the term “partial optimum” is used instead of “Nash equilibrium.”
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Proof We begin by proving the “if” part. Assume that x∗ is a stationary point
of g, then because
gi(xi) := g(x
∗
1, . . . ,x
∗
i−1,xi,x
∗
i+1, . . . ,x
∗
s)
is a convex function on Rni for all i = 1, . . . ,m,
gi(xi) ≥ gi(x∗i ) +∇xigi(x∗i )⊤(xi − x∗i ) (10)
holds for all xi ∈ Rni . Because ∇xigi(x∗i ) = 0 follows from the assumption of
x
∗ being a stationary point of g, we can say from (10) that gi(xi) ≥ gi(x∗i )
for all xi ∈ Rni . Because i is arbitrary, we can conclude that x∗ is a Nash
equilibrium of g.
Next, we prove the “only if” part. Assume that x∗ is a Nash equilibrium
of g, then for each i = 1, . . . , s, g(x∗1, . . . ,x
∗
i−1,xi,x
∗
i+1, . . . ,x
∗
s) attains its
minimum value at xi = x
∗
i , from which
∇xig(x∗1, . . . ,x∗i−1,x,x∗i+1, . . . ,x∗s)|x=x∗i = ∇xig(x∗) = 0.
Thus,
∇xg(x∗) =


∇x1g(x∗)
...
∇xsg(x∗)

 = 0,
which means that x∗ is a stationary point of g. ⊓⊔
Next, we prove that the level set is a bounded, closed set and that the generated
sequence is bounded.
Lemma 2 Assume that Assumption 1 holds. Then for all α, the level set
SF (α) := {(U, V ) | F (U, V ) ≤ α} is a bounded, closed set.
The same fact was pointed out in [14] and a proof was given, so we leave the
proof of Lemma 2 to Appendix A.
Corollary 1 Take U (0) = (u
(0)
1 , . . . ,u
(0)
m ), V (0) = (v
(0)
1 , . . . ,v
(0)
m ) ∈ Rd×m
arbitrarily. Then, the sequence {(U (p), V (p))}∞p=0 generated by Algorithm 1 is
bounded.
Proof Let α := F (U (0), V (0)). Then it follows from the generating rule of the
sequence stipulated by Algorithm 1 that for all p ∈ N,
F (u
(p−1)
1 ,u
(p−1)
2 , . . . ,u
(p−1)
m ,v
(p−1)
1 ,v
(p−1)
2 , . . . ,v
(p−1)
m )
≥ F (u(p)1 ,u(p−1)2 , . . . ,u(p−1)m ,v(p−1)1 ,v(p−1)2 , . . . ,v(p−1)m )
≥ · · ·
≥ F (u(p)1 ,u(p)2 , . . . ,u(p)m ,v(p−1)1 ,v(p−1)2 , . . . ,v(p−1)m )
≥ F (u(p)1 ,u(p)2 , . . . ,u(p)m ,v(p)1 ,v(p−1)2 , . . . ,v(p−1)m )
≥ · · ·
≥ F (u(p)1 ,u(p)2 , . . . ,u(p)m ,v(p)1 ,v(p)2 , . . . ,v(p)m ).
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Therefore, for all p ∈ N ∪ {0}, we can say that (U (p), V (p)) ∈ SF (α), i.e.,
{(U (p), V (p))}∞p=0 ⊆ SF (α), which is a bounded set from Lemma 2. ⊓⊔
We give a proof of Theorem 3 on the basis of the above lemmas.
Proof The continuity and below-boundedness of F are evident from its defi-
nition. Combined with Lemma 2, the global optimal solution of problem (7)
is guaranteed to exist, from which the existence of a Nash equilibrium can be
proved. Therefore, we can say that Condition (1) holds. In addition, from (8),
the objective functions of each partial minimization problem are all γ−strongly
convex functions, and thus Condition (2) holds. Finally, Condition (3) is also
satisfied from Corollary 1. Therefore, because the conditions of Corollary 2.4
in [20] are all satisfied, paying attention to the equivalence between the sta-
tionary point and the Nash equilibrium shown in Lemma 1, we can show the
claim. ⊓⊔
Finally, we perform an analysis of the penalty parameter γ. Theorem 3
holds as long as γ is positive. However, as already mentioned in Section 2.1,
U (p) and V (p) generated by Algorithm 1 should coincide with each other at a
convergence point. At first glance, it seems that U and V do not agree unless
γ = +∞. However, we can say from the following theorem that U and V
coincide with each other at a convergence point even if γ is finite.
Theorem 4 For any initial point U (0), V (0) such that U (0) = V (0), if
γ >
1
2
√
2f(U (0), V (0)) max
1≤i≤m
√
4|Ess[i]|+ |Esa[i]|, (11)
then any accumulation point (U∗, V ∗) of the sequence {(U (p), V (p))}∞p=0 gen-
erated by Algorithm 1 satisfies U∗ = V ∗.
Proof For each p ∈ N, let
α
(p)
ij := Aij •
(
Id
(U (p))⊤
)(
Id
(V (p))⊤
)⊤
− d2ij ,
α
(p)
ik
:= Aik •
(
Id
(U (p))⊤
)(
Id
(V (p))⊤
)⊤
− d2ik.
Then, because the initial point satisfies U (0) = V (0) and the value of the
objective function F decreases monotonically by Algorithm 1, it can be said
that for all p ∈ N,
f(U (0), V (0)) = F (U (0), V (0)) ≥ F (U (p), V (p)) = γ
2
‖U (p) − V (p)‖2F + f(U (p), V (p))
=
γ
2
‖U (p) − V (p)‖2F +
1
2
∑
ij∈Ess
(α
(p)
ij )
2 +
1
2
∑
ik∈Esa
(α
(p)
ik )
2.
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Because (U∗, V ∗) is an accumulation point of {(U (p), V (p))}∞p=0, there exists a
convergent subsequence {(Up(t), V p(t))}∞t=1 to (U∗, V ∗). Let
α∗ij := lim
t→∞
α
(p(t))
ij = Aij •
(
Id
(U∗)⊤
)(
Id
(V ∗)⊤
)⊤
− d2ij ,
α∗ik := lim
t→∞
α
(p(t))
ik = Aik •
(
Id
(U∗)⊤
)(
Id
(V ∗)⊤
)⊤
− d2ik.
Then we have
1
2
∑
ij∈Ess
(α∗ij)
2 +
1
2
∑
ik∈Esa
(α∗ik)
2 ≤ f(U (0), V (0)). (12)
(U∗, V ∗) is a stationary point of F by Theorem 3, from which we have
∇(U,V )F (U∗, V ∗) = O.
Thus, let Ul, Vl ∈ Rm respectively be the lth column’s vector of U⊤, V ⊤ for
each l = 1, . . . , d, then ∇UlF (U∗, V ∗) = ∇VlF (U∗, V ∗) = 0 holds. For each
ik ∈ Esa and l = 1, . . . , d, let blik be an m-dimensional vector whose ith
component is −akl and all the others are zeros, and for each ij ∈ Ess and
ik ∈ Esa, let A¯ij and A¯ik respectively be
A¯ij := (Aij)(d+1:d+m,d+1:d+m) = (ei − ej)(ei − ej)⊤,
A¯ik := (Aik)(d+1:d+m,d+1:d+m) = eie
⊤
i .
Note that
F (U, V ) =
γ
2
d∑
l=1
‖Ul − Vl‖2F +
1
2
∑
ij∈Ess
(
d∑
l=1
U⊤l A¯ijVl − d2ij
)2
+
1
2
∑
ik∈Esa
(
d∑
l=1
U⊤l A¯ikVl +
d∑
l=1
(blik)
⊤(Ul + Vl) + a
⊤
k ak − d2ik
)2
,
then because
∇UlF (U∗, V ∗) = γ(U∗l − V ∗l ) +
∑
ij∈Ess
α∗ijA¯ijV
∗
l +
∑
ik∈Esa
α∗ik(A¯ikV
∗
l + b
l
ik) = 0,
∇VlF (U∗, V ∗) = γ(V ∗l − U∗l ) +
∑
ij∈Ess
α∗ijA¯ijU
∗
l +
∑
ik∈Esa
α∗ik(A¯ikU
∗
l + b
l
ik) = 0
for all l = 1, . . . , d, we obtain
(U∗l − V ∗l )⊤∇UlF (U∗, V ∗) + (V ∗l − U∗l )⊤∇VlF (U∗, V ∗)
= (U∗l − V ∗l )⊤

2γIm −

 ∑
ij∈Ess
α∗ijA¯ij +
∑
ik∈Esa
α∗ikA¯ik



 (U∗l − V ∗l ) = 0.
(13)
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For convenience, let
A¯ :=
∑
ij∈Ess
α∗ijA¯ij +
∑
ik∈Esa
α∗ikA¯ik.
We seek to prove the following inequality:
λmax(A¯) ≤
√
2f(U (0), V (0)) max
1≤i≤m
√
4|Ess[i]|+ |Esa[i]|. (14)
In fact, if (14) can be shown, then because γ satisfies (11), 2γIm − A¯ is a
positive definite matrix, and U∗l = V
∗
l . Because of the arbitrariness of l, we
can eventually say U∗ = V ∗. Therefore, we need only prove (14).
It follows from the Gershgorin circle theorem that
λmax(A¯) ≤ max
1≤i≤m


∑
j∈Ess[i]
α∗ij +
∑
k∈Esa[i]
α∗ik +
∑
j∈Ess[i]
|α∗ij |

 . (15)
Note that α∗ij and α
∗
ik satisfy (12), then for each i = 1, . . . ,m, let v(i) be the
optimal value of the following optimization problem:5
max
∑
j∈Ess[i]
αij +
∑
k∈Esa[i]
αik +
∑
j∈Ess[i]
|αij |
s.t.
1
2
∑
ij∈Ess
α2ij +
1
2
∑
ik∈Esa
α2ik ≤ f(U (0), V (0)).
(16)
Then the left-hand side of (15) does not exceed max1≤i≤m v(i). When prob-
lem (16) takes its maximum value, the constraint condition must hold for
equality. Also, the maximizers αij and αik must be non-negative, and the
variables that do not appear in the objective function must be zero. There-
fore, the optimal value of problem (16) is equal to the optimal value of the
following maximization problem:
max 2
∑
j∈Ess[i]
αij +
∑
k∈Esa[i]
αik
s.t.
1
2
∑
j∈Ess[i]
α2ij +
1
2
∑
k∈Esa[i]
α2ik = f(U
(0), V (0)).
(17)
Using the method of Lagrange multipliers, it is easy to see that the optimal
value of problem (17) is
√
2f(U (0), V (0))
√
4|Ess[i]|+ |Esa[i]|. Therefore,
max
1≤i≤m


∑
j∈Ess[i]
α∗ij +
∑
k∈Esa[i]
α∗ik +
∑
j∈Ess[i]
|α∗ij |


≤ max
1≤i≤m
v(i) =
√
2f(U (0), V (0)) max
1≤i≤m
√
4|Ess[i]|+ |Esa[i]|,
which is the inequality (14) itself. ⊓⊔
5 Although we use “ij” and “ik” in the sums in the constraint of this optimization problem,
they are not related to i, which is fixed now.
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Note that the value of the right-hand side of (14) is less than or equal to
twice the maximum value of λmax(A¯). In fact, note that
λmax(A¯) = max
‖x‖2=1
x
⊤A¯x,
then we have
2λmax(A¯) ≥ 2 max
1≤i≤m
e
⊤
i A¯ei = max
1≤i≤m

2 ∑
j∈Ess[i]
α∗ij + 2
∑
k∈Esa[i]
α∗ik

 . (18)
It is easy to show that the maximum value of the right-hand side of (18) is√
2f(U (0), V (0))max1≤i≤m
√|Ess[i]|+ |Esa[i]|. Thus, we can say that√
2f(U (0), V (0)) max
1≤i≤m
√
4|Ess[i]|+ |Esa[i]|
≤ 2
√
2f(U (0), V (0)) max
1≤i≤m
√
|Ess[i]|+ |Esa[i]| ≤ 2 max
α∗
ij
,α∗
ik
:(12)
λmax(A¯).
Thus, the evaluation of λmax(A¯) by (15) using the Gershgorin circle theorem
is not so loose.
2.3 Relationship to augmented Lagrangian method
In this subsection, we describe the relationship between the proposed method
and the augmented Lagrangian method, and we explain that the formulation
of problem (7) can be regarded as a minimization problem of an augmented
Lagrangian function with the exact Lagrange multiplier.
Now, one of the methods for optimization problems with equality con-
straints such as problem (6) is the augmented Lagrangian method [13]. In
the augmented Lagrangian method, for the Lagrange multiplier Λ(k) and the
penalty parameter γ(k) obtained in the kth iteration, the Lagrange multiplier
λ(k+1) and the penalty parameter γ(k+1) are updated after obtaining the min-
imum solution (U (k), V (k)) of the augmented Lagrangian function defined as
LA(U, V, Λ(k); γ(k)) := f(U, V )− Λ • (U − V ) + γ
(k)
2
‖U − V ‖2F (19)
to generate a sequence such that the Karush–Kuhn–Tucker (KKT) condition
for problem (6) is satisfied at the convergence point.
Λ = O is the exact Lagrange multiplier of problem (6). In fact, for all local
optimum solutions (U∗, V ∗) of problem (6), because problem (6) satisfies the
linear independence constraint qualification, there exists a Lagrange multiplier
Λ∗ ∈ Rd×m satisfying the KKT condition, i.e., let the Lagrangian function for
problem (6) be
L(U, V ) := f(U, V )− Λ • (U − V ),
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then 

∇UL(U∗, V ∗, Λ∗) = ∇Uf(U∗, V ∗)− Λ∗ = O,
∇V L(U∗, V ∗, Λ∗) = ∇V f(U∗, V ∗) + Λ∗ = O,
∇ΛL(U∗, V ∗, Λ∗) = U∗ − V ∗ = O
(20a)
(20b)
(20c)
hold. Because U∗ = V ∗ from (20c), we write them both as W ∗. Note that
f(U, V ) = f(V, U) (∀U, V ∈ Rd×m), then ∇Uf(W ∗,W ∗) = ∇V f(W ∗,W ∗).
Thus, subtracting (20a) and (20b) on both sides, we obtain Λ∗ = O. The
augmented Lagrangian function whose Lagrange multiplier is Λ = O and
whose penalty parameter is γ is
LA(U, V,O; γ) = f(U, V )−O • (U, V )+ γ
2
‖U −V ‖2F = f(U, V )+
γ
2
‖U −V ‖2F ,
which is the definition of F (U, V ) itself whose penalty parameter is γ. Hence,
problem (7) can be regarded as a minimization problem of the augmented
Lagrangian function for problem (6) using the exact Lagrange multiplier Λ =
O.
3 Numerical experiments
We begin this section by confirming that the proposed method can account
for the rank constraint by comparing it with the method based on SDP re-
laxation for the problem where the configuration of sensors satisfying given
distance relations exists in a high-dimensional space. Next, we compare the
estimation time and estimation accuracy of the proposed method with those
of other methods using artificial data under various conditions to confirm the
effectiveness of the proposed method. All experiments were conducted on a
computer with the macOS Catalina operating system, an Intel Core i5-8279U
2.40 GHz CPU, and 16 GB memory. All the algorithms were implemented
using MATLAB (R2020a).
Throughout the following experiments, an initial point (U (0), V (0)) of Al-
gorithm 1 was decided similarly to [5], i.e., for each sensor i (i = 1, . . . ,m), if
it is connected directly to at least one anchor, then u
(0)
i and v
(0)
i are set to
the coordinates of the anchor nearest to sensor i; otherwise, if sensor i is not
connected directly to any anchor, then we set u
(0)
i and v
(0)
i to
1
2




maxk ak1
...
maxk akd

+


mink ak1
...
mink akd



 .
The stopping criterion is set to
max
(
2‖U (p) − V (p)‖F
‖U (p)‖F + ‖V (p)‖F ,
‖U (p) − U (p−1)‖F
‖U (p−1)‖F ,
‖V (p) − V (p−1)‖F
‖V (p−1)‖F
)
< 10−5.
(21)
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3.1 Comparison with SFSDP for problem that is not uniquely localizable
So and Ye [14] pointed out that if (1) is not “uniquely localizable,” i.e., a sensor
configuration exists that satisfies the distance relations appearing in (1) in the
space whose dimension is more than d, then when we solve the SDP relaxation
problem, its solution may give a high-dimensional sensor configuration. On the
other hand, in the case of a problem with a rank constraint, the exact positions
of the sensors in d-dimensional space can be estimated only if the problem is
“locatable,” i.e., (1) has a unique solution. In this section, we demonstrate
that the proposed method does indeed account for the rank constraint that
the method based on SDP relaxation does not. The problem that we consider
is from [14] and is locatable but not uniquely localizable, namely
‖x1 − x2‖22 = (
√
5/10)2,
‖x1 − a1‖22 = (
√
5/2)2,
‖x1 − a3‖22 = (
√
5/2)2,
‖x2 − a1‖22 = (
√
85/10)2,
‖x2 − a3‖22 = (
√
65/10)2,
(22)
where a1 = (0, 1.4)
⊤, a2 = (−1, 0)⊤, and a3 = (1, 0)⊤. The results of estimat-
(a) Proposed method (b) SFSDP
Fig. 1: Estimated positions of sensors when locatable but not uniquely local-
izable problem is solved by (a) proposed method and (b) SFSDP
ing the sensor positions from the distance information given in (22) by using
the proposed method and SFSDP, a method based on SDP relaxation and
introduced already in Section 1, are shown in Figures 1a and 1b, respectively.
It can be seen from these figures that SFSDP does not estimate the sensor po-
sitions correctly (Figure 1b), whereas the proposed method does (Figure 1a).
This confirms that the proposed method accounts for the rank constraint.
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Table 1: Results of numerical experiments when sensors and anchors are
placed randomly in [0, 1]2 (the lowest CPU times and shortest root-mean-
square distance (RMSD) are in bold)
CPU times RMSD
ρ σ BCD SFSDP NLP-FD BCD SFSDP NLP-FD
m = 1000, 0.1 0 4.1 4.2 14.6 3.13e-02 1.18e-05 1.27e-02
n = 100 0.1 4.2 13.7 20.1 3.38e-02 1.92e-02 1.37e-02
0.2 8.8 14.5 33.6 3.74e-02 2.94e-02 1.87e-02
m = 3000, 0.1 0 12.8 12.7 44.0 4.02e-04 4.64e-07 7.87e-04
n = 300 0.1 1.7 77.7 81.9 2.78e-03 8.78e-03 3.18e-03
0.2 2.0 63.8 120.3 6.96e-03 1.72e-02 6.02e-03√
10/m 0 11.2 15.3 38.0 1.28e-02 1.51e-05 4.03e-03
0.1 4.9 85.9 49.6 1.53e-02 8.47e-03 5.07e-03
0.2 4.1 91.3 52.5 1.83e-02 1.39e-02 7.03e-03
m = 5000, 0.1 0 18.3 23.2 54.3 8.22e-08 2.00e-07 4.75e-04
n = 500 0.1 2.5 184.8 162.0 1.90e-03 8.26e-03 2.17e-03
0.2 2.2 135.6 223.6 3.74e-03 1.62e-02 4.19e-03√
10/m 0 22.0 30.2 57.6 9.01e-03 5.26e-05 5.81e-03
0.1 11.4 198.7 70.4 1.17e-02 6.56e-03 5.29e-03
0.2 9.4 160.0 87.8 1.43e-02 1.04e-02 5.96e-03
m = 20000, 0.1 0 82.7 176.2 718.2 5.81e-06 6.50e-07 3.23e-04
n = 2000 0.1 29.2 643.5 1300.8 9.14e-04 8.33e-03 9.54e-04
0.2 26.0 544.9 1450.2 2.22e-03 1.76e-01 1.79e-03√
10/m 0 223.0 357.9 213.8 3.35e-03 6.73e-05 2.25e-03
0.1 129.2 1527.9 215.2 4.16e-03 3.10e-03 2.30e-03
0.2 110.6 1558.2 240.5 5.47e-03 4.86e-03 2.63e-03
3.2 Comparison of estimation time and accuracy between existing and
proposed methods
In this subsection, we compare quantitatively the estimation time and the
estimation accuracy of the proposed method with those of existing methods
when the sensors are located in a two-dimensional plane or a three-dimensional
space. The compared methods are SFSDP, which is also used in Section 3.1,
and NLP-FD, which takes into account the rank constraint as in our proposed
method does. Although in Section 1 we introduced the method due to Wan et
al. [16,17] that also accounts for the rank constraint, we do not include that
method as a comparison herein because of its extremely low scalability. In
these experiments, m = 1000, 3000, 5000, and 20 000 sensors and n = 0.1m
anchors are placed randomly in [0, 1]d. Ess and Esa are
Ess := {ij | 1 ≤ i < j ≤ m, ‖xtruei − xtruej ‖2 < ρ},
Esa := {ik | 1 ≤ i ≤ m, m+ 1 ≤ k ≤ m+ n, ‖xtruei − ak‖2 < ρ},
where xtruei (i = 1, ...,m) are the true positions of the sensors. In other words,
we consider a model in which the distance between two sensors or a sensor
and an anchor is observed if and only if it is less than the radio range ρ (> 0).
We set ρ to 0.1 and
√
10/m in the case of d = 2 and to 0.25 and 3
√
15/m in
the case of d = 3. The measured distances dik (ij ∈ Ess) and dij (ik ∈ Esa)
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are decided by
dij = max((1 + σǫij), 0.1)‖xtruei − xtruej ‖2,
dik = max((1 + σǫik), 0.1)‖xtruei − ak‖2,
where ǫij , ǫik are selected independently from the standard normal distribu-
tion, and σ is the noise factor determining the influence of the error; we set
σ = 0, 0.1, and 0.2. Herein, as an indicator to measure the estimation accu-
racy, we use the root-mean-square distance (RMSD), which has been used in
many other papers on SNL [18,10,5,16] and is defined as
RMSD :=
√√√√ 1
m
m∑
i=1
‖xˆi − xtruei ‖22,
where xˆi is the estimated position of sensor i. For each (m,n, ρ, σ) set, five
different problems of varying randomness were created, and the final result
was the average of five measurements of the estimation time (CPU times) and
the estimation accuracy (RMSD).
The value of the penalty parameter γ is updated dynamically based on
Theorem 4, with the following flow.
Step 1. Let
γ(0) = 5× 10−3 ×
√
2f(U (0), V (0)) max
1≤i≤m
√
4|Ess[i]|+ |Esa[i]|/2.
Using γ(0) as the penalty parameter, (U (1), V (1)) is calculated by the
update rule in the while loop of Algorithm 1. Let p = 2.
Step 2. If
f(U (p−1), V (p−1))− f(U (p), V (p))
f(U (p−1), V (p−1))
≥ f(U
(p−2), V (p−2))− f(U (p−1), V (p−1))
f(U (p−2), V (p−2))
,
then γ(p) = (γ(p−1)/γ(p−2))γ(p−1); otherwise γ(p) = γ(p−2). Using γ(p)
as the penalty parameter, (U (p+1), V (p+1)) is calculated by the update
rule in the while loop of Algorithm 1.
Step 3. If |f(U (p), V (p))− f(U (p+1), V (p+1))|/f(U (p), V (p)) < 1× 10−2 or the
overall stopping criterion (21) is satisfied, then go to Step 4;6 other-
wise p = p+ 1 and go to Step 2.
6 Even if the overall stopping criterion is satisfied at this stage, the entire algorithm does
not end but always proceeds to Step 4.
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Step 4. Let W := (U (p) + V (p))/2 and
γ =
√
2f(W,W ) max
1≤i≤m
√
4|Ess[i]|+ |Esa[i]|/2.
Run Algorithm 1 with W as the initial point and γ as the penalty
parameter.
The method of updating γ described above consists of two components. First,
in Steps 1–3, the priority is to reduce the value of f , which represents the
squared error of the squared distances, and then update γ. However, if the
priority is to reduce the value of f , the penalty term ‖U − V ‖F does not
decrease so much, and U and V may end up having very different values.
Therefore, in Step 4, we try to reduce the difference between U and V by
fixing γ based on Theorem 4.
First, the results for d = 2 are given in Table 1,7 wherein the proposed
method is referred to as “BCD.” It can be seen that when the measured dis-
tances include no errors (σ = 0), the estimation time of the proposed method
is the lowest in most cases, and even when the proposed method is not the
fastest, the estimation time of the proposed method is almost the same as that
of the fastest method. In terms of the estimation accuracy, SFSDP estimates
the sensor positions with the best accuracy of all the methods by an order
of magnitude. However, comparing the proposed method and NLP-FD shows
that there is no appreciable difference between the estimation accuracies of the
two methods. When the measured distances include errors (σ = 0.1 and 0.2),
the proposed method estimates the sensor positions the most rapidly of all the
methods in all cases by an order of magnitude, and the estimation accuracy
is about the same as those of the other two methods.
The results for d = 3 are given in Table 2.8 The results for the three-
dimensional case are similar to those for the two-dimensional case. That is,
when the measured distances do not include errors, the estimation time of the
proposed method is the lowest in each case. In terms of the estimation accuracy,
SFSDP estimates the sensor positions with the highest accuracy of all the
methods by an order of magnitude, but comparing the proposed method and
NLP-FD shows that there is no appreciable difference between the estimation
accuracies of the two methods. When the measured distances include errors,
the estimation time of the proposed method is the lowest in all cases except
(m,n, ρ, σ) = (1000, 100, 0.1, 0.2), and the estimation time of the proposed
method is also almost the same as that of the fastest method (SFSDP) in the
case of (m,n, ρ, σ) = (1000, 100, 0.1, 0.2). Besides, the estimation accuracy of
the proposed method is comparable to those of the other two methods.
The above results for the two- and three-dimensional cases show that the
proposed method has a practical advantage over the other methods in that it
7 When m = 1000, the case of ρ = 0.1 is only shown because
√
10/m = 0.1.
8 When m = 1000, the case of ρ = 3
√
15/m is omitted because 3
√
15/m = 0.24 ≈ 0.25.
“OOM” in Table 2 means that we could not estimate the sensor positions because of insuf-
ficient memory.
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Table 2: Results of numerical experiments when sensors and anchors are
placed randomly in [0, 1]3 (the lowest CPU times and shortest RMSD are in
bold)
CPU times RMSD
ρ σ BCD SFSDP NLP-FD BCD SFSDP NLP-FD
m = 1000, 0.1 0 5.3 11.5 34.6 8.19e-03 2.79e-05 7.62e-03
n = 100 0.1 18.5 25.8 32.5 3.21e-02 5.50e-02 2.77e-02
0.2 29.4 25.4 42.4 4.71e-02 8.18e-02 5.28e-02
m = 3000, 0.1 0 8.6 24.7 62.3 3.97e-05 1.22e-06 1.06e-03
n = 300 0.1 3.3 100.6 132.0 7.01e-03 3.11e-02 1.09e-02
0.2 3.6 102.0 194.2 1.47e-02 5.79e-02 2.45e-02
3
√
15/m 0 35.6 61.6 83.1 2.12e-02 6.25e-05 4.26e-03
0.1 26.8 185.7 102.5 3.29e-02 3.22e-02 1.48e-02
0.2 69.5 158.6 113.8 4.32e-02 5.12e-02 2.75e-02
m = 5000, 0.1 0 17.5 47.5 126.0 5.11e-05 4.41e-07 1.09e-03
n = 500 0.1 5.5 195.5 291.2 5.50e-03 2.94e-02 7.95e-03
0.2 24.0 170.3 284.9 1.19e-02 5.35e-02 1.38e-02
3
√
15/m 0 30.4 199.9 114.0 1.11e-02 2.13e-04 7.15e-03
0.1 11.9 554.8 182.8 2.43e-02 2.51e-02 1.18e-02
0.2 66.5 522.3 164.7 3.76e-02 4.04e-02 2.08e-02
m = 20000, 0.1 0 128.9 288.6 1813.7 5.53e-05 4.24e-07 6.26e-04
n = 2000 0.1 56.9 1271.6 2551.9 2.81e-03 2.93e-02 3.37e-03
0.2 56.9 1028.0 2679.0 7.59e-03 2.43e-01 5.61e-03
3
√
15/m 0 304.4 OOM 341.3 3.93e-03 OOM 4.00e-03
0.1 149.9 OOM 606.7 1.18e-02 OOM 6.08e-03
0.2 107.5 OOM 628.1 2.01e-02 OOM 1.06e-02
can estimate the sensor positions faster than the other methods without sac-
rificing the estimation accuracy, especially when measurement errors are in-
cluded. The reason why the proposed method and NLP-FD, which is a method
that accounts for the rank constraint, could not estimate the sensor positions
with as much accuracy as SFSDP when there are no measurement errors is
that the formulation that accounts for the rank constraint is a nonconvex op-
timization problem and may have converged to a stationary point that is not a
global optimal solution; in SFSDP, the convergence of the relaxation problem
to the global optimum is guaranteed because the convex optimization problem
after relaxation is solved to estimate the sensor positions. On the other hand,
when measurement errors are included, even if the global minimum solution of
the objective function f is obtained and the optimal value is zero, it does not
mean that the true sensor positions are estimated, but rather the sensor posi-
tions are estimated incorrectly. In other words, even if the objective function
is strictly minimized, it does not necessarily mean that a good estimate of the
sensor positions is obtained, so when measurement errors are included, the es-
timation accuracy comparable to that of SFSDP would be obtained even with
a method that accounts for the rank constraint that may cause the sequence
to fall into a stationary point.
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4 Conclusion
In this paper, we proposed an algorithm that transforms the formulation (3)
that appears in SNL with a rank constraint into an unconstrained multicon-
vex optimization problem (7) using a quadratic penalty method and applies
block coordinate descent. We also presented a theoretical analysis of the pro-
posed method. First, we showed that the optimal solution of the partial op-
timization problem, which appears in Algorithm 1, can be found analytically.
In addition, we extended the theory from biconvex functions to multiconvex
functions and showed that any accumulation point (U∗, V ∗) of the sequence
{(U (p), V (p))}∞p=0 generated by the proposed algorithm is a stationary point of
problem (7), and we gave the value of γ such that (U∗, V ∗) satisfied U∗ = V ∗.
We also pointed out the relationship between our method and the augmented
Lagrangian method. Numerical experiments showed that our method can in-
deed account for the rank constraint using an example that was locatable
but not uniquely localizable, and that it can estimate the sensor positions
faster than other methods without sacrificing the estimation accuracy when
the measured distances contain errors.
The present study suggests three directions of future work. First, the pro-
posed Algorithm 1 employs a cycle rule in which the 2m partial optimization
problems are solved in the order of u1, . . . ,um,v1, . . . ,vm. However, in the
general coordinate descent method, the order in which partial optimization
problems are solved is determined randomly or by a greedy rule, among oth-
ers [11,19]. In SNL, the strategy of updating from variables corresponding to
sensors connected directly to anchors is also expected to improve the estima-
tion accuracy and time. Therefore, there is still room to consider how the order
in which the 2m partial optimization problems are solved affects the estimation
time and accuracy. Second, we performed the minimization for each column
of U and V for computational efficiency, but the method of updating some
columns or the whole of U and V together is also possible, and the manner
of block division in applying block coordinate descent should be considered.
Finally, the proposed method could be extended to the general quadratic SDP
with a rank constraint.
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A Proof of Lemma 2
It is obvious that SF (α) is closed because of the continuity of F , so we need only prove
boundedness. Take (U, V ) ∈ SF (α) arbitrarily, then because
F (U, V ) =
γ
2
m∑
i=1
‖ui − vi‖22
+
∑
ij∈Ess
(d2ij − (ui − uj)⊤(vi − vj))2 +
∑
ik∈Esa
(d2ik − (ak − ui)⊤(ak − vi))2,
we have ‖ui − vi‖2 ≤
√
2α/γ for all i = 1, · · · , m. For each sensor i, we define d(i) as
d(i) := min
k∈Na
[
the shortest distance between i and k in the
induced subgraph G \ ({m + 1, . . . ,m + n} \ {k})
]
,
where G denotes the undirected graph whose vertices are {1, . . . ,m + n} (the set of all
sensors and anchors) and whose edges are Ess ∪ Esa. Then it follows from Assumption 1
that d(i) < +∞ for each sensor i.
– The boundedness for sensor i such that d(i) = 1: it follows from F (U, V ) ≤ α that
|(ak − ui)⊤(ak − vi)| ≤ max(d2ik +
√
α, |d2ik −
√
α|),
which implies that
2α
γ
≥ ‖ui − vi‖22
≥ ‖ak − ui‖22 + ‖ak − vi‖22 − 2|(ak − ui)⊤(ak − vi)|
≥ ‖ak − ui‖22 + ‖ak − vi‖22 − 2max(d2ik +
√
α, |d2ik −
√
α|).
Thus, the following two inequalities
‖ak − ui‖22 ≤ 2max(d2ik +
√
α, |d2ik −
√
α|) + 2α
γ
,
‖ak − vi‖22 ≤ 2max(d2ik +
√
α, |d2ik −
√
α|) + 2α
γ
hold, from which we have the boundedness of ui and vi.
– The boundedness for sensor i such that d(i) = 2: because d(i) = 2, there exist an anchor
k and a sensor j such that ij ∈ Ess and jk ∈ Esa. Note that because j satisfies d(j) = 1,
i.e., uj and vj are bounded, there exists a constant Mjk such that ‖uj‖2 ≤ Mjk and
‖vj‖2 ≤Mjk. It follows from F (U, V ) ≤ α that
|(ui − uj)⊤(vi − vj)| ≤ max(d2ij +
√
α, |d2ij −
√
α|),
which implies that
2α
γ
≥ ‖ui − vi‖22
≥ ‖ui − uj‖22 + ‖vj − vi‖22
− 2‖ui − uj‖2‖uj − vj‖2 − 2‖uj − vj‖2‖vj − vi‖2 − 2max(d2ij +
√
α, |d2ij −
√
α|)
≥ ‖ui‖22 − 2‖ui‖2Mjk − 2Mjk‖vi‖+ ‖vi‖22
− 2
√
2α
γ
(‖ui‖2 +Mjk)− 2
√
2α
γ
(Mjk + ‖vi‖2)− 2max(d2ij +
√
α, |d2ij −
√
α|).
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Thus, ui and vi must satisfy
(
‖ui‖2 −
(
Mjk +
√
2α
γ
))2
+
(
‖vi‖2 −
(
Mjk +
√
2α
γ
))2
≤ 6α
γ
+ 8
√
2α
γ
Mjk + 2M
2
jk + 2max(d
2
ij +
√
α, |d2ij −
√
α|),
which means that both ui and vi are bounded.
Continuing the above discussion inductively, we have the boundedness of ui and vi for
each sensor i. Therefore, SF (α) is bounded.
