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Résumé
Le but de notre travail est l’étude du problème de Cauchy pour une large classe d’opérateurs linéaires,
non nécessairement kowalevskiens, avec argument absorbant de la variable spatiale. On montre l’existence
et l’unicité d’une solution du problème dans l’espace des fonctions analytiques par rapport au temp et de
classe Gevrey par rapport à la variable d’espace. Les outils utilisés sont inspirés des travaux [Cl. Wagschal,
Le problème de Goursat non linéaire, J. Math. Pure Appl. 58 (1979) 309–337 ; D. Gourdin, M. Mechab, So-
lution globale d’un problème de Cauchy linéaire, J. Funct. Anal. 202 (2003) 123–146], qui eux même basés
sur les normes formelles de Leray et Waelbroeck [J. Leray, L. Waelbroeck, Norme formelle d’une fonction
composée (Préliminaire à l’étude des systèmes non linéaires, hyperboliques non stricts), in : Colloque de
Liège, CBRM, 1964, pp. 145–152. [23]].
 2005 Elsevier SAS. Tous droits réservés.
Abstract
The aim of this work is the study of the Cauchy problem for a large class of linear operators, non-
necessarily kowalevskian, with shrinking argument. We prove the well posedness of this problem in the
space of analytic functions with respect to time and Gevrey class with respect to spatial variable. Our tools
are based on formal norms of Leray and Waelbroeck [J. Leray, L. Waelbroeck, Norme formelle d’une fonc-
tion composée (Préliminaire à l’étude des systèmes non linéaires, hyperboliques non stricts), in: Colloque
de Liège, CBRM, 1964, pp. 145–152. [23]], already used in [Cl. Wagschal, Le problème de Goursat non
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K. Guerbati, M. Mechab / Bull. Sci. math. 130 (2006) 162–178 163linéaire, J. Math. Pure Appl. 58 (1979) 309–337; D. Gourdin, M. Mechab, Solution globale d’un problème
de Cauchy linéaire, J. Funct. Anal. 202 (2003) 123–146].
 2005 Elsevier SAS. Tous droits réservés.
1. Introduction
Depuis les travaux de J. Hadamard, E.E. Levi, I. Petrowski, du début du siecle dernier, il
est connu que le problème de Cauchy, pour des opérateurs aux dérivées partielles non kowa-
levskiens, n’est pas en général bien posé dans des classes de fonctions suffisamment régulières.
Dans [15], J. Hadamard exhibe une fonction f (t, x) pour laquelle le problème de Cauchy associé
à l’équation
∂u
∂t
− ∂
2u
∂x2
− f (t, x)u = 0
n’admet pas de solution continue (voire aussi l’exemple de E. De Giorgi [9]). De même que
I. Petrowski, dans [26], a établi la non unicité du problème de Cauchy pour des opératerurs
paraboliques.
Une autre entrave à la résolution du problème de Cauchy linéaire sont les oscillations des
coefficients de l’opérateur considéré. On retrouve ce problème posé dans [8] et abondament repris
durant la dernière décénie par plusieurs mathématiciens (voir [20,27–29]). Une façon d’atténuer
la rapidité de ces oscillations est de faire intervenir un facteur mutliplicatif petit. Cette idée a
déjà été proposée par J.L. Lions, en 1977 dans une conférence à Rio de Janero [25], pour des
équations de Kirchhoff. Dans [11], le deuxième auteur, en collaboration avec D. Gourdin, ont
étudié l’effet de ce facteur sur la durée de vie des solutions du problème de Cauchy ainsi que sur
leur stabilité. L’idée d’introduction d’un paramètre externe pour la résolution de problèmes liés
à des équations aux dérivées partielles remonte déjà au travaux de Cauchy [7] ; le but initial étant
l’approximation de la solution du problème considéré.
On retrouve l’introduction d’un paramètre externe dans divers domaines et pour des objec-
tifs et buts différents. A titre illustratif, on peut citer le travail de V.I. Rodionov [30], où il
montre l’analyticité de la solution d’un problème d’EDO avec un paramètre variant avec le
temps. D’autres travaux, comme [13,14], se sont intéressés au comportement oscillatoire des
solutions de certains problèmes liés à des équation différentielles fonctionnelles dépendant d’un
paramètre. Dans [21], l’auteur confronte la méthode de l’optique géométrique avec la résolution
d’un problème d’ependant d’un paramètre. En mécanique on retrouve l’exemple des équations
de Kirchhoff dépendant d’un paramètre multiplicatif des variables spaciales [11,25].
Dans notre travail, on s’interresse à la résolution du problème de Cauchy linéaire pour des
équations de la forme
D
p
t u(t, x) =
p−1∑
j=0
κ∑
j+q=0
aj,q(t, x)D
q
xD
j
t u(t,mx) + f (t, x)
où m ∈]0,1[. On voit que, lorsque κ > p, on se retrouve avec des équations non résolubles ou
non kowalevskiennes. En adaptant les techniques de [10,12,31], on démontre l’existence et l’uni-
cité d’une solution, du problème de Cauchy associé à ces équations, dans l’espace des fonctions
analytiques par rapport au temps et de classe Gevrey par rapport à la variable spaciale.
Nous faison remarquer que ce type de problèmes a été traité localement dans [5,16,18] et
que dans [19] Kawagishi et Yamanaka ont étudié le problème de Cauchy pour une équation
164 K. Guerbati, M. Mechab / Bull. Sci. math. 130 (2006) 162–178de la chaleur, perturbée par un opérateur avec argument multiplicatif pour la variable d’espace.
Par ailleurs, quand m = 1 et κ  p on retrouve le résultat de [12] mais dans le cas où κ  p
l’approche de ce dernier travail devient inopérante.
Enfin, ce qui pourrait attirer l’attention du lecteur est l’appélation de l’action du paramètre m
quand il est strictement inférieur à 1. Elle est présentée, par certains, comme Retard (cf. [1,2,5]),
par d’autre comme Déviation (cf. [3,4,14]) ou comme Absorption ou Schrinking (cf. [16–18].
Pour ce qui nous concerne, nous avons opté pour la notion d’absorption. Quand m > 1, son
action est présentée comme Avance dans [6].
2. Définitions et résultat
Soient I et J deux intervalles ouverts bornés de R. Les éléments de I (respectivement de J )
seront noté t (respectivement x) et on utilisera les notations classiques
Dt = ∂
∂t
, Dx = ∂
∂x
et C désignera une constante universelle positive.
Pour d  1, on désignera par E (d)(J ) l’algèbre des fonctions ϕ infiniment différentiables sur
J telles que
∀h > 0, ∃C  0; ∀k ∈ N, sup
x∈J
∣∣Dkϕ(x)∣∣ Chkk!d (1)
E (0,d)(I × J ) l’algèbre des fonctions u continues sur I × J et admettant des dérivées de tout
ordre par rapport à x et telles que :
∀h > 0, ∃C  0; ∀k ∈ N, ∀t ∈ I, sup
x∈J
∣∣Dkxu(t, x)∣∣ Chkk!d (2)
et A1(I) l’algèbre des fonctions ψ infiniment différentiables sur I telles que
∀n ∈ N, ∃Cn > 0, ∀t ∈ I,
∣∣Dnψ(t)∣∣ Cnn! avec∑
n∈N
Cn < +∞. (3)
On remarquera que E (d)(J ) est l’algèbre projective des fonctions de classes Gevrey sur J ,
E (0,d)(I × J ) l’algèbre des fonctions continues par rapport à t ∈ I et de classe Gevrey par
rapprort à x ∈ J (i.e. C(I,E (d)(J ))) et les élements de A1(I) sont des fonctions uniformément
analytiques sur I .
Définition 1. Soit σ  1 et d  1. On dit qu’une fonction u est dans G(σ,d)(I × J ), si elle est
infiniment différentiable sur I ×J et si :{∀n ∈ N, ∀h > 0, ∃Cn,h > 0; ∑n∈NCn,h < +∞ et
∀k ∈ N, ∀t ∈ I, supx∈J |Dnt Dkxu(t, x)| Cn,hn!σ hkk!d .
(4)
Si σ = 1, on utilisera la notation A(1,d)(I ×J ), donc u ∈A(1,d)(I ×J ) si{∀n ∈ N, ∀h > 0, ∃Cn,h > 0; ∑n∈NCn,h < +∞ et
∀k ∈ N, ∀t ∈ I, supx∈J |Dnt Dkxu(t, x)| Cn,hn!hkk!d .
Convention. Pour tous les espaces F qu’on a introduit avant, on dira qu’une fonction u est de
classe F sur R ou sur R×R, si pour tous I et J , intervalles ouverts bornés, u/I , respectivement
u/I×J , est de classe F .
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m ∈]0,1[, on considère le problème suivant{
D
p
t u(t, x) =
∑
(j,q)∈B aj,q(t, x)D
j
t D
q
xu(t,mx), (t, x) ∈ R×R,
Dkt u(0, x) = vk(x), x ∈ R, k = 0, . . . , p − 1,
(5)
avec les
aj,q(t, x) =
∑
β<q
a
β
j,q(t)x
β
des polynômes en x, de degrés inférieurs strictement à q , à cœfficients dans A1(R) en t , et les
vk des données.
On a alors le résultat suivant :
Théorème 1. Pour tout entier d  1 et pour toutes fonctions v0, . . . , vp−1 ∈ E (d)(R), le pro-
blème (5) admet une unique solution u dans A(1,d)(R×R).
Remarques.
1. Le théorème reste vrai si on rajoute dans (5) un terme constant par rapport à l’inconnue u.
2. On peut considérer le cas où B ⊂ {(j, q) ∈ N×N, j  p} avec |aj,0| < 1.
3. On remarquera que dans le cas des équations kowalevskiennes, l’indice de Gevrey d est
déterminé par la structure même de l’opérateur (cf. [12,24,31]), par contre dans notre travail,
le facteur absorbant m nous permet de résoudre notre problème dans toutes les classes de
Gevrey d’indice d  1.
4. Contrairement à notre résultat, ceux de [5,16,18] sont des résultats locaux.
3. Preuve du résultat
3.1. Transformation du problème
Nous commençons par transformer notre problème différentiel en un problème de point fixe.
A l’aide du changement d’inconnue suivant :
v(t, x) = u(t, x) −
p−1∑
k=0
tk
k!vk(x)
le problème (5) devient équivalent à

D
p
t v(t, x) =
∑
(j,q)∈B aj,q(t, x)D
j
t D
q
x v(t,mx)
+∑(j,q)∈B∑p−1k=j aj,q(t, x) tk−j(k−j)!Dqxvk(mx),
D
j
t v(0, x) = 0, j = 0, . . . , p − 1.
En posant
U = Dpt v(t, x),
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blème est équivalent à l’équation suivante :
U(t, x) =
∑
(j,q)∈B
aj,q(t, x)D
j−p
t D
q
xU(t,mx)
+
∑
(j,q)∈B
p−1∑
k=j
aj,q(t, x)
tk−j
(k − j)!D
q
xvk(mx)
où D−1t w désigne la primitive de w qui s’annule avec t , ce qui nous amène à la recherche des
points fixes de l’application L :U → LU telle que
LU(t, x) =
∑
(j,q)∈B
aj,q(t, x)D
j−p
t D
q
xU(t,mx) + F(t, x) (6)
avec
F(t, x) =
∑
(j,q)∈B
p−1∑
k=j
aj,q(t, x)
tk−j
(k − j)!D
q
xvk(mx).
Afin d’établir l’existence et l’unicité du point fixe de cette application, nous définissons, dans
la section qui suit, certaines algèbres de Banach, qui « recouvrent » l’espace des fonctions
analytiques-Gevrey, où on montre que l’application L est strictement contractante et utiliser le
théorème du point fixe de Banach.
3.2. Les algèbres A1,dρR,ε(JR)
Soit θ(t) =∑∞0 tn(n+1)2 et K la fonction et la constante de Lax [22]. Pour R > 0, on note
ϕR(t) = K−1θ
(
t
R
)
(7)
qui est définie pour |t | R/ε, donc en particulier pour |t | R. Pour un intervalle ouvert borné
J , on notera
JR = IR ×J =]−R,R[×J .
Pour d  1, ε ∈]0,1[ et ζ > 0, on considère la série formelle en x
ΦdR,ε(t, x) =
∞∑
k=0
(ζ · x)k
k! k!
d−1DkϕR
(
ε|t |).
Soit G0,dR,ε(JR) l’ensemble des fonctions continues par rapport à t et infiniment différentiables
par rapport à x dans JR telles que
∃C > 0; ∀k ∈ N, ∀t ∈ IR, sup
x∈J
∣∣Dkxu(t, x)∣∣ Cζkk!d−1DkϕR(ε|t |). (8)
Cette relation est notée u 	 CΦdR,ε(t, x), la borne inférieure de ces constantes est notée ‖u‖d et
l’application
‖u‖d :u ∈ G0,d (JR) → ‖u‖dR,ε
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On considère Gσ,dR,ε(JR), l’ensemble des fonctions C∞(JR) telles que
∀n ∈ N, Dnt u ∈ G0,dR,ε(JR) et
∑
n∈N
‖Dnt u‖d
n!σ < +∞.
Conséquence : Si u ∈ Gσ,dR,ε(JR), alors :
∃C  0; ∀n ∈ N, ∀k ∈ N, ∀t ∈ IR,
sup
x∈J
∣∣DkxDnt u(t, x)∣∣ Cn!σ ζ kk!d−1DkϕR(ε|t |).
Proposition 1. L’application :
||| · |||σ,d :Gσ,dR,ε(JR) → R+,
u → |||u|||σ,d =
∑
n∈N
‖Dnt u‖d
n!σ ,
est une norme sur Gσ,dR,ε(JR) qui lui confère une structure d’algèbre de Banach.
Démonstration. Il est évident que ||| · |||σ,d est une norme sur Gσ,dR,ε(JR) et en utilisant l’expres-
sion du terme générale du produit de deux séries et que le fait que ‖ · ‖d est une norme d’algèbre,
on montre que ||| · |||σ,d est une norme d’algèbre sur Gσ,dR,ξ (JR).
Pour terminer, on montre que
Lemme 1. (Gσ,dR,ξ (JR), ||| · |||σ,d ) est complet.
Démonstration. Soit (uk)k∈N une suite de Cauchy dans Gσ,dR,ξ (JR), alors pour tout n ∈ N,
(Dnt uk)k∈N est une suite de Cauchy dans G
0,d
R (JR) qui est complet, donc pour tout n ∈ N, il
existe un ∈ G0,dR (JR) telle que :
lim
k→∞D
n
t uk = un dans G0,dR (JR). 
1. Montrons que : ∀n ∈ N, Dnt u0 = un.
D’après la prop. 6.6 de [31], pour tout n ∈ N, D−nt :G0,dR (JR) → G0,dR (JR) est un opérateur
continue, donc : limk→+∞ D−nt (Dnt uk) = D−nt (un).
D’autre part,
lim
k→∞D
−n
t (D
n
t uk) = lim
k→∞
(
uk −
∑
µ<n
tµ
µ!D
µ
t uk(0, x)
)
= u0 −
∑
µ<n
tµ
µ!u
µ(0, x),
par suite,
u0 = lim
k→∞D
−n
t (D
n
t uk) +
∑ tµ
µ!u
µ(0, x) = D−nt un +
∑ tµ
µ!D
µ
t uk(0, x)µ<n µ<n
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Dnt u
0 = un + Dnt
(∑
µ<n
tµ
µ!D
µ
t uk(0, x)
)
= un ∈ G0,dR (JR).
2. Montrons que limk→∞ uk = u0 dans Gσ,dR,ε(JR).
Soit η > 0, comme (uk)k∈N est de Cauchy dans Gσ,dR,ξ (JR), alors il existe Nη ∈ N tel que
∀k, k′ Nη, ∀n ∈ N,
∥∥Dnt uk − Dnt uk′∥∥d  η.
Sachant que pour tout n ∈ N, limk→+∞[Dnt uk − Dnt u0] = 0 dans G0,dR (JR), alors
∀n ∈ N, ∃Nη,n > Nη;
∥∥Dnt uNη,n − Dnt u0∥∥d  η.
Ansi, pour k > Nη, on obtient formellement :
∑
n∈N
‖Dnt uk − Dnt u0‖d
n!σ =
∑
n∈N
‖Dnt uk − Dnt uNn,η + Dnt uNn,η − Dnt u0‖d
n!σ

∑
n∈N
[‖Dnt uk − Dnt uNn,η‖d
n!σ +
‖Dnt uNn,η − Dnt u0‖d
n!σ
]
 2η
∑
n∈N
1
n!σ  2eη,
d’où on déduit que (uk − u0) ∈ Gσ,dR,ε(JR), donc u0 ∈ Gσ,dR,ε(JR) et
lim
k→+∞uk = u
0
dans Gσ,dR,ε(JR), ce qui termine la preuve de la proposition 1. 
Remarque 1. D’après ce qui précède, pour σ = 1, si u ∈ G1,dR,ε(JR) on a :
∃C > 0, ∀n ∈ N, ∀k ∈ N, sup
x∈J
∣∣Dnt Dkxu(t, x)∣∣ Cn!ζ kk!d−1DkϕR(ε|t |). (9)
Comme ϕR est une fonction analytique sur ]−R,R[ et bornée sur [−R,R], les inégalités de
Cauchy nous donnent :
∃C′ > 0, ∀k ∈ N, ∀t ∈ IR, DkϕR
(
ε · |t |) C′k+1k!
et en reportant cette majoration dans (9), on déduit que u est analytiques par rapport à t et de
classe Gevrey d’indice d par rapport à x, ce qui nous amène à noter cet espace par A1,dR,ε(JR)
avec la norme
|||u|||1,d =
∑
n∈N
‖Dnt u‖d
n! .
3.3. Quelques relations entre les espaces utilisés
Comme dans [12], on considère la famille d’algèbres de Banach A1,dρR,ε(JR) dépendant du
paramètre ρ  1.
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A(1,d)(JR) ⊂A1,dρR,ε(JR).
Démonstration. Soit u ∈A(1,d)(JR), d’aprés (4) on a,
∀n ∈ N, ∃Cn,h > 0, ∀k ∈ N, ∀t ∈ IR, sup
x∈J
∣∣Dnt Dkxu(t, x)∣∣ (Cn,h)hkn!k!d
avec ∑
n∈N
Cn,h < +∞,
comme
DkϕρR
(
ε|t |) 1
K
k!
(ρR)k(1 + k)2
on déduit que
k!K(ρR)k(1 + k)2DkϕρR
(
ε|t |) (10)
par suite :
sup
x∈J
∣∣Dnt Dkxu(t, x)∣∣K(Cn,h)hkn!k!d−1(ρR)k(1 + k)2DkϕρR(ε|t |)
comme (1 + k)2  (e2)k , alors pour ζ > 0 donné, on choisit h assez petit pour que (he2ρR < ζ ),
ce qui nous permet d’écrire
∀h, ∃C > 0, ∀n, k ∈ N, ∀t ∈ IR, sup
x∈J
∣∣Dnt Dkxu(t, x)∣∣KCn,hn!ζ kk!d−1DkϕρR(ε|t |)
(11)
donc
∀n ∈ N, Dnt u ∈ G0,dR,ε(JR) et ‖Dnt u‖d KCn,hn!,
d’où on déduit que∑
n∈N
‖Dnt u‖d
n! K
∑
n∈N
Cn,h < +∞
et que u ∈A1,dρR,ε(JR). 
Lemme 3. Pour tous ζ ∈ N∗, β ∈ N et J borné, il existe une constante C = Cβ,ζ,J , telle que
pour tout ρ  1/R, la fonction x → xβ est dans A1,dρR,ε(JR) de norme inférieure ou égale à
Cβ,ζ,J (ρR)β .
Démonstration. J étant borné, il existe Cβ,J > 0, telle que pour tout k  β ,
sup
x∈J
∣∣Dkx(xβ)∣∣Cβ,J k!.
Tenant compte de (10), sachant que (1 + k)2  e2k , alors pour ρ  1/R et k  β on obtient
sup
∣∣Dkx(xβ)∣∣Cβ,ζ,J (ρR)βζ kk!d−1DkϕρR(ε|t |) (12)x∈J
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Cβ,ζ,J = max
kβ
{Cβ,JKe2k/ζ k}.
Sachant que Dnt Dkx(xβ) = 0 pour tout k > β ou n 1, on déduit :
∀n ∈ N, ∀k ∈ N, sup
x∈J
∣∣Dnt Dkx(xβ)∣∣Cβ,ζ,J (ρR)βn!ζ kk!d−1DkϕρR(ε|t |), (13)
ce qui montre que xβ ∈A1,dρR,ε(JR) et que |||xβ |||1,d  Cβ,ζ,J (ρR)β . 
Corollaire 1. Etant donné un polynôme P de degrés β , alors pour tous ζ ∈ N∗ et J borné, il
existe une constante C = Cβ,ζ,J , telle que pour tout ρ  1/R, P est dans A1,dρR,ε(JR) de norme
inférieure ou égale à Cβ,ζ,J (ρR)β .
Remarque 2. D’après les calculs précédents, on remarque que si ζ  1 alors Cβ,ζ,J est indé-
pendante de ζ .
3.4. Propriété de continuité de certains opérateurs
Afin de s’assurer que l’action d’absorbtion soit interne dans J , on supposera dans toute la
suite que J est une intervalle ouvert borné et centré en x = 0. Donnons dans ce qui suit un
ensemble de résultats techniques sous formes de lemmes.
Lemme 4. Pour tout n ∈ N et pour tout t ∈] − 1,1[, on a :∣∣Dnθ(t)∣∣ n!
(1 − |t |)n+1 .
Démonstration. Comme
θ(t) =
∞∑
k=0
akt
k, avec |ak| = 1
(1 + k)2 < 1,
alors pour n ∈ N et |t | < 1, on a :∣∣Dnθ(t)∣∣∑
kn
k!
(k − n)! |t |
k−n = Dny
( 1
1 − y
)
y=|t | =
n!
(1 − |t |)n+1 . 
Lemme 5. La fonction ϕR , définie dans (7), vérifie la propriété
∀n ∈ N, ∀t ∈ [−R,R], ∣∣DnϕR(ε|t |)∣∣ 1
K
n!
Rn
1
(1 − ε)n+1 . (14)
Démonstration. Pour n ∈ N,
DnϕR(t) = 1
K
(
1
R
)n
Dnθ
(
t
R
)
,
donc pour ε < 1 et |t |R, par le lemme 4 on obtient∣∣DnϕR(ε|t |)∣∣ 1
K
1
Rn
n!
(1 − ε |t | )n+1 . (15)R
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1
(1 − ε |t |
R
)n+1
 1
(1 − ε)n+1
et en reportant cette majoration dans (15) on obtient (14). 
Lemme 6. Pour tout r ∈ [0,1[, la suite (un)n∈N définie par un = rn(1 + n)2, est bornée.
Lemme 7. Pour tout réel m ∈]0,1[, il existe des réels s, ε ∈]0,1[ tels que
r = m1 + s
1 − ε < 1.
Il suffit de prendre ε < 1 − m et
s < min
{
1,
1 − ε
m
− 1
}
.
Dans toute la suite, on fixe R et ζ dans R∗+.
Proposition 2. Pour tout réel m ∈]0,1[, il existe ε ∈]0,1[ tel que : ∀q ∈ N, ∃C(m,ε,q) > 0 ;
∀n ∈ N, ∀|t |R, m(n+q)∣∣Dn+qϕR(ε|t |)∣∣ C(m,ε,q)R−qDnϕR(ε|t |). (16)
Démonstration. Soient q,n ∈ N et |t |R, d’aprés (14), on a :
∣∣Dn+qϕR(ε|t |)∣∣ (n + q)!
K(1 − ε)
1
[R(1 − ε)](n+q) .
En utilisant la formule du binôme de Newton dans (1 + s)n+q , on trouve
(n + q)! s−qq!(1 + s)(n+q)n! (17)
ce qui donne
∣∣Dn+qϕR(ε|t |)∣∣ s−qq!
K(1 − ε)
[
1 + s
R(1 − ε)
](n+q)
n! (18)
et en utilisant (10), avec ρ = 1, pour majorer n!, on trouve
∣∣Dn+qϕR(ε|t |)∣∣ s−qq!
(1 − ε)R
−q
[
1 + s
1 − ε
](n+q)
(n + 1)2DnϕR
(
ε|t |). (19)
En multipliant les deux membres de l’inégalité (19) par m(n+q), en appliquant le lemme 6 à la
suite rn(1 + n)2, avec
r = m1 + s
1 − ε
considéré dans le lemme 7, on déduit
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∣∣Dn+qϕR(ε|t |)∣∣ s−qq!
(1 − ε)R
−q
[
m
1 + s
1 − ε
]q[
m
1 + s
1 − ε
]n
(n + 1)2DnϕR
(
ε|t |)
 s
−qq!
(1 − ε)
[
m
1 + s
1 − ε
]q
R−qC(m,s,ε)DnϕR
(
ε|t |)
 C(m,ε,q)R−qDnϕR
(
ε|t |)
ce qui termine la preuve de la proposition.1 
Proposition 3. Pour tout m ∈]0,1[, il existe ε ∈]0,1[ tel que pour tout q ∈ N il existe une
constante C = C(m,ε,q) telle que
∀u ∈ G0,dρR,ε(JR),
∥∥(Dqxu(t,mx))∥∥d  C(m,ε,q)ζ q(ρR)−q‖u‖d . (20)
Démonstration. Soient m, ε ∈]0,1[ et u ∈ G0,dρR,ε(JR), alors en utilisant successivement (8),
(19) et (17) on obtient : Pour tous k, q ∈ N,
sup
x∈J
∣∣Dkx[Dqxu(t,mx)]∣∣m−q‖u‖dζ q (s−qq!)d(1 − ε) (ρR)−q
×
([
m
(1 + s)d
1 − ε
](k+q)
(k + 1)2
)
k!d−1 ζ kDkϕρR
(
ε|t |).
Sachant que la limite de
(1 + s)d
1 − ε
est égale à 1 quand s et ε tendent vers 0 et que m ∈]0,1[, en utilisant le lemme 6 pour
r = m(1 + s)
d
1 − ε ,
avec s et ε suffisament petits, on obtient
∥∥Dqx [u(t,mx)]∥∥d m−q‖u‖dζ q (s−qq!)d(1 − ε) (ρR)−q
[
m
(1 + s)d
1 − ε
]q
C(m,ε,s)
et pour terminer la preuve de la proposition on prend,
C(m,ε,q) = m−q (s
−qq!)d
(1 − ε)
[
m
(1 + s)d
1 − ε
]q
C(m,ε,s). 
Proposition 4. Soit u ∈ G0,dρR,ε(JR), alors pour tout j ∈ (−N), Djt u ∈ G0,dρR,ε(JR) et on a∥∥Djt u(t, x)∥∥d  ‖u‖dR−j .
Démonstration. Pour j = 0 c’est trivial.
1 On n’a pas fait ressortir la dépendance de la constante du paramètre s, car ce dernier est lui même choisi en fonction
de m et ε.
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−j fois de u sur (0, t), alors en utilisant (8) et l’expression de DkϕρR(ε|t |), on obtient :
∣∣DkxDjt u(t, x)∣∣ ‖u‖dζ kk!d−1 1K
∞∑
i=k
(
1
ρR
)i 1
(1 + i)2
i!
(i − k)!ε
i−kDjt
(|t |i−k).
Comme pour tout j ∈ −N∗ et tout t ∈ IR , |Dj(|t |i−k)|  |t |i−kR−j , en reportant ceci dans les
majorations précédentes, on obtient
sup
x∈J
∣∣Dkx[(Djt u)(t, x)]∣∣R−j‖u‖dζ kk!d−1 1K
∞∑
i=k
(
1
ρR
)i 1
(1 + i)2
i!
(i − k)!
(
ε|t |)i−k
= R−j‖u‖dζ kk!d−1DkϕρR
(
ε|t |),
ce qui termine la preuve de la proposition. 
Proposition 5. Pour tout m ∈]0,1[ il existe ε ∈]0,1[ tel que pour tout (j, q) ∈ (−N) × (N∗), il
existe une constante C = C(m,ε,j,q) > 0, telles que :
∀u ∈A1,dρR,ε(JR),
∥∥Djt Dqxu(t,mx)∥∥d  C(m,ε,j,q)ρ−q‖u‖d . (21)
Démonstration. C’est une conséquence directe des propositions 3 et 4. 
Proposition 6. Pour tout m ∈]0,1[, il existe ε ∈]0,1[ tel que pour tout (j, q) ∈ (−N) × (N∗) il
existe une constante positive C = C(m,ε,q,j), telle que pour toutes fonctions u, u′ ∈A1,dρR,ε(JR),
on a : ∣∣∣∣∣∣Djt Dqxu(t,mx)∣∣∣∣∣∣1,d  C(m,ε,q,j)ρ−q |||u|||1,d , (22)∣∣∣∣∣∣Djt Dqxu(t,mx) − Djt Dqxu′(t,mx)∣∣∣∣∣∣1,d  C(m,ε,q,j)ρ−q |||u − u′|||1,d . (23)
Démonstration. Soit u ∈ A(1,d)ρR,ε(JR) donc pour tout n ∈ N, Dnt u ∈ G0,dρR,ε(JR). Comme
Dnt D
j
t = Dn+j , d’aprés (21) pour tout (j, q) ∈ (−N) × (N∗),∥∥Dnt [Djt Dqxu(t,mx)]∥∥d = ∥∥Dqx [Dn+jt u](t,mx)∥∥d
 C(m,ε,q,j)ρ−q‖Dn+jt u‖d ,
par suite on trouve∣∣∣∣∣∣Djt Dqxu(t,mx)∣∣∣∣∣∣1,d
=
∑
n∈N
‖Dnt [Djt Dqxu(t,mx)]‖d
n! =
∑
n∈N
‖[DqxDn+jt u(t,mx)]‖d
n!

∑
n∈{0,...,−j−1}
C(m,ε,q,j)ρ
−q‖Dn+jt u‖d
n! +
∑
n−j
C(m,ε,q,j)ρ
−q‖Dn+jt u‖d
n!
C(m,ε,q,j)ρ−q
( ∑ ‖u‖dR−n−j
n! +
∑ ‖Dn+jt u‖d
(n + j)!
)n∈{0,...,−j−1} n−j
174 K. Guerbati, M. Mechab / Bull. Sci. math. 130 (2006) 162–178 C(m,ε,q,j)ρ−q
( ∑
n∈{0,...,−j−1}
‖u‖dR−n−j
n! +
∑
k0
‖Dkt u‖d
k!
)
.
Pour terminer, on pose
C(m,ε,q,j) := C(m,ε,q,j)
( ∑
n∈{0,...,−j−1}
R−n−j
n! + 1
)
.
Pour la deuxième majoration de cette proposition, on utilise la linéarité des opérateurs
D
j
t D
q
x . 
3.5. Recherche du point fixe de L
3.5.1. Recherche du point fixe de L dans les algèbres A1,dρR,ε(JR)
Comme on l’a déjà expliqué, pour R > 0 et J fixés, nous commencerons par montrer l’exis-
tence d’un unique point fixe de L dans certaines algèbres de Banach A1,dρR,ε(JR).
Proposition 7. Etant données des fonctions vj , j = 0, . . . , p − 1, dans E (d)(J ), alors pour tout
m ∈]0,1[ il existe ε ∈]0,1[ tel que : ∀ζ > 0, ∃ρ0 > 0 ; ∀ρ  ρ0,
∃aρ > 0, L
(B(0, aρ))⊂ B(0, aρ), (24)
∃C ∈]0,1[, ∀u,v ∈ B(0, aρ), |||Lu −Lv|||1,d  C|||u − v|||1,d , (25)
où B(0, aρ) est la boule de centre 0 et de rayon aρ de A1,dρR,ε(JR).
Démonstration. Soit u une fonction de B(0, aρ) dans A1,dρR,ε(JR). Sachant que A1,dρR,ε(JR) est
une algèbre de Banach, alors
|||Lu|||1,d =
∣∣∣∣
∣∣∣∣
∣∣∣∣ ∑
(j,q)∈B
aj,q(t, x)D
j−p
t D
q
xu(t,mx) + F(t, x)
∣∣∣∣
∣∣∣∣
∣∣∣∣
1,d

∑
(j,q)∈B
∣∣∣∣∣∣aj,q(t, x)∣∣∣∣∣∣1,d ∣∣∣∣∣∣Dj−pt Dqxu(t,mx)∣∣∣∣∣∣1,d + ∣∣∣∣∣∣F(t, x)∣∣∣∣∣∣1,d .
En utilisant la proposition 22, on trouve
|||Lu|||1,d 
∑
(j,q)∈B
∣∣∣∣∣∣aj,q(t, x)∣∣∣∣∣∣1,dC(m,ε,q,j)ρ−q |||u|||1,d + ∣∣∣∣∣∣F(t, x)∣∣∣∣∣∣1,d ,
les aj,q(t, .) étant des polynômes de degrés  q − 1 alors, d’aprés le corollaire 1, il existe une
constante Cq , telle que∣∣∣∣∣∣aj,q(t, x)∣∣∣∣∣∣1,d  Cq(ρR)q−1
donc
|||Lu|||1,d 
∑
(j,q)∈B
Cq(R)
q−1C(m,ε,q,j)ρ−1|||u|||1,d +
∣∣∣∣∣∣F(t, x)∣∣∣∣∣∣1,d .
B étant un ensemble fini, on note
C(m,ε) =
∑
Cq(R)
q−1C(m,ε,q,j)(j,q)∈B
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|||Lu|||1,d  C(m,ε)ρ−1|||u|||1,d +
∣∣∣∣∣∣F(t, x)∣∣∣∣∣∣1,d .
Comme
F(t, x) =
∑
(j,q)∈B
p−1∑
k=j
aj,q(t, x)
tk−j
(k − j)!D
q
xvk(x)
où les vk sont dans E (d)(J ) et les aj,q(t, x) des polynômes en x dont les coefficients sont dans
A1(I) en t , du lemme 2 on déduit que pour tout ρ > 0, F ∈A1,dρR,ε(JR) et il existe C(F,m,ε,ρ) > 0
telle que |||F(t, x)|||1,d  C(F,m,ε,ρ), donc
|||Lu|||1,d  C(m,ε)ρ−1|||u|||1,d + C(F,m,ε,ρ)
par suite, pour u ∈ B(0, aρ), on a :
|||Lu|||1,d  C(m,ε)ρ−1aρ + C(F,m,ε,ρ)
et pour que Lu ∈ B(0, aρ), il suffit que
C(m,ε)ρ
−1aρ + C(F,m,ε,ρ)  aρ
or pour ρ suffisamment grand, pour que 1 − C(m,ε)ρ−1 > 0 il suffit de choisir
aρ 
C(F,m,ε,ρ)
1 − C(m,ε)ρ−1
pour que
L(B(0, aρ))⊂ B(0, aρ)
ce qui termine la preuve de la première partie de la proposition.
Montrons la deuxième partie.
Soient u,v ∈ B(0, a) ⊂A1,dρR,ε(JR), L étant affine, alors on déduit que
|||Lu −Lv|||1,d  C(m,ε)ρ−1|||u − v|||1,d
ceci termine la preuve de notre proposition, car on a déjà choisi ρ telle que
C = C(m,ε)ρ−1 < 1. 
Ainsi, pour m fixé dans ]0,1[, en utilisant le théorème du point fixe de Banach on déduit la
proposition suivante
Proposition 8. Il existe ε ∈]0,1[ pour lequel ; pour tout ζ > 0, il existe ρ0 > 0 tel que pour tout
ρ > ρ0 l’application L admet un unique point fixe dans A1,dρR,ε(JR).
3.5.2. Construction du point fixe de L dans A(1,d)(R×R)
Dans ce qui suit on va montrer l’existence d’un point fixe de L dans A(1,d)(JR).
Etant donnés ε et ζ choisis dans la proposition 8 et le ρ0 qui leur est associé, alors : Pour tout
η > 1, l’application L admet un unique point fixe u dans A1,dηρ0R,ε(JR).
On a la proposition suivante qui nous donne une relation entre les algèbres A1,d (JR).ρR,ε
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A1,dηρ0R,ε(JR).
Démonstration. Soit u ∈A1,dµρ0R,ε(JR) donc :
∀n ∈ N, ∀k ∈ N, sup
x∈J
∣∣DkxDnt u(t, x)∣∣ ‖Dnt u‖dζ kk!d−1Dkϕµρ0R(ε|t |).
Vu que µ η, alors
Dkϕµρ0R
(
ε|t |)= ( 1
µρ0R
)k 1
K
∞∑
j=k
1
(1 + j)2
j !
(j − k)!
(
ε|t |
µρ0R
)j−k

(
1
ηρ0R
)k 1
K
∞∑
j=k
1
(1 + j)2
j !
(j − k)!
(
ε|t |
ηρ0R
)j−k
= Dkϕηρ0R
(
ε|t |),
en reportant cette majoration dans la précèdente on déduit que u ∈ A1,dηρ0R,ε(JR) et que pour
tout n ∈ N la norme de Dnt u dans G0,dηρ0R,ε(JR) est inférieur ou égale à la norme de Dnt u dans
G0,dµρ0R,ε(JR) et en utilisant la définition de la norme de u dans A
1,d
ηρ0R,ε
(JR), on trouve qu’elle
est inférieur ou égale à la norme de u dans A1,dµρ0R,ε(JR), ce qui termine la preuve de la proposi-
tion. 
Proposition 10. L’applicationL admet un unique point fixe u1 ∈A1,dρ0R,ε(JR). De plus, u1 vérifie
la propriété suivante
u1 ∈
⋂
η∈N∗
A1,dηρ0R,ε(JR).
Démonstration. L’existence et l’unicité de points fixes de L dans chaque A1,dηρ0R,ε(JR) étant
assurées pour tout η 1, sachant que les A1,dηρ0R,ε(JR) s’injectent contuiment dans A
1,d
ρ0R,ε
(JR),
alors si uη est le point fixe de L dans A1,dηρ0R,ε(JR), de l’unicité du point fixe de L dans
A1,dρ0R,ε(JR) on déduit que u1 = uη , donc
u1 ∈
⋂
η∈N∗
A1,dηρ0R,ε(JR). 
Proposition 11. La fonction u1 donnée dans la proposition 10, est le seul point fixe de L dans
A(1,d)(JR).
Démonstration. On va commencer par montrer que u1 ∈A(1,d)(JR).
Soit h > 0, comme u1 ∈⋂η∈N∗ A1,dηρ0R,ε(JR), alors pour tout η ∈ N∗, on a
∀n ∈ N, ∀k ∈ N, sup
x∈J
∣∣Dnt Dkxu1(t, x)∣∣ ‖Dnt u‖dζ kk!d−1Dkϕηρ0R(ε|t |)
(d’aprés (14)) ‖Dnt u‖dζ kk!d−1
1 k!
k
1
k+1K (ηρ0R) (1 − ε)
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1
K(1 − ε)
(
ζ
ηρ0R(1 − ε)
)k
k!d
donc pour η assez grand pour que
ζ
ηρ0R(1 − ε)  h et C
′
n =
‖Dnt u‖d
n!
1
K(1 − ε) ,
on obtient
∀n ∈ N, ∀k ∈ N, sup
x∈J
∣∣Dnt Dkxu1(t, x)∣∣ C′nn!hkk!d ,
et ∑
n
C′n =
∑
n
‖Dnt u‖d
n!
1
K(1 − ε) =
1
K(1 − ε)
∑
n
‖Dnt u‖d
n! < +∞,
ce qui montre que u1 ∈A(1,d)(JR).
Montrons que u1 est le seul point fixe de L dans A(1,d)(JR).
Soit u2 ∈A(1,d)(JR) un point fixe de L, alors du lemme 2 on déduit que u2 est un point fixe de
L dans A1,dρ0R,ε(JR) et de l’unicité du point fixe de L dans A
1,d
ρ0R,ε
(JR), on déduit que u2 = u1,
ce qui termine la preuve de la proposition. 
En revenant aux étapes de la transformation de notre problème, on déduit que pour tout R > 0,
il existe une unique solution uR du problème (5) dans A(1,d)(JR). Par recollement des uR , avec
R > 0, on construit une fonction u définie sur R×R telle que :
1) ∀R > 0, u|IR = uR ∈A(1,d)(JR),
2) u est la seule solution du problème (5) dansA(1,d)(JR) ce qui montre que u ∈A(1,d)(R×R)
et qu’elle est la seule solution du problème (5) dans cet espace, ce qui termine la preuve du
théorème 1. 
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