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RÉSUMÉ. Les communautés systèmes, systèmes distribués et applications réparties ont développé
des suites de benchmarking pour un nombre considérable de leurs applications. Ces suites sont
centrées sur les calculs intensifs, serveurs web et bases de données. Cependant, dans le monde
de la gestion d’applications et de services, des plates-formes de benchmarking sont rares et
même absentes pour des technologies de gestion comme JMX, le standard pour la gestion des
applications et des services du monde Java. Cette absence de plates-formes de benchmarking
pour les systèmes de gestion est acceptable pour des systèmes gérés avec des ressources consi-
dérables, mais l’est moins pour des systèmes gérés ayant des ressources contraintes. Nous pro-
posons dans cet article une approche de benchmarking du middleware JMX basée sur son
évaluation selon différentes pratiques de gestion. Dans ce but, nous avons identifié et isolé les
paramètres relatifs à chaque pratique sous test ainsi que la définition de métriques d’évaluation
de leurs performances.
ABSTRACT. The systems, distributed systems and applications communities have developed bench-
marks for a number of domains, including CPU, web servers and databases. But no widely
accepted benchmark exists for emerging management technologies such as JMX, the defacto
standard for managing Java specific systems and services. While the lack of management bench-
marks may be acceptable for a managed-application that runs on a single powerful server with
abundant resources, such an omission is less acceptable for large communities of small de-
vices within dynamic and constrained environments. In this work, we propose a benchmarking
approach for the management practices based on the JMX middleware. Our approach identi-
fies and isolates the parameters related to a specific management practice under test and the
definition of their performance evaluation metrics.
MOTS-CLÉS : Benchmarking de JMX, Performance de JMX, Pratiques de gestion basées sur JMX.
KEYWORDS: JMX benchmarking, JMX performance, JMX-based Management practices.
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1. Introduction
L’évaluation de performance par mesure (benchmarking) est une approche natu-
relle pour estimer la performance d’un système. La communauté des systèmes dis-
tribués a depuis longtemps mis en place des plates-formes pour le benchmarking de
leurs domaines d’applications, notons à titre d’exemple : RUBiS, ECperf, SPEC JBB,
Stock-Online et TPC-W. Ces applications sont souvent basées sur des technologies
venant du monde Java (J2EE, EJB, servlets,etc). Or dans le monde Java, JMX (Java
Management eXtension) [SUN 02, SUN 03] est devenu le standard de facto pour la
gestion d’applications et de services et ne dispose à ce jour d’aucune infrastructure de
mesure. L’architecture JMX est généralement couplée au plan fonctionnel de l’appli-
cation à superviser et l’agent de supervision est implanté sous la forme d’un compo-
sant dans l’application. L’impact de cette intégration des deux plans, gestion et fonc-
tionnel, sur les performances n’est pas négligeable même pour les gros serveurs d’ap-
plications disposant des ressources considérables [LAH 05a]. Dans la communauté de
gestion de réseaux et de services l’évaluation des architectures de gestion est deve-
nue une préoccupation croissante [PRA 04, PAV 04, LUD 97]. Le benchmarking a un
rôle certain pour concevoir, améliorer et comparer ces systèmes de gestion ainsi que
pour définir les modèles de performance associés aux pratiques de gestion les plus
courantes. Dans un travail précédent [LAH 05b] nous avons présenté nos premiers ré-
sultats de calcul du coût de JMX au niveau de l’agent, essentiellement en terme de
ressources consommées (CPU, mémoire et réseaux), sa résistance à la charge et la
robustesse de l’implantation JMX. L’objectif de ce papier est de présenter notre ap-
proche de benchmarking et son instanciation sur une architecture JMX, ainsi que les
difficultés rencontrées et leurs solutions respectives. Dans la section 2, nous présen-
tons les objectifs et l’intérêt notre approche de benchmarking de l’architecture JMX.
Puis nous détaillons les difficultés liées à sa mise en œ]uvre dans la section 3 ainsi
que les métriques utilisées dans la section 4. Une conclusion et les travaux futurs sont
présentés dans la section 5.
2. Approche de benchmarking d’une architecture JMX
Notre suite de benchmarking de JMX est orientée vers l’évaluation de perfor-
mance des pratiques de gestion basées sur l’ensemble de paramètres du modèle JMX
tels qu’ils peuvent être abstraits de la définition de ce framework [SUN 02, SUN 03,
KRE 03]. Ces paramètres sont liés aux objets gérés de JMX, les MBeans (type, nombre,
attributs), au type d’interactions (scrutation, notification), au type de connecteurs et
les entités (voir figure 1). Les objectifs de notre approche de benchmarking sont les
suivants : (i) évaluer le coût d’une pratique de gestion dans le modèle JMX en utili-
sant des métriques spécifiques, (ii) élaborer des campagnes de mesures qui identifient
systématiquement des problèmes de performance dans une pratique de gestion, (iii)
comparer les performances entre différentes pratiques de gestion, (iv) développer une
suite de tests automatisée, flexible et modulaire, supportant les points précédents.
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Figure 1. Approche de benchmarking d’une architecture JMX avec le modèle
gestionnaire-agent sous les deux modes d’interactions : scrutation et notification.
3. Benchmarking de JMX : difficultés et solutions
Notre approche de benchmarking se base sur la terminologie utilisée dans [JAI 91,
page 61] où notre système sous test (SUT) est une pratique de gestion avec l’ensemble
de ses paramètres associés. Les paragraphes suivants détaillent les principales difficul-
tés rencontrées ainsi que leur résolution.
3.1. Abstraction et déploiement des paramètres d’une pratique de gestion
Une étape importante lors du benchmarking d’une pratique de gestion est de définir
clairement les facteurs de test : des paramètres que l’on juge significatifs et que l’on
fait varier dans des séries de mesures. Nous avons définis ces paramètres d’une façon
générique pour qu’on puisse comparer les performances d’une pratique avec d’autres
technologies de gestion (SNMP, NetConf, CIM, WBEM). Dans ce but, ces paramètres
sont relatifs aux trois couches de l’architecture JMX (instrumentation, agent et ges-
tionnaire), valables aussi pour les autres technologies de gestion. Au cours de la réali-
sation d’un test de benchmarking sur la plate-forme physique de test, ces paramètres
sont déployés sur les entités de JMX (les gestionnaires et les agents) sous la forme de
fichiers de propriétés. Nous distinguons ainsi, 4 types de fichiers de propriétés relatifs
à une pratique de gestion :
– Les propriétés de la couche instrumentation incluant le nombre de MBeans (un
ou plusieurs), le nombre d’attributs dans chaque MBean, le type de ces MBeans et le
type de leurs attributs ;
– Les propriétés de la couche agent incluant le type de connecteur (RMI, SOAP),
le lien d’invocation du service JMX sur le MBean serveur et son modèle d’intégration
dans le service géré ;
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– Les propriétés de la couche gestionnaire incluant le nombre d’agents, les pro-
priétés du connecteur pour chaque agent (type et lien de service), le mode d’interac-
tion (scrutation ou notification) et le modèle de distribution de la fonction de gestion
(centralisé, faiblement décentralisé ou fortement décentralisé) ;
– Les propriété de la charge d’évaluation incluant la fréquence d’injection de la
charge en terme d’attributs par seconde, le type d’opérations de gestion (Get, Set ou
invocation) avec leur taux de représentativité, leurs opérations facultatives et leurs
granularité (nombre d’attributs par opération).
Les propriétés de la charge sont déployées sur les entités de gestion responsables de
son injection.
3.2. Contraintes d’une pratique de gestion
Une pratique de gestion intervient dans plusieurs points du cycle de vie d’un ser-
vice ou d’une application gérée [BRO 04]. Cette intervention, selon la pratique de
gestion et son algorithme associé, se manifeste sous plusieurs formes. Les pratiques
de gestion interviennent pour la configuration de certaines variables de l’application
gérée ou pour la collecte périodique des variables d’états de l’application gérée au
cours du son de cycle de vie ; etc. Chacune de ces interventions possède un objectif
et des contraintes. La collecte périodique de variables d’états d’une application gérée
possède comme objectif, la détection d’anomalies et de problèmes. Cependant, elle
a comme contraintes : la performance propre de la pratique de gestion (un nombre
considérable de réponses de supervision peut engendrer l’écroulement du gestion-
naire, une latence importante provoque le dépassement du délai limite de résolution
du problème), et le comportement propre de l’application gérée (sa performance et sa
disponibilité) pour résoudre le problème après sa détection. (voir figure 2). Une façon
de modéliser la contrainte relative à l’application gérée, est de définir son comporte-
ment comme étant une trajectoire dans un espace multi-dimension où chaque dimen-
sion représente une variable d’état du système géré. Lors du déplacement du système
géré sur cette trajectoire, sa qualité de service acceptable (QoS) est définie dans une
région spécifique de cet espace. Si le système géré sort de cette région, les pratiques
de gestion interviennent à nouveau pour le ramener dans cette région spécifique. Une
façon de quantifier cette trajectoire est de la définir comme étant la productivité de
l’application gérée [LAH 05a]. Dans notre approche du benchmarking d’une pratique
de gestion, la contrainte relative à l’application gérée est présente ou absente selon
l’objectif de l’évaluation. Dans des tests synthétiques [JAI 91, page 50] d’une pratique
de gestion, cette contrainte est absente. Seule la limitation propre à la pratique de ges-
tion est présente. Ce genre de tests permet d’identifier les problèmes de performance
qui peuvent émerger dans une pratique de gestion sans prise en considération de l’état
de services gérés. Cependant, dans des tests réalistes la présence de cette contrainte
permet d’identifier l’impact de l’état du service géré sur la performance de la pratique
de gestion. Si le service géré est chargé (charge due aux utilisateurs du service), la per-
formance d’une pratique de gestion ne sera pas la même que dans le cas d’un service
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Figure 2. Les contraintes d’une pratique de gestion : (a,b) performance et disponibi-
lité du système géré et (c,d) la performance propre de la pratique de gestion.
géré non chargé. Dans le paragraphe suivant nous décrivons la façon d’implanter dans
notre plate-forme de benchmarking ces contraintes liées à une pratique de gestion.
3.3. Les injecteurs de la charge et des contraintes
Tout travail de benchmarking nécessite la définition du système d’injection de la
charge (workload). Nous avons utilisé une approche similaire à celle de [CEC 02]
pour développer nos systèmes d’injection de la charge relative à une pratique de ges-
tion. L’approche est basée sur l’utilisation de threads d’injections où chaque thread
représente une opération unique de gestion. Une opération peut être soit une opéra-
tion de lecture (Get), d’écriture (Set), d’invocation (invoke) ou de génération d’une
notification (sendNotification). Dans le cas d’un mode d’interaction par scrutation les
threads d’injection sont implantés au niveau du gestionnaire. Chaque thread est res-
ponsable de l’envoi d’une opération par unité de temps. Ainsi, le nombre total des
threads représente le taux d’injection défini dans le fichier de propriétés relatifs à la
charge. Dans le cas d’un mode d’interaction par notification, les threads d’injection
sont présents sur l’agent. Chaque thread est responsable de l’envoi d’une notification
par unité de temps. Ainsi, le taux d’injection est une fonction (produit) du nombre
total de threads multiplié et du nombre de listeners enregistrés par les gestionnaires.
Selon le modèle de distribution de la fonction de gestion entre les agents et les gestion-
naires, les threads d’injection sont répartis sur des gestionnaires intermédiaires ou sur
certains agents pour accomplir certaines fonctions de gestion portant sur les valeurs
des attributs des MBeans (somme, moyenne, maximum ou minimum).
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Nous avons utilisé un autre ensemble de threads pour modéliser le comportement
du service géré et l’impact de la gestion sur ce comportement. Ils sont implantés soit
dans le même processus que l’agent dans le cas où le modèle d’intégration est de
type composant ou noyau selon la terminologie de [KRE 03] ou dans un processus
indépendant dans le cas où le modèle d’intégration est de type démon.
4. Benchmarking de JMX : métriques de performance
Une pratique de gestion est évaluée selon trois axes : opérationnel, coût et qua-
lité. Pour le benchmarking de JMX, nous avons scindé ces trois axes d’évaluation sur
les trois couches de l’architecture JMX. Les métriques liées à la couche instrumenta-
tion mesurent le coût de JMX du point de vue des ressources gérées. Elles incluent la
consommation de ressources (CPU et Mémoire) par les MBeans. Ces métriques font
partie de l’axe d’évaluation de coût. Les métriques liées à la couche agent mesurent
sa robustesse à la charge injectée par les fonctions de gestion sous différents modes
d’interactions (scrutation ou notification), son passage à l’échelle en terme de nombre
de MBeans et son coût du point de vue gestion. Ces métriques font partie des axes :
opérationnel et coût. Elles incluent le trafic réseau généré par l’agent et sa consomma-
tion CPU et mémoire propre à la gestion. Les métriques liées à la couche gestionnaire
mesurent son passage à l’échelle en terme de nombre d’agents, la latence par type
d’opération et la précision de données de gestion associée à une pratique vis à vis des
exigences des algorithmes de gestion qui la dirigent.
Le benchmarking d’une pratique de gestion, nécessite la sélection des axes d’éva-
luation qui permettent de capturer sa performance et son coût. Cette sélection dépend
essentiellement de l’objectif de l’évaluation (comparaison, surcoût ou pertinence) et
des exigences en terme de performance de son algorithme de gestion associé. Par
exemple, une pratique de supervision utilisant la scrutation nécessite l’ensemble des
métriques relatives aux deux axes coût et opérationnel. Cependant, les métriques de
l’axe qualité prennent de l’importance dans le cas d’un algorithme de supervision ré-
actif où la précision de données collectées ainsi que la qualité de la latence deviennent
critiques pour déclencher les opérations de gestion nécessaires à la résolution d’un
problème.
5. Conclusions et travaux futurs
Dans cet article nous avons présenté notre approche de benchmarking d’un midd-
leware de gestion basé sur la technologie JMX. Dans cette approche, nous proposons
de mesurer la performance et le surcoût d’un système de gestion selon la pratique de
gestion utilisée pour gérer un système. Une pratique de gestion est définie sous sa
forme la plus simple comme étant l’ensemble des paramètres placées dans les diffé-
rentes entités de gestion pour réaliser des tâches de gestion sur le système géré. Dans
JMX, cet ensemble de paramètres est relatif à son modèle en trois couches (gestion-
naire, agent, instrumentation). Notre approche permet l’isolation et la définition de
ces paramètres afin qu’on puisse analyser la performance et le surcoût d’une pratique
de gestion spécifique sur la performance du système géré. Nous avons aussi identifié
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les contraintes d’une pratique de gestion. Ces contraintes sont liées au comportement
du service géré, essentiellement sa performance et sa disponibilité, et au modèle de
distribution des fonctions de la gestion entre les gestionnaires et les agents.
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