Abstract-The Elo system for rating chess players, also used in other games and sports, was adopted by the World Chess Federation over four decades ago. Although not without controversy, it is accepted as generally reliable and provides a method for assessing players' strengths and ranking them in official tournaments. It is generally accepted that the distribution of players' rating data is approximately normal but, to date, no stochastic model of how the distribution might have arisen has been proposed. We propose such an evolutionary stochastic model, which models the arrival of players into the rating pool, the games they play against each other, and how the results of these games affect their ratings, in a similar manner to the Elo system. Using a continuous approximation to the discrete model, we derive the distribution for players' ratings at time as a normal distribution, where the variance increases in time as a logarithmic function of . We validate the model using published rating data from 2007-2010, showing that the parameters obtained from the data can be recovered through simulations of the stochastic model. The distribution of players' ratings is only approximately normal and has been shown to have a small negative skew. We show how to modify our evolutionary stochastic model to take this skewness into account, and we validate the modified model using the published official rating data.
I. INTRODUCTION
T HE Elo system for rating chess players [7] , named after its creator Arpad Elo, has been employed by the World Chess Federation for over four decades as a method for assessing players' strengths and ranking them in official tournaments. Although not without controversy, it is accepted as generally reliable, and is also used in other games and sports such as Scrabble, Go, American football, and major league basketball.
The Elo rating system is based on the model of paired comparisons [4] , which can be applied to the problem of ranking any set of objects for which we have a preference relation. The model is particularly useful in that a ranking can be obtained in situations where a preference exists only for some of the pairs of objects under consideration. Paired comparison models have been successfully applied to measure ability in competitive games and sports [12] , [9] , the most notable example being the widely used Elo system for rating chess players. Several extensions to the Elo system have been proposed, notably the Glicko [9] and TrueSkill [11] Bayesian rating systems. Both these systems estimate, in addition to the rating, the degree of uncertainty that the rating represents the player's true ability. The uncertainty allows the system to control the change made to the rating after a game has been played. In particular, if the uncertainty is low, then the changes made to the rating should be smaller as the rating is already reasonably accurate, while if the uncertainty is high, then the changes made to the rating should be larger.
Here we adopt the Bradley-Terry model [2] , which provides the theoretical underpinning of Elo's model. Assuming that there are only two possible outcomes to a game, the probability that a player , whose strength is , wins against a player , whose strength is , is given by the logistic function , namely (1) where is a positive scaling factor. We note that is strictly monotonically increasing, , and . Moreover (2) so . In this paper, we are interested in the distribution of ratings within the pool of players that arises as a result of the model induced by (1) . We are not aware of any research in this direction, although it is generally accepted that this distribution is well approximated by a Gaussian (i.e., normal) distribution [3] , [1] . It is worth mentioning that Elo [7] claimed that the distribution of ratings of established chess players was not Gaussian, and suggested the Maxwell-Boltzmann distribution as an alternative that fitted the data he used slightly better.
The rest of the paper is organized as follows. In Section II, we review the Elo rating system and, in Section III, we do some exploratory data analysis on published official chess rating data. We show that the Gaussian distribution provides a very good fit to the data, but there is a small negative skew present. In Section IV, we propose an evolutionary stochastic model, which as a first attempt at modeling the Elo system assumes a symmetric distribution of ratings. The derivation of the distribution, which is one of the main contributions of the paper, is presented in Section V, where we prove that the resulting distribution is indeed normal, with the interesting feature that the variance increases with time in a logarithmic fashion. In Section VI, we validate the model using published rating data from January 2007 to January 2010, and in Section VII, we modify the model 1943-068X/$31.00 © 2012 IEEE to allow for the skewness present in the data. With reference to these data, we show through simulation that the modified model yields a better approximation to the actual distribution. In Section VIII, we give our concluding remarks.
The Elo system has been evolving over the years to better approximate the innate strength of players, and a possible application of our model is to predict the effect of any proposed changes to the system or any of its parameters.
II. ELO'S RATING SYSTEM
We now summarize Elo's rating system [7] in order to set in context the evolutionary model that we present in Section IV.
The fundamental assumption of Elo's rating system is that each player has a current playing strength. In a game played between players and , with unknown strengths and , the score of the game for player is denoted by , where is 1 if wins, 0 if loses, and 0.5 if the game is a draw. Its expected value is assumed to be [8] ( 3) where is the expectation operator and
For example, if the difference in strengths is 100, then the expected score is approximately 0.64, and if the difference is 200, then the expected score is approximately 0.76.
[We note that the Elo rating system is more general than (1), since (3) does not depend on the number of possible scores of the game or their values, provided they are all between 0 and 1.]
The Elo system attempts to estimate the strength of player using a calculated rating , which is adjusted according to the results of games played by . We observe that this model is related to the Bradley-Terry model for paired comparison data [2] ; see also [4] .
After playing a game against player , player 's rating is adjusted according to (see [8, eq. (2) ]) (5) where (known as the -factor) is the maximum number of points by which a rating can be changed as a result of a single game. (A high -factor gives more weight to recent results, while a low -factor increases the relative influence of results from earlier games.) In the Elo system, the -factor is typically between 10 and 30. (There has been some controversy involving a recent proposal by the World Chess Federation to change the -factor [17] , [18] .) For the purpose of experimentation, we have fixed the -factor at 20.
When using (5) to update is estimated from (3) using the current values of and as estimates of and , respectively. So, for the example above, if and , and wins against 's rating will go up by 7.2 points, but if loses, its rating will go down by 12.8 points.
Player 's rating is updated similarly. We note that, after updating both 's and 's ratings, the sum of their ratings remains unchanged. The above method can be straightforwardly extended to the case of a player competing in a tournament, or to a number of games played over a given period.
III. THE DISTRIBUTION OF ELO RATING DATA
The World Chess Federation, known as FIDE, publishes a rating list several times each year. Traditionally, FIDE published the rating list every three months, but from 2009 has moved to bimonthly publication; the official rating data can be obtained from http://ratings.fide.com.
Here we are interested in the distribution of the players' ratings. It has been confirmed by Charness and Gerchak [3] and by Bilalić et al. [1] that the distribution is well approximated by a Gaussian distribution. We recall that the probability density function for a Gaussian random variable takes the form (6) where is the mean and is the standard deviation of .
With these observations in mind, we performed some exploratory data analysis on the FIDE rating data from January 2007 to January 2010. To test the normality of the data, we binned each of the four data sets, taking the bin width to be 20 (the fixed -factor). The resulting plots for January 2007 to January 2010 are shown in Fig. 1(a) .
Using least squares curve fitting in Matlab, we then fitted a constant multiple of a Gaussian distribution to each of the four data sets. The plots for the fitted data for January 2007 to January 2010 are shown in Fig. 1(b) . The fitted parameters , and are shown in Table I, where is the multiplicative constant. Clearly, is an approximation to the actual number of players . Table I also shows , the coefficient of determination [14] . It can be seen that this is close to 1, which indicates a very good fit. For comparison purposes, we calculated the empirical values of the mean and standard deviation from the actual FIDE rating. These are shown as and in the last two columns in Table I . On average, is about 7-15 Elo points greater than the fitted standard deviation .
It can be seen that the plots in Fig. 1 (a) appear to show a small negative skew. (We note that this is in contrast to the positive skew of the Maxwell-Boltzmann distribution, suggested by Elo [7] .) As a next step, we therefore investigated the skewness of the data for 13 rating periods from October 2006 to September 2009. The skewness is defined by
The skewness of the actual FIDE rating data is shown in Fig. 2(a) . As can be seen, it shows that there is a small negative skew, which has generally slowly increased over the period.
(The increase in skewness in September 2009 is mostly due to FIDE temporarily lowering the minimum rating for new players from 1400 to 1200, and then reverting to the original policy in the following period.) The negative skew can be attributed to the slow decrease in the mean rating with the growing number of players, since it is more likely that a new player joining the pool will enter with a rating lower than the average. This can be formalized as follows. Let be the number of players in the pool at the end of the first period and let be the mean rating of those players. We define and similarly for the second period. Then, the total of the ratings of all players in the pool is for the first period and for the second period. Assuming the average rating of new players joining during the second period is , we have yielding (7) As is standard, we can now approximate the difference equation (7) by the differential equation which has the solution (8) where is a constant. , and . Thus, the average rating is decreasing slowly as a linear function of the logarithm of the number of players in the pool. In addition, knowing would allow us to predict the rate of decrease, and also to estimate the skewness shown in Fig. 2 
(a).
As we have seen above, the Gaussian distribution is a good first approximation. We pursue this further in Section V after we formalize the evolutionary model for players' ratings in Section IV. We return in Section VII to a more general model that takes skewness into account.
IV. AN EVOLUTIONARY URN TRANSFER MODEL
In our evolutionary stochastic model for rating game players, two main types of events may take place. The first event type occurs when a new player enters the system. We make two assumptions related to such an event:
(i) that new players enter the system at a fixed rate; (ii) that once players enter the system, they do not leave it.
(We note that the model can be extended to allow players to leave the pool as long as the rate at which players enter the pool is greater than the rate at which they leave.)
The second event type occurs when a game is played between two players. In this case, we assume:
(iii) that the outcome of the game is either a win or a loss for the first player; (iv) that every game occurs between two players of fairly similar strength; in particular, we assume that the absolute value of the difference in strength between the players in any game is at most . Assumption (iii) is often made (cf. [9] ) to avoid including extra parameters in the model, as it is reasonable to assume that a draw is equivalent to half a win and half a loss (which is consistent with the score of a draw being 0.5, as in Section II); see [12] , [10] , and [9] for alternative ways of dealing with draws. The basis for assumption (iv) is that players will normally play games against players of comparable strength; for example, many tournaments are divided into separate grading sections for that reason. We note that, as mentioned in the introduction, the win probabilities given by (1) satisfy which is consistent with assumption (iii).
We now introduce our model, which is similar to the Elo system. However, instead of using a continuous range of possible ratings, we batch together players with similar ratings into an urn and assume that all players in a given urn have the same representative rating. We approximate the ratings using a discrete numerical scale of values at intervals of . Each of the urns that we use to store the pool of players contains players of approximately similar strength. Let denote the average rating of all the players. Then , the th urn, where , contains those players whose rating is in the range , i.e., the players are grouped into bins of width . Thus, a player with rating will be in urn number . Players enter the system at a rate , where . After playing a game, a player may stay in the same urn or be transferred to one of the two neighboring urns, depending on the result of the game. We now describe the urn model in detail.
We assume a countable number of urns, with being the central urn; to its left are the urns with negative subscripts and to its right are the urns with positive subscripts. We let denote the number of players in at stage of the stochastic process. Initially, , with , i.e., initially has players in it, and all other urns are empty, i.e., for . When a player enters the system, an existing player is selected uniformly at random from the urns and the new player is put into the same urn as player , i.e., we assign the new player the same approximate rating as the selected existing player . In other words, new players enter the system according to the distribution of players currently in the system. We note that this is an approximation and a more realistic version of the model will be considered in Section VII.
It is important to realize that, as stated in Section II, the rating is only an estimate of the true strength of a player. If a new player entered the pool at a standard rating that was significantly below 's true strength, then would initially win significantly more games than the model would predict according to (1) . Although this would resolve itself after some time, when 's rating gets close to his/her true strength, until this happens the validity of the model would be affected. In effect, the model we present, using random initial ratings following the existing distribution, bypasses the initial transient phase for each new player.
The stochastic process modeling the changes in rating can be viewed as a random walk [16] , where the probabilities of players increasing, decreasing, or maintaining their ratings depend on their current ratings, as explained below.
At time , a player is chosen uniformly at random from the urns, say from , i.e., is selected with probability (9) where means approximately equal to for large . (This approximation holds since the expectation of the number of players at time is .) As will become apparent, at any time, only a finite number of urns are nonempty; in fact, is necessarily empty if . As above, we assume . Then, one of two things may occur:
(I) with probability , a new player is inserted into , i.e., into the same urn as the chosen player ; (II) with probability , an opponent for the player is chosen from urns where . The probability that player is chosen from is , where, for symmetry, we assume . Depending on the result of the game, player either moves to or , or remains in . The probabilities of these events are chosen so that the expected change in 's rating is identical to that prescribed by the Elo system. Suppose that , and the average rating . Suppose also that, as in the example in Section II, and . Then, will be in and in , so and .
The symmetry assumption is a reasonable approximation of the situation in real tournaments. Players are often grouped into sections of comparable ability (i.e., within a range of ratings) and therefore will play against an opponent within this range. The opponent is, on average, equally likely to be better or worse than the first player.
As we are working in terms of urn numbers rather than Elo ratings, we let , so is the scaling factor in terms of urn numbers. Thus, since and , the probability that player wins is , by (1). Therefore, from (5) and (2), when wins, 's new rating is given by (10) In order to find the new urn number for , corresponding to the rating , we first normalize (10) by subtracting and dividing by , giving Continuing the example above, when wins, (10) gives 's new rating as , where ; so . As mentioned above, in our model, we restrict player to moving up or down by at most one urn. Hence, we require . Therefore, we interpret the last term in the above equation as the probability that moves up by one urn. Accordingly, we discretize the change stochastically so that the new urn number will be integral but the expected change unaffected. Thus with probability otherwise.
So, for our example above, with probability 0.36 and with probability 0.64. We note that has to be chosen so that the probability in (11) does not exceed 1 for all , . Therefore, we require . For simplicity, we will choose . The probability that player moves to is i.e., the product of the probability that wins against and the corresponding discretization probability. Similarly, when loses, we have Again restricting to moving up or down by at most one urn, on stochastically discretizing, we obtain with probability otherwise.
Therefore, the probability that moves to is i.e., the product of the probability that loses against and the corresponding discretization probability. Let
We note that is proportional to the derivative of the logistic function, viz.
This symmetric bell-shaped curve is proportional to the probability density function of the logistic distribution, with standard deviation [6] . In summary, if the selected player is from and the chosen opponent is from : (i) with probability player moves to ; (ii) with probability player moves to ; (iii) with probability player stays in . In the above example, ; so, with this probability, player moves to or , and stays in with probability 0.54.
The stochastic discretization gives rise to an apparent anomaly, which we now explain. Suppose that the opponent is chosen from , i.e., . Consider another possible opponent chosen from , i.e., . It follows from (13) that , i.e., that the probability of moving down an urn after playing and losing to the weaker opponent is greater than the probability of moving down after playing and losing to the stronger player . The explanation for this apparent anomaly is as follows. Although is more likely to lose to , the change in Elo rating in this case, given by (5), is much smaller than would be the case if lost against the weaker opponent . This results in a much smaller discretization probability in (12) .
It is easy to show that, conditional on being chosen from and from , the variance of the change in rating is , whereas, with the Elo system, it is only ; the additional variance is due to the stochastic discretization. Therefore, it follows that the unconditional variance in our model will also be increased by a factor of compared to that for the Elo system.
It is clear that, according to the Elo model, player 's rating should be updated in a similar manner to player 's. However, we simplify the analysis by considering each game as essentially equivalent to two "half-games," since the players are chosen randomly. Therefore, it is sufficient to analyze only the change to 's rating.
(We note that, unlike the proposal in [8] , our evolutionary model does not take into account, for example, the fact that junior players tend to be underrated and to improve more rapidly than older players.)
V. DERIVATION OF THE DISTRIBUTION OF PLAYERS' RATINGS
Considering all possible choices for player , it follows from the above discussion that the probability that will move to is given by (14) and, by symmetry, that this is also the probability that will move to . At time , a game is played with probability , and there are then the following three possible ways that the contents of may change. (a) The player chosen uniformly at random is selected from , and then plays an opponent from, say, . By (14) , the probability that beats and moves to is , that loses to and moves to is , and that stays in is . Thus, the net expected loss from is .
(b) The player chosen uniformly at random is selected from , and then plays an opponent from, say, . By (14) , the probability that beats and moves to is ; so the net expected gain to is . (In all other cases, the contents of do not change.) (c) The player chosen uniformly at random is selected from , and then plays an opponent from say . By (14) , the probability that loses to and moves to is ; so the net expected gain to is . (In all other cases, the contents of do not change.) If is selected from any of the other urns, the contents of do not change.
We now obtain the difference equation for the urn transfer model, by considering the expected change to , as discussed above. For integer and (15) To derive (15), we follow a mean-field theory approach, such as that in [15] and [13] , replacing by its expectation , as in (9) . The expected value of is equal to the previous number of players in plus the two probabilities of inserting a player into , from either or , minus the probability of moving a player from to either of the neighboring urns, i.e., and , plus the probability of inserting a new player into . We now take expectations in (15), and we write for . By the linearity of , we obtain (16) We note that (16) defines a symmetric random walk by the selected player at time , where the probability of moving right or left is proportional to , but the probability that is selected decreases over time. Thus, the distribution of the players in the urns flattens asymptotically over time and the standard deviation increases, as in a diffusion process [5] . We will see later that in our case the variance increases logarithmically with time and thus the distribution will flatten very slowly.
Since (16) is a linear difference equation, is a well-behaved function, as the simulations we describe in Section VI show. Therefore, we may approximate the discrete function by a continuous function , using the same approach as that used in [16] for analyzing random walks. In particular, we may approximate by and by From (16), we thus derive the partial differential equation (17) where (18) is a constant.
If we now let we can transform (17) into
We now transform (19) into the following simple form of the standard diffusion equation (also known as the heat equation) [5] , [16] , by making the substitution and writing for :
The initial conditions of the discrete model are , where , and for . Since the boundary conditions for the continuous model become , where is the Dirac delta function. This yields the boundary conditions In order to run simulations of the model that we described and analyzed in Sections IV and V, respectively, we first need to specify or derive values for the various parameters involved.
We are assuming that and , as stated previously in Sections II and IV; thus . We consider the cases and , and, for simplicity, we assume that the urn from which the opponent is selected is chosen uniformly, i.e.,
. We can then compute from (13) and from (14) . Finally, we need estimates for , and . We assume, as indicated in Section III, that the ratings are normally distributed; we relax this assumption in Section VII to cater for some degree of skewness in the distribution. In order to validate our model, we obtain estimates for these parameters using the published official rating data from January 2007 to January 2010, as described in Section III. Our methodology is to extract values for these parameters from these data, using the analysis in Section V, and then run simulations of our model in order to see how closely the resulting distribution matches that obtained from the actual data.
To estimate from the actual rating data, we proceed in the following way. Let be the number of rated players recorded in January of a given year. Let be the number of games played and be the number of new players joining the pool of rated players during the previous year (computed as the difference between and its value for the previous January). According to the data, the rate at which players entered the system during the previous year is given by since at of the instants during the year a new player enters the system and, at the other instants, a game is played between players currently in the system.
The values for these parameters from January 2007 to January 2010, calculated using the official FIDE data, are presented in Table II . In the simulations, we took the rate to be 0.009553, the average rate over the complete four-year period, as shown in the summary row. It can be seen from the table that, in reality, FOR fluctuates somewhat, but as an approximation we assume that is constant. We can then compute from (18) . Last, we need to obtain values for and . From (6) and (23), it follows that at time the expected number of players is given by (24) and that , the variance of the rating distribution, is . We thus obtain
To get a single value for , we simply take the average over the years 2007-2010, where we compute a year-specific value for from (25) using the values of and from Table I . Finally, we estimate using (24).
For , and , the estimated values for and are presented in Table III , where the values for are rounded to the nearest 10. We also obtained alternative estimates by replacing by in (24) and (25); the two alternatives are indicated by the first column of Table III . The alternatives will be denoted by and , respectively. As mentioned above, we fixed at 0.009553, the value obtained in Table II . For each set of values for the parameters , and in Table III , we ran ten simulations of the stochastic process described in Section IV, implemented in Matlab. In each case, we then fitted a Gaussian to the distribution of the number of players in the urns, again using Matlab. Each row in Table IV was computed from the average of the ten simulations in exactly the same way that the values in Table I were computed from the actual rating data. That is, , and are the values calculated from the results of the simulations, and , and are the values obtained by fitting a Gaussian distribution to the simulation results. (In order to obtain Elo ratings from the urn numbers of the players in the simulation, the urn numbers were calibrated by means of a suitable shift. This was chosen so that the means from Table I for each of the four years were within the range of
.) It can be seen that, in each row of Table IV , all the fitted and calculated values are very close to each other. This and the fact that is so close to one give strong confirmation of our analysis in Section V.
We now compare the fitted and calculated parameters from Table IV with those in Table I . Obviously, by construction, and are very close to the corresponding values in Table I . In addition, it can be seen that the values for and when using and are very close to the values for in Table I , and correspondingly close to the values for in Table I when using and . However, the calculated standard deviation in Table IV is consistently lower than its counterpart in Table I . For 2007, they are very close; for 2008, they are about ten Elo points apart; for 2009, they are about 17 points apart; and for 2010, they are about 24 points apart. Although these results are very encouraging, we will see in Section VII that we can get much closer to the actual standard deviations by introducing skewness into the model.
VII. TAKING SKEWNESS INTO ACCOUNT
As discussed in Section III, the actual rating data exhibit a small negative skew. We now consider modifying the urn model presented in Section IV to take this into account. Since it is likely that a new player will enter with a rating lower than the average, we can model this skewness in a simple way by making a small change to the way in which new players are added. Instead of inserting the new player into the same urn as the chosen player , say , we put the new player into , where determines the amount of negative skew we wish to introduce.
To validate the modified stochastic process, we ran a batch of simulations in Matlab, starting the process with the actual rating data as of October 2006 and ending in January 2010. For the October 2006 starting data , , and (as shown in Fig. 2) . From October to December 2006 the number of games played was , and the number of new players was . Using these values together with the data in Table II , we therefore took the number of simulation steps to be and, as before, the rate at which players enter the system to be 0.009553. Tables V,  VI , and VII show the average skewness , mean rating , and standard deviation over ten simulations, for , respectively, with varying from 0 to 12. As a reference point, for the actual rating data as of January 2010, and , as in Table I , and we computed . It can be seen that the results are rather similar in all three tables. As is increased, the skewness becomes more negative, the mean decreases, and the standard deviation increases, as expected. The closest fit to the actual skewness and the standard deviation is when is 8. However, the closest fit to the mean Elo rating is when is 11 or 12. The suggested values for therefore correspond to a new player being rated 160-230 Elo points below the average rating. This latter value is in broad agreement with the value obtained in Section III from Fig. 2 . Although this value was obtained using the entire three-year period, the values for the individual years calculated from (7) are similar, being roughly in the range 200-300. These results confirm that the modified process is a reasonable model for obtaining rating data with the observed parameters, despite the discrepancy between the values for . This discrepancy is not surprising, since the modified model, as a first approximation, is clearly an oversimplification. We note that the value of seems to have very little effect on the results, although it is possible that some pattern might be noticeable if a significantly larger value for was used.
VIII. CONCLUDING REMARKS
We have constructed a stochastic evolutionary urn model that approximately models the Elo system and generates the distribution of players' ratings; we have validated this model using published official rating data on chess players. As mentioned in the introduction, we emphasize that, as with the Elo system, our model is equally applicable to other games of skill. Therefore, it would be interesting to also analyze the results of applying our model to available data sets for such games.
For the symmetric case, our analysis of the model yielded a Gaussian distribution, which has the interesting feature that the variance increases logarithmically with time. This implies that the distribution of ratings is quite stable, but has the tendency to flatten extremely slowly over time. These results were validated by simulating the model for the chess rating data. Although these data are well approximated by a Gaussian, there is a small negative skew present in the data. An improvement can be made to the model to account for this by breaking the symmetry and putting new players into lower numbered urns, corresponding to new players generally having lower than average ratings. The modified stochastic process was validated by simulation starting with actual rating data. Deriving analytically the distribution for the modified process remains an open problem.
One possible application of our model is to investigate, through simulation, the effect of proposed changes to the Elo system or any of its parameters. For example, it would be interesting to allow the -factor to vary with players' ratings and the number of games they have played, as suggested in [8] , and to see whether such a modification could shed some light on the -factor controversy mentioned in Section II.
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