Listing all triangles in an undirected graph is a fundamental graph primitive with numerous applications. It is trivially solvable in time cubic in the number of vertices. It has seen a significant body of work contributing to both theoretical aspects (e.g., lower and upper bounds on running time, adaption to new computational models) as well as practical aspects (e.g. algorithms tuned for large graphs). Motivated by the fact that the worst-case running time is cubic, we perform a systematic parameterized complexity study of triangle enumeration, providing both positive results (new enumerative kernelizations, "subcubic" parameterized solving algorithms) as well as negative results (uselessness in terms of possibility of "faster" parameterized algorithms of certain parameters such as diameter).
Introduction
Detecting, counting, and enumerating triangles in undirected graphs is a basic graph primitive. In an n-vertex graph, there can be up to n 3 different triangles and an algorithm checking for each three-vertex subset if it forms a triangle can list all triangles in O( n 3 ) time. As to counting the number of triangles in a graph, the best known algorithm takes O(n ω ) ⊂ O(n 2.373 ) time [27] and is based on fast matrix multiplication. 1 Finally, detecting a triangle in a graph is doable in O(n ω ) time [27] and it is conjectured that every algorithm for detecting a triangle in a graph takes at least Θ(n ω−o(1) ) time [1] . We mention that for sparse m-edge graphs there is also an O(m 1.5 )-time algorithm [22] . This paper is motivated by trying to break such (relative or conjectured) lower bounds and improve on best known upper bounds-the twist is to introduce a secondary measurement beyond mere input size. This is also known as problem parameterization. While parameterizing problems with the goal to achieve fixed-parameter tractability results is a well-established line of research for NP-hard problems, systematically applying and extending tools and concepts from parameterized algorithmics to polynomial-time solvable problems is still in its infancy [2, 15, 16, 17, 30] . Performing a closer study of mostly triangle enumeration, we contribute to this line of research, also referred to as "FPT-in-P" for short [17] . Our central leitmotif herein is the quest for parameterized subcubic triangle enumeration algorithms.
Related work. Triangle enumeration, together with its relatives counting and detection, has many applications, ranging from spam detection [4] over complex network analysis [18, 31] and database applications [23] to applications in bioinformatics [36] . Hence there has been substantial theoretical and practical work. The theoretically fastest algorithms are based on matrix multiplication and run in O(n ω + n 3(ω−1)/(5−ω) · (#T ) 2(3−ω)/(5−ω) ) time, where #T denotes the number of listed triangles [5] . Furthermore, there is (heuristic and experimental) work on listing triangles in large graphs [26, 34] , on triangle enumeration in the context of map reduce [32] , and even on quantum algorithms for triangle detection [28] .
As to parameterized results, early work by Chiba and Nishizeki [8] showed that all triangles in a graph can be counted in O(m · d) time, where d is the degeneracy of the graph.
2 This running time can be improved by saving polylogarithmic factors [24] , but the 3SUM-conjecture 3 rules out more substantial improvements [25] . Green and Bader [19] described an algorithm for triangle counting running in O(T K + |K| · ∆ 2 K ) time, where K is a vertex cover of the input graph, ∆ K is the maximum degree of vertices in K, and T K is the time needed to compute K. They also described several experimental results.
Our contributions. We systematically explore the parameter space for triangle enumeration and classify the usefulness of the parameters for FPT-in-P algorithms. In doing so, we present an extended concept of enumerative kernelization and a novel hardness concept, as well as algorithmic results. Our concrete results are surveyed in Table 1 . We defer to the respective sections for a formal definition of the various parameters. In particular, we provide enumerative problem kernels with respect to the parameters "feedback edge number" and "vertex deletion distance to d-degeneracy". Partially based on data reduction algorithms, we provide fast algorithms for several parameters such as feedback edge number, vertex deletion distance to cographs and to d-degeneracy (also with additional parameter maximum vertex degree), distance to cographs, and clique-width. On the negative side, using a concept we call "General-Problem-hardness", we show that using the parameters domination number, chromatic number, and diameter do not help to get hard domination number, for k ≥ 3 as hard as the general case Proposition 3.3 chromatic number, and diameter FPT-in-P algorithms for detecting triangles, that is, even for constant parameter values the problem remains as "hard" as the general version with unbounded parameter.
Preliminaries
Notation. For an integer ℓ ≥ 1, let [ℓ] = {1, . . . , ℓ}. Let G = (V, E) be an undirected simple graph. We set n . . = |V |, m . . = |E|, and |G| = n + m. 
If {x, y, z} ⊆ V induces a triangle in a graph, we refer to T = {x, y, z} as the triangle. We denote the number of triangles in the graph by #T. Our central problem is as follows.
Triangle Enumeration (△-Enum) Input: An undirected graph G. Task: List all triangles contained in G.
Parameterized Complexity. A language L ⊆ Σ * × N is a parameterized problem over some finite alphabet Σ, where (x, k) ∈ Σ * × N denotes an instance of L and k is the parameter. Then L is called fixed-parameter tractable (equivalently, L is in the class FPT) if there is an algorithm that on input (x, k) decides whether (
time, where f is some computable function only depending on k and |x| denotes the size of x. We call an algorithm with a running time of the form f (k) · |x| a linear-time FPT algorithm. Creignou et al. [11, Definition 3.2] introduced the concept of FPT-delay algorithms for enumeration problems. An algorithm A is an FPT-delay algorithm if there exist a computable function f and a polynomial p such that A outputs for every input x all solutions of x with at most f (k) · p(|x|) time between two successive solutions. If the delay can be upper-bounded in p(|x|), then the algorithm is called a p-delay algorithm. A kernelization for L is an algorithm that on input (x, k) computes in time polynomial
for some computable function g only depending on k. The value g(k) denotes the size of the kernel. It is well-known that a decidable parameterized problem P is in FPT if and only if L admits a kernelization.
This work focuses on enumeration, while the great majority of parameterized complexity works study decision (or search and optimization) problems.
Definition 2.1 ([11, Definition 1]). A parameterized enumeration problem is a pair (P, Sol) such that
• P ⊆ Σ * × N is a parameterized problem over a finite alphabet Σ and
New Notions of Hardness and Kernelization
In this section we introduce two notions and give simple proofs of concept for both of them. The first notion is a many-one reduction that relates parameterized problems to its unparameterized counterpart. We call it "General-Problem-hardness" as it proves the parameterized version to be as hard as the unparameterized (general) problem. The second concept is an adaption of an existing kernelization concept for enumeration problems. It uses some additional memory in order to avoid encoding everything in the kernel instance.
Computational Hardness
We show hardness for the following problem.
Triangle Detection (△-Detect) Input:
An undirected graph G. Question: Does G contain a triangle?
Since △-Detect is a special case of △-Enum, it follows that any lower bound for △-Detect implies the same lower bound for △-Enum. Thus, if a certain parameter does not admit a solving algorithm for △-Detect in some (parameterized) time X, then △-Enum does not either.
Before giving a formal definition, consider as introductory example the parameter minimum degree. Adding an isolated vertex to any graph in constant time leaves the set of triangles unchanged and the resulting graph has minimum degree zero. Hence, one can not use the parameter minimum degree to design faster algorithms for △-Detect. Upon this trivial example, we study which parameters for △-Detect cannot be used to design linear-time FPT algorithms under the conjecture that △-Detect is not linear-time solvable [1] . To this end we reduce in linear time an arbitrary instance of △-Detect to a new equivalent (and not too large) instance of the problem with the parameter upper-bounded by a constant. The corresponding notion of a many-one reduction is as follows.
Definition 3.1. Let P ⊆ Σ * × N be a parameterized problem, let Q ⊆ Σ * be the unparameterized decision problem associated to P , and let f : N → N be a function. We call P ℓ-General-Problem-hard(f ) (ℓ-GP-hard(f )) if there exists an algorithm A transforming any input instance I of Q into a new instance (
We omit the running time and call P k-General-Problem-hard
If one can exclude an algorithm solving Q in O(f (|I|)) time and can further prove that P is GP-hard, then one can (under the same assumptions that excluded an O(f (|I|))-time algorithm for Q) exclude an algorithm solving P in O(g(k)·f (|I|)) time for any computable function g. This yields the following. 
Proof. Assume that there is an algorithm B which solves each instance (x, k) of P in O(g(k) · f (|x|)) time. Let I be an arbitrary instance of Q. Since P is ℓ-GP-hard(f ), there is an algorithm A which transforms I into a new instance (
, and I ∈ Q if and only if (
It is folklore that △-Detect in tripartite graphs belongs to its hardest cases. Based on this, we show that △-Detect with respect to the combined parameters domination number, chromatic number, and diameter is 9-GP-hard. Indeed, △-Detect is 3-GP-hard for each of the (single) parameters. The domination number of a graph is the size of a minimum cardinality set S with v∈S N(v) ∪ S = V . The chromatic number of a graph is the minimum number of colors needed to color the vertices such that no edge contains vertices of the same color. The diameter of a graph is the length of the longest shortest path between two vertices. Proof. Let G = (V, E) be an instance of Triangle Detection. Let without loss of generality V = {v 1 , . . . , v n }. We construct a graph G ′ = (V ′ , E ′ ) in time linear in the size of G such that G contains a triangle if and only if G ′ contains a triangle. Moreover, G ′ has domination number, chromatic number, and diameter at most 3.
We refer to Figure 1 for an illustrative example of the following construction of G ′ . Let G ′ be initially empty. Add three copies V
Add the vertex sets L = {ℓ 1 , ℓ 2 , ℓ 3 } and R = {r 1 , r 2 , r 3 } to G ′ . For each i ∈ {1, 2, 3}, connect ℓ i , r i with each vertex in V ′ i by an edge. Formally this is done by adding the edge
Finally, connect by an edge in G ′ ℓ i ∈ L with r j ∈ R, where i = j, that is, add the edge set {{l i , r j } | i, j ∈ {1, 2, 3}, i = j}. This completes the construction of G ′ . We prove that the properties (G1)-(G4) of Definition 3.1 are fulfilled. Note that G ′ is constructed in O(|G|) time (G1) and contains 3n + 6 vertices and 6m + 6n + 6 edges (G4). Moreover, G ′ is connected. Observe that each V ′ i , i ∈ {1, 2, 3}, forms an independent set in G ′ . In addition, each vertex set N(ℓ i ), N(r i ), i ∈ {1, 2, 3}, forms an independent set in G ′ . Next, we prove that G contains a triangle if and only if G ′ contains a triangle (G2). Suppose that {v x , v y , v z } forms a triangle in G. Then, by construction of 
Last, we prove that the domination number, the chromatic number, and the diameter of G ′ are all at most 3 (G3). As for each i ∈ {1, 2, 3}, each vertex in V ′ i is connected with ℓ i , and
, is an independent set in G ′ , color the vertices of V ′ i with color i. Next, color the vertices ℓ i , r i with color 1 + (i mod 3) for each i ∈ {1, 2, 3}. This forms a valid coloring of the vertices in G ′ with at most three colors. Observe that since V i ∪R\{r i } ∈ N(ℓ i ) and V i ∪L\{ℓ i } ∈ N(r i ), each vertex in G ′ has distance at most two to ℓ i and r i , for each i ∈ {1, 2, 3}. As each
Altogether, (G1)-(G4) of Definition 3.1 are satisfied and hence the theorem follows.
Enum-Advice Kernelization
The second new notion we introduce in this paper is an adaption of an enumerative kernelization concept due to Creignou et al. [11] . The aim of kernelization is to efficiently reduce a large instance of a computationally hard, say NP-hard, problem to an "equivalent" smaller instance (called "kernel"). Then, solving the kernel by a trivial brute-force algorithm often significantly reduces the overall running time. This technique is by no means restricted to computationally hard problems even though it was invented to tackle problems for which no polynomial-time algorithms are known.
Note that kernelization is usually defined for decision problems only. Creignou et al. [11] developed a concept to address enumeration problems. Roughly speaking, their concept requires that all solutions of the input instance can be recovered from the input instance and the solutions of the kernel (see left side of Figure 2 ). We modify the concept by adding a generic object which we call the advice of the kernelization. The intention of this change is that in order to compute all solutions of the input instance, one only needs the kernel and the advice (which might be much smaller than the input instance), see Figure 2 for an illustration. In the examples we provide in this paper, we store in the advice information about all triangles that are destroyed by data reduction rules.
We will now give a formal definition of our new enumerative kernelization concept and then discuss the advantages compared to the concept by Creignou et al.
Definition 3.4. Let (P, Sol) be a parameterized enumeration problem. Let R be an algorithm which for every input (x, k) computes in time polynomial in |x|+k a pair (I(x, k), A(x, k)). We call R an enum-advice kernelization of (P, Sol) if Figure 2 : A schematic picture of enum-(left) and enum-advice (right) kernelization. The kernelization R produces the kernel and, for enum-advice kernelization also the advice. Then, there is a polynomial-delay algorithm T f that lists all solutions Sol(x) of the input x from the solutions of the kernel and either the input instance (in the enum-kernelization) or the advice (enum-advice kernel).
, and (c) there exists an algorithm T f such that for every (x, k) ∈ P and w ∈ Sol(I(x, k)),
If R is an enum-advice kernelization of (P, Sol), then I(x, k) is called the kernel of (x, k) and A(x, k) is called the advice of I(x, k). If T f has p-delay time for some polynomial p (only in |x|), then we say that the problem admits a p-delay enum-advice kernel.
Clearly, since every polynomial-time solvable enumeration problem has a trivial enumadvice kernelization, we are only interested in those kernelizations where R and T f are both significantly faster than the best (known) algorithms to solve the enumeration problem.
We will now discuss the advantages of our new definition compared to enum-kernelization. First, note that one can set A(x, ℓ) = (x, ℓ), and thus enum-advice kernelization is a generalization of enum-kernelization. Second, the advice can be used to design faster algorithms since the advice might be much smaller than the input instance, as described in the following example.
Example 3.5. Consider the Enum Vertex Cover problem parameterized by solution size k; here the task is to list all minimal vertex covers of size at most k of an input graph G. As observed by Creignou et al. [11, Proposition 1] , the standard Buss' kernelization [13] provides an enum-kernelization for this problem. It consists of the following two data reduction rules:
1. If deg(v) > k, then remove v and all edges incident with v from G and decrease k by one (v is contained in every vertex cover of size at most k).
If deg(v) = 0, then remove v from G (no minimal vertex cover contains v). Let G
′ be the graph obtained from exhaustively applying the two data reduction rules on G such that none of the two rules is applicable to G ′ . If G ′ contains more than k 2 edges, then return the complete graph of k + 2 vertices as there is no vertex cover of size k. Otherwise, return graph G ′ . Let V D be the set of vertices that are deleted by the first rule. The set of minimal vertex covers in the input graph G can be obtained by adding V D to each minimal vertex cover in the kernel G ′ . For the set of minimal vertex covers of G of size at most k one considers only minimal vertex covers in G ′ that have size at most k − |V D |. In an enum-advice kernel one can store V D in the advice, which then has size O(k) and adds it to each minimal vertex cover in G ′ in O(k) time. In contrast, the enum-kernelization concept would require to again compute V D which requires time linear in the size of G for each minimal vertex cover in G ′ . When considering NP-hard problems replacing a term like n + m by k might be only a small improvement, but for polynomial-time solvable problems (like Triangle Enumeration) it can have a big impact.
As discussed in the above example, the advice can be used to efficiently compute the solutions from the kernel. In general, enumeration algorithms can be derived from enumadvice kernels as stated in the next lemma. 
Proof. We use the notation as stated in the lemma and assume that all stated conditions hold. We will prove that there exists an algorithm which solves (P,
In a third step, compute w∈Sol(I) f (w, A). This can be done by running T f on every solution in I. There are #s solutions in I, hence there are #s iterations of T f . Thus there are at most #s pre-and postprocessing steps (we refer to Creignou et al. [11] for a definition of pre-and postprocessing steps). Apart from these pre-and postprocessing steps, the time between two solution outputs is at
Since there are #S solutions in x, computing all solutions
Note that in general we cannot give any meaningful upper bound on the delay of the constructed algorithm as the kernel instance might be packed with solutions p such . . . 
GP-hard enum-advice kernel 
The delay of all algorithms presented in this paper are only upper-bounded by the respective running times of the algorithms.
Algorithms
In this section, we show FPT algorithms solving △-Enum exploiting several parameters. We systematically explore the parameter landscape along a hierarchy of graph parameters (see [35] ) in the following way (Figure 3 surveys our outline) . We start from the fact that △-Enum allows for an O(m · d)-time algorithm when parameterized by degeneracy d [8] , and go into the following two directions: First, we study in Section 4.1 whether parameters k lying above degeneracy in the parameter hierarchy admit algorithms running in f (k) + O(n + m) time. Kernelization is one way to achieve such ad- m) ) running times. Indeed, for the two parameters feedback edge number and distance to d-degenerate graphs (see definitions below) we show enum advice-kernels. Second, we study in Section 4.2 parameters that are incomparable with degeneracy and so far unclassified.
Parameters Lower-Bounded By Degeneracy
In this section we show results on parameters that are hierarchically above the degeneracy. We first describe the parameters and then turn to the results.
We [29] . However, we can use existing linear-time constant-factor approximation algorithms for d = 0 (vertex cover) and d = 1 (feedback vertex set) [3] . Since the size of a minimum feedback vertex set of a graph is always (and possibly much) smaller than its smallest vertex cover, it is natural to use this parameter rather than the vertex cover if comparably good results can be shown for both parameters. For larger values of d, one can use heuristics. Note that the quality of the heuristic only affects the running time but not the solution quality of the subsequent parameterized algorithm.
The distance to d-degenerate graphs is usually small in many applications such as social networks as they contain only few vertices with high degree [14] . Depending on the degree distribution at hand one can then choose the value of d that gives the best overall runningtime. (The running time of the corresponding algorithms usually have some trade-off between d and the distance to d-degenerate graphs.)
A feedback edge set in a graph is a subset of the edges such that removing the edges from the graph results in a forest. The feedback edge number of a graph is the size of a minimum feedback edge set. Note that the feedback edge number can be of order O(m) (for instance in a complete graph). Moreover, the parameter is neither related to the distance to 0-degenerate graphs (vertex cover number) nor to the maximum degree, but it upper-bounds the distance to 1-degenerate graphs (feedback vertex number). Computing a feedback edge set of minimum cardinality can be done in linear time by e. g. breadthfirst-search. We hence assume that a feedback edge set is given.
Distance to d-Degenerate Graphs plus Maximum Degree
Green and Bader [19] 
Feedback Edge Number
We provide a key lemma and then state a linear-size enum-advice kernel for △-Enum parameterized by feedback edge number. Proof. Let G ′ = (V, E \ F ) be an arbitrarily rooted forest and let p(v) denote the parent of a vertex v in it. Note that F , G ′ , and p can be computed in O(n + m) time. Notice further that all edges in E \ F are of the form {v, p(v)} for some vertex v and hence every triangles {u, v, w} in G where at least one of the edges between the three vertices is not in F is of the form {u, v, p(v)} for some vertices u, v. We can therefore check for each edge {u, v} ∈ F whether p(u) = p(v), {p(u), v} ∈ E or {u, p(v)} ∈ E in constant time. In the first case we list {u, v, p(u)} as a triangle and do not consider the other cases. If p(u) = p(v) and {p(u), v} ∈ E, then we list {u, v, p(u)} as a triangle. If p(u) = p(v) and {u, p(v)} ∈ E, then we list {u, v, p(v)} as a triangle. Note that for every edge in F we list at most two triangles. Assume towards a contradiction that there is a triangle {x, y, z} in G where at least one edge between this three vertices is not in F that is not listed by the algorithm described above. Let without loss of generality be {x, y} ∈ E \ F . Since G ′ is a rooted forest, either x is the parent of y or y is the parent of x. Let without loss of generality be y = p(x). Since {x, y, z} is a triangle, it holds that {y, z} ∈ E. Thus {x, y, z} is found by the algorithm above. Proof. Construct an enum-advice kernel (I = I(G, k), A = A(G, k)) as follows. For every edge e ∈ F put e and both of its endpoints into the graph. Compute the feedback edge number k ′ ≤ k of G I in linear time. Compute all triangles in G with at least one edge in E \ F and set A to be the set of all triangles found. If A = ∅, then add one extra triangle {x, y, z} where x, y, z / ∈ V . Lemma 4.2 shows that there are at most 2k such triangles and that they can be computed in linear time. Observe that each step can be done in O(n + m) time. Set the function f ({x, y, z}, A) = A and f (w, A) = {w} for each w ∈ Sol(I), w = {x, y, z}.
Lemma 4.2. Let G = (V, E) be an undirected graph and let F be a feedback edge set in G.

All triangles {u, v, w} where at least one of the edges between the three vertices is not in
We prove that the algorithm fulfills conditions (K1)-(K3) of Definition 3.4. By construction, for each edge in F there are at most two vertices and one edge put into I. There is at most one extra triangle added with three vertices and three edges. Thus, it holds that |G I | ≤ 3 · k + 3 (K1).
Assume that there is a triangle T = {v x , v y , v z } in G. It either contains at least one edge in E \ F or only edges in F . In the first case G I contains the triangle {x, y, z} and in the second case G I contains T . Analogously, if G I contains a triangle T ′ , then it is either {x, y, z} or not. If it is, then, by construction, A = ∅ and hence G contains a triangle in A. If it is not, then T ′ is also contained in G. Thus G contains a triangle if and only if G I contains a triangle (K2).
It remains to discuss the properties (K3) of the function f . For p, q ∈ Sol(I) \ {x, y, z}, if p = q, then f (p, A) ∩ f (q, A) = {p} ∩ {q} = ∅. If p or q is {x, y, z} (let us assume without loss of generality p), then f (p, A) only contains triangles with at least one edge not in F and f (q, A) = {q} contains only a triangle where all edges are in F . Thus f (p, A) ∩ f (q, A) = ∅ (K3a).
By construction and by Lemma 4.2, f ({x, y, z}, A) contains all triangles in G where at least one of the edges is not in F . Since all edges in F are included in G I , all other triangles are contained in G I (K3b).
It is easy to see that f can be computed in constant-delay time (K3c).
To the best of our knowledge, there is no known algorithm that solves △-Enum parameterized by feedback edge number in O(n + m) or constant-delay time.
A straight-forward application of Lemma 3.6 given Proposition 4.3 yields the following. Proof. By Proposition 4.3, △-Enum parameterized by feedback edge number k admits a constant-delay enum-advice kernel with at most k edges that can be computed in O(n+ m) time, where the size of the advice is at most O(k). Hu et al. [21] showed that the number of triangles in a graph is upper-bounded by m 3/2 and that all triangles in a graph can be enumerated in O(m 3/2 ) time. Let (G, k) be an input instance of △-Enum parameterized by feedback edge number and let I(G, k) be the kernel instance of the described enum-advice kernelization. Since |I(G, k)| ∈ O(k), all solutions can be enumerated in O(|I(G, k)| 3/2 ) time and the number of triangles in both instances is in O(k 3/2 ). The statement of the corollary then follows directly from Lemma 3.6.
Distance to d-Degenerate Graphs
We next present an enum-advice kernel for △-Enum parameterized by distance to ddegenerate graphs. 
Delete all edges which have no endpoint in D as they cannot be part of any further triangles. Next, compute all twin-classes in the current graph, that is, a partition P of the vertices according to their neighbors, using partition refinement in O(n + m) time [20] .
For each non-empty part P ∈ P pick one vertex v P ∈ P and store a function M such that M(v P 
Next, we prove that the algorithm fulfills all conditions of Definition 3.4.
Observe that G I is isomorphic to a subgraph of G and, hence, if there is a triangle G I , then there is a triangle in G. Assume that there is a triangle X with vertices {x 1 , x 2 , x 3 } in G. If X contains at most one vertex in D, then T 1 = ∅ and thus there is the triangle formed by {a, b, c} in G I . Otherwise, X contains at least two vertices in D. Assume without loss of generality that x 2 , x 3 ∈ D. If x 1 is in D, then X is also contained in G I . Otherwise, there is a vertex v in G I such that x 1 ∈ M(v). Since {x 1 , x 2 , x 3 } forms a triangle in G, it follows that {v, x 2 , x 3 } forms a triangle in G and G I . Hence, condition (K2) (of Definition 3.4) is fulfilled.
Next we discuss the condition (K3). We will prove that for each triangle X = {x 1 , x 2 , x 3 } in G there is a unique solution w ∈ Sol(G I , k ′ ) such that X ∈ f (w, A) (K3b). If X contains at most one vertex in D, then by construction X ∈ f ({a, b, c}, A) . Since G I contains only edges with an endpoint in D, no triangle {v 1 , v 2 , v 3 } where v 1 ∈ M(x 1 ), v 2 ∈ M(x 2 ), and v 3 ∈ M(x 3 ) is contained in G I . Thus {a, b, c} is the only triangle in G I such that X ∈ f ({a, b, c}, A). If X contains at least two vertices x 2 , x 3 ∈ D, then there exists a vertex v in G I such that x 1 ∈ M(v) and the triangle {v, x 2 , x 3 } is contained in G. By construction, the triangle {v, x 2 , x 3 } is also contained in G I and X ∈ f ({v, x 2 , x 3 }, A). Since X / ∈ T 1 , it follows X / ∈ f ({a, b, c}, A). Next we show that for any two triangles p = {u 1 , u 2 , u 3 } and
If either p or q is {a, b, c} (let us assume without loss of generality p), then by definition f (p, A) only contains triangles with at most one vertex in D and f (q, A) only contains triangles with at least two vertices in D and thus f (p, A) ∩ f (q, A) = ∅.
If neither p nor q is {a, b, c}, then both of them only contain vertices from the original graph G. As p = q, assume without loss of generality that u 1 / ∈ q and v 1 / ∈ p. By construction all triangles in f (p, A) contain one vertex in M(u 1 ) and all triangles in f (q, A) contain one vertex in M(v 1 ). As shown above, M(u 1 ) (M(v 1 ), respectively) only contains u 1 (v 1 ) and vertices that have the same neighbors as
} and in T 1 can be returned with constant delay between generating two successive solutions (K3c).
The time needed to compute the kernel (I(G, |D|) ,
To the best of our knowledge, there is no algorithm that solves △-Enum parameterized by distance to d-degenerate graphs within this time. All solutions can be reconstructed in constant-delay time and there is no known algorithm that solves △-Enum parameterized by distance to d-degenerate graphs in constant-delay time (and it seems unlikely that such an algorithm exists).
Using Lemma 3.6 we get the following result.
Proof. By Theorem 4.5, Triangle Enumeration parameterized by the distance to ddegenerate graphs (provided that the set D such that G−D is d-degenerate is given) admits a constant-delay enum-advice kernel with size at most O(2 2|D| ) that can be computed in O(n · (d + 1) · (|D| + d)) time. Hence, all triangles in the kernel instance can be found in O(2 3|D| ) time [21] . Since the delay is constant and the number of triangles in both graphs is at most #T, we can compute all triangles in the original instance from all solutions in the kernel in O(#T) time. Thus, by Lemma 3.6, Triangle Enumeration parameterized by distance to d-degenerate graphs is solvable in O(n · (d + 1) · (|D| + d) + 2 3|D| + #T) time assuming that the set D is given.
Parameters Incomparable with Degeneracy
In this section we present results on parameters that are unrelated to the degeneracy. Again, we first describe the parameters and then turn to our results.
A graph is called a cograph if it contains no induced path with four vertices (P 4 ). We study the (vertex deletion) distance to cographs since the vertex cover number allows for tractability results (see Section 4.1) but diameter does not (see Section 3.1), and distance to cographs is sandwiched between those two parameters. Furthermore, distance to cographs lower-bounds the cluster vertex number-a parameter advocated by Doucha and Kratochvíl [12] . Moreover, given a graph G we can determine in linear time whether it is a cograph and return an induced P 4 if this is not the case [6, 9] . This implies that in O(k · (m + n)) time we can compute a set K ⊆ V , k = |K|, of size at most 4k such that G − K is a cograph.
Since treewidth is lower-bounded by the degeneracy, we know that there is an O(ω · m)-time algorithm for △-Enum. A parameter below treewidth ω in the parameter hierarchy is the clique-width k (it holds that k ≤ 2 ω and k can be arbitrarily small compared to ω). Moreover, clique-width is also below distance to cograph. Thus, we study clique-width as it lies on the "border to tractability" of △-Enum.
Distance to Cograph
We give a linear-time FPT algorithm for △-Enum with respect to the distance to cographs. Before we do this, we provide a general lemma which can be used to enumerate all triangles in a graph parameterized by (vertex) deletion set to some graph class Π if all triangles in Π can be enumerated efficiently. Proof. Let K be a set of vertices such that G ′ = G − K is a graph in Π. By assumption, all triangles within G ′ can be listed in O(x) time. All triangles with at least one vertex in K can be listed in O(m · |K| + n) time by the following algorithm. Read the whole input and fix an arbitrary order ≤ a of the vertices in K in O(n + m) time. Check for each edge {u, w} and each vertex v ∈ K whether {u, v, w} is a triangle and for all x ∈ {u, w}∩K it holds that v ≤ a x. If both conditions hold, then list {u, v, w} as a new triangle. We will prove that this algorithm lists all triangles with at least one vertex in K exactly once.
Since v ∈ K holds, this algorithm does not list any triangles which do not contain vertices in K. Let {a, b, c} be an arbitrary triangle and let a be in K. This triangle is found at least once as {b, c} ∈ E and a ∈ K holds. If for all x ∈ {b, c} it holds that x / ∈ K or a ≤ a x, then this triangle is listed in the iteration where v = a and {u, w} = {b, c}. Otherwise, b ≤ a a or c ≤ a a holds. Let without loss of generality be b the first vertex out of {a, b, c} in the fixed order. Then {a, b, c} is listed in the iteration where v = b and {u, w} = {a, c} holds. There are m · |K| iterations and each iteration takes constant time. Therefore Triangle Enumeration parametrised by deletion set to Π is solvable in O(m · |K| + n) time.
We next show how to enumerate all triangles in a cograph. Then we solve △-Enum parameterized by distance to cograph using Lemma 4.7. To this end, we need the following notation. Every cograph has a binary cotree representation which can be computed in linear time [9] . A cotree is a rooted tree in which each leaf corresponds to a vertex in the cograph and each inner node either represents a disjoint union or a join of its children. A join of two graphs (
We will use these representations to find all triangles in cographs in O(#T +n + m) time, where #T is the number of triangles in G. Proof. Consider a dynamic program which stores for each node p in the cotree all vertices V (p), all edges E(p) and all triangles T (p) in the corresponding subgraph of G. This can be done as follows:
Let q 1 , q 2 be the children of an inner node p in the cotree.
• A single leaf node has one vertex and no edges or triangles.
• A union node has vertices V (q 1 ) ∪ V (q 2 ), edges E(q 1 ) ∪ E(q 2 ) and triangles T (q 1 ) ∪ T (q 2 ).
• A join node has
That is, a join node contains all the edges the two children contain and all possible edges between vertices of them. A join node contains all triangles its two child-nodes contain and one triangle for each edge {y, z} of one of its children and a vertex x of the other, because edges {x, y} and {x, z} are in E and therefore {x, y, z} is a triangle. We will first prove that all triangles are enumerated that way and afterwards we will analyse the running time of the dynamic program.
Let {a, b, c} be any triangle in the cograph. We will prove that there is at least one node p in the cotree with {a, b, c} ∈ T (p). As each inner node keeps the triangles from its children, it follows that {a, b, c} ∈ T (r) when r is the root node of the cotree. Let without loss of generality be p the least common ancestor of a, b and c, and let q 1 , q 2 be the two children of p. As neither {a, b, c} ∈ V (q 1 ) nor {a, b, c} ∈ V (q 2 ), let us assume without loss of generality that a ∈ V (q 1 ) and b, c ∈ V (q 2 ). It holds that {b, c} ∈ E(q 2 ), because there is an edge between b and c and they are both descendants of q 2 . The node p has to be a join node as {a, b}, {a, c} ∈ E and p is by definition the least common ancestor. By definition it holds that {{x, y, z} | x ∈ V (q 1 ) ∧ {y, z} ∈ E(q 2 )} ⊆ T (p). It follows that {a, b, c} ∈ T (p). Note that {a, b, c} is only computed once in the least common ancestor node p and then passed to the parent node. Therefore T (r) only contains {a, b, c} once and thus listing all triangles in T (r) solves Triangle Enumeration.
We will now analyse the running time. There are n leaf-nodes in the cotree each of which require a constant amount of time to compute. There are at most n − 1 union nodes each of which only require a constant amount of time as they only need to point on their children's values. There are at most n − 1 join nodes. Each edge and triangle is only added once and all other values do not need to be recomputed. A pointer to the edges and triangles in the children nodes is enough and only require a constant amount of time to be set. Therefore the global running time of this algorithm is in O(#T +n + m).
The statement of the theorem now follow from Lemma 4.7.
Clique-width
We next turn to the parameter clique-width as it is incomparable to the degeneracy and upper-bounded by two parameters allowing for linear-time FPT algorithms: the distance to cographs (Proposition 4.8), and treewidth (as treewidth upper-bounds the degeneracy). The clique-width of a graph G is the minimum number k such that G can be constructed using a k-expression. A k-expression consists of four operations which use k labels [10] . The operations are the following.
• Creating a new vertex with some label i.
• Disjoint union of two labeled graphs.
• Edge insertion between every vertex with label i to every vertex with label j for some labels i = j.
• Renaming of label i to j for some i, j.
Let V 1 ⊆ V be a set of vertices. A twin-class in V 1 is a set V ′ ⊆ V 1 of vertices such that every vertex in V \ V 1 either has all vertices in V ′ as its neighbors or none of them.
The set V 1 is an ℓ-module if it can be partitioned into at most ℓ twin-classes. Let B be rooted full binary tree whose leaves are in bijection to the vertices in V . For each inner node p in B let V p ⊆ V be the set of all vertices in G whose corresponding nodes in B are in the induced subtree of B rooted at p. If for each inner node p in B the set V p is an ℓ-module, then B is an ℓ-module decomposition. We will use this ℓ-module decomposition to construct a dynamic program to solve △-Enum parameterized by some k-expression in O(n 2 + k 2 · n + #T) time. We leave open whether △-Enum parameterized by clique-width k admits a linear FPT algorithm. Due to our results, the parameters clique-width and average degree form the border case between parameters admitting linear FPT algorithms and those that are GPhard.
Proof. Recall that #T is the number of triangles in G. Bui-Xuan et al. [7, Lemma 3.2] proved the following: First, given a k-expression tree B of G one can compute in overall O(n 2 ) time for every node u in B the partition of V u into its twin-classes Q u (1), . . . Q u (h u ) where V u is the set of vertices corresponding to the leaves of the subtree of B rooted at u. Second, the maximum number h u of twin-classes for each node u in B is at most k. Third, B can be modified such that it becomes a full binary tree and thus combined with the twinclasses becomes a k-module decomposition of G. Fourth, the k-module decomposition has only a single twin-class in the root node and each twin-class of a node u in B is fully contained in one of the twin-classes of the parent v of u. We use these statements in our algorithm.
We next describe which data is stored in our dynamic program. First, store the information that all vertices in Q u (i) are contained in the twin-class Q v (b) by adding i to a set M u,b .
Next, for each node v in B store Q v (1), . . . , Q v (h v ), the twin-classes of v (which are already computed), the set E v i,j of all edges between vertices in twin-classes Q v (i) and Q v (j) (1 ≤ i, j ≤ h v ), and the set LT v of all triangles formed by vertices in V v . Denote by F u,a,w,b the set of all edges with one endpoint in Q u (a) and one in Q w (b) where u and w have the same parent in B, formally, F u,a,w,b = {{x, y} | x ∈ Q u (a) ∧ y ∈ Q w (b)} ∩ E.
Note that by the definition of twin-classes, either all vertices of the twin-classes of two nodes with the same parent in B are pairwise connected or none of them are.
The dynamic program is defined as follows. A leaf node v in B has an empty set of triangles and only empty edge sets. An inner node v with children u, w has for each 1 ≤ i, j ≤ h v an edge set We next analyze the running time and then the correctness of the dynamic program. The table entries for each of the n leaves in B can be computed in constant time. For each of the n − 1 inner node, at most k 2 sets of edges have to be computed, each of which is built out of two parts: edges already stored in the edges of children in B and new edges between vertices of different children. The former requires O(k 2 ) time per node as it can be seen as a list of pointers to the children's sets of edges. The latter requires O(m) global time as each edge is only added once. Therefore the edge sets of all nodes can be computed in O(n · k 2 + m) time. The list of triangles is a list containing two pointers to its children's list of triangles and a third list of new triangles. As each triangle is only added once, all lists can be computed in O(#T +n) time.
We will prove that each triangle {x, y, z} is found in the least ancestor node p of x, y, and z. As each node in B references the triangles of its children, {x, y, z} is passed on to the root node in B. Note that each node in B only computes those new triangles which have one vertex in the subtree rooted in one child node and two vertices in the subtree rooted in the other child node. Thus each triangle is computed at most once. Let q and r be the children of p and let without loss of generality be x ∈ Q q (s), y ∈ Q q (t) and z ∈ Q r (u). Due to the fact that {x, z}, {y, z} ∈ E it holds that F q,s,r,u = ∅ and F q,t,r,u = ∅. Moreover, it holds that {x, y} ∈ E q s,t because x ∈ Q q (s), y ∈ Q q (t), and {x, y} ∈ E. Hence, {x, y, z} is contained in {{a, b, c} | a ∈ Q q (s) ∧ b ∈ Q q (t) ∧ c ∈ Q r (u) ∧ F q,s,r,u = ∅ ∧ F q,t,r,u = ∅ ∧ {a, b} ∈ E q s,t }, which is a subset of LT q,q,r which itself is a subset of LT p .
Conclusion
Employing the framework of FPT-in-P analysis, we provided novel notions and insights concerning potentially faster solution algorithms for enumerating (and detecting) triangles in undirected graphs. It remains to be seen whether General-Problem-hardness is the appropriate notion for intractability within the field of FPT-in-P. Although data reduction is a theoretically and practically very promising concept, there is still little work in the context of enumeration problems. We hope that the notion of enum-advice kernels can be used to further develop this area of research.
In ongoing work we want to perform empirical studies with our algorithms (kernelization as well as solving algorithms). Moreover, it remains open to study whether our exponentialsize kernel for parameter distance to d-degenerate graphs (see Table 1 ) can be improved in terms of size and running time. On a more general scale, note that triangles are both the smallest non-trivial cliques and cycles. Can we generalize our findings to these two different settings? Finally, we mention that following the FPT-in-P route might be an attractive way to "circumvent" lower bound results for other polynomial-time solvable problems.
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