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The theory of subanalytic sets is used to prove: If a real analytic control 
system is completely controllable, then for every point p in the state space there 
exists a piecewise analytic feedback control that steers every state into p. 
1. INTRODUCTION 
The purpose of this paper is to illustrate the usefulness of the theory of sub- 
analytic sets (Hironaka [3,4], Hardt [2]) in control theory, by proving an existence 
theorem for feedback controllers for completely controllable systems. The 
applicability of the theory of subanalytic sets to Control Theory was discovered 
by Brunovsky. He proved, in [I], that every normal linear system has a time- 
optimal synthesis. 
Our paper is organized as follows: in Section 2 we describe the class of control 
systems to which our results apply. In Section 3 we present some basic facts about 
stratifications and subanalytic sets. In Section 4 we define what is meant by a 
piecewise analytic feedback controller, and explain why it is necessary to allow 
for discontinuous feedback. Finally, the main theorem is proved in Section 5. 
2. CONTROL SYSTEMS 
In this paper we consider control systems whose state space is a real analytic 
manifold. The word “manifold” means “finite dimensional, paracompact Cm 
manifold.” Throughout the paper, we use “submanifold” in the sense of 
“regularly embedded submanifold,” i.e., “S is a submanifold of M” means: 
“S is a topological subspace of M, with a Cm manifold structure such that the 
inclusion S - M is Cm and regular.” 
We use the standard notations P, R+n for n-dimensional Euclidean space, and 
for its nonnegative orthant, respectively. We use T,M to denote the tangent 
space at x of the manifold M. The expression “vector field” always means 
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“smooth vector field,” unless a specific assertion to the contrary is made (e.g., 
when we talk about “piecewise analytic vector fields”). 
A control system consists of the specification of a 4-tuple (M, C, f, @) where, 
(a) M is a smooth manifold, called the state space of the system, 
(b) C is a set, called the control space, 
(c) f is a mapping which assigns, to each x E M, u E C, a tangent vector 
f(x, u) to Mat X, 
(d) 42 is a class of functions defined on time intervals [0, T] (where T may 
depend on the function). The elements of 92 are called admissible controllas. 
If ti [0, T] ---f C is an admissible controher, a trajectory of the system corre- 
sponding to P is an absolutely continuous curve t + a(t), 0 < t < T, such that 
g 0) = f W), @(9> (*) 
for almost every t in [0, T]. If t --f x(t) is a trajectory corresponding to the 
controller P, with Z(O) = x0 , x(T) = x1 , then we say that zi steers x0 into x, . 
If there is some admissible controller E that steers x,, to x1 , then we say that x1 
is reachable from x,, . The set of all points that are reachable from x,, is the 
reachable set 9(x,). The system (M, C,f, a’> is completely controllable if 
9(x,) = M for all x,, E M. 
To prove general theorems about control systems, one must restrict the 
discussion to systems that satisfy some extra technical conditions, so that, for 
instance, Eq. (*) has solutions given any initial state x(0). Usually, it is assumed 
that 
(A) The class 4 of admissible controllers contains the class 9X0 of all piecewise 
constant C-valued functions on intervals of the form [0, T]. If u is an admissible 
controller dejned on [0, T], and if 0 < t, < T, then the function v defined on 
[0, T - t,] by g(t) = a(t + to) is also an admissible controller. 
Moreover, one must assume some regularity off as a function of X, so that 
Eq. (*) can be proved to have solutions, at least when the controller c is constant 
or piecewise constant. In this paper we are concerned with systems in which f is 
real analytic in X, so we make that assumption right away: 
(B) M is a real analytic manifold and, for each u E C, the map x -+ f (x, u) is 
a real analytic vector Jield on M. 
If the class of controllers is going to be larger than as, then extra assumptions 
are needed on the dependence off on u. A typical example is the case when C is 
a topological space, 42 is the class of piecewise continuous C-valued functions, 
and f is required to be continuous in u, and to satisfy a local Lipschitz condition 
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in x, uniformly in u. Other possibilities are of interest as well, but they all have 
one aspect in common, namely, that they are such that trajectories corresponding 
to arbitrary controllers are approximated by trajectories corresponding to 
piecewise constant ones. We therefore assume this property directly, and not 
worry about the various technical conditions that would guarantee its validity: 
(C) If t -+ x(t), 0 < t < T is a trajectory corresponding to an admissible 
controller ii, then there is a sequence {Ye} of curves, de$ned on [O, T], such that 
a(O) = x(O), that each x,, is a trajectory corresponding to a piecewise constant 
controller U;, , and that xJt> ---f s(t) as n --f co, uniformly for 0 < t < T. 
The importance of this property is that, as long as it is satisfied, certain ques- 
tions can be discussed by only looking at piecewise constant controls, thus 
avoiding unpleasant technical problems. For instance, we have: 
THEOREM 1. Let .Z1 = (M, C, f, 92) b e a control system that satisjes hypotheses 
(A), (B), (C) above. Let .?Y2 = (M, C, f, %,,), i.e., & is the same as Z1 , except for 
the fact that the class 42 of controllers is replaced by the class e0 of piecewise constant 
C-valued functions. Then Z1 is completely controllable if and only tf Z; is completely 
controllable. 
Proof. If ,Za is completely controllable, then 2i is also completely controllable, 
since every trajectory of .Za is also a trajectory of 2J’i . Conversely, suppose that 
,Zi is completely controllable, and let x, y be points in M. For each u E C, let 
X, be the vector field defined by X,(x) = f (x, u). Let L be the smallest Lie 
algebra of vector fields on M that contains all the X, , u E C. It follows from 
Nagano’s theorem (cf. Nagano [6]) that, through every point p of M, there 
passes a maximal integral manifold N of L, i.e., a connected analytic submanifold 
of M such that: (i) For each point q of N, the tangent space to N at q is L(q), 
where 
L(q) = Fqq): x EL), 
(ii) p EN, and (iii) N is maximal among all connected submanifolds of M that 
satisfy (i) and (ii). 
We now show that the complete controllability hypothesis implies that the 
partition of M into maximal integral submanifolds of L is trivial, i.e., that M 
itself is the only maximal integral submanifold of L. Let N be a maximal integral 
submanifold of minimum dimension, and let p be a point in N. Let 1ci be the set 
of all points that lie on some trajectory that starts at p. By complete controllability 
m = M, so our conclusion will follow if we prove that fl = N, i.e., that every 
trajectory of 2Yi that begins at p remains in N as long as it is defined. So, let x be 
a trajectory, defined for tin [0, T], and such that g(O) = p. Assume that there is a 
t in [0, T] such that f(t) is not in N. Let t, be the infimum of all such t. We 
consider separately the cases when *(to) does and when it does not belong to N. 
In the first case, if t, = T, then we have indeed shown that z(t) is in N for all t 
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in [0, T], as desired. Otherwise, if t, < T, then we can consider the curve x’, 
defined for t in [0, T - t,-,] by Z(t) = x(t + to). Because of the last part of 
condition (A), x” is also a trajectory of the system. Let 4 = ~(t,,) = Z(O). We can 
find a cubic coordinate chart (yr ,..., y,,$ defined on an open neighborhood U 
of Q, such that the set U’ of those points z of U for which yi(.z) = ... = 
y&z) = 0 is a neighborhood of 4 in N. It then follows that any continuous 
curve in U which goes throughp and is contained in N must actually be contained 
in u’. Now select, using (C), a sequence of curves 2, , defined on [0, T - to], 
that are trajectories corresponding to piecewise constant controllers, that satisfy 
3,(O) = 4, and that converge uniformly to 55. Then each X=, is entirely contained 
in N. By the continuity of Z and the uniformity of the convergence of the 5?,, to Z, 
there is an Y > 0 such that Zn(t) belongs to U for all t in [0, r] and for all n. But 
then Z,(t) is in u’ for all such t and for all n. Since U’ is relatively closed in U, 
it follows that Z(t) is in U’, and hence in N, for all t in [0, Y]. Therefore x(t) is in 
N for all t in [to , t, + r]. But this is a contradiction, because of the definition of 
t, . Hence, if %(t,,) is in N, the possibility that t, < T is excluded, and the con- 
clusion that x(t) is in N for all t follows, as indicated before. 
There remains one case to consider, namely, when 4 (i.e., x(Q) is not in N. In 
this case, 4 must belong to another maximal integral submanifold N’. Select k’ 
vector fields X, ,..., X, ’ in L, such that the vectorsX,(q),..., X,(q) form a basis 
for the tangent space of N’ at Q. Then for t < t, and sufficiently close to t, , 
the point s(t) is in N, and the vectors X1(x(t)),..., Xjc,(%(t)) are linearly inde- 
pendent elements of the tangent space of N at x(t). Hence k’ = dim N’ < 
dim N = k. Hence, because N was assumed to be a maximal integral manifold 
of minimum dimension, k’ = R. Let S be a submanifold of dimension m - k, 
such that q is in S, and that S is transversal to N’ at q. Let t ---f X”(z) denote the 
integral curve of the vector field X that goes through z when t = 0. Let 
F(s, t, ,..., tk) = X)X) ... X$:(s). Then there is a neighborhood V of q in S, 
and an r > 0, such that F is a diffeomorphism from V x C, , where C, is the 
R-dimensional cube consisting of those (tr ,..., tk) for which [ tj 1 < Y for 
j = l,..., k. For each s in V, let G(s) be the set of all points F(s, t, ,..., tk), as 
(4 ,-.., tk) ranges over all of C, . It is clear that each G(s) is entirely contained in 
some maximal integral manifold of L. In particular, since k = dim N, those G(s) 
that are subsets of N are actually relatively open in N. Therefore, every 
continuous curve in F(V x C,) w ic is contained in N is actually contained h h 
in one G(s). This applies, in particular, to the curve t + Z(t) for t < t, and 
sufficiently close to t, . Let s,, be the s such that this curve is contained in G(s). 
Then, by continuity, f(t,) = q is also in G(s,), because the G(s) are relatively 
closed in F( V x C,). But q is in G(q). Hence s ,, = q. Therefore q is in N, and the 
second case is impossible. 
Having shown that M is itself an integral submanifold of L, we can conclude 
that L(p) is the whole tangent space of M for every p in M. From this result, 
and from Sussmann and Jurdjevic 17, Theorem 3.11, we conclude that the system 
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,& has the accessibility property, i.e., that the reachable set from p has a non- 
empty interior for every p. Let Za = (M, C, -f, %a), i.e., Za is 2s “run in 
reverse,” so that p is reachable from q in Z; if and only if q is reachable from p 
in Zs . Then .Za also has the accessibility property, since its corresponding Lie 
algebra of vector fields is the same as that of Za . Hence there is an open set 
U C M such that every point p E U is reachable from y in J’a , and therefore y 
can be reached from p in Z2 . Pick a point p E c’. Since Z; is completely con- 
trollable, there is a trajectory t + g(t), 0 < t < T, for some T, such that 
$0) = X, s(T) = p. Because of(C), there is a trajectory X of Z2 that corresponds 
to a piecewise constant controller and is such that Z(0) = X, X(T) =- q E U. But 
y is reachable from in Za , so 2s is completely controllable. Q.E.D. 
3. SUBANALYTIC SETS AND STRATIFICATIONS 
Let M be an n-dimensional analytic manifold, and let K < n be an integer. 
A subset S of M is an analytic submanifold of codimension k if every point p E S 
has a neighborhood U such that there exist k real analytic functions fi ,...,fk , 
defined on U, with the property that dfl ,..., dfk are linearly independent at p, 
and that S n U is the set of points where all the fi vanish. An analytic stvatifica- 
tion of M is a partition .Y’ of M into connected real analytic submanifolds 
(called the strata of Y), such that 
(a) Y is locally finite, 
(b) if SE L4r then the closure S of S is the union of those strata that 
intersect S, and 
(c) if a stratum T =f S is a subset of S then codim T > codim S. 
A stratification 9 is said to be compatible with a family JJ of subsets of M if 
every A E & is a union of strata of Y. 
An analytic subset of M is a subset S with the property that every point p E M 
has a neighborhood CT on which there exist a finite number fi ,..., frL of real 
analytic functions such that S n ZJ is the set of points x that satisfy fi(x) = t -= 
fk(X) = 0. 
Every analytic subset of a real analytic manifold M is necessarily closed. An 
analytic submanifold is an analytic subset if and only if it is closed. Locally finite 
unions and intersections of analytic sets are analytic sets. 
A semianalytic subset of III is a subset S such that for each p E M, there is a 
neighborhood U ofp such that S n U is a finite union of sets T, each of whom is a 
finite intersection of sets of the form (x: f (x) > 0} or {x: f (x) = 0}, where 
f: U + R is an analytic function. It follows trivially from the definition that 
the class Se(M) of semianalytic subsets of A4 is closed under the operations of 
complementation, locally finite union, and locally finite intersection. A semi- 
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analytic stratification of M is an analytic stratification 9’ such that all the strata 
of 9 are semianalytic. 
THEOREM 2 (Lojasiewicz [5]). If ~4 is a locally finite family of semianalytic 
subsets of M, then there exists a semianalytic strati$cation of M compatible with d. 
We now define the concept of a subanalytic set. We follow Hardt [2], where 
the name “semianalytic shadow” is used, rather than “subanalytic set.” A subset 
S of M is subanalytic if every point p E M has a neighborhood U such that there 
is a finite number Nr ,..., Nh of real analytic manifolds, and relatively compact 
semianalytic subsets Ai , Bi of M x Ni, for i = l,,.., k, such that S n U = 
(J~Cl(t+(AJ - &Bi)), where pi: M x Ni --f M is the canonical projection. 
If S is itself semianalytic then, for each p E M, we can take U to be a semi- 
analalytic relatively compact neighborhood ofp (e.g., a coordinate cube) and then 
let k = 1, Nr = {0}, B, = 4, A, = (S n U) x (O}. Hence the class Se(M) of 
semianalytic subsets of M is contained in the class Su(M) of subanalytic subsets 
of M. The class Su(M) is also closed under the operations of complementation, 
locally finite unions, and locally finite intersections. A subanalytic stratiJcation 
of M is an analytic stratification all whose strata are subanalytic sets. The 
following is Theorem 4.2 of Hardt [2] : 
THEOREM 3. If M is a real analytic manifold and d is a locally finite family of 
subanalytic subsets of M, then there exists a subanalytic stratification of M, com- 
patible with &. 
If S is a subanalytic subset of M, then the dimension of S is the supremum of 
the dimensions of all connected analytic submanifolds N of M that are subsets 
of s. 
An analytic strati$cation of a map f : M -+ N is a pair (9, S) consisting of an 
analytic stratification Y of M, and an analytic stratification Y of N such that, 
whenever S E Y, it follows that f (S) E Y and that f, restricted to S, has constant 
rank (and hence is a submersion onto f(S)). If Y, Y are subanalytic then 
(9’,9) is said to be subanalytic. 
THEOREM 4 (Corollary 4.4 of Hardt [2]). If f: M -+ N is an analytic map, 
and if xJ’, ~29 are locally finite families of subanalytic subsets of M, N, and L is an 
open subanalytic subset of M such that the restriction f /L off to the closure of L is 
proper, then there exists a subanalytic stratiJication (9, Y) off/L such that -9’ is 
compatible with & and F is compatible with 9. 
Of particular interest are two special cases of the preceding result. First, 
assume that f is proper. Then one can take L = M. Let S Z M be subanalytic, 
and take & = {S}, &? = 4. Then th ere is a subanalytic stratification (,Y, Y) 
compatible with f, such that 9’ is compatible with &‘. Then f(S) = 
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(JTEy,rCSf(T), and eachf(T) is in Y. Hencef(S) is a union of strata of Y, and 
therefore f(S) is subanalytic. 
If f is not proper, but S is relatively compact, we can take L to be relatively 
compact, and the same argument yields the conclusion that f(S) is subanalytic. 
Thus, we have: 
COROLLARY 5. If f: M + N is an analytic map, and S C M is a subanalytic 
subset, then f(S) is subanalytic, provided that f is proper or that S is relatively 
compact. 
We need another result from Hardt’s paper. First, we introduce an abbrevia- 
tion, following Brunovsky [l]: A CASA is a connected analytic submanifold 
which is a subanalytic set. 
THEOREM 6 (Corollary 4.3 of Hardt [2]). Let M, N be analytic manifolds, 
p:M x N-+Mtheprojection.LetSbeaCASAofM x N,andletv:S-+Mbe 
the restriction of p to S. Let k = sup{rank dv(p): p E S}. Let S’ = {p: p E S, 
rank dv(p) < k}. Then there is a subanalytic subset T of M x N such that 
S’CTCSandthatdimT<dimS. 
COROLLARY 7. Let X be a real analytic aector$eld on M, and let S be a CASA 
of M. Let s’ be the set of points of S where X is tangent to S. Then either (i) s’ = S 
or (ii) there is a subanalytic set V such that S’ C V C S and that dim V < dim S. 
Proof. First assume that S is relatively compact. LetL be a relatively compact 
subanalytic open set such that S CL. Let d)(., .) denote the flow of X, i.e., let, 
for each x E M, t --f @(t, x) be the integral curve of X which passes through x 
when t = 0. Then there is an r > 0 such that O(t, x) is defined whenever x EL, 
! t 1 < r. Let N be the product L x (-Y, Y), and define the analytic map 
F: N-M x R byF(x, t) = (@(t, x), t). Let S = S x (-u, a), where 0 < (T < Y. 
Then S is a relatively compact CASA of N, and therefore F(s) is a subanalytic 
subset of ,1/1 x R. Moreover, F is an analytic diffeomorphism ofL x (-r, r) onto 
the open set F(L x (--Y, r)), and therefore F(s) is an analytic submanifold of 
M x R, of dimension I + dim S. Now let CL: M x IT% + M be the projection, 
and let v be the restriction of p to F(S). Let (y, t) EF(S), so that y = @(t, x), 
x E S. A basis for the tangent space to F(S) at (y, t) (embedded in T,uM x TJR) 
is given by the vectors (z+ , 0) ,..., (~1,~ , 0), (X(y), l), where k = dim S, and the 
vi are given by 
vi = d@,(wJ, 
with {wi ,..., wrc} a basis of T,S, and Dt = @(t, .). Hence rank dv(y, t) = k if 
X(y) is a linear combination of z’r ,..., vg , rank dv(y, t) = k + 1 otherwise. 
On the other hand, d@,(X(x)) = X(y), so that rank dv(y, t) = k if X is tangent 
to S at X, rank dv(y, t) = k + 1 otherwise. Hence, if X is not everywhere 
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tangent to S, we have sup(rank dv(p): p EF(S)} = k + 1, and the points 
p = (@(t, x), t) for which rank dv(p) = k are precisely those for which X is 
tangent to S at x. It follows from Theorem 6 that there is a subanalytic set T 
of M x 58 such that T !ZF(S), dim T < k, and that (@(t, x), t) E T whenever X 
is tangent to S at x. Now let T* = F-l(T), so that T* is a subanalytic subset 
ofN, T*CS x (- o, a), dim T* < k, and T* contains every point (x, t) such 
that X(x) E T,S, 1 t j < o. Since S x (-a, o) is a relatively compact subset of N, 
which is open in M x R, we conclude that T* is a relatively compact sub- 
analytic subset of M x R. By Theorem 3, we can decompose T* as Tl U ... U T,, 
where the T, are CASAs. For each i, let TV: Ti --t M be the restriction to Ti of 
the projection M x R + M. Let k, = sup{rank do: p E Ti}. Let JC {l,..., m} 
be the set of those i for which ki = k. For i E J, let Ti be a subanalytic set of 
dimension < k such that Tl c Ti and that p E Ti( whenever p E T, and rank 
do < k. Then let p = (lJieJ Ti) u (lJieJ T;). It is clear that P is subanalytic 
and relatively compact in M x R. Put V = I,(P). Then V is subanalytic and 
V _C S. Moreover, dim V < k, because I/ = [lJicJ p(Ti)] U [uieJp(T;)], and 
dimp(TJ < kfori$J( since rank d~( p) < k for allp E TJ, and dim p( Ti) < k 
for i E J(since dim Ti < k). We show that S’ C V. Let x E S’. Then X(x) E T,S. 
Hence (x, t) E T* for all t such that 1 t 1 < u. For each t in (-a, u) there is a 
unique i(t) such that (x, t) E Titt) . If z’(t) $ J f or some t then, for such a t, we have 
(x, t)e Pandth ere f ore x E V. If, on the other hand, z’(t) E J for all t, then 
{XI X (-0, 0) C ,I? Ti . 
Let E, = {x} x (-a, u). Th en E, is subanalytic relatively compact in 
M x R, and 
Ez = u (E, n Ti). 
iEJ 
Let 5: M x R’ - [w be the projection. Then, for each i E J, ((E, n Ti) is a 
subanalytic subset of the real line, and UfeJ iJE, n Ti) = (-a, u). Each 
<(E, n Ti) is a finite union of connected submanifolds of R, i.e., of points and 
open intervals. Since J is finite, at least one &‘(E, n Ti) must contain a nonempty 
open interval. Hence there exist numbers a, b with -u < a < b < u, and an 
i E J, such that (x, t) E Ti for a < t < b. Pick t, E (a, b). Then the vector (0, I) 
is tangent to Ti at (x, to), and &(O, 1) = 0. Hence dim Ker &(x, to) > 0. 
Since dim Ti = k, it follows that rank &(x, to) < k. Hence (x, to) E T; . So 
(x, to) E P, and x E V. Therefore S’ C V. This completes the proof if S is 
relatively compact. 
To prove our result for arbitrary S, cover M by a locally finite family (~5~: i E I} 
of open relatively compact subanalytic sets. For each i, let Si = S n L, . Then 
Si is a finite union of relatively compact CASAs Sir ,..., Siri . For eachj for which 
dim Sij = dim S, let Vii be a subanalytic subset such that Vii _C Sij, dim Vij < 
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dim S, and that x E Vij whenever X(x) E TzSii . For j such that dim Sij < dim S, 
let Vij = Sij . Then { Vi,: i E I, 1 < j < ri} is a locally finite family of subanalytic 
sets of dimension < dim S. Let I’ = ui,, Vij . Then Vis subanalytic, dim I’ < 
dim S, and it is easy to see that S’ C I’. Q.E.D. 
THEOREM 8. Let & be a locally finite family of nonempty subanalytic subsets 
of M. For each A E &‘, let F(A) b e a fi t ni e set of real analytic vector fields on M. 
Then there exists a subanalytic stratification .Y of M, compatible with JQJ, and 
baaing the property that, wheneaer S E 9, S C A, A E &, X E F(A), then either (i) 
X7 is everywhere tangent to S or (ii) X is nowhere tangent to S. 
Proof. Call a stratum S of a subanalytic stratification .Y good if it has the 
property that, whenever A E & is such that S C A, and XE F(A), then X is 
either everywhere tangent to S or nowhere tangent to S. Call a stratification 
k-good if all the strata of codimension < K are good. Let n = dim M. We 
construct, inductively, a K-good subanalytic stratification Sp, , compatible with &, 
and having relatively compact strata. The induction starts by taking %? to be a 
locally finite covering of M by relatively compact subanalytic sets, and letting csP, 
be a subanalytic stratification compatible with J&’ u @. Since the 0-codimensional 
strata of Y0 are open, they are good, so =YO is O-good. 
Now suppose that Yk has been constructed. Let Ykj be the set of strata of ,Yk 
of codimension j. For each S E Yti, let d(S) be the set of A E .& such that 
A n S # 4. Since S is relatively compact and .d is locally finite, the set .x!(S) is 
finite. Let 
G(S) = u F(A). 
AEdcg(S) 
Then G(S) is a finite set of analytic vector fields on M. For each S in Pz+i, 
let G,(S) be the set of those XE G(S) that are everywhere tangent to S, and let 
G,(S) = G(S) - G,(S). F or each X E G,(S), pick a subanalytic set V,,, such 
that codim V,,, > k -C 1 and that 5’; C V,,, C S, where S> is the set of 
points p E S such that X is tangent to S at p. For each SE Yt+‘, let V(S) = 
u ~,r,.s. XEG,W Let V be the collection of all sets V(S), S E Yi+‘. It is clear that 
V is locally finite. Let 7 be a subanalytic stratification compatible with 2’;; u V. 
Let 9’ be the collection of these strata of Y that are contained in a stratum of 
Yk of codimension > k. We define 
We now show that Yk,, satisfies all the desired conditions. First, it is clear by 
construction that all the elements of Y*+, are relatively compact CASAs. Second, 
%+1 is easily seen to be a partition of M. Third, every stratum of Y;, is a union of 
elements of cYk+l , hence S$+, is compatible with JZ?. If S E 5$O u ... u Y,,“, then 
S is the union of S and of a set B(S) of strata of <Yk , each of whom has codimen- 
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sion higher than codim 5’. Since each T E B(S) is a union of elements of Yk+, , 
all of whom have codimension > codim T, it follows that S is the union of S 
together with a family of elements of L?~+, , and that these elements have 
codimension higher than S. Now let SE F. Then SE 7 and, since 7 is a 
stratification, there is a set F C Y such that 
S=(UT)uS 
TEF 
and that 
TEF * dim T < dims. 
Since S E F, there is a stratum S* of y;C such that S C S* and codim S* > k. 
If T EF, then T c S*, and S* is a union of strata of Sp, of codimension > k. 
Since 9 is compatible with & , T is contained in one of these strata. Hence 
T E 9’. This shows that F C 7. Hence F C Y;,+r , so S is the union of S 
together with a family of elements of &+r , each of whom has lower dimension 
than S. This completes the proof that Yh+r is a stratification. 
We must now show that Yk+, is k + l-good. If j < k, then Y:,, = &j, so 
all the strata of codimension j of $+r are good. Now let S E Y$ . Then 
S E 9’. So S c S*, where S* is some stratum of y;C and codim S* > k. Since 
codim S = k + 1, it follows that codim S* = k + 1. Hence S is an open 
submanifold of S*. Suppose that A E d is such that S C A, and that X E F(A). 
We must prove that X is either everywhere tangent to S, or nowhere tangent to 
S. Since S c A and S C S*, it follows that S* n A # +. Since 9, is compatible 
with A, we conclude that S* C A. Hence A E &(S*), and therefore X E G(S*). 
This implies that either XE G,(S*) or XE G,(S*). If XE G,(S*), then X is 
everywhere tangent to S* and, consequently, X is everywhere tangent to S, 
since S is an open submanifold of S *. Now supPose that XE G,(S*). We show 
that X is nowhere tangent to S. Assume that there were a point p E S at which X 
is tangent to S. Then X is tangent to S* at p, and therefore p E l~‘~,~* . Hence 
p E v(s*). so s n V(S”) = 4. s ince S E F, and F is a stratification compatible 
with V, it follows that S C V(S*). But this is a contradiction, because codim S = 
k + 1 and codim V(S*) > k + 1. Hence X is nowhere tangent to S. This shows 
that S is indeed good as asserted. So &.+1 is k + l-good, and the inductive step 
is complete. Q.E.D. 
4. FEEDBACK CONTROLLERS 
A feedback controller for a control system Z = (M, C, f, %) consists of the 
specification of a map V: M -+ C. If we write V(x) = f(x, V(X)), then V is a 
(not necessarily smooth, or even continuous) vector field on M. One would like 
to talk about “trajectories” of V, but this cannot be done unless extra technical 
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hypotheses are satisfied which guarantee that trajectories exist. One would then 
want to say that I’ steers M into a point p if, for every 4, the trajectory y of V 
through 4 eventually reaches p. (Or one may make the weaker requirement that y 
approach p asymptotically, i.e., that lim t++E y(t) = p, in which case we say that 
V asymptotically steers q top.) 
It is natural to conjecture that, if a system is completely controllable, then for 
every target state p there is a feedback controller that steers all of M into p. This 
conjecture can only be proved or disproved if a precise technical definition of the 
class of allowable maps v is first given. A possible choice, which seems somewhat 
reasonable, is to require that 21 be such that the corresponding vector field V 
be locally Lipschitzian, so that one can talk about “trajectories of V.” However, 
this requirement is too strong, and the conjecture stated above turns out to be 
false for at least three different reasons, of which one is quite serious. 
The first, somewhat trivial, reason, is that the trajectories of a locally Lipschitz 
vector field are reversible. Hence it is impossible to find a vector field such that 
all the trajectories go through a fixed point p. This objection, however, can be 
countered by only asking for a V that asymptotically steers every state into p. 
The second objection is that the requirement that V be Lipschitzian cannot 
possibly be satisfied for systems with a finite control space C since, in this case, 
there will have to be discontinuities. 
However, one might still expect an affirmative answer to the conjecture for the 
case when C is itself a manifold (e.g., Euclidean space) and f is quite regular 
(e.g., smooth or analytic) provided, of course, that we only ask for asymptotic 
steering. Actually, it turns out that the conjecture is false even in this case, as 
shown by the example given in the Appendix. In fact, the example shows non- 
existence of feedback controllers under a much weaker set of requirements. We 
do not even ask that V be locally Lipschitz, but only that it should generate a 
continuous Aow. 
This third objection suggests that the introduction of “discontinuous vector 
fields” I,’ ’ IS unavoidable. On the other hand, the simplest possible examples 
show that, when discontinuities are allowed, the existence and uniqueness of 
trajectories becomes a much more delicate problem. For instance, let 
f(x) = -1 for x < 0, 
f(x) = 1 for x > 0, 
and consider the equation ti = f(x). Which way does the solution starting at 
x = 0 go? Or, take the equation i = -f(x). Th en clearly there is no solution _ 
through x := 0. 
A vector field is, primarily, a set of instructions that specify, at each point, a 
way to go. When the vector field is discontinuous, the first of the two examples 
given above shows that, at the points of discontinuity, special instructions must 
be given. Since we regard vector fields as objects whose primary function is to be 
integrated, we incorporate such instructions into the definition of “discontinuous 
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vector field.” On the other hand, it turns out that a rather restricted class of 
such vector fields suffices to give the general existence theorem, so we limit 
ourselves to this class. 
DEFINITION. A piecewise analytic vector field on a real analytic manifold M is 
a quadruple (9, (Y; , %72), V’&Y~ , E) where 
(i) Y is an analytic statification of ICI. 
(ii) (Y; , Ya) is a partition of 9 into two classes, i.e., Y = .Yi U .Ya , 
Yin Y2 =d. 
(iii) For each S E 9r , V, is an analytic vector field on S. 
(iv) E is a map which assigns, to each point p in a stratum S E .Ya , a 
stratum E(p) E Yr . 
(v) For each p E S E Yr , if we let y denote the integral curve of V, 
through p, then either y(t) is defined for all t > 0, or else, if y is defined up to a 
time T > 0, and if y(t), 0 < t < T, remains in a compact subset of M, then 
lim,,r,,<r y(t) exists. 
(vi) For each p E S E Ya , there is a unique integral curve y of VEcDj such 
that lim,,,,,>, y(t) = p. 
Thus a piecewise analytic vector field involves the specification of a stratifica- 
tion Y, together with a partition of Y into two kinds. The strata of thefirst kind 
(i.e., in Yr) are those for which a vector field is specified on the stratum. The 
strata of the second kind are “exit strata,” i.e., such that the instruction for 
motion, when you are in such a stratum, is to get off immediately. This is achieved 
by the exit rule E, which chooses, for p E S E 9’a , a stratum E(p) of the first 
kind, in such a way that there is a unique trajectory of VEcD) that starts at p. 
When a piecewise analytic vector field V = (9, (3 , Ys), { Vs}sEyTp, , E) is 
given there is, for each p E M, a well-defined trajectory of V from p. If p E S E .U; , 
we follow the integral curve y of V, . If T is the first time such that y(T) is not 
defined, and if lim,,,,,,, y(t) = p, , we now start anew from p, , by following 
the integral curve yr of Vs from p, , if p, E S, E Y; , or by “exiting,” i.e., 
following the integral curvely, of Vsl for which yr(O+) = p, if p, E S; E ;Yz 
and E(p) = S, . 
The procedure continues for all positive times, or until, for some finite time T, 
the trajectory remains outside every compact set, or goes through infinitely 
many switchings. 
It is clear that the trajectories of a piecewise analytic vector field L’ can 
“converge to a point,” i.e., it is possible to have a point p such that the trajectory 
from every point eventually hits p. In this case, we say that I/ steers Ai’ to p. 
(Example: let 9 consist of three strata, namely (-co, 0), {0}, and (0, +a), let 
LPI = Y, V, = a/ax for S = (-co, 0), V, = -a/ax for S = (0, too), 
V, = 0 for S = {O}.) 
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Finally, we say that a piecewise analytic Vis afeedback controller for the control 
system (n/l, C, f, “)/) if, f or every p E S E ,Yi there is a u E C such that I/,(p) = 
f (P, 4. 
5. EXISTENCE OF FEEDBACK CONTROLLERS 
Our main result is: 
THEOREM 9. Let Z = (M, C, f, %) b e a control system that satisfies hypotheses 
(A), (B), (C) of Section 2. Assume that 2 is completely controllable. Then, for every 
point x0 of M there exists a piecewise analytic feedback controller V for 2, which 
steers all of M into x,, . 
Proof. It follows from the results of Section 2 that, if the class %! is replaced 
by the class e. of piecewise constant controllers, then Z remains completely 
controllable. Hence we assume, from now on, that @ = St, . 
We first introduce some notation. If X is a smooth vector field on M, we use 
Qx to denote the flow of X. Precisely, if x E M, and if t + x(t) is the integral 
curve of X that satisfies X(O) = x, then @“(t, x) = x(t). Then it follows from 
the theorem on existence, uniqueness, and continuous dependence on initial 
conditions, that the domain of definition of Qx is an open subset Ux of R x M, 
that (0) x MC Ux and that, for each x, the set ?Y(x) = {t: (t, x) E Ux} is an 
open interval. If X is analytic, then ax: Ux - M is analytic. For each real t, let 
lJtx = {x: (t, x) E Ux}. Then U,X is an open subset of M. For x in Utx, put 
Qix(x) = O”(t, x). Then Qix: Utx - Uf, is a diffeomorphism. The family of 
maps {QtX: t E R} is a “local one-parameter group,” i.e., @‘ox = identity, and 
@X@X zzz @ix 
5 t2 tl+t2 in the sense that both maps coincide wherever they are both 
defined. 
More generally, let 4 = (X1 ,..., X,) be a finite sequence of vector fields, and 
let T = (tl ,..., t& E [wk. We let @,s = @c@:, ... 02. Then Q7E is a diffeomor- 
phism from an open set U,e C M onto an ipen set of M. Let 1 [ 1 = k. Put 
tV(7, x) = QT5(x), for T E [wl”l, 0” = ((7, x): XE UTt}. Then UC is open in 
[WI’1 x M and, if the Xi are analytic, then @c is analytic. 
Let I$” = {(tl ,..., t,): t, 3 0 ,..., t, 2 O}. For 7 E [w,“, ‘T = (tl ,..., tk), let 
Ij T 11 = t, + ... + t, . Define a map v7: [0, /I 7 111 + Rk by 
r/T(t) = (0, o,..., 0, t) for 0 < t < t, , 
77(t) = (0, o,..., t - t, , GJ for t, < t < t, + t,-, , 
7)Jt) = (t - t, - ... - t, , t, )..., tk) for t, + ... + t, et < lITI/. 
Then the curve t -+ @‘(TJt), x) is the curve obtained by starting from x, following 
the integral curve of X, during t, units of time, then that of X,-i for t,-, units 
of time, etc. 
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Let W+ = UC n (R~’ x M). For XE M, put 
.F+(x) = (7: 7 E R!“, (T, x) E UE}. 
Call a subset A c R,” rpclosed if T7(t) E A for every T E A, t such that 0 < t < I/ 7 /I. 
Then it is clear that Ut*l(x) is q-closed for all e, x. 
If a = (a, ,..., a,), b = (b, ,..., b,) are two finite sequences, define the 
concatenation a * b to be the sequence (ur ,..., uk , b, ,..., bj). We then have the 
equality 
@ ‘q 7 zzz cp*y TW 
Now consider the completely controllable system 2 = (M, C, f, @,,). Let 
n = dimension of M. Let, for u E C, X, be the vector field defined by X,(x) = 
f(~, u). Let 9 be the set of all vector fields X, . Let L(g) be the Lie algebra of 
vector fields generated by 9. Then, since Z is completely controllable, it follows 
that dimL(s)(p) = f n or allp E M. Let Z’ be the system (M, C, -f, %J, i.e., 
the system whose trajectories are those of Z run in reverse. Let -9 be the set 
of vector fields -X,, , i.e., the set of negatives of the vector fields in F. The 
Lie algebra L( -F) is, of course, the same as L(3). Hence dim L( -F)( p) = n 
for all p E M. If p EM, then there is a finite subset G, of -9 such that 
dimL(G,)(p) = n. Then the system G, has the accessibility property from p 
(cf. Sussmann and Jurdjevic [7]), i.e., the set of points reachable from p by a 
G,-trajectory has a nonempty interior. (A G,-trajectory is a curve of the form 
t + @t(~~(t), x) for some x E M, 5 = (X, ,..., X,) with Xi ,..., X, in G, , 
r E iwyl.) Let seq(G,) be the set of all finite sequences of elements of G, . Then 
the set R(G, , p) of points reachable fromp by a G,-trajectory is the union of the 
images @i(., p)( UC*+(p)), as t ranges over all the elements of seq(G,). Since G, 
is finite, seq(G,) is countable. For each 5, let {Kj([,p)),“_, be a sequence of 
compact sets such that UE*+( p) = uj”=, Kj(E, p). Then 
R(G, ,p) = u 6 @‘(.,P)(W,P))- 
CEwal(G,) j=l 
This expresses R(G, , p) as a countable union of compact sets. Since 
R(Gv , p) has a nonempty interior, it follows from the category theorem that 
@e( ., p)(Kj( [, p)) has a nonempty interior for some ..$, j. Hence @( ., p)( Ut*+( p)) 
has a nonempty interior for some 8. Since @e(., p) is an analytic map, it follows 
from Sard’s theorem that the differential of @“( ., p) has rank n at some 7 E UC,+(p). 
Since Uf.+( p) is connected and @( ., p) analytic, we conclude that the differential 
of @E( ., p) has rank n at all 7 in a relatively open dense subset of Uf*+( fi). 
Now let p, Q be arbitrary points of M. Pick a finite sequence E, of vector fields 
in -9, and a Q, E UEl*+(p), such that T + difl(~, p) has rank n at ?r . Let q1 = 
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@I(?~ , p). Because 2’ is completely controllable there is a sequence tz of 
elements of -S, and a ?a E UG*+(qr), such that 
But then, if we let 5 = .$a * fr ,? = ?a * ?r we find that 
@‘(T, p) = q. 
Moreover, the map P: S- + @(?a * T, p) is the composite of @I(., p) and of 
@S,e . Hence P has rank 71 at fr . But P is the map obtained from T = ~a c or -+ 
dje(+-, p) by keeping the T2 component of 7 fixed at the value ?s . Hence @‘(e, p) has 
rank 71 at F. 
Moreover, the point b, can clearly be chosen in such a way that all the coor- 
dinates of ?r are strictly positive. Hence, there is an l > 0 such that CL’l(?) Z 
U(p), and that the image @e(., p)(CiEI(?) n rWyl> contains a neighborhood of 4 
in M. (Here, if d = (?, ,..., F~), we use Ctk(7) to denote the cube 
((7, > Tz ,**-, TV): j Ti - ti ) < E, i = I,..., k).) 
Now let p be the target point x,, . For each q E M, pick: 
(a) a finite sequence & of elements of -9, 
(b) a ?a E VP*+(~), 
(c) an E,, > 0, such that (i) @Q(?, , p) = q, (ii) the rank of W(., p) 
at ?a equals n, (iii) the cube C!:i(,) is contained in ?3(p), and (iv) the 
set @a( ., p)(C!?l(?,) n RF’) contains a neighborhood of q. 
Let us use F, to denote the map @a(., p). Let A, be the set of all points of 
lI8cgl that are of the form v,(t), for some ‘T E C!:I(?J n l!Xygl, and some t such 
that 0 ,< t < Ij T I/. For i = I,..., / E, /, put uqi = max(?,,i - e4, 0), b,< = 
Fq,i + <g . 
Let A,; be the set of all points (tl ,..., tis,I) that satisfy: (i) tj = 0 for 
j < 1 4, 1 - i, (ii) 0 < ti < bj forj = ) & 1 + 1 - i, and (iii) aj \< tj ,< b, for 
j > 1 tn j + 1 - i. Then A, = A,r u ... u AiEJ. 
Put B, = F&A,), B,i = F,(A,i) for i = l,..., j & /. 
Because the A, , A,i are compact semianalytic subsets of 7.3(p), and the map 
F,: I3(p) * M is analytic, it follows that the B, , Bqi are compact subanalytic 
subsets of M. Moreover, since F,(CJ?I(?,) n rW5l) _C B, , the set B, contains a 
neighborhood of q. 
Let (Kj: j = 1,2,...} be a sequence of compact sets such that Kj C int Kj+l and 
that u$y, Ki = M. Pick, for each j, a finite set Qj of points q, in such a way that 
Kj - int Kj-l C (JnEo Bqj . Let ql, q2, q3 ,... be a sequence consisting of the 
points of Q1 (in any order), followed by the points of Qz (in any order), followed 
by those of Qa, etc. Form a sequence of sets D, , D,, D3 ,..., as follows: D, = Bt , 
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Da = Bi, ,..., Di$l = B/$‘, DI~,,~+~ = Bi, ,..., etc., so that Dj = Bi,, wherei, m 
are the unique numbers such that / tQa, 1 + ... + 1 tQ,-, j + i = j, 1 < i < 1 &,m / . 
Let D, = (p}. For j > 0, put Ej = D, U ... u Dj . Then the Ej form an 
increasing sequence of compact subanalytic sets. Moreover, for every i there is aj 
such that Ki C Ej . Hence, if we let Hj = Ej - Ejdl (IT-, = @), we find that 
the H, constitute a locally finite partition of IM into relatively compact sub- 
analytic sets. 
We now want to attach an analytic vector field Yj , defined on M, to each set 
ffj . Write j = I 5, I + . .. + I 5Q,-1 I+i,with1~i~/5,1.Letk=IE~~lI) 
5gm = (Xl ,***, X,). Then, we define Yj = -X,+rPi . Also, we take Y,, = 0. 
We can now apply Theorem 8, taking for & the family of sets that consists of 
the Hj and letting F(H,) = { Yj}. W e conclude that there is a stratification Y by 
relatively compact CASAs, which is such that every S E 9’ is a subset of some Hj , 
and that, if SE 9, S 2 Hj , then either Yj is everywhere tangent to S, or it is 
nowhere tangent to S. 
We now define a piecewise analytic vector field V on M as follows: 
(a) We take the stratification to be 9’. 
(b) A stratum SE Y is declared to belong to 9r , i.e., to be of the first 
kind, if S C Hi and Yi is tangent to S. Otherwise, S is of the second kind, i.e., 
SE9Y2. 
(c) If S is of the first kind, and S C Hj , we take the vector field V, on S 
to be Yj . 
(d) The “exit rule” is as follows: If S E 9s , 4 E S, then there is a unique j 
such that S C Hi . It is proved below that there is a unique stratum S’ E 9i such 
that the integral curve y of Yj through q is such that y(s) E 9” for small positive s. 
Then the “exit stratum” E(q) is S’. 
If we let V = (9, (Y; , z), {V~}sE~, , E), then V is a piecewise analytic 
vector field on M. 
We now prove the property that was asserted in defining the “exit rule,” 
and we show that the piecewise analytic vector field V defined above is a feedback 
controller for the system Z, which steers all of M to the point p. 
Let q E M. Then q E Hi for a unique j, since the Hi form a partition of M. 
Assume that q # p. Then j # 0. As before, we can find m, i such that 
I~,,I+~~~+I5~,~,l+~=j,~~~il159~/.~~~~=l~~~I,~~~=~~~,...,~~~~ 
Since Hj = Ej - Ej-1, it is clear that a point x is in Hi rf and only if it is in Dj 
but not in Ejel . Moreover, Dj = B6, and B6, = Fqm(Ai,). So Hj is the set of all 
points that do not belong to E,-, but are of the form @p ... @2(p), with 
(t1 ,...> tk) E Ai, . But, given the definition of Aqm , this means that Hi is the set 
of points that do not belong to Ejel and are of the form 
@4+Li@fA+2~; . . . @Z(p) bfl--i 
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with 0 < t,+iei ,< ?o, + Q, , and max(0, fn,,r - cam) < 4. < y4,.r + cam for 
r>k+l--i. 
Let 
The curve 
y: s + @4+1-i @L-i . . . @(*), 
to --s to 
!+-, W--i k 
is the integral curve of -X,+iei which satisfies y(O) = q. Since Yi = -X,+iPi , 
we conclude that y is the integral curve of Yj that passes through q at time 0. 
It is clear that ~(tkq+& belongs to FQm(Ai-;‘), and therefore to E,-i . Since /Z-i 
is compact, there is a first T 3 0 such that y(T) E Ejel . Since q $ E,_, , then 
T > 0. Moreover, T < t&i < Tj , where Tj = ?Q,,6Al--i + cgm. Hence we 
have established 
(A) For every j > 0 there is a Ti > 0 with the property that for every 
q E Hj there is a T = T(q) such that (a) 0 < T(q) < Tj and (b) if y is the integral 
curve of Yj that satisfies y(O) = q, then y(s) E H5 for 0 < s < T(q), y( T(q)) E Ej_1. 
Now let S E 9 be a stratum of the second kind. Then S # {p}, so S C Hi 
for somej > 0. If q E S, let s - y(s) be the integral curve of Yj through q. Then 
y( T(q)) E Efwl but y(O) 6 E,-, , so that Y,(q) # 0. So, if 6 > 0 is small enough, 
the map y is a regular analytic embedding of an open interval containing [0, 61 
into iz2. By taking 8 < T(q), we can be sure that the set P = r([O, S]) is entirely 
contained in Hj . Since P is compact, P meets a finite number S, ,... , S, of strata 
of .y. Since PC Hj , and Y is compatible with {Hit, it follows that S, C 
Hi ,..., S,. _C Hi . For i = l,..., Y, P n Si is a relatively compact subanalytic 
set, hence it has a finite number of connected components. Let Si = {s: 0 <. 
s < 6, y(s) E P n Si). Then S, ,..., S, constitutes a partition of the closed interval 
[0, 61, and each Si is subanalytic. Then each Si must be a finite union of intervals 
and of sets that consist of single points. 
The stratum S is one of the Si , say S, . Then 0 E Si , but there cannot be an 
interval [0, a] which is entirely contained in Si . (Otherwise, an arc of integral 
curve of Yj through q would lie in S, and Yi would be tangent to S at q, contra- 
dicting the hypothesis that S E Cu7, .) Hence there is an open interval (0, a) which 
is entirely contained in Si for some i. Let S’ = SC Then y(s) E S’ for 0 < s < 01, 
so that S’ is of the first kind. Finally, y(O) = lim,,o+ y(s), so that q E s’, and 
therefore s’ n S f 4. Since 57 is a stratification, we conclude that S C s’. So, 
we have proved: 
(B) If q E S 5 Hi , and if S E y2 , then there is a stratum S’ E Y; , such 
that S C s’, S’ C Hj and that, if y is the integral curve of Yj through q, then 
there is DL > 0 such that y(s) E S’ for 0 < s < 0~. 
505/3’/1-4 
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The preceding result completes the justification of step (d) of the definition 
of V. Two facts remain to be established, namely, (i) that V is a feedback con- 
troller for 2, and (ii) that I’ steers all of M into the target pointp. 
The proof of(i) is easy. The various vector fields V, are obtained by restricting 
vector fields Yj to strata S of 9’. Now, each Yj is of the form -X for some X 
that appears in some finite sequence [ of elements of --Ft. Hence Yj is in .F, 
so that (i) holds. 
To prove (ii), let 4 E M be arbitrary. Let 4 E Hi . The integral curve yi of Yi 
through p is such that y,(s) E Hi for 0 < s < ui , yr(ui) E E,-r , where ur is such 
that 0 < or < Tj . Now y,(ui) E Hi for some i <i . Let ys be the integral 
curve of Yi through yi(ur). Then ya(s) E Hi for 0 < s < 0s , ys(us) E Ei_r , where 
o< us < Ti . Now let lz < i be such that ys(us) E Hk , define ya to be the 
integral curve of Yk through ys(us), etc. The curve y obtained by following yi , 
then ya , then y3 ,... reaches p in time T < xi=, Ti . Moreover, it is clear from 
the construction of Vthat y is the integral curve of V through p. Q.E.D. 
APPENDIX 
We show that, given a rather weak definition of “continuous feedback 
controller,” it is not true in general that a completely controllable system 
9 =f(A 4, PEM, UEC 
has a continuous feedback controller that asymptotically steers every point of M to 
a fixed target point p, E M. In our example, C is the plane l&P, M is also R2, and 
f is real analytic, which shows that no pathology in C, M, or f is needed for 
feedback controllers to fail to exist. 
Let x, y denote the usual coordinates in R2. Define vector fields X, Y, 2 on 
R2 by 
3% Y) = (Y - e-9 g, 
Y(x, Y) = (Y + e-7 $9 
Z(x, Y) = (4 - Y”> g . 
The control system that we will consider is 
b = =qP> + (1 - u) Y(P) + ~Z(P), 
where the scalar controls u, z, are subject to the constraints 
O<U<l, 0 < ?I. 
(#) 
SUBANALYTIC SETS 49 
(Although this system is not of the type announced above, in that C is not an 
analytic manifold, it is easy to make it into a system with lFP as control space, by 
just introducing new controls u*, v*, subject to no constraints whatsoever, 
and then replacing u, v in (#) by sir-3 u*, (v*)~, respectively.) 
It is not hard to see that the system is completely controllable. Indeed, let us 
partition the plane into seven regions A, B, C, D, E, F, G as follows: 
A = ((x,y):y > P,y > 2}, 
B = {(x, y): y > e-“, y < 2}, 
c = {(x,y):y < -e-“,y > -2}, 
D = {(x,y):y < -e-z,y < -2}, 
E = ((3, y): -e-” < y < e-%, -2 < y < 2}, 
F = {(x, y): 2 < y < e-$1, 
G = {(x, y): -e-z < y < -2). 
Both vectors X(p), Y(p) are vertical, for every p. If p is in E, F, or G, then 
X(p) points down and Y(p) points up. Therefore, by choosing v = 0, and with 
suitable choices of u, Eq. (#) allows for vertical motion both up and down, as 
long as we are in E, F, or G. On the other hand, both X(p) and Y(p) point up 
ifp is in A or B, and down ifp is in C or D. 
The vector Z(p) is h orizontal, and it points to the right if p is in B, C, or E, 
to the left ifp is in A, F, D, or G. 
Let us show that the origin can be reached by a trajectory of (#) from any 
point p = (x0, y,,) in Ra. First suppose that x0 < 0, and that p is in E, or F, 
or G. Then, by choosing v = 0, and letting u = 1 if y0 > 0, u = 0 if y,, < 0, 
we obtain a vertical trajectory which will eventually reach the point (x0, 0). But 
then, using u = $, v = 1, we move to the right along the x axis, and reach the 
origin. 
Now suppose p E A. Use u = Q, z’ = I. Then the equations of motion are 
9 =y, 
i = 4 -y? 
The solutions of this system of equations are easily computed, and it is clear 
that y(t) er(+) goes to zero as t + +co. Therefore y(t) < e-set) for large t, so 
that the trajectory eventually must leave A. Since y steadily increases, this can 
only happen if the trajectory enters F. So, if p E A, it is possible to reach some 
point of F from p. But we already know that the origin can be reached from 
every point of F. The case p E D is similar to the case p E A. 
Kow let p E B. By choosing v = 0, u = 1, we obtain upwards vertical motion. 
This guarantees that some point in A will eventually be reached, and then we 
already know how to reach the origin. The casep E C is similar. Finally, suppose 
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that p G E but x,, is not necessarily negative. By a suitable choice of U, it is always 
possible to have uX + (1 - u)Y = 0. Combining this with the choice of z, = 1, 
we obtain horizontal motion to the right. This will eventually lead to a point of B, 
or of C, except when y,, = 0. The exceptional Casey, = 0 is easily taken care of 
by using u = 1 or -1 for a short time to get off the x axis. So, in all cases, we 
know how to reach some point in B or C, and then we have already shown how 
to reach the origin from there. 
The proof that every point can be reached from the origin involves a similar 
reasoning, which we omit. 
Now let us show that there does not exist a “continuous feedback controller” 
that asymptotically steers every point of M into the origin. By a “continuous 
feedback controller” we shall mean a function U: R2 - (0) + C (where C is the 
control space, i.e., C = ((24, v): 0 < u < 1,0 < n}) such that there exists a map 
(t, p) --j @(t, p) E R2, defined for allp E R2 - (0) and all t in some interval [0, T), 
with T depending on p, with the properties 
(I) @ is continuous in (t, p) 
(II) For eachp, the curve t - @(t, p) = y(t) is absolutely continuous and 
satisfies 
P(t) = .fW, W(t)) 
for almost every t (wheref(p, U, U) = (uX + (1 - u)Y + vZ)(p)). 
(III) w, P) = P. 
(IV) @(t, @(T, p)) = @(t + 7, p) for t >, 0, 7 2 0. 
We show that there is no (U, @) for which (I), (II), (III), (IV) hold and which, 
in addition, satisfies the condition: 
(V) For every p E R2 - (0) there is a T > 0 (finite or infinite), such that 
lim t+T,t<T @(4 P) = 0. 
Indeed, suppose that there were a choice of U, @ for which (I)-(V) hold. Let H 
be the open region ((x, y): x > 0, -2 < y < 2). If p is in H, then there is a 
largest T > 0 such that @(t, p) E H for 0 < t < T. (T might be finite or infinite.) 
For 0 < t < T, the curve t + @(t, p) = y(t) is absolutely continuous, and 
satisfies 
?P) = f(rW, m4tN 
almost everywhere. 
Let y(t) = (x(t), y(t)), W(t)) = (4th 4t)). Then 
32(t) = u(t)[4 - y(t)“] 
for almost every t. Therefore x(t) > x,, for all t. Hence, in particular, if 0 < T < T, 
it cannot be the case that limt+r,t+ @(t, p) = 0. Since (V) holds, there must be a 
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7 > T such that @(t, p) -+ 0 as t + 7. But then (a) T is finite, (b) O(T, p) is 
defined, and (c) @(T, p) is on the boundary of H. 
The boundary of H consists of the half lines L, = {(x, y): y = 2, x > O>, 
L, = {(x, y): y = -2, x > 0}, and the segment S = {(x, y): x = 0, -2 < 
y < 2). It is clear that @(T, p) cannot belong to S. Hence @(T, p) ELM U L, . 
Let the time T defined above be denoted by T(p), and the point 0( T( p), p) by 
Q(p). We refer to T(p) as th e exit time forp, and toQ(p) as the exitpoint. Suppose 
that p E B. The curve y will then remain in B until some time T’ (possibly 
<T(p) but certainly >O). As long as 0 < t < T’, we have 
j(t) = u(t)[y(t) + edt)] + (1 - u(t))[y(t) - eczff)] 
so j(t) 3 0. 
Hence y(t) is a nondecreasing function of t. Since x(t) is also nondecreasing, 
as we showed before, it follows that Y(T) cannot be on the boundary that 
separates B from E. Hence T’ = T(p), and we have shqwn that, if p E B, then 
@(t, p) E B for 0 < t < T(p). A s an immediate consequence of this, we deduce 
that @(T(P), P) gL1. 
Similarly, if p E C, we can conclude that @(t, p) E C for 0 < t < T(p), and 
that @(T(P), P> E-& . 
Now let p E H be arbitrary. As before, let y(t) = @(t, p). If Q(p) EL, , then we 
must have y(t) E B for T(p) - E < t < T(p), where E is some positive number. 
Let t = T(p) - 42. Then @(t, p) E H for 0 < t < t, and @(t, p) E B. Since Q, is 
continuous, it follows that @(t, p’) E H and that @(t, p’) E B for 0 < t < t and 
for p’ E N, where N is some neighborhood of p. Now, if p’ E N, let p’ = @(t, p’). 
Since j7 E B, we have Q( p’) EL, . This implies (using the identity @(t, @(T, p)) = 
@(t + 7, P)) that Q( P’) EL, . 
So we have shown that, if Q(p) cL1, then there is a neighborhood N of p 
such that Q( p’) EL, for p’ E N. A similar conclusion is true if Q( p) EL, . Hence, 
if we let, for i = 1, 2, 
Hi = {P: Q(P) ~Lil, 
we have shown that HI and Hz are open. It is clear that HI u H2 = H, and that 
11, n H, = 4. Moreover, B n H C HI and C n H C Hz, so HI and H, are 
nonempty. But this is a contradiction, since His connected. 
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