Abstract-In this paper, we revise the relative radiometric calibration of synthetic-aperture-radar stacks which exploits natural persistent scatterers (PSs). We introduce a new model to estimate a slight error in the sensor pointing in elevation and a new coherent method that makes use of phases evaluated by averaging the complex data on the local window. We show that the proposed approach outperforms the conventional one, as it is mostly insensitive to the "differential" biasing that affects the noncoherent permanent scatterer calibration (PScal). Results from processing COnstellation of small Satellites for the Mediterranean basin Observation (COSMO)-SkyMed and European Remote Sensing (ERS) satellites stacks are presented.
I. INTRODUCTION
T HE CALIBRATION of modern synthetic aperture radar (SAR) systems is a key task and is normally related to transponders or corner reflectors, to be placed in proper calibration sites and to be maintained through the whole mission lifetime [1] , [2] . Acquisitions over the calibration sites are frequently needed and represent, from the user point of view, an off-duty time that delays the request for SAR data. Furthermore, the maintenance of such active or passive calibrators throughout the whole system lifetime is quite expensive. Recently, a technique based on reflectors of opportunity, which are identified in the scene itself as "persistent scatterers" (PSs), has been introduced. In [3] , the amplitude of such scatterers is exploited to monitor the radiometric stability of a stack of repeat-pass interferometric SAR images. Accuracy on the order of less than one-tenth of a decibel has been reported. However, we show here that the amplitude-based or "noncoherent" approach is prone to become biased as the average scene noise changes. The mitigation of that bias can be achieved by exploiting the very best quality natural calibrators, but then, the accuracy would be impaired by their scarceness.
In this paper, we propose a coherent approach that exploits the fast, robust, and reasonably accurate phase estimator proposed in [4] . Moreover, in the reformulation of the model, we account for an error in the antenna pointing in elevation, maybe due to an unknown attitude, and we solve for this by exploiting measures on PSs located all over the swath. The maximum likelihood (ML) estimator here proposed is checked with both synthetic and real data, with the latter being represented by interferometric stacks of COSMO-SkyMed (CSK) and European Remote Sensing (ERS) satellites data.
II. PS MODEL
The estimation of the precise roll (or antenna pointing) angle and the coherent approach are carried out by exploiting a PS model that is a modified version of the one in [3] . We assume that the pth target in the nth image is affected by a gain variation in elevation G n (p, Δϑ n ), which is due to the contribution of the range spread loss and the antenna two-way pattern. We assume that this elevation-dependent gain is completely known, usually from internal calibration [5] - [8] , but for an error in elevation angle Δϑ n that may result from an attitude offset. We furthermore assume that the nominal elevation-dependent gain G n (p, 0) is normalized to unitary. The complex PS model is
where the same notations as in [3] have been adopted for the gains a n , the PS phases φ n,p , the PS amplitudes b p , and the superposed noise (clutter and thermal) w n,p . There are then N I × N P observations (images × PSs), and 2N I + 2N P unknowns: the sets {a n }, {Δϑ n }, {b p }, {v p } (these last being the PS noise variance), plus further N I × N P unknown phases φ n,p . The impact on noise of the elevation gain changes has been intentionally ignored: This simplifies a lot the inversion, at the cost of introducing a slight error in the PS quality.
A. Likelihood Formulation
Let us formulate the model (1) in matrices [9] 
where the column vectors Y c and X, of size [N P × N I , 1], are generated by stacking the columns with the elements in each image one upon another. The column vector Z in (2) is a circular normal noise with diagonal covariance matrix, 0196-2892/$31.00 © 2013 IEEE
where N = N I N P and " * " stands for the Hermitian transposition. The inverse covariance matrix is
p ). Then, by replacing this into (3), we get the expression of the log-likelihood
log a n − N log π (4) where
where we have introduced the simplified notation G n,p = G n (p, Δϑ n ) and where " " stands for the real part.
B. Phase Estimation
The simplest phase estimate, correspondent to the phaseblind ML solution, is just the argument of each complex sample
This choice leads to the major limitations of the noncoherent approach proposed in [3] . The estimate (7) is so noisy that, when we replace it into (6), we end up in exploiting the absolute values of data
On the other hand, if we knew φ n,p , then y r n,p would be the real part (with sign) of the phase-compensated data. We refer to this as coherent calibration. The difference in the two cases is that the data amplitudes are Rice distributed, whereas real parts are normal distributed. Rice distribution is biased with respect to the normal one, as shown in Fig. 1 [10] , and this bias impacts the permanent scatterer calibration (PScal) performance-as we show later.
A coherent approach that makes use of a linear phase model was proposed in [3] . Such a model is quite suited for groundbased radar, as both deformations and atmospheric contributions to the phase are linear within minutes [11] , [12] . This is no more the case of spaceborne SARs with weekly revisit, where the atmospheric phase screen (APS) is mostly incorrelated from one image to another.
The solution proposed here is to exploit the phase estimator proposed in [4] , which assumes that PSs located within an extent, for example, smaller than the APS lobe (tens to hundreds of meters), share a common phase (for each image) plus a contribution particular of each PS. We end in a separable phase model, which is efficiently retrieved by singular value decomposition (SVD) truncated to the first term. A feature of coherent methods [13] , [14] is to be able to cope with very few images, due to the better separation between the target and noise shown in the plot of Fig. 1 . In [4] , a reliable PS detection was achieved by processing only seven images, whereby the short temporal span was compensated by exploiting larger kernels in the space domain. Indeed, this is a major advantage of the proposed approach, enabling the characterization of PScal sites by means of transponders and corners maintained during the commissioning phase (three months for Sentinel-1).
C. Iterative ML Solution
The coherent ML estimator exploits the phase-compensated data y r n,p in (6) and iterates by maximizing (4) with respect to each set of parameters, a, b, Δϑ, v, which are the image amplitudes, the PS amplitudes, the roll-angle deviations, and the PS noise variances, respectively. The maximization is nonlinear, and therefore, this procedure converges only if a good starting point is given. The initialization is achieved by means of a singular value decomposition on the data amplitudes. The complete algorithm is detailed in Fig. 2 .
1) SVD-Fast Initialization:
This is provided by approximating the data amplitudes according to the following model:
formulated for nominal pointing Δϑ = 0 and for PSs having the same quality. Therefore, we take the data amplitude in the PS locations, compensate them for the nominal antenna pattern and range spread loss, and apply SVD truncated to the first eigenvalue
then, u and v are the "initial" guess for the image gains a n and the PS amplitudes b p , respectively.
2) PS Amplitude Estimation: This is achieved by maximizing (4) with respect to
and assuming a n , v p , Δϑ n as from the previous step. We get from (4)b
We can prove the unbiasedness of the coherent estimate by replacing the model (1) into (10) 
3) PS Quality Estimation:
This is then to be carried out as a function of the PS amplitudes, just estimated, and a n , Δϑ n estimated at the previous step
4) Image Amplitude Estimation:
which leads to a second-order equation
whose largest solution is the estimate of the gain. We can show that this estimate is unbiased, but only in the coherent case. We get from (12)
We take the expectation of the right-hand term, and we replace the amplitudes y n,p according to the model (1)
Eventually, we do the same for the left-hand term of (13) E a n
If the coherent approach is assumed, y r n,p is a normaldistributed variable with mean a n G n,p b p (6) , and then, (15) becomes
which matches (14) , proving the unbiasedness. For the noncoherent approach, (8) leads to y r n,p = |y n,p | that is Rice distributed with the mean value > a n G n,p b p [10] , and the estimate is biased.
5) Precise Roll-Angle Estimation: This is carried out by the linearization of the beam pattern with respect to the unknown mispointing
with g n,p , g n,p being the pattern and its derivative computed in the absence of pointing error, respectively. The linearization is justified by the smoothness of the pattern and the small extent of the mispointing. The estimate is then achieved by replacing (17) into (4) and nulling the derivatives, which leads to
The estimate involves the amplitude normalized data y r n,p /a n , weighted by a term b p g n,p /v p that accounts for both the PS SNR and the gain derivative (versus the elevation angle). In fact, the most useful PSs are those located close to the steep slopes of the pattern, usually at the near and the far range. The second term in (18) acts as debiasing, as it can be evidenced by replacing (1) into (18).
III. PERFORMANCE ASSESSMENT
We provide first an estimation of the performances achievable in the image amplitudes a n and, then, in the roll-angle deviations Δϑ n .
A. Radiometric Normalization Accuracy
The image gains and PS amplitudes are affected by an ambiguity in the form of a scale factor k, which results from (1)
However, if at least one absolutely calibrated image, for example, by exploiting corners or transponders (see [1] and [2] ), is given, the whole stack can be absolutely calibrated with the method proposed in [3] . We then estimate the bias and standard deviation of amplitudes with respect to the reference one by exploiting the simplified model
that assumes nominal elevation patterns and image amplitudes close to unitary. This leads to both the coherent and noncoherent estimatesâ andã, respectivelỹ
The two estimates are actually a summation of either the Riceor normal-distributed random variables (rv), which we rewrite as follows:ã
where α is a complex circular normal rv
The mean and variance of the Rice-distributed rv |α| are [10]
where L 1/2 is the Laguerre polynomial, which can be expanded for large values of its argument x
Then, if we replace (25) into (28), we get the following approximation:
that we plug into (23) to evaluate the bias and variance of the noncoherent gain estimates
which results, for the constant SNR
For the coherent estimator, we get by (22) and (25)
Finally, we are interested for the accuracy of the bias of the gains expressed in decibels a = a + = a 1 + a ã dB = a dB + 20 log 10 1 + a a dB + 20 ln 10 a with being the bias, assumed so small to justify the linear approximation in the last expression. Then
and for the variance
The bias of the gain in decibels has been plotted in the topleft panel of Fig. 3 , by assuming the constant SNR case, as a 
close to 0.15 dB, which is significantly larger than the standard deviation, 0.06 dB. On the other hand, in the coherent case, even if the phase noise would halve the SNR, we get a standard deviation well below 0.1 dB. The coherent PScal seems to outperform the noncoherent one, even in the extremely favorable case in which only 1000 PSs have been considered, with SNR = 10 dB, and by assuming only a 1-dB change in the noise power in one image. However, we should take care of the propagation of errors in the phase estimate. A Monte Carlo simulation led by estimating the phase by averaging over N P S = 1-10 PSs shows a residual bias, plotted in the topright panel of Fig. 3 as a function of the PS quality. The case N P S = 1 corresponds to the noncoherent approach, and we find consensus with the result from (26), plotted on the left panel. However, it is enough to average two PSs to half that bias (in decibels), whereas with just five PSs of SNR = 10 dB, the bias is reduced to ∼0.05 dB, a value that compares with the standard deviation in the aforementioned example. The standard deviation of the gain is plotted in the bottom panel of Fig. 3 , estimated by simulating the full model (1) (but assuming G n,p unitary) and compared with the accuracy achieved by the one-step SVD approach in (9) and the one from the approximation in (34). These results show the goodness of the approximations, with the major limit being the linearization of the logarithm in (36) which leads to a slight overestimation of the variance. It is quite noticeable how the fast SVD approach here proposed gets quite close to the optimum, which is reached then by a few ML iterations.
B. Roll-Angle Error Accuracy
Evaluating of the accuracy of the roll-angle estimate is complicated by the dependence upon both the PS quality and the derivative of the elevation gain pattern in (18). Then, we provide here results from Monte Carlo simulations.
We first point out that, also in this case, there is an ambiguity that leads to the estimate of all the roll angles but for a constant shift. This ambiguity applies only if all the patterns are identical and the PS amplitudes are unknown. Then, by replacing (1), we get the model for observations (in the absence of noise)
and any range-varying change in the pattern, f (p), could be attributed to a similar change in the PS amplitude profile. Therefore, we can achieve the unambiguous estimate just by changing the pattern of at least one acquisition. In our case, we exploited observations from all the four satellites in the CSK constellation. The elevation patterns of the N I = 36 acquisitions used, plotted in Fig. 4 , do not change so much. Nonetheless, the accuracy resulting from the numerical simulation of the model (1) by assuming N P = 10 5 PSs equal spaced in range, plotted in the same figure on the right for different PS qualities, provides standard deviations of the pointing angle of a few millidegrees. In the simulation, we have assumed that both the images and the PS amplitudes were uniformly distributed, with the PS variances dimensioned to give constant SNR, and the unknown pointing angle Δϑ n was randomly distributed within 0.1
• . A further simulation was run by introducing a random smooth error in the knowledge of the antenna pattern, as shown in Fig. 5 on the right. The extent of the error was bounded within 0, 0.05, and 0.1 dB, corresponding respectively to no error, 5%, and 10% of the gain ripple, with this last being a really worst case with respect to the accuracy achievable by internal calibration and the antenna model [6] , [7] , [15] . The resulting accuracy, plotted on the left, shows a degradation from 10 to 20 millidegrees in the two noisy cases. Such accuracies compare with the 7 millidegrees achieved by the method proposed [5] , where a pattern with a sharp notch in the middle range was generated and then measured by a rain forest scene. 
IV. VALIDATION WITH SAR DATA STACKS
A validation of the proposed method has been carried out with both the ascending and the descending CSK stack over Milano and the ERS-1 stack over Flevoland, whose parameters are summarized in Table I . The amplitudes and processed blocks for the CSK data are shown in Fig. 6 , while the ERSFlevoland stack is the same as in [4] .
The 70-km-long CSK strips covering two standard scenes provided a very good test bed to check for the stability of the gain estimation. Both the ascending and descending stacks were subdivided into six independent strips, as shown in Fig. 6 (ascending data), and gain estimated by the coherent and the noncoherent PScal. In this first test, we renounced to estimate any roll angle, by assuming G n,p = 1, in order to keep the number of parameters as small as possible.
The dispersion of the gain estimated by coherent PScal is shown in the bottom-right histogram of Fig. 7 . This is within less than 1 dB for all the 6 × 32 ascending and 6 × 20 descending blocks. However, a slow time-varying gain was noticed in some images and plotted in the same figure (topleft panel) . Then, gains were trended by a linear term, and the histogram of the residual is reported in the bottom-right panel of the same figure. The mode, 0.03 dB, is roughly unchanged, but the maximum dispersion is now 0.4 dB. There is indeed a minority of images with a gain standard deviation, for example, larger than 0.1 dB, and in most cases, these images have low coherence (as measured on PS according to Guccione et al. [4] ) and are shown in the scatterplot in the same figure.
It should be remarked that these results have been achieved by the coherent PScal approach. For the incoherent PScal, we expect very similar results for most of the images, except for those that are quite noisy, identified by their low coherence in Fig. 7 . For these cases, we try to quantify the differential bias by estimating the local SNR, i.e., by transposing a n and b p in (20) and (11) 
and then combining (39) with (26) and (35). The idea is that this bias should affect much more the noncoherent than the proposed approach, and this is confirmed by the cross-plots of the gain difference with the bias estimated from the local PS noise, shown in Fig. 8 for both ERS and CSK data. For the majority of the images, this effect is almost negligible, confirming the quality of the incoherent PScal. However, for some images, the bias leads to errors in the incoherent approach, up to 1 dB. Notice that the dispersion of the scatterplot with respect to its diagonal for these worst cases prevents any attempt to debias the noncoherent PScal estimates since the a posteriori estimate from (39) is too inaccurate. For such images, the use of the coherent PScal is paramount.
The accuracy of the three-angle estimator has been checked by exploiting the set of 36 descending images over the urban area of Milano, shown in Fig. 6 . Each image has been divided into 20 blocks, each with 256 range lines for a total of less than half a million PSs. The standard deviation of the estimated gain has been cross-plotted in Fig. 9 versus the standard deviation of the roll angles. The mode of the roll-angle dispersion is ∼20 millidegrees. Such accuracy is the combined contribution of COSMO-SkyMed stability and the sensitivity of the estimate, and we cannot distinguish the two. However, an attempt was made to show the sensor-dependent contribution by mapping the measured roll versus gain for the different 
V. CONCLUSION
We have proposed a method that exploits natural stable targets to monitor the radiometric gain and to estimate the overall mechanical and the electrical pointing off-boresight from interferometric images acquired by repeated geometries. The method bases on a coherent ML implementation and exploits SVD for fast initialization. The major advantages of the coherent method are the following: 1) It requires very few images (for example, less than ten) for PS detection, and 2) it mitigates the differential bias that may occur as the noise due to scene changes or propagation perturbations. Analyses carried out over CSK data, acquired by the four sensors of the constellation for a time span of three years, have shown a typical stability of 0.03 dB (mode). Monitoring long strips (80 km) by exploiting small blocks (7 km), allowed to observe gain trends with time. These results prove the intrinsic stability of the PSs over a long term and qualify them as "natural calibrators." The absolute calibration is then achieved by combining measures from active or passive calibrators [1] , [2] , taken in the commissioning phase of the mission, as detailed in [3] .
The estimate of the fine pointing in elevation is affected by a similar ambiguity, which can be solved if the same scene is observed by different beam patterns. In the data sets processed, this difference was provided by the combination of acquisitions from the four satellites in the constellation. The achievable accuracy, predicted by simulations in the range of 5-20 millidegrees, on the base of a single site with 100k PSs is partly confirmed by results or real data. Such accuracy compares with that achieved from the pattern-notch method in [5] .
