In this paper, a new swarm optimization improved BP (Back Propagation) algorithm, combination of PSE (Particle Swarm Evolution) and BP, called PSE-BP algorithm, is introduced to train ANN (Artificial Neural Network) for the purpose of microchananel resistance factor prediction. The PSE algorithm was firstly proposed by comprehensively learning the principle of gradient descent, genetic algorithm and particle swarm optimization. Then, the search capability of PSE was analyzed by a standard cost function. Its appropriate control parameters were also determined by the same time. By utilizing the global search ability and high search efficiency of PSE algorithm, the improved BP (PSE-BP) algorithm was proposed. The training efficiency of PSE-BP algorithm was tested and compared with BP algorithm using Iris dataset. Finally, the resistance factor of rectangular cross-section microchannel was established using ANN, and trained with PSE-BP and BP algorithm, respectively. The results show that the PSE-BP algorithm can greatly improve the training efficiency of ANN, compare with BP algorithm. And the microchananel resistance factors, which predicted by ANN model and trained with PSE-BP algorithm, are in good agreement with the simulation samples.
I. INTRODUCTION
Artificial neural network (ANN) is a kind of mathematical model, which is the simulation and simplification of the information processing and transmission mechanism of biological nervous system. ANN has extremely strong adaptability to nonlinear problems by training to approach target system, which is also called learning [1] - [4] . The training process of ANN is actually the minimum optimization process of the output error function (cost function), and using all the weights and biases as argument. It is important to provide accurate numerical methods to predict flow characteristics such as pressure drop and resistance factor of fluid in microchannel. Based on the strongly nonlinear recognition ability, ANN has been widely used in microfluidic devices such as Bar et al. [5] studied the non-Newtonian liquid flow through piping components using ANN. Alizadehdakhel et al. [6] studied the two-phase flow pressure drop using ANN. Zhao and Su [7] The associate editor coordinating the review of this manuscript and approving it for publication was Chao Tong.
predicted the pressure coefficient of cyclone separators using ANN. Rahimi et al. [8] predicted the flow characteristic in serpentine micro-channels by the application of ANN and GA (genetic algorithm). Beigzadeh and Rahimi [9] studied the heat transfer and flow characteristics in helically coiled tubes using ANN. Moreover, Xiea et al. [10] , Rosa et al. [11] Cai et al. [12] , Wu et al. [13] studied the flow regime classification using ANN. All the researches showed that the ANN has very high accuracy in the application of prediction and classification.
Theoretically, all the function optimization algorithms can be adopted to train ANN. A back propagation (BP) algorithm [14] - [16] and krill herd algorithm(KHA) [17] , [18] are the most widely used ANN training algorithm at present. The BPN(BP algorithm trained neural network) has been widely applied in many fields, such as pattern recognition [19] , function approximation [20] and image processing [21] etc. However, it was found that there were many shortcomings in the training process of BPN, including slow convergence, the emergence of local extremum, low learning efficiency and so on. In this case, many improvements have been done to overcome the shortcomings of BP algorithm, such as additional momentum method [22] , adaptive learning rate method, and flexible BP algorithm [23] . Due to BP algorithm is based on gradient descent (GD) method. It is actually using one particle to search the solution space of the output error function. Therefore, that improvement method still can't overcome the local optimization problem of BP algorithm [24] . There is no doubt that it is easy to converge to local optimum when the output error function has multiple minimum values.
To avoid local optimum problem of BP algorithm, swarm optimization algorithm was adopted to train ANN. The most widely used swarm optimization algorithms are genetic algorithm (GA) and particle swarm optimization (PSO) algorithm. Bui and Hasegawa [25] applied the hybrid model including BPN and genetic algorithm (GA) to estimate the nanofluids density. Valdez et al. [26] designed a new approach using fuzzy logic to dynamically adapt some parameters of the particle swarm optimization algorithm, such as the weight of inertia and learning factors. Yu and Xu [27] studied the weld appearance prediction with BP neural network improved by genetic algorithm. Moreover, Zhang et al. [28] proposed a method to optimize a BP algorithm based on genetic algorithm (GA) to speed the training of BP, and to overcome BP's disadvantage of being easily stuck in a local minimum.GA utilizes a large number of individuals to search the solution space of the cost function to simulate the biological gene evolution process. There is no doubt that GA has good global searching ability and can learn the near-optimum solution without the gradient information of error functions. But it has weak global search ability and slow convergence speed.
Furthermore, many researchers also [29] - [31] tried to use PSO to train ANN by adding an extra term to the velocity update function reduced the possibility of sticking in a local minimum. As is known to all, PSO is simulating the birds foraging process by tracking the history optimum of the particle itself and the particle swarm to search the solution space of the cost function, it has the characteristic of fast convergence speed and can solve some complex problems [32] . However, due to the historical optimum tracking mechanism, it is still possible to converge to local optimum.
The goal of this paper is to study swarm optimization algorithm to improve the BP algorithm, overcome the local optimum problem of BP algorithm and improve the training efficiency of ANN for microchannel resistance factor. By analyzing, we know that GD algorithm has strong local search ability but weak global search ability, GA algorithm has strong global search ability but weak local search ability, and PSO algorithm has fast convergence speed but weak reliability. Therefore, GD, GA and PSO have the characteristic of complementary advantages. By the combination of GA, GA and PSO, a novel swarm optimization algorithm was proposed, which called particle swarm evolution (PSE) algorithm. Then, the BP algorithm is improved to propose PSE-BP algorithm, and the efficiency of BP-PSE and BP algorithm are also contrasted by Iris dataset and microchannel resistance sample.
II. PSE ALGORITHM A. ANALYSIS OF GD, GA AND PSO ALGORITHMS
For the PSE algorithm is based on the GD, GA and PSO algorithms, so we will introduce their principles first.
(1) The basic principle of GD algorithm is searching the minimum value along the negative gradient direction of the cost function. By continuously updating the position of the search particle in the solution space of the cost function, GD can reach the minimum finally. Due to the negative gradient direction is the fastest decrease direction of the cost function value, so GD is also called steepest descent algorithm.
Assuming that the target function is y = f (x), how to search the parameter value x when y is equal to the expected valueȳ. The cost function of this question can be expressed as
Using GD, the position (x) update operator can be expressed as
where, k is the searching time, η is learning rate.
(2) GA algorithm utilizes three kinds of genetic operations, which are crossing, variation and selection, to drive the population evolve to higher sufficiency. For real encoding, the crossing operator of GA can be expressed as
where, r is a random value between 0 to 1, x p1 and x p2 are the gene (position of the search particle) of the parents respectively, and x c is gene of the child. In GA algorithm, the parents is selected by using roulette algorithm based on the fitness of the individuals in the population. The higher the individual's fitness, the higher the selected proportion of the parents. And the fitness function to compute the fitness of the gene of the individual can be expressed as
where,ê can be expressed aŝ
After crossing, the individuals with the minimum fitness will be eliminated, which is called selection. And the minimum fitness of some residual individuals will take different operation. The variation operator of GA can be expressed as (6) where, C v is a constant, normally set to 2.
(3) PSO algorithm has only two kinds of operations, which are speed update and position update. The speed update operator can be expressed as
where, c 1 and c 2 are constants, r 1 and r 2 are random values between 0 to 1, p(k) is the history optimum of the particle itself, g(k) is the history optimum of the particle swarm. The position operator of PSO can be expressed as
In this way, the optimum can be searched by continuously adjusting the speed and position of the particles in the particle swarm.
B. PRINCIPLE OF PSE ALGORITHM
PSE algorithm is not a simple combination of PSO, GA and GD algorithm, but an improvement of GD algorithm based on the core features of PSO's group search and GA's population evolution. GD algorithm uses a single particle to search the solution space of the cost function. When the solution space has multiple minima, it is hard to converge to the minimum. At this time, by adopting the group search mechanism of PSO, using multiple GD search particles to parallel search the solution space, which will greatly improve the probability of finding the global optimal point. However, due to the inherent characteristics of GD algorithm (searching in the direction of negative gradient), the algorithm still has a high risk of falling into local minimum. In an extreme case, when all search particles fall into the same local optimal region, the GD algorithm can only converge to the local optimal point. It has no ability to jump out of the local optimal region because of the negative gradient search characteristics. At this time, combining the mutation mechanism of GA algorithm (multiplying the position value with a larger random number), giving the search particles jumping ability to depart from the local optimal region. Meanwhile, the GA's crossover mechanism derives new search particles by using comparative advantage search particles. The new search particles inherit the advantages of the original search particles can improve the convergence speed of the algorithm. And the GA's selection mechanism, by eliminating inefficient search particles, can make more efficient use of computer computing resources.
The principle of PSE algorithm is based on PSO algorithm, which also utilizes a large number of particles to form particle swarm and then searches the solution space of the cost function. Different from PSO algorithm, the speed update of the PSE algorithm does not adopt the way of tracking the historical optimal position, but the gradient descent method which increases the inertia term. As same as GD, the search speed of the particle is increased along the negative gradient direction of the cost function. And, the search acceleration of particle is generated by the gradient of cost function. Therefore, the speed update operator of PSE can be express as
where, α is velocity attenuation factor; β is the acceleration regulator factor. The position update operator of PSE is the same as PSO, refer to Eq (8) . After several times of searching, the particle swarm will be carried out a genetic operation to eliminate the particles with small fitness value, retain the strong fitness particles and generate new particles. The genetic operators of PSE are the same as GA, which shown in Eq (3) to Eq (6) .
The searching process of PSE is shown in Fig.1 , which N , P c , P v and N s are the population of the particle swarm, the crossover probability, the variation probability and the searching times, respectively. The specific operation process of PSE is as follows.
(1) Initialization. N particles were generated first, then the position and velocity of these particles were set to random value and zeros.
(2) Crossing. Calculating the fitness value of particles in the particle swarm, refer to Eq(4). According to the fitness value of the particles, using the roulette wheel algorithm to select two particles each time to crossover and then generate new particles, refer to Eq(3). Repeat P c N times.
(3) Search. Updating the velocity and position of the particles in the particle swarm, refer to Eq(9) and Eq (8) . Repeat N s times.
(4) Termination judgment. Calculating the fitness value of the particles in the particle swarm, refer to Eq(4). If the value of cost function of the biggest fitness particles is less than the convergence value, end the process. If not, go on to the next step. (5) Selection. Calculating fitness value of each in particle swarm, and eliminating P c N particles with the smallest fitness value.
(6) Variation. Selecting P c N particles with minimum fitness in particle swarm for variation operation, refer to Eq (6) . And go to step (2).
III. SEARCH CAPABILITY ANALYSIS OF PSE
The control parameters of the PSE algorithm include N , P c , P v , N s , α and β. Next, we will employ a standard cost function (Eq3.51) to study the capability of PSE by the control parameters. And the picture of cost function is shown in Fig  2 .
where, x ∈ [0, 1]; y ∈ [0, 1]. In our calculation, the max evolution times N e max and convergence error e max were set to 100 and 0.0001. By comparing the proportion of convergence times (search success rate R s ) in 100 tests under different control parameters, the average evolution generation N eq and the maximum evolution generations N max converge to test the searching ability of the PSE algorithm. It means that the higher the search success rate is, the smaller the average and the maximum evolution generations are, and the stronger the search ability of the algorithm is. The values of the control parameters and test results are shown in Tab.1. The curves of search capability varying with control parameters are shown in Fig3 -Fig8. Fig 3 shows the test result curve corresponding to different particle swarm optimization scale from Num1, 2, 3, 4 and 5 in Table 1 . It is observed that with increase of particle swarm size, the search success rate of algorithm remains unchanged at 100%, and the average and the maximum evolution generations decrease gradually, but the amplitude of the decrease is reduced. The results show that increasing the particle swarm size can improve its search ability, but when the particle swarm size exceeds a certain limit, continuing to increase the population size does not contribute much to improving the search capability of the PSE algorithm. Table 1 . As you can see, the search success rate of the algorithm is 100% except when the crossover probability is zero. With the increase of crossover probability, the average evolution generations decreases gradually, but the maximum evolution generations curve has an oscillation variety. In general, crossover operation can improve the search ability of the algorithm. However, the excessive crossover probability can cause the algorithm to oscillate easily which results in nonconvergence. As a result, it is appropriate to set the crossover probability at 0.5. Fig 5 shows the test result curve corresponding to different variation probability from Num 10, 11, 2, 12 and 13 in Table 1 . Obviously, with the increase of mutation probability, the average and maximum evolution generations decrease first and then increase gradually. However, with the increase of mutation probability, the search success increases first and then decreases. The results show that mutation probability will reduce the search ability of the PSE algorithm no matter larger or smaller, so it should be set at 0.5. Fig 6 shows the test result curve corresponding to different rate attenuation factor from Num 14, 2, 15, 16 and 17 in Table 1 . As you can see, with the decrease of rate attenuation factor, the search success rate of the algorithm is always 100%, but the average and maximum evolution generations tend to decrease gradually. In general, the results show the search ability of the algorithm can be improved by increasing the rate attenuation factor of the PSE algorithm. Comparison of the test results of group 2, 18, 19, 20 and 21, we get the curve corresponding to different acceleration regulation factor, as shown in Fig7. Apparently, the search success rate remains at 100% when the acceleration regulation factor is less than negative 2, and then it will drop dramatically with increasing the factor. Actually, when the acceleration regulation factor is 0.1, the search success is really less than 20%. Furthermore, with increasing the factor, the average and maximum evolution generations tend to decrease and then increase abruptly. In general, an appropriate acceleration regulation factor can improve the search ability of the algorithm, but larger factor will cause the algorithm to oscillate which decreases the searching capability. Therefore, in order to ensure the searching efficiency, the acceleration regulation factor should be set restrainedly.
Fig8 shows the test result curve corresponding to different particle search times from Num22, 23, 2, 24 and 25 in Table 1 . It is observed that with the increase of particle search times, the search success rate of algorithm remains unchanged at 100%, and the average and the maximum evolution generations decrease gradually, but the amplitude of the decrease is reduced. The results show that increasing the particle search times can improve the search speed of the PSE algorithm, but too high particle search times has little contribution to improving the search ability of the algorithm.
In summary, the search ability of the PSE algorithm is affected by the population size, crossover probability, mutation probability, velocity attenuation factor, acceleration regulation factor, and particle search times. The larger the population size, acceleration regulation factor, and particle search times, the stronger the search ability of the algorithm. Then the crossover probability and mutation probability are set to 0.5, too large or too small will reduce the search ability of the algorithm. In addition, it should be noted that the acceleration regulation factors must be set carefully. If the acceleration regulation factor is too small, the search speed of the algorithm is slow, but if the acceleration is too large, the algorithm may oscillate without convergence.
IV. PSE-BP ALGORITHM
From the above analysis, we can see that the PSE algorithm has the characteristics of strong ability of searching for global and local and it also has fast searching speed that can greatly improve the efficiency of neural network training. It is necessary to solve the gradient of the error function for each layer weight matrix and offset vector because the particle velocity of the PSE algorithm is related to the gradient of the error function, but the BP algorithm has obvious advantages in solving the corresponding gradient. According to this feature, combining the PSE algorithm with the BP algorithm and then the PSE-BP algorithm is obtained. In this way, the corresponding gradient can be solved by the BP algorithm, and then the PSE algorithm is used to update each layer weight matrix and offset vector.
The basic variables of the neural network are the weight matrix and offset vector. The position of the particles is represented in their set form. So, for n+1 feed-forward neural network, the position of the particles can be expressed as:
The speed of the particles can be expressed as:
The particle velocity update operator can be expressed as:
The particle position update operator can be expressed as:
The crossover operator can be expressed as: where, R and D are a random matrix between 0 to 1 and all 1 matrix, which has the same values of dimensions of W i . And R and D are a random vector between 0 to 1 and all 1 vector, which has the same values of dimensions of B i . The mutation operator can be expressed as:
V. TRAINING EFFICIENCY TEST OF PSE-BP
In order to verify the efficiency of the PSE-BP algorithm for neural network training, we used the Iris standard data set to make comparison tests on training efficiency of the PSE-BP algorithm and the BP algorithm. The Iris standard data set is a widely used pattern classification system test data set which includes a total of 150 samples and is divided into Setosa, Versicolor and Virginica. Each type of sample accounts for 1/3 of the total number of samples, which are respectively expressed as C set , C ver and C vir . The lable definition of Setosa Versicolor and Virginica is listed in TABLE 2.
For the Iris has four features and three modes. Therefore, a three-layer feed-forward neural network with 4-3-3 structure is adopted. The network's hidden layer and output layer activation functions are all adopted as Sigmoid functions. The network structure is shown as following Fig 9. In order to make the network easier to converge, the sample needs to be preprocessed. The sample pretreatment formula can be expressed as:
where s i , x i are respectively sample values before and after pretreatment. The network was trained by using the PSE-BP algorithm, the standard BP algorithm, and the BP algorithm that adds the inertia item. The train settings of the algorithms are listed in TABLE 3. The relationship curve between average output variance of the network by training, evolutionary algebra of the PSE-BP algorithm and the searching times of the BP algorithm are shown as following Fig 10 . As we can see from the Fig 10, the PSE-BP algorithm is superior to the BP algorithm both in mean squared deviation of training and the decline rate of the mean squared curve. Compared with the standard BP algorithm, the BP algorithm that adds the inertial term has greatly improved its training efficiency, but it is still less than the training efficiency of the PSE-BP algorithm. The results show that the PSE-BP algorithm can improve the convergence speed of multi-layer feed-forward neural network and improve training efficiency.
VI. MICROCHANNEL RESISTANCE FACTOR MODEL
For the rectangle cross-section microchannel, the pressure curve changes liner, so the resistance factor is constant [34] . Therefore, the structure parameters of rectangular crosssection straight micro-channel are the width and height of the micro-channel, so the input and signal are w, h, and η, respectively. Based on ANN, the micro-channel resistance feature model is established, as shown in Fig 11 . Using self-designed automatic simulation framework based on the Fluent CFD, the microchannel width and height ranging from 50 µm to 500 µm, 200 sets of resistance factor samples were obtained, and the partial microchannel resistance factor samples are shown in Tab VI. The detailed simulation model, parameter setting and simulation method have been shown in our previous paper [35] .
In order to further compare the training efficiency of BP algorithm and PSE-BP algorithm, the BP algorithm and PSE-BP algorithm were used to train the microchannel resistance factor model. To make the model more convergent, the resistance factor samples were pretreated before training, and the pretreatment formula was shown in Eq.21.
A. BP ALGORITHM TRAINING
The inertial regulatory factor for BP algorithm is 0.9, the learning rate is 0.01, and the convergence error is 0.001. Starting from 1, the number of hidden layer neurons of the model is gradually enlarged, and the model converges when the number of hidden layer neurons is 2. The each layer weight matrix and offset vector obtained by training is shown in Eq.22. And the relation curve between the variance of the network output and the particle search frequency during the training process is shown in Fig.12 For PSE-BP algorithm, the particle swarm size is 20, the crossover probability is 0.5, the mutation probability is 0.5, the velocity attenuation factor is 0.9, the acceleration adjustment factor is 0.01, the particle search frequency is 20, and the convergence error is 0.001. And also start from 1, the number of hidden layer neurons of the model is gradually increased, and the model converges when the number of hidden layer neurons is 2. The weight matrix and offset vector obtained by training is shown in Eq.23. The relation curve between the variance of the network output and evolutionary algebra during the training process is shown in Fig 13 .
As shown in Fig 12, the model can converge only under the condition of the search frequency of BP algorithm must reach more than 12,000. And the relation curve has a long flat between its variance of the network output and the search times. The training efficiency is low. From Fig 13, the evolutionary algebra of PSE-BP algorithm training is 30 generations, and the search times of equivalent individual particles is only 600. Apparently, the training efficiency is more than 20 times higher than that of the BP algorithm with over 12,000. It is further proved that the PSE-BP algorithm can greatly improve the training efficiency of the microchannel resistance factor model compared with BP algorithm. The comparison between the microchannel resistance feature coefficients which calculated by the training results of PSE-BP algorithm and the simulation results is shown in Fig.14. It can be seen that the simulation is in good agreement with the training results, and the error is small(within 5%). As a whole, the microchannel resistance factors can be effectively extracted by using the PSE-BP algorithm, and the weight matrix and offset vector obtained by training are correct.
VII. CONCLUSION
In this paper, the principle of gradient descent method, genetic algorithm and particle swarm optimization were studied. With the combination of gradient descent method, genetic algorithm and particle swarm, a novel swarm optimization algorithmcalled particle swarm evolution was proposed. The searchingcapability of PSE was analyzed by using a standard cost function. Results show that, PSE can obtain strong searching capability by setting appropriate parameters, the crossover rate and variationrate of PSE is better to set to 0.5. It also revealedthat the greater population size, searching times and speed factor, the stronger searching capability of PSE is. And, the acceleration regulation factors must be set carefully. If the acceleration regulation factor is too small, the search speed of the algorithm is slow, but if the acceleration is too large, the algorithm may oscillate without convergence. Moreover, increasing the particle search times can improve the search speed of the PSE algorithm, but too high particle search times have little contribution to improving the search ability of the algorithm.
In general, PSE algorithm has the characteristics of strong ability of searching for global and local. It also has fast searching speed that can greatly improve the efficiency of neural network training. Therefore, PSE was used to improve BP algorithm for ANN training process, which called the PSE-BP algorithm. Iris dataset was adopted to test the training efficiency of PSE-BP, and compare with BP algorithm. The result shows that the PSE-BP algorithm is superior to the BP algorithm both in mean squared deviation of training and the decline rate of the mean squared curve, and it can improve the convergence speed of multi-layer feed-forward neural network and training efficiency. Moreover, for microchannel resistance factor model, the training results of PSE-BP algorithm are in good agreement with the simulation samples of microchannel factor, and the error is within 5%. The results show that the PSE-BP algorithm can greatly improve the training efficiency of ANN, compared with BP algorihtm.
In this research, the rectangular cross-section straight micro-channel are adopted to test the suitable of PSE-BP algorithm, and the input signal are only w and h. Therefore, in order to further verify the application of PSE-BP method to resistance factor model, more complex microchannel will be researched in our future work, such as serpentine or curved microchannel.
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