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Let h be any rapidly increasing function recursive in the halting problem. 
One can find a double recursive program of size n for a zero-one valued function 
of finite support whose smallest primitive recursive program is larger than h(n). 
One can find a general recursive program of size n for a zero-one valued function 
of finite support such that any general recursive program of size at most h(n) for 
the function runs extremely slowly on all large arguments. 
I .  INTRODUCTION 
Restricted programming languages, for example, primitive recursive 
definition schemes, cannot be nearly as succinct in describing primitive 
reeursive functions as a general programming language (Blum, 1967). 
Constable and Borodin (1970), Constable (1970) and Drum (1970) have 
asked how much economy in program size and efficiency can be achieved 
as one increases the power of programming languages. In this paper we 
prove that even for very simple functions, namely, functions of finite support, 
one can obtain economies in program size by any recursive amount (the 
amount of improvement can actually exceed any function recursive in 4') with 
a slight increase in the power of the programming language. Moreover, 
the more succinct programs are essentially no less efficient in running time. 
However, we also show that all small programs for certain functions of 
finite support may be arbitrarily slower than longer programs. In a final 
section we consider the degrees of undecidabil ity of the sets of minimal 
size programs in general programming languages. Blum has shown that these 
sets are all immune (Blum, 1967). We present a proof due to Young that 
these sets are in general not recursively isomorphic, but we show that they 
are in the same Turing degree as 4" (cf. Rogers, 1967). 
* Work reported herein was supported in part by Project MAC, an M.I.T. research 
program sponsored by the Advanced Research Projects Agency, Department of 
Defense, under Office of Naval Research Contract Number N00014-70-A-0362-0001. 
Reproduction i whole or in part is permitted for any purpose of the United States 
Government. 
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I I .  ENUMERATIONS AND Loop PROGRAMS 
Let Po, Pl ,... be an enumeration of partial functions of one argument 
over the nonnegative integers N. It will be convenient o describe the 
enumeration as deriving from a sequence of definitions or programs, with Pi 
being the function defined by program i. 
We can associate with the enumeration a size function s where s(i) is the 
size of program i. For example, P0, Pl ,... might be an enumeration of the 
primitive recursive functions of one argument deriving from an enumeration 
of primitive recursive definition schemes, with s(i) taken to be the total 
number of occurrences of symbols in the i-th definition. We define the size 
of a function f to be s(f) -- min{s(i) lp~ =f} .  
We assume only that s is a recursive function satisfying a slight weakening 
of Blum's definition of a size function (Blum, 1967). Let D O , D 1 ,... be a 
canonical (one-one effective (Rogers, 1967)) enumeration of all finite subsets 
of N. There is a recursive function 3 such that for any n ~ N we have 
{p~]s(pi) <~ n} - {pj ]jEDs(~) }. Thus there are only finitely many 
functions of a given size, and programs for these functions can be found 
effectively. There may, however, be infinitely many programs of any given 
size. The identity function can be used as a size function for any enumeration. 
The function P(i, x )= p~(x) is called the universal function for the 
enumeration. I f P is partial recursive the enumeration is called an effective 
enumeration. 
Let ~r be a one-one recursive function of two arguments, and zh, ~r 2 
recursive functions of one argument such that zr(zrl(x), ~r2(x)) = x. Such 
a function is called a pairing function. Many simple pairing functions are 
known, but it will be sufficient here to assume only that ~r, ~r 1 , zr 2 are primitive 
recursive. We write (x ,y )  instead of ~r(x, y). An enumeration P0, Pl .... is 
called uniform if there exists a recursive function ~ of two arguments uch 
that pi(fx, y)) = Po(~,x)(Y) for all i, x, y ~N. 
To illustrate these definitions we introduce the Loop programming 
language for the primitive recursive and double recursive functions (Meyer 
and Ritchie, 1967; Ritchie, 1968). 
A Loop program is a finite sequence of instructions for manipulating 
"registers" numbered 0, 1, 2,.. which may contain any nonnegative integer. 
Only two types of instructions actually affect the contents of the registers: 
an instruction of the form INC(i) means the integer in register i is to be 
incremented by one, and an instruction of the form COPY(i, j) means the 
integer in register i is to be replaced by the integer in register j; the integer 
in register j remains unchanged. Instructions are normally to be performed 
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in sequential order in the program. In addition there are two more instructions 
of the form LOOP(i) and END which occur in matched pairs like left and 
right parentheses and which affect the order of instruction executions. If P 
is a Loop program, then 
LOOP(i) 
P 
END 
is also a Loop program and means that the program 1 ~ is to be repeated a
number of times equal to the integer in register i at the time the Loop(i) 
instruction was reached in the computation. (Changes in the contents of 
register i during execution of P do not affect he number of times P is to be 
repeated.) If the integer in i is zero, P is not executed. 
For example, if register 2 initially contains zero, then 
LOOP(O) 
COPY(0, 2) 
INC(2) 
END 
is a Loop program which replaces any integer x initially in register 0 by 
x ~" 1. If  register 3 also contains zero initially, then 
LOOP(1) 
COPY(2, 3) 
LOOP(O) 
COPY(O, 2) 
INC(2) 
END 
END 
is a Loop program which replaces any integer x initially in register one by 
x --" y where y is the integer initially in register zero. (The function x '-- y 
equals x -- y if x ~ y and equals 0 otherwise.) 
Given any Loop program, the function f(x) computed by the program is 
defined to be the integer left in register 0 at the end of the computation i  
which register 0 initially contained x and all other registers initially contained 
zero. Computations of functions of several variables can be defined similarly, 
and the set of functions computable by Loop programs are precisely the 
primitive recursive functions (Meyer and Ritchie, 1967; Ritchie, 1968). 
The size of a Loop program can be defined to be the number of instructions 
in it. This definition of size will satisfy our assumption about size functions 
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for any enumeration of primitive recursive functions based on an effective 
enumeration of Loop programs. 
Double Loop programs are an extension of Loop programs in which 
instructions of the form DLOOP(i) may appear (with a matching END 
instruction). If P is a Loop or Double Loop program then 
DLOOP(i) 
P 
END 
is also a Double Loop program and has the same meaning as the Loop 
program 
LOOP(i) 1 
LO?P(i)  I n 
LOOP(i)] 
P 
I 
END ] 
where n is the integer in register i at the time the DLOOP(i) instruction was 
last reached in the computation. The set of functions computed by Double 
Loop programs are precisely the double recursive functions of Peter (Ritchie, 
1968; Peter, 1967). Again the size of a Double Loop program is defined to be 
the number of instructions in it. 
It is known that there is a double recursive function which is universal 
for a uniform (and afortiori effective) enumeration of the primitive recursive 
functions of one argument (Peter, 1967). In particular, if we Godel number 
Loop programs in a straightforward way and define Pi to be the function of 
one argument computed by the Loop program with the i-th Godel number 
in increasing order, the sequence Po ,Pl ,... will be a uniform effective 
enumeration whose universal function is double recursive. Readers familiar 
with manipulations of primitive and double recursive functions will have 
no doubt of this last assertion, and we shall not belabor other readers with 
a proof. 
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I I I .  DECREASING THE SIZE OF PROGRAMS 
We show that the ability to write programs which refer to the universal 
function of an enumeration enables one to significantly decrease the size of 
programs. The decrease in size will appear even for very simple functions; 
for example we consider zero-one valued functions of finite support (functions 
equal to zero at all but finitely many integers). The technical device on which 
our proofs rest is the ability to describe large constants by an effective limiting 
process which itself has a small program. 
Let ~0~A)(x) be the output of the i-th oracle Turing machine with input x 
and an oracle for the set A C N; ~o~A)(x) is undefined if the machine does not 
halt. There exist enumerations of oracle Turing machines such that the 
function 
{ ~0}~)(x) + 1 if the i-th Turing machine on 
M(A,  i, x, y) = I input x with oracle A halts in y steps; 
( 0 otherwise. 
is a primitive recursive function in A (Davis, 1958). A', the jump of a set 
A C N, is {x I ~°~A)(x) is defined}. The set 4' is recursively isomorphic to the 
halting problem for Turing machines (Rogers, 1967). 
LEMMA 1. There is a primitive recursive function d of two arguments with 
the following property. Given any function h recursive in 4', one can find 
effectively an integer n such that limx_~  d(n, x) exists, is finite, and 
lim d(n, x) > h(n). 
Proof. Since 4' is recursively enumerable it is the range of some primitive 
recursive function p. Let 
d(n, x) = M({p(0), p(1),..., p(x)}, ~h(n), ~r2(n), x). 
Then d is primitive recursive. If  9~')(m) is defined, then 
l~rr~ d(<e, m>, x) = ~o~')(m) + 1. 
Let g(y)  = max{h(z) ]~rl(Z ) ~-~ y and rr2(z ) ~ y}. Since h is recursive 
in 4', so is g and g =97 ') for some e~N.  Let n = (e,e>, then 
lira d(n, x) = lira d((e, e>, x) = cp~')(e) + 1 ~- g(e) + 1 
>~ h(<e, e>) + 1 > h(n). 
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Note that one can find a ~' index e for g effectively from any 4' index of h, 
and hence n ~ {e, e) can also be found effectively. Q.E.D. 
Let P be the universal function for some enumeration P0, Pl ,... of total 
functions of one argument, and let d be a function satisfying Lemma 1. The 
size of functions in the enumeration can be decreased by allowing programs 
with oracles or "subroutines" for P. In particular, consider the following set 
of instructions for computing a function F(n, x): 
"Given arguments n and x, compute F(n, y) for y < x and determine 
which integers have been canceled. (If x ~ O, ignore this instruction.) Find 
the least i, if any, such that i ~ d(n, x) and i has not been canceled. I f  there 
is such an i then cancel i and define F(n, x) = 1 "-- P(i, x). Otherwise, define 
F(n, x) -~ 0." 
LEMMA 2. The function F defined above is a zero-one valued function 
primitive recursive in P. Let f~(x) = F(n, x). Then f~ ~ p, for any 
i ~ lim in f~ d(n, x). I f  lim sup~oo d(n, x) isfinite, thenf,~ is of finite support. 
Proof. Left to the reader. 
THEOREM 1. Let P be the universal function for an enumeration Po , Pl ,... 
of total functions which includes all zero-one valued functions of finite support, 
and let sp be any size function for the enumeration. There exists a universal 
function F for an enumeration fo, f l  .... such that 
(1) F is primitive recursive in P, and 
(2) Given any size function sF for the F enumeration, and any function 
h recursive in ~', one can effectively find an integer n such that f~ is a zero-one 
valued function of finite support and 
se(f,) > h(se(n)). 
Proof. Choose F as in Lemma 2. Let 320 be the recursive function such 
that {pils20(pi) <~ m} -~ {pj [j~D~/m)}. Given h recursive in qV, let 
g(m) = max{D~e(h(~/m)))). Then g is also recursive in qV and by Lemma 1 
one can find effectively an integer n such that limz_~o 0 d(n, x) > g(n). 
For such an n, f ,  is a zero-one valued function of finite support by 
Lemma 2. Moreover, f ,  4: pi for any i ~ lim~_,oo d(n, x). But se(fn) 
h(sF(n)) implies f ,  = pj for some j~D~/~(~/,)))  which in turn implies 
f ,  = p~ for some i <~ g(n) < l im~ d(n, x), a contradiction. Hence 
sp(f~) > h(sp(n)). Q.E.D. 
643/21/4-6 
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COROLLARY 1. Let Po, Pl .... be any enumeration of primitive recursive 
functions of one argument such that the universal function P of the enumeration 
is double recursive. Let se be any size function for the enumeration. Given any 
function h recursive in 4,', one can effectively find a Double Loop program Fn 
computing a zero-one valued function f~ of finite support such that se(fn) 
h(size (F~)). 
Proof. Since P is double recursive, the function F of Theorem 1 is also 
double recursive and hence is computed by some particular Double Loop 
program F. From F and any integer n one can effectively obtain a Double 
Loop program F~ computing f=. Let sp(n) = the number of instructions 
in F~ and the proof follows immediately from Theorem 1. Q.E.D. 
THEOREM 2. Given any function h recursive in 4,' one can effectively find 
a Double Loop program computing a zero-one valuedfunctionf o finite support 
such that the size of the smallest Loop program computing f exceeds h of the size 
of the Double Loop program for f. 
Proof. Immediate from Corollary 1. 
The decrease in program size described in Theorem 2 cannot be signifi- 
cantly improved. In particular, there is a function recursive in ¢"(=(4,')') 
which bounds the decrease. 
LEMMA 3. Let Po, P, .... and fo ,f l  ,... be effective numerations of possibly 
different subsets of total recursive functions, and let se and s• be size functions 
for the respective numerations. There is a function r recursive in 4," such that 
se(f,) ~ r(sr(n)), 
for all f~ occurring in the enumeration Po , Pl ,.... 
Proof. Let E(n) be the predicate (3i)(Vx)[pi(x)-----f~(x)]. Since the 
enumerations are effective and Pi and fn are total, the predicate pi(x) = fn(x) 
is recursive in i, x, and n, hence E is a 2'2 o predicate, and so E is recursive 
in 4'" (Rogers, 1967; Davis, 1958). Define 
rl(n ) _-- ~min{m [ (3i ~ D~e(m)) [p, =f~]} if E(n); 
{0 otherwise. 
Then r 1 is recursive in 4,", and E(n) implies rl(n ) = sj.(f~). Let 
r(m) = max{r~(j) [j ~ D~v(~)). 
Then E(n) implies 
r ( s~(n) )  > r~(j) = s~(f,) 
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for all j e D~F(s,(n) ) . But there is by definition a j~D~/~/,O) such that 
f~ =f , ,  so r(s~(n)) ~ s~(fi.) -~ sp(f,). Q.E.D. 
THEOREM 3. There is a function r recursive in ¢" such that for any Double 
Loop program computing a primitive recursive function p there is a Loop program 
computing p of size at most r of the size of the Double Loop program for p. 
Proof. Immediate from Lemma 3. 
Theorems 1 and 2 do not apply to enumerations which do not contain 
the zero-one valued functions of finite support. For example, if we consider 
decreasing the size of programs for constant functions, the difference in 
Double Loop program size and Loop program size is bounded by a recursive 
function. 
THEOREM 4. There is a recursive function r such that given any Double 
Loop program computing a constant function p, one can find effectively a Loop 
program computing p of size at most r of the size of the given Double Loop 
program. 
Proof. Given any Double Loop program P computing a function p, one 
can effectively construct a Loop program P'  computing the constant function 
identically equal to p(0). For any n one can also find effectively a finite set 
Sn of Double Loop programs uch that every Double Loop program of size 
at most n computes the same function as some Double Loop program 
P~S~. 
Let r(n) = max{size(1 )') I P E Sn}. Q.E.D. 
It is not hard to show that the decrease in size using Double Loop programs 
instead of Loop programs for constants can be greater than any double 
recursive function. 
IV. TIME REQUIREMENTS OF SMALL PROGRAMS 
The improvement in size of programs described in the previous section 
does not involve an appreciable oss in efficiency of the programs. If we define 
the time required by a Double Loop program on input x to be the number 
of instructions executed in the course of the computation, then every Double 
Loop program computing a zero-one valued function requires by convention 
at least time proportional to x. Small Double Loop programs atisfying 
Theorem 2 can be constructed to run in time proportional to the input. 
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Hence the time loss involved in using a succinct Double Loop program for 
a function of finite support instead of a Loop program is at most a constant 
factor. 
On the other hand, if one considers unrestricted program languages 
capable of defining all recursive functions, Constable has observed that 
the existence of recursive functions for which small programs are much less 
efficient than larger ones is an immediate consequence of Blum's speed-up 
theorem (Constable, 1970; Blum, 1967). In this section we show that there 
are functions of finite support such that all small programs for the function 
are extremely slow at almost all inputs. Our argument is very similar to that 
of the previous section. 
Let go 0 , ~1 ,..- be a uniform effective enumeration of the partial recursive 
functions of one variable. With each index i we associate a partial recursive 
function q~¢ on one variable, where q)i(x) is to be regarded as the time required 
to compute ~i(x) using program i. Formally the functions q)i are only 
assumed to satisfy the axioms of Blum (Blum, 1967): 
(1) domain(9i) = domain(q~i), and 
(2) the predicate [~0,(x) = y] is recursive in i, x, and y. 
THEOREM 5. Let s be any recursive function such that {x Is(x) ~ n} is 
finite for all n. Given any recursive function t, and any function h recursive in q~', 
one can find effectively an integer n such that 
(1) 
(2) 
many x. 
~ is a total function of finite support, and 
~i = 9.  and s(i) <~ h(s(n)) implies Oi(x) > t(x) for all but finitely 
Proof. Let h'(n, x) be a recursive function such that 
lira h'(n, x) = h(n). 
X~o~ 
Such an h' may be obtained as in the proof of Lemma 1. 
Let ~(n, x) be the partial recursive function computed according to the 
following set of instructions: 
"Given arguments n and x, compute 7t(n,y) for y ~ x and determine 
which integers have been canceled. (If x = 0, ignore this instruction.) 
Find the least i ~ x, if any, such that s(i) ~ h'(s(n), x) and q~i(x) ~ t(x) 
and i has not been canceled. If  there is such an i, then cancel i and define 
7-t(n, x) ~ 1 "-- q~t(x). Otherwise, define 7S(n, x) = 0." 
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By construction W is a zero-one valued recursive function. Since the 
enumeration %,  ~1 ,..- is uniform, there is a recursive function , such that 
9=(.)(x) = T(n, x). Since l im~ h'(s(n), x) = h(s(n)) is finite, there are for 
each n only finitely many i such that s(i) <~ h(s(n)), and so the function 
~(~) is of finite support for any n. 
Suppose q~i(x) ~ t(x) for infinitely many x, and suppose also that s(i) 
h(s(n)). Then the construction guarantees that i will eventually be canceled 
in the computation of ~%(~) and hence ~o~ =/= 9~(.) • That is, % = r¢~(~) and 
s(i) ~ h(s(n)) implies q~i(x) > t(x) for all but finitely many x. 
By the recursion theorem there exists an integer n o such that ~(%) = ~0%, 
and n o satisfies Theorem 5. The preceding description of W is uniform in t 
and h, and so one can find n o effectively. Q.E.D. 
I f  ~0 i , for example, is the function computed by the i-th Turing machine 
in a standard enumeration of Turing machines, and ~i is the number of steps 
required by the i-th Turing machine, then all zero-one valued functions 
of finite support can be computed in the number of steps required to read 
the input. Choosing t and h in Theorem 5 to be rapidly increasing functions 
means that the function ~0~ of finite support obtained in Theorem 5 has an 
optimally time efficient program, but this efficient program and all reasonably 
fast programs for %~ are enormously large, namely, larger than h of the size 
of program n. 
V. MINIMAL INDICES 
Let 90, ~°1 ,.-. be a uniform effective enumeration of the partial recursive 
functions of one variable. The set M,  of minimal indices is 
M~ = {i I (Vj)[~j = ~o~.  ] >/i]}. 
Blum's study of program size essentially begins with the observation that 
M~ is an immune set (Blum, 1967). In the hope that additional results about 
program size may result from classifying the recursion theoretic properties 
of M~, we undertake such a classification here. We assume the reader is 
familiar with properties of the arithmetic hierarchy (Rogers, 1967). 
Rogers has shown that all uniform effective enumerations of the partial 
recursive functions are recursively isomorphic, viz., if %,  91 ,... and %', 
q~l',.., are two such enumerations, then there exists a recursive permutationf 
such that 9i = @(i) (Rogers, 1958). P. Young pointed out to us that M~ 
and 2Y/~, may not be isomorphic. 
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LEMMA 4 (Blum). M,  is immune. 
Proof. Let W be any infinite r.e. set. We show that W n _~r ~ ¢, and 
hence M~ is immune. Let f be a one-one recursive function such that 
W = range(f) .  Define T(i,x)=9)j(,z[f(~)>i])(x). Since the enumeration 
9)o, 9)1 ,... is effective, T is partial recursive. Since the enumeration is uniform, 
the recursion theorem implies that for some io and all x 
9)~o(x) = ~( io ,  x) = 9)$(.~c,(o)>iAx) • 
Let n o = f( izz[f(z)  > io] ). Then n o ~ W and n o ~ M~ since 9)io = 9)% and 
i o < n o . Q.E.D. 
LEMMA 5 (Decker and Myhill, 1960). Let B be immune and A be any 
proper subset of B. Then A and B are not recursively isomorphic. 
Proof. Say A = f (B)  for some recursive permutation. Letf°(x)  = x and 
fk+l(x ) =f ( fk  + (x)). Then fo r  nEB- -  A, it follows easily that 
{fk(n) ] k ~ 0} is an infinite r.e. subset of B, a contradiction. 
THEOREM 6 (Young). There exist uniform effective numerations 9)0,9)1 . . . .  
and 9)o', 9)1',... of the partial recursive functions uch that M~ and M~, are not 
recursively isomorphic. 
Proof. Let 9)o, 9)1 .... be any uniform effective enumeration and define 
9)i'(x) = 9)i(x + 1). Then 9)o', 9)1',... is also a uniform effective enumeration 
and M, ,  is properly contained in M, .  Theorem 6 now follows immediately 
from Lemmas 4 and 5. Q.E.D. 
Let a be a recursive function such that 9)~(i) is the constant function equal 
to i. Then the n-th member of M~ in increasing order is less than or equal 
to max{~(i) [ i ~ n} and hence M~ is not hyperimmune. 
LEMMA 6. M~ ~ 2~2° - - / /2  °. 
Proof. The predicate [9)i ~ 9)j] is in X0 and i ~ M~ ~ (V~ < i)[9)i ~ 9)j], 
hence M~ ~ Z2 °. 
Let Z = {i I 9), ~- 0}. Z is known to be recursively isomorphic to ~" and, 
in particular, is/-I20 complete. 
Let i 0 be the minimum index for the constant function equal to zero, 
that is, {io} -~- Z ~ M~. Then 
i E Z ~ (Vj < i)[ j  = i o orj  ~ M~ or 9)i :~ 9)5]. 
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I f  M~ was a/I20 predicate, the right hand side of the preceding equivalence 
would be a 272o predicate. Hence Z would be Z'2° , contradicting the fact that 
Z is 1-Iz° complete. Therefore M,  6 H~ °. Q.E.D. 
THEOREM 7. M~ is of Turing degree ¢5". 
Proof. By Lemma 6, M~o ~1 ~". 
The condition in Lemma 6 for membership in Z implies that Z is r.e. in 
M, join ~'. Since Z is r.e. in ~b', it follows that Z is recursive in M, join 4)'. 
We now shown that ~' is recursive in M~, which therefore implies that Z 
and hence ~" are both recursive in M~. 
Let i a be the minimum index for the function which is everywhere 
undefined. Let 
f(n) = max{~oi(y) l i <~ n, i ~ il, i ~ M~ , 
and y is the first element in a standard enumeration of domain (pi)}. 
Clearly f is recursive in M~ since the domain (~Pi) is nonempty for all 
i ~ M~, i @ i 1 . By definition f(n) exceeds the value of any total constant 
function ~oi for i ~ n. 
Let 
/ 
%(~)(x) - I 
n 
undefined 
Then 
if i appears in ~< n steps in a 
standard enumeration of ~', 
i f i f~ ' .  
i ~ '~ [~o~(i)(0) converges and i appears in ~< ~o~(i)(0) 
steps in a standard enumeration of~'1 
-~ [i appears in ~ f(~(i)) steps in a standard 
enumeration of ~']. 
Therefore 6' is recursive in 3//,. Q.E.D. 
The s be any recursive function and define the s-minimal indices to be 
M,,,  = {i I (Vj)[%- = 9i ~ s(j) >~ s(i)]). 
A. Bagchi (1972) has shown that the results of this section hold for M~.s 
for those size functions s such that {x Is(x) ~ n} is finite and a canonical 
index for the set can be found effectively for all n. There are, however, 
examples of size functions Such that Mo,,~ is not immune. It is not known if 
M~.~ is of degree ~" for all size functions . 
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Since M~ is immune, it follows that M~ is not m-equivalent to¢" or ¢". 
Whether M~ and Me, are m-equivalent for all enumerations ~ and ~o', or 
whether M~ and ¢" are of the same truth-table degree remain open questions. 
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