In this research, we provide a new method to estimate discrete choice models with unobserved heterogeneity that can be used with either cross-sectional or panel data. The method imposes nonparametric assumptions on the systematic subutility functions and on the distributions of the unobservable random vectors and the heterogeneity parameter. The estimators are computationally feasible and strongly consistent. We provide an empirical application of the estimator to a model of store format choice. The key insights from the empirical application are: 1) consumer response to cost and distance contains interactions and non-linear effects which implies that a model without these effects tends to bias the estimated elasticities and heterogeneity distribution and 2) the increase in likelihood for adding nonlinearities is similar to the increase in likelihood for adding heterogeneity, and this increase persists as heterogeneity is included in the model. JEL Classification Code: C14 ; C23 ; C33 ; C35.
INTRODUCTION
Since the early work of McFadden (1974) on the development of the Conditional Logit Model for the econometric analysis of choices among a finite number of alternatives, a large number of extensions of the model have been developed. These extensions have spawned streams of literature of their own. One such stream has focused on relaxing the strict parametric structure imposed in the original model. Another stream has concentrated on relaxing the parameter homogeneity assumption across individuals. This paper contributes to both these areas of research. We introduce methods to estimate discrete choice models where all functions and distributions are nonparametric, individuals are allowed to be heterogeneous in their preferences over observable attributes, and the distribution of these preferences is also nonparametric.
As is well known in discrete choice models, each individual possesses a utility for each available alternative, and chooses the one that provides the highest utility. The utility of each alternative is the sum of a subutility of observed attributes -the systematic subutility -and an unobservable random term -the random subutility. Manski (1975) developed an econometric model of discrete choice that did not require specification of a parametric structure for the distribution of the unobservable random subutilities. This semiparametric, distribution-free method was followed by other semiparametric distribution-free methods, developed by Cosslett (1983) , Manski (1985) , Han (1987) , Ichimura (1989) , Powell, Stock and Stoker (1989) , Horowitz (1992) , Klein and Spady (1993) , and Moon (2004) , among others. More recently, Geweke and Keane (1997) and Hirano (2002) , have applied mixing techniques that allow nonparametric estimation of the error term in Bayesian models. Similarly, Klein and Sherman (2002) propose a method that allows non-parametric estimation of the density as well as the parameters for ordered response models. These methods are termed semiparametric because they require a parametric structure for the systematic subutility of the observable characteristics. A second stream of literature has focused on relaxing the parametric assumption about the systematic subutility. Matzkin (1991) 's semiparametric method accomplished this while maintaining a parametric structure for the distribution of the unobservable random subutilities. Matzkin (1992 Matzkin ( , 1993 ) also proposed fully nonparametric methods where neither the systematic subutility nor the distribution of the unobservable random subutility are required to posses parametric structures.
Finally, a third stream of literature has focused on incorporating consumer heterogeneity into choice models. Wansbeek, et al (2001) noted the importance of including heterogeneity in choice models to avoid finding weak relationships between explanatory variables and choice. However, they also note the difficulty of incorporating heterogeneity into nonparametric and semiparametric models.
Further, Allenby and Rossi (1999) noted the importance of allowing heterogeneity in choice models to extend into the slope coefficients. Specifications that have allowed for heterogeneous systematic subutilities include those of Heckman and Willis (1977) , Albright, Lerman and Manski (1977) , McFadden (1978) , and Hausman and Wise (1978) . These papers use a particular parametric specification, i.e., a specific continuous distribution, to account for the distribution of systematic subutilities across consumers. Heckman and Singer (1984) propose estimating the parameters of the model without imposing a specific continuous distribution for this heterogeneity distribution. Ichimura and Thompson (1993) have developed an econometric model of discrete choice where the coefficients of the linear subutility have a distribution of unknown form, which can be estimated.
Recent empirical work has relaxed assumptions on the heterogeneity distributions. Lancaster (1997) allows for non-parametric identification of the distribution of the heterogeneity in Bayesian models. Taber (2000) and Park et al (2007) apply semiparametric techniques to dynamic models of choice. Briesch, Chintagunta and Matzkin (2002) allow consumer heterogeneity in the parametric part of the choice model while restricting the non-parametric function to be homogeneous. Dahl (2002) applies non-parametric techniques to transition probabilities and dynamic models. Pinkse, et al (2002) allow for heterogeneity in semiparametric models of aggregate-level choice.
The method that we develop here combines the fully nonparametric methods for estimating discrete choice models (Matzkin 1992 (Matzkin , 1993 ) with a method that allows us to estimate the distribution of unobserved heterogeneity nonparametrically as well. The unobserved heterogeneity variable is included in the systematic subutility in a nonadditive way (Matzkin 1999a (Matzkin , 2003 . We provide conditions under which the systematic subutility, the distribution of the nonadditive unobserved heterogeneity variable, and the distribution of the additive unobserved random subutility can all be nonparametrically identified and consistently estimated from individual choice data. The method can be used with either cross sectional or panel data. These results update Briesch, Chintagunta, and Matzkin (2002) .
We apply the proposed methodology to study the drivers of grocery store-format choice for a panel of households. There are two main types of formats that supermarkets classify themselves intoeveryday low price (EDLP) stores or high-low price (Hi-Lo) stores. The former offer fewer promotions of lower "depth" (i.e., magnitude of discounts) than the latter. The main tradeoff facing consumers is that EDLP stores are typically located farther away (longer driving distances) than Hi-Lo stores although their prices, on average, are lower than those at Hi-Lo stores leading to a lower total cost of shopping "basket" for the consumer. Since the value of time (associated with the driving distance) is heterogeneous across households, and little is known about the shape of the utility for driving distance and expenditure, we think that the proposed method is ideally suited to understanding the nature of the tradeoff between distance and expenditure facing the consumer. To decrease the well-known dimensionality problems associated with relaxing parametric structures, we use a semiparametric version of our model. In particular, only the subutility of distance to the store and cost of refilling inventory at the store are nonparametric. We allow this subutility to be heterogeneous across consumers, and provide an estimator for both, the subutilities of the different types, the distribution of types, and the additional parameters of the model. Further, we assume that the unobserved component of utility in this application is distributed according to a type-I extreme value distribution.
In the next section we describe the model. Section 3 states conditions under which the model is identified. In Section 4 we present strongly consistent estimators for the functions and distributions in the model. Section 5 provides computational details. Section 6 presents the empirical application. Section 7 concludes.
THE MODEL
As is usual in discrete choice models, we assume that a typical consumer must choose one of a finite number, J, of alternatives, and he/she chooses the one that maximizes the value of a utility function, which depends on the characteristics of the alternatives and the consumer. Each alternative j is characterized by a vector, z j , of the observable attributes of the alternatives. We will assume that The probability that a consumer with socioeconomic characteristics s will choose alternative j when the vector of observable attributes of the alternatives is ) , ,..., , ( ) ,...,
which depends on the distribution F. In particular, if we let * 1 F denote the distribution of the vector
and the probability that the consumer will choose alternative one is then ) , , ; , (s, x ,r , ) V(2, s, x ,r , ) 0.     In other words, the model can be described by: F denotes the distribution of . Hence, for all x, r,
and for all x, r the probability that the consumer will choose alternative one is 
NONPARAMETRIC IDENTIFICATION
, and there exists a real valued, continuous Using the assumptions specified above, we can prove the following theorem: 6', [7] [8] [9] [10] [11] 6'', [7] [8] [9] [10] [11] are satisfied,
This theorem establishes that one can identify the distributions and functions in a discrete choice model with unobserved heterogeneity, making no assumptions about either the parametric structure of the systematic subutilities or the parametric structure of the distributions in the model. The proof of this theorem is presented in the Appendix.
Our identification result requires only one observation per individual. If multiple observations per individual were available, one could relax some of our assumptions. One such possibility would be to use the additional observations for each individual to allow the unobserved heterogeneity variable to depend on some of the explanatory variables, as in Matzkin (2004) . Another, more obvious, possibility would be to allow the nonparametric functions and/or distributions to be different across periods.
NONPARAMETRIC ESTIMATION
Given N independent observations  
 we can define the log-likelihood function:
. We then define our estimators, Vˆ, F and , In practice, one may want to maximize the log-likelihood function over some set of parametric functions that increases with the number of observations, in such a way that it becomes dense in the set Gallant, and Souza 1983 , Gallant and Nychka 1987 , Gallant and Nychka 1989 . Let
denote, respectively, such sets of parametric functions, when the number
. Then, we can establish the following theorem:
THEOREM 3: Suppose that Assumptions 1-14 are satisfied, with the additional assumption that the Note that Theorem 3 holds when only some of the functions are maximized over a parametric set, which becomes dense as the number of observations increases, and the other functions are maximized over the original set.
COMPUTATION
In this section, we introduce a change of notation from the previous sections. Let H be the number of households in the data (H ≤ N), and N h be the number of observed choices for household h=1..h (N h > 0, and
). Therefore, the key difference in this and the following sections from the previous section is that we have repeated observations for the households. The above theorems still apply as long as the assumptions are maintained; including independence of choices (see, e.g., Lindsay 1983 , Heckman and Singer 1984 , Dayton and McReady 1988 . Note that this assumption excludes endogenous (including lagged endogenous variables), and we leave it for future research to determine the identification and consistency conditions for models with endogenous predictors.
denote a solution to the optimization problem:
It is well known that, when the set  G includes discrete distributions, Ĝ is a discrete distribution with at most H points of support (Lindsay 1983, Heckman and Singer 1984) . Hence, the above optimization problem can be solved by finding a solution over the set of discrete distributions, G, that possess at most H points of support. We will denote the points of support of any such G by . Also, at a solution, the value of the objective function will depend on any F only through the values that F attains at the finite number of
denote, for each j (j=1,…,J), the value of a distribution function F j at the vector
for the above maximization problem can be obtained by first solving the following finite dimensional optimization problem, and then interpolating between its solution: 
concave and increasing, and ) , (   h is concave and decreasing. Then, the finite dimensional optimization problem takes the following form: Matzkin 1992 Matzkin , 1993 Matzkin , 1994 Matzkin , 1999b for more discussion of a similar optimization problem). To describe how to obtain a solution to this maximization problem, we let 
denote the optimal value of the following maximization problem: (1) subject to:
A solution to this latter problem can be obtained by using a random search over vectors efficiently using the likelihood function described in equation (1). Clearly, a random search over the entire parameter space is infeasible as the parametric parameters are unconstrained and the heterogeneity parameters are only constrained to be positive (from Assumption 9). Therefore, we adapted the algorithm for concave functions developed in Matzkin (1999b) and later used by Briesch, Chintagunta and Matzkin (2002) to monotone functions of the form described above. This is a random search algorithm combined with maximum likelihood estimation for the parametric parameters.
EMPIRICAL APPLICATION
We are interested in answering the research question of how consumers select between an Every Day Low Price (EDLP) format retailer (e.g., Wal-Mart) and a HiLo format (e.g., Kroger or many grocery stores) retailer. An EDLP retailer generally has lower price variance over time than a HiLo retailer (Tang, et al 2001) . In studying store choice, the marketing literature typically assumes that consumers look in their household inventory, construct a list (written or mental) of needed items and quantities of these items, then determine which store to visit based upon the cost of refilling their inventory and the distance to the store, and potentially, interactions among them (Huff 1962 , Bucklin 1971 , Bell and Lattin 1998 , Bell, Ho and Tang 1998 . While consumers may make purchases for reasons other than replenishing inventory (e.g., "impulse" purchase), we leave the analysis of such purchases for future research.
The functional relationship between distance to store and the cost of refilling inventory on the one hand and the utility derived from going to a store is not well understood. Distance enters the indirect utility function non-linearly (i.e., natural logarithm) in Smith (2004) , whereas it enters linearly in Bell and Lattin (1998). Further, Rhee and Bell (2002) find that the cost of a format is not significant in the consumer's decision to switch stores, so they conclude that the "price image" drives store choice, not cost to refill the inventory (at odds with Lattin 1998, and Tang 1998) . It is also likely that the influence of these variables is heterogeneous across consumers. So how do consumers make tradeoffs between distance to the store and the price paid for the shopping basket? To answer this, we apply a semiparametric version of the method described above (details on follow) that allows us to (a) recover the appropriate functional form for the effects of inventory replenishing cost and distance on format choice; and (b) account for heterogeneity in this response function across consumers.
We specify the utility of a format as a tradeoff between a consumer's cost of refilling inventory at that format and the distance of the format as: Bucklin 1971 , Tang, et al 2001 are reflected in a household-specific intercept term for the price format.
In addition to the format-specific intercept, key consumer demographic variables are also included.
Finally, several researchers (e.g., Bell and Lattin, 1998; Bell, Ho, and Tang, 1998) have found that consumers prefer to go to EDLP stores when the expected basket size is large or as time between shopping trips increases (e.g., Leszczyc, et al., 2000) . Our objective is to account fully for all observable sources of heterogeneity so any unobserved heterogeneity estimated from the data is to the extent possible, unobservable. Therefore, we can rewrite the utility of each format as in equation (2) 
where: EDLP is a binary variable set to one when the format is EDLP and zero otherwise, t h TS is the elapsed time (in days) from the previous shopping trip to the current shopping trip, E h is a binary indicator set to one if the household is classified as "Elderly" (head of household is at least 65 years old), HS h is the size of the household, I h is the household income, CE h is a binary indicator of whether the head of household is college educated, and L hf is a format-specific loyalty term. We use the same measure of loyalty as Bell, Ho and Tang (1998) after adjusting for using store formats instead of stores: is the number of visits to HiLo stores by household h during the same initialization period, i. The data from the initialization period temporally precede the data that we use for the estimation for each household included in our sample. In this way we are not directly using any information on our dependent variable as a model predictor.
We make the assumption that the error term,
 , has an extreme value distribution. We use a discrete model of consumer heterogeneity, where there are SC segments of consumers (or points of support). The parameter vector is allowed to be segment specific, so the utility function in equation (1) can be rewritten using segment-specific subscripts for the appropriate parameters and . To guarantee that Assumption 3 is satisfied, we impose the restriction that for all segments s, , with  1 set to zero for identification.
We next describe how the computational algorithm presented in the previous section can be modified to leverage our specific form of the nonparametric function. For expository ease, we drop the household subscript from the predictor variables and treat them as if they are independent observations. Since there are two alternatives (EDLP and Hi-Lo), we have 2*N +2 pairs of cost and distance (note that we are assuming that the pairs are all unique. If there are repeated pairs, then we use the subset of unique pairs. Additionally, there are two constraints.) If a continuous, differentiable and constraint maintaining (i.e., does not violate any of the AH ≤ 0 constraints) approximation of ) , (
for all >0, is used, then the dimensionality of the random search (or the size of the vector H) can be reduced from 2*(N+1)*SC to 2*(N+1) and maximum likelihood can be used to estimate  as well as .
A natural choice for this interpolation would be a multidimensional kernel where the weight placed on observation i, in calculating the value for observation j is inversely proportional to the
. The problem with using a multi-dimensional kernel is that is does not preserve the shape restrictions (a stylized proof is available from the authors). Therefore, we use a single dimensional kernel to smooth the S j  c values.
The final issue to address is identification of the 's. The segments are not uniquely defined as segments can be renumbered while still maintaining the same likelihood function. Additionally, we note while all of the 's are identified, the estimation is computationally inefficient as we estimate the base function for  0 =1, then interpolate for all SC segments. The computational efficiency can be improved by estimating ` instead of , where
for some non-zero  i . This constraint then implies we can set  1 =1 and estimate SC-1 segment values.
Data
We use a multi-outlet panel dataset from Charlotte, North Carolina that covers a 104-week period between September 2002 and September 2004. Since panelists record all packaged and non-packaged goods purchases using in-home scanning equipment, purchase records are not limited to a small sample of grocery stores; purchases made in all grocery and non-grocery stores are captured. This is important since packaged goods purchases are frequently made outside of grocery stores.
Households were included in the sample if at least 95 percent of their purchases were at the 7 stores (five supermarket, two mass merchandisers) for which we have geolocation data, and if they spent at least $20 per month in the panel. The last criterion was used to ensure that the panelist was faithful in recording its purchases and remained in the panel for the entire 104 week period. The resulting data set had 161 families with a total of 26,540 shopping trips. The first 25% of the weeks were used as our "initialization" period to compute the various weights and other quantities described below. The final 26 weeks were used as a "hold out" sample and remaining weeks were used as the estimation sample.
The estimation (holdout) sample had 13,857 (6573) The EDLP (HiLo) retailers had 58% (42%) of the shopping trips. To determine distance between a panelist and a store, we use the travel time (in minutes) from a panelist's zip+4 to the store's location (for privacy reasons, the panelists actual street address is not included in the data.)
We have detailed price information for 289 categories, of these categories we selected 150 categories based upon the following criteria. First, three common UPCs had to be carried by each retailer so that category price indices could be computed. Second, at least 5% of the selected households had to make at least three purchases in the category to ensure that the category is substantial. Third, the category had to account for at least 0.9% of total basket spending of the selected households. These categories together comprise more than 88% of the market basket on average (excluding fresh meat, fruit and vegetables). So, we use these categories to estimate the cost at each format. While not reported here, details of the categories are available from the authors. Table 2 shows specific statistics for the price formats with the standard deviations in parentheses. Note that the description of cost to refill inventory is provided in the next section.
< Put Table 2 about here>

Data Aggregation
Because our focus is on consumers selecting a type of store format (EDLP vs. Hi-Lo) rather than selecting a specific store, we need to aggregate our store-level data to the format level. This aggregation is done based on the proportion of a household's visits to each store during the initialization period defined previously. Specifically, let F E be the set of stores with an EDLP price format, F H be the set of stores using a HiLo format and D hs be the distance from household h's home to store s. The distance from household h to format f can be defined as
, where w h,f,s is the proportion of visits to store s made by household h in the initialization period, and F f is either F E or F H .
Because the cost to replenish the inventory (also called "cost") for a household, t f h S , on a shopping occasion is not observed prior to the visit, we need to create a measure of cost for each trip.
The general goal is to create a time-varying, household-specific index for each store. This index is then aggregated to the format level similar to distance above. Clearly, the cost at store s in period t by household h, denoted t s h S , , is the sum of the cost to the household in each category, c=1..C the household will purchase in period t (Bell, Ho and Tang 1999 the quantity household h needs to purchase in category c in period t to replenish its inventory. For price, we construct "market average" price indices for the EDLP and HiLo retailers based upon the retailers' long-run share of visits, i.e., visits over the entire estimation sample. The second component on the right hand side of equation (3) . Because we do not observe household inventories, we need a mechanism to predict this quantity using data that we, as researchers, observe -quantities purchased on previous occasions. We use Tobit models (that account for household heterogeneity) to predict each household's expected purchase quantity. Using the arguments found in Nevo and Hendel (2002) ) to depend upon previous quantity purchased, the amount of time since last purchase, and the interaction between these terms as:  is an error term which has normal distribution and is independent between categories. In the interaction term we subtract one (which is the mean of both Although not reported here, we find that, at the 5% level, 3 categories (2%) had positive and significant coefficients for lag quantity and 71 categories (47%) had negative and significant coefficients for lag quantity. 95 (63%) categories had positive and significant coefficients for time since last category purchase and 13 (9%) had negative and significant coefficients for time since last category purchase. 46 (31%) has positive and significant coefficients for the interaction between these variables, and 0 (0%) has negative and significant coefficients for the interaction. These results provide support for the models where the coefficients with incorrect signs are, on aggregate, approximately 5% (16 of 450), which would be expected by chance.
We use the Tobit model results to predict the expected quantity required by each household in each period. We then follow the same aggregation scheme from above to obtain the cost of visiting a specific format. Given the complexity and computational intensity of this method, we leave it for future research to determine methods that allow computationally feasible simultaneous estimation of quantity and store choice. However, even in a parametric case, the problem of simultaneously estimating 150 category equations and one format choice equation is formidable (Note that we account for the estimation error in the standard errors by estimating Tobit models for each bootstrap simulation).
Results
We also estimated a parametric model for model comparison. For this model, the function h(.) is defined as a simple linear specification: Table 3 provides the maximized likelihood values and information criteria for the estimation and hold-out samples for one to four discrete segments. We calculate hits by assigning households to segments using the posterior probability of segment membership (see Kamakura and Russell 1989) then calculating the correct number of predicted choices using only that segment's parameters to which the household is assigned. We use 25 bootstrap simulations to calculate the standard deviations of the model fit statistics across all models in both the parametric and semiparametric estimation.
Model Selection
<Put Table 3 about here> The Schwarz Criterion and the out-of-sample performance (log-likelihood and hit rate) indicate that the three segment model is the "best" parametric model. Interestingly, the Deviance Information Criterion (DIC) suggests that the four segment model is superior. However, we use the more conservative Schwarz Criterion to avoid over-parameterization of the model. In the DIC, the effective degrees of freedom are calculated as the difference between the likelihood of the estimation and the mean likelihood of the bootstrap simulations.
Given a three-segment parametric solution, we then estimated one through three segment solutions of the semiparametric model. The results of the estimation are provided in table 4, with the DIC indicating that the three segment model is superior. It is interesting to note that the improvement in the likelihood for using the one-segment semiparametric model versus the one-segment parametric model is similar to the improvement in the two-segment parametric model versus the one segment parametric model. Therefore, replacing a linear function with a monotone function has a similar impact on the likelihood as adding heterogeneity, and this relationship remains as more discrete segments are added. This result is consistent with the findings in Briesch, Chintagunta and Matzkin (2002) .
<Put Table 4 about here>
Model Results
Table 5 provides the MLE parameter estimates from the three segment models for the parametric and semiparametric estimations, with the standard errors reported in parentheses. The segments were matched based upon the size of the mass coefficient (which roughly translates to the number of households in the segment). We note that this matching is arbitrary. Some of the key points are:
1. Demographic effects appear to be different across the parametric and semiparametric models.
In the parametric model, Household Size is significant and positive for all segments, while it is significant (and negative) for only one segment in the semiparametric model. College educated head of household is significant for all of the semiparametric segments, while it is significant for only one of the parametric segments.
2. Loyalty effects appear to be similar for two of three segments between the parametric and semiparametric models. However, for segment three of the parametric model, the coefficient is negative and significant, unlike the inertia effects in the semiparametric model.
3. Finally, all of the distance and cost coefficients for the parametric model have the expected negative coefficients, and these coefficients are significant at p<0.05 (one-tailed test).
<Put Table 5 about here> Now, we turn our attention to heterogeneity distribution of cost and distance sensitivities. Table   6 provides the elasticity estimates for both parametric and semiparametric models as well as the percent of households assigned to each segment. First, the heterogeneity distribution is somewhat similar between the methods in an ordinal manner, i.e., most of the families are in the moderate cost sensitivity segment (segment 2), followed by the most cost sensitive segment (segment one) then the least cost sensitive segment (segment three). Second, the semiparametric model indicates a larger range of cost sensitivity elasticities with a larger proportion of households being very cost sensitive. Third, the range of distance elasticities is larger in the parametric model. Indeed, the semiparametric model indicates less heterogeneity in distance sensitivities across households. These differences suggest that there are likely big differences in the response surfaces. Accordingly, the estimated response surfaces for the variables of interest (cost and distance) are shown in Figures 1 and 2 . Bootstrap simulations are used to get the semiparametric confidence intervals. The response surface for distance is plotted holding cost fixed at the mean value. Similarly, the response surface for cost is plotted holding distance fixed at the mean.
If we examine consumer response to distance (figure 1), we see that the semiparametric function is convex and decreasing. While not shown here, this convexity is pronounced at lower cost levels. This finding implies an interaction with the two variables would be required in a parametric representation of the model. We note that there are large differences in the parametric versus semiparametric functions, with the former having much larger slopes and different intercepts.
<Put figures 1 and 2 about here>
If we examine consumer response to cost (figures 2), we also find differences between the parametric and semiparametric response surfaces. While not shown here, in the semiparametric case, we see an interaction effect with distance. At large distances, the response surface is almost flat.
However, there are significant non-linearities at shorter distances. The finding is consistent with the "tipping point" argument made in Bell, Ho and Tang (1998) , although these results are much stronger.
Finally, we examine the demographic profiles of the segments in Table 7 . The significant differences (at p < 0.05) between the parametric and semiparametric models are in bolder font in the table. There are three significant differences between the parametric and semiparametric results: percent of trips to EDLP retailer for segment one, average distance to selected formats in segments one and two and college education of segment one. The average expected spending is similar for the segments but the number of trips (and hence total cost) is different, similar to Bell, Ho and Tang (1998) .
<Put Table 7 about here>
CONCLUSIONS
We have presented a method to estimate discrete choice models in the presence of unobserved heterogeneity. The method imposes weak assumptions on the systematic subutility functions and on the distributions of the unobservable random vectors and the heterogeneity parameter. The estimators are computationally feasible and strongly consistent. We described how the estimator can be used to estimate a model of format choice. Key insights from the application include: (1) the parametric model provides different estimates of the heterogeneity distribution than the semiparametric model, (2) the semiparametric suggests interactions between cost and distance that change the shape of the response function, and (3) the benefit to adding semiparametric estimation is roughly equal in magnitude to adding heterogeneity to parametric models. The benefit remains as the number of segments increases.
One drawback of the method is the computational time. The amount of time required to estimate the model is proportional to how good of a starting point is used. We used the one-segment semiparametric solution as a starting point for the three segment solution, and it took approximately two weeks for the first simulation to complete on a 1 GHz personal computer (the bootstrap simulations took a much shorter amount of time as they used the three-segment solution as a starting point). As computing power becomes cheaper, this should be less of a problem. Future extensions of the model will deal with the case where the heterogeneity parameter  is multidimensional and the case where the vector of observable exogenous variables (s,z 1 ,…,z J ) is not necessarily independent of either  or ( 1 ,…, J ) (Matzkin, 2005) .
APPENDIX A: Theorem Proofs
PROOF OF THEOREM 1:
Let
(j=1,…J). To recover the distribution of  k for all k=1,…J it is enough to determine the identification of * 1
F (see Thompson 1988) . So, let (t 2 ,…,t J ) be given. Let (r 1 ,….,r J ) be such that (t 2 ,…,t J ) = ). ,..., ( Since F * is identified, we can assume that
and let S * denote the distribution of  conditional on (s,x 1 ). Then,
It then follows by Assumption 11 and Teicher (1961) 
is known to be either strictly increasing or strictly decreasing in ω, and the distribution of ω has already been shown to be identified, it follows by Matzkin (2003) 
is identified, it follows by Assumption 9, using similar arguments as above that
is identified. This completes the proof of Theorem 1.
PROOF OF THEOREM 2:
We show the theorem by showing that the assumptions necessary to apply the result in Kiefer and Wolfowitz (1956) are satisfied (see also Wald 1949) . For any ), ( ) , , (
We need to show continuity, measurability, integrability, and identification.
Gh . Hence, using a change of variables, it follows that
where the convergence follows because t is a continuous and bounded function on the supports of
To show measurability, we first note that it suffices to show that for all j,
is a compact space, there exists a countable, dense subset of ). (
Since, suppose that the left hand side is bigger than the right hand side, then, there must exist
As it was shown in the proof of continuity, this implies that ), , , ; ,
To show integrability, we note that Kiefer and Wolfowitz (1956) that the estimators are consistent.
PROOF OF THEOREM 3:
The properties shown in the proof of Theorem 2 imply that the log-likelihood function converges a.s.
uniformly, over the compact set ) ( 2) Bold and Italic comparisons (parametric vs. semiparametric) are significant at p<0.10.
3) a>b>c in paired comparisons at p < 0.10 (within parametric or semiparametric) 
