Let {X(t) : t ≥ 0} be a one-dimensional generalized diffusion process with initial state X(0) > 0, hitting time τ X (0) at the origin and speed measure m which is regularly varying at infinity with exponent 1/α − 1 > 0. It is proved that, for a suitable function u(c), the probability law of {u(c) −1 X(ct) : 0 < t ≤ 1} converges as c → ∞ to the conditioned 2(1 − α)-dimensional Bessel excursion on natural scale and that the latter is equivalent to the 2(1 − α)-dimensional Bessel meander up to a scale transformation. In particular, the distribution of u(c) −1 X(c) converges to the Weibull distribution. From the conditional limit theorem we also derive a limit theorem for some of regenerative process associated with {X(t) : t ≥ 0}.
Introduction
A number of limit theorems of generalized diffusion processes and their functionals have been obtained in the literature; see e.g. Kasahara (1975) , Minami et al. (1985) , Ogura (1989) , Stone (1963) , Watanabe (1995) and Yamazato (1990) among others. Let {X(t) : t ≥ 0} be a non-negative generalized diffusion process with speed measure m(dx) which 1 Supported by the National Natural Science Foundation 10131040. Note that m({l m }) = ∞ is possible. We sometimes think m ∈ M as a measure on (−∞, ∞). Given m ∈ M, let E m denote its closed support and let m −1 ∈ M denote its inverse function, that is, m −1 (0) = 0 and m −1 (x) = sup{y ≥ 0 : m(y) < x} for x > 0. Let M 0 be the set of elements m ∈ M such that 0 ∈ E m . For any given one-dimensional process {X(t) : t ≥ 0} and a point x in its state space we define the hitting time τ X (x) = inf{t > 0 : X(t) = x}.
Let m ∈ M and let {B(t) : t ≥ 0} be a one-dimensional Brownian motion with initial state B(0) = 0 and generator d 2 /dx 2 . Let l(t, x) denote the local time of B(t). Of course, B(t) and l(t, x) are defined on some probability space (Ω , F, P ). Let S(x, t) = For any x ≥ 0 we define X(x, t) = x + B(S −1 (x, t)), t ≥ 0. (2.3)
Then {X(x, t) : t ≥ 0, P } is a cádlág strong Markov process in E m , whose life time is the hitting time at l m . This process is the so-called generalized diffusion process with speed measure m(dx); see e.g. Kasahara (1975) and Stone (1963) . The process has formal generator d 2 /dm(x)dx. Its transition function can be characterized in terms of Krein's correspondence as follows. Consider the integral equations
For each λ > 0, the equations have unique solutions φ(x, λ) and ψ(x, λ). Furthermore, for each x ≥ 0, both φ(x, λ) and ψ(x, λ) can be extended to a entire function of λ. The characteristic function h(λ) of m(x) is defined as
(under the conventions 1 ∞ = 0 and
where a = inf{x ≥ 0 : m(x) > 0} and σ(ds) is a Radon measure on [0, ∞) satisfying
The correspondence between m and (a, σ) is one-to-one and known as Krein's correspondence. Let p(t, x, y) denote the density with respect to m(dy) of the transition function of X(x). Then we have
We refer the reader to Itô and McKean (1965) , Kac and Krein (1974) , Kasahara (1975) , Kotani and Watanabe (1982) and Yamazato (1990) for more detailed explanations of those results. For m ∈ M 0 and for X(x, t) defined by (2.3), let X 0 (x, t) := X(x, t ∧ τ X(x) (0)). Then {X 0 (x, t) : t ≥ 0, P } is the absorbing barrier generalized diffusion process. It is known that m −1 ∈ M 0 has characteristic function 1/λh(λ), which may be represented as
where σ 0 (ds) is a Radon measure on (0, ∞) satisfying
see Minami et al. (1985; Lemma 3) . The transition density of the absorbing barrier process X 0 (x, t) is given by
see Minami et al. (1985; (3.17) ). Now we have the following
Proof. For t > τ B (−x) we have l(t, −x) > l(τ B (−x), −x). Since 0 ∈ E m , by (2.1) and the continuity of l(·, ·) we get S(x, t) > σ := S(x, τ B (−x)). That is, τ B (−x) is an increasing point of S(x, ·). Therefore, S −1 (x, σ) = τ B (−x). This implies that X(x, σ) = B(S −1 (x, σ)) + x = 0, and hence τ X(x) (0) ≤ σ. On the other hand, since S(x, ·) is continuous, S −1 (x, ·) is strictly increasing. Then for any t < σ, we have
In the sequel, we consider a sequence m n ∈ M 0 for n = 0, 1, · · ·. Let X n (x) and X 0 n (x) denote the corresponding generalized diffusion processes, and let p n (t, x, y) and p 0 n (t, x, y) denote their transition densities. We also write ψ n , σ 0 n and so on for the corresponding quantities associated with m n . An earlier version of the following result was proved by Stone (1963) . We here present it in a form which is more convenient for our application in the sequel.
Proof. Let S n (x, t) be define by (2.1) with m replaced by m n . Under the assumption, S 0 (x 0 , t) is strictly increasing in t ≥ 0, so S
0 (x 0 , t) for all t ≥ 0. Since the functions are non-decreasing and the limits S 0 (x 0 , t) and S −1 0 (x 0 , t) are continuous in t ≥ 0, the convergences are uniform in t ∈ [0, a] for every a ≥ 0. Then the assertions follow from the relations X n (x n , t) = B(S −1 n (x n , t)) + x n and
where we have used Lemma 2.1 for the last equality. 2 Theorem 2.2 Suppose that E m 0 = [0, ∞) and m n (x) → m 0 (x) for all continuity points x ≥ 0 of m 0 . Then for any t > 0 and a > 0 we have
Proof. By (2.5), for any λ ∈ IR and x 2 > x 1 > 0 we have
where we have used the inequality
see Ogura (1989; (5.4) ). Using these and (2.10) we get
By Ogura (1989; Lemma 5.3) and the symmetry of p 0 n (t, ·, ·), for every t > 0 and a > 0 the sequence {(xy) 
for a constant 0 < α < 1 and a slowly varying function K(x). Let u(·) denote the inverse function x 1/α K(x). It is easy to check that u(x) ∼ x α L(x) for some slowly varying function L(x). If we define X(x, t) by (2.3), then {X c (t) ≡ u(c) −1 X(x, ct) : t ≥ 0, P } is a generalized diffusion process with initial state u(c)
−1 x and speed measure m c (x) :
The generalized diffusion process X 0 with speed measure m 0 (dx) :
is a standard 2(1 − α)-dimensional Bessel diffusion. We shall also need to consider the generalized diffusion processes with absorbing boundary condition at the origin. For any c ≥ 0, let P c (t) denote semigroup of X c and let P 0 c (t) denote semigroup of the corresponding absorbing barrier processes.
with respect to m 0 (dy), where
Proof. It is not hard to check that Y 0 (t) := 2α(1−α)X 0 (t) 1/α is the squared Bessel process generated by 2xd 2 /dx 2 + 2(1 − α)d/dx with absorbing boundary condition at zero. By Borodin and Salminen (1996; p.117), Y 0 (t) has transition function
Then (3.3) follows by a simple transformation. 2
Let us describe a σ-finite Markovian measure associated with P 0 0 (t) which plays an important role in the study of our conditional limit theorems. For t > 0 and y > 0, let κ t (dy) = κ t (y)m 0 (dy), where
It is simple to check that
and (κ t ) t>0 form an entrance law for P 0 0 (t), that is κ s+t = κ s P 0 0 (t) for all s > 0 and t > 0. By the general theory of Markov processes, there is a σ-finite measure Q on C(0, ∞) such that
for 0 < t 1 < t 2 < · · · and x 1 , x 2 , · · · > 0. Indeed, for Q-almost all paths w ∈ C(0, ∞) we have w(0 + ) = 0, τ w (0) < ∞ and w(t) ≡ w(t ∧ τ w (0)). In the theory of diffusion processes, Q is known as the excursion law of the α-Bessel diffusion; see e.g. Biane and Yor (1987) and Yor (1992, 1998) 
By Yamazato (1990; Theorem 4), we have
Proof. By Skorokhod's result, we can construct a family of random variables {ξ c : c ≥ 0} such that ξ c has distribution p c and ξ c → ξ 0 as c → ∞ (a.s.). Then the assumption implies that f c (ξ c ) → f 0 (ξ 0 ) as c → ∞ (a.s.), and (3.8) follows by bounded convergence theorem. 
where we also used Theorem 2.1 and Lemmas 3.2 and 3.3 for the third equality. 2
Corollary 3.1 For each x > 0, the distribution of u(c) −1 X(x, c) under P {·|τ X(x) (0) > c} converges as c → ∞ to the Weibull distribution 
where τ i = τ X i (0). Then σ n → ∞ as n → ∞ (a.s.). The regenerative process {Y (t) : t ≥ 0} is defined by
Proof. With Corollary 3.1 in hand, the only thing we need to do is to check the tail of the hitting time τ X(x) (0) is of the right order and to appeal the general results of Mitov and Yanev (2001) and Mitov et al. (1996) . Observe that u(x, λ) := E exp{−λτ X(x) (0)} satisfies (3.12) where d + /dx denotes the right derivative. But, it is well-known that
see e.g. Itô and McKean (1965; p.129) . By (2.4), (2.5) and (3.13) we get
Combining this with (3.12) we get
Then it is easy to see that 0
Now the dominated convergence theorem yields
Using Kasahara (1975; Theorem 2) we get
By Tauberian theorem, Note that the three limit distributions obtained above are universal, in the sense that they only depend on the constant 0 < α < 1 rather than the explicit form of the speed measure. In particular, the Weibull distribution came from the conditional excursion law of the Bessel diffusion. These are rather similar to the results for critical branching processes; see e.g. Athreya and Ney (1972), Lamperti and Ney (1968) and Li (2000) . It would be interesting if one could establish conditional limit theorems for generalized diffusions under the assumption (3.1) with α = 1, which would correspond to the theorems for sub-critical branching processes and lead to limit laws depending on the speed measure explicitly; see e.g. Li (2000; Theorems 4.1 and 4.3).
Conditioned Bessel excursion and Bessel meander
In this section, we give a characterization for the limit law Q 0 in Theorem 3.1 in terms of stochastic differential equation. From this characterization we get that Q 0 is in fact the law of the 2(1 − α)-dimensional Bessel meander on natural scale. Let us define a conservative inhomogeneous transition semigroup (Q s,t ) 0≤s≤t≤1 on the state space (0, ∞) by
In view of (3.6) and (4.1), we can extend (Q s,t ) 0≤s≤t≤1 to a transition semigroup on [0, ∞) by continuity. It is easy to check that Q 0 coincides with the distribution on C(0, 1] of a Markov process with semigroup (Q s,t ) 0≤s≤t≤1 and initial state zero. The following result is already known; see Yor (1992a, sect. 2) for a detailed discussion of the result and its variations. We here include a short proof of the result based on Lemma 3.1 for completeness.
Lemma 4.1 For t > 0 and x ≥ 0, we have
, where
Proof. By Lemma 3.1 we have
where we have used the equality
which can be checked by differentiating both sides in y ≥ 0. 2 Theorem 4.1 Let {B(t) : 0 ≤ t ≤ 1} be a standard Brownian motion (with generator 2 −1 d 2 /dx 2 ) and let {Z(t) : 0 ≤ t < 1} be the solution to
with Z(0) = 0, where
Then the distribution of {Z(t) : 0 ≤ t < 1} on C([0, 1)) coincides with Q 0 .
Proof. Fix r > 0 and x > 0 and let X 0 r (x, t) = X(x, (t − r) ∧ τ X(x) (0)) for t ≥ r, where {X(x, t) : t ≥ 0, P } is the generalized diffusion process defined by (2.3) with speed measure m 0 (dy) := (1/α − 1)y 1/α−2 dy. Let 5) and let Q r,x (dω) = ρ(1, ω)P (dω). Then {X 0 r (x, t) : r ≤ t < 1} under the probability measure Q r,x is a Markov process with semigroup (Q s,t ) r≤s≤t<1 . Recall Lemma 2.1 and observe that
for t ≤ τ B (−x) and
. Using Lemma 2.1 again one sees that
Therefore {X 0 r (x, t) : r ≤ t < 1} is a continuous martingale with quadratic variation process
where
where {B(t) : 0 ≤ t ≤ 1} is a standard Brownian motion. It is known that the processes {M α (t) : 0 ≤ t ≤ 1} and {X α (t) : 0 ≤ t ≤ 1} are related in the following way: For any bounded measurable function F on C([0, 1)), Setting U (t, x) = log V (t, x) − α log x, 0 ≤ t < 1, x > 0, one may check that
and
Then we have
By Itô's formula, U (t, X(t)) − U (0, x) = By the above result, our Theorem 3.1 can be regarded as an extension of the first conditional limit theorem of Durrett et al. (1977) , where convergence to Brownian meander was considered.
