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Abstract
We show that Asplund sets are effective tools to study differentiability of Lipschitz functions, and
ε-subdifferentiability of lower semicontinuous functions on general Banach spaces. If a locally Lipschitz
function defined on an Asplund generated space X = T Y has a minimal Clarke subdifferential mapping,
then it is T BY -uniformly strictly differentiable on a dense Gδ subset of X. Examples are given of locally
Lipschitz functions that are T BY -uniformly strictly differentiable everywhere, but nowhere Fréchet differ-
entiable.
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1. Introduction
This note is concerned with Asplund sets and its applications in differentiability of Lipschitz
functions and subdifferentiability of lower semicontinuous functions on general Banach spaces.
Roughly speaking, we show that if a set is Asplund in a Banach space, then Lipschitz functions
are partially differentiable along the set densely; and for every ε > 0 lower semicontinuous func-
tions are partially ε-subdifferentiable along the set densely in their domains. Our key tools are
the characterization of Asplund sets by Fitzpatrick [4, p. 122], and the interpolation theorem of
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strate that such a partial differentiability is still far away from the Fréchet differentiability in
non-Asplund spaces. Our results are in the same spirit as the partial subdifferentiability results
for lower semicontinuous functions given by Borwein, Treiman, and Zhu [1], in which they as-
sume a Banach space X with a Banach subspace Y has a Yβ-smooth norm. The Asplundity of
a set in general Banach spaces turns out to be a surprisingly applicable concept in studying the
existence of derivative and subderivatives of functions.
2. Basic properties of Asplund sets
Let X be a Banach space and (X∗,weak∗) be the dual of X with weak∗ topology. We use
BX and BX∗ to denote the closed unit balls in X and X∗, respectively. For a bounded absolutely
convex set M ⊂ X, according to Fitzpatrick [4, p. 122], it is called Asplund if each bounded
subset K of X∗ is M-dentable. That is, for every ε > 0 there exists 0 = e ∈ X and ν > 0 such
that the slice
S(K, e, ν) := {x∗ ∈ K: 〈x∗, e〉> sup〈K,e〉 − ν},
has M-diameter
diamM S(K,e, ν) := sup
{〈
x∗ − y∗, h〉: x∗, y∗ ∈ S(K, e, ν), h ∈ M}< ε.
Finite sets and weakly compact sets (so compact sets) of any Banach spaces are Asplund sets. For
a Banach space X, BX is an Asplund set if and only if X is an Asplund space by Theorem 1.1.1
[9]. Every bounded subset of an Asplund space is an Asplund set. In particular, a set M ⊂ X
is Asplund if and only if for every separable subspace Z ⊂ X, whenever Z ∩ M = ∅, the set
Z ∩ M is Asplund in Z. This means that a set being Asplund is separably determined. Many
other characterizations of Asplund sets may be found in [4,9,18].
Let U ⊂ X be nonempty open. A function f :U → R is called locally Lipschitz if given
x ∈ U , ∃L(x) > 0, δ(x) > 0 such that∣∣f (y) − f (z)∣∣ L‖y − z‖ for y, z ∈ B(x, δ),
where B(x, δ) := {y ∈ X: ‖y − x‖ < δ}. In order to study differentiability of locally Lipschitz
functions, we need the Clarke subdifferential [5] defined by
∂cf (x) :=
{
x∗:
〈
x∗, v
〉
 f ◦(x;v) for all v ∈ X}, (1)
where
f ◦(x;v) := lim sup
y→x, t↓0
f (y + tv) − f (y)
t
.
Such a function f is M-differentiable at x ∈ U [4, p. 117] if there exists x∗ ∈ ∂cf (x) satisfies
lim
t→0 suph∈M
∣∣∣∣f (x + th) − f (x)t −
〈
x∗, h
〉∣∣∣∣= 0,
and we write x∗ ∈ f ′M(x). When M := BX , we say that f is Fréchet differentiable.
Asplund set is closely tied to the differentiability as the following illustrates:
Proposition 1. Let X be a Banach space, M ⊂ X be bounded. If M is non-Asplund, then there
exists a norm ‖ · ‖ on X which is nowhere M-differentiable.
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for some ε > 0, for every x,α, diamM(S(K,x,α)) > ε. Then the following set
C := BX∗ + cow∗(K ∪ −K)w∗ ,
is not weak∗ M-dentable. (Here cow∗ denotes the weak∗ closed convex hull.) As C is a weak∗-
compact convex set symmetric about 0 and intC = ∅, it is the closed unit ball of a dual norm,
say the dual of the norm λ on X. If λ were M-differentiable at some point x ∈ X, then clearly
x = 0. Since λ(x) := σC(x), its derivative λ′(x) ∈ C, and λ′(x) is M-exposed by x, that is, for
every ε > 0, there exists α > 0 such that
diamM
(
S(C,x,α)
)
< ε.
See [4, p. 127]. Since this is impossible, λ is nowhere M-differentiable and the proof is com-
plete. 
Therefore, it is natural to restrict our attention to Asplund sets when considering M-differen-
tiability. We finish this section with a criteria of Asplund set in terms of M-differentiability.
Theorem 2. If a Banach space X has an M-differentiable norm or an M-differentiable bump
function, then M is Asplund in X.
Proof. By the Borwein–Preiss (or Deville–Godefroy–Zizler) smooth variational principle [2,16],
every continuous convex function on X is M-differentiable on a dense subset of X. By Theo-
rem 1.4.5 [9], M is Asplund. 
3. The genericity ofM-uniformly strict differentiability
A multifunction F from a Baire space Z into (X∗,weak∗) is said to be weak∗ usco (weak∗
upper semicontinuous and compact valued) if
(i) for each x ∈ Z, F(x) is nonempty and weak∗ compact;
(ii) for each weak∗ open set V ⊂ X∗, the set {x ∈ Z: F(x) ⊂ V } is open in Z.
We say that F is M-continuous at x0 ∈ Z, if for every ε > 0, there is a neighborhood U(x0) ⊂
Z of x0 such that diamM F(U(x0)) < ε. Here F(U(x0)) := ⋃{F(x): x ∈ U(x0)}. Thanks to
Christensen [6], we know that every usco multifunction F contains at least one minimal usco
mappings (with respect to inclusion of graphs). First we observe that
Lemma 3. Let F :Z → (X∗,weak∗) be a minimal usco multifunction from a Baire space Z into
the dual space (X∗,weak∗). If M ⊂ X is an Asplund set in X, then there exists a residual subset
Ω ⊂ Z such that for every x ∈ Ω , F(x)|M is singleton and F is M-continuous at x.
We omit its proof since it is a consequence of well-known results due to Rainwater or
Kenderov. See [16, Lemma 7.14, p. 107] or [9, Theorem 5.1.11, p. 88].
A locally Lipschitz function f :U → R is said to be M-uniformly strictly differentiable at x0
if there exists x∗ ∈ X∗ such that
lim
x→x0, t↓0
sup
h∈M
∣∣∣∣f (x + th) − f (x)t −
〈
x∗, h
〉∣∣∣∣= 0.
Clearly M-uniformly strict differentiability imply the M-differentiability.
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weak∗ upper semicontinuous. The connection between the notions ‘M-uniformly strict differen-
tiability’ of Lipschitz function f and ‘M-continuity’ of ∂cf is revealed by the following:
Lemma 4. Let f :U → R be locally Lipschitz function on an open subset U of a Banach
space X. Then f is M-uniformly strictly differentiable at x0 if and only if the Clarke subdif-
ferential ∂cf :U → X∗ of f is M-continuous at x0.
Proof. Without loss of generality, we assume M ⊂ BX . Suppose that ∂cf is M-continuous at x0.
For each ε > 0, there exists δ > 0 such that diamM ∂cf (B(x0, δ)) < ε. If ‖y − x0‖ < δ/2 and
0 < t < δ/2, then for every h ∈ M , [y, y+ th] ∈ B(x0, δ), and by Lebourg’s Mean Value Theorem
[5, p. 41],
sup
h∈M
∣∣∣∣f (y + th) − f (y)t −
〈
f ′(x0), h
〉∣∣∣∣
= sup
h∈M
∣∣〈ξ,h〉 − 〈f ′(x0), h〉∣∣ (where ξ ∈ ∂cf (z) for some z ∈ [y, y + th])
= sup
h∈M
〈
ξ − f ′(x0), h
〉
 diamM ∂cf
(
B(x0, δ)
)
< ε.
Hence f is M-uniformly strictly differentiable at x0.
Conversely, suppose that f is M-uniformly strictly differentiable at x0. Choose ε > 0. There
exists δ > 0 such that
sup
h∈M
∣∣∣∣f (y + th) − f (y)t −
〈
f ′(x0), h
〉∣∣∣∣< ε whenever ‖y − x0‖ < δ and 0 < t < δ.
Thus for ‖y − x0‖ < δ, we have
f (y + th) − f (y)
t

〈
f ′(x0), h
〉+ ε.
Hence
f ◦(y;h) 〈f ′(x0), h〉+ ε for ‖y − x0‖ < δ, h ∈ M.
But this says suph∈M 〈∂cf (B(x0, δ))− f ′(x0), h〉 < ε. Since M is absolutely convex, we get that
diamM [∂cf (B(x0, δ))] < 2ε, as required. 
A set-valued map F :U → 2X∗ is said to be a convex weak∗ usco map if it is a weak∗ usco
map and its values are convex. It is said to be a minimal cusco if it is minimal in the family of all
convex weak∗ uscos. Combining Lemmas 3 and 4, we have
Theorem 5. Let f :U → R be locally Lipschitz on an open subset U of a Banach space X.
Assume that M ⊂ X is an Asplund set. If the Clarke subdifferential ∂cf :U → (X∗,weak∗) is a
minimal cusco, then f is M-uniformly strictly (so M-) differentiable on a dense Gδ subset of U .
Proof. We follow the ideas given by Phelps [16, Lemma 7.12, p. 106]. By Zorn’s lemma, there
exists a minimal usco F contained in ∂cf . By Lemma 3, there exists a dense Gδ set Ω ⊂ U
such that, for each x ∈ Ω , F(x)|M is singleton and F is M-continuous at x. The map cow∗F ,
given by cow∗F(z) = cow∗ [F(z)] for z ∈ U , is a weak∗-cusco and contained in ∂cf . Since ∂cf
X. Wang / J. Math. Anal. Appl. 323 (2006) 1417–1429 1421is a minimal cusco, ∂cf = cow∗F . Then ∂cf |M is single valued and M-continuous at each point
x ∈ Ω . By Lemma 4, f is M-uniformly strictly differentiable at each x ∈ Ω . 
On an Asplund generated space X = T (Y ), because T (BY ) is Asplund, we have:
Corollary 6. Let U be an open subset of an Asplund generated space X = T Y , and f :U → R
be locally Lipschitz. If the Clarke subdifferential ∂cf :U → (X∗,weak∗) is a minimal cusco,
then f is T BY -uniformly strictly (so T BY -) differentiable on a dense Gδ subset of U .
Note that on Asplund generated space X = T Y , for a locally Lipschitz function f if f is
T BY -differentiable at x then f is Gâteaux differentiable at x since T Y is dense in X.
According to Borwein and Moors [3,14], every pseudo-regular and locally Lipschitz f defined
on an open subset U of a Banach space X has ∂cf :U → (X∗,w∗) being a minimal convex-
valued usco. Therefore, Corollary 6 generalizes the main result of [11] from separable spaces to
general Banach spaces.
We finish this section with one example.
Example 1. (1) For x = (xn) ∈ l∞ define a continuous seminorm by p(x) := lim supn→∞ |xn|.
As shown by Phelps [16, p. 13], p is nowhere Gâteaux differentiable. But for every Asplund set
M ⊂ l∞, p is M-differentiable at a set residual in l∞.
(2) The norm ‖x‖ =∑∞n=1 |xn| in l1 is not Fréchet differentiable at any points, but for every
Asplund set M ⊂ l1, the norm is M-differentiable on a residual subset of l1.
4. TheM-differentiability of Lipschitz functions
An arbitrary Lipschitz function f :U ⊂ X → R on a general Banach space X does not nec-
essarily have a minimal Clarke subdifferential. In this case, our proof relies on the following
aspects of the Preiss differentiability theorem on Asplund spaces [17].
Proposition 7. On an Asplund space X, a locally Lipschitz function f on a nonempty open
subset U of X is Fréchet differentiable at the points of a dense subset D of U . Moreover, the
mean value theorem holds for the Fréchet derivative of f .
Inspired by Giles and Sciffer [13, Theorem 2.2], we present an M-differentiability result. Such
an M-differentiability may be thought as a partial differentiability uniformly along span(M).
Theorem 8. Let X be a Banach space and M ⊂ X be an Asplund set. If f :U → R is locally
Lipschitz on an open subset U of X, then
(a) the set {x ∈ U : f ′M(x) exists} is dense in U ;
(b) for every ε > 0 and [a, b] ∈ U , there exists c nearby [a, b] and x∗ ∈ f ′M(c) such that
f (b) − f (a) < 〈x∗, b − a〉+ ε.
In particular, for every x ∈ U , ∂cf (x) =⋂s>0 cow∗{f ′M(y): y ∈ B(x, s)}.
Proof. Since M is an Asplund set, by Stegall’s factorization theorem [9, p. 23], there exists
an Asplund space Y and a linear continuous mapping T :Y → X such that T (BY ) ⊃ M . Let
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y ∈ T −1(U − x0). T −1(U − x0) is a nonempty open subset in Y and 0 ∈ int[T −1(U − x0)].
Since g is locally Lipschitz on T −1(U − x0) and Y is Asplund, by Proposition 7, there exists a
dense set D ⊂ T −1(U − x0) such that for every y ∈ D there exists y∗ ∈ Y ∗ verifying:
lim
t→0 suph∈BY
∣∣∣∣f (x0 + Ty + tT h) − f (x0 + Ty)t −
〈
y∗, h
〉∣∣∣∣= 0. (2)
In particular, f ′(x0 + Ty; ·) is linear on T Y , a linear subspace in X. Because f ′(x0 + Ty; ·)
f ◦(x0 + Ty; ·) on T Y and the latter is sublinear on X, we apply the Hahn–Banach extension
theorem to get x∗ ∈ X∗ such that x∗|T Y = f ′(x0 + Ty; ·) on T Y and x∗ ∈ ∂cf (x0 + Ty). It
follows that
lim
t→0 suph∈BY
∣∣∣∣f (x0 + Ty + tT h) − f (x0 + Ty)t −
〈
x∗, T h
〉∣∣∣∣= 0.
Since T BY ⊃ M , we have
lim
t→0 suph∈M
∣∣∣∣f (x0 + Ty + th) − f (x0 + Ty)t −
〈
x∗, h
〉∣∣∣∣= 0,
and so x∗ ∈ f ′M(x0 + Ty). Now x0 + Ty ∈ U ∩ (x0 + T Y ), and x0 + TD is dense in U ∩ (x0 +
T Y ), this implies that (x0 + TD) ∩ B(x0, ε) = ∅. Since x0 ∈ U is arbitrary, ε > 0 is arbitrary
such that B(x0, ε) ⊂ U , we conclude that (a) holds.
We proceed to show (b). Let [a, b] ⊂ U . The set M1 := co(M ∪ [a, b] ∪ −[a, b]) is Asplund.
Apply the Stegall’s factorization theorem to find an Asplund space Y and a continuous linear
mapping T :Y → X such that T BY ⊃ M1. Now T −1(U) is open in Y and there exist x, y ∈
T −1(U) such that T (x) = a,T (y) = b and [x, y] ⊂ T −1(U). The function g := f ◦ T is locally
Lipschitz on T −1(U). For every ε > 0, by Proposition 7 again, there exists z ∈ T −1(U) near by
the interval [x, y] such that
g(y) − g(x) < 〈g′(z), y − x〉+ ε.
Here g′(z) ∈ Y ∗ is the Fréchet derivative of g at z. As in (2), there exists x∗ ∈ X∗ such that
x∗|T Y = f ′(T z; ·) on T Y , x∗ ∈ f ′M1(T z) ⊂ f ′M(T z), and 〈g′(z), y − x〉 = 〈x∗, T y − T x〉. Then
f (b) − f (a) < 〈x∗, b − a〉+ ε,
where c = T z which is nearby [a, b] and x∗ ∈ f ′M(c). The characterization of ∂cf (x) in terms of
f ′M follows from the mean value theorem just proved. 
Since T BY is an Asplund set, the above theorem generalizes the following by Giles and Scif-
fer [13]:
Corollary 9. On an Asplund generated space X = T (Y ), a locally Lipschitz function f on a
nonempty open subset U of X is T BY -differentiable (so Gâteaux differentiable) at the points of
a dense subset G of U ∩ T Y , and for each x ∈ U
∂cf (x) =
⋂
s>0
cow
∗{
f ′TBY (z): z ∈ B(x, s)
}
.
Let X be Asplund generated with X = T (Y ). A natural question is: Suppose a locally Lip-
schitz function f :X → R is T (BY )-differentiable everywhere on X. Is f Fréchet differentiable
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tion f :L1[0,π] → R such that it is T (BY )-uniformly strictly differentiable everywhere, but
nowhere Fréchet differentiable. Here BY denotes the closed unit ball of L2[0,π].
Example 2. Let g :R → R be continuously differentiable such that |g′(x)|  K , and g is not
linear on R. Define f :L1[0,π] → R by
f (x) :=
π∫
0
g
(
x(s)
)
ds for x ∈ L1[0,π].
Put Y = L2[0,π] and T :L2[0,π] → L1[0,π] by T (x) := x for x ∈ L2[0,π] (i.e., the inclusion
mapping). Then L1[0,π] = T Y ,
(a) f is Lipschitz and T (BY )-uniformly strictly differentiable (so T BY -differentiable and
Gâteaux differentiable) everywhere on L1[0,π];
(b) f is nowhere Fréchet differentiable on L1[0,π].
Proof. Observe that f is Lipschitz on L1[0,π].
(a) f is T BY -uniformly strictly differentiable at every x ∈ L1[0,π]. Let us first show that f
is strictly differentiable at x ∈ L1[0,π]. Fix x, v ∈ L1[0,π]. Choose (xn) a sequence in L1[0,π]
converging to x, and tn ↓ 0 such that
f ◦(x;v) = lim
n→∞
f (xn + tnv) − f (xn)
tn
= lim
n→∞
π∫
0
g(xn(s) + tnv(s)) − g(xn(s))
tn
ds.
Since xn converges in L1 norm to x, there exists a subsequence (xnk ) of (xn) such that xnk (s) →
x(s) pointwise a.e. on [0,π]. Then
f ◦(x;v) = lim
nk→∞
π∫
0
g(xnk (s) + tnk v(s)) − g(xnk (s))
tnk
ds.
But ∣∣∣∣g(xnk (s) + tnk v(s)) − g(xnk (s))tnk
∣∣∣∣K∣∣v(s)∣∣,
so by Lebesgue’s Dominated Convergence Theorem,
f ◦(x;v) =
π∫
0
lim
nk→∞
g(xnk (s) + tnk v(s)) − g(xnk (s))
tnk
ds =
π∫
0
g′
(
x(s)
)
v(s) ds.
Therefore, f is strictly differentiable at every x ∈ L1[0,π] with f ′(x) = g′(x) in the sense that
〈
f ′(x), v
〉=
π∫
0
g′
(
x(t)
) · v(t) dt for each v ∈ L1[0,π].
The Clarke subdifferential ∂cf :L1[0,π] → 2L∞[0,π] is given by ∂cf (x) = {g′(x)}, and it is
norm-to-weak∗ continuous.
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any sequence in L1[0,π] converging to x. Since T :L2[0,π] → L1[0,π] is the identity mapping,
T ∗ :L∞[0,π] → L2[0,π] is the restriction mapping. We have
sup
〈
g′(xn) − g′(x), T BY
〉= sup〈T ∗(g′(xn) − g′(x)),BY 〉= ∥∥g′(xn) − g′(x)∥∥2
=
√√√√√
π∫
0
[
g′
(
xn(s)
)− g′(x(s))]2 ds. (3)
Because xn → x in ‖ · ‖1, it has a subsequence (xnk ) converging to x pointwise a.e. on [0,π].
Since |g′(x(s))|  K for every s ∈ [0,π], by the Lebesgue Dominant Convergence Theorem,
‖g′(xnk ) − g′(x)‖2 → 0. Because this holds for every subsequence of (xn), we conclude that
‖g′(xn)−g′(x)‖2 → 0. Therefore f ′ is T BY -continuous at x. By Lemma 4, f is T BY -uniformly
strictly differentiable at x.
(b) f is nowhere Fréchet differentiable on L1[0,π]. Given x ∈ L1[0,π], we will construct
hn ∈ L1[0,π] such that ‖hn‖1 → 0 but
In := |
∫ π
0 g(x(s) + hn(s)) − g(x(s)) − g′(x(s))hn(s) ds|∫ π
0 |hn(s)|ds
 0 as n → ∞.
For the given x, we may select 0 = q ∈ Q such that the set
S := {s ∈ [0,π]: g(x(s) + q)− g(x(s))− g′(x(s))q = 0},
has positive measure in [0,π]. Indeed, if not so, then for every 0 = q ∈ Q, the set
Nq :=
{
s ∈ [0,π]: g(x(s) + q)− g(x(s))− g′(x(s))q = 0},
is measure 0. Then
⋃
q∈Q Nq has measure 0, and for s ∈ [0,π] \
⋃
q∈Q Nq ,
g
(
x(s) + q)= g(x(s))+ g′(x)q for every q ∈ R.
This contradicts the assumption that g is nonlinear on R. Thus, there exists a rational number
α > 0 such that
Z := {t ∈ S: g(x(s) + q)− g(x(s))− g′(x(s))q > α},
has positive measure; or for some rational α < 0, the set
Z := {t ∈ S: g(x(s) + q)− g(x(s))− g′(x(s))q < α},
has positive measure. In either case, we may choose a sequence of measurable subsets of Z such
that Zn ⊃ Zn+1, μ(Zn) > 0 and μ(Zn) ↓ 0 as n → ∞. Define
hn(s) :=
{
q if s ∈ Zn,
0 otherwise.
Clearly, hn ∈ L1[0,π] and ‖hn‖1 = qμ(Zn) → 0. If α > 0, then
In := |
∫ π
0 g(x(s) + hn(s)) − g(x(s)) − g′(x(s))hn(s) ds|∫ π |hn(s)|ds 
αμ(Zn)
|q|μ(Zn) 
α
|q| > 0.0
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In := |
∫ π
0 g(x(s) + hn(s)) − g(x(s)) − g′(x(s))hn(s) ds|∫ π
0 |hn(s)|ds
 −αμ(Zn)|q|μ(Zn) 
−α
|q| > 0.
Hence f is not Fréchet differentiable at x. 
Remark 10. For ε > 0, if x∗ ∈ ∂cf (x) verifies
lim sup
t↓0
sup
h∈M
∣∣∣∣f (x + th) − f (x)t −
〈
x∗, h
〉∣∣∣∣< ε,
we say that f is ε–M-differentiable, and write x∗ ∈ ε−f ′M(x). Instead of Preiss’ differentiability
theorem one can use the Fabian and Preiss differentiability lemma [10] to obtain:
Proposition 11. Let U be an open subset of Banach space X, consider a locally Lipschitz func-
tion f : U → R. If M is an Asplund subset of X, then for every ε > 0 the set{
x ∈ U : ε − f ′M(x) = ∅
}
is dense in U.
5. TheM-subdifferentiability of lower semicontinuous functions
Asplund generated spaces are weak Asplund, and bounded sets in their duals are relatively
weak∗ sequentially compact. With regards to Asplund sets, we have:
Theorem 12. Let M be an Asplund set in an arbitrary Banach space X. For every bounded (x∗k )
sequence in X∗, there exist a subsequence (x∗kl ) of (x∗k ) and x∗ ∈ X∗ such that
lim
l→∞
〈
x∗kl , h
〉= 〈x∗, h〉 for h ∈ spanM.
Proof. Let (x∗k )∞k=1 be a bounded sequence in X∗. Then ∃L > 0 such that ‖x∗k ‖  L for all
k  1. Consider Y = spanM . Then Y is Asplund generated, (x∗k |Y ) is a bounded sequence in Y ∗.
By [9, Theorem 2.1.2, p. 38], (x∗k |Y ) has a weak∗ converging subsequence in Y ∗. Say (x∗k |Y ),
without relabeling, converges weak∗ to y∗ ∈ Y ∗. Since 〈x∗k , y〉  L‖y‖ ∀k and y ∈ Y , we have〈y∗, y〉 L‖y‖ ∀y ∈ Y . By the Hahn–Banach theorem there exists x∗ ∈ X∗ such that x∗|Y = y∗.
Then x∗ ∈ X∗ and limk→∞〈x∗k , h〉 = 〈x∗, h〉 for h ∈ spanM . 
Let f :X → R := (−∞,+∞] be lower semicontinuous on a Banach space X. We say that f
is ε–M-subdifferentiable at x ∈ domf , if there exists x∗ ∈ X∗ such that
lim inf
t↓0 infh∈M
(
f (x + th) − f (x)
t
− 〈x∗, h〉
)
−ε.
Write x∗ ∈ ∂ε−Mf (x). When ε = 0, we use ∂Mf (x). If M = BX , then it is the so-called Fréchet
subdifferential of f at x, denoted by ∂F f (x). Mordukhovich and Shao [15] developed sequential
nonsmooth analysis in Asplund spaces. Motivated by Fabian, Loewen and Mordukhovich [7], let
us define the partial sequential subdifferential on general Banach space X along the Asplund
generated subspace spanM by:
∂a−Mf (x) :=
{
x∗ ∈ X∗ | ∃xn ∈ X, εn  0, x∗n ∈ ∂εn−Mf (xn) such that
xn
f−→ x, εn ↓ 0, x∗n w
∗−→ x∗ on spanM}, (4)
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f−→ x means xn → x with f (xn) → f (x). In order to justify this, we need the follow-
ing well-known result by Fabian [8].
Proposition 13. If X is an Asplund space, then for every lower semicontinuous function
f :X → R, the set of points (v, f (v)) where ∂F f (v) = ∅ is dense in the graph {(v, f (v)): v ∈ X,
f (v) < ∞} of f .
Fabian’s result allows us to prove the density of ε–M-subdifferentiability of lower semicon-
tinuous functions on general Banach spaces.
Theorem 14. Let X be an arbitrary Banach space, M ⊂ X be an Asplund set in X.
(i) If f :X → R is lower semicontinuous, then for every ε > 0 the set{(
x,f (x)
)
: ∂ε−Mf (x) = ∅
}
,
is dense in the graph {(x, f (x)): x ∈ X,f (x) < +∞}.
(ii) If f :X → R is locally Lipschitz on an open subset U of X, then the set{
x: ∂Mf (x) = ∅
}
is dense in U. (5)
Furthermore, ∂a−Mf (x) = ∅ for every x ∈ U .
Proof. (i) Since M is Asplund in X, there exists an Asplund space Y and a one-to-one continuous
linear map T :Y → X such that T BY ⊃ M and T ∗X∗ is dense in Y ∗. By translation, we may
assume that 0 ∈ domf . Define g :Y → R by
g(y) := f ◦ T (y) for y ∈ Y.
Then g is lower semicontinuous on T −1(domf ). It suffices to show that for every ε > 0, there
exists (x, f (x)) such that
‖x‖ < ε, ∣∣f (x) − f (0)∣∣< ε, and ∂ε−Mf (x) = ∅.
By Proposition 13, there exists y ⊂ T −1(domf ) such that ∂F g(y) = ∅, ‖y‖ < ε and |g(y) −
g(0)| < ε. The latter means |f (T y) − f (0)| < ε. Since T is continuous, we can further assume
that y satisfies
‖Ty‖ < ε, ∣∣f (T y) − f (0)∣∣< ε.
Set x = Ty. We shall show that ∂ε−Mf (x) = ∅. Indeed, if y∗ ∈ ∂F g(y) ⊂ Y ∗, then by the defin-
ition of ∂F g, for ε/2 > 0 there exists δ > 0 such that
g(y + th) − g(y)
t
− 〈y∗, h〉−ε
2
, if 0 < t < δ and h ∈ BY .
That is,
f (x + tT h) − f (x)
t
− 〈y∗, h〉−ε
2
whenever 0 < t < δ, h ∈ BY . (6)
Since T ∗X∗ is dense in Y ∗, there exists x∗ ∈ X∗ such that ‖y∗ − T ∗x∗‖ < ε/2. Then
f (x + tT h) − f (x) − 〈x∗, T h〉−ε whenever 0 < t < δ, h ∈ BY . (7)t
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(ii) Let us now assume that f is locally Lipschitz on U . As in (i) we can assume that 0 ∈ U ,
and find x ∈ U arbitrary nearby 0 and y∗ ∈ Y ∗ such that for every ε > 0 there exists δ > 0
satisfying
f (x + tT h) − f (x)
t
− 〈y∗, h〉−ε
2
whenever 0 < t < δ, h ∈ BY . (8)
Define a linear functional x∗ on T Y by〈
x∗, T h
〉= 〈y∗, h〉 for h ∈ Y.
This is well defined on T Y since T is one-to-one. We shall show that x∗ may be continuously
extended from T Y to X. Find δ > 0 so that f is locally Lipschitz around x, with Lipschitz
constant K > 0, say. For h ∈ BY ,
〈
x∗, T h
〉= 〈y∗, h〉 f (x + tT h) − f (x)
t
+ ε
2
K‖T h‖ + ε
2
.
Then 〈
x∗, T h
〉
K‖T h‖ + ε
2
.
As this holds for every ε > 0,〈
x∗, T h
〉
K‖T h‖ for h ∈ Y. (9)
Therefore, x∗ may be extended from T Y to a continuous linear function x∗ on X. Then
f (x + tT h) − f (x)
t
− 〈x∗, T h〉−ε
2
whenever 0 < t < δ, h ∈ BY . (10)
Since this holds for every ε > 0, we have x∗ ∈ ∂Mf (x). This proves (5).
Finally, assume that f is locally Lipschitz at x ∈ U , we show that ∂a−Mf (x) = ∅. By (5),
find xn ∈ U , x∗n ∈ ∂Mf (xn) such that ‖xn − x‖ → 0. If f is Lipschitz around x with Lipschitz
constant K , then as in (9) we can require ‖x∗n‖K for n sufficiently large. By Theorem 12, we
may find a subsequence of (x∗n) (without relabeling) such that x∗n converges weak∗ to x∗ ∈ X∗
on spanM . Observing that ∂Mf ⊂ ∂ε–Mf for each ε > 0, we conclude that x∗ ∈ ∂a−Mf (x).
This completes the proof of the theorem. 
Corollary 15. Let X = T Y be an Asplund generated space. If f :X → R is lower semicontinu-
ous, then for every ε > 0, the set{
x ∈ domf : ∂ε–T BY f (x) = ∅
}
,
is dense in domf . If f :X → R is locally Lipschitz on an open subset U of X, then the set{
x: ∂T BY f (x) = ∅
}
is dense in U.
Furthermore,
∂a−T BY f (x) = ∅ and ∂cf (x) = co∗
[
∂a−T BY f (x)
]
,
for every x ∈ U .
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∂cf (x) = co∗
[
∂a−T BY f (x)
]
. (11)
Indeed, take any x∗ ∈ ∂a−T BY f (x). Find xn ∈ X with x∗n ∈ ∂εn−T BY f (xn), ‖xn − x‖ → 0, εn ↓ 0
such that x∗n
w∗−→ x∗. Fix any h ∈ T Y and find tn ↓ 0 so that
〈
x∗n,h
〉− 2εn < f (xn + tnh) − f (xn)
tn
.
Then
〈
x∗, h
〉
 lim sup
n→∞
f (xn + tnh) − f (xn)
tn
 f ◦(x;h).
As f is locally Lipschitz at x and T Y = X, we get 〈x∗, h〉 f ◦(x;h) ∀h ∈ X. Therefore x∗ ∈
∂cf (x). This shows that
∂cf (x) ⊃ co∗
[
∂a−T BY f (x)
]
.
On the other hand, by Corollary 9,
∂cf (x) = co∗
{
x∗ ∈ X∗: ∃xn ∈ U, f ′T BY (xn) exists with xn → x, f ′TBY (xn)
w∗−→ x∗}
⊂ co∗∂a−T BY f (x).
Therefore, (11) is proved. 
Remark 16. According to Fabian, Loewen and Mordukhovich [7], an Asplund generated scheme
is a pentad (X,Y,‖ · ‖X,‖ · ‖Y , i) in which (Y,‖ · ‖Y ) is an Asplund subspace in Banach space
(X,‖·‖X) satisfying Y ‖·‖X = X and ‖y‖X  ‖y‖Y for every y ∈ Y , and i :Y → X is the inclusion
mapping. (Any Asplund generated space yields an Asplund generated scheme.) They invented
∂Y f at x ∈ domf ∩ Y as follows. Find the basic subdifferential of f |Y on Y first, i.e.,
∂f |Y (x) :=
{
y∗ ∈ Y ∗ | ∃yn ∈ Y, εn  0, y∗n ∈ ∂εnf |Y (yn) such that
yn
f |Y−→ x, εn ↓ 0, y∗n w
∗−→ y∗ in Y},
then let
∂Y f (x) = i∗−1
[
∂(f |Y )(x)
]
.
Apparently, this concept considers only the local behavior of f |Y on Y , then the extendability
from Y to X of linear functionals in ∂(f |Y )(x) ⊂ Y ∗; while (4) involves the local behavior of f
on X. Note that in an Asplund generated scheme we use M = BY .
6. Conclusion
In nonsmooth analysis, Borwein and Preiss’ variational principle says if a Banach space X has
a β-smooth norm, then every proper lower semicontinuous function f on X has a point at which
f is β-subdifferentiable [2]; on the other hand, we illustrate that for an arbitrary Banach space X,
if M ⊂ X is Asplund, then for every ε > 0 each proper lower semicontinuous function f on X has
a point at which f is ε–M-subdifferentiable. In differentiability theory, Preiss’ differentiability
theorem says if a Banach space X has a β-smooth norm, then every locally Lipschitz function f
defined on an open subset U of X has a point at which f is β-differentiable [17]; on the other
X. Wang / J. Math. Anal. Appl. 323 (2006) 1417–1429 1429hand, we illustrate that for an arbitrary Banach space X, if M ⊂ X is Asplund, then each locally
Lipschitz function f :U → R defined on an open subset U of X is M-differentiable at some
point. It is very interesting to observe these similarities. The point is that the Asplundity of a set
supplies a tool for extending the nonlinear analysis results in the framework of Asplund spaces
to general Banach spaces.
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