AbstractÐWe rederive and explain the paradoxical prediction, con®rmed by experiment, that the normal velocity, , of a curved antiphase domain boundary (APB) in an ordered alloy tends to a ®nite limit at a critical point, where the APB eectively disappears, its surface energy g tending to 0, and its thickness l diverging. The prediction is in apparent contradiction to the expectation that the velocity of the APB should tend to 0 based on the notion that should be proportional to g and inversely proportional to l. Combining an Allen±Cahn equation for the rate of change of the order parameter, a non-conserved quantity, with a Cahn±Hilliard equation for the diusion of one of the chemical components of an alloy, a conserved quantity, we obtain a system from which we derive an expression, via formal asymptotics, for of an APB domain boundary in an ordered alloy. The drags from the two types of quantities are found to be additive. We ®nd that the drag from the changes in ordering accompanying the motion of the APB decreases inversely as the thickness. Thus, at the critical temperature where the thickness of an APB diverges and its g tends to 0, the drag tends to 0. This resolves the paradoxical behavior of APB at the critical point; they continue to move up to the limiting condition where they, and their driving force for motion, disappear. The drag from the conserved component, which moves with the boundary as an adsorbed layer, exerts a drag on the boundary that is similar to what is predicted for impurity drag. In general the drag is given by a compositional integral through the interface that is not simply related to either the thickness or the total adsorption. However, for thick compositional wetting layers the drag indeed varies with thickness. We believe that the distinction we have encountered in the behavior of composition and order parameter is quite general for motion of interfaces, unless strong cross-eects in¯uence the evolution of the system. Our results yield a uni®cation and reconciliation of several diverse theories of interface motion. 7
INTRODUCTION
For many kinetic processes involving motion of surfaces or interfaces within solids, such as antiphase domain and grain boundaries, the weighted mean curvature u g , which is de®ned as the change in the free energy of the surface per unit volume swept by surface motion, serves as the driving force (per unit area) for motion. Note that by de®ning u g in this way, it has the same dimensions as, and can be added (or subtracted) to other appropriately de®ned free energy changes per unit volume, such as, for example, those due to phase changes [4] . For isotropic surfaces u g reduces to a product of surface free energy per unit area, g, and mean curvature, u; that is, u g =gu. There are many interfaces for which there are no other driving forces for motion, and for which there is no constraint on the volume enclosed by the interface. The simplest of these are homophase interfaces between variants of the same phase, homophase interfaces, such as grain boundaries, stacking faults, and domain boundaries in ordered structures. The motion of the last has served as a test of theories.
It is commonly assumed that there is a functional relationship between the normal velocity of the motion of interfaces and the driving force; i.e. in the present context, =Mu g . The coecient of proportionality, thus de®ned, is known as the interfacial mobility. Thermodynamics requires that M r 0.{ The mobility is a function of state variables, { To whom all correspondence should be addressed. { To ensure that M r 0, we follow the sign convention that u is positive if the normal to the surface points in the direction of the larger principal curvature, and that is positive if it is in the direction of the normal. For example, a sphere of radius r with an outward normal would have u=À2/r and would be negative for a shrinking sphere. Thus, =dr/dt=À2 Mg/r=Mgu. such as temperature and composition, as well as the orientation variables, such as the interface normal.
When the normal velocity of a surface is linearly proportional to u (or u g ), the motion is termed motion by (weighted) mean curvature. In this linear reÂ gime, M is expected to be independent of u g . For the linear isotropic case, M should, in addition, be independent of orientation, and
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In 1951 Turnbull [3] , using absolute reaction rate theory, assumed that motion of an interface results from the diusion of atoms across the interface which is driven by the tendency to reduce the free energy. For small curvatures, this theory results in a linear relationship between and u
where D s is the diusion constant in the interface, N v the number of atoms per unit volume, and k B is Boltzmann's constant. Comparison of (1) with (2) gives a mobility that equals D s /(N v k B Tl ) and is thus inversely proportional to the interfacial thickness, l. The dependence on l seems quite reasonable; if atoms have to diuse across an interface for it to move, the mobility must vary inversely with the distance they have to transverse. The predictions of Turnbull about the mobility are dicult to verify, because for most interfaces one cannot make major variations in g and l. An exception occurs in the vicinity of a higher-order transition, where g tends to 0 and interfaces become diuse with l tending to I. For order±disorder transitions, the interface with this behavior is between two domains of the same ordered phase, known as an antiphase domain wall (APB). These are homophase interfaces. As the temperature rises to the critical temperature, the other parameters that distinguish the domains lessen, and g decreases to 0 while l diverges. At the critical disordering temperature, the abutting domains become identical, and the APB disappear.{
In 1977 a theory of motion of antiphase domain walls (APB) between two domains of an ordered structure was developed. It was based on an equation, now known as the Allen±Cahn equation (AC), and gave the result that below the critical ordering temperature, is proportional to the mean curvature u alone and is independent of factors such as g and l [1, 2] . This prediction was con®rmed to a high degree of accuracy in experimental tests of domain growth in Fe±Al just below the critical ordering temperature where g and l could be varied over several orders of magnitude by changing the temperature within a narrow range [2] . Indeed, the velocity (for a given u) kept rising due to an Arrhenius factor in M from the diusional motion of atoms, and attained a non-zero limit as the critical temperature was approached from below. The same conclusion can be reached by examining micrographs of Fe±Al specimens which had coarsened in an ambient temperature gradient that straddled the critical temperature [5] . The sequence of electron micrographs, obtained at varying distances from the critical temperature isotherm, and thus at varying temperatures below the critical temperature, showed that the domains had grown to sizes that were not strongly dependent on how close the temperature was to the critical temperature. This indicates that growth rates near the critical temperature are independent of temperature, and therefore independent of the magnitudes of g and l.
In terms of the mobility, M, these results would imply that M varies inversely as g and diverges as the critical temperature is approached. In contrast, the Turnbull theory would predict that M would tend to 0 as l diverges and that would tend even more rapidly to 0 since M and the g factor in the driving force both tend to 0. The slowing by many orders of magnitude of the velocity as predicted by Turnbull's theory was not found in experiments [2, 5] which each covered a factor of 15 in the undercooling. According to the classical theory, there would have been a factor of 60 (I15 3/2 ) in g and 4 (I15 1/2 ) in l. The dierences between the predictions of the Turnbull and the (AC) theories are major. The Turnbull theory is not consistent with the experiments. Lastly, we note that the AC theory presents a driving force paradox: APB are interfaces between two domains that are variants of the same ordered phase. These variants become identical as the critical temperature is approached; the APB vanishes and g tends to 0. Nonetheless, the velocity of a curved APB will tend to a ®nite non-zero limit even though the APB has no surface free energy to drive it.
The Fe±Al system contains another interesting phase-diagram feature, a tricritical point, that allows a manipulation of g and l quite dierent from what is possible at the critical temperature. At the tricritical point, the line of higher-order transitions terminates and continues on the phase diagram as a ®rst-order transition with a two-phase region, in which over a range of temperature the domains of the ordered phase coexist with a disordered phase with a diering composition. Within this two-phase region there are two kinds of interfaces, domain walls within the ordered phase, and { There is no coexistence of phases at higher-order transitions; at the transition temperature two or more phases become identical. Thus, there is never an interphase boundary (IPB). If the phase transition is one of symmetry breaking, as it is for Fe±Al, the lower symmetry phases (B2 or DO3) will exhibit domains that become identical at the transition, where the order parameter tends to 0.
(IPB) between the coexisting ordered and disordered phases.
Widom's theory [6] for tricritical points in multicomponent¯uids identi®es, in the region of threephase coexistence which typically lies just below the tricritical point, a middle phase among the three coexisting phases, and predicts that this middle phase will always perfectly wet the interface between the other two suciently near a tricritical point. In the order±disorder tricritical system, there is a region of coexistence between a disordered phase and two domains of the same ordered phase. This two-phase coexistence among three domains, two of which have identical thermodynamic properties and appear as a single phase on phase diagrams, is sometimes called a degenerate tricritical point. In such a system Widom's middle phase would be the disordered phase, because its order parameter is 0, which lies midway between the values of the order parameters of the two domains, one of which has a positive order parameter and the other is identical in every way except that its order parameter is negative.{
The perfect wetting of an APB by the disordered phase has been observed in the two-phase region of Fe±Al over a large temperature interval below the tricritical point [7±9]. In the two-phase region, the thickness of the wetting layer is governed by the lever rule, and can be manipulated by changing temperature or composition. Prewetting in the single phase region as the temperature was lowered towards the two-phase boundary was also observed. Krzanowski and Allen developed a theory for velocity, which predicted that the rate of motion is proportional to g and mean curvature, u, and inversely proportional to the thickness l of the wetting or prewetting layer. They con®rmed these predictions experimentally [8±10] . Thus in the same system, close to the tricritical point, dependence of velocity of APB on thickness can be seen in the two-phase region and independence can be seen in the single phase region, not too close to the twophase region where prewetting occurs. This region of the phase diagram presents another opportunity to vary g and l and test how they aect the laws of APB motion, but composition must now be introduced as an additional variable, both for adsorption, i.e. the variation in the composition within the APB region, and for wetting.
In the AC theory, which was developed with the critical temperature in mind, the order parameter is assumed to vary smoothly across the grain boundary. Composition was not a variable in the original theory, even though realistically it can rarely be expected to be precisely constant. By modeling moving domain walls via a coupled system of two equations, an AC equation for the order parameter and a Cahn±Hilliard equation (CH) for the composition, it should be possible to consider within the framework of a single system of equations a full range of adsorption and even wetting, and their eects on the motion velocity. In this paper we demonstrate that this can be accomplished by altering asymptotic techniques developed to study the Allen±Cahn/Cahn±Hilliard system at low temperatures [11, 12] , to obtain new results appropriate in the proximity of the tricritical point.
From the higher order line of ordering transitions down to the coexistence line and into the two-phase region{ we ®nd that the same equation governs the normal velocity of the APB:
where u is a scaled composition variable that is conserved, v is a non-conserved order parameter, E is the dimensionless coecient of gradient energy, is a small parameter and the Q i , i = 1, 2 are kinetic coecients. We neglect in our theory possible thermal drag eects [13] . We will show that the numerator of this equation corresponds to the driving force ug. The denominator is then equal to the reciprocal of M, which we term the coecient of drag. It consists of two terms that re¯ect the additive drags of the conserved and non-conserved variables, respectively, on the moving interfaces. In the limit in which the second term in the denominator is small, the AC result is recovered and the driving force paradox can be explained as a fortuitous cancellation of g in the driving force by a factor in a limiting expression for M.} In the limit in which the second term in the denominator is dominant, the Krzanowski±Allen (KA) predictions are re-attained. Moreover, the form of the two terms in the denominator sheds light on the mobility paradox. Thus, we see that (3) { Because the composition dierence between ordered and disordered phases is typically linear in the temperature dierence below the tricritical point, while the magnitude of the order parameter is at least quadratic, the latter can be neglected in Widom's theory close enough to the critical temperature.
{ The asymptotics methods used in this paper are, strictly speaking, valid only bounded away from the higher-order transition and the coexistence lines.
} We note that the key to the driving force paradox can already be found in the study undertaken by Fife and Lacey [14] of the AC equation alone where a kinetic coecient that depended on order parameter was assumed; however, in order to understand the singular behavior of the mobility in the vicinity of the tricritical point and reconcile the results presented in previous theories, it is necessary to consider the coupled Allen±Cahn/Cahn± Hilliard system, as we do in this paper.
provides a smooth transition between the AC theory and the KA theory suciently close to the tricritical point. Our results can also be compared with the slow velocity reÂ gime of an earlier theory of impurity drag by Cahn [15] in which only variations in the compositional ®eld were taken into account. Our results are consistent with the predictions of Roy and Bauer [16] , in that in the initial formulation we allow for impurity diusion both normal to the interface and along it; however, the asymptotic analysis indicates that impurity diusion along the interface can be neglected in the region of interest.
The outline of this paper is as follows: In Section 2, the underlying assumptions for the analysis are described, the asymptotic analysis is presented, and the results are summarized. The reader is referred to the earlier papers [11, 12] for the details of the analysis of the formal asymptotics in the low temperature (deep quench) case. In Section 3, the results of the asymptotic analysis are examined, and physical interpretations of the individual factors and terms are derived. The results are shown to be consistent with previous theoretical and experimental results, including impurity drag. Apparent paradoxes are resolved. A short discussion is given in Section 4.
THE MODEL AND MAIN RESULT
The AC/CH system of equations, considered in [11] and [12] can be viewed as perhaps the simplest prototype system that can exhibit simultaneous ordering and compositional variation that can lead to phase separation and to adsorbed or wetting layers along moving grain boundaries.
The free energy functional
The system is based on a free energy function p which is designed to describe a two-component system that can undergo both an order±disorder transition and compositional phase separation. We may assume for this purpose that
where dV represents an in®nitesimal volume located at the point x in O, Y is a scaled temperature, F is the free energy of a unit volume of homogeneous material, E is a small parameter whose square is the gradient energy coecient and q 2 is introduced to allow dierent gradient energy coecients for u and v. For simplicity, we con®ne our considerations to systems exhibiting simple orderings such as the B2 phase in b.c.c. in which two ordered variants are possible which can be obtained, the one from the other, by changing the sign of the non-conserved order parameter v; hence, we may assume F to depend on every power of v only. For an open system in contact with a compositional reservoir, m would represent the value of the externally imposed chemical potential. For a closed system, in which mass is conserved, the coecient m can be viewed as a Lagrange multiplier whose value is determined by constraining the mean concentration so that " u M 1a j O j O u dx constantX Our derivations are not based on any speci®c form of F, only that it must be consistent with a halving ordering transition like b.c.c. to B2. We do not required an F that exhibits a ®rst-order ordering transition and a tricritical point, although our predictions are also valid for those applications. A systematic derivation of a possible free energy p of this sort and the resulting AC/CH system was given in Cahn and Novick-Cohen [17] based on energetic mean ®eld exchange probabilities for a binary alloy system, such as Fe±Al. In this derivation, the conserved and non-conserved order parameters u and v are de®ned via where c(n) represents the probability of ®nding an Fe atom at site n and A represents the set of nearest neighbors. Since for a closed system c is conserved, u, the concentration averaged over a small neighborhood, is also a conserved quantity. The order parameter v in (6) cannot be expected to be a conserved quantity because it is de®ned as a second dierence of the conserved quantity c. An example of a dimensionless free energy F that gives rise to B2 ordering in b.c.c. which was derived in [17] and studied in Refs [11] , [12] , and [17] , is
where g(s ) is the con®guration entropy of a sublattice and a and b are ®rst and second neighbor interaction parameters, respectively. A simple form of g(s ), based on ideal mixing on each sublattice, would be g(s )=s ln(s )=(1Às )ln(1Às ). This approach could be readily extended to more compli-cated phase diagrams by adding higher-order terms to F. Another way of depicting F in the neighborhood of a tricritical point in a binary ordering system, which captures the essential behavior, is by an expansion in Y, u, and v,
Here F, u and Y have been shifted so that the tricritical point occurs at F = 0, u = 0, and Y=0 and rescaled to simplify the coecients. The parameter o here corresponds to the slope of the critical ordering transition on the phase diagram, Y c =ou r 0. The conditional spinodal in the ordered phase occurs along Y s =u/2b 0. This spinodal lies within the equilibrium two-phase region [7] . The two curves Y c and Y s meet at the tricritical point, Y tricrit =0, u = 0.
The AC/CH system
The AC/CH system of equations that we wish to consider is{ u t E 2 r Á Q 1 u, vr dp du , 9
v t ÀQ 2 u, v dp dv , 10
where Q 1 =Q 1 (u, v ) and Q 2 =Q 2 (u, v ) are kinetic coecients. Equations (9) and (10) correspond to gradient¯ow in a weighted
this is a gradient system with respect to p that is based on an L 2 inner product with respect to the non-conserved order parameter v and an H À1 inner product with respect to the conserved order parameter u, which have been weighted to allow for kinetic coecients Q i , i = 1, 2 that are functions of u and v [14, 18, 19] .
Such a system can be obtained in two dierent ways from a discretely de®ned free energy [17] ; by taking a quasi-continuum limit of this free energy to obtain (4) and then taking, respectively, conserved and non-conserved gradient¯ow for u and v, or by starting with an appropriate set of evolution equations for occupation probabilities on the b.c.c. lattice and then taking a quasi-continuum limit in these discrete dynamic equations. See also the discussions in Chen [20] , Chen and Khachaturyan [21] , and Cahn et al. [22] . An advantage of our derivation [17] is that the ratio of the mobilities for the concentration equation (9) and the order parameter equation (10) is predicted. This is because for diusion in body centered cubic crystals (b.c.c.) and for B2 ordering, the same atomic jumps are responsible for both ordering and composition variations. Hence, a single function Q(u, v ) can be de®ned to represent the kinetics of atomic jumps on the underlying lattice. This function then appears in both equations in the coupled system derived in Ref. [17] for diusion and B2 ordering in b.c.c., with Q 1 =4Q and Q 2 1 4 QX The factors of 4 can be explained in terms of the b.c.c. geometry.
We can relate Q 1 to the mass diusion coecient by recalling that, in the long time limit of the theory of a classical diusion experiment, higher-order terms can be neglected. In the context of equations (9) and (10), based on the relative size of the kinetic coecients, we may expect that time variation in v equilibrates more rapidly than time variation in u. Then v may be viewed as a slaved variable, locally equilibrated and depending on the local composition u via
which may be solved for v e =v(u ). Therefore, when v e (u ) is substituted into (9) , where it is reasonable to maintain time variation, it reduces to a single CH equation. Except in the direct vicinity of phase boundaries (which should approach a ®xed thickness in the long time limit), d 2 F/du 2 should be positive, and the higher-order spatial terms can be neglected. Thus, away from phase boundaries, the system can be approximated by the nonlinear diusion equation,
Note that
2 ) appears in this equation as the diusion coecient with the classical thermodynamic factor, d
2 F/du 2 . Hence, Q 1 , and therefore also Q and Q 2 , can be expected to have the same Arrhenius dependence on the temperature Y as the chemical diusion coecient after dividing out the thermodynamic factor, d
2 F/du 2 . In the derivation presented in Ref. [17] , and in, for example, [23] , the kinetic factors Q were taken to be independent of v and u; however, the arguments presented here are readily extended to cover the case in which the Q depend on u, v and Y. Indeed, as we shall demonstrate, the dependence of the Q on u and v { The variational derivative dp /dv is directly proportional to changes Àv t . The gradient in the chemical potential dierence, m=(dp /du ), leads to the mass¯ux, j=ÀE 2 Q 1 H(dp /du ), whose divergence equals Àu t [17, 19] . Furthermore, since the equations of evolution for u and v are both derived from the same set of lattice dierential equations for the variables c(n ), and the second dierence in equation (6) can be viewed as a discretization of the Laplacian, the equation for v [the AC equation (10)] will have one less Laplacian than the equation for u [the CH equation (9)].
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plays an important role in the resolution of the driving force paradox. For the sake of generality, we shall allow Q 1 (u, v, Y) and Q 2 (u, v, Y) to be two independent functions in our analysis; consistent with the experimental results of Allen and Cahn [2] , we expect an Arrhenius dependence
with the possibility that the preexponential factors Q 0 i and the activation energies E i depend on u and v. (We employ here the dimensional T, rather than the dimensionless Y which may depend on the assumed normalization.) Since we shall consider the evolution of isothermal systems away from the deep quench limit, Y will be treated as a parameter.
The system (9) and (10) may be taken to be de®ned on a smooth bounded domain O W R n , n = 1, 2, or 3. Neumann boundary conditions are prescribed for both u and v, in addition to no-¯ux boundary conditions (nÁQ 1 H(dp /du)=0, where n denotes a unit normal to dO). Questions of existence, uniqueness, regularity, and the existence of inertial sets have been addressed for the AC/CH system for the case of constant Q and with a quadratic polynomial free energy by Brochet et al. [24] . Existence has recently been proven in one dimension with a non-constant (degenerate) mobility and with a free energy de®ned as in (7) by Dal Passo et al. [25] . Fife and Lacey [14] allowed Q 2 to depend on v and examined the limiting sharp interface motions predicted by the AC equation alone without compositional variation.
It is useful to comment on the behavior which can be expected to occur. Note ®rst that the AC/ CH system encompasses both the AC and the CH equations, since by taking the concentration u to be identically constant, the system reduces to an AC equation, and by taking the non-conserved order parameter v to be identically equal to zero, the system is then governed by a CH equation alone. If in the neighborhood of an APB the concentration is roughly equal to the bulk concentration of the ordered phase, such an interface should be approximately governed by the AC equation alone. In accordance with the known behavior for AC equations [26] , on a time scale t=t such an interface should move by motion by mean curvature. Along IPB (an interphase boundary; i.e. a grain boundary between an ordered variant and a disordered phase) both equations should be important, though the slower behavior of the CH equation (due to long range diusion) should dominate. As formal asymptotics [27] , rigorously justi®ed in Refs.
[28±30], indicate, on a time scale which is E times slower that the AC time scale for motion by mean curvature, the CH equation in the constant mobility case and under non-extreme temperature conditions evolves as a (non-local) Mullins±Sekerka problem.
On an even slower time scale, near the deep quench limit, if the Q are assumed to vanish at u = 0 and at u = 1 and if logarithmic non-linearities as in (7) are included in the expression for the free energy, the slower CH equation should imply interfacial motion by minus the surface Laplacian of mean curvature [31] ; i.e. by motion by surface diusion [32, 33] . One diculty, which presents itself immediately, is that in the above situations the limiting equations of motions for APB and IPB occur on dierent time scales. This diculty was addressed and resolved near the deep quench limit in Ref. [12] by assuming the disordered phase to be a minor phase and then taking geometric (small inclusions or disordered grains) considerations into account. In Refs [11] and [12] , equations (9) and (10) were considered near the deep quench limit where equilibrium concentrations are asymptotically close to ideal stoichiometry. In that paper, motion, not only of APB but also of IPB and triple junctions containing two IPB and one APB, was considered. Because long range diusion is required for the motion of an IPB, its motion occurs on a slower time scale than that of APB unless, for example, the mean concentration is suciently close to concentration of the ordered variants as was assumed in Ref. [12] . Note that when analyzing the motion of an APB where there is possibly adsorption, prewetting, or wetting and hence compositional variation along the interface, it does not suce to study the AC equation alone, and the full AC/CH system must be investigated.
The asymptotic analysis
In this section we derive an equation of evolution for the motion of antiphase boundaries via formal asymptotic analysis from the Allen±Cahn/Cahn± Hilliard system under assumptions which should be valid at long times in the presence of a stable B2 phase. Our conclusions are based on certain symmetries appropriate for the b.c.c./B2 ordering. In particular, as v and Àv may be considered to be physically equivalent, we shall assume that F(u, v )=F(u, Àv ) and the
Near the tricritical point it is reasonable to assume that the Q i , i = 1, 2 are non-vanishing. Vanishing of these parameters can cause technical diculties, but is expected only in the limit of dilute solutions and perfect ordering, conditions not expected to occur during the evolution of the system if the initial data are bounded away from these conditions. For the sake of explicitness, one might consider
as was proposed and studied in Ref. [25] . In particular, many of the technical diculties encountered at near stoichiometry for very low temperatures discussed in Refs [12] and [25] , which resulted from the possible degeneracy of the mobility, should not be expected to occur here.
We consider a one-phase ordered system in some interval of temperature, containing the tricritical temperature, Y tricrit . More speci®cally, we consider the entire temperature-composition range between the critical order±disorder curve, Y c (u ) and the two-phase region, although our analysis can be extended into the two-phase region. We shall present a self-contained analysis of the case in which there is one internal APB in a closed system whose motion is governed by the Allen±Cahn/Cahn± Hilliard system of equations. Our analysis is independent of the precise form assumed for F.
Making
where D=H 2 . Along dO, the boundary conditions may be written as nÁHu=nÁHDu=nÁHv = 0 where n denotes a unit normal to dO. Under these assumptions, the system is closed and the mass (mean concentration) of the system is prescribed by the initial conditions. Alternatively, we could consider an open system and take as our boundary conditions:
where the values of m ext , j ext and v ext on dO are chosen to be compatible with the assumed structure of the system as described below. The results of the analysis which follows would not be altered.
We assume the initial conditions are such that the system contains one internal APB and no additional interfaces, and that the abutting domains are close to equilibrium. As we note below, near a wetting transition an APB can be considered to be approximately composed of two IPB, but the intent here is that there is a unique region of interfacial variation. Away from the interface the values of (u, v ) are taken to be such that they approximate the values of (u, v ) that correspond to the minima of the free energy F(u, v À " muX Thus, for a closed system, the Lagrange multiplier " m must be chosen so that the minimization of F(u, v À " mu with respect to u and v will give u=u -. It will also give v= 2 v e , the equilibrium order parameters for the two variants of the ordered phase.
The curvature of the APB interface is assumed to be small. More precisely, we assume that initially, and throughout the time during which the evolution is considered, it is y(E ) with higher-order corrections{
, we obtain the equations
We assume now that Q 2 (u 0 , v 0 ) 6 0 as discussed above. This leaves us with
Since, by assumption, the outer solution is near the minima of F(u, v À " mu, this implies that we should set m 0 " m and take (u 0 , v 0 ) as the solution of
Note that the v 4 Àv symmetry stated previously implies here that solutions (u 0 , v 0 ) always come in pairs,
. Though there may be more than one pair, for a given APB there is only one such pair straddling that APB. Therefore, we may refer to a unique pair (u 0 , 2v 0 ) for the remainder of our discussion. Moreover, by our choice of " m we may identify this (u 0 , 2v 0 ) with the global minimizer (u -, 2v e ). Since m is constant, j 0 =0. At y(E 1 ),
To obtain a complete y(E 1 ) description, it suces to note that at y(E 2 )
and the expression for j 1 follows from mass conser-{ As is common in these types of analyses, superscripts on E denote exponents, while superscripts on the physical quantities, u, v, m, j, and k, denote the level or ordering within the perturbation expansion. Similar regular perturbation expansions are introduced for the¯ux j and the chemical potential m, though the perturbation expansion for j must be assumed to begin at level y(E À1 ). With these assumptions in mind, we ®nd that y(E À1 )
There are no additional equations at this order.
Integrating the above equation, we ®nd that From the second and third equations, since we assume Q 2 (U 0 , V 0 ) to be non-vanishing Proceeding to y(E ), we have the equations
We may integrate the ®rst equation to obtain 
where f 1 (s, t )=Q 1 (U 0 , V 0 )m 2 r j ÀIY s , t and f 2 (s, t ) is a function to be determined at higher order. As U 0 (r ) can be expected to approach U 0 (+I) and U 0 (ÀI) at an exponential rate and
) is bounded away from zero, the ®rst integral on the right hand side should converge and the second integral on the right hand side should diverge. If we assume the expansion for the chemical potential to be uniformly valid, we must conclude now that f 1 (s, t )=0, which leaves us with
From the second and third equations, since Q 1 (U 0 , V 0 ) is non-vanishing along the interface
(s, t ), the structure of F and the end states, obtained by matching, allows us to infer that the respective symmetries of U 1 and V 1 are the same as those of U 0 and V
0
. Using the symmetries of U 0 (r ), V 0 (r ), as well as the assumed structure of Q i , i = 1, 2, the ®rst equation (17) 
, it is only necessary to look at the second and third equations of the resulting system in order to determine the law of motion of the APB to leading order.
anti-symmetric terms in
We apply the null adjoint condition to the system of equations composed of (19) and (20) 
This is our key result at this level of expansion in scaled units. It relates the velocity W 0 to the ®rst term in the expansion for the curvature, u 1 , in terms of integrals of the composition and order parameter pro®les of a stationary planar equilibrated APB. When expressed in dimensional form, using the variables of equations (9) and (10), this becomes
where is the velocity and x is distance along the normal from the center of the interface. Equation (21) appeared under somewhat dierent scaling assumptions as equations (4.2) of one earlier paper [11] and (4.24) of another [12] , at y(E 5/2 ) in the asymptotic expansion. Rearranging (22) , we obtain an equation for ,
In the next section we shall show that the numerator is, in fact, the driving force gu, and thus the mobility is given by
GENERAL RESULTS
Equation (22) consists of three terms, each of which, as we shall show, expresses a contribution to the free energy change when a unit volume is swept by the interface. In order to put this in terms of rate of dissipation of free energy per unit area of APB per unit time, we multiply equation (22) 
Equations (22)± (25) contain integrals of functions of the composition and order parameter across an equilibrium planar interface. To evaluate them we need a one-dimensional stationary solution of the AC/CH system that describes the (u, v ) pro®le along the direction normal to the APB. Boundary terms must be taken as determined by the outer pro®le; i.e. u(ÀI)=u(I)=u -and Àv(ÀI)=v(I)=v e , where v e =v e (u -). Equivalently, we are looking for the (u, v ) pro®le connecting (u -, Àv e ) and (u -, v e ) which minimizes the free energy functional evaluated along this solution. This solution [u(x ), v(x )] is sometimes called a``geodesic path'' because it can be continuously mapped onto the solution to the related problem of ®nding an energy minimizing path, or geodesic, along a potential energy surface F À " mu between two wells of equal energy.
It is useful to continue our study of equation (25) by integrating over the surface S in O,
We next turn to ®nding physical interpretations for the three integral terms in (22)±(26).
The surface energy and the driving force
Let us begin with the term containing the factor u. The mean curvature, u, of a surface evaluated at a point is equal to minus the change in area of the surface per unit volume swept out by a smooth deformation of the surface near that point [34] . Hence, in order to understand the terms containing the factor u, we must interpret the factors which multiply u, which are de®ned via the free energy minimizing pro®les. Finding the free energy minimizing pro®le across a diuse interface between two phases, or in the case of an APB, between two variants of a phase, can be achieved by solving a system of Euler±Lagrange equations with a Lagrange multiplier, m, dp adv 0 and dp adu m, with the boundary conditions u(ÀI)=u(I)=u -and Àv(ÀI)=v(I)=v e where (u -, v e ) corresponds to a global minimizer, as well as to the leading approximation to an outer solution. m here must be evaluated to be equal to " m, the slope of the tilted free energy; i.e. " m F u " u, v e X The ®rst of these equations is a stationary AC equation and the latter is a second integral of a stationary CH equation. This system has the following ®rst integral:
Using the boundary conditions, the constant is readily identi®ed as F(u -, v e ). Thus, the minimum free energy pro®le occurs when the gradient energy term in (4) equals the dierence between the free energy at (u, v ) and the free energy, F(u -, v e )+(uÀu -)F u (u -, v e ), evaluated at u on the plane tangent to F at (u -, v e ),
We identify this minimum in the excess in free energy per unit area for a transition between phases (or variants of a phase) with the surface free energy, and denote this quantity by g. It can be evaluated by employing (27) in (4) to obtain
This expression for g is in an integral form that appears repeatedly in (22)±(26). It is important to emphasize that equation (28) for the surface free energy has meaning only when (u(x ), v(x )) corresponds to the solution to the Euler±Lagrange equations with suitable boundary conditions; it is not valid when the integral is evaluated along arbitrary non-equilibrium pro®les. An estimation of l can be obtained from equation (27) . At the center of the APB both v and Hu vanish by symmetry. Hence, the gradient in v at the center of the APB takes on a simple form,
Thus, if v(x ) is a curve with a single in¯ection we can write
When there is wetting, the denominator vanishes because the geodesic crosses two smaller energy peaks, and in between traverses the energy well of the coexisting wetting phase. There will be three inections in v(x ), two in the interfaces between the ordered and disordered phases, and the middle one horizontal in the center of the interface. Then this estimate of l fails in a ®nite system, where the amount of wetting phase depends on the lever rule. Near coexistence, if there is prewetting, it also gives a poor estimate. We expect the geodesic to cross two peaks in energy to go into the well of a phase that is almost at coexistence. Then with three in¯ec-tions, (30) will be an overestimate of l.
Returning to equations (25) and (28), we see that the last term in (22) and the numerator in (23) represent the driving force gu or u g ; i.e. the reduction in the total surface energy per unit volume swept out by the moving surface. Multiplication by and integration over S, all the elements dS of APB surface in O, converts these quantities into time rates rate of loss of total APB energy. Assuming there are no other sources of free energy loss in the system, we obtain that dp dt À
S ug dSX
Since g is constant, it can be taken outside of the integral and Àfu dS can be recognized as equal to the time rate of change of the area of the surface due to a motion of the surface with local normal velocity . dp dt
Comparing this equation with the LHS of equation (26) identi®es that (26) is an equation for the time rate of surface free energy loss. It represents the rate at which free energy is lost due to the area lost as the APB moves. Therefore, the RHS of (26) must represent how this lost free energy gets dissipated.
The dissipation of the driving force
We next show how the rate of free energy decrease due to the loss of area given by equation (31) is dissipated by two processes, diusion and ordering changes. The time rate of free energy loss can also be obtained directly by dierentiating the free energy function p with respect to t, and applying the chain rule dp dt
Using equation (9), the divergence theorem and the boundary conditions, the ®rst integral on the RHS of (32) can be rewritten as À O E 2 rfdp adug Á Q 1 rfdp adugdVX Recalling that j ÀE 2 Q 1 r dp du , this yields,
i.e. this term produces local dissipation at a rate per unit volume equal to j 2 /q 2 E 2 Q 1 . Using equation (10), the second integral can be rewritten
The two dissipation terms dier fundamentally. The ®rst one, due to the conserved quantity u, is proportional to the square of its¯ux, while the second one, due to the non-conserved quantity v, is proportional to the square of its time rate of change. We will next see how this distinction aects the net dissipation of a moving APB.
3.2.1. Impurity drag.. Let us consider a quasistationary pro®le in a moving coordinate system given by (u(xÀt ), v(xÀt )), where x varies in the direction normal to the interface. This description corresponds to our asymptotic analysis, which shows that the system is locally equilibrated outside of the interfacial region, and has a uniform pro®le moving with speed within the interfacial region, thus u t I du/dx and v t I dv/dx. Note also that within this framework, HÁj I d(nÁj)/dx, where n denotes a unit vector normal to the interface. Thus, since u t =ÀHÁj, we ®nd that du/dx I Àd(nÁj)/dx, which can be integrated to yield the approximation u=ÀnÁj+const. Using as a boundary condition that the¯ux is negligible far from the APB and noting that near the interface nÁj=vjv, we now obtain j j j Àu À " uX 35
In the outer region u=u -. Hence, there are no gradients in u, and j=0. Thus, we need to integrate the RHS of (33) only over the interfacial region,
Substituting (35) into this expression we obtain
O & u t dp du
This gives an estimate for dissipation due to the diffusion which should be valid for quasi-stationary transport of any pro®le in the absence of signi®cant diusion along the interface. This term is thus the rate of free energy loss due to the motion of the composition pro®le (uÀu -) locally with velocity . It represents the drag, the dissipation due to the transport of the composition variation in the adsorbed layer. Note that the integrand is quadratic in (uÀu -). Negative and positive adsorption exert equal drag. While it increases with increasing adsorption, spreading out a given amount of adsorbed material species over a given interface decreases it. By our asymptotic analysis, the pro®le is that of a stationary planar APB, i.e. u I U 0 (x/E ), the ®rst term in the inner expansion for the composition. Apart from a notation change the term is identical to the impurity drag term found in the low velocity limit in Ref. [15] . This is readily seen if one notes that in the terminology of that paper the Boltzmann factor e ÀExakT is u(x )/u -for the stationary boundary. Notably, since u(ÀI)=u -, the dissipation contribution given in (36) coincides with the second term of the RHS of equation (25). 3.2.2. Reordering drag.. Within the interfacial region, the expression v t = dv/dx holds approximately, with x along the normal to the APB; therefore, we can convert the integrand of (34) from a time derivative to a spatial gradient of v,
Since this expression holds within the interfacial region and as v is constant in each of the outer regions, (34) need only be integrated over the interfacial region. Hence, the dissipation term due to reordering as the APB moves with velocity can be expressed as
This dissipation term gives the rate of free energy loss due to motion of the order parameter pro®le with velocity that may vary along the interface. It is a reordering drag term (or an intrinsic drag term in the language of Krzanowski and Allen [8] ). Notably, the contribution to the dissipation given in (38) coincides with the ®rst term of the RHS of equation (25) . The RHS of (25) is thus a sum of a dissipation due to the reordering, represented by the gradients in non-conserved variable c, and a dissipation due to the diusive motion of the adsorbed mass, represented by the dierence between the conserved variable u in the interface and its value in the bulk. Therefore, all free energy loss by interfacial area reduction can be accounted for by two sources of dissipation. By removing the integration over S in (26) , we can identify all terms in (22) locally. The third term in (22) is the local driving force due to curvature and the other two are the local dissipation terms. We have reconciled the terms in the velocity equation (22) obtained from the AC/CH system via asymptotics with a free energy decrease due to interface area loss and dissipations to the changes in two kinds of variables, conserved and non-conserved.
DISCUSSION
We have used a dissipation formulation to give physical interpretation to the major factors and terms in equation (22) . This formulation reproduced all the terms in this equation, and showed that (22) equated the loss of free energy due to loss of surface area to a sum of terms coming from two dissipation processes, one for the conserved and one for the non-conserved variables. Whether a variable is conserved or not determines whether a CH or AC equation is used for its dynamics, (or equivalently whether an H À1 or L 2 inner product is used) and whether (33) or (34) is used to represent its dissipation. The dissipation equations are more general than our context of APB in a b.c.c. alloy, and should apply to other problems with such variables, as, for example, in phase ®eld formulations, as long as cross terms can be neglected in the gradient structure.
The discussion that follows in this paragraph is somewhat qualitative in nature, and will be further substantiated analytically in a forthcoming publication [36] . Only the stationary pro®les for u and v appear in the leading order expression for the APB normal velocity derived at level y(E 2 ) based on a slow time scale, given in dimensional form in (22) . We have compared (22) with a leading order approximation to the dissipation formulation, in which a slow time scale does not enter explicitly. A more accurate approximation to the dissipation formulation would entail inclusion of higher-order terms in description of the interfacial pro®le and the normal interfacial velocity, as well as contributions from the outer region. Notably in the impurity drag theory [15] a dissipation formulation for the conserved variable was employed, based on a traveling wave rather than a stationary pro®le. Its low velocity limit converges to our formula.
The mobility and the coecient of drag
The coecient of drag, the reciprocal of M, given by
is the sum of two terms which are quite dierent from each other, each explicitly representing dissipation from just one variable. The dissipation in the non-conserved variable v, which according to (34) depends on its time rate of change, is converted in (39) into a dependence on the square of the gradient of v in the interface. The dissipation of the conserved variable u, which depends on the¯ux is converted to a dependence on the square of the deviation from u from u(I), its approximate value in the bulk domains. Both terms are positive and contribute a drag. Negative terms, which increase , and push the grain boundary instead of giving a drag, can be obtained from an AC/CH theory to give a description of diusion induced grain boundary motion (DIGM) [37] , only if there is an appropriate interaction term in the free energy functional involving both u and v. Since the dierences in geometry and boundary conditions are considerable, a comparison between these papers is dicult. The interaction term uv 2 was indeed included in our expression for the free energy (8) and in Ref. [37] . It contributes to g a term linear in u -. Diusion that increases g has been proposed as a driving force for interface motion [38] , but no DIGM was predicted to result from this kind of interaction term in a linear theory. The geometry in the present paper and the scaling assumptions yield diusion which is predominantly normal to the interface and only drag terms.
The additivity of the dissipation terms we found is a result of the particularly simple gradient system formulation which we have assumed and our neglect of cross-terms beyond leading order. Additivity is often assumed in phenomenological theories of kinetic processes. See, for instance, the way impurity drag was formulated, independent of the speci®cation of the intrinsic drag of a pure grain boundary [15] . Additivity is useful because in many situations one term will dominate, permitting us to neglect the other terms and study the dominant term alone. Of course, crossover regions are to be expected where more than one term must be considered. In the next two subsections we will study each of the dissipation terms individually.
The driving force paradox: the drag from the non-conserved order parameter
Let us assume for the moment that the composition is constant, or has negligible variation, as was assumed by Allen and Cahn [1, 2] , and Fife and Lacey [14] . Then equation (23) simpli®es to
which is equivalent to the result of Fife and Lacey. In this context, the coecient of drag becomes
If, in addition, Q 2 is taken to be constant, then the coecient of drag in (41) is proportional to g, and cancels the factor of g in the numerator of (40). We thus recover the result of the Allen±Cahn theory that the velocity is independent of g. An expression for the mobility similar to (41) was obtained by Tuckerman and Bechhoefer [35] for a planar diuse interface whose pro®le depended on a non-conserved order alone and which moved by virtue of an imposed driving force, which is equivalent to tilting F by adding a term lv which puts the two wells at dierent depths; in their case, however, there is no cancellation of g in the velocity equation, since g was not a factor in their driving force. Although this cancellation does not occur if Q 2 is a function of v or u, if the compositional integral in (24) may be neglected we can put our results in a form which allows them to be readily comparable with the Allen±Cahn result. De®ning a harmonic average of Q 2 by
we obtain a modi®ed Allen±Cahn result, namely,
The main temperature dependence in this equation should be an Arrhenius dependence which we can expect to occur in Q -2 as we now explain. Let us assume that Q 2 is a smooth non-vanishing function of u, v and Y, and that we are near the higherorder order±disorder transition. Under these circumstances we can assume that u and Y are nearly constant, and v varies from 0 in the disordered state to 2v e in the ordered variants, and vv e v is small. Expanding Q 2 (u(v ), v; Y) in v about v = 0 and recalling that Q 2 has been assumed to be a symmetric function of v, we obtain that
Noting that u(0)=u -, we may conclude that
Substitution of this result into (42), assuming an Arrhenius dependence for Q 2 (u, 0; Y) on Y, as is commonly done, we obtain in terms of the dimensional temperature that
where we have explicitly indicated that Q should have the assumed Arrhenius dependence on the temperature of Q 2 and converge to the value of Q 2 at the critical temperature for the given mean composition u -. As is consistent with the experiment [2] , is not predicted here to exhibit critical behavior in its temperature dependence as a result of the singular behavior of either g or the correlation length which can be related to the interface thickness.
4.2.1. The dependence of the mobility on l of the nearly constant composition case.. The mobility, as de®ned in equation (24) for an arbitrary composition pro®le, also has an interpretation in the constant (or nearly) composition case; then
and M should diverge to in®nity as g tends to 0 at the critical temperature with the critical exponents typical of g, rather than tend to 0 as l diverges as predicted in (2) . A simple explanation of why M should increase rather than decrease as l increases comes from equation (34) for the dissipation that results from changes in v. When the APB moves normally past a point, v must change by twice vv e v.
Since the local dissipation rate depends quadratically on the time rate of change of v, for a given , the thicker the interface, the slower the rate of change of v and the less the dissipation rate; however, the time that an element volume spends in the passing interface lasts longer. If we scale the interface pro®le with l, the dissipation rate in an element of volume is reduced by a factor l À2 , while the length of time of dissipation increases as l; we obtain a net reduction of the dissipation by a factor of l. Since the rate of change also scales by the magnitude of v e , the dissipational drag is proportional to v 2 e l À1 , or equivalently M is proportional to v À2 e lX Near the critical point this combination of factors has roughly the same temperature dependence as g.
The Turnbull theory has a ring of plausibility, yet it is not in accord with either the AC theory or the experimental evidence on domain boundary motion. It assumes that an interface between two phases of the same single component moves by atomic diusion across it, shrinking one phase and growing another, and thereby yielding (2) and that M should be proportional to l
À1
. Its predictions apply to cases where a ®lm replaces the interface between two domains of the same phase, such as in motion of soap ®lms, in liquid ®lm migration, and in APB motion, when the APB are wetted by a layer of the disordered phase. Even though there may be other in¯uences on the ®lm motion, the dominant mechanism is clearly by diusion of the compositional components of the abutting domains across the ®lm, depleting one domain and accreting the other. We amplify this point with regard to the motion of wetted APB in the next subsection. By contrast, for the motion of an APB near the critical temperature, atoms do not have to move all the way across a very diuse interface; nor do they. Near the critical temperature only a few atoms have to change from being on a site on one sublattice to a nearby site on the other. An element of volume of one domain is transformed into that of the other, without any diffusion all the way across the interface.
We suggest that the Turnbull theory is inapplicable whenever interface motion is by local restructuring or rearrangement, which does not require diusion across the thickness of the interface. There are many possible other examples of interface motion by such rearrangements. Among them are solidi®cation from a pure melt, motion of the interface boundary in a ®rst-order order±disorder transition, and grain boundary motion. The Turnbull theory has often been applied to all of the above, but without justi®cation or experimental con®r-mation. Attempts to predict M for grain boundary motion from measurements of grain boundaries diffusion using (2) have failed by orders of magnitude [39] . When liquids are treated theoretically in a lattice gas formulation, melting is an order±disorder transition involving a non-conserved order parameter and a conserved enthalpy. There have been alternate theories involving grain boundary motion and solidi®cation using rearrangements for which a continuum theory with a non-conserved order parameter may be applicable. For the former theories, Turnbull's theory may be roughly correct, for the latter it should not. Matters are more complicated when structural concepts, such as ledges, play a role.
Impurity drag: adsorption, prewetting and wetting
Let us now turn to the conserved parameter term in equation (39) . Diusional dissipation is proportional to the square of the¯ux. In the quasisteady state approximation we have used, it becomes roughly proportional to the integral of the square of the composition excursion in the interface and it can be identi®ed with impurity drag. Again because we have considered a slow time scale and have calculated APB motion to leading order only, we can approximate the composition pro®le by that of a stationary interfacial pro®le. Encouragingly, our results are the same as found in the impurity drag literature for the slow velocity limit [see for instance Ref. [15] equation (15)].
An important parameter in surface thermodynamics is the amount of adsorbed material. This quantity, designated by G, is given by an integral of the composition excursion I ÀI ux À uÀIdxX This is to be compared with the impurity drag, which as we mentioned is roughly proportional to the integral of the square of the composition excursion. Because drag increases as the square of this excursion, the relationship between drag and G is not simple. One might expect that drag increases as adsorption increases, but it is not hard to display counterexamples. For instance, for a ®xed amount of adsorbed material, the drag decreases as l increases. Both integrals can be evaluated to leading order from the stationary interfacial pro®le, which in turn can be determined from geodesics on the free energy surface (u, v, F(u, v; Y)) in terms of u and v. Thus, information can be ascertained by examining how the geodesics behave in the various regions of the phase diagram. Across an APB, the two functions u and v behave quite dierently; while to leading order v goes from Àv e to v e , u makes an excursion from u -and returns. Solutions of (27) allow us to compute the geodesic and make a distinction between ordinary APB with adsorption and ones that are wetted or prewetted. Near the order±disorder transition, for example, the geodesic crosses a single maximum in energy at v = 0; we expect a single in¯ection in v(x ), the excursion in u will be relatively small, and therefore so will the drag. Here, equation (40) and the discussion in the previous subsection are applicable.
The drag integral becomes extremely large when there is wetting by a phase that diers strictly in composition from u -, as is predicted always to occur near a tricritical point in the two-phase region [6] . In terms of the geodesics, for wetting there are three wells of equal depth, one representing a disordered phase and two pertaining to the pair of ordered variants. In the case of prewetting, the adsorption approximates a wetting layer of a phase which is not quite in equilibrium as a bulk phase. The well for that phase does not quite touch the tilted tangent plane to the free energy surface. Prewetting becomes wetting when that phase becomes an equilibrium phase. At two-phase coexistence between a disordered phase and the domains of an ordered phase, and near a tricritical point, there is wetting of all APB by the disordered phase that becomes prewetting when the system becomes single phase-disordered; there are three wells, two of equal depth for the ordered phase variants, and a third shallower well representing the disordered phase. Wetting, as well as prewetting, will be studied in greater detail in a subsequent paper [36] , since the asymptotics become more delicate under these circumstances, but we make a number of remarks which are valid as long as (22) holds. When three well exist, it is convenient in estimating the impurity drag to approximate the stationary APB pro®le by two IPB stationary pro®les with a layer of disordered phase between them whose composition may be approximated by the value of the composition in the disordered well. The thickness of each of the two IPB is again y(E ), but the thickness of the disordered phase l d must now also be estimated. Far from coexistence, l This dependence of the drag on l d was understood and observed by Krzanowski and Allen. Moreover, we obtain that
The results of Turnbull's theory that is inversely proportional to thickness is found here only in this limit.
