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ABSTRACT

Recent years have witnessed the flourish of Internet-of-Things (IoT), in which sensors connect spatial entities to constitute complex Cyber-Physical Systems (CPSs). In this setting,
spatial-temporal data becomes increasingly available. Mining spatial-temporal data can reveal holistic user and system structures, dynamics, and semantics of the underlying CPSs,
including identifying trends, forecasting future behavior, and detecting anomalies. However,
obtaining effective representations over spatial-temporal data remains a big challenge for the
following reasons: (1) on the one hand, traditional manual feature design is labor-intensive
and time-consuming facing the complex and huge volumes of spatial-temporal data; (2)
on the other hand, as an emerging automatic feature generation technique, representation
learning cannot be directly adopted to spatial-temporal data because of the unique data
characteristics. Therefore, in this dissertation, I propose to study the problem of automated learning effective representations from spatial-temporal data with considering unique
characteristics. Specifically, the dissertation consists of three thrusts: (i) collective representation learning, which considers the multi-view setting for driving behavior analysis; (2)
structure-aware representation learning, which considers the rich semantics for mobile user
profiling; and (3) interactive representation learning, which considers the dynamics for modeling human-environment interaction. Finally, I conclude the dissertation with a discussion
of potential future topics.

iii

I dedicate this dissertation to my family.

iv

ACKNOWLEDGMENTS

Foremost, I would like to express my sincere gratitude to my dissertation advisor Prof. Yanjie
Fu for his guidance and support through my Ph.D. study. I would like to thank the rest of
my dissertation committee: Prof. Kien A. Hua, Prof. Wei Zhang, and Prof. Samiul Hasan.
I thank all my co-authors for their collaborations with me. Especially, I would like to
thank my dissertation advisor Prof. Yanjie Fu, Prof. Hui Xiong, Prof. Kien A. Hua, Dr.
Zhengzhang Chen, Dr. Suleyman Cetintas, and Dr. Jiaping Gui for providing prompt
feedbacks and edits to paper drafts on short timelines. I thank all my fellow labmates:
Kunpeng Liu, Pengfei Wang, and Dongjie Wang for the accompany.
The research work in this dissertation would not have been possible without funding support
from the National Science Foundation (NSF). The work was supported in part by NSF awards
#1755946, #I2040950, and #2006889.
Finally, I owe my deepest gratitude to my father Shikui Wang, my mother Huiqin Wang,
and my fiancée Kaidi Wang. I want to thank you for your unconditioned love and support
throughout the challenging period.

v

TABLE OF CONTENTS

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

CHAPTER 1: INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

Demand of Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

Data Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2

Automated Feature Generation . . . . . . . . . . . . . . . . . . . . . . . . .

3

Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4

CHAPTER 2: COLLECTIVE REPRESENTATION LEARNING FOR MULTI-VIEW
DRIVING BEHAVIOR MODELING . . . . . . . . . . . . . . . . . . .

7

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7

Problem Statement and Framework Overview . . . . . . . . . . . . . . . . . . . .

11

Definitions and Problem Statement . . . . . . . . . . . . . . . . . . . . . . .

11

Framework Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

13

Construction of Multi-view Driving State Transition Graphs . . . . . . . . . . . .

14

vi

Peer and Temporal-Aware Representation Learning . . . . . . . . . . . . . . . . .

18

Model Intuitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

19

Base Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

20

Incorporating Temporal Dependency . . . . . . . . . . . . . . . . . . . . . .

21

Incorporating Peer Dependency . . . . . . . . . . . . . . . . . . . . . . . . .

24

Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

24

Jointly Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

25

Step-by-step Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . .

26

Multi-View Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

26

Simple alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

27

Collective Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

27

Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

28

Prediction and Historical Assessment of Driving Scores . . . . . . . . . . . .

29

Risky Area Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

29

Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

29

Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

30

Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

32

vii

Baseline Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

34

Overall Performances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

36

Robustness Check . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

37

Study of Peer and Temporal Dependencies . . . . . . . . . . . . . . . . . . .

37

Study of Performance in Different Views . . . . . . . . . . . . . . . . . . . .

39

Study of Time Window δt . . . . . . . . . . . . . . . . . . . . . . . . . . . .

41

Historical Assessment of Driving Scores . . . . . . . . . . . . . . . . . . . . .

42

Risky Area Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

42

Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

43

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

46

CHAPTER 3: STRUCTURE-AWARE REPRESENTATION LEARNING FOR MOBILE USER PROFILING . . . . . . . . . . . . . . . . . . . . . . . . . 48
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

48

Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

53

Definitions and Problem Statement . . . . . . . . . . . . . . . . . . . . . . .

53

Framework Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

54

Method: Adversarial Substructured Learning . . . . . . . . . . . . . . . . . . . . .

55

viii

Model Intuition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

55

General Idea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

57

Preserving Entire-Structures . . . . . . . . . . . . . . . . . . . . . . . . . . .

57

Approximating Substructure Detector . . . . . . . . . . . . . . . . . . . . . .

59

Integrating Substructure Awareness via Adversarial Training . . . . . . . . .

59

Solving The Optimization Problem . . . . . . . . . . . . . . . . . . . . . . .

61

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

62

Application: What to Do Next - User Profiling for Forecasting Next Activity Type

63

Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

63

Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

64

Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

65

Baseline Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

66

Overall Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

67

Robustness Check . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

70

Study of Substructure Preserving . . . . . . . . . . . . . . . . . . . . . . . .

70

Study of Training Loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

71

Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

71

ix

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

73

CHAPTER 4: INTERACTIVE REPRESENTATION LEARNING FOR HUMAN ENVIRONMENT INTERACTION MODELING . . . . . . . . . . . . 74
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

74

Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

78

Definitions and Problem Statement . . . . . . . . . . . . . . . . . . . . . . .

78

Framework Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

81

Policy Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

82

Network Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

83

Improved Sampling Strategy in Experience Replay . . . . . . . . . . . . . . .

84

Priority . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

84

Sampling Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . .

85

State Representation Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

86

State Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

86

User . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

86

Spatial KG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

86

State Update . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

87

x

User . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

88

Spatial KG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

88

Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

89

Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

90

Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

90

Baseline Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

92

Overall Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

93

Comparison of Sampling Strategy . . . . . . . . . . . . . . . . . . . . . . . .

94

Analysis of Spatial KG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

96

Analysis of Rewards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

98

Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Conclusion Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

CHAPTER 5: CONCLUSION AND OPEN CHALLENGES . . . . . . . . . . . . . 103
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Open Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

LIST OF REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

xi

LIST OF FIGURES

1.1

Spatial-Temporally related property of spatial-temporal data. . . . . . .

2

1.2

An example of the dynamic property of spatial-temporal data. . . . . .

3

1.3

Organization of the dissertation. . . . . . . . . . . . . . . . . . . . . . .

5

2.1

An overview of the proposed analytic framework.

. . . . . . . . . . . .

12

2.2

An example for calculating directions. . . . . . . . . . . . . . . . . . . .

16

2.3

Incorporation of GRU with Auto-Encoder. . . . . . . . . . . . . . . . .

22

2.4

Collective fusion of of multi-view graph. . . . . . . . . . . . . . . . . . .

28

2.5

Driving score distribution. . . . . . . . . . . . . . . . . . . . . . . . . .

30

2.6

Overall comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

31

2.7

Performance with different dependencies. . . . . . . . . . . . . . . . . .

32

2.8

Performance in different views. . . . . . . . . . . . . . . . . . . . . . . .

33

2.9

Robustness check in the score-based group. . . . . . . . . . . . . . . . .

38

2.10

Robustness check in the driving-state-based group. . . . . . . . . . . . .

38

2.11

Risky area detection. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

39

2.12

An example of historical assessment of driving scores over time for a safer
driver and a riskier driver. . . . . . . . . . . . . . . . . . . . . . . . . .
xii

40

2.13

Study of time window δt . . . . . . . . . . . . . . . . . . . . . . . . . . .

3.1

The user activity graphs of two users. These two examples show that

41

different users may have different substructures due to their personal
unique patterns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

51

3.2

An overview of user profiling via adversarial substructured learning. . .

52

3.3

The framework of adversarial substructured learning that include three
components. First, we pre-train a CNN as the differentiable substructure detector to approximate the the traditional substructure detection
algorithm (i.e., DFS). Second, we integrate the substructure into the representation z via adversarial training. Third, we utilize the well-trained
encoder to generate representations of mobile user profiles. . . . . . . .

56

3.4

Overall comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

64

3.5

Robustness check w.r.t. New York Data. . . . . . . . . . . . . . . . . .

65

3.6

Robustness check w.r.t. Tokyo Data. . . . . . . . . . . . . . . . . . . .

65

3.7

Study of Substructure Preserving. . . . . . . . . . . . . . . . . . . . . .

68

3.8

Training loss. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

69

4.1

An example of mixed streaming interactions. . . . . . . . . . . . . . . .

74

4.2

Framework Overview. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

79

4.3

Network structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

83

xiii

4.4

An example of mutual interactions between users and spatial KG. . . .

87

4.5

Overall comparison w.r.t. New York dataset. . . . . . . . . . . . . . . .

94

4.6

Overall comparison w.r.t. Beijing dataset. . . . . . . . . . . . . . . . . .

95

4.7

Analysis of spatial KG w.r.t. New York dataset. . . . . . . . . . . . . .

96

4.8

Analysis of spatial KG w.r.t. Beijing dataset. . . . . . . . . . . . . . . .

97

4.9

Reward analysis w.r.t. New York dataset. . . . . . . . . . . . . . . . . .

98

4.10

Reward analysis w.r.t. Beijing dataset. . . . . . . . . . . . . . . . . . .

99

xiv

LIST OF TABLES

2.1

Summary of notations. . . . . . . . . . . . . . . . . . . . . . . . . . . .

11

2.2

Driving states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

17

2.3

Statistics of the experimental data. . . . . . . . . . . . . . . . . . . . .

30

3.1

Statistics of the experimental data. . . . . . . . . . . . . . . . . . . . .

66

4.1

Summary of Notations. . . . . . . . . . . . . . . . . . . . . . . . . . . .

78

4.2

Statistics of the checkin data. . . . . . . . . . . . . . . . . . . . . . . .

90

4.3

Statistics of the taxi data. . . . . . . . . . . . . . . . . . . . . . . . . .

90

xv

CHAPTER 1: INTRODUCTION

Motivation

Demand of Representation

Complex Cyber-Physical Systems (CPSs) consist of spatially distributed entities that interact
with each other over time, leading to an inherently spatial-temporal and interconnected
composition. In this setting, spatial-temporal data becomes increasingly available. Mining
spatial-temporal can reveal holistic user and system structures, dynamics, and semantics of
the underlying CPSs, including identifying trends, forecasting future behavior, and detecting
anomalies. These features are important for effective operations of critical infrastructures,
such as transportation, power grids, cellular networks, and social networks.
For example, in smart factory, sensors are connected to monitor the status of manufacture
machines. It highly desires to represent the status of the manufacture machines to guarantee
every component is working on the right track, to improve the productivity while reduce the
accident risk. In smart transportation, sensors are connected to monitor the traffic flow and
safety. It highly desires to represent the status of the transportation system for providing
the policy support to improve the transportation availability and safety. Similar situations
also happen in smart cities, smart grid, agriculture, healthcare, etc.
To enable effective analyses, it is critical to transform spatial-temporal data into effective
feature representations.

1

Data Challenges

However, effective representation remains a big challenge due to the unique data properties.
First of all, different from traditional tabular data, spatial-temporal data is spatial-temporally
related. In other words, spatial-temporal data is not independent and identically distributed.
Figure 1.1 shows an example of spatial autocorrelation and temporal dependency of spatialtemporal data. Specifically, the figure on the left hand shows an example of spatial autocorrelation, in which the horizontal axis is the distance between spatial entities, and the vertical
axis is the similarity between entities. It shows that closer spatial entities are more similar
to each other. The figure on the right hand show an example of transportation volume in a
city. We observe that the transportation volume has a significant periodical patterns, and
current volume is highly depended on the previous volumes.

(a) Spatial autocorrelation [3].

(b) Temporal dependency [2].

Figure 1.1: Spatial-Temporally related property of spatial-temporal data.

Second, spatial-temporal data is dynamic. With spatially connected by sensors, spatialtemporal data is naturally constructed as a graph. Because the status of sensors are evolving
over time, the topology of spatial-temporal data is changing dynamically. Figure 1.2 shows
2
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Figure 1.2: An example of the dynamic property of spatial-temporal data.

an example of the dynamic property of spatial-temporal data.
Third, spatial-temporal data is heterogeneous. On the one hand, the spatial-temporal data
is collected from various types of sensors, such as cameras, GPS, recorders, etc. Thus,
the spatial-temporal data can be in different formats. On the other hand, we can also
investigate the spatial entities from different perspectives, such as geographical distance, or
human mobility connectivities, etc. Therefore, the multi-modality and multi-view makes the
spatial-temporal graph-structured data heterogeneous.
Forth, spatial-temporal graph-structure data has rich semantic meanings. For example,
spatial-temporal data contains the information of users, systems and events, which can
indicate how where, why what and when the events happened, and the behavioral patterns
of users and systems.
Therefore, facing these unique characteristics, analyzing spatial-temporal data is challenging.

Automated Feature Generation

The traditional practice of generating features for spatial-temporal data is to design features
manually. However, The unique characteristics and overwhelming volumes of the spatialtemporal data make the manual feature design time-consuming and labor-intensive. Besides,
3

in most cases, we do not have complete and up-to-date domain knowledge to design satisfying
features.
Fortunately, representation learning as an emerging research areas that aims to learn features
automatically from data, has achieved great success in many domains, such natural language
processing, computer vision, pattern recognition, etc. The basic idea is to project the original
data into a lower-dimensional compact feature space by preserving the essential properties
of the original data. Technically, representation learning algorithms can be categorized
into three main approaches: (1) the probabilistic models, (2) the geometrically motivated
manifold-learning approaches, and (3) the reconstruction-based algorithms related to autoencoder. The key idea of the probabilistic model based approaches is to learn a hierarchy
of features one level at a time by Bayesian Inference [67, 82, 95]. In the second category,
the majority of the algorithms adopt a non-parametric approach, based on a training set
nearest neighbor graph [31, 5]. In the third category, the auto-encoder based methods project
the instances in original feature representations into a lower-dimensional feature space via
a series of non-linear mappings, by minimizing the loss between original and reconstructed
feature spaces [32, 42, 16].
While representation learning for spatial-temporal data is not well-studied yet, the representation learning techniques provide us with great potential to automatically learn features
from spatial-temporal data to replace low-efficient and low-effective hand-crafted features.

Organization

Therefore, to bridge the gap between spatial-temporal data and representation learning, I
propose to study the problem of how to develop general frameworks for automatically learn-

4

Spatial-Temporal Representation Learning

Thrust 1: Collective
Representation
Learning (Multi-View)

Thrust 2: Structure-Aware
Representation
Learning (Semantics)

Thrust 3: Interactive
Representation
Learning (Dynamics)

Figure 1.3: Organization of the dissertation.

ing effective representations from spatial-temporal data. Specifically, my proposed research
can be categorized into three thrusts, as shown in Figure 1.3:

• Thrust 1: Collective Representation Learning. Spatial-temporal data is mostly multimodality and multi-view, and, thus, multiple spatial and temporal graphs can be constructed to describe the behavior of spatial entities from spatial-temporal data. Hence,
it is desirable to develop approaches to collectively integrate the relationships of multigraph inputs into representation learning.
• Thrust 2: Structure-Aware Representation Learning. In CPSs, spatial entities are inherently connected to each other as a graph. There are implicit and unique structural
patterns (e.g., hierarchical clustering, subgraph) within and among spatial entities to
reflect semantics (e.g., traffic jam, anomalies, etc). Therefore, it is desirable to preserve
structural information for modeling semantics in representation learning.
• Thrust 3: Interactive Representation Learning. The status of spatial entities is changing dynamically through the mutual interactions between each other. Thus, modeling
such interactions is the key to preserve the dynamics of spatial-temporal data.

All the above three thrusts will inherently handle the spatial-temporal correlations inside
5

the proposed frameworks. In the following chapters, I first study the problem of mobile user
profiling by investigating the structural behavior patterns for the collective representation
learning in Chapter 2. Next, I conduct research to study the problem of mobile user profiling by investigating the structural behavior patterns for structure-aware representation
in Chapter 3. Then, I propose to model the interactions between human and the physical
environment in Chapter 4. Finally, I conclude in Chapter 5 with a discussion of potential
future topics.
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CHAPTER 2: COLLECTIVE REPRESENTATION LEARNING
FOR MULTI-VIEW DRIVING BEHAVIOR MODELING

In this chapter, I focus on develop new representation learning framework for learning a
unified representation from multi-view inputs. The proposed method effectively models
driving behavior, and is evaluated in the tasks of driving score prediction.

Introduction

Driving behavior is a complex activity that requires multi-level skilled operations, such as
acceleration, deceleration, keeping constant speed, turning left, turning right, and moving
straight. Analyzing driving behavior can help us assess driver performances, enhance traffic
safety, and, ultimately, promote the development of intelligent and resilient transportation
systems, in order to enable many important applications, such as monitoring drivers, vehicles,
and roads, providing early warning and driving assistance, and enhancing driving comfort
and energy saving. In this paper, we study the problem of learning to represent driving
behaviors with applications to quantitative transportation safety.
Prior studies in driving behaviors analysis can be categorized into: (i) descriptive analysis, in which transportation experts define measurements (e.g., harsh or frequent acceleration/braking, sharp turn, acceleration before turn) based on transportation theory to
describe driving behaviors [18]; (ii) predictive analysis, in which researchers mine the patterns from driving data and apply machine learning models (e.g., SVM, naive Bayesian, etc.)
to predict risky scores [104]; (iii) causal analysis, in which researchers identify the causal factors of driving behaviors and explain how these factors influence road safety [68]. Moreover,
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there are studies utilizing CAN data to quantify driving behaviors [48, 55]. However, previous studies have some limits. For example, some studies are based on biased and expensive
data sources, e.g., self-reported survey. Some studies empirically define descriptive variables
with the help of domain experts, and, thereby, are lack of generalization capability when
dealing with big and noisy driving data. Some studies mainly focus on analyzing coarsegrained (e.g., user-group-level or region-level) driving behaviors, rather than individual-level
driving behaviors. Besides, CAN data may cause privacy issues which can be avoided by analyzing the ubiquitous GPS data. CAN data is more accurate to quantify driving operations,
like speed and directions. It can record the vehicle status and can be read through specific
facilities. However, since it needs equipments to read the data, the accessibility to CAN data
may cause privacy issue that leads to the difficulty of collecting data. For example, many
drivers are not willing to release CAN data to the insurance company. Unlike CAN data, due
to the pervasiveness of GPS sensors (e.g., mobile phones), GPS data can be easily obtained
from location-based apps (e.g., google maps, yelp) that are granted permission for collecting data by users themselves. On the other hand, there are many public GPS dataset on
recording driver behaviors. All the personal information has been encrypted that there will
be any privacy issues. In a nutshell, due to the easier availability and well protected personal
information, we propose to choose GPS data for the task of driving behavior analysis.
Indeed, the increasingly pervasiveness of GPS sensors has accumulated large-scale driving
behavior data. And the emergence of representation learning techniques provides great potential for automated behavior profiling. It is naturally promising to combine high-resolution
widely-available GPS trajectories and representation learning for driving behavior analysis.
However, three unique challenges arise in achieving this goal.
The first challenge is that GPS traces (e.g., time, latitude, longitude) encode the driving operations, states, and styles in a semantically-implicit way, which jeopardizes the applicability
8

of representation learning. Therefore, it highly necessitates a novel method to transform GPS
traces into an appropriate structure that can effectively characterize driving activities and
corresponding spatio-temporal dynamics. To address the challenge, we analogize driving
behaviors as a sequence of state transition graphs, and develop a three-step characterization
method. To begin with, we identify two types of driving operations: (i) speed-related (i.e.,
acceleration, deceleration, constant speed) and (ii) direction-related (i.e., turning left, turning right, move straight) from a GPS trajectory, and obtain a sequence of driving operations
for each driver. Later, we define a driving state as a two-tuple combination that includes a
speed operation status and a direction operation status, and extract a sequence of driving
states for each driver. Lastly, to reduce the possible impacts of outliers, which might be
generated by small sensor data errors, we derive multi-view driving state transition graphs
(i.e., the transition probability and transition duration of driving states) to characterize
driving behaviors, and obtain a sequence of driving state transition graphs as the inputs of
representation learning.
Second, after analyzing large-scale driving data, we identify two dependencies of driving state
transition graphs: (i) peer dependency: if two driving state transition graphs are structurally
similar, then the embeddings of the two graphs are similar in the latent feature space; (ii)
temporal dependency: the embedding of a driving state transition graph not just depends
on the driving operations at the current time period, but also has correlation with the
previous ones. It thus is important to model the coupling of both the peer and temporal
dependencies in representation learning. Therefore, we develop a Peer and Temporal-Aware
Representation Learning framework (PTARL) that can jointly model the graph-graph peer
dependency across drivers, as well as the current-past temporal dependency within a driver,
in representation learning. The proposed method can learn a sequence of time-varying yet
relational vectorized representations from the driving state transition graphs, using a widely-
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available GPS data source and with very limited knowledge of surrounding conditions.
Third, it is challenging to choose an appropriate optimization strategy. From the perspective
of representation learning, the objective is to obtain the optimal representations of driving
behavior; from the perspective of driving performance assessment , the objective is to predict driving scores as accurate as possible. Indeed, there are two optimization strategies:
(i) a joint optimization strategy, in which we jointly minimize the total loss of both the
presentation learning task and the regression task; (ii) a step-by-step strategy, in which we
first minimize the loss of the representation learning task, and then minimize the loss of the
regression task. A a result, based on the two strategies, we develop two variants of PTARL.
Along these lines, in this paper, we develop a peer and temporal-aware representation learning based analytic framework for driving behaviors analysis using GPS traces. Specifically,
we first construct a sequence of multi-view driving state transition graphs from GPS traces
to characterize the dynamic driving behaviors of each driver. Besides, we identify the graphgraph peer and current-past temporal dependencies of driving behaviors, and incorporate
the modeling of the peer and temporal dependencies into a unified Auto-Encoder based
optimization framework. Also, we develop two different strategies for the optimization problem: (i) a joint optimization strategy and (ii) a step-by-step strategy. As applications, we
exploit the learned representations of driving behaviors for driving performance assessment
and risky region detection. Finally, we present extensive experiments to demonstrate the
enhanced performances of the proposed method with real-world vehicle GPS traces.
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Table 2.1: Summary of notations.
Symbol
φt
λt
Gτi
xτi
zτi
(yio )τ
(yioˆ)τ
Wb
Ŵ b̂
H(?)
A, B

Discription
The latitude at time t
The longitude at time t
The driving behavior transition graph sequence of driver i at the time slot τ
The original original vector representation of Gτi
The learned representation for the driver i at the time slot τ
The latent feature representations of the driver i at hidden layers o at the time
τ in the encode process
The latent feature representations of the driver i at hidden layers o at the time
τ in the decode process
Weights and biases in the encode process
Weights and biases in the decode process process
Loss function
The hyperparameters to control the weight of the representation learning loss
and regression loss
Problem Statement and Framework Overview

We first introduce some important definitions and the problem statement, and then present
an overview of the proposed framework.

Definitions and Problem Statement

Definition 1. Driving Operation. Driving operations are defined as a set of activities
and steps that a driver operates when driving a vehicle, according to the driver’s personal
judgment, experience and skills. Since a moving object can be characterized by speed and
direction, we similarly categorize driving operations into (i) speed-related operations (i.e.,
acceleration, deceleration, constant speed) and (ii) direction-related operations (i.e., turning
left, turning right, moving straight). The speed-related operations show how a driver operates
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Figure 2.1: An overview of the proposed analytic framework.

the clutch pedal, gas pedal, and brake pedal of a vehicle. The direction-related operations
show how a driver operates the steering wheel of a vehicle. The driving operations can be
detected from GPS traces.
Definition 2. Driving State. A driving state concerns the way that a vehicle moves
at a specific time point or in a small time window. In other words, a driving state of a
vehicle contains both the speed status (i.e., acceleration, deceleration, constant speed) and the
direction status (i.e., turning left, turning right, moving straight) of a vehicle. For instance,
a driving state example of a car can be <constant speed, moving straight>.
Definition 3. Driving State Transition Graph. The driving states of a vehicle usually changes over time. For instance, a sequence of driving states for a vehicle can be:
[<acceleration, moving straight>, <constant speed, moving straight>, · · · , <deceleration,
turning right>]. We propose to develop a driving state transition graph to summarize and
characterize such time-varying sequence. In a driving state transition graph, nodes denote
driving states, and the weights of edges can be the probability of state changes or transition
duration between two driving states.
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Definition 4. Problem Statement. In this paper, we study the problem of automated
driving behavior profiling with GPS traces. Formally, given a driver (a vehicle) and corresponding GPS trajectories, we aim to find a mapping function f : D → V that takes the
GPS trajectories D = [< t, ϕt , λt >]Tt=1 as inputs, and outputs a sequence of time-varying
yet relational vectorized representations V = [vn ]N
n=1 , in order to quantify the dynamics of
the driver’s driving behavior, where ϕt and λt respectively denote the latitude and longitude
at the time t. We formulate this problem as a task of spatio-temporal representation learning. Essentially, we first construct a sequence of driving state transition graphs from GPS
trajectories, and then learn the latent representations of driving behavior from the graphs.

Framework Overview

Figure 2.1 shows an overview of our proposed framework that includes the following essential
tasks: (i) constructing multi-view driving state transition graphs; (ii) automated profiling
of driving behavior via peer and temporal-aware representation learning; (iii) solving the
optimization problem; (iv) fusing representations from multi-view graphs; (v) applications
to quantitative transportation safety. Specifically, in the first task, we detect driving operations from GPS sequences, identify driving states, and construct driving state transition
graphs from the perspectives of transition frequency and duration. In the second task,
we incorporate the modeling of both the graph-graph peer dependency and past-current
temporal dependency into the Auto-Encoder based optimization framework to develop a
spatio-temporal representation learning model. The proposed method jointly adopts and
adapts the ideas of gated recurrent unit and spatial autocorrelation regularization. In the
third task, we develop two optimization strategies for predictive tasks: (i) jointly optimization, minimizing the representation learning loss and the regression loss simultaneously; (ii)
step-by-step optimization, first minimizing the representation learning loss and then mini13

mizing the regression loss. In the forth task, we explore two strategies to fuse the learned
representations from multi-view transition graphs: (i) simple alignment and (ii) collective
fusion. In the fifth task, we exploit the learned representations of driving behavior graphs to
enable important applications, including (i) prediction and historical assessment of driving
scores, (ii) detecting risky regions.

Construction of Multi-view Driving State Transition Graphs

We propose a step-by-step testable analytic framework to convert GPS trajectories into
driving state transition graphs. Specifically, for each driver, we first detect driving operations,
identify driving states, and obtain a driving state sequence. The driving state sequence is
over the time span in the dataset. Later, we segment the driving state sequence into small
subsequences with a fixed time window, each of which is converted into a driving state
transition graph. In the driving state transition graph, the subsequences of the time window
is used to quantify the transition weights from a driving state to another. Since we have one
driving state transition graph for each driving state subsequence, we can obtain a sequence
of driving state transition graphs. The extracted sequence of driving state transition graphs
is used to characterize the time-varying driving behavior of a driver.
Detection of Driving Operations.
From GPS trajectories, we identify two categories of driving operations: (i) speed-related
operations that include “acceleration”, “deceleration” and “constant speed”; (ii) directionrelated operations that include “turning right”, “turning left” and “moving straight”. Formally, given three consecutive GPS points < ϕ1 , λ1 >, < ϕ2 , λ2 > and < ϕ3 , λ3 > where ϕ1 ,
ϕ2 and ϕ3 respectively denote the three corresponding latitudes, λ1 , λ2 and λ3 respectively
denote the three corresponding longitudes. We next show how to computationally detect
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the two types of driving operations.
(1) Detection of speed-related operations. Let ∆ϕ1,2 be the difference of ϕ1 and ϕ2 , ∆ϕ2,3 be
the difference of ϕ2 and ϕ3 , ∆λ1,2 be the difference of λ1 and λ2 , ∆λ2,3 be the difference of
λ2 and λ3 , and R be the radius of the earth. Then, the distance d1,2 between the two GPS
points < ϕ1 , λ1 > and < ϕ2 , λ2 > is given by Equation 2.1:
d1,2 =2R · atan2(
q
sin2 (∆ϕ1,2 /2) + cos ϕ1 · cos ϕ2 · sin2 (∆λ1,2 /2),
q
1 − sin2 (∆ϕ1,2 /2) − cos ϕ1 · cos ϕ2 · sin2 (∆λ1,2 /2)),

(2.1)

Similarly, the distance d2,3 between the two GPS points < ϕ2 , λ2 > and < ϕ3 , λ3 > can also
be calculated.
Then, given the time stamps of the three GPS points, denoted by t1 , t2 and t3 , the speed s2
at t2 is given by s2 = d1,2 /(t2 − t1 ), the speed s3 at t3 is given by s3 = d2,3 /(t3 − t2 ). For t3 ,
if s3 > s2 , the operation is detected as acceleration; if s3 < s2 , the operation is deceleration;
otherwise, the operation is “constant speed”. In practice, due to the noise caused by GPS
devices, we introduce a loosing boundary s into the calculation. For t3 , if s3 > s2 and
|s3 − s2 | > s , the operation is detected as acceleration; if s3 < s2 and |s3 − s2 | > s , the
operation is deceleration; otherwise, the operation is “constant speed”.
(2) Detection of direction-related operations. To detect the direction-related operations,
we calculate the bearing θ1,2 between the two GPS points < ϕ1 , λ1 > and < ϕ2 , λ2 > by
Equation 2.2:
θ1,2 = atan2( sin ∆λ1,2 · cos ϕ2 , cos φ1 · sin ϕ2
(2.2)
− sin ϕ1 · cos ϕ2 · cos ∆λ1,2 ).
Similarly, we can obtain the bearing θ2,3 between the two GPS points < ϕ2 , λ2 > and
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Figure 2.2: An example for calculating directions.

< ϕ3 , λ3 >. Therefore, as shown in Figure 2.2, at t3 , if θ2,3 > θ1,2 , then the operation is
“turning right”; if θ2,3 < θ1,2 , then the operation is “turning left”; otherwise, the operation
is “moving straight”. In practice, we also introduce a loosing boundary d to estimate
directions. At t3 , if if θ2,3 > θ1,2 and |θ3 − θ2 | > d , then the operation is “turning right”; if
θ2,3 < θ1,2 and |θ3 − θ2 | > d , then the operation is “turning left”; otherwise, the operation
is “moving straight”.
Extraction of Driving State Sequences.
Based on the two speed-related operations and the three direction-related operations, we can
define the following driving states in Table 2.2:
With the above definitions, we can identify the driving state of a driver at each time stamp.
In other words, each trajectory is associated with a driving state sequence, which is denoted
by {(ID, tn , Sn )}N
n=1 , where ID is the identity of the driver, N is the size of the driving state
sequence, tn is the nth time stamp, and Sn is the driving state at tn .
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Table 2.2: Driving states.
(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)

acceleration while turning right
acceleration while turning left
acceleration while straightforward
deceleration while turning right
deceleration while turning left
deceleration while straightforward
constant speed while turning right
constant speed while turning left
constant speed while straightforward

Construction of Multi-view Driving State Transition Graphs.
We next construct driving state transition graphs from driving state sequences. We first
segment the driving state sequence into a set of partitions: {sqi }Ii=1 , where each partition
corresponds to a small time window ∆T (we will discuss the parameter setup of ∆T in the
experimental settings). In these graphs, vertexes are regarded as driving states, and edges
are regarded as transition relations. The transition relations can be formulated from two
views: (i) transition probability, and (ii) transition duration.
(1) A view of transition probability. The transition probability of driving states shows
how likely (frequency) a driver changes from one driving state to another, and thus can be
used to characterize driving habits from a frequency perspective. For example, an aggressive
driver might easily transit from “acceleration while straightforward ” to “acceleration while
turning left/right”. Quantitatively, the transition probability among driving states can be
estimated by the frequencies of state transitions. We normalize the transition frequencies as
the transition probability. We conduct the normalization process as follows. Given a driver
and time window, let Feql,m denote the transition frequency from the driving state l to the
driving state m. Then the transition probability Probl,m from the driving state l to the
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driving state m can be represented as Probl,m =

Feq
P P l,m
.
l
m Feql,m

(2) A view of transition duration. The transition duration of driving states is defined
as the time between the beginning of the former state and the beginning of the latter state,
which shows how long (duration) it takes for a driver to response from one driving state
to another, and thus can be used to characterize driving habits from a time perspective.
For example, if the transition duration between “acceleration while straightforward” and
“deceleration while straightforward” is small, this reflects that the driver is impatient and
does not care about passengers’ feelings. Quantitatively, we can calculate the average time
interval of the transitions between two driving states.
In summary, for each driver i at the time t, we define the driving state transition graph
Gti where nodes are driving states, and edges are from two views. In the view of transition
probability, each element of the transition graph (a matrix) Gti is the transition probability
from one driving state to another; in the view of transition duration, each element of the
transition graph (a matrix) Gti is the transition time from one driving state to another.
After that, we can obtain two graph sequences of driving state transition probability and
driving state transition duration for each driver respectively.

Peer and Temporal-Aware Representation Learning

We present a spatio-temporal representation learning method to model the peer and temporal
dependencies in representation learning.
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Model Intuitions

There are peer and temporal dependencies among driving behavior. Therefore, in our approach, we model the representation of driving behavior based on the following intuitions.
Intuition 1: Structural Reservation After reducing driving behavior into graphs, we need
a representation learning based method to transform graphs into vectors in a latent feature
space for automated quantification and profiling. Consequently, the method should be able to
project graphs into lower-dimensional vectors while reserving corresponding characteristics
and structures.
Intuition 2: Peer Dependency. If two drivers exhibit similar driving habits, and the vehicle operation patterns of two corresponding trajectories are similar, then the driving state
transition graphs of these two trajectories share a lot in terms of structures and characteristics. As a result, the learned representations of driving behavior should be close to each
other. Consequently, the method should be able to model the graph-graph peer dependency
in representation learning.
Intuition 3: Temporal Dependency. The driving operations of the current time slot
have autocorrelation with previous driving states. For example, if a driver decelerates while
straightforward at t, and if ∆(t, t + 1) is small enough, then he is likely to accelerate at t + 1.
Consequently, the method should be able to model the current-past temporal dependency
in representation learning.
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Base Model

We utilize the deep Auto-Encoder model [7] as our base model. The motivation of using Auto-Encoder is that we aim to model the structural information of the driving state
transition graph. Auto-Encoder shows the good performance of modeling structural information [4]. In addition, previous studies [79, 81] show that autoencoder is effective in modeling
human mobility data, which fits the scenario in our work. Auto-Encoder is an unsupervised
neural network model, which projects the instances in original feature representations into
a lower-dimensional feature space via a series of non-linear mappings. The Auto-Encoder
model involves two steps: encode and decode. The encode part projects the original feature
vector to the objective feature space, while the decode step recovers the latent feature representation to a reconstruction space. In the auto-encoder model, we need to ensure that the
original feature representation of instances should be as similar to the reconstructed feature
representation as possible.
Formally, let xi be the original feature representation of the ith driver, and y1 , y2 , · · · , yo
be the latent feature representations of the diver at hidden layers 1, 2, · · · , o in the encode
step respectively, the encoding result in the objective lower-dimension feature space can be
represented as zi ∈ Rd with dimension d. Formally, the relationship between these vector
variables is denoted by:





yi1





k

yi






zi

= σ(W1 xi + b1 ),
= σ(Wk yik−1 + bk ), ∀k ∈ {2, 3, · · · , o},

(2.3)

= σ(Wo+1 yio + bo+1 ).

Meanwhile, in the decode step, the input will be the latent feature vector zi (i.e., the output
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of the encode step), and the final output will be the reconstructed vector x̂i . The latent
feature vectors at each hidden layers can be represented as ŷio , ŷio−1 , · · · , ŷi1 . The relationship
between these vector variables is denoted by:




ŷio





= σ(Ŵo+1 zi + b̂o+1 ),

k−1

ŷi






x̂i

= σ(Ŵk ŷik + b̂k ), ∀k ∈ {2, 3, · · · , o},

(2.4)

= σ(Ŵ1 ŷi1 + b̂1 ).

where Ws and bs are the weight matrices and bias terms to be learned in the model.
The objective of the auto-encoder model is to minimize the loss between the original feature
vector x and the reconstructed feature vector x̂. Formally, the loss function is

H(U) =

1X
2
k(xi − x̂i )k2
2 u ∈U

(2.5)

i

where ui denotes the ith driver and U denotes the driver set.

Incorporating Temporal Dependency

The Auto-Encoder model is not able to capture the current-past temporal dependency.
But, the Gated Recurrent Unit (GRU) is a variant of Long Short Term Memory networks
(LSTMs), and can better connect previous information to the present task compared with
the basic LSTMs [26]. To model the temporal dependency in representation learning, we
incorporate GRU into the middle layer of auto-encoder, as shown in Figure 2.3.
The driving behavior transition graph sequence, denoted by (G0i , G1i , · · · , Gτi , · · · ), represents the evolution of the time-varying driving behavior of the i-th driver ui , at time slots
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Figure 2.3: Incorporation of GRU with Auto-Encoder.
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0, 1, · · · , τ, · · · , respectively. For each graph Gτi = [{Gτ,1
i } , {Gi } , · · · , {Gi } , {Gi } ,
τ,k T
T T
· · · , {Gτ,9
i } ] , where {Gi } is the k-th column vector to denote the k-th driving state, we

flatten Gτi into one single vector xτi ∈ R81×1 by stacking the columns of Gτi on top of one
another, following the rule of matrix vectorization. We utilize xτi as the original vector representation of the the driving behavior transition graph series, denoted by (x0i , x1i , · · · , xτi , · · · ),
where xτi is the original vector representation of Gτi .
In the evolution, the status of the driving behavior transition graph of the ith driver (denoted
by Gτi ) at the time slot τ depends on the status of the graph at previous time slot τ (denoted
by Gτi −1 ). Formally, we can represent its status at these two time slots as zτi −1 and zτi
respectively. zτi evolves from zτi −1 , and the dependence relationship between them can be
modeled with GRU. The temporal dependency between zτi and zτi −1 can be denoted by

zτi = (1 − cτ )zτi −1 + cτ z̃τi ,
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(2.6)

where





cτ = σ(Wc [zτ −1 , (yio )τ ])




rτ = σ(Wr [zτ −1 , (yio )τ ])






z̃τi = tanh(W[rτ zτ −1 , (yio )τ ]).

(2.7)

Therefore, the temporal-aware Auto-Encoder is denoted by:












(y1 )τ
i




(yik )τ







zτi











(ŷo )τ
i




(ŷik−1 )τ






x̂τ

i

#Sequential

Encode Step

= σ(W1 xτi + b1 ),
= σ(W

k

(yik−1 )τ

(2.8)
k

+ b ), ∀k ∈ {2, 3, · · · , o},

= (1 − cτ )zτi −1 + cτ z̃τi .

#Sequential

Decode Step

= σ(Ŵo+1 zτi + b̂o+1 ),

(2.9)

= σ(Ŵk (ŷik )τ + b̂k ), ∀k ∈ {2, 3, · · · , o},
= σ(Ŵ1 (ŷi1 )τ + b̂1 ).

where all outputs of each layer are labeled superscript by corresponding time slot. Then the
loss function is:
H(U) =

1XX
2
k(xτi − x̂τi )k2
2 τ ∈T u ∈U
i
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(2.10)

Incorporating Peer Dependency

In the graph-graph peer dependency, trajectories that share similar driving behavior should
have close representations in the learned representation feature space. Subject to such constraint, we introduce the loss function Hc (Gτ ) to model the peer dependency.
Hc (Gτ ) =

X

X

2

sτi,j · kzτi − zτj k2

(2.11)

ui ∈U uj ∈U ,ui 6=uj

where sτi,j is the function to evaluate the the similarity of driving behavior between the driver
ui and uj at the time slot τ . We can define the function sτi,j in many ways. For simplicity, in
this paper, we define sτi,j as the cosine similarity between the original representation vectors
xτi and xτj :
sτi,j = cos(xτi , xτj )

(2.12)

Optimization

We formulate the problem of driving performance assessment as a regression task to predict
driving scores. Specifically, given the learned representations of driving behaviors, we aim to
predict the driving scores of drivers. For simplicity, in our work, we choose linear regression to
perform the regression task. Along this line, there are two parts of the loss: (i) representation
learning loss and (ii) regression loss.
(i) Representation learning loss. The representation learning loss can be formulated as

Hrl = min

1X X
2
{
k(xτi − x̂τi )k2 + α · Hc (Gτ )}
2 τ ∈T
ui ∈U (n)

where α is the hyperparameter to control the regularizer Hc (Gτ ).
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(2.13)

(ii) Regression loss. Let yi denote the driving score of the driver i, and ŷi denote the predicted
driving score for the driver i. Then,

ŷi = zi> Λ,

(2.14)

where Λ is the weight term of the linear regression. Then, the regression loss can be represented as
Hreg =

1X
||yi − ŷi ||2
2 i

(2.15)

There are two options to solve the optimization problem of representation learning: (i)
jointly minimizing the loss of representation learning and regression, (ii) minimizing the loss
step-by-step such that firstly for the loss of representation learning and then for the loss of
the regression.

Jointly Optimization

The joint optimization objective function is:

H = A · Hrl + B · Hreg ,

(2.16)

where A and B are hyperparameters to control the weight of the representation learning
loss and regression loss respectively. We utilize Stochastic Gradient Descent (SGD) to infer
parameters.

25

Step-by-step Optimization

(1) Minimizing representation learning loss. To minimize the objective function, we utilize
SGD to infer parameters. For parameters of decoder layers of PTARL, the updating rule is:
X

k
k
Ŵnew
= Ŵold
−λ·(−

(xτi − x̂τi ) · x̂τi (1 − x̂τi )·

ui ∈U (n)
k−1
Y

(ŷis )τ (1

(2.17)
−

s
(ŷis )τ )Ŵold

·

(ŷik )τ )

s=1

X

b̂knew = b̂kold − λ · ( −

(xτi − x̂τi ) · (x̂τi )(1 − (x̂τi ))·

ui ∈U (n)
k−1
Y

(ŷis )τ (1

(2.18)
−

s
(ŷis )τ )Ŵnew
)

s=1

For detailed parameter inferences, please refer to the appendix 1 .
(2) Minimizing the regression loss. After we obtain the optimized learned representations z,
there is the closed form solution for linear regression:

Λ = ((zτ )T zτ )−1 (zτ )T y.

(2.19)

Multi-View Fusion

In Section 3, we construct multi-view driving state transition graphs, including (1) the view
of transition probability, and (2) the view of transition duration. For each view of the graph,
we can obtain its corresponding representation through our proposed framework. In another
1

https://goo.gl/cnECP8
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word, we have two learned vectorized representations in terms of two views. The challenge
is to how to generate a fused representation incorporating two views. In this section, we
introduce two strategies, (1) simple alignment and (2) collective fusion.

Simple alignment

Let (zτi )prob denote the learned representation of transition-probability-view graph, (zτi )dur
denote the learned representation of transition-duration-view graph, then the fused representation can be represented as

zτi = [((zτi )prob )> , ((zτi )dur )> ]>

(2.20)

Collective Fusion

We adopt the idea of collective representation learning in the work [79]. We add an feature
ensembling procedure before the encoder, and attach an feature dispatching procedure after
the decoder, as shown in Figure 2.4, other parts of the framework remain the same as
introduced in Section 4.
Formally, let (xτi )prob denote the original feature vector (flattened graph) of the transitionprobability-view graph, (xτi )dur denote the original feature vector (flattened graph) of the
transition-duration-view graph, (x̂τi )prob denote the reconstructed feature vector of the transitionprobability-view graph, (x̂τi )prob denote the reconstructed feature vector of the transitionprobability-view graph. Then, the feature ensembling procedure can be represented as

xτi = σ(W1 (xτi )prob + W2 (xτi )dur + b)
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(2.21)

(xτi )prob

(x̂τi )prob
xτi

x̂τi

zτi
Encoder

Decoder

(x̂τi )dur

(xτi )dur
Feature Vector Ensembling

Feature Vector Dispatching

Figure 2.4: Collective fusion of of multi-view graph.

the feature dispatching procedure can be represented as



(x̂τ )

i prob



(x̂τi )dur

= σ(Ŵ1 (x̂τi ) + b̂1 )
=

σ(Ŵ2 (x̂τi )

(2.22)

+ b̂2 ).

In the experiment, we study the performance of these two fusion strategies.

Applications

We demonstrate the two applications in transportation safety: (i) prediction and historical
assessment of driving scores and (ii) risky area detection. To that end, we invite the domain
experts from the Department of Transportation (DoT) to provide a driving score for each
driver, by examining their driving operations across the entire time span.
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Prediction and Historical Assessment of Driving Scores

Our proposed method can learn a series of vectorized representations for a driver at each
time slot and a regression model to predict driving of the last time slot. Therefore, we
can apply previous learned vectorized representation to the regression model, to assess the
historical driving scores at a specific previous time slot in a backward direction.

Risky Area Detection

It is important to understand how driving scores are distributed spatially and temporally.
Therefore, we study the spatio-temporal dynamics of driving scores across all the areas, so
as to detect risky areas. Specifically, if the vehicles in a given area are operated by lowscore drivers, this area is likely to be risky. To detect risky areas, we first apply the trained
driving scores predictive model to predict driving scores for a specific driver, at a specific
time slot, and at a specific location. Moreover, we compute the average driving scores γ̄lτ of
all the drivers for a specific location l and a specific time slot τ . In addition, since the
occurrence of traffic accidents follows a Poisson distribution[28], we define the threshold γ τ
for detecting risky areas at the time slot τ as the lower bound of the 95% confidence interval:
γ τ = µτ − 1.96σ τ , where µτ and σ τ are the mean and the standard deviation of the average
driving scores at time τ respectively. If γ̄lτ < γ τ , then we detect the area l as a risky one;
otherwise non-risky. We visualize the detection results using heat maps in the experiment.

Experimental Results

This section details our empirical evaluation of the proposed method on real-world data.
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Table 2.3: Statistics of the experimental data.
Properties
Statistics
Number of drivers
10,357
Feb.2 - Feb.8
Time range
Sampling Interval
117 Seconds
623 Meters
Sampling Distance
Total Trajectories
15 Million
9 million KM
Total Distance
Records are within a time window 83 in Average
City
Beijing

Frequency

120
100
80
60
40
20
0
0.4

0.5

0.6

0.7

Figure 2.5: Driving score distribution.

Data Description

Table 2.3 shows the statistics of our real-world data sets T-Drive trajectory dataset [92, 91].
This dataset contains the GPS trajectories of 10,357 taxis during the period of Feb. 2 to Feb.
8, 2008 within Beijing. The total number of points in this dataset is about 15 million and
the total distance of the trajectories reaches to 9 million kilometers. The average sampling
interval is about 177 seconds with a distance of about 623 meters. Each GPS point contains
the information of corresponding driver ID, latitude, longitude, and time stamp. To prepare
benchmark driving scores, we invite the domain experts from DoT to help us evaluate the
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visualizations of trajectories, and assign a driving performance score ranging from 0 to 1 to
each driver. The higher the score is, the safer the driver is. Figure 2.5 shows the distribution
of the driving scores: only a small number of the drivers have very high or very low scores,
while most scores are moderate and range from 0.45 to 0.6.
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Figure 2.6: Overall comparison.
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Figure 2.7: Performance with different dependencies.

Evaluation Metrics

Let us assume that each driver i is associated with a benchmark score yi and a predicted
score fi . To show the effectiveness of the proposed model, we use the following metrics for
evaluation.
Square Error. We utilize Square Error (SE) to measure regression errors. SE =
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Figure 2.8: Performance in different views.

fi )2 , where N is the number of drivers. The lower the SE is, the better the learned representation is.
Kendall’s Tau Coefficient. We utilize Kendall’s Tau Coefficient (Tau) to measure the
overall ranking accuracy. For a driver pair < i, j >, < i, j > is said to be concordant, if both
yi > yj and fi > fj or if both yi < yj and fi < fj . Also, < i, j > is said to be discordant, if
both yi < yj and fi > fj or if both yi < yj and fi > fj . Tau is given by Tau =
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#conc −#disc
.
#conc +#disc

Normalized Discounted Cumulative Gain. We utilize Normalized Discounted Cumulative Gain (NDCG@N) to measure the ranking accuracy at the top-N cases. The discounted
PN
P
y0
yi
i
cumulative gain (DCG@N) is given by N DCG[N ] = N
i=1 log2 (1+i) where i
i0 =1 log (1+i0 ) /
2

0

denotes the original ranking order of the benchmark and i denotes the ranking order of the
prediction. The larger NDCG@N is, the higher top-N ranking accuracy is.

Baseline Algorithms

We compare the performances of our method against the following baseline algorithms.
(1) Auto-Encoder. The Auto-Encoder model [7] minimizes the loss between the original
feature representations and reconstructed ones. In the experiments, we set the number of
hidden layers = 4, the size of middle layer = 20.
(2) DeepWalk. The DeepWalk model [64] extends the word2vec model [53] to the scenario
of network embedding. DeepWalk uses local information obtained from truncated random
walks to learn latent representations. In the experiments, we set the number of walks = 80,
the size of representation = 20, the walk length = 40, and the window size = 10.
(3) LINE. The LINE model optimizes the objective function that preserves both the local
and global network structures with an edge-sampling algorithm [70]. In the experiments, we
set the size of representation = 20, the number of negative samples = 5, and the starting
value of the learning rate = 0.025.
(4) CNN. The CNN model refers to Convolutional Neural Network, which projects original feature space into a new space via a variation of multilayer perceptrons [39]. In the
experiments, we set the number of convolutional layer = 2.
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(5) Driving State Vector (DSV). In addition, we also compare our model with the traditional transportation approach. We adopt the driving states defined in [18, 104] to profile
driving behavior, including (1)acceleration while turning, (2)acceleration while straightforward, (3) deceleration while turning, (4) deceleration while straightforward, (5) constant
speed while turning, and (6) constant speed while straightforward. We formulate a driving
state vector (DSV) for each driver, where each entry in the vector is the percentage of the
corresponding driving state. We feed DSVs and corresponding driving scores into SVR to
train the regression model.
Besides, we also evaluate four variants of our method in terms of the different optimization
options and view fusion strategies. For simplicity, we denote the “jointly optimization”
with “simple alignment view fusion” model as J-Align-PTARL, the “jointly optimization”
with “collective view fusion” model as J-Collect-PTARL, the “step-by-step optimization”
with “simple alignment view fusion” model as S-Align-PTARL, and the “step-by-step
optimization” with “collective view fusion” model as S-Collect-PTARL.
To adapt the proposed model to the real data, we first set the time window δt = 30 mins,
and segment the GPS records based on the time window. Then, we construct multi-view
driving state transition graphs based on the methods introduced in Section 3. Finally, for
each user, we will have a sequential of multi-view driving state transitions graphs as the
input of our proposed framework. For the structure of PTARL, we set the number of hidden
layers of encoder = 1, the number of hidden layers of decoder = 2, the output size of vectors
= 20. the penalty parameter α = 0.01 for regularizer Hc (Gτ ), the learning rate = 0.0001.
For J-?-PTARL, we set A = 0.3, B = 0.7. The source code of PTARL is available at link 2 .
2

https://github.com/Merlin55/PTARL
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Overall Performances

We compare our method with the baseline methods in terms of SE, Tau and NDCG@N.
From Figure 2.6 we can obtain two interesting observations that (1) the performance of jointly
optimization strategy is better than step-by-step optimization, and (2) the performance of
collective-view-fusion is better than simple alignment.
For the comparison of optimization strategies, the potential explanation is that the jointlyoptimization strategy considers both the representation learning loss and the regression loss,
leading to better performance. Nevertheless, there is a trade-off between the representation learning and regression for jointly-optimization, which makes the advantage of jointly
optimization is not obvious for regression accuracy.
For the comparison of view-fusion strategies, the potential explanation is that there are
correlations between the transition probability view and the transition duration view. The
transition duration may be higher if driving state transits at a small probability, vice versa.
The collective fusion strategy is able to fuse the correlations of these two view in a systematical way, while the simple alignment strategy ignores the correlations.
Auto-Encoder, DeepWalk, CNN, and LINE are not able to model sequential inputs. Therefore, in the experiment, we aggregate all the driving state transitions across all the time slots
into one transition graph for these baselines. Since the aggregation will lose the peer and
temporal dependencies of driving behavior, the performances of these baselines are severely
disrupted. However, due to the previous analysis in this paper, the current driving behavior is influenced by previous ones, the aggregation loses temporal dependency of driving
behavior.
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Since S-Collect-PTARL achieves the best performance, we utilize S-Collect-PTARL to
conduct the following evaluation.

Robustness Check

We apply the learned representations of driving behavior and the linear regression model
to different subgroups of the drivers, to examine the robustness of our method in these
subgroups. We use two grouping methods: (i) driving score based grouping, (ii) driving
state based grouping. In the grouping method (i), we segment drivers into four subgroups
by the driving score yi , i.e. yi < 0.45, 0.45 ≤ yi < 0.55, 0.55 ≤ yi < 0.65, and yi ≥ 0.65. In
the grouping method (ii), we generate driving state vectors (introduced in Section 6.3) for
each driver; we then apply K-Means [36] to cluster drivers into four groups based on their
driving vectors.
Figure 2.9 shows that for driving score based grouping, our model can achieve a relative
stable performance, especially in terms of Tau. For driving state based grouping, the results
validate the assumption that if two drivers show similar driving behavior, their predicted
driving scores are similar as well.

Study of Peer and Temporal Dependencies

We study the effects of peer and temporal dependencies on the model, by comparing our
S-Collect-PTARL with Auto-Encoder and two other variants of S-Collect-PTARL, i.e.
(i) PTARL-peer that only considers the peer dependency, and (ii) PTARL-temporal
that only considers the temporal dependency.
From Figure 2.7, we can observe that S-Collect-PTARL outperforms Auto-Encoder, PTARL37
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Figure 2.9: Robustness check in the score-based group.
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Figure 2.10: Robustness check in the driving-state-based group.

peer and PTARL-temporal significantly. Because of ignoring both peer and temporal dependencies, Auto-Encoder performs worst in the comparison. Also, the results show that
PTARL-temporal performs better than PTARL-peer, which means that the temporal de-
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pendency is more significant in profiling driving behavior than the peer dependency.
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Figure 2.11: Risky area detection.

Study of Performance in Different Views

We introduce two views in driving state transition graphs: transition probability view and
transition duration view. Therefore, we investigate the performance of our model under
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Figure 2.12: An example of historical assessment of driving scores over time for a safer
driver and a riskier driver.

these two views.
From Figure 2.8, it is interesting to observe that the performances of the transition probability view or transition duration view are worse than the combination of these two views. And,
the difference of errors between two views are subtle. The possible explanation is that only
one view, no matter probability view or time view, can not capture the complete information
of driving behavior. By combining these two views, our model can systematically make up
the deficiency of each single view.
However, for Tau, the performance of model in each view is significantly worse than SCollect-PTARL. It is obvious that single view based model messes up the original order of
driving scores, even though it can achieve well in square errors. S-Collect-PTARL makes
up the defect under single view and ensure the predicted ranking order that makes much
more sense for the driving score prediction.
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Figure 2.13: Study of time window δt .

Study of Time Window δt

In this section, we study the effects of time window δt on the performance of the proposed
model. Specifically, we select the following time windows: 10 min, 20 min, 30 min, 40 min,
60 min, 90 min, and 120 min. We show the results in Figure 2.13.
As shown in Figure 2.13, with the very small time window, i.e. δt < 30min, the performance
is compromised badly. With the time window getting larger, the performance of the model
is getting better. However, when the time window δt > 30min, the model performance does
not change much. The potential explanation is that when the time window is very small, the
data will be too sparse to construct driving state transition graph. When the time window
is larger than a specific threshold, the information is sufficient that the improvement of the
model performance is not obvious.

41

Historical Assessment of Driving Scores

Driving scores are assigned by domain experts in terms of the whole dataset across all time
slots. This means that every driver only has one driving score. Practically, a driver should
have a driving score at each time. Fortunately, with our proposed PTARL, we can predict
and assess the driving score for every driving at all time slots. We select the driver with
the highest driving score and the driver with the lowest driving score. Specifically, we name
the driver with the highest driving score as “Safer Driver”, and the other one with lowest
driving score as “Riskier Driver”. We utilize their learned representation sequences to assess
their historical driving sores. We report the experimental results in Figure 2.12.
There is an interesting observation that a “Safer Driver” is not always safe and a “Riskier
Driver” is not always risky. The driving scores are varying over time. Sometimes, the
driving score of the “Riskier Driver” is higher than the “Safer Driver”. There is a pattern
that scores of the “Safer Driver” are relatively higher at most time, while the scores of
the “Riskier Driver” are relatively lower at most time. This observation is consistent with
our common sense that driving behavior is affected by random factors, like weather, road
condition and mind status, while the driving habit has a relatively stable pattern.

Risky Area Detection

Figure 2.11 shows the visualization results of risky area detection.
We can observe the dynamic evolution of the distribution of risky areas over time. Behind the
evolution, there are two “varying” lines: “varying” driving behavior and “varying” locations
for drivers. Figure 2.12 shows that driving behavior varying over time. Meanwhile locations
of drivers are also changing, because drivers are always moving. Therefore, the mixture of
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two “varying” leads to the evolution of risky areas. For this reason, it is challenging to detect
risky areas. But with our proposed method, we can detect risky areas over time, which can
enhance the car accident warning and the administration of transportation.

Related Work

The related work can be categorized into the following categories: (i) graph representation
learning, (ii) urban computing, and (iii) human mobility modeling.
Graph representation learning. Our work is relevant to graph representation learning.
Graph representation learning, also known as graph/network embedding, aims to learn a
low-dimensional vector to represent vertexes or graphs. Wang et al.

proposed a deep

model with a semi-supervised architecture, which simultaneously optimizes the first-order
and second-order proximity [71]. Ou et al. preserved asymmetric transitivity by approximating high-order proximity which are based on asymmetric transitivity [62]. Wang et
al. developed a Multi-task Representation Learning (MTRL) model to predict users’ demographic attributes [76]. Zhang et al. proposed an alternate FK-based aggregation method
for document representation based on neural word embeddings [97]. Technically, graph
representation learning algorithms can be categorized into three main approaches: (1) the
probabilistic models, (2) the geometrically motivated manifold-learning approaches, and (3)
the reconstruction-based algorithms related to auto-encoder. The key idea of the probabilistic model based approaches is to use unsupervised feature learning to learn a hierarchy of
features one level at a time [41, 67]. For example, Wang et al. used a regression learner to
learn the optimized layout of heterogeneous elements on the search result page (SERP) [82].
Zhang et al. proposed TrioVecEvent, a method that leverages multimodal embeddings to
achieve accurate online local event detection [95]. The work in [6] used an unsupervised
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learning method to obtain a hierarchy of features one level at a time and to learn a new
transformation at each level to be composed with the previously learned transformations. In
the second category, the large majority of the algorithms adopt a non-parametric approach,
based on a training set nearest neighbor graph [31, 5]. Hinton et al. [31] and Bengio et al.
[5] exploited the Restricted Boltzmann Machines (RBMs) to perform unsupervised feature
learning for natural image modeling. The auto-encoder based methods projects the instances
in original feature representations into a lower-dimensional feature space via a series of nonlinear mappings, by minimize the loss between original and reconstructed spaces [32]. For
example, Li et al. introduced an LSTM model that hierarchically builds an embedding for
a paragraph from embeddings for sentences and words, then decoded this embedding to reconstruct the original paragraph [42]. Dizaji et al. utilized the reconstruction loss function
of auto-encoder models as a data-dependent regularization term for training parameters to
avoid clustering overfitting [16].
Urban Computing. Our work is related to the research of urban computing that aims to
tackle major issues in cities by analyzing and modeling urban data(e.g., traffic flow, human
mobility, and geographical data). One of the biggest challenges in urban computing is to
compute with heterogeneous data [102] . Zheng et al. proved that setting equally weight
for different data source in a regression of classification model does not achieve the best
performance [103]. Yuan et al. discovered regional functions of a city using POIs and taxi
traces [90]. Zhang et al. first detected spatiotemporal hotspots and then from geo-tagged
social media data and then use both reconstruction and single graph based strategies to
learn the representations of geo-tagged time-stampped words [96]. Zhang et al. employed an
accelerated mode seeking procedure to detect spatial-temporal hot spots underlying people’s
activities, and jointly embeds all spatial, temporal, and textual units into the same space [96].
Fu et al. proposed a probabilistic latent factor model to learn the portfolios of urban functions

44

in a zone [23] . Cici et al. identified emerging patterns with multi-relational approach from
spatial data [9]. Wang et al. adopted the skip-gram model to learn the region representation
from urban and mobile data [72]. Liu et al. detected spatial-temporal causality of outliers
in traffic data [51].
Human mobility modeling. Our work is related to the research of human mobility modeling. There are existing studies on human mobility modeling by exploiting mobility patterns to enable various applications[102]. Wang et al. encoded the dynamic mobility flow
into vector representations of regions through a embedding method [73]. [50] studied the
problem of destination prediction in Bike-Sharing Systems (BSSs), proposing a multi-view
machine (MVM) method, by incorporating the context information from Point of Interest
(POI) data and human mobility data into destination prediction. Yuan et al. analogized
human mobility patterns as words, and exploited both topic modeling and spectrum analysis
to analyze the urban functions of regions [93]. [77] and [75] developed a joint model that
integrates Mixture of Hawkes Process (MHP) with a hierarchical topic model to capture the
arrival sequences with mixed trip purposes. [22] developed a geographic method named ClusRanking to exploite the geographic dependencies of the value of an estate with online user
reviews and offline moving behaviors. Lu Lin et al. presented a unified probabilistic framework, called Topic-Enhanced Gaussian Process Aggregation Model (TEGPAM), consisting
of three components, i.e. location disaggregation model, traffic topic model and traffic speed
Gaussian Process model, which integrate new-type data with traditional data [45]. Yuan et
al. proposed a Bayesian non-parametric model, named Periodic Region Detection (PRED),
to discover periodic mobility patterns by jointly modeling the geographical and temporal information [94]. Lin et al. proposed a new passive verification method that requires minimal
imposition of users through modeling users subtle mobility patterns [46].
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Driving behavior analysis. Finally, our work has a connection with driving behavior
analysis. Prior driving behavior analysis research can be summarized as non-contextual and
contextual approaches, according to whether driving information is context relevant. For
non-contextual methods, they solely applied vehicle kinematic information like speed and
acceleration/deceleration, to model driving behavior. For example, Ellison et al. applied
Temporal and Spatial Identifiers to provide a common measurement of driving behavior,
using vehicle motion information [18]. Paefgen et al. performed driver risk profiling by
constructing features from real-world GPS data that included accident and accident-free
driver [63]. For contextual approaches, they added contextual information like weather and
road quality to models, except vehicle motion data. For example, Zhu et al. proposed a
Bayesian Network model which combined GPS driving observations, individual driving behavior and individual driving risks with contextual features such as road conditions and
dynamic traffic flow information [104]. Jun et al. evaluated driving exposure and performance differences between who were involved in crashes or not, with the detailed exposure
data of individual drivers (travel by time of day and by roadway type) alongside driving
performance data (speed, throttle, braking, and acceleration) [35].

Summary

Driving behavior analysis has been important for assessing driver performances, improving traffic safety, and developing the intelligent and resilient transportation systems. In
this paper, we investigated driving behavior analysis from the perspective of representation
learning. We formulated the problem of driving behavior profiling and scoring as a task
of spatial and temporal embedding and labeling with driving state transition graphs. We
studied large-scale driving behavior data, and identified the peer and temporal dependen-
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cies. To improve the performance of automated behavior profiling, we developed an analytic
framework that jointly modeled the peer and temporal dependencies. Specifically, we first
construct multi-view driving state transition graphs from GPS traces to characterize driving
behavior. Besides, we incorporated the idea of gated recurrent unit to model both the graphgraph peer dependency and integrate graph-graph peer penalties to capture the current-past
temporal dependency in two optimization strategies, i.e. (i) jointly optimization and (ii)
step-by-step optimization. In addition, we applied our proposed method to enable the applications of driving score prediction and risky area detection. The empirical experiments
on real-world data demonstrated the effectiveness of spatio-temporal representation learning
for profiling driving behavior.
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CHAPTER 3: STRUCTURE-AWARE REPRESENTATION
LEARNING FOR MOBILE USER PROFILING

In this chapter, I focus on developing new representation learning framework for preserving
the structural information for mobile user profiling. I formulate the mobile user profiling
problem as a structure-aware representation learning task, and devise an adversarial learningbased method to integrate substructures.

Introduction

Mobile user profiles are a summary of characteristics of user-specific mobile activities. Mobile
user profiling refers to the efforts of extracting a user’s interest and behavioral patterns
from mobile activities, e.g., shopping and commutes. Effective mobile user profiling can
help understand users, provide customized products and services, improve user satisfactions,
and, thus, have widely been applied in various applications, e.g., customer segmentation,
user identification, fraud/intrusion detection, and recommendation systems. In this paper,
we study the problem of learning to profile users with mobile activities data (i.e., mobile
activities checkins).
Prior studies in mobile user profiling [13] can be categorized into: (1) Explicit profile extraction, in which users are profiled by content features that are explicitly defined and extracted
from mobile behavioral data (e.g., demographics, website clicks, mobile purchases, in-App
behaviors) [24]. Such profiling methods are highly depended on the collection of comprehensive user-related information. (2) Implicit profile learning, which includes collaborative
methods, latent factor models, network embedding and deep learning. In particular, col-
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laborative methods assume that users in the same group behave similarly, and, thus, share
similar profiles [52]. Such methods suffers from the information sparsity of a target user’s
peers. Latent factor models, such as matrix/tensor factorization or topic modeling based
variants, are developed to model user profiles as latent factors or categorical distributions
representations [29]. Such methods learn user profiles through optimization with large parameter space, thus, are easy to overfit. It highly needs domain knowledge inspired model
regularization. More recent studies have applied deep neural networks to learn the network
hidden layer (embeddings) of users from many end-to-end deep learning tasks, for example,
deep learning based recommender systems [12, 14].
The recent emergence of graph mining, deep learning, adversarial training techniques provides great potentials for us to the improve existing studies. We next detail our research
insights from four perspectives.
First, human activities, such as shopping, schooling, work, eat, travel, entertainments, are
spatially, temporally, and socially structural. How can we identify a data structure to better describe a mobile user’s activities? Traditional methods extract content based feature
vectors, and are not sufficient to address the problem. We introduce an analogy. As we
know, the click through rate of a webpage is highly depended on both webpage contents and
webpage structure. Similarly, if we regard a mobile user as a webpage, then the user’s activities can be regarded as webpage contents, and the user’s transition patterns of activities
can be regarded as webpage structures. Graphs are widely employed to describe structural
and relational knowledge. A mobile user’s profile is indeed an inherently interconnected
composition of activities, and can be readily modeled as a graph. Therefore, we propose
to construct a user activity graph to describe each mobile user, where vertexes are activity
types (i.e., POI categories) and edges are the transition frequencies between activities (POI
categories). In this way, we reformulate mobile user profiling as the problem of learning deep
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representations of users from user activity graphs.
Second, after studying many user activity graphs, we identify another important type of
structural information, which we call substructure. Substructure refers to a subgraph with
a specific topology. Such substructures indeed indicate the unique personalized activity
patterns of a mobile user, and imply the social attributes and preferences of the user. For
example, young people prefer to transit between work complex, restaurants, and cinemas,
while entrepreneurs prefer to transit between business plazas. In this paper, we focus on two
substructures: high-frequency vertexes and circle, of user activity graphs. Figure 3.1 shows
two examples of user activity graphs that are extracted from users’ mobile checkin event set:
{< event id, user id, datetime, POI category, longitude, latitude >}. The red circle shows
the user’s transition between different POI categories routinely in the working days, and the
cyan independent vertexes are visited frequently by this user during work. Different users
show different substructures from their activity graphs. Apparently, Figure 3.1(a) shows
the activity graph of a faculty with young kids, in which the user transits between home,
office, and preschool, and frequently visit college-related POI categories during his work;
while Figure 3.1(b) shows the activity graph of a financial professional, in which the user
transits between home, commercial plaza, and restaurants, and frequently visit gyms and
coffee shops after work.
Third, the identification of the substructure in user activity graphs creates a new challenge:
how can we integrate the substructure patterns into representation learning from user activity
graphs? We highly need a unified learning framework to jointly model both the entire graph
and the substructure information. An intuitive method is to use embedding techniques,
e.g., Auto-Encoder, to learn the representations of the entire graph. Then, the substructure
information is formulated as a regularization term of the optimization objective. However,
as shown in Figure 3.1, the activity substructures of different users are of different topology
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(a) The user activity graph of a faculty with young (b) The user activity graph of a financial professional.
kids.

Figure 3.1: The user activity graphs of two users. These two examples show that different
users may have different substructures due to their personal unique patterns.

(high-frequency vertexes, circles); the activity substructures of these users are dynamically
distributed in different locations of a graph. A regularization term in a loss function can not
tackle these challenges (varying topology and distributions) in training. The emergence of
generative adversarial networks provides great potential to solve the problem. We propose to
convert the integration of substructure into an adversarial substructured learning paradigm.
This paradigm includes an auto-encoder that is to preserve the structure of entire graphs, a
substructure detector that is to detect substructures in a graph, and an adversarial trainer
that is to incorporate substructured regularization via adversarial attacks.
Fourth, it seems that the proposed adversarial substructured learning paradigm can strategically solve the challenges. But, we later find that if we use traditional subgraph detection
algorithms (e.g., deep first search) to serve as a detector, these detection algorithms are
usually not differentiable. This creates another challenge for the optimization of the adversarial substructured learning framework: it is impossible to back propagate the gradient. To
51

Library

IT

Lab

Encoder

Decoder

Department

PizzaHut

Oﬃce
PreSchool

Hospital
Home

Walmart

MacDonald

Regal
Cinemas
Costco

Substructure

Substructure
Detector

……

Substructure
Detector

User Representation

Fake

User
Gas
Station

Sixflag

Auto
Service

Zoo

Real

+

-

Real
1

Discriminator

Substructure

User Activity Graph

User Profiling

Adversarial Substructured Learning

0
Fake

Next Activity Recommendation
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tackle the problem, we propose to pre-train a convolutional neural network to capture the
patterns of substructure in order to approximate traditional non-differentiable substructure
algorithms.
Along these lines, in this paper, we develop an adversarial substructured learning framework
for mobile user profiling. Specifically, our contributions are as follows: (1) We create user
activity graphs to describe the characteristics, patterns, and preferences of mobile users.
(2) We reformulate mobile user profiling as a problem of learning deep representations of
user activity graphs. (3) We identify another structure information: substructures in user
activity graphs and develop an adversarial substructured learning paradigm, including an
auto-encoder, a detector, and an adversarial trainer, to preserve both the entire graph and
substructure information. (4) We pre-train a convolutional neural network (CNN) to approximate traditional subgraph detection algorithms to solve the non-differentiable issue.
(5) We apply the user profiling results to the application of next activity type prediction,
and present extensive experiments to demonstrate the enhanced performance of the proposed
method with real-world mobile checkin data.
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Preliminaries

Definitions and Problem Statement

Definition 5. User Activity Graph. A mobile user’s activities are represented as a user
activity graph, in which vertexes are activity types (i.e., POI categories) and edges are the
transit frequency between POI categories. Figure 3.1 shows user activity graphs can describe
the behavioral structural information of user activities.
Definition 6. Structure of the entire graph (entire-structure). Given a user activity
graph G = (V, E), where V is the vertex set and E is the edge set, the structure of the
entire graph (entire-structure for short) is defined as the global topological representation of
the entire graph. The entire-structure preserves the relationships between vertexes and edges.
For mobile users, the entire-structure can capture the general preferences patterns over all
POI categories.
Definition 7. Structure of the subgraph (substructure). The structure of subgraphs
(substructure for short) is defined as the topological representation of subgraphs that can feature the unique behavioral patterns of a user’s activities. In this paper, we focus on two types
of substructures: (1) high-frequency vertexes, of which the cumulative visit frequency is above
the pre-defined threshold; (2) circles. Specifically, a high-frequency vertex in a user activity
graph represents the personalized preference for a specific type of activities; a circle in a
user activity graph represents the personalized preference for a close-loop consecutive activity
pattern. Both high-frequency vertexes and circles can imply the unique activity patterns of a
user in his/her daily life.
Definition 8. Problem Statement. In this paper, we study the problem of learning to
profile users with mobile activity data. We aim to automatically learn a profile vector to
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represent the activity patterns of a user. We extract a user activity graph from mobile
activity data, i.e., POI check-in data, to represent the activity patterns of a mobile user. We
therefore formulate the problem as a task of learning deep representations of users with user
activity graphs. While a user activity graph presents the overall activity profile of a user,
a user’s unique activity patterns are usually implied by various substructures of the activity
graph. Therefore, this task is a joint objective of preserving both overall activity patterns and
substructure patterns of a user in representation learning.
Formally, given a set of user activity graphs, we aim to find a mapping function f : x → z
that takes a user activity graph x as the input, and outputs the vectorized representation
z of the user, while subject to the preservation constraints of both the entire-structure and
substructure.

Framework Overview

Figure 3.2 shows an overview of our proposed framework that includes the following essential
tasks: (i) constructing user activity graphs to represent the profiles of mobile users; (ii)
developing an adversarial substructured learning framework to learn user representations
from user activity graphs; (iii) evaluating the learned user representation in the application
of next activity type prediction. In the first task, given the mobile checkin sequences of
users, we construct a user activity graph for each user. In the second task, the adversarial
substructured learning framework is developed for a joint objective of (1) modeling the entirestructure of user activity graphs, (2) constructing a differentiable substructure detector,
(3) exploit adversarial training to integrate substruture regularization into representaton
learning. In the last task, we apply our proposed method to profile mobile users for next
activity type prediction.
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Method: Adversarial Substructured Learning

In this section, we will introduce the model intuition and model design for the adversarial
learning-based substructured representation learning.

Model Intuition

We represent a user as an activity graph. We learn representations of activity graphs on the
following intuitions.
Intuition 1: Entire-Structure Preservation. The entire-structure of an activity graph
represents how user activities interact with each other. The interaction can be strong link,
weak link, no link. Consequently, we should preserve global behavioral patterns.
Intuition 2: Substructure Preservation. There are unique substructures in an activity
graph, such as high-frequency activities and activity transition circles, which can uniquely
feature a user’s profiles. We should preserve substructural behavioral patterns.
Intuition 3: Integration of Entire-structures and Substructures. Intuitively, we can
model entire-structure by network embedding and capture substructures by optimization
regularizations. However, different users could exhibit different activity types, topologies,
and spatial distributions in their substructures. We need a new learning paradigm to unify
entire-structures and substructures.
Intuition 4: Differentiable Substructure Detector. Traditional subgraph detection
algorithms are non-differentiable. If these detection algorithms are integrated into deep
learning framework, it is difficult to apply gradient descent for optimization. Therefore,
we need a differentiable substructure detector to approximate non-defferentiable detection
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Figure 3.3: The framework of adversarial substructured learning that include three
components. First, we pre-train a CNN as the differentiable substructure detector to
approximate the the traditional substructure detection algorithm (i.e., DFS). Second, we
integrate the substructure into the representation z via adversarial training. Third, we
utilize the well-trained encoder to generate representations of mobile user profiles.

algorithms.
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General Idea

Figure 3.3 shows our proposed adversarial substructured learning framework that includes
a deep autoecoder, an approximated substructure detector, a discriminator, and an adversarial trainer. The autoencoder is to preserve entire-structure and derive the representation
of a graph. We use traditional subgraph detection algorithms to detect substructure labels,
and then use these labels to pre-train a CNN to approximate traditional subgraph detection
algorithms. The discriminator is to classify the substructures from original graphs (real substructure set) and the substructures from reconstructed graphs (generated substructure set).
The adversarial trainer is to integrate substructure awareness by forcing the autoencoder to
pay specific attentions to preserving substructures in the reconstructed graph, in order to
confuse the discriminator.

Preserving Entire-Structures

We exploit a deep auto-encoder [7] to preserve the global behavioral structures of users in
the representation learning. Specifically, the auto-encoder includes an encoding step and a
decoding step. The encoding step take a user activity graph as input and output a user
feature vector. The decoding step use the user feature vector to reconstruct the user activity
graph. The user feature vector captures the global behavioral structures via minimizing
reconstruction loss.
Formally, given the ith graph, we flatten the graph by linking the neighbor connectivity
information of each node into a single vector, denoted by xi , which indeeds capture the
global structure of the graph. Let y1 , y2 , · · · , yo be the latent feature representations of
the graph at hidden layers 1, 2, · · · , o in the encoding step respectively. The embedding
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representation of the user activity graph is a d-dimentional vector, denoted by zi ∈ Rd . The
encoding step is formulated as:





yi1





k

yi






zi

= σ(W1 xi + b1 ),
= σ(Wk yik−1 + bk ), ∀k ∈ {2, 3, · · · , o},

(3.1)

= σ(Wo+1 yio + bo+1 ).

The decoding step takes the embedding representation zi (i.e., the output of the encode step)
as input, and output a reconstructed graph, denoted by x̂i . The latent feature vectors at
each hidden layers are ŷio , ŷio−1 , · · · , ŷi1 . The decoding step is formulated as:





ŷio




ŷik−1






x̂i

= σ(Ŵo+1 zi + b̂o+1 ),
= σ(Ŵk ŷik + b̂k ), ∀k ∈ {2, 3, · · · , o},

(3.2)

= σ(Ŵ1 ŷi1 + b̂1 ).

where Ws and bs are the weight matrices and bias terms to be learned in the model.
We minimize the loss between the original graph x and the reconstructed graph x̂. Formally,
the loss function is

m

LAE

1X
2
=
k(xi − x̂i )k2
2 i=1
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(3.3)

Approximating Substructure Detector

Traditional substructure detection algorithms, e.g., deep first search based subgraph detection, are non-differentiable. The gradients of neural networks cannot be passed by through
back-propagation. Therefore, we propose use a pre-trained Convolutional Neural Network
(CNN) to approximate the traditional substructure detector.
Formally, let Fdetr denote a traditional substructure detector, and Fcnn denote a CNN based
detector. The approximation objective is to let Fcnn = Fdetr through a two-step process:
Step 1: Generating substructures (labels). We take an activity graph x as the input of Fdetr
to generate corresponding real substructure sreal as a label.
Step 2: Training Fcnn to approximate Fdetr . We take x as the input and sreal as the label to
train Fcnn . Specifically, the architecture of Fcnn includes two patches of {Conv, Relu, MaxPooling},
where the kernel size of Conv is 5, and the kernel size of MaxPooling is 2. Let ŝ denote the
output of Fcnn , the training objective is to minimize the loss:

m

Lcnn

1X
2
=
k(sreal − ŝ)k2
2 i=1

(3.4)

Finally, we obtain the pre-trained Fcnn as a differentiable and approximated substructure
detector.

Integrating Substructure Awareness via Adversarial Training

Figure 3.3(b) shows that we develop an adversarial learning strategy that includes a generator, a discriminator, and an adversarial trainer, in order to integrate substructure awareness.
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The Generator. Figure 3.3(b) shows that the generator links a deep auto-encoder with
a pre-trained CNN based detector. Specifically, we attach the pre-trained CNN to the last
layer of the decoder, so that the CNN takes the reconstructed graph x̂i , which is output by
the decoder, as input. The CNN detects and outputs a substructure, denoted by ŝi , from
the reconstructed graph. Let G denote the generator, then the mapping procedure can be
denoted as
ŝi = G(xi )

(3.5)

The Discriminator. Figure 3.3(b) shows the discriminator is a multi-layer percetron
D(s; θd ), where θd is parameters, D(s) outputs a probability, indicating how likely the substructure s is from the real substructure set sreal rather than the generated substructure set
ŝ.
The Adversarial Training Strategy. We simultaneously train G and D by playing the
two-player minimax game. Specifically, D is trained to maximize the accuracy of classifying
real substructures and reconstructed substructures generated from G. G is trained to minimize the accuracy of D for classifying the reconstructed substructure set generated from
G.
Formally, let preal (s) denote the distribution over the real substructure set sreal , and px (x)
denote the distribution over the original graph set x. Then, the minimax function of the
adversarial training can be represented as

min max V (D, G) = Es∼preal (s) [log D(s)] + Ex∼px (x) [log(1 − D(G(x)))]
G

D

60

(3.6)

Specifically, the discriminator accuracy LD can be represented as

m

1 X
LD =
[log D(si ) + log(1 − D(G(xi )))],
m i=1

(3.7)

and the generator loss LG can be represented as
m

1 X
log(1 − D(G(xi )))].
LG =
m i=1

(3.8)

The objective is to maximize LD and minimize LG concurrently.

Solving The Optimization Problem

The loss function of the model includes: (i) minimizing the reconstruction loss (Equation 3.3);
(ii) maximizing the discriminator accuracy (Equation 3.7), and (iii) minimizing the generator
loss (Equation 3.8). The objective is to minimize the overall loss L as follows:

L = −λD LD + λG LG + λAE LAE

(3.9)

where λD , λG , and λAE are the weights of LD , LD , and LAE respectively.
In the training stage, we use stochastic gradient descent for optimizing L. Specifically,
we first update the Auto-Encoder by:

2

∇θAE k(xi − x̂i )k2 .

(3.10)

We update the generator while keeping the parameters of the pre-trained detector Fdetr fixed.
The parameters of the generator θg are the same as the parameters of the Auto-Encoder θAE .
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In another word, θg = θAE . We update the generator by:

m

1 X
∇θAE
log(1 − D(G(xi ))).
m i=1

(3.11)

We update the discriminator by:
m

1 X
[log D(si ) + log(1 − D(G(xi )))]
−∇θd
m i=1

(3.12)

In the testing stage, Figure 3.3(c) shows we use the substructure-aware encoder to learn
the representation of a user activity graph.

Discussion

In recent studies, there are some works related to representation learning with respect to
preserving structural information. For example, Wang et al. propose to model the firstorder proximity (i.e. the local pairwise similarity only between the vertexes linked by edges)
and the second-order proximity (i.e., similarity of the vertexes’ neighborhood structures)
in the representation learning [71]. Yu et al. propose to capture the network structure
through jointly considering both locality-preserving and global reconstruction constraints
with adversarially regularized auto-encoders [89]. The difference between these works and
our paper is that our work aims to integrate the substructure (i.e., the structure of subgraphs)
into the entire-structure (i.e., the structure of the entire graph), while these previous works
jointly model the local structure (i.e., the structure of neighbors) and the global structure.
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Application: What to Do Next - User Profiling for Forecasting Next Activity Type

As an application, we use the proposed method to profile user activity graphs and infer next
activity types, in order to evaluate the performances. Specifically, we first regard a POI
category as an activity type. Then, the preference for next activity type is represented by a
i,1
i,2
i,k
i
visit probability distribution over POI categories, denoted by Pvisit
= {Pvisit
, Pvisit
, · · · , Pvisit
}

, which indeed is the normalized visit frequency over each POI category for next day. Here,
i,k
Pvisit
is the probability that user ui will visit the k th POI category.

Definition 9. The What To Do Next Problem. Given the historical POI check-in
records of users, the objective is to forecast a user’s next activity type by inferring the probabilities of POI categories that a user will visit in next day.

Specifically, for each user ui , we first construct a user activity graph Gi , where a vertex
is a POI category, and the weight an edge is the frequency of visit transitions from a POI
category to another POI category. Then, we exploit our method to learn the representation
zi of the user ui . Later, we train a fully connected neural network N N with zi as input,
i
.
in order to forecast the preference for next activity type for each user: N N : zi → Pvisit

Finally, we rank POI categories based on their visit probabilities to generate a candidate list
Ri .

Experimental Results

This section details our empirical evaluation of the proposed method on real-world data.
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Figure 3.4: Overall comparison.

Data Description

Table 3.1 shows the statistics of our two check-in datasets [86] from two cities: New York
and Tokyo. Each dataset includes User ID, Venue ID, Venue Category ID, Venue Category
Name, Latitude, Longitude, and Time.
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Evaluation Metrics

We evaluate the model performances in terms of two metrics:
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@20

Table 3.1: Statistics of the experimental data.
City
# Check-ins # POI Categories
Time Period
New York
227428
251
12 April 2012 to 16 February 2013
Tokyo
573703
247
12 April 2012 to 16 February 2013
(1) Precision@N: is the precision of forecasting next preexisted activity types that have
been historically performed by a user. Let R̂i denote the topK predicted POI category list
ranked in a descending order based on the corresponding predicted visit probabilities, Ri
denote the visited POI category list, and U denote the user set. Then, Precision@N can be
represented as

Precision@N =

1 X |R̂iN ∩ Ri |
|U | u ∈U
|Ri |

(3.13)

i

(2) Precisionnew @N: is the precision of forecasting next new activity types that have
NEVER been historically performed by a user. Let Rinew denote the visited POI category
list that user ui has not visited in the training set, but will be visited in the testing set.
Then, Precisionnew @N can be denoted as

Precisionnew @N =

1 X |R̂iN ∩ Rinew |
|U | u ∈U
|Rinew |

(3.14)

i

Baseline Algorithms

We compare the performances of our method (namely “StructRL”) against the following
baseline algorithms.

66

(1) Auto-Encoder. The Auto-Encoder model [7] minimizes the loss between the original
feature representations and reconstructed ones. In the experiments, we set the number of
hidden layers = 3, the size of middle layer = 50.
(2) DeepWalk. The DeepWalk model [64] extends the word2vec model [53] to the scenario
of network embedding. DeepWalk uses local information obtained from truncated random
walks to learn latent representations. In the experiments, we set the number of walks = 50,
the size of representation = 50, the walk length = 40, and the window size = 10.
(3) LINE. The LINE model optimizes the objective function that preserves both the local
and global network structures with an edge-sampling algorithm [70]. In the experiments, we
set the size of representation = 50, the number of negative samples = 5, and the starting
value of the learning rate = 0.0005.
(4) CNN. The CNN model refers to Convolutional Neural Network, which projects original
feature space into a new space via a variation of multilayer perceptrons [39]. In the experiments, the CNN has three patches of {Conv, Relu, MaxPooling}, where with the kernel size
of Conv is 4, and the kernel size of MaxPooling is 2.
In the experiment, we split the datasets into two non-overlapping sets: for each user, the
earliest 80% of check-ins are the training set and the remaining 20% check-ins are testing
set. All the evaluations are performed on a x64 machine with Intel E5-1680 3.40GHz CPU
and 128GB RAM. The operation system is CentOS 7.4.

Overall Performance

We compare our method with the baseline methods in terms of Precision@N and Precision@Nnew .
In general, Figure 3.4 shows our model achieves the best performance over both the New
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Figure 3.7: Study of Substructure Preserving.

York and Tokyo dataset. In the task of forecasting next pre-existed activity types, we observe that the accuracy of our method is much better than the baseline algorithms when
K is getting larger. In the task of forecasting next new activity types, our method still
outperform the baseline methods on discovering new POI categories that users never visit.
The results validate that the substructure is essential for user profiling. Specifically, the
substructure of user activity graphs implies some particular patterns of user activities. For
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Figure 3.8: Training loss.

example, circle substructures can feature the activity transition patterns over specific POI
categories, while node structures can feature a user’s preferences over several independent
POI categories. Our proposed framework effectively considers both substructure and entirestructure via adversarial training. However, Auto-Encoder, DeepWalk, CNN, and LINE
are not able to learn representations with awareness of substructures, thus degrade their
predictive performances.
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Robustness Check

To conduct robustness check, we apply our method to different subgroups of data to examine
the variance of our performances. Specifically, we equally split the dataset into five time
periods, including (1) 12 Apr. 2012 – 12 Jun. 2012, (2) 13 Jun. 2012 – 13 Aug. 2012, (3)
14 Aug. 2012 – 14 Oct. 2012, (4) 15 Aug. 2012 – 15 Oct. 2012, and (5) 16 Oct. 2012 –
16 Feb. 2013. We set the last day’s activities of each time period as a predictive target to
conduct evaluations. We evaluate the forecasting performances in terms of Precision@N and
Precision@Nnew over both the New York and Tokyo dataset. Figure 3.5 and Figure 3.6 show
that the performances of our method can achieve a small variance and are relatively stable,
especially when K is small.

Study of Substructure Preserving

We introduce two types of substructures: independent vertexes and circles. Therefore, we
examine how the two different substructure types impact the performances of our method
on use profiling. Specifically, we denote (1) StructRL-Node: a variant of our framework that
only consider discrete vertexes substructure; (2) StructRL-Circle: a variant of our framework
that only consider as circle substructure; (3) StructRL: our proposed method that consider
both.
Figure 3.7 shows the performances of StructRL-Circle always slightly outperforms StructRLNode; in other words, the substructure of circle is more effective than the substructure of
discrete vertexes for describing user activity patterns. The substructure of circle shows a
user’s circle activity transition patterns, while the substructure of independent vertexes shows
some independent POI categories that users highly and intensively prefer. Therefore, the
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substructure of circle can describe the correlations among POI categories to imply a user’s
particular lifestyle patterns, which is more informative than the substructure of independent
vertexes.

Study of Training Loss

Figure 3.8 shows the training loss of our method with respect to different substructures and
different dataset. The reconstruction loss indicates the effectiveness of preserving a graph’s
global structural patterns. The adversarial training loss indicates the learning process of
integrating the substructure into the entire-structure. We can observe that the reconstruction
loss will converge while conducting the adversarial training simultaneously. In other words,
integrating substructure information into global structure can help to ensure the convergence
of training loss.

Related Work

User Profiling User profiling refers to the efforts of extracting a user’s interest and behavioral patterns from users’ activities. Generally speaking, the user profiling techniques can be
categorized into two groups: (1) static profiling and (2) dynamic profiling. Static profiling
refers to learn representations of users based on the aggregated dataset that depends on the
temporal perspective [19]. For example, Farseev et al. proposed to learn user profile via
integration of multiple data sources from Twitter, Foursquare and Instagram [21]. Farseev
et al. proposed multi-source individual user profile learning framework named “TweetFit”
that can handle data incompleteness and perform wellness attributes inference from sensor
and social media data simultaneously [20]. On the other hand, dynamic profiling refers to
modeling user representations considering the temporal effects that user profiles may change
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over time. Akbari et al. proposed an approach which directly learns the embedding from
longitudinal data of users that simultaneously learns a low-dimensional latent space as well
as the temporal evolution of users in the wellness space [1]. Du et al. proposed a framework
which connects self-exciting point processes and low-rank models to capture the recurrent
temporal patterns in a large collection of user-item consumption pairs [17]. Zhao et al.
proposed a spatial-temporal latent ranking (STELLAR) method that capture the impact of
time on successive POI recommendation [99]. Xiao et al. proposed to quantify user influence
from user interactions in social networks tp explain price stock [84].
Generative Adversarial Networks Generative Adversarial Networks (GAN) [25] are deep
neural net architectures comprised of two networks that simultaneously trained to compete
against each other, where the discriminator is trained to distinguish between real samples
and generated samples, and the generator is trained to make false examples to fool the
discriminator. The adversarial learning paradigm has inspired many works, with applications on image generation [59], image super-resolution [40], image translation [33, 66], and
network embedding [10, 74]. Technically, there are three types of variants, including (1)
varying objective of the discriminator, (2) varying objective of the generator, and (3) varying architecture [87]. For varying objective of the discriminator, Nowozinet al proposed
to utilize the f-divergence to as the objective function for for computing likelihoods or for
marginalization [60]. Springenberg et al. proposed to utilize an entropy based objective to
improve the robustness of the classifier [69]. For varying objective of the generator, Larsen et
al. combined a variational autoencoder with a generative adversarial network that replaces
element-wise errors with feature-wise errors for better generation capability. [38]. Mirza et
al. proposed to condition on the generator by simply feeding the data [54]. For varying architecture, Radford et al. proposed to introduce fully convolutional downsampling/upsampling
layers in the architecture that can learn a hierarchy of representations [65]. Denton et al.
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constructed the adversarial training paradigm based on a cascade of convolutional networks
within a Laplacian pyramid framework for generating images [15].

Summary

We study the problem of automated mobile user profiling. We represent a user as a activity
graph, and reformulate the user profiling problem as a task of representation learning from
user activity graphs. After analyzing numerous user activity graphs, we found that it is
essential to preserve both the entire-structure and the substructure of a graph. We observe
that the contents, topology, and locations of substructures in a graph can dynamically vary
over different users. We propose an adversarial substructured learning method to jointly
model both the entire-structure and substructure (i.e., implying unique personalized activity patterns of a mobile user) in the representation learning. Specifically, we first adopt
Auto-Encoder to model the entire-structure by minimizing the graph reconstruction loss.
Besides, we pre-train a CNN to approximate the nondifferentiable substructure detectors,
so the substructure detectors can cooperate with Auto-Encoder. Moreover, we design the
generator by attaching the pre-trained CNN to the last layer of the Auto-Encoder to generate substructures. In addition, we integrate substructure awareness via adversarial training
by jointly minimizing the graph reconstruction loss and generator loss and maximizing the
discriminator loss. Moreover, we apply our method to the applications of forecasting next
activity types. We present intensive experimental results with NYC and Tokyo data to
demonstrate the effectiveness of our method.
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CHAPTER 4: INTERACTIVE REPRESENTATION
LEARNING FOR HUMAN -ENVIRONMENT INTERACTION
MODELING

In this chapter, I focus on developing new representation learning framework for modeling
the interactions between human and the physical environment. To address the problem, I
propose a new imitation-based representation learning criterion for incrementally update the
representations through human-environment interactions.

Introduction

There exists significant interactions between human and the physical environment. Consider
the existence of many mobile users in a city, each mobile user is equipped with mobile
sensing equipment moving from one location to another location and generates a mobility
event stream in real time. The behavioral data generated by the mobile users are usually a
mixed-user, spatially and temporally discrete, event stream. Users inject their impacts in the
environment mixed and chronologically, leading to the dynamic changes in the environment
that inversely affect a users’ decision, as shown in Figure 4.1.
Amy

Bob

Amy

Joe

Joe

……
t1

t2

t3

t4

Figure 4.1: An example of mixed streaming interactions.
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Prior literature in mobile user profiling includes: (1) explicit profile extraction [24], (2)
factorization-based approaches [27, 43], and (3) deep learning-based approaches [85, 88].
Other studies exploit adversarial deep learning to emphasize substructure patterns in mobile
user profiling [78]. All of these approaches can be regarded as exploiting user activities’
prediction bias or reconstruction loss of the users’ profile structure as the learning criteria
to model users’ profiles. The key limitation of these approaches is the modeling procedure is
solely based on the individual user, which lacks a global perception of the dynamic varying
environment. However, the behavioral data generated by the mobile users are usually a
mixed-user, spatially and temporally discrete, event stream. Users inject their impacts in the
environment mixed and chronologically, leading to the dynamic changes in the environment
that inversely affect a users’ decision.
After exploring many profiling methods, we found that minimizing user activities’ prediction
bias or reconstruction loss may not be the best criteria to evaluate profiling accuracy. Unlike
traditional loss minimization, we identify a better criteria, which we call the imitation based
criteria: considering the objective of teaching an autonomous agent to imitate a mobile user
to plan where a user will visit next, based on the profile of the user. The user profile is the
most accurate when the agent can perfectly copy the activity patterns of the user.
The emerging reinforcement learning can train an agent to plan for its next actions in order to
function in its environment. Such ability provides great potential to implement the imitation
based criteria in order to achieve more accurate user profiling.
As a result, we propose to formulate the problem into a reinforcement learning framework. In
this framework, an agent is a next-visit planner that tries to perfectly imitate a set of mobile
users. The state of environment is a fused representation of a given user and spatial entities
(e.g., POIs, activity types, functional zones). An action is a POI that a given mobile user
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will visit, which is estimated based on the state of the environment by the agent. An event
where the user takes the action to visit the POI, will change the environment, resulting into
a new state of the user and the spatial entities, which helps the agent to better estimate the
next visit. The reward of an action is the reduction of the gap between the agent’s activity
patterns and the user’s activity patterns. After the reformulation, our new objective is to
exploit the reinforcement learning framework to extract dynamic profile representations of
various users in the state of the environment by incremental learning from an event stream.
To further improve the profiling accuracy of the framework, we analyze how a mobility event
connect mobile users with spatial entities (e.g., POIs, activity types, functional zones), and
identify two important structured information.
Firstly, there is semantic connectivity among spatial entities. Specifically, the profile of a
user can be reflected by a sequential composition of mobility events. The semantics of an
event are about which building the user visits (POI), what type of activity the user conducts
during the visit (POI category), and in which region the POI is located (urban functional
zone). Therefore, improving the representations of POIs, activity types, and functional
zones of events can, in return, improves user profiling. The semantic connectivity among
these spatial entities refers to the observation that every time a mobile user visits a POI, a
new connection is established or reinforced among a POI, an activity type, and a functional
zone, which indeed is a heterogeneous graph with geographic knowledge. Therefore, we
propose to use a spatial knowledge graph (KG) to describe such semantic connectivity, and
a translation based embedding method is employed to learn the embedding of the spatial
KG.
Secondly, there is mutual influence between users and spatial entities. An event that a user
visits and interacts with the POI, will change and reinforce the edges (semantic connectivity)
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of the spatial knowledge graph, resulting into new state representations of POIs, activity
types, and functional zones. If the states of spatial entities are updated, once a user visits
these newly-updated spatial entities, then the state of the user profile will be updated as
well. In other words, the state updates between spatial entities and users are sequentially
nested together per mobility event. We propose a sequentially nested updating strategy to
update user states by jointly considering the spatial KG and temporal contexts, and update
spatial KG states by jointly considering user states and temporal contexts.
In summary, we propose an integrated reinforcement learning framework with spatial KG to
solve the incremental mobile user profiling problem. Our contributions are: (1) We propose
a new imitation based criteria for evaluating the accuracy of user profiling: the better an
agent imitates a mobile user, the more accurate the user profile is. (2) Motivated by the
imitation based criteria, we reformulate the incremental mobile user profiling problem into
a reinforcement learning framework, where an agent is a next-visit planner, the state of
environment is the fused representation of users and spatial KG, an action is a POI visited
by a user, the reward of an action is how well the agent can imitate mobile users. (3) We
identify and describe the semantic connectivity of spatial entities by a spatial KG, which is
integrated into the reinforcement learning framework. We devise a sequentially nested state
updating strategy to model the mutual influence between users and spatial KG, mixed with
temporal contexts. (4) We present extensive experimental results with real-world mobile
check-in data to demonstrate improved performances. (5) Our framework can be adapted
and generalized to the tasks of incremental learning with mixture event streams to support
mobile user profiling and other applications.
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Table 4.1: Summary of Notations.

Symbol
u, u(·)
c(·)
a(·)
P(·) , hP(·)
rel(·)
t(·)
g(·) =< hP(·) , r(·) , t(·) >
s(·) = (u(·) , g(·) )
r(·)
Q
x(·)
T(·) , T̃(·)
W(·) , b(·)
λ(·)

Definition
User, user state (representations).
POI category.
Action.
POI, POI representations.
Relation representations.
Tail (categories, locations) representations.
Spatial KG state (representations).
State.
Reward.
Policy.
Priority score.
Temporal context, transformed.
Weights, biases of model.
Weights of rewards.

Preliminaries

Definitions and Problem Statement

We first introduce the key definitions and the problem statement. Then, we show the
overview of the proposed framework, followed by the discussion of difference with literature. All the notations are summarized in Table 4.1.
Definition 10. Spatial Knowledge Graph (KG). We construct spatial KG to demonstrate semantic connectivities between spatial entities. Specifically, in the spatial KG, there
are three types of spatial entities: POIs, POI categories and locations (i.e. functional zones);
and two types of relations: “belong to” which is to demonstrate the affiliation relations between POIs and POI categories, and “locate at” which is to demonstrate the geospatial re78
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Figure 4.2: Framework Overview.
lation between POIs and the functional zones. The spatial KG is defined as the following
groups of triplet facts: (1) (POI, “belong to”, POI category), and (2) (POI, “locate at”,
functional zones).
Definition 11. Temporal Context. In this paper, temporal context is to quantify the temporal factors when users make the decision to visit a POI. Following the idea in studies [49],
we utilize the snapshot of transportation traffic in a small time window for quantifying temporal context. Specifically, we first segment the entire area into m grids. For a given grid,
we calculate the inner traffic, in-flow traffic and out-flow traffic. Then, we obtain a traffic
matrix T ∈ Rm×3 , where each row denotes a grid, each column denotes the inner traffic,
in-flow traffic and out-flow traffic of the given grid respectively. We use the traffic matrix T
to represent the temporal context.
Definition 12. Key Components of Reinforcement Learning. In our problem setting,
we define the key components of our reinforcement learning framework as follows:

1. Agent. We consider the next-visit planner as the agent. The agent provides the
personalized POI prediction based on the current environment status.
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2. Actions. Actions are defined as the visit event such that at each step, the user will
visit which POI. Formally, let aj denote the action that visits the POI Pj . The action
space is the number of POIs. Suppose the user visits the POI Pj at the step l, then the
policy would take the action al = aj .
3. Environment. The environment is defined as the combination of all the users and
spatial KG. Within the environment, users would interact with spatial KG by visiting
any POIs in the spatial KG. Consequently, on one hand, the visit behavior of users
would affect the representation of the spatial KG; on the other hand, the KG inversely
would affect users’ representation as well.
4. State. The state s is to describe the environment composed by users and the spatial
KG. At the step l, the state sl is defined as a pair of (ul , gl ). Specifically, ul = {uli |ui ∈
U}, where uli denotes the representation of user ui at step l; gl =< hl , rel, tl >, where
hl denotes the heads (i.e., POIs) and tl denotes the tails (i.e., categories and functional
zones).
5. Reward. Since a POI visit event can be decomposed into location, POI category
and certain POI, we define the reward as the weighted sum of (i)rd , the reciprocal of
the distance between the real and predicted location of the POI visit; (ii)rc , similarity
between the real and predicted categories of the visit; and (iii) rp whether the predicted
POI visit is the real one. Then, the reward can be denoted as

r = λd × rd + λc × rc + λp × rp ,

(4.1)

where λd , λc and λp denote the weights for rd , rc and rp respectively. Specifically, we
exploit GloVe1 pre-trained word vectors of the category names to calculate the cosine
1

https://nlp.stanford.edu/projects/glove/
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similarity between the predicted and real POI categories as the similarity rc .
Definition 13. Problem Statement. In this paper, we study the problem of learning to
profile users from user mobile activity data. Due to the large-scale, nested, sequential and
semantic nature of user mobile activities, we reformulate the mobile user profiling problem
as an incremental user modeling with the integration of reinforcement learning and spatial
KG.
Formally, given a mobile activity sequence of mixed-user and spatial KG, we aim to find a
mapping function f : (ul , gl ) → (ul+1 , gl+1 ), that takes as input the state of the environment
(representations of users and spatial KG) at the step l, and outputs the state at the next
step l + 1, while simultaneously following the imitation-based criteria to provide accurate
personalized prediction, based on the incrementally updated user representations from the
mutual interactions with spatial KG.

Framework Overview

Figure 4.2 shows an overview of our proposed framework that includes two key components:
(1) state update of the environment, and (2) policy learning. For the state update, we
consider the mutual interactions between users and spatial KG given the temporal context.
Specifically, at each step, the user state (representations) is updated based on the influence
from spatial KG given the temporal context; inversely, the spatial KG state (representations)
is updated based on the influence from the user given the temporal context. The designed
state update strategy could introduce the semantics from spatial KG to better understand
users’ patterns. For policy learning, we propose a new network structure to take graphstructured (i.e., spatial KG) state as input. Besides, we propose an improved priority-based
sampling strategy to enhance the policy learning. The prediction is evaluated based on the
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gap between the real and predicted actions, which inversely forces the next-visit planner
(agent) to mimic the users’ preferences and patterns to meet the imitation-based learning
criteria.
Comparison with literature. Despite the promising results from prior studies on mobile
user profiling, one major concern arises that most of these methods are trained on offline
data without the ability of self-updating, which is essential for quantifying user’ dynamic
mobility behaviors changing over time. Therefore, in our work, we embrace reinforcement
learning for mobile user modeling. When exploiting reinforcement learning for user modeling, online recommender systems have achieved great performance by regarding the online
behavior as a sequential decision-making process. Different from the online user modeling,
mobile user behavior (e.g., POI visiting) is offline behavior which is constrained by many
offline factors (e.g., time, traffic, location). Therefore, we incorporate temporal contexts and
simultaneously update user and spatial KG representations based on the mutual interactions.
In the meantime, the integrated spatial KG provides rich semantics to better understand user
patterns and preferences.

Policy Design

In this section, we will introduce how to teach the next-visit planner (agent) to mimic users’
patterns and preferences, given state (representations of user and spatial KG) and temporal
contexts.
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Network Structure

Deep Q-Network (DQN) [57] is widely exploited to learn policies by leveraging deep neural
networks. However, vanilla DQN cannot take the graph-structure states (i.e., spatial KG)
as input. Therefore, we propose a hierarchical pooling module as shown in Figure 4.3.
Since DQN only takes vectors/matrices as input, graph pooling is desired for graph-structure
state G transformed into vectors. But current graph pooling operations do not fit for the
heterogeneity of spatial KG. Therefore, we design the graph pooling operation in a hierarchi-

83

cal fashion. We first split the spatial KG into two graphs based on the two types of relations
as (1) “location” graph and (2) “belonging” graph. Then, we leverage graph average pooling
for both the “location” and “belonging” graph to generate graph-level vectorized representations respectively. Finally, we employ average pooling over the two graph-level vectors to
obtain the single unified vectorized representation gl for the spatial KG at step l.
After the hierarchical pooling module, we concatenate the user state uli with the spatial KG
state gl as the input of the fully connected (FC) layers. Then, the FC layers would map the
given state sl into a group of Q(sl , a) for each POI in the spatial KG. The policy chooses the
POI with the highest Q(sl , a) as the prediction result.

Improved Sampling Strategy in Experience Replay

Since the space of POIs visiting events is very large, the proposed reinforcement learning
framework is computationally intensive. Therefore, we propose a training strategy to accelerate exploration procedure based on experience replay [44]. The training strategy involves
two stages: (1) priority assignment, which assigns the priority score for each data sample (sl , al , rl , sl+1 ); and (2) sampling strategy, which selects data samples from memory for
training.

Priority

We design two types of priority scores, including reward-based and temporal difference-based.

1. Reward-based. Intuitively, the higher the reward of the POI visit action al is, the
better the next-visit planner (agent) mimic the users, then the more significant the
data sample can contribute to the policy training. Therefore, formally, for each data
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sample (sl , al , rl , sl+1 ), the reward-based priority score xr is defined as the reward rl :
xr (sl , al , rl , sl+1 ) = rl .

(4.2)

2. Temporal difference (TD)-based. The TD error is originally set for updating the DQN.
The larger the TD error is, the more valuable and informative of the data sample
for the next-visit planner (agent) to learn. Therefore, we define the TD error as the
TD-based priority score that

xT D (sl , al , rl , sl+1 ) = rl + γ max Q(sl+1 , al+1 ) − Q(sl , al ),
al+1

(4.3)

where γ is the discount factor.

We will evaluate and discuss the performance of these two priority scores in the experiment.

Sampling Strategy

After we obtain the priority score x∗ , we need to construct a distribution from the priority
score x∗ for sampling data. Therefore, we employ softmax to convert the priority score into
distribution that
(k)

ex
,
P (k) = K
P x(k0 )
e

(4.4)

0

k =1

where P (k) is the sampling probability of the k-th data sample given the corresponding
priority score x(k) .
Then, we sample a batch size of data from the memory based on the assigned probability.
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State Representation Learning

In this section, we will introduce details about how to initialize and update states based on
the mutual interactions between mobile users and spatial KG.

State Initialization

In this section, we introduce the initialization of user state (representations), followed by
how to initialize spatial KG state (representation).

User

We leverage StructRL [78] to initialize user state (representations). StructRL is a mobile user
profiling framework that models the global and substructure patterns of user behaviors by
minimizing the structural loss between the input and reconstructed human mobility graph
through adversarial learning. For each user, we extract the very first portion (10%) of user
mobility trajectories to construct human mobility graph, where the nodes are POI categories
and edges are visit transition frequencies or duration among POI categories. Then, we employ
StructRL to learn user representations. The learned user representations are regarded as the
initialized user state fed to the reinforcement learning framework.

Spatial KG

We exploit TransD [34] to initialize spatial KG state (representations). TransD is a translationbased model that utilizes two vectors to learn entity/relation representations and construct
mapping matrix dynamically with considering both the diversity of entities and relations,
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Figure 4.4: An example of mutual interactions between users and spatial KG.
which outperforms TransE [8], TransH [83], and TransR [47] in learning KG representations.
Specifically, to be better compatible with reinforcement learning framework, we adopt the
projected entity embedding as the initialization of spatial KG. In this way, the representations of entity and relations will be in the same feature space, which will make the state
updating more feasible.

State Update

In this section, we will introduce how to update states based on the mutual interactions
between user and spatial KG. Figure 4.4 shows an interaction example that a user visits a
POI in spatial KG During the interaction, the influence from user visit is directly injected
in the visited POI. Then, the influence is propagated to other spatial entities through the
semantics and topology of spatial KG. And the influence from spatial KG inversely affects
the user state (representations). Without the loss of the generality, we consider the scenario
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of a POI visit event that a user ui visits the POI Pj at step l. The states will update for the
step l + 1.

User

We update the user state uli based on the interaction between the POI Pj and the user ui .
Let hlPj denote the representation of the POI Pj at step l. ul+1
can be represented as:
i
uil+1 = σ(uli + Wu · (hlPj )| · T̃l ),

(4.5)

where Wu ∈ RN ×1 is the weight, and T̃l ∈ RN ×1 is the temporal context vector compatible
with state update such that

T̃l = σ(WT1 · Tl · WT2 + bT ),

(4.6)

where WT1 ∈ RN ×M , WT2 ∈ R3×1 and bT ∈ RN ×1 are the weights and bias respectively.

Spatial KG

Due to the large-scale of the spatial KG, updating the entire spatial KG is time-consuming
and inefficient. Therefore, we propose a local updating strategy that only the subgraph
GPj . The subgraph GPj is composed by the directly visited POI Pj and other POIs Pj − that
“belong to” the same category or “locate at” the same functional zones with the directly
visited POI Pj . In such subgraph, heads are POIs and tails are categories or functional
zones. Formally, let rel(Pj ,·) denote the relation that the POI Pj is involved. We keep the
relation rel(Pj ,·) the same, and only consider updating heads and tails.
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1. Updating visited POI hPl+1
j
l+1
Similar to update the user state ul+1
i , we update visited POI state hPj based on the

interaction between the user uli and the POI hlPj in a given temporal context:
l
l |
l
hl+1
Pj = σ(hPj + Wp · (ui ) · T̃ ),

(4.7)

where Wp ∈ RN ×1 is the weight.
2. Updating category and funcional zones (tail) tl+1
∗
We update tail t∗l+1 following the translation scheme such that
l+1
tl+1
(Pj ,·) = hPj + rel(Pj ,·) .

(4.8)

3. Updating same-category and same-location POIs hl+1
P −
j

We update other POIs that belong to the same category and locate at the same location
of the visited POI hPl+1
as
j−
l+1
l
hl+1
P − = σ[hPj − + WP − · (t(P − ,·) − rel(Pj − ,·) )],
j

(4.9)

j

where WP − is the weight. Even though the scale of spatial KG is large, only local
subgraph is updated, which is computationally efficient.

Experiment

This section details our empirical evaluation of the proposed method on real-world data.
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Data Description

Table 4.2 shows the statistics of our two check-in datasets from two cities: New York [86] and
Beijing [81]. Each dataset includes User ID, Venue ID, Venue Category ID, Venue Category
Name, Latitude, Longitude, and Time.
Table 4.2: Statistics of the checkin data.
City
# Check-ins # POIs # POI Categories Time Period
New York
227, 428
38, 334
251
4/2012-2/2013
Beijing
6, 465
3, 434
9
3/2011-5/2011
Besides, we also collected taxi data to represent traffic of the New York and Beijing in
Table 4.3. The taxis traffic data includes ID, Pick-up Latitude, Pick-up Longitude, Dropoff Latitude , Drop-off Longitude, Pick-up time and Drop-off time. We split the taxi data
into small segments with one-hour time window. For each time window, we calculate the
temporal context T, compatible with time users’ visit events.
Table 4.3: Statistics of the taxi data.
City
# Transactions Time Period
New York
161, 211, 550
4/2012-2/2013
Beijing
12, 000, 000
3/2011-5/2011

Evaluation Metrics

We evaluate the model performances over the prediction on the activity types (i.e., POI
categories) and locations in terms of the following four metrics:
(1) Precision on Category (Prec Cat): we regard the prediction on activity type as
the multi-class classification task. We evaluate the classification prediction via the weighted
precision. Let ck denote the k-th category, |ck | denote the number of activity types, ITk P
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denote the number of true positive predictions, and IFk P denote the number of false positive
predictions, then the weighted precision on categories can be represented as

Prec Cat = P

|ck | · ITk P
|ck |(ITk P + IFk P )

(4.10)

k

(2) Recall on Category (Rec Cat): continuing with the definition of Prec Cat, we use
the weighted recall to evaluate the recall on category prediction. Let IFk N denote the number
of false negative prediction for the category ck , the weighted recall can be represented as

Rec Cat = P

|ck | · ITk P
|ck |(ITk P + IFk N )

(4.11)

k

(3) Average Similarity (Avg Sim): in addition to evaluating the precision and recall
of prediction, we also evaluate the average similarity between the real and predicted POI
categories. We adopt the pre-trained GloVe word vectors to calculate the cosine similarity
between the category word vector “wordl ” of real visited POI and the category word vectors
ˆ l ” of the predicted POI. Let L denote the total visit number, then the average similarity
“word
on categories is
P
Avg Sim =

l

ˆ )
cosine(wordl , word

l

L

.

(4.12)

The higher the value of Avg Sim, the better the prediction.
(4) Average Distance (Avg Dist): we evaluate the prediction on location with the average distance. Let Dist(P l , P̂ l ) denote the distance between the real location P l and the
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predicted location P̂ l for the l-th visit, then the average distance is
P
Avg Dist =

Dist(P l , P̂ l )

l

L

.

(4.13)

The lower the value of Avg Dist, the better the prediction.

Baseline Algorithms

We compare the performances of our method (namely “IMUP”) against the following baseline
algorithms.
(1) PMF. Probabilistic matrix factorization (PMF) is a classic framework for modeling
users through the probabilistic matrix factorization over the user-item interaction matrix
[56].
(2) PoolNet. PoolNet is proposed to learn user representations by averaging the representations of items they have interacted through a deep neural network model [12].
(3) WaveNet. WaveNet is originally designed for generating raw audio waveforms in a
generative way. It can also be applied to learning representations for sequential decisionmaking through stacked causal atrous convolutions [61].
(4) LSTMNet. LSTMNet represents users as the hidden state at each timestep with a
recurrent neural network by feeding the visiting sequence in to the model [30].
(5) StructRL. StructRL models substructures of user mobility graph for quantifying specific
activity patterns through the adversarial learning paradigm [78].
Besides, our proposed model has two variants: (1) IMUP-r, where the model utilizes
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the sampling strategy with the priority xr ; (2) IMUP-TD, where the model utilizes the
sampling strategy with the priority xT D . We evaluate these two variants with baselines.
In the experiment, we split the datasets into two non-overlapping sets: for each user, the
earliest 90% of check-ins are the training set and the remaining 10% check-ins are testing set.
We set the dimension of user representations as 200 for all the baselines and our proposed
methods. We adopt the implementation2 for evaluating PMF. And we adopt “spotlight” [37]
for evaluating PoolNet, WaveNet, and LSTMNet, where the learning rate is set as 0.01. We
follow the parameter setting of StructRL in [78]. All evaluations were conducted on Ubuntu
18.04.3 LTS, Intel(R) Core(TM) i9-9920X CPU@ 3.50GHz, with Titan RTX and memory
size 128G.

Overall Comparison

We present the results for “Precision on Category”, “Recall on Category”, “Average Distance” and “Average Similarity”, compared with baseline algorithms. Figure 4.5 and Figure 4.6 show that our proposed method “IMUP-r” and “IMUP-TD” outperform the baselines
over both the New York and Beijing dataset. In all cases, we observe a significant improvement with respect to baseline algorithms, especially on “Average Distance” and “Average
Similarity”.
A potential interpretation for the improvement on “Average Similarity” is that, since we
integrate spatial KG into reinforcement learning, the semantics introduced by spatial KG
enhance the user representations and learned policy quality, which further guarantee predicting as similar POIs as possible, even if the prediction on location is not accurate. In
addition, for the improvement on“Average Distance”, we introduce the average distance
2

https://github.com/fuhailin/Probabilistic-Matrix-Factorization
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Figure 4.5: Overall comparison w.r.t. New York dataset.

into the reward function, coupled with the location facts in spatial KG, forcing the policy to
predict the next-visit as close to users’ real intentions.

Comparison of Sampling Strategy

We propose two priority-based sampling strategies to improve the policy learning procedure.
Figure 4.5 and Figure 4.6 show that, in general, the performance of T D-based priority is
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Figure 4.6: Overall comparison w.r.t. Beijing dataset.
slightly better than reward-based priority.
A potential explanation is that compared to reward, T D error is more directly to demonstrate
the improvement of the next-visit prediction caused by certain data samples. The larger the
T D error is, the more DQN improves. Further, such data sample has more contribution and
should be assigned with higher probability to be sampled. On the other hand, T D error
includes reward as one part, which means T D error is more informative for demonstrating
the importance of data samples.

95

IMUP−r
IMUP−−r

IMUP−TD
IMUP−−TD

Precision On Category

0.032

Recall On Category

0.030

0.07

0.028

0.026

IMUP−r
IMUP−−r

IMUP−TD
IMUP−−TD

0.06

0.05

0.04

0.03

0.024
0.02

0.022

0.01

(a) Precision on Category

(b) Recall on Category

0.12

IMUP−TD
IMUP−−TD

24

Average Distance (km)

Average Similarity

0.11

IMUP−r
IMUP−−r

0.10

0.09

0.08

IMUP−r
IMUP−−r

IMUP−TD
IMUP−−TD

22

20

18

16

0.07

(c) Average Similarity

(d) Average Distance

Figure 4.7: Analysis of spatial KG w.r.t. New York dataset.

Analysis of Spatial KG

We evaluate the spatial KG’s contribution on modeling user representations. To set the
control group, we develop a variant of the proposed “IMUP”, namely “IMUP− ”. “IMUP− ”
takes only the user and POI representations as environment state, while other component of
remains the same. The POI state (representations) is randomly initialized. And state update
is still based on the mutual interactions, but Equation 4.8 and Equation 4.9 are omitted.
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Figure 4.8: Analysis of spatial KG w.r.t. Beijing dataset.

Figure 4.7 and Figure 4.8 show the comparison results. We can observe that the performance
of “IMUP” outperforms “IMUP− ” in terms of the four metrics over both two datasets.
The results validate that the integration of semantics from spatial KG indeed enhances the
modeling of user preferences on visit event. In the meantime, the incrementally updated nextvisit planner (agent) is forced bring in semantics from spatial KG to mimic the personalized
user patterns, paced with the incrementally updated user representations (state).

97

(a) Precision on Category

(b) Recall on Category

(c) Average Similarity

(d) Average Distance

Figure 4.9: Reward analysis w.r.t. New York dataset.

Analysis of Rewards

The reward function includes three parts: (1) distance rd , (2) category similarity rc , and (3)
POI rp difference between the predicted and real user visit events, where contributions are
controlled by three weights λd , λc , and λp respectively. To analyze the contribution of these
three factors, given the learning rate=1e − 5, we project the results (λd , λc , λp , metric) into
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Figure 4.10: Reward analysis w.r.t. Beijing dataset.

the 3D space, where the x, y, z axis corresponds to each factor respectively. We assign the
gradient color to each point such that the better the performance over the metric, the darker
the color is assigned.
An interesting observation standing out is that in the case of “Precision on Category”, “Recall
on Category” and “Average Similarity”, the contribution of category similarity rc is higher
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than other two factors, but in the case of “Average Distance”, the contributions of distance
rd and POI rp surpass the category similarity rc . The reason is quite intuitive that the
category similarity rc directly determines the direction of policy training towards exploring
more similar POI categories, while distance rd and POI rp guides the policy to find POIs
as close as to users’ intention. A careful inspection of Figure 4.9 and Figure 4.10 suggests
that although the performance over certain metric is highly related to specific factors (e.g.,
the category similarity rc is highly related to category-related performance), the best results
are not achieved at the extreme case such that some factors are pushed to zeros. On the
contrary, the best results are achieved at the balance of these three factors, which may reveal
some dependencies among POI locations and categories introduced by the spatial KG.

Related Work

Mobile User Profiling. Our work is connected to Mobile user profiling. User profiling
refers to quantifying users’ characteristics [78]. User profiling methods can be categorized
into two groups: (1) explicit extraction, in which user profiles are explicitly predefined on
documents, and (2) learning-based approach, which focus on learning user representations
from users’ historical behavior data [78]. Our work is especially related to the learningbased approach for mobile users. For example, factorization-based approaches are exploited
to model the integration of geographical and temporal influences of human mobility behaviors [27, 43]; deep learning-based approaches are then proposed to learn latent representations
of users by leveraging the power of deep neural networks [85, 88]; more advanced techniques
(e.g., adversarial learning) are further introduced with emphasis on substructures of user
mobility patterns [78, 80].
Reinforcement Learning for Online User Modeling. Our work is related to reinforce100

ment learning for online user modeling. Reinforcement learning-based algorithms model
online user behavior (e.g., clicks, reviews, purchases) by regarding the online behavior as
a sequential decision-making process [98]. For example, Zhao et al. propose the model
“DEERS” to model both the positive and negative feedback through learning the sequential
interactions via the reinforcement learning, with recommending trial-and-error items and
receiving reinforcements of these items from users’ feedback [100]. Zheng et al. propose a
reinforcement learning framework to provide personalized new recommendation by considering user return pattern to capture implicit user feedback and provide new news by effective
exploring strategies [101]. Chen et al. propose to utilize Markov Decision Process to model
the sequential interactions between users and online recommender systems, and employing
reinforcement learning to force an optimal policy for generating recommendation [11]. Isshu
et al. exploits the multi-armed bandit approach to solve the cold-start problem based on the
rewards from testing each options sufficiently [58].

Conclusion Remarks

We studied the problem of mobile user mobility behavior patterns with emphasis on the
interaction with the environment. We propose an imitation-based representation learning
criterion for modeling user mobility. Due to the large-scale, nested, sequential and semantic nature of user mobile activities, we integrated spatial KG to reinforcement learning to
incrementally learn user representations and generate the next-visit prediction. Specifically,
we formulated the state as the combination of users and spatial KG, where the mutual interactions were modeled to incrementally update the representations of users and spatial
KG based on the temporal context. The policy aimed to mimic users’ patterns to generate
accurate next-visit prediction with the newly designed hierarchical DQN and improved sam-
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pling strategy. The extensive experimental results validated the effectiveness of our proposed
incremental mobile user profiling framework. From the experiment, we can observe that the
semantics introduced by the spatial KG improve the modeling of user representations for
better understanding user patterns and preferences. And, the proposed priority-based sampling strategy enhances the learning procedure, where TD-based is better than reward-based
priority approach.
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CHAPTER 5: CONCLUSION AND OPEN CHALLENGES

Conclusion

In this dissertation, I systematically discussed how to effectively automated learn features
from spatial-temporal data with preserving essential properties. Specifically, I studied three
properties: multi-view, semantics and dynamics.

1. Multi-view: Collective Representation Learning. I formulated a the problem of modeling multi-view inputs as the collective representation learning task, which aims to
learn a unified feature from multi-view inputs. The proposed method was evaluated
in the application of driving behavior analysis. The experimental results suggest that
the fusion of multi-view inputs is more effective for generating feature representations
of spatial-temporal data.
2. Semantics: Structure-Aware Representation Learning. I formulated the problem of modeling semantics as the structure-aware representation learning task, in which the structural patterns of user behavior indicates the rich semantics. I developed an adversarial
learning-based framework for modeling substructure information. The experimental
results indicate that the adversarial learning can serve as the dynamic regularization
for paying more attention on the structural information.
3. Dynamics: Interactive Representation Learning. I formulated the problem of modeling dynamics as the interactive representation learning task. To solve the problem,
I propose a new imitation-based representation learning criterion for incrementally
update representation throughout human-environment interaction. The experimental
results show that the interactions between human and the environment are essential
103

for modeling behavioral patterns.

Open Challenges

Efficiency. This dissertation focuses on improve the effectiveness of the representation learning by preserving essential properties of spatial-temporal data. But the efficiency is not
studied yet. Efficiency is another crucial prerequisite for real-world deployment. With more
spatial entities being connected to IoT with sensors, the volumes of spatial-temporal data
are explosively increasing. The high efficiency can further enable the real-time perception
for providing real-time decision support. Improving the scalability of the proposed methods
may be a promising direction with integrating edge computing techniques.
Interpretability. The existing representation learning methods are heavily relying on machine learning models. However, the main drawback of machine learning models is lacking
interpretability, because of the learned latent feature space. There are some possible directions to improve the interpretability: (1) invesitigating the causality between the input and
output; (2) developing visualization tools to visualize the modeling process; and (3) introducing human-readable external knowledge, such as text (with natural language processing
techniques) and images (with computer vision techniques).
Privacy and Security Issue. Spatial-temporal data is collected from different sensors, which
contains abundant geo-location and demographic information. The leakage of such information may result in criminal activities causing severe economic loss. Therefore, it requires
the representation learning approaches for spatial-temporal data to preserve privacy in realworld applications. One the one hand, the privacy and security issue can be tackled from the
perspective of adversarial learning, which is to generate fake behavioral patterns to fool dis-
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criminators without jeopardizing the usability of the learned representations. On the other
hand, recently emergent federated learning can also help alleviate the privacy and security
risk by decentralizing data sharing.
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