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Abstract
Given an arbitrary set T in the Euclidean space Rn, whose elements are called
sites, and a particular site s, the farthest Voronoi cell of s, denoted by FT (s) ,
consists of all points which are farther from s than from any other site. In this paper
we study farthest Voronoi cells and diagrams corresponding to arbitrary (possibly
infinite) sets. More in particular, we characterize, for a given arbitrary set T, those
s ∈ T such that FT (s) is nonempty and study the geometrical properties of FT (s)
in that case. We also characterize those sets T whose farthest Voronoi diagrams are
tesselations of the Euclidean space, and those sets that can be written as FT (s) for
some T ⊂ Rn and some s ∈ T.
Key words: Farthest Voronoi cells. Linear inequality systems. Boundedly exposed
points.
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1 Introduction
Let T ⊂ Rn, with n ≥ 1, be a set whose elements are called Voronoi sites.
The Voronoi cell of s ∈ T, denoted by VT (s) , consists of all points closer to
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s than to any other site, i.e.,
VT (s) := {x ∈ Rn : d (x, s) ≤ d (x, t) , ∀t ∈ T} ,
where d denotes the Euclidean distance on Rn. Analogously, the farthest
Voronoi cell of s, denoted by FT (s) , is formed by those points which are
farther from s than from any other site, i.e.,
FT (s) := {x ∈ Rn : d (x, s) ≥ d (x, t) , ∀t ∈ T} .
The families of sets {VT (s) , s ∈ T} and {FT (s) , s ∈ T} are called Voronoi
diagram and farthest Voronoi diagram of T, respectively. If T is a singleton,
both diagrams trivially coincide with {Rn} . So, we can assume that T is not
a singleton.
According to Michael Shamos’ memories [21], the nearest Voronoi diagrams
were rediscovered in 1974 by his collaborator Dan Hoey, a Yale undergradu-
ate in Computer Science, who called them proximal polygons. Shamos found
that they had been already discovered by Voronoi in 1908, and rediscovered
independently many times since, so they decided to change their name to the
above one. They also introduced the concept of farthest Voronoi diagram,
obtaining algorithms for the construction of both types of diagrams that ap-
peared in 1978, at Shamos Ph.D. Thesis [20], which was completed the next
year with the proof of Shamos’ conjecture that there is no real difference, from
the computational point of view, between near and far. Shamos Ph.D. Thesis
provided the starting stuff for the first published textbook on computational
geometry [18].
There exists a vast literature on Voronoi cells and diagrams of finite sets due to
their many applications in computational geometry, operations research, data
compression, economics, marketing, etc. Farthest Voronoi cells and diagrams
are not so popular, but they also have applications to computational geometry
(see, e.g., [8] and [18]) and operations research, where they have been used
to solve the so-called central path problem [27], to compute the min-power
centre of a finite set of nodes in the Euclidean plane when cost is a quadratic
function [4], or to solve the weighted one-center location problem (consisting
in finding the minimum covering ball of a finite set of points in Rn, with a
positive weight corresponding to each point) [9].
Both types of cells and diagrams have been extended in several directions, for
instance, replacing the Euclidean distance with another distance or pseudo
distance (as the so-called travel time distance in [3]), and replacing in the
definition of cells the given point site s with segments (as in [1] and [2]) or
with polygons (as in [6] and [7]), in which case the cells are no longer connected
sets. Another extension can be obtained by relaxing the finiteness assumption
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on the set of sites T. This was already done by Delauney in the 1930s, who
considered Voronoi cells and diagrams of infinite discrete sets (i.e., sets without
accumulation points) in a work oriented towards crystallography [10]. More
recently, [25] studied Voronoi cells of discrete sets by exploiting the linear
representation of VT (s) , while [14] and [15] extended this study to Voronoi
cells of arbitrary infinite sets.
To the best of our knowledge, no previous work has considered farthest Voronoi
cells and diagrams of infinite sets; this is the objective of the present paper,
where we also use the linear algebra approach through the linear representation
of FT (s). Our study reveals that the main difference between Voronoi cells and
farthest Voronoi cells has to do with their nonemptiness and boundedness. In
fact, VT (s) is always nonempty and may be bounded or not, while FT (s) is
almost always empty (e.g., whenever T is unbounded or when it is bounded
but s is not an extreme point of conv T ) and, when it is nonempty, it is
necessarily unbounded. This is the reason why the paper is mostly focused on
the conditions guaranteeing that FT (s) 6= ∅. Since any discrete infinite set is
unbounded, in contrast with [15] (on Voronoi cells of infinite sets), we do not
consider in this paper farthest Voronoi cells of discrete sets.
The paper is organized as follows. Section 2 introduces the notation to be
used along the paper and provides immediate consequences of three different
representations of FT (s) . Section 3 analyzes the relationships between FT (s)
and the normal cone to the convex hull of T at s, from which we obtain useful
geometric information on the farthest Voronoi cells. Section 4 characterizes,
for a given set T, those sites s whose corresponding farthest Voronoi cells
FT (s) are nonempty and those sets T whose farthest Voronoi diagram is a
tesselation of Rn. Finally, Section 5 characterizes those subsets of Rn that
are the farthest Voronoi cell FT (s) for some compact convex set T and some
s ∈ T, providing the farthest counterpart for the inverse problem solved in
[14] for Voronoi cells.
2 Basic results
We first introduce the notation to be used along the paper. The sets of non-
negative and nonpositive real numbers are denoted by R+ and R−, respec-
tively. The zero vector in Rn is denoted by 0n and the closed ball centered at
x ∈ Rn and radius r ∈ [0,+∞] by B (x, r) (notice that we allow r to be 0, in
which case the ”closed ball” B (x, r) obviously degenerates to the singleton of
its center, or +∞, in which case B (x, r) = Rn). Given X ⊂ Rn, we denote
by convX, coneX, aff X, intX, and clX the convex hull of X, the convex
conical hull of X, the affine hull of X, the interior of X, and the closure of
X, respectively. Given a nonempty convex set X ⊂ Rn, its dimension and its
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recession cone are denoted by dimX and 0+X, respectively. The normal cone
to a convex set X ⊂ Rn at x ∈ X is
NX (x) := {y ∈ Rn : 〈x− x, y〉 ≤ 0, ∀x ∈ X} .
The support function of a nonempty set X ⊂ Rn is δ∗X : Rn → R∪{+∞}, de-
fined by δ∗X (x) := supy∈X 〈y, x〉 . It is known that δ∗X is a lower semicontinuous
positively homogeneous convex function. Moreover, δ∗X is finite-valued (and so
continuous on Rn) whenever X is bounded.
We now express the farthest Voronoi cells in tree different ways from which we
obtain some immediate consequences. For each point s of a given set T ⊂ Rn,
called the set of sites, we can express the farthest Voronoi cell as
FT (s) = {x ∈ Rn : ‖x− s‖ ≥ ‖x− t‖ , ∀t ∈ T} . (1)
Equivalently, one has
FT (s) = {x ∈ Rn : T ⊂ B (x, ‖s− x‖)} (2)
and, observing that the inequality in (1) can be replaced by ‖x− s‖2 ≥
‖x− t‖2 , simple algebraic calculus yields
FT (s) =
{
x ∈ Rn : 2 〈t− s, x〉 ≥ ‖t‖2 − ‖s‖2 , ∀t ∈ T
}
. (3)
Our first results are direct consequences of (1).
Proposition 1 If T, T ′ ⊂ Rn and s ∈ T ∩ T ′, one has FT (s) ∩ FT ′(s) =
FT∪T ′(s).
Corollary 2 If T ⊂ T ′ ⊂ Rn and s ∈ T, then one has FT ′(s) ⊂ FT (s).
Proposition 3 For T ⊂ Rn and s ∈ T, one has FT (s) = s+ FT−s(0n).
Proof. Denoting y := x− s and u := t− s,
FT (s) = {y + s ∈ Rn : ‖y‖ ≥ ‖y − u‖ , ∀u+ s ∈ T} = s+ FT−s(0n).

From (2), one easily obtains the following results.
Proposition 4 For T ⊂ Rn and s ∈ T, one has:
(i) If FT (s) 6= ∅ then T is bounded.
(ii) FT (s) = Fcl conv T (s).
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Proof. (i) Picking an arbitrary x ∈ FT (s), (2) shows that T is contained in a
ball centered at x.
(ii) It follows from (2), as
T ⊂ B (x, ‖s− x‖)⇐⇒ cl conv T ⊂ B (x, ‖s− x‖) .

Definition 5 A nonempty set T ⊂ Rn is said to have the covering property
if
⋃
s∈T
FT (s) = Rn.
Proposition 6 For any nonempty set T ⊂ Rn, one has:
(i) If T is compact, then it has the covering property.
(ii) If T has the covering property, then it is bounded.
Proof. (i) Let x ∈ Rn. Since the maximum distance from x to the points of
T is attained at some s, this is a farthest site to x in T and, so, x ∈ FT (s) .
Statement (ii) follows from Proposition 4(i). 
As a consequence of Proposition 11(ii) below, all farthest Voronoi cells of open
balls are empty. Thus, the compactness assumption in Proposition 6 cannot
be replaced by the weaker one that T is bounded.
Proposition 7 If T ⊂ T ′ ⊂ Rn, with T and T ′ being compact, then the
following equivalence holds:
FT (s) = FT ′(s) ∀s ∈ T ⇔ T ′ ⊂ conv T.
Proof. To prove [⇒], let B (x, r) be a closed ball containing T. By the covering
property, there exists s ∈ T such that x ∈ FT (s). Clearly, ‖s− x‖ ≤ r and,
by the equality FT (s) = FT ′(s), we have x ∈ FT ′(s). We thus obtain T ′ ⊂
B (x, ‖s− x‖) ⊂ B (x, r) , which shows that T ′ is contained in the intersection
of all those closed balls that contain T. According to the Mazur intersection
property ([16], [17]) that intersection coincides with conv T.
The converse implication is an immediate consequence of Proposition 4(ii)
combined with Corollary 2. 
We now consider the partial ordering 4 defined on the class of compact subsets
of Rn as follows:
T 4 T ′ ⇔ T ⊂ T ′ and FT (s) = FT ′(s) ∀s ∈ T.
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Corollary 8 If T ⊂ Rn is compact, then conv T is the largest compact set T ′,
for 4, such that T 4 T ′.
Proof. It immediately follows from Propositions 4(ii) and 7. 
Corollary 9 A compact set T ⊂ Rn is a maximal element for 4 if and only
if it is convex.
Proof. It is an easy consequence of Corollary 8. 
The next consequence of (3) implies that one can replace the covering property
of T in Proposition 6 by the stronger condition that the farthest Voronoi dia-
gram of T is a tesselation of Rn, that is, the union of the family {FT (s) , s ∈ T}
is the whole of Rn and its corresponding family of topological interiors, {intFT (s) , s ∈ T} ,
is formed by pairwise disjoint sets.
Proposition 10 For T ⊂ Rn and s1, s2 ∈ T such that s1 6= s2, one has
intFT (s1) ∩ intFT (s2) = ∅.
Proof. Let x ∈ FT (s1)∩FT (s2) . By (3), one has 2 〈s2 − s1, x〉 ≥ ‖s2‖2−‖s1‖2
and 2 〈s1 − s2, x〉 ≥ ‖s1‖2 − ‖s2‖2 , so that x belongs to the hyperplane H :={
x ∈ Rn : 2 〈s2 − s1, x〉 = ‖s2‖2 − ‖s1‖2
}
. Thus
intFT (s1) ∩ intFT (s2) ⊂ FT (s1) ∩ FT (s2) ⊂ H,
which implies intFT (s1) ∩ intFT (s2) = ∅. 
We also get a geometric interpretation of FT (s) from its linear representation
(3). Given t ∈ T {s} , the hyperplane of equation 2 〈t− s, x〉 = ‖t‖2 − ‖s‖2
is orthogonal to the segment [s, t] at its mid point t+s
2
, and determines two
halfspaces, one containing s,
H∈t (s) :=
{
x ∈ Rn : 2 〈t− s, x〉 ≤ ‖t‖2 − ‖s‖2
}
,
and another one which does not contain it,
H /∈t (s) :=
{
x ∈ Rn : 2 〈t− s, x〉 ≥ ‖t‖2 − ‖s‖2
}
.
Then,
FT (s) =
⋂
t∈T{s}
H /∈t (s), (4)
while the Voronoi cell of s is
VT (s) := {x ∈ Rn : ‖x− s‖ ≤ ‖x− t‖ , ∀ t ∈ T} =
⋂
t∈T{s}
H∈t (s) 3 s.
Obviously, VT (s) 6= ∅ for all s ∈ T while FT (s) may be empty.
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Proposition 11 For T ⊂ Rn and s ∈ T, one has FT (s) 6= ∅ if and only if 0n
1
 /∈ cl cone

 2 (t− s)
‖t‖2 − ‖s‖2
 , t ∈ T
 .
Proof. It follows from the generalized Gale’s Theorem [13, Corollary 3.1.1]
applied to the linear system in (3). 
Example 12 Let T = [−1, 1]2 and let T ′ := {−1, 1}2 (the set of extreme
points of T ). According to Proposition 4(ii), FT (s) = FT ′(s) for all s ∈ T ′.
Then, by (4), applied to T ′,
FT (1, 1) = H
/∈
(−1,1)(1, 1) ∩H /∈(1,−1)(1, 1) ∩H /∈(−1,−1)(1, 1)
= {x ∈ R2 : x1 ≤ 0, x2 ≤ 0, x1 + x2 ≤ 0} = R2−.
Analogously, FT (−1, 1) = R+×R−, FT (−1,−1) = R2+, and FT (1,−1) = R−×
R+, while FT (s) = ∅ for all s ∈ TT ′. So, the farthest Voronoi diagram of
T is formed by the four quadrants of the plane (a tesselation of R2) together
with an infinite number of copies of the empty set.
Example 13 Let T = B (02, 1) . One can easily see that FT (s) = ∅ for all s
such that ‖s‖ < 1. Let s ∈ T be such that ‖s‖ = 1. Then,
{
H /∈t (s) : t ∈ T {s}
}
is the family of all halfplanes not containing s whose boundary contains 0n.
So, FT (s) = {−λs : λ ≥ 0} (a ray, that is, a closed halfline emanating from
02) and the farthest Voronoi diagram constitutes a tesselation of R2.
3 Farthest Voronoi cells and normal cones
We will use the following result (also valid for locally convex spaces) to get a
fourth characterization of the elements of FT (s).
Lemma 14 (cf. [22, Theorem 3.1]) Let f be a continuous convex function on
Rn and T be a bounded subset of Rn satisfying
inf f(Rn) < sup f(T ).
For an element t0 ∈ T one has f(t0) = sup f(T ) if and only if there exists a
linear function Φ0 6= 0 such that
Φ0(t0) = sup {Φ0(z) : z ∈ Rn, f (z) ≤ sup f (T )} .
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Proposition 15 For T ⊂ Rn, s ∈ T and x ∈ Rn, the following equivalence
holds:
x ∈ FT (s)⇔ ∃ y ∈ Rn such that ‖y‖ = 1 and 〈s, y〉 = δ∗B(x,supt∈T ‖t−x‖) (y) .
(5)
Proof. If T is unbounded, then equivalence (5) holds vacuously true in view
of Proposition 4(i) and the equality supt∈T ‖t− x‖ = +∞. We will assume
that T is not a singleton, since otherwise it is obvious that equivalence (5)
holds true. Let x ∈ Rn and f := ‖· − x‖ . If x ∈ FT (s), recalling (1),
max f(T ) = f (s) = ‖x− s‖ > 0 = inf f(Rn).
Then, by Lemma 14, with t0 = s, and (2), there exists y ∈ Rn such that
‖y‖ = 1 and
〈y, s〉 = sup {〈y, z〉 : z ∈ Rn, ‖z − x‖ ≤ max f (T )} = δ∗B(x,max f(T )) (y) .
The argument is reversible. 
The following results describe the relationship between FT (s) and Nconv T (s).
Proposition 16 For T ⊂ Rn and s ∈ T, one has
FT (s) ⊂ s−Nconv T (s). (6)
Proof. If T is unbounded, then FT (s) = ∅ by Proposition 4(i). We can assume
that FT (s) 6= ∅. Let x ∈ FT (s), and take y as in (5). We have
‖s− x‖= max
t∈T
‖t− x‖ =
〈
x+
(
max
t∈T
‖t− x‖
)
y, y
〉
− 〈x, y〉
≤ δ∗B(x,maxt∈T ‖t−x‖) (y)− 〈x, y〉 = 〈s− x, y〉 ≤ ‖s− x‖ ,
hence
〈s− x, y〉 = δ∗B(x,maxt∈T ‖t−x‖) (y)− 〈x, y〉 = ‖s− x‖ ,
which implies that s− x = ‖s− x‖ y. Therefore, for t ∈ conv T, in view of (2)
and (5) we have
〈t− s, x− s〉=−‖x− s‖ 〈t− s, y〉
≥−‖x− s‖
(
δ∗B(x,maxt∈T ‖t−x‖) (y)− 〈s, y〉
)
= 0.
This implies that x− s ∈ −Nconv T (s), whereby x ∈ s−Nconv T (s). 
The inclusions (6) are also strict in Example 13.
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Proposition 17 If T ⊂ Rn and s ∈ T are such that FT (s) 6= ∅, then
0+FT (s) = −Nconv T (s) (7)
and
dimFT (s) = dimNconv T (s). (8)
Proof. The inclusion [⊂] in (7) is an immediate consequence of (6). To prove
the opposite inclusion, let d ∈ Nconv T (s) and x ∈ FT (s). For every t ∈ T, one
has
‖x− d− t‖2 = ‖x− t‖2 + ‖d‖2 − 2 〈x− t, d〉
≤ ‖x− s‖2 + ‖d‖2 − 2 〈x− t, d〉 = ‖x− d− s‖2 + 2 〈t− s, d〉
≤ ‖x− d− s‖2 ,
which shows that x− d ∈ FT (s); hence −d ∈ 0+FT (s), as we wanted to prove.
In order to prove (8), pick x ∈ FT (s). By (7) and (6), we have
x−Nconv T (s)⊂FT (s)−Nconv T (s) = FT (s) + 0+FT (s) = FT (s)
⊂ s−Nconv T (s),
from which the equation (8) readily follows. 
The next concept helps to understand the nature of the farthest Voronoi cells.
Definition 18 (cf. [26]) Let X ⊂ Rn and x ∈ Rn. One says that X is cora-
diant with respect to x if its complement is starshaped with respect to x; in
other words, if whenever y ∈ X and λ ≥ 1 then (1− λ)x+ λy ∈ X.
It is very easy to see that, for a closed convex set X and x ∈ Rn \ X, the
following equivalence holds true [26, Proposition 2.5, (a) ⇔ (b)]:
X is coradiant with respect to x⇔ X − x ⊂ 0+X. (9)
When x := 0n, one simply says that X is coradiant. The following equivalence
is immediate too:
X is coradiant with respect to x⇔ X − x is coradiant. (10)
Since FT−s(0n) ⊂ −Nconv T (s) = 0+FT−s(0n), FT−s(0n) and −Nconv T (s) are
coradiant.
From Propositions 16 and 17 we next obtain inner and outer approximations
to Nconv T (s) in terms of FT (s). The outer approximation involves the concept
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of outer kernel of a set X ⊂ Rn (cf. [26, Definition 3.2]), that is, the set
okerX := {x ∈ Rn : x+ t (y − x) /∈ X, ∀y ∈ Rn \X, ∀t ∈ (0, 1]} .
Observe that, defining the kernel of a set Y ⊂ Rn as
kerY := {y ∈ Rn : y + t(x− y) ∈ Y, ∀x ∈ Y, ∀t ∈ (0, 1]} ,
okerX turns out to be the kernel of its complement, i.e., okerX = ker (Rn \X) .
From the definition of outer kernel,
okerX = {x ∈ Rn : x+ λ (z − x) ∈ X, ∀z ∈ X, ∀λ ≥ 1} ,
in other words, for every x ∈ Rn \X one has
x ∈ okerX ⇔ X is coradiant with respect to x. (11)
Theorem 19 (Farthest Voronoi cells and normal cones) For T ⊂ Rn
and s ∈ T, one has
s− FT (s) ⊂ Nconv T (s) ⊂ okerFT (s)− s. (12)
Proof. If T is unbounded, by Proposition 4(i) the inclusions in (12) read
∅ ⊂ Nconv T (s) ⊂ Rn. If it is a singleton, then (12) reads Rn ⊂ Rn ⊂ Rn. We
can thus assume that T is bounded and different from {s} . Since the empty set
is trivially coradiant with respect to every point, we assume that FT (s) 6= ∅.
Let x ∈ s+Nconv T (s). Since s is the closest point to s in conv T and T is not
a singleton, we have x /∈ FT (s). On the other hand, by Propositions 4(i), 16
and 17, we have
FT (s)− x⊂FT (s)− s−Nconv T (s) ⊂ −Nconv T (s)−Nconv T (s)
=−Nconv T (s) = 0+FT (s).
Hence, according to the equivalence (9), the set FT (s) is coradiant with respect
to x, which, in view of (11), means that x ∈ okerFT (s). Thus,
s+Nconv T (s) ⊂ okerFT (s). (13)
Combining (6) and (13) one gets (12). 
In Example 12, (12) becomes the following double strict inclusion:
[1,+∞[2  R2+  [−1,+∞[2 .
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4 Nonemptiness of the farthest Voronoi cells
Definition 20 Let T ⊂ Rn be convex. A point s ∈ T is said to be a boundedly
exposed point of T if there exists ε > 0 such that FT∩B(s,ε) (s) 6= ∅.
In Definition 20 we borrow the term ”boundedly exposed” from Edelstein
[11] because, as we will see below, in the case when T is bounded our notion
coincides with the one introduced by this author with the same name in the
context of metric spaces.
Proposition 21 Every boundedly exposed point of a convex set T ⊂ Rn is an
exposed point of T.
Proof. Since the result is obvious when T is a singleton, we will assume
that it is not. Let s be a boundedly exposed point of T and ε > 0 be such
that FT∩B(s,ε) (s) 6= ∅. Take y ∈ FT∩B(s,ε) (s) . Since T is convex but not a
singleton, T ∩ B (s, ε) is not a singleton either, which clearly implies that
y 6= s. Consider the halfspace H+ := {x ∈ Rn : 〈s− y, x− s〉 ≥ 0} . We will
prove that T ∩H+ = {s} . The inclusion [⊃] is obvious. To prove the opposite
inclusion, let x ∈ T∩H+ and take λ ∈ ]0, 1] such that (1− λ) s+λx ∈ B (s, ε) ;
since (1− λ) s+ λx ∈ T ∩B (s, ε) and y ∈ FT∩B(s,ε) (s) , we have
‖y − s‖2≥‖y − ((1− λ) s+ λx)‖2 = ‖y − s+ λ (s− x)‖2
= ‖y − s‖2 + 2λ 〈y − s, s− x〉+ λ2 ‖s− x‖2 ,
which, as x ∈ H+, implies that x = s. We have thus proved the equality
T ∩H+ = {s} , which shows that s is an exposed point of T. 
The relevance of boundedly exposed points regarding farthest Voronoi cells
stems from the following theorem.
Theorem 22 (Nonemptiness of the farthest Voronoi cells) For T ⊂ Rn
and s ∈ T, the following equivalence holds:
FT (s) 6= ∅ ⇐⇒ T is bounded and s is a boundedly exposed point of cl conv T.
Proof. The implication [=⇒] follows from Proposition 4(i) and the equalities
F(cl conv T )∩B(x,r)(s) = Fcl conv T (s) = FT (s)
(see Proposition 4(ii)), with r denoting a positive number large enough for the
inclusion T ⊂ B (x, r) to hold.
Conversely, assume that T is bounded and s is a boundedly exposed point of
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cl conv T, and take ε such that F(cl conv T )∩B(x,ε)(s) 6= ∅. Pick x ∈ F(cl conv T )∩B(s,ε) (s) .
We claim that the family of open sets {int (B (s+ λ (x− s) , λ ‖s− x‖))}λ>0
covers the set (cl conv T )\{s} , and a fortiori the set (cl conv T )\ int (B (s, ε)) .
Indeed, for y ∈ (cl conv T ) \ {s} and small enough t > 0 we have, by (2),
(1− t) s+ ty ∈ (cl conv T ) ∩B (s, ε) ⊂ B (x, ‖s− x‖) ,
hence 〈y − s, x− s〉 > 0. Then it is easy to check that
y ∈ intB (s+ λ (x− s) , λ ‖s− x‖) ,∀λ > ‖y − s‖
2
〈y − s, x− s〉 ,
which proves the claim. Therefore, since (cl conv T ) \ intB (s, ε) is compact
and the sets intB (s+ λ (x− s) , λ ‖s− x‖) depend increasingly (in the sense
of inclusion) on λ, for some λ0 > 0 we have
(cl conv T ) \ intB (s, ε) ⊂ intB (s+ λ0 (x− s) , λ0 ‖s− x‖) ,
which, in view of (2), implies that
s+ λ0 (x− s) ∈ Fcl conv T\intB(s,ε) (s) . (14)
On the other hand, using Proposition 17 we obtain
s− x ∈ NB(x,‖s−x‖) (s) ⊂ N(cl conv T )∩B(s,ε) (s) ⊂ −0+F(cl conv T )∩B(s,ε) (s) ;
hence
s+ λ0 (x− s) ∈ F(cl conv T )∩(B(s,ε)) (s) . (15)
Finally, by (14), (15) and Propositions 1 and 4(ii), we get
s+ λ0 (x− s) ∈ F(cl conv T )\intB(s,ε) (s) ∩ F(cl conv T )∩(B(s,ε)) (s)
=Fcl conv T (s) = FT (s),
which shows that FT (s) 6= ∅. 
As a first corollary of Theorem 22, we obtain that, for bounded sets, our notion
of boundedly exposed point coincides with that of Edelstein [11].
Corollary 23 For any bounded set T ⊂ Rn and s ∈ T, the following equiva-
lence holds:
s is a boundedly exposed point of cl conv T
m
∃x ∈ Rn such that T \ {s} ⊂ intB (x, ‖s− x‖) .
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Proof. The proof of [⇑] is immediate: from T \ {s} ⊂ intB (x, ‖s− x‖)
we easily deduce that cl conv T ⊂ B (x, ‖s− x‖) , which, by (2) and Corol-
lary 2, implies that x ∈ Fcl conv T (s) ⊂ F(cl conv T )∩B(s,1) (s) , thus showing that
F(cl conv T )∩B(s,1) (s) 6= ∅ and hence that s is a boundedly exposed point of
cl conv T. Conversely, if s is a boundedly exposed point of cl conv T then, by
Theorem 22, we have FT (s) 6= ∅. Taking y ∈ FT (s) , from (2) we deduce
that T ⊂ B (y, ‖s− y‖) , which implies that T \ {s} ⊂ B (y, ‖s− y‖) \ {s} ⊂
intB (x, ‖s− x‖) for x := 2y − s. 
The next corollary is the farthest Voronoi counterpart of the known fact that
the Voronoi diagram of T is a tesselation of Rn if and only if T is closed [15,
Proposition 1].
Corollary 24 The farthest Voronoi diagram of T is a tesselation of Rn if and
only if T is bounded and contains all boundedly exposed points of cl conv T .
Proof. Assume that the farthest Voronoi diagram of T is a tesselation of Rn.
Then, T is bounded by Proposition 6(ii). We now prove that T contains all
boundedly exposed points of cl conv T by contradiction. Let s be a bound-
edly exposed point of cl conv T such that s /∈ T. By Corollary 23, applied to
cl conv T, there exists x ∈ Rn such that (cl conv T ) {s} ⊂ intB (x, ‖x− s‖) .
Let s′ ∈ T be such that x ∈ FT (s′) . Then ‖x− s′‖ < ‖x− s‖ , as s′ ∈
(cl conv T ) {s} , while ‖x− s‖ ≤ ‖x− s′‖ by (1), also applied to cl conv T,
and Proposition 4(ii). This contradiction shows that x /∈ ⋃
s′∈T
FT (s
′) and, so,
T does not enjoy the covering property.
Conversely, if T is bounded, by Theorem 22, the nonempty elements of the
family {FT (s) , s ∈ T} are those farthest Voronoi cells FT (s) such that s ∈ T is
a boundedly exposed point of cl conv T, for which FT (s) = Fcl conv T (s) , again
by Proposition 4(ii). Hence, the nonempty elements of the farthest Voronoi
diagrams of T and cl conv T are the same, with cl conv T satisfying the covering
property by Proposition 6(i). The proof is complete recalling that the interiors
of different farthest Voronoi cells are disjoint (Proposition 10). 
Corollary 25 Every compact convex set in Rn is the closed convex hull of its
boundedly exposed points.
Proof. This is an immediate consequence of Theorem 22 combined with a
theorem due to Edelstein [12], according to which every closed and bounded
subset T of a uniformly Banach space with the Mazur intersection property is
the closed convex hull of its farthest points (i.e., points s such that FT (s) 6= ∅).

In Examples 12 and 13, where cl conv T = T, any extreme point s satisfies the
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characterization of the boundedly exposed points in Corollary 23 by taking
x = −s. The following example shows that an exposed point need not be
boundedly exposed.
Example 26 Consider the compact convex set
T :=
{
(x, y) ∈ R2 : x4 ≤ y ≤ 1
}
.
Clearly, the origin (0, 0) is an exposed point of T. To prove that it is not
boundedly exposed, we will prove that FT (0, 0) = ∅; the conclusion will then
follow from Theorem 22. Assume, to the contrary, that FT (0, 0) 6= ∅, and take
(x, y) ∈ FT (0, 0). By (2), one has T ⊂ B
(
(x, y) ,
√
x2 + y2
)
. Hence, for every
t ∈ [−1, 1] , from (t, t4) ∈ T we deduce that (t− x)2 + (t4 − y)2 ≤ x2 + y2, that
is, t2 − 2tx + t8 − 2t4y ≤ 0. Dividing this inequality by |t| , with t 6= 0, and
setting successively t → 0+ and t → 0−, one easily obtains that x = 0, and
hence 1 + t6 − 2t2y ≤ 0 for t ∈ [−1, 1] \ {0} , which, setting t → 0, yields an
absurd conclusion. Therefore FT (0, 0) = ∅.
The celebrated Straszewicz’s Theorem ([23], [19, Theorem 18.6]) asserts that
the set of exposed points of a closed convex set T ⊂ Rn is dense in the set
of extreme points of T. We next prove that this theorem remains true when
exposed points are replaced by boundedly exposed points.
Theorem 27 (Density of the boundedly exposed points) For any closed
convex set T ⊂ Rn, the set of boundedly exposed points of T is dense in the
set of extreme points of T.
Proof. In view of Straszewicz’s Theorem, it will be enough to prove that the
set of boundedly exposed points of T is dense in the set of exposed points of
T. Let x be an exposed point of T. We assume, without loss of generality, that
T is compact (we can replace, if necessary, T with the intersection of a closed
ball centered at x, since the exposed points of that intersection that are close
enough to x are necessarily exposed points of T, as one can easily see). Let
ε > 0. We have to prove the existence of a boundedly exposed point of T in
intB (x, ε) . Take a supporting hyperplane H of T such that T ∩ H = {x} ,
and let p be the corresponding unit exterior normal vector to T at x, i.e.,
p ∈ NT (x) and orthogonal to H. We now use an argument similar, though
simpler, to one we have employed in the proof of Theorem 22. We claim that
the family of open sets {int (B (x− λp, λ))}λ>0 covers the set T \ {x} , and
hence T \ intB (x, ε) . Indeed, by the definition of p we have 〈p, y − x〉 < 0
for all y ∈ T \ {x} . Then it is easy to check that y ∈ int (B (x− λp, λ)) for
every λ > ‖y−x‖
2
2〈p,y−x〉 , which proves the claim. Therefore, since T \ intB (x, ε) is
compact and the sets int (B (x− λp, λ)) depend increasingly (in the sense of
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inclusion) on λ, for some λ0 > 0 we have
T \ intB (x, ε) ⊂ int (B (x− λ0p, λ0)) . (16)
By Proposition 6(i), we have x−λ0p ∈ FT (s) for some s ∈ T. Then ‖x− λ0p− s‖ ≥
‖x− λ0p− x‖ = λ0, hence s /∈ intB (x− λ0p, λ0) , which, by (16), implies that
s ∈ intB (x, ε) . To finish the proof, we just have to apply Theorem 22, as it
tells us that s is a boundedly exposed point of T. 
5 Characterization of the farthest Voronoi cells
We next aim at characterizing farthest Voronoi cells. In view of Proposition
3, one just needs to consider the case when s := 0n, in which case (3) reduces
to
FT (0n) =
{
x ∈ Rn : 〈t, x〉 ≥ ‖t‖
2
2
, ∀t ∈ T \ {0n}
}
. (17)
This representation shows that FT (0n) is closed, convex and coradiant; more-
over, 0n /∈ FT (0n) unless T = {0n} . In order to prove that these properties
characterize the farthest Voronoi cells of 0n we need a known result that in-
volves the concept of reverse polar of a set, which results of inverting the
inequality 〈x, y〉 ≤ 1 in the definition of positive polar. Indeed, the reverse
polar set X0 of a nonempty set X ⊂ Rn is
X0 := {y ∈ Rn : 〈x, y〉 ≥ 1, ∀x ∈ X} .
Lemma 28 (cf. [26, Proposition 2.5, (a) ⇔ (e)]) A set C ⊂ Rn is convex,
closed, coradiant and does not contain 0n if and only if there exists a nonempty
set U ⊂ Rn \ {0n} such that
C = U0. (18)
Proof. The equivalence obviously holds if C = ∅ (take, e.g., U := {p,−p} ,
with p ∈ Rn \ {0n}), so we are going to assume that C 6= ∅. The ”only if”
statement being trivial, we will only prove its converse. Since C is convex and
closed, there exists Q ⊂ (Rn \ {0n})× R such that
C = {x ∈ Rn : 〈a, x〉 ≥ b, ∀ (a, b) ∈ Q} .
Since C is coradiant, for every x ∈ Rn and (a, b) ∈ Q we have 〈a, x〉 ≥ 0, and
hence there is no loss of generality in assuming that b ≥ 0. We can rewrite C
as follows:
C = {x ∈ Rn : 〈a, x〉 ≥ 1 ∀a ∈ A+, and 〈a, x〉 ≥ 0 ∀a ∈ A0} ;
here A+ :=
{
1
b
a : (a, b) ∈ Q, b > 0
}
and A0 := {a ∈ Rn : (a, 0) ∈ Q} . Since
0n /∈ C, we have A+ 6= ∅. Pick a ∈ A+, and for each a ∈ A0 replace the
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inequality 〈a, x〉 ≥ 0 with the following equivalent infinite collection of in-
equalities:
〈a+ εa, x〉 ≥ ε, ∀ε > 0.
Thus, (18) holds with U := A+ ∪
{
1
ε
a+ a : a ∈ A0, ε > 0
}
. 
Theorem 29 (Characterization of the farthest Voronoi cells) For any
nonempty set C  Rn, one has C = FT (s) for some T ⊂ Rn containing s if
and only if it is convex, closed, coradiant with respect to s and does not contain
s.
Proof. In view of Proposition 3 and (10), we may assume, without loss of
generality, that s := 0n. Then, as we have already observed, the ”only if”
statement is an immediate consequence of (17). To prove the converse, use the
representation (18) and define T :=
{
2
‖u‖2u : u ∈ U
}
∪ {0n} . Since U 6= ∅, the
set T is not a singleton. Using (17), it is easy to check that FT (0n) = C. 
Example 30 Let C := {(x, y) ∈ R2 : x > 0, xy ≥ 1} . This set is convex,
closed, coradiant and does not contain the origin. From the representation
C =
{
(x, y) ∈ R2 : x+ t2y ≥ 2t, t > 0
}
,
one easily sees that (18) holds with U :=
{
1
2
(
1
t
, t
)
: t > 0
}
. Hence, according
to the proof of Theorem 29, for T =
{(
4t
1+t4
, 4t
3
1+t4
)
: t > 0
}
∪ {02} one has
FT (02) = C.
Corollary 31 For any s ∈ Rn, the mapping T 7→ FT (s) is a bijection from the
set of all compact convex subsets of Rn that contain s as a boundedly exposed
point onto the the set of all nonempty closed convex subsets of Rn that are
coradiant with respect to s and do not contain s.
Proof. It is an easy consequence of Theorems 22 and 29 together with Propo-
sition 7. 
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