Abstract-The propensity to make programming errors and the rates of error detection and correction are dependent on program complexity. Knowledge of these relationships can be used to avoid errorprone structures in software design and to devise a testing strategy which is based on anticipated difficulty of error detection and correc-
INTRODUCTION
T HE COMPUTER industry is searching for ways to produce reliable software and to reduce the cost of software development and maintenance [1] . Structured programming has received wide acclaim as one answer to this search [2] . If it can be shown that structural characteristics of computer programs are related to the difficulty of producing programs with few errors and to the difficulty of detecting errors during debugging and testing, then structural characteristics could be used as measures of program complexity for program design and testing purposes. Program designs with poor structural properties would be avoided because their use would likely result in many programming errors and great difficulty of error detection during debugging and testing. Secondly, after programs have been designed and coded, the complexity measures would be used to index the difficulty of debugging and testing the programs. Resources would be allocated to testing in accordance with the expected difficulty of error detection. The purpose of the research reported in this paper was to test our hypothesis that program structure has a significant effect on error making, detection, and correction as measured by various software error characteristics, such as the number Manuscript received September 15, 1978; revised January 8, 1979 . This research was supported in part by the Naval Air Development Center, Warminster, PA.
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H.-M. Hoffmann is with the Federal German Navy, Philipp-LassenKoppel 38, 2390 Flensburg, Germany. of errors found and labor.time required to detect and correct errors. We will say that a significant effect exists if quantitative analysis demonstrates that complex structures should be avoided because of high error occurrence. For this purpose, structure is synonymous with various complexity measures which can be obtained from a directed graph representation of a computer program. If relationships do exist, we wish to determine which complexity measures are best for indicating the likelihood of error commission during programming and the difficulty of error detection and correction during debugging or testing. This work is a continuation of earlier work which Ls been reported in the literature [31 - [5] .
While the Naval Tactical Data System software error data, which were previously used in this project, had the desirable property of being collected from a large-scale tactical system involving the integration of many modules, the following information was not available: 1) error detection and correction labor times, 2) error locations in program structures, and 3) causes of software errors. In addition, large module size and an unstructured programming style (programming took place prior to the advent of structured programming) made error and structure analysis very difficult. Consequently, an experiment in software error data collection and analysis [6] was conducted at the Naval Postgraduate School in order to collect error data with the desired characteristics and to obtain a better understanding of the factors which induce programming errors and affect error detection and correction.
SELECTED EXAMPLES OF PREVIOUS WORK IN SOFTWARE ERROR ANALYSIS
Before describing our experiment in software error analysis, we briefly review selected examples of previous work in this field. Unfortunately, the diversity of programming environments in which software error data have been collected does not permit meaningful comparisons between projects. In each case the results must be interpreted with respect to the mission and operating conditions of the project. A second difficulty is that, although software reliability models abound, there has been a scarcity of projects which have recorded software error data in sufficient detail to be usable for analysis purposes. In particular, there have been few empirical studies which stress the relationship between program structure and the occurrence of errors-the primary subject of this paper. Where comparisons can be made, they appear in a later section. Endres 2) The other one-half were not related to programming and would have been curable by better methods of problem definition and better understanding of systems concepts.
3) The successful implementation of operating system software is heavily dependent on the computer architecture and configuration details. 4) The dynamic nature of operating system development contributes significantly to error making.
Rubey and others analyzed the errors from a number of small (32K instructions, typically), real-time programs for eleven validation efforts [8] . A particular objective of this study was to compare error occurrences in the program development and validation phases; additionally,the cost of error finding and correction was compared for the two phases. The major results of the study are as follows.
1) There was one source statement in error per ten machine instructions during program development.
2) There was one source statement in error per five-hundred machine instructions during validation.
3) Ninety-eight percent of the errors were found during program development. 4) Two percent of the errors were found during validation.
5) Most of the errors (fifty percent) were attributed to specification problems (incomplete, erroneous, and deviation). 6 ) Of the serious errors (program terminated prematurely or produced an incorrect result), the most frequent involved decision and sequencing logic instructions. 7) With respect to validation methods, it was found that nonexecution validation methods (tools such as cross-reference listings, automatic flow charters, etc., which do not involve executing the program) were able to find errors earlier (onehalf of the errors found by nonexecutable methods were found during the first thirty percent of the validation effort). On the other hand, executable methods found more errors, but over half of these were not detected until the last forty percent of the validation effort.
8) The most significant validation cost factor was program size. 9) Satisfaction of specification does not guarantee acceptability of program because about fifty percent of the errors were attributed to specification problems.
10) It is essential to find errors early because late detection is relatively costly.
Wolverton, in his detailed presentation of a costing methodology, indicated that the "40-20-40" rule has held for a number of large command and control projects [9] . This refers to the labor allocation for design and analysis, code and debug, and check-out and test, respectively. This pattern has been the case in the SAGE, NTDS, GEMINI, and SATURN V projects.
In one of the few articles which discusses the quantification of program complexity, McCabe proposes the cyclomatic number of a program's graph as a measure of complexity [10] Although the projects did not involve significant requirements analysis or system integration, major contributors to software errors, this lack of realism is more than compensated for by the high quality of the error data. This quality was achieved by taking pains to define error types and to record information about the errors in great detail.
In addition to recording error information, complexity measures, as defined in Table III , were determined for each structure (procedure) by the use of the Project 2 directed graph program and were then related to the error data.
COMPLEXITY MEASURES Complexity measures were derived from the structural characteristics of the directed graph representation of a computer program. An example of a structure from Project 4 is shown in Fig. 1 . Included in the figure are computer printouts of complexity measures obtained from the directed graph program. Decision statements and merge points are represented by nodes (vertices). Arcs represent statements between decision or merge points. They may also be used to show transfer of control. Several measures of complexity, as defined in Table III , can be derived from a directed graph representation of a program, such as the number of paths, cyclomatic number, and reachability. Program size, as determined by the number of source statements, was also used as a complexity measure.
The purpose of the complexity measures analysis was to find measures which relate significantly with the number of errors made or detected in programs and the labor time required for error detection and correction. As used here, a path is a unique sequence of arcs (as identified by the arc's tail and head nodes) from the start node to a terminal node. Paths represent the number of possible ways in which the program can be executed. McCabe uses the cyclomatic number V to provide an equivalence between independent circuits (one which is not a linear combination of two or more other circuits) and independent paths. One way this is accomplished is by adding an arc from the terminal to the start node (such as the arc from 10 to 1 in Fig. 1 ). Now one can view the path 1, 2, 4, 5, 6, 7, 9, 10 as being equivalent to the circuit 1, 2, 4, 5, 6, 7, 9, 10, 1. This interpretation of V as the number of independent paths is only valid for single entry and exit programs. The second facet of making independent circuits equivalent to independent paths is to linearly combine independent circuits to generate independent paths. Then the set of independent paths can be linearly combined to generate any path.
Rather than equate independent circuits with paths, we have found a different interpretation of the cyclomatic number to be more useful. Since V is equal to the number of independent circuits, it is equal to a set of substructures which can be identified in a directed graph. When structured programming techniques are used, the independent circuits are identified with the constructs of structured programming: While Do, If Then, If Then Else, etc. This concept is shown in Figs. 1 and 2. In addition, the use of an arc connecting nodes 10 and 1 provides a circuit which can be considered the main line substructure (Fig. 2) . Thus, with V = 4 in Fig. 1 , the four independent circuits (substructures) are While Do, If Then Else, If Then, and Main Line. The tree or spanning tree shown in Fig. 2 is a connected subgraph which connects all nodes but has no circuits. It has (nodes -1) number of arcs, which are called branches. Independent circuits are formed by adding an arc at a time from the remaining arcs (called chords). When the circuits are related to a specific tree, they are called fundamental circuits. For the tree, V = 0; it has minimum complexity. Complexity is increased as each chord is added to the tree to form a circuit. These are usually, but not always, transfer of control arcs (c, j, 1, m) . The tree may be considered the backbone of the structure from which the substructures are formed; it is similar to the main line substructure. This interpretation of V is useful because it gives the number of substructures which must be coded and tested. The greater the number of substructures the higher the program complexity. As shown later, structural characteristics can be used to indicate the relative importance of testing various arcs.
A useful matrix representation of the circuits is the fundamental circuit matrix [ 11] formed as follows.
1) Rows represent circuits, and columns indicate whether a given arc is part of a circuit.
2) After establishing a flow in the direction of the chord in the circuit, a "1" in a circuit indicates the arc has the same direction as the flow; a "-1," has the opposite meaning; a zero indicates the arc is not present in the circuit.
3) Chords are listed on the left and form a unit matrix (because there is only one chord in a fundamental circuit); branches are listed on the right.
The fundamental circuit matrix for Fig. 1 , obtained by using a flow in the direction of the chord, appears below. When a graph is first analyzed, the identity of independent circuits may not be obvious. We may proceed by listing circuits in the above format (without the chord and branch segregation) in order to ascertain whether a circuit is linearly independent. We would identify V of these fundamental circuits in the set which will form a V X V unit matrix. The arcs of the unit matrix are the chord set; the remaining arcs constitute the branches of a tree. Modulo two addition, ignoring signs, of fundamental circuits will produce either an additional circuit or an edge disjoint union (no edge in common) of circuits [11] . The latter is of no interest for our purposes. However, the former could be useful for generating additional circuits which should be tested. For example, the addition of C3 and C4 will generate the circuit a, d, 1, m. This is important for testing because by generating all circuits from the fundamental circuits, the different execution sequences which must be tested can be identified. Secondly, the frequency of occurrence of an arc in the circuits indicates the relative importance of testing the arc.
Other complexity measures shown in Fig. 1 which are of interest are the number of paths and reachability. Remembering the restriction on counting paths, that a loop will not be traversed more than once in succession because to do so would only add redundant information which does not increase program complexity, the paths are Reachability and reachability index, as defined in Table III , are also shown in Fig. 1 . When reachability is high, testing is complicated because it must be demonstrated that each node can be reached from many sources. In addition, debugging is difficult because an error identified with a particular node could have many possible causes.
EXPERIMENT RESULTS
As mentioned in the Introduction, the purpose of this research was to test the hypothesis that program structure has a significant effect on error making, detection, and correction.
A related objective was the identification of complexity measures which could be used as a guide for designing programs and for allocating resources to debugging and testing. Two approaches were utilized. One The errors which were of interest with regard to complexity analysis were those which occurred after the first error-free compile, when the debugging phase began. Errors which were not related to structure-clerical and syntactical errors-were usually found during desk checldng or compilation. Of the 173 errors found on the four projects, 64 were found during debugging and testing. These were the errors which could have been related to complexity of structure;. Only four of these were clerical errors. Errors were located on the directed graphs as shown in Fig. 1 .
Correlation coefficients without transformation (shown in Table V ) and with log-log transformation were calculated for half of this table shows that more design errors and more coding errors are associated with high and low cyclomatic numbers, respectively. However, sample size is small in this instance.
A fimal pair of relationships between error properties and complexity measures is that V > 5 accounted for 40 of the 64 errors associated with structure, or 62.5 percent, and Np > 5 accounted for 53 of the 64 errors, or 82.8 percent.
It was also of interest to analyze error relationships which do not involve program structure. One relationship is error finding and correction times as a function of phase in which an error is made. As shown in Table VIII , significantly higher error fmding and correction times occurred when the errors were made in the design phase. This result seems to be related to the higher occurrence of design errors in complex structures, requiring higher error finding and correction times.
COMPARISON OF RESULTS WITH PREVIOUS WORK
This experiment was basically different from the projects described earlier because we emphasized programming and the relationship between program structure and error properties rather than analysis and design. Although some analysis and specification work was required, the, major technical effort and intellectual challenge involved program design and debugging. Also there was no need for integration testing or extensive functional testing because it was not necessary to integrate and system test a large number of modules. In contrast, the results of Endres, Rubey, and Wolverton involved oper- ating, tactical, and command and control systems wnere lack of understanding of machine architecture or lack of specification validity and clarity-analysis and design issues-were significant contributors to software errors. The programming orientation of the experiment is borne out by 
