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Abstract
Motivation: Drug target interaction (DTI) prediction is a foundational task
for in silico drug discovery, which is costly and time-consuming due to the need
of experimental search over large drug compound space. Recent years have wit-
nessed promising progress for deep learning in DTI predictions. However, the
following challenges are still open: (1) the sole data-driven molecular representa-
tion learning approaches ignore the sub-structural nature of DTI, thus produce
results that are less accurate and difficult to explain; (2) existing methods focus
on limited labeled data while ignoring the value of massive unlabelled molecular
data.
Results: We propose a Molecular Interaction Transformer (MolTrans) to ad-
dress these limitations via: (1) knowledge inspired sub-structural pattern mining
algorithm and interaction modeling module for more accurate and interpretable
DTI prediction; (2) an augmented transformer encoder to better extract and
capture the semantic relations among substructures extracted from massive un-
labeled biomedical data. We evaluate MolTrans on real world data and show it
improved DTI prediction performance compared to state-of-the-art baselines.
Availability: The model scripts and weights will be open sourced at Github.
Contact: jimeng@illinois.edu
Keywords: Drug-Target Interaction Prediction; Deep Learning; Drug
Discovery.
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1. Introduction
Drug discovery is notoriously costly and time-consuming due to the need of
experimental search over large drug compound space. Take its key task, drug-
target protein interaction (DTI) prediction as an example. DTI serves as the
foundation for finding new drugs (i.e., virtual screening) and new indications
of existing drugs (i.e., drug repositioning), since the therapeutic effects of drug
compounds are detected by examining DTIs [1]. During the compound identifi-
cation process, researchers often need to conduct assay experiments and search
over 97M possible compounds in a candidate database [2].
Luckily, with massive biomedical data and knowledge being collected and
available, along with the advances of deep learning technologies which demon-
strated huge success in many application areas, the drug discovery process par-
ticularly DTI prediction has been significantly enhanced. Recently, various deep
models have shown encouraging performance in DTI predictions. They often
take drug and protein data as inputs, cast DTI as a classification problem,
and make prediction by feeding the inputs through deep learning models such
as deep neural network (DNN) [3], deep belief network (DBN) [4], and con-
volutional neural network (CNN) [5, 6, 7]. Despite these efforts, the following
challenges are still open.
1. Inadequate modeling of interaction mechanism. Existing works [6,
7, 8] learn molecular representation and make prediction based on whole
molecular structure of drugs and proteins, ignoring that the interactions
are sub-structural– only involving relevant sub-structures of drugs and pro-
teins [9, 10]. The full-structural molecular representations introduce noises
and affect the prediction performance. Also, the learned representations are
hard to interpret since they do not provide a tractable path to indicate which
sub-structures of drugs and proteins contribute to the interactions.
2. Restricted to limited labeled data. Previous works [6, 7, 8, 11, 4] focus
on data in hand and limit the scope within several thousands of drugs and
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proteins while ignoring the vast (e.g., order of millions) unlabelled biomed-
ical data available. The model architectures in previous works also are not
designed to enable the integration of massive dataset.
To solve these challenges, we propose a transformer [12]-based bio-inspired
molecular data representation method (coined as MolTrans) to leverage vast
unlabelled data for in silico DTI prediction.
MolTrans is enabled by the following technical contributions:
1. Knowledge inspired representation and interaction modeling for
more accurate and explainable prediction. Inspired by the knowledge
that DTI is sub-structural, MolTrans derives a data-driven method called
Frequent Consecutive Sub-sequence (FCS) mining that is adaptable to ex-
tract high-quality fit-sized sub-structures for both protein and drug. In addi-
tion, MolTrans includes a bio-inspired interaction module imitating the real
biological DTI process. The new sub-structure fingerprints enable a tractable
path for understanding which sub-structure combination has more relevance
to the outcome through an explicit map in the interaction module.
2. Leverage massive unlabelled biomedical data. MolTrans mines through
millions of drugs and proteins sequences from multiple unlabelled data sources
to extract high quality sub-structures of drugs and proteins. The vast data re-
sult in a much higher quality sub-structures than using small training dataset
alone. We also augment the representation using transformers [12], which
captures the complex signals among the large sequential sub-structures out-
puts generated from the unlabelled data.
We provide a comprehensive performance comparison of state-of-the-art meth-
ods on various realistic drug discovery settings include unseen drug/target prob-
lems and in scarce training dataset setup. We show empirically that MolTrans has
robust improved predictive performance over state-of-the-art baselines.
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2. Related Works
Numerous computational methods have been developed for DTI prediction
problem. Similarity-based methods such as kernel regression [13] and matrix
factorization [14] methods exploit known DTI’s drug-target similarity informa-
tion and infer new ones. However, these methods are shown to be not gener-
alizable to different protein classes [4]. Feature-based methods feed numerical
descriptors of drug and proteins into downstream prediction models. Popular
numerical descriptors include ECFP [15] and PubChem [16] for drugs, CTD [17]
and PSC [18] for proteins. Classic machine learning methods such as gradient
boosting [19] have shown promises in predictive performance. Recently, deep
learning based methods [3, 4, 6, 20] have shown further improvement of per-
formance due to its capability to capture complex non-linear signals of DTI.
MolTrans differs from existing works with (1) its knowledge-driven model archi-
tecture design rather than direct application of existing deep learning models;
(2) emphasis on interpretability instead of predictive performance alone to po-
tentially aid medical chemists for better decision making; (3) usage of external
drug and target data to complement interaction dataset.
3. Method
3.1. Problem Definition
We formulate the DTI prediction as a classification task to determine whether
a pair of drug and target protein will interact. In our setting, drug is repre-
sented by the Simplified Molecular Input Line Entry System (SMILES) Si,
which consists of a sequence of chemical atoms and bonds tokens (e.g. C, O,
S), generated by depth-first traversal over the molecule graph. We denote S for
drug’s SMILES representation. Target protein, denoted as A, is represented by
a sequence of protein tokens, where each token is one of the 23 amino acids.
The DTI prediction task is defined as below.
Problem 1 (Drug Target Interaction (DTI) Prediction). Given com-
pound sequence S = {S1, · · · ,Sn} for n drugs and protein sequence A =
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Table 1: Main notations used in MolTrans.
Notations Description
S,A drug SMILES, protein amino acids
I,U the set of interacting/non-interacting DTI pairs
Cp, Cd entire sub-structures set for protein and drug
Cp,Cd sub-structures set in one pair of drug-target
Mp ∈ {0, 1}k×Θp one-hot input representation for protein
Md ∈ {0, 1}j×Θd one-hot input representation for drug
Ep ∈ Rϑ×Θp latent representation for protein
Ed ∈ Rϑ×Θd latent representation for drug
I ∈ Rk×l×Ψ the interaction tensor
F; P ∈ [0, 1] the interaction function; interaction probability
O ∈ Rϕ the output of interaction module
Wpcont ∈ Rϑ×k the weight for content embedding protein
Wdcont ∈ Rϑ×l the weight for content embedding drug
Wppos ∈ Rϑ×Θp the weight for position embedding protein
Wdpos ∈ Rϑ×Θd the weight for position embedding drug
Wo,bo ∈ Rϕ×1 the weight, bias for decoder
{A1, · · · ,Am} for m proteins, the DTI prediction task can be casted as to learn
a function mapping F : S ×A → [0, 1] from drug-target pairs to an interaction
probability score.
3.2. The MolTrans Method
The MolTrans framework learns to predict DTI as follows. Given the input
drug and protein data, a frequent consecutive sub-sequence mining mod-
ule first decomposes them into a set of explicit sequences of sub-structures using
a specialized decomposition algorithm with inputs consisting of vast unlabelled
data. The outputs are then fed into a augmented transformer embedding
module to obtain an augmented contextual embedding for each sub-structure
through transformer encoders [12]. Next, in the interaction prediction mod-
ule, drug sub-structures are paired with protein sub-structures with pairwise
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I<latexit sha1_base64="n05qWLwo53Wo7wI539aS/UBAROo=">AAAB83icbVBNT8JAFHz FL8Qv1KOXjWDiibRc9EjiRW+YCJhQQrbLFjZst83uqwlp+BtePGiMV/+MN/+NW+hBwUk2mcy8lzc7QSKFQdf9dkobm1vbO+Xdyt7+weFR9fika+JUM95hsYz1Y0ANl0LxDgqU/DHRnEaB5 L1gepP7vSeujYjVA84SPojoWIlQMIpW8ut+RHEShNndvD6s1tyGuwBZJ15BalCgPax++aOYpRFXyCQ1pu+5CQ4yqlEwyecVPzU8oWxKx7xvqaIRN4NskXlOLqwyImGs7VNIFurvjYxGxs yiwE7mEc2ql4v/ef0Uw+tBJlSSIldseShMJcGY5AWQkdCcoZxZQpkWNithE6opQ1tTxZbgrX55nXSbDc9tePfNWqtZ1FGGMziHS/DgClpwC23oAIMEnuEV3pzUeXHenY/laMkpdk7hD5zP H20WkTc=</latexit><latexit sha1_base64="n05qWLwo53Wo7wI539aS/UBAROo=">AAAB83icbVBNT8JAFHz FL8Qv1KOXjWDiibRc9EjiRW+YCJhQQrbLFjZst83uqwlp+BtePGiMV/+MN/+NW+hBwUk2mcy8lzc7QSKFQdf9dkobm1vbO+Xdyt7+weFR9fika+JUM95hsYz1Y0ANl0LxDgqU/DHRnEaB5 L1gepP7vSeujYjVA84SPojoWIlQMIpW8ut+RHEShNndvD6s1tyGuwBZJ15BalCgPax++aOYpRFXyCQ1pu+5CQ4yqlEwyecVPzU8oWxKx7xvqaIRN4NskXlOLqwyImGs7VNIFurvjYxGxs yiwE7mEc2ql4v/ef0Uw+tBJlSSIldseShMJcGY5AWQkdCcoZxZQpkWNithE6opQ1tTxZbgrX55nXSbDc9tePfNWqtZ1FGGMziHS/DgClpwC23oAIMEnuEV3pzUeXHenY/laMkpdk7hD5zP H20WkTc=</latexit><latexit sha1_base64="n05qWLwo53Wo7wI539aS/UBAROo=">AAAB83icbVBNT8JAFHz FL8Qv1KOXjWDiibRc9EjiRW+YCJhQQrbLFjZst83uqwlp+BtePGiMV/+MN/+NW+hBwUk2mcy8lzc7QSKFQdf9dkobm1vbO+Xdyt7+weFR9fika+JUM95hsYz1Y0ANl0LxDgqU/DHRnEaB5 L1gepP7vSeujYjVA84SPojoWIlQMIpW8ut+RHEShNndvD6s1tyGuwBZJ15BalCgPax++aOYpRFXyCQ1pu+5CQ4yqlEwyecVPzU8oWxKx7xvqaIRN4NskXlOLqwyImGs7VNIFurvjYxGxs yiwE7mEc2ql4v/ef0Uw+tBJlSSIldseShMJcGY5AWQkdCcoZxZQpkWNithE6opQ1tTxZbgrX55nXSbDc9tePfNWqtZ1FGGMziHS/DgClpwC23oAIMEnuEV3pzUeXHenY/laMkpdk7hD5zP H20WkTc=</latexit><latexit sha1_base64="n05qWLwo53Wo7wI539aS/UBAROo=">AAAB83icbVBNT8JAFHz FL8Qv1KOXjWDiibRc9EjiRW+YCJhQQrbLFjZst83uqwlp+BtePGiMV/+MN/+NW+hBwUk2mcy8lzc7QSKFQdf9dkobm1vbO+Xdyt7+weFR9fika+JUM95hsYz1Y0ANl0LxDgqU/DHRnEaB5 L1gepP7vSeujYjVA84SPojoWIlQMIpW8ut+RHEShNndvD6s1tyGuwBZJ15BalCgPax++aOYpRFXyCQ1pu+5CQ4yqlEwyecVPzU8oWxKx7xvqaIRN4NskXlOLqwyImGs7VNIFurvjYxGxs yiwE7mEc2ql4v/ef0Uw+tBJlSSIldseShMJcGY5AWQkdCcoZxZQpkWNithE6opQ1tTxZbgrX55nXSbDc9tePfNWqtZ1FGGMziHS/DgClpwC23oAIMEnuEV3pzUeXHenY/laMkpdk7hD5zP H20WkTc=</latexit> O<latexit sha1_base64="XH9woDNedkM+sGF2kr7IUfFisps=">AAAB83icbVBNT8JAFHzFL8Qv1KOXjWDiibRc9Ejix ZuYCJhQQrbLFjZst83uqwlp+BtePGiMV/+MN/+NW+hBwUk2mcy8lzc7QSKFQdf9dkobm1vbO+Xdyt7+weFR9fika+JUM95hsYz1Y0ANl0LxDgqU/DHRnEaB5L1gepP7vSeujYjVA84SPojoWIlQMIpW8ut+RHEShNndvD6s1tyGuwBZJ15BalCgPa x++aOYpRFXyCQ1pu+5CQ4yqlEwyecVPzU8oWxKx7xvqaIRN4NskXlOLqwyImGs7VNIFurvjYxGxsyiwE7mEc2ql4v/ef0Uw+tBJlSSIldseShMJcGY5AWQkdCcoZxZQpkWNithE6opQ1tTxZbgrX55nXSbDc9tePfNWqtZ1FGGMziHS/DgClpwC23 oAIMEnuEV3pzUeXHenY/laMkpdk7hD5zPH3Y6kT0=</latexit><latexit sha1_base64="XH9woDNedkM+sGF2kr7IUfFisps=">AAAB83icbVBNT8JAFHzFL8Qv1KOXjWDiibRc9Ejix ZuYCJhQQrbLFjZst83uqwlp+BtePGiMV/+MN/+NW+hBwUk2mcy8lzc7QSKFQdf9dkobm1vbO+Xdyt7+weFR9fika+JUM95hsYz1Y0ANl0LxDgqU/DHRnEaB5L1gepP7vSeujYjVA84SPojoWIlQMIpW8ut+RHEShNndvD6s1tyGuwBZJ15BalCgPa x++aOYpRFXyCQ1pu+5CQ4yqlEwyecVPzU8oWxKx7xvqaIRN4NskXlOLqwyImGs7VNIFurvjYxGxsyiwE7mEc2ql4v/ef0Uw+tBJlSSIldseShMJcGY5AWQkdCcoZxZQpkWNithE6opQ1tTxZbgrX55nXSbDc9tePfNWqtZ1FGGMziHS/DgClpwC23 oAIMEnuEV3pzUeXHenY/laMkpdk7hD5zPH3Y6kT0=</latexit><latexit sha1_base64="XH9woDNedkM+sGF2kr7IUfFisps=">AAAB83icbVBNT8JAFHzFL8Qv1KOXjWDiibRc9Ejix ZuYCJhQQrbLFjZst83uqwlp+BtePGiMV/+MN/+NW+hBwUk2mcy8lzc7QSKFQdf9dkobm1vbO+Xdyt7+weFR9fika+JUM95hsYz1Y0ANl0LxDgqU/DHRnEaB5L1gepP7vSeujYjVA84SPojoWIlQMIpW8ut+RHEShNndvD6s1tyGuwBZJ15BalCgPa x++aOYpRFXyCQ1pu+5CQ4yqlEwyecVPzU8oWxKx7xvqaIRN4NskXlOLqwyImGs7VNIFurvjYxGxsyiwE7mEc2ql4v/ef0Uw+tBJlSSIldseShMJcGY5AWQkdCcoZxZQpkWNithE6opQ1tTxZbgrX55nXSbDc9tePfNWqtZ1FGGMziHS/DgClpwC23 oAIMEnuEV3pzUeXHenY/laMkpdk7hD5zPH3Y6kT0=</latexit><latexit sha1_base64="XH9woDNedkM+sGF2kr7IUfFisps=">AAAB83icbVBNT8JAFHzFL8Qv1KOXjWDiibRc9Ejix ZuYCJhQQrbLFjZst83uqwlp+BtePGiMV/+MN/+NW+hBwUk2mcy8lzc7QSKFQdf9dkobm1vbO+Xdyt7+weFR9fika+JUM95hsYz1Y0ANl0LxDgqU/DHRnEaB5L1gepP7vSeujYjVA84SPojoWIlQMIpW8ut+RHEShNndvD6s1tyGuwBZJ15BalCgPa x++aOYpRFXyCQ1pu+5CQ4yqlEwyecVPzU8oWxKx7xvqaIRN4NskXlOLqwyImGs7VNIFurvjYxGxsyiwE7mEc2ql4v/ef0Uw+tBJlSSIldseShMJcGY5AWQkdCcoZxZQpkWNithE6opQ1tTxZbgrX55nXSbDc9tePfNWqtZ1FGGMziHS/DgClpwC23 oAIMEnuEV3pzUeXHenY/laMkpdk7hD5zPH3Y6kT0=</latexit>
P<latexit sha1_base64="ESKOpez/Ht8XdhTJHBZQuECPp8E=">AAAB83icbVDLSsNAFL2pr1pfVZduBlvBVUm60WXBj csK9gFNKZPpTTt0MgkzE6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7uWdOkAiujet+O6Wt7Z3dvfJ+5eDw6PikenrW1XGqGHZYLGLVD6hGwSV2DDcC+4lCGgUCe8HsLvd7T6g0j+WjmSc4jOhE8pAzaqzk1/2ImmkQZu1FfVStuQ13CbJJvILUoEB7VP 3yxzFLI5SGCar1wHMTM8yoMpwJXFT8VGNC2YxOcGCppBHqYbbMvCBXVhmTMFb2SUOW6u+NjEZaz6PATuYR9bqXi/95g9SEt8OMyyQ1KNnqUJgKYmKSF0DGXCEzYm4JZYrbrIRNqaLM2JoqtgRv/cubpNtseG7De2jWWs2ijjJcwCVcgwc30IJ7aEM HGCTwDK/w5qTOi/PufKxGS06xcw5/4Hz+AHfAkT4=</latexit><latexit sha1_base64="ESKOpez/Ht8XdhTJHBZQuECPp8E=">AAAB83icbVDLSsNAFL2pr1pfVZduBlvBVUm60WXBj csK9gFNKZPpTTt0MgkzE6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7uWdOkAiujet+O6Wt7Z3dvfJ+5eDw6PikenrW1XGqGHZYLGLVD6hGwSV2DDcC+4lCGgUCe8HsLvd7T6g0j+WjmSc4jOhE8pAzaqzk1/2ImmkQZu1FfVStuQ13CbJJvILUoEB7VP 3yxzFLI5SGCar1wHMTM8yoMpwJXFT8VGNC2YxOcGCppBHqYbbMvCBXVhmTMFb2SUOW6u+NjEZaz6PATuYR9bqXi/95g9SEt8OMyyQ1KNnqUJgKYmKSF0DGXCEzYm4JZYrbrIRNqaLM2JoqtgRv/cubpNtseG7De2jWWs2ijjJcwCVcgwc30IJ7aEM HGCTwDK/w5qTOi/PufKxGS06xcw5/4Hz+AHfAkT4=</latexit><latexit sha1_base64="ESKOpez/Ht8XdhTJHBZQuECPp8E=">AAAB83icbVDLSsNAFL2pr1pfVZduBlvBVUm60WXBj csK9gFNKZPpTTt0MgkzE6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7uWdOkAiujet+O6Wt7Z3dvfJ+5eDw6PikenrW1XGqGHZYLGLVD6hGwSV2DDcC+4lCGgUCe8HsLvd7T6g0j+WjmSc4jOhE8pAzaqzk1/2ImmkQZu1FfVStuQ13CbJJvILUoEB7VP 3yxzFLI5SGCar1wHMTM8yoMpwJXFT8VGNC2YxOcGCppBHqYbbMvCBXVhmTMFb2SUOW6u+NjEZaz6PATuYR9bqXi/95g9SEt8OMyyQ1KNnqUJgKYmKSF0DGXCEzYm4JZYrbrIRNqaLM2JoqtgRv/cubpNtseG7De2jWWs2ijjJcwCVcgwc30IJ7aEM HGCTwDK/w5qTOi/PufKxGS06xcw5/4Hz+AHfAkT4=</latexit><latexit sha1_base64="ESKOpez/Ht8XdhTJHBZQuECPp8E=">AAAB83icbVDLSsNAFL2pr1pfVZduBlvBVUm60WXBj csK9gFNKZPpTTt0MgkzE6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7uWdOkAiujet+O6Wt7Z3dvfJ+5eDw6PikenrW1XGqGHZYLGLVD6hGwSV2DDcC+4lCGgUCe8HsLvd7T6g0j+WjmSc4jOhE8pAzaqzk1/2ImmkQZu1FfVStuQ13CbJJvILUoEB7VP 3yxzFLI5SGCar1wHMTM8yoMpwJXFT8VGNC2YxOcGCppBHqYbbMvCBXVhmTMFb2SUOW6u+NjEZaz6PATuYR9bqXi/95g9SEt8OMyyQ1KNnqUJgKYmKSF0DGXCEzYm4JZYrbrIRNqaLM2JoqtgRv/cubpNtseG7De2jWWs2ijjJcwCVcgwc30IJ7aEM HGCTwDK/w5qTOi/PufKxGS06xcw5/4Hz+AHfAkT4=</latexit>
FLATTEN<latexit sha1_base64="IiEN1YoCMpNbXbuYP869Aj0Nj7k=">AAAB+3icbVDLSgMxFM3UV62vsS7dBFvBVZnpRpcVU VyIVOgL2qFk0kwbmmSGJCOWYX7FjQtF3Poj7vwbM+0stPVA4HDOvdyT40eMKu0431ZhbX1jc6u4XdrZ3ds/sA/LHRXGEpM2Dlkoez5ShFFB2ppqRnqRJIj7jHT96VXmdx+JVDQULT2LiMfRWNCAYqSNNLTL1QFHeiJ5cnN32Wpd36fVoV1xas4ccJ W4OamAHM2h/TUYhTjmRGjMkFJ914m0lyCpKWYkLQ1iRSKEp2hM+oYKxInyknn2FJ4aZQSDUJonNJyrvzcSxJWacd9MZkHVspeJ/3n9WAcXXkJFFGsi8OJQEDOoQ5gVAUdUEqzZzBCEJTVZIZ4gibA2dZVMCe7yl1dJp15znZr7UK806nkdRXAMTsA ZcME5aIBb0ARtgMETeAav4M1KrRfr3fpYjBasfOcI/IH1+QOz6ZOA</latexit><latexit sha1_base64="IiEN1YoCMpNbXbuYP869Aj0Nj7k=">AAAB+3icbVDLSgMxFM3UV62vsS7dBFvBVZnpRpcVU VyIVOgL2qFk0kwbmmSGJCOWYX7FjQtF3Poj7vwbM+0stPVA4HDOvdyT40eMKu0431ZhbX1jc6u4XdrZ3ds/sA/LHRXGEpM2Dlkoez5ShFFB2ppqRnqRJIj7jHT96VXmdx+JVDQULT2LiMfRWNCAYqSNNLTL1QFHeiJ5cnN32Wpd36fVoV1xas4ccJ W4OamAHM2h/TUYhTjmRGjMkFJ914m0lyCpKWYkLQ1iRSKEp2hM+oYKxInyknn2FJ4aZQSDUJonNJyrvzcSxJWacd9MZkHVspeJ/3n9WAcXXkJFFGsi8OJQEDOoQ5gVAUdUEqzZzBCEJTVZIZ4gibA2dZVMCe7yl1dJp15znZr7UK806nkdRXAMTsA ZcME5aIBb0ARtgMETeAav4M1KrRfr3fpYjBasfOcI/IH1+QOz6ZOA</latexit><latexit sha1_base64="IiEN1YoCMpNbXbuYP869Aj0Nj7k=">AAAB+3icbVDLSgMxFM3UV62vsS7dBFvBVZnpRpcVU VyIVOgL2qFk0kwbmmSGJCOWYX7FjQtF3Poj7vwbM+0stPVA4HDOvdyT40eMKu0431ZhbX1jc6u4XdrZ3ds/sA/LHRXGEpM2Dlkoez5ShFFB2ppqRnqRJIj7jHT96VXmdx+JVDQULT2LiMfRWNCAYqSNNLTL1QFHeiJ5cnN32Wpd36fVoV1xas4ccJ W4OamAHM2h/TUYhTjmRGjMkFJ914m0lyCpKWYkLQ1iRSKEp2hM+oYKxInyknn2FJ4aZQSDUJonNJyrvzcSxJWacd9MZkHVspeJ/3n9WAcXXkJFFGsi8OJQEDOoQ5gVAUdUEqzZzBCEJTVZIZ4gibA2dZVMCe7yl1dJp15znZr7UK806nkdRXAMTsA ZcME5aIBb0ARtgMETeAav4M1KrRfr3fpYjBasfOcI/IH1+QOz6ZOA</latexit><latexit sha1_base64="IiEN1YoCMpNbXbuYP869Aj0Nj7k=">AAAB+3icbVDLSgMxFM3UV62vsS7dBFvBVZnpRpcVU VyIVOgL2qFk0kwbmmSGJCOWYX7FjQtF3Poj7vwbM+0stPVA4HDOvdyT40eMKu0431ZhbX1jc6u4XdrZ3ds/sA/LHRXGEpM2Dlkoez5ShFFB2ppqRnqRJIj7jHT96VXmdx+JVDQULT2LiMfRWNCAYqSNNLTL1QFHeiJ5cnN32Wpd36fVoV1xas4ccJ W4OamAHM2h/TUYhTjmRGjMkFJ914m0lyCpKWYkLQ1iRSKEp2hM+oYKxInyknn2FJ4aZQSDUJonNJyrvzcSxJWacd9MZkHVspeJ/3n9WAcXXkJFFGsi8OJQEDOoQ5gVAUdUEqzZzBCEJTVZIZ4gibA2dZVMCe7yl1dJp15znZr7UK806nkdRXAMTsA ZcME5aIBb0ARtgMETeAav4M1KrRfr3fpYjBasfOcI/IH1+QOz6ZOA</latexit>
MGSLQPDAGNASWN
GTEAPGGGARATPYSL
………... LCRGDRKRIV
Alpha-2A receptor
Pseudoephedrine
…
MGSL
QPD
S<latexit sha1_base64="l9aBWue9GxvpDSVUH8O7dz6P9 TE=">AAAB83icbVBNT8JAFHzFL8Qv1KOXjWDiibRc9EjixSNGARNKyHbZwobtttl9NSENf8OLB43x6p/x5r9xCz0oOMk mk5n38mYnSKQw6LrfTmljc2t7p7xb2ds/ODyqHp90TZxqxjsslrF+DKjhUijeQYGSPyaa0yiQvBdMb3K/98S1EbF6wFnC BxEdKxEKRtFKft2PKE6CMLuf14fVmttwFyDrxCtIDQq0h9UvfxSzNOIKmaTG9D03wUFGNQom+bzip4YnlE3pmPctVTTiZ pAtMs/JhVVGJIy1fQrJQv29kdHImFkU2Mk8oln1cvE/r59ieD3IhEpS5IotD4WpJBiTvAAyEpozlDNLKNPCZiVsQjVla Guq2BK81S+vk26z4bkN765ZazWLOspwBudwCR5cQQtuoQ0dYJDAM7zCm5M6L86787EcLTnFzin8gfP5A3xSkUE=</late xit><latexit sha1_base64="l9aBWue9GxvpDSVUH8O7dz6P9 TE=">AAAB83icbVBNT8JAFHzFL8Qv1KOXjWDiibRc9EjixSNGARNKyHbZwobtttl9NSENf8OLB43x6p/x5r9xCz0oOMk mk5n38mYnSKQw6LrfTmljc2t7p7xb2ds/ODyqHp90TZxqxjsslrF+DKjhUijeQYGSPyaa0yiQvBdMb3K/98S1EbF6wFnC BxEdKxEKRtFKft2PKE6CMLuf14fVmttwFyDrxCtIDQq0h9UvfxSzNOIKmaTG9D03wUFGNQom+bzip4YnlE3pmPctVTTiZ pAtMs/JhVVGJIy1fQrJQv29kdHImFkU2Mk8oln1cvE/r59ieD3IhEpS5IotD4WpJBiTvAAyEpozlDNLKNPCZiVsQjVla Guq2BK81S+vk26z4bkN765ZazWLOspwBudwCR5cQQtuoQ0dYJDAM7zCm5M6L86787EcLTnFzin8gfP5A3xSkUE=</late xit><latexit sha1_base64="l9aBWue9GxvpDSVUH8O7dz6P9 TE=">AAAB83icbVBNT8JAFHzFL8Qv1KOXjWDiibRc9EjixSNGARNKyHbZwobtttl9NSENf8OLB43x6p/x5r9xCz0oOMk mk5n38mYnSKQw6LrfTmljc2t7p7xb2ds/ODyqHp90TZxqxjsslrF+DKjhUijeQYGSPyaa0yiQvBdMb3K/98S1EbF6wFnC BxEdKxEKRtFKft2PKE6CMLuf14fVmttwFyDrxCtIDQq0h9UvfxSzNOIKmaTG9D03wUFGNQom+bzip4YnlE3pmPctVTTiZ pAtMs/JhVVGJIy1fQrJQv29kdHImFkU2Mk8oln1cvE/r59ieD3IhEpS5IotD4WpJBiTvAAyEpozlDNLKNPCZiVsQjVla Guq2BK81S+vk26z4bkN765ZazWLOspwBudwCR5cQQtuoQ0dYJDAM7zCm5M6L86787EcLTnFzin8gfP5A3xSkUE=</late xit><latexit sha1_base64="l9aBWue9GxvpDSVUH8O7dz6P9 TE=">AAAB83icbVBNT8JAFHzFL8Qv1KOXjWDiibRc9EjixSNGARNKyHbZwobtttl9NSENf8OLB43x6p/x5r9xCz0oOMk mk5n38mYnSKQw6LrfTmljc2t7p7xb2ds/ODyqHp90TZxqxjsslrF+DKjhUijeQYGSPyaa0yiQvBdMb3K/98S1EbF6wFnC BxEdKxEKRtFKft2PKE6CMLuf14fVmttwFyDrxCtIDQq0h9UvfxSzNOIKmaTG9D03wUFGNQom+bzip4YnlE3pmPctVTTiZ pAtMs/JhVVGJIy1fQrJQv29kdHImFkU2Mk8oln1cvE/r59ieD3IhEpS5IotD4WpJBiTvAAyEpozlDNLKNPCZiVsQjVla Guq2BK81S+vk26z4bkN765ZazWLOspwBudwCR5cQQtuoQ0dYJDAM7zCm5M6L86787EcLTnFzin8gfP5A3xSkUE=</late xit>
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Figure 1: MolTrans workflow: (a) MolTrans utilizes vast unlabelled data. (b)
Given the input pair of drug S and protein A, MolTrans extracts a sequence of
sub-structures Cd and Cp via Algo. 1. (c) Each sub-structure is embedded into a
latent feature vector Ed and Ep through a learnable embedding table via Eq. 3. Then,
drug/protein sequence of sub-structure embedding is fed into drug/target transformer
encoders respectively to obtain an augmented contextual representation E˜d and E˜p via
Eq. 4. (d) An interaction map I measuring interaction intensity among sub-structures
is generated via Eq. 5. The interaction is further optimized by a CNN layer that
models higher-order interaction, which results in a tensor O via Eq. 6. (e) A decoder
module then feed the tensor for a classifier to output the DTI probability P via Eq. 7.
All modules are trained end-to-end with the binary classification loss via Eq. 8.
interaction scores. A CNN layer is later applied on the interaction map to
capture higher-order interactions. Finally, a decoder module outputs a score
indicating the probability of pairwise interactions.
3.2.1. Frequent Consecutive Sub-sequence Mining Module
Driven by the domain knowledge that DTI happens in a sub-structural level,
MolTrans first decomposes molecular sequence for proteins and drugs into sub-
structures. In particular, we propose a data-driven sequential pattern mining
algorithm called Frequent Consecutive Sub-sequence Algorithm (FCS) to find
recurring sub-sequences across drug and protein databases. Inspired by the
invention of sub-word units in the natural language processing field [21, 22],
FCS aims to generate a set of hierarchy of frequent sub-sequences for sequences.
The algorithm is summarized in Algo. Using FCS algorithm, MolTrans con-
verts input drug and target to a sequence of explicit sub-structures Cd and Cp
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Algorithm 1: Frequent Consecutive Sub-sequence Mining
Input: V as the set of all initial amino acids/SMILES tokens; W as the
set of tokenized proteins/drugs; θ as the specified frequency threshold; `
as the maximum size of V.
Output: W, the updated tokenized proteins/drugs; V, the updated
token vocabulary set.
for t = 1 . . . ` do
(A, B), freq← scan W
// (A, B) is the frequentest consecutive tokens.
if freq < θ then
break // (A, B) ’s frequency lower than threshold
W← find(A, B) ∈W, replace with (AB)
// update W with the combined token (AB)
V← V ∪ (AB) // add (AB) to the token vocabulary set V
respectively. The significance of FCS is two-folds:
1. It distinguishes from previous sub-structure fingerprinting methods as it is
more explainable. Commonly used fingerprint such as ECFP [15] is not
explainable due to its hashing nature. Explicit sub-structure fingerprint such
as PubChem encoding has on average 100 granular sub-structures for a small
molecule where many sub-structures are a subset of other ones, making it
intractable to know which sub-structure leads to the outcome. In contrast,
FCS drug encoding is capable of giving explicit hints as it decomposes each
drug molecule into discrete and moderate size partitions of sub-structures as
shown in Sec. 4.6.
2. It allows for leveraging the massive unlabelled data for improved sub-structure
mining. For example, we use the Uniprot dataset [23] consists of 560,823
unique protein sequences and the ChEMBL database [24] which includes
1,870,461 drug SMILES strings. We observe that the quality of the mined
sub-structures originates from the massive unlabelled data we used. In small
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datasets, the occurrences of many useful sub-structures are below the reason-
able minimum frequency whereas a large aggregation dataset can successfully
identify them with a larger sequences pool. We also show that the encoding
has better predictive power when using massive unlabelled data compared to
using small datasets, in Sec. 4.7.
3.2.2. Augmented Transformer Embedding Module
To capture the chemical semantics of sub-structures, MolTrans includes an
augmented embedding module where it first initializes a learn-able sub-structure
look-up dictionary and then augment the embedding with the contextual sub-
structural information via transformer encoders [12].
Concretely, for each input drug-target pair, we transform the corresponding
sequence of sub-structures Cp and Cd into two matrices M
p ∈ Rk×Θp and
Md ∈ Rl×Θd where k/l is the total size of sub-structures for drug/protein or
the cardinality of the vocabulary set V from FCS algorithm, Θp and Θd are
the maximum lengths of sub-structure sequences for protein and drug, and each
column Mpi and M
d
j is a one-hot vector corresponding to the sub-structure index
for the i-th sub-structure of protein sequence and j-th sub-structure of drug
sequence. The content embedding Epconti,E
d
contj for each protein and drug is
generated via a learnable dictionary lookup matrix Wpcont ∈ Rϑ×k and Wdcont ∈
Rϑ×l such that
Epconti = W
p
contM
p
i , E
d
contj = W
d
contM
d
j , (1)
where ϑ is the size of latent embedding for each sub-structure.
Since MolTrans uses sequential sub-structures, we also include a positional
embedding Epposi,E
d
posj
via a lookup dictionary [12] Wppos ∈ Rϑ×Θp and Wdpos ∈
Rϑ×Θd :
Epposi = W
p
posI
p
i , E
d
posj
= WdposIdj , (2)
where Ipi ∈ RΘp/Idj ∈ RΘd is a single hot vector where i/jth position is 1.
The final embedding Epi ,E
d
j are generated via the sum of content and posi-
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tional embedding:
Epi = E
p
conti +E
p
posi
, Edj = E
d
contj +E
d
posj
. (3)
The models above outputs a set of independent sub-structure embedding.
However, these sub-structures have chemical relationships (e.g. Octet rules)
among themselves to capture these contextual information, we further augment
the embedding using a transformer encoder layers [12]:
E˜p = TransformerProtein(E
p), E˜d = TransformerDrug(E
d) (4)
Transformer encoder is ideal in our case because in the core of a transformer
encoder, it is a series of self-attention head that modify each individual sub-
structure embedding by learning the distribution of the effects from all the
other sub-structures.
3.2.3. Interaction Prediction Module
MolTrans includes an interaction module that consists of two layers: (a)
an interaction tensor to model pair-wise sub-structural interaction; (b) a CNN
layer over interaction map to extract neighborhood interaction.
Pairwise interaction. To model the pairwise interaction, for each sub-sequence
i in protein and sub-sequence j in drug, we have
Ii,j = F(E˜
p
i , E˜
d
j ), (5)
where F is a function that measures the interaction between the pairs. It can be
any function such as sum, average, and dot product. Therefore, after this layer,
we have a tensor I ∈ RΘd×Θp×Φ where Θd/Θp is the length of sub-sequences
for drug/protein respectively, and Φ is the size of the output of function F,
where Each column in this tensor takes account into the interaction of individ-
ual sub-structure of proteins and drugs. To provide explainability, we favor dot
product as the aggregation function because it generates a single scalar that
explicitly measures the intensity of interaction between individual target-drug
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sub-structural pair. As dot product output is one dimensional for every pair,
I becomes a two-dimensional interaction map. By examining this map, we di-
rectly see which sub-structure pairs contribute to the final outcome.
Neighborhood interaction. Nearby sub-structure of proteins and drugs in-
fluence each other in triggering the interactions. Hence, besides modeling the
individual pair-wise interaction, it is also necessary to model the interaction to
the nearby regions. We achieve this through a Convolutional Neural Network
(CNN) [25] layer on top of the interaction map I. The intuition is that by
applying several order-invariant local convolution filters, interaction to nearby
regions can be captured and aggregated. We obtain the output representation
O of the input drug-target pair:
O = CNN(I) (6)
This interaction module is inspired from the Deep Interactive Inference Net-
work [26]. Thanks to this explicit interaction modeling, we can later visualize
the strength of individual sub-structural interaction pair from the interaction
map. To output a probability indicating the likelihood of interaction, we first
flatten the O into a vector and use a linear layer parametrized by weight matrix
Wo and bias vector bo:
P = σ(WoFLATTEN(O) + bo), (7)
where σ(a) = 11+exp (−a) .
The entire network with parameters Wpcont, W
d
cont, W
p
pos, W
d
pos Wo, bo,
the Transformer Encoders weights and CNN weights can be jointly optimized
through the binary classification loss:
L = Y log (P) + (1−Y) log (1−P), (8)
where Y is the ground truth label.
4. Experiment
We design experiments to answer the following questions.
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Q1 : Does MolTrans improve DTI predictive performance?
Q2 : How well does MolTrans tackle the unseen-drug/target cases?
Q3 : How does MolTrans respond to large number of missing data?
Q4 : Does MolTrans provide useful knowledge about DTI?
Q5 : How does each component of MolTrans contribute to the predictive perfor-
mance gain?
4.1. Experimental Setup
Dataset. We use the MINER DTI dataset from BIOSNAP collection [27]. It
consists of 4,503 drug nodes and 2,182 protein targets, and 15,138 drug-target
interaction pairs from DrugBank [28]. BIOSNAP dataset only contains positive
drug target interaction pairs. For negative pairs, we sample from the unseen
pairs. We obtain a balanced dataset with equal positive and negative samples.
We use Uniprot database to obtain target sequence and DrugBank database to
obtain SMILES strings, and hence, we filter out target/drug that do not have
target sequences/SMILES from Uniprot/DrugBank.
Metrics. We use ROC-AUC (Area under the receiver operating characteris-
tic curve) and PR-AUC (Area under the precision-recall curve) as metrics to
measure the binary classification performance.
Evaluation Strategies. We divided the dataset into training, validation and
testing sets in a 7:1:2 ratio. For every experiment, we conduct five independent
runs with different random splits of dataset. We then select the best performing
model based on ROC-AUC performance from the validation set. The selected
model via validation is then evaluated on the test set with the result reported
below.
Implementation Details. MolTrans is implemented in PyTorch [29]. For
experiments, we use a server with 2 Intel Xeon E5-2670v2 2.5GHZ CPUs, 128GB
RAM and 2 NVIDIA Tesla P40 GPUs. For MolTrans, we use Adam optimizer
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Table 2: Performance comparison (5 random runs).
Method ROC-AUC PR-AUC
KronRLS 0.841± 0.005 0.810± 0.009
LR 0.846± 0.004 0.850± 0.011
DNN 0.849± 0.003 0.855± 0.010
DeepDTI 0.876± 0.005 0.876± 0.006
DeepDTA 0.876± 0.005 0.883± 0.006
GNN-CPI 0.879± 0.007 0.890± 0.004
DeepConv-DTI 0.883± 0.002 0.889± 0.005
MolTrans 0.895± 0.002 0.901± 0.004
with learning rate of 1e-5. We set the batch size to be 64 and we allow it to
run for 30 epochs. It converges between 8-15 epochs. The input embedding
is of size 384 and we set 12 attention heads for each transformer encoder with
intermediate dimension 1,536. The dropout rate is 0.1. We set the maximum
length of sequence for both drug and protein to cover 95% of drugs and proteins
in the dataset. For the CNN, we use three filters with kernel size three.
4.2. Baselines
We compared MolTrans with the following baselines. We focus on state-of-
the-art deep learning models as they have demonstrated superior performance
over shallow models.
1. KronRLS [13] applies a kernel least square method on the similarity matrix
of drug and protein features.
2. LR [18, 15] applies a logistic regression model on the concatenated drug
and protein feature vectors. We experiment on all the combinations for
ECFP4 [15] & PubChem [30] for drugs and protein sequence composition
descriptor (PSC) [18] & Composition-Transition-Distribution (CTD) [17] for
12
proteins. We find ECFP4 for drugs and PSC for protein has the highest
performance.
3. DNN uses a three layer deep neural network with hidden size 1,024 on top
of the ECFP4 and PSC concatenated vector.
4. DeepDTI [4] models DTI using Deep Belief Network [31], which is a stack
of Restricted Boltzmann Machines [32]. It uses the concatenation of ECFP2,
ECFP4, ECFP6 as the drug feature and uses PSC for protein features. We
optimize the hyper-parameters described from the paper based on validation
set performance.
5. DeepDTA [7] applies CNN on both raw SMILES string and protein sequence
to extract local residue patterns. The task is to predict binding affinity
values. We add a Sigmoid activation function in the end to change it to
a binary classification problem and we conduct hyper-parameter search to
ensure fairness.
6. GNN-CPI [20] uses graph neural network to encode drugs and use CNN
to encode proteins. The latent vectors are then concatenated into a neural
network for compound-protein interaction prediction. We follow the same
hyper-parameter setting described in the paper.
7. DeepConv-DTI [11] uses CNN and global max pooling layer to extract
various length local pattern in protein sequence and applies fully connected
layer on drug fingerprint ECFP4. It conducts extensive experiment on differ-
ent datasets and is the state-of-the-art model in DTI binary prediction task.
We follow the same hyper-parameter setting described in the paper.
4.3. Q1: MolTrans achieves superior predictive performance
To answer Q1, we randomly select 20% drug protein pairs as test set. Table. 2
shows MolTrans has better predictive baselines in the DTI prediction setting in
both metrics.
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Figure 2: MolTrans has competitive result in both unseen drug and protein settings
(shown avg. of 5 random runs). We omit GNN-CPI in unseen drug setting due to its
bad performance (0.749).
4.4. Q2: MolTrans has competitive performance in unseen drug and target set-
ting
To imitate the unseen drug/target task, we randomly select 20% drug/target
proteins and all DTI pairs associated with these drugs and targets as the test
set.
The results are in Fig. 2. We observe that KronRLS’s performance vary
across settings. This is because KronRLS is a similarity-based method, hence
it is susceptible to the data properties in hand. In the unseen drug setting,
we find the one-layer LR is better than multi-layers DNN, and is worse than
the SOTA methods with more complicated deep model design. This shows the
necessity for carefully designed model architecture. We also see that MolTrans
has competitive performance against the SOTA deep learning baselines in both
settings.
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4.5. Q3: MolTrans performs best with scarce data
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Figure 3: MolTrans provides best result in high fraction of missing data (shown avg.
of 5 random runs). GNN-CPI is worse than all the other methods and is thus omitted.
Robust performance under scarce training dataset is ideal in DTI setting. We
trained each method on 5%, 10%, 20%, and 30% of dataset and predict on the
rest of them (we use 10% of the test edges as validation set for early stopping).
The result is reported in Fig. 3. We see that MolTrans is the most robust
method. In the contrast, SOTA baselines such as DeepDTI and DeepConv-DTI
drop as missing fractions increase. One reason why MolTrans is good on scarce
setting is that MolTrans leverages on embeddings from sub-structures which are
relatively abundant hence transferable compared to other methods which utilize
the entire drugs and proteins.
4.6. Q4: MolTrans allows model understanding
To answer Q4, we show through examples how the interaction map I can
provide hints on which sub-structure leads to the interaction. We first feed
drug 2-nonyl n-oxide, and the protein Cytochrome b-c1 complex unit 1 into
MolTrans, and we visualize the interaction map by filtering scalars that are
larger than a threshold in Fig. 4. We saw the nitrogen oxide group [N+]([O-])
and KNWV has the highest interaction coefficient, matching with the previous
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Figure 4: The interaction map on the contributions of sub-structures in DTI, shown
as drug 2-nonyl n-oxide interacts with protein Cytochrome b-c1 complex unit 10.
study [33] who showed that nitrogen oxide group is essential for cytochrome
inhibition activity. This example supports that MolTrans is capable of providing
reasonable cues for understanding the model prediction and possibly shed light
on the inner workings of DTI. To add more credibility, we feed Ephrin type-A
receptor 4 (Epha4) target and Dasatinib drug into MolTrans, the map shows
amino-thiazole group (S(=O)(=O) and N sub-structures) is highlighted with
protein motif KF and DVG, which has an overlap with the Epha4-Dasatinib
complex described in previous study [34]. We also feed the input target protein
HDAC2 and the input drug hydroxamic acid. The interaction map assigns the
NC(=O) group and the carbon chain with protein sub-structure KK, YG, DIG,
DD with high intensity. The suggested ligand sub-structure matches with the
observed interaction in HDAC2-SAHA co-complex [35].
4.7. Q5: Ablation Study
We conduct an ablation study on the full data setting with the following
setup:
1. -CNN: we remove the CNN from interaction module, and flatten the inter-
action map I output and feed into the decoder.
2. -AugEmbed: we remove the transformer in the augmented embedding mod-
ule and feed the interaction module with the positional and content embed-
ding,
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Table 3: Ablation study (5 random runs)
Setup ROC-AUC PR-AUC
MolTrans 0.895± 0.002 0.901± 0.004
-CNN 0.876± 0.003 0.883± 0.006
-AugEmbed 0.876± 0.004 0.870± 0.004
-Interaction 0.847± 0.003 0.859± 0.005
Small 0.888± 0.001 0.888± 0.007
-FCS 0.887± 0.004 0.887± 0.004
3. -Interaction: we further remove the interaction module from -AugEmbed. It
degenerates to a decoder on top of the FCS fingerprint. Note that removing
the interaction module alone is not a valid model design.
4. Small: we use smaller dataset to train FCS: DrugBank for drug and Bind-
ingDB for protein. We adjust the minimal frequency to output a similar
number of sub-structured as FCS-large.
5. -FCS: we replace FCS with other popular drug/protein encoding. Here, we
use ECFP4 for drug and PSC for protein.
From Table. 3, we see CNN, transformers and interaction module contribute
to the model final performance. The FCS fingerprint alone has strong predic-
tive performance already from -Interaction. In addition, from Small, we see the
massive unlabelled data is useful as it enriches the input and boosts the perfor-
mance. From -FCS, we see our model is adaptable to other popular fingerprints
with similar strong performance (better than all SOTA baselines).
5. Conclusion
In this work, we introduce MolTrans, an end-to-end biological inspired deep
learning based framework that models DTI process. We test under realistic drug
discovery setting and evaluate with state-of-the-art baselines. We demonstrate
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empirically that MolTrans has competitive performance in accurately predicting
DTI under all settings with an improved explainability.
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