In this paper we consider the minimum time population transfer problem for a two level quantum system driven by two external fields with bounded amplitude. After projection on the so-called Bloch sphere, we tackle the problem with well-developed techniques of optimal synthesis on 2-D manifolds. Based on the Pontryagin Maximum Principle, we characterize a restricted set of candidate optimal trajectories. Properties on this set, crucial for a complete optimal synthesis, are illustrated by numerical simulations.
I. INTRODUCTION
In this paper we apply techniques of optimal synthesis on 2-D manifolds to the population transfer problem for a two-level quantum system (e.g. a spin 1/2 particle) driven by two external fields. Two-level systems are the simplest quantum mechanical models interesting for applications (see for instance [2], [7] ). The dynamics is governed by the time dependent Schrödinger equation (in a system of units such that = 1):
where ψ(.) = (ψ 1 (.), ψ 2 (.)) T : [0, T ] → C 2 is such that 2 j=1 |ψ j (t)| 2 = 1 (i.e. ψ(t) belongs to the sphere S 3 ⊂ C 2 ), and
where E, is a real number (±E represent the energy levels of the system). The controls (Ω 1 (.), Ω 2 (·)), that we assume to be real valued functions, different from zero only in a fixed interval, represent external pulsed field. In the following we call drift term, the Hamiltonian without external fields, i.e., the term diag(−E, E).
The aim is to induce a transition from the first level (i.e., |ψ 1 | 2 = 1) to the second level (i.e., |ψ 2 | 2 = 1), minimizing the transfer time, with bounded field amplitude:
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Remark 1: Here the two real controls represent two independent fields acting in two orthogonal directions. They do not come from the use of the Rotating Wave Approximation close to Bohr frequency of the system as it often happens in problems with two controls. Each field acts independently and has its own bound on the amplitude. As a consequence, the use of the interaction picture does not permit to eliminate the drift term. More precisely, the system would be driftless the interaction picture, but with a control set depending explicitly on time (and not anymore of the form
The time optimal problem for a two level quantum system with one bounded real control has been studied in [4] . For the same problem with unbounded controls, see [9] . The minimum energy problem with unbounded controls has been addressed in [8] . Surprisingly the time optimal problem with two bounded real controls was not yet studied. This problem is relevant in NMR (see [11] and references therein). In this paper, we give some preliminary results.
It is a standard fact to eliminate global phase by projecting the system on a two dimensional real sphere S 2 (called the Bloch Sphere) by means of a Hopf map [4] . After setting u i (t) = Ω i (t)/M i , the controlled Schrödinger equation (1) becomes a two-input affine system on S 2 :
where x := (x 1 , x 2 , x 3 ) T ∈ R 3 , x 2 = 1, and
with α := arctan( M 2 1 + M 2 2 /E), and k := 2 E 2 + M 2 1 + M 2 2 . Normalizations. In the following, to simplify the notations, we normalize k = 1. This normalization corresponds to a re-parameterization of the time. More precisely, if T is the minimum time to steer the state one to the state two for the system with k = 1, the corresponding minimum time for the original system is simply
Assumptions. In this paper, we assume that α ≤ π 4 . To simplify the discussion, we also assume that β = π 4 , i.e.,
The vector fields F x, G 1 x, and G 2 x describe rotations respectively around the axes x 3 , x 1 , and x 2 . The state one is represented by the point N := (0, 0, 1) (called north pole) and the state two by the point S := (0, 0, −1) (called south pole). The optimal control problem is then to connect the north pole to the south pole in minimum time. As usual we assume the control u i (.) to be a measurable function satisfying |u i (t)| ≤ 1 almost everywhere. The corresponding trajectory is a Lipschitz continuous function x(·) satisfying (3) almost everywhere. It is standard that (3) is controllable, and the set of velocities V (x) := {F x+u 1 G 1 x+u 2 G 2 x, |u 1 | ≤ 1, |u 1 | ≤ 1} is compact and convex. Therefore, there exists an optimal trajectory joining N to S [1, Chap. 10]. One of the most important tools for the construction of such optimal trajectories is the Pontryagin Maximum Principle (see [10] , [1, Chap. 12]). It is a first order necessary condition for optimality, and allows us to restrict the set of candidate optimal trajectories. One then needs to select an optimal one. In this paper, we are mainly concerned with the fist step, i.e., the construction of a restricted set of candidate trajectories. The paper is organized as follows. In Section II, we derive some basic facts on optimal synthesis on 2-D manifold for affine systems with two bounded controls. This is interesting by itself. Based on these results, we present in Section III a restricted set of candidate optimal trajectories. Section IV illustrates results of Section III by numerical simulations.
II. OPTIMAL SYNTHESES ON 2-D MANIFOLDS WITH TWO

BOUNDED CONTROLS
In this section, we introduce important definitions and develop basic fact about optimal syntheses on 2-D manifolds for affine systems with two bounded controls. We use ideas similar to those used by Sussmann, Bressan, Piccoli and the first author in [12] , [13] , [6] , [5] , [3] . This section is written to be as self-consistent as possible.
A. Basic Definitions and PMP
We focus on the following: Problem (P) Consider the control systeṁ
where x ∈ M , |u i | ≤ 1, i = 1, 2. We make the following assumption: (H0) M is a smooth 2-D manifold. The vector fields F , G 1 and G 2 are C ∞ , and the control system (4) is complete on M . The goal is to reach every point of M in minimum time from a source M in that is a smooth submanifold of M (possibly with a smooth boundary).
In the following we use the notation u := (u 1 , u 2 ), and x := (x 1 , x 2 ) in a local chart.
Definition 1: A control for the system (4) is a measurable
The corresponding trajectory is a Lipschitz continuous map x(.) :
for almost every t ∈ [a 1 , a 2 ]. Since the system is autonomous we can always assume that [a 1 , a 2 ] = [0, T ]. For us, a solution to the problem (P) is an optimal synthesis that is a collection {(xx(.), ux(.)) defined on [0, Tx],x ∈ M } of trajectory-control pairs such that xx(0) ∈ M in , xx(Tx) = x, and xx(.) is time optimal.
We use the following definition to describe different types of controls.
Definition 2: Let u(.) = (u 1 (.), u 2 (.)) : [a 1 , a 2 ] ⊂ [0, T ] → [−1, 1] 2 be a control for the control system (4).
The control u(.) is called bang-bang if it is a finite concatenation of bang arcs. Similarly one defines u i -bang-bang controls. • A trajectory of (4) is a bang trajectory, (resp. bang-bang trajectory), if it corresponds to a bang control, (resp. bang-bang control). Similarly one defines u ibang and u i -bang-bang trajectories. Given two vector fields X and Y , a key role is played by the following function defined on M
and by the set of its zeros
Notice that the definition of ∆(X, Y ) depend on the choice of the coordinate system, but not the sets Q(X, Y ) that is the set of points where X and Y are parallel. A crucial role will be played by the sets
, and by the set
Using the PMP it turns out that these loci are fundamental in the construction of the optimal synthesis. In fact, assuming that they are embedded one-dimensional submanifolds of M , we have the following:
• u 1 -u 2 switchings can only occur on the set Q(G 1 , G 2 ). • the support of u 1 -singular trajectories (that are trajectories for which the u 1 -switching function identically vanishes (see next section), and for which u 1 can assume values different from ±1 is always contained in the set
A similar statements holds for u 2 -singular trajectories. • The support of u 1 -u 2 singular trajectories (called totally singular trajectories in the following) is always contained in the set Q(G 1 , G 2 ). • Under certain conditions, on a connected component of
) one can prove that u 1 can only switch one. A similar statements holds for u 2 . For the problem (P), Pontryagin Maximum Principle says the following:
Corollary 1: Consider the control system (4) subject to (H0). For every (
is time optimal then there exist a never vanishing Lipschitz continuous covector λ(.
Definition 3: The real-valued map H is called PMP-Hamiltonian. A trajectory x(.) (resp. a couple (x(.), λ(.))) satisfying conditions i), ii), iii) and iv) is called an extremal (resp. an extremal pair). If (x(.), λ(.)) satisfies i), ii), iii) and iv) with λ 0 = 0 (resp. λ 0 0), then it is called an abnormal extremal (resp. a normal extremal).
B. Switching Functions
In this section we are interested in determining when the controls switch from +1 to −1 or vice versa and when they may assume values in ] − 1, +1[. Moreover we would like to predict which kind of switchings can happen, using properties of the vector fields F , G 1 and G 2 . A key role is played by the following:
Definition 4: (Switching Functions) Let (x(.), λ(.)) be an extremal pair. The corresponding switching functions are defined as φ i (t) := λ(t), G i (x(t)) , i = 1, 2. For later use, we also define φ 0 (t) := λ(t), F (x(t)) .
The switching functions φ 1 and φ 2 determine when the controls switch from +1 to −1 and vice versa. In fact, from the maximization condition iii), one immediately gets:
Lemma 1: Let (x(.), λ(.)) defined on [0, T ] be an extremal pair and φ i (.) the corresponding switching functions. If φ i (t) = 0 for some t ∈]0, T [, then there exists ε > 0 such that x(.) corresponds a.e. to a constant control u i = sgn(φ i ) on ]t−ε, t+ε[. Moreover if φ i (.) has a zero at t, and ifφ i (t) exists and is strictly larger than zero (resp. strictly smaller than zero) then there exists ε > 0 such that x(.) corresponds a.e. to constant control u i = −1 on ]t − ε, t[ and a.e. to a constant control u i = +1 on ]t, t + ε[ (resp. a.e. to a . constant control u i = +1 on ]t − ε, t[ and a.e. to a constant control u i = −1 on ]t, t + ε[).
Notice that on every interval where φ i (.) has no zero (resp. finitely many zeroes) the corresponding control is u i -bang (resp. u i -bang-bang).
Lemma 2: Let x(.) (defined on [a 1 , a 2 ]) be an extremal trajectory andt ∈]a 1 , a 2 [ be an u 1 -u 2 -switching. Then
We are then interested in differentiating φ i . Lemma 3: Let (x(.), λ(.)), defined on [0, T ] be an extremal pair and φ i (.) the corresponding switching functions. Then it holds a.e.
From Lemma 1 it follows that u i can assume values different from ±1 on some interval [a 1 , a 2 ] only if the corresponding switching function vanishes identically this interval.
Remark 2: Lemma 3 asserts that, if in a neighborhood of a u 1 -switching we have that u 2 is a.e. equal to +1 or a.e. equal to −1 then in that neighborhood φ 1 (.) is a.e. a C 1 function. A similar statement holds for φ 2 (.).
C. Abnormal Extremals
The following lemma characterizes some properties of abnormal extremals.
Lemma 4: Let (x(.), λ(.)) (defined on [a 1 , a 2 ]) be an abnormal extremal. We have: 1. Ift is a u 1 -u 2 -switching then x(t) ∈ Q(F, G 1 , G 2 ) 2. Ift is a u 1 -switching and u 2 is a.e. equal to +1 or a.e. equal to −1 in ]t − ε,t + ε[ for some ε > 0 then x(t) ∈ Q(F ± G 2 , G 1 ). 3. Ift is a u 2 -switching and u 1 is a.e. equal to +1 or a.e. equal to −1 in ]t − ε,t + ε[ for some ε > 0 then x(t) ∈ Q(F ± G 1 , G 2 ). 
D. Singular trajectories
E. Predicting switchings
On the set of u 1 -super-ordinary point we can define the functions α 1 (x), β 1 (x), ω 1 (x), ξ 1 (x) as:
Proposition 1: Let Ω ⊂ M be an open connected set made of u 1 -super-ordinary points. Assume that for every
. Then all extremal trajectories x(.) : [a 1 , a 2 ] → Ω, are u 1 -bang-bang with at most one −1 → +1 u 1 -switching switching (resp. +1 → −1 u 1 -switching). A similar result holds for u 2 -switchings.
Proof: Let x(.) : ]a 1 , a 2 [→ Ω be an extremal trajectory and φ 1 (.) be the corresponding u 1 -switching function. If φ 1 (.) has no zero, then x(.) is a u 1 -bang and the conclusion follows. Lett be a zero of φ 1 (.). The timet cannot be a zero of φ 2 (.) otherwise we would have x(t) ∈ Q(G 1 , G 2 ). From Remark 2 it follows that φ 1 (.) is a.e. C 1 in a neighborhood of t. With no loss of generality we can assume that φ 1 (.) is C 1 in a neighborhood oft. Moreovert cannot be a zero ofφ 1 (.) otherwise x(t) could not be a u 1 -ordinary point (we would have x(t) ∈ Q(G 1 , [F ± G 2 , G 1 ])). Since in a neighborhood oft, u 2 is a.e. constantly equal to +1 or −1, we can assume u 2 constant in this neighborhood, and we havė
where we used the following facts: i) from the maximization condition the quantity u 2 (t)φ 2 (t) > 0 in a neighborhood of t; ii) λ 0 ≤ 0 implies that φ 0 (t) + u 2 (t)φ 2 (t) ≥ −δ for some arbitrary δ > 0 in a sufficiently small neighborhood oft (depending on δ). The case α 1 , ξ 1 − α 1 < 0 on Ω, is treated similarly.
III. PROPERTIES OF EXTREMALS FOR SYSTEM (3)
Based on the general results presented in Section II, we derive properties of extremals for system (3) . We show in particular that, starting from the north pole, only normal bang-bang trajectories can be optimal. All the results presented in this section are essentially based on the following lemma which characterize the time evolution of switching functions corresponding to system (3).
Lemma 7: Let φ 0 , φ 1 , and φ 2 be the switching functions for system (3). We have:
(ii) On a bang-bang trajectory, φ 0 (t) + |φ 1 (t)| + |φ 2 (t)| + λ 0 = 0.
(iii) φ 2 0 (t) + 2 tan 2 α (φ 2 1 (t) + φ 2 2 (t)) = K, for all t, with K := 2 tan 2 α (φ 2 1 (0) + φ 2 2 (0)). Proof: (i) is a consequence of Lemma 3. (ii) is a consequence of (iv) of Corollary 1 and Lemma 1. (iii) is based on (i) and the fact that φ 0 (0) = 0.
A. Normal bang-bang extremals and abnormal extremals
Proposition 2: Normal extremals for (3) have the following properties:
(i) Let s and s + t be two consecutive switching times. If φ 2 (s) = 0 (resp. φ 1 (s) = 0), then we have φ 1 (s+t) = 0 (resp. φ 2 (s + t) = 0). (ii) The duration of the first bang-arc s satisfies [0, s max ] with s max := arccos(− sin 2 α 1 + cos 2 α ). (iii) The duration between two consecutive switchings is the same for all interior bang arcs (i.e., excluding the first and the last bang arcs). This duration depends only on the duration of the first bang arc. Proof: The normalization for the co-vector λ used in the proof is given by λ(0) = (cos θ, sin θ, 0). We sketch the proof for the case where the first bang arc is given by the control (1, 1), i.e., θ ∈ [π, 3π/2[. All other cases are similar. (i) Assume for instance φ 2 (s) = 0. Using (i) of Lemma 7 with the initial condition (φ 0 (s), φ 1 (s), 0), we can compute explicitly φ i (s+t ) for t ∈ [0, t] in term of φ 0 (s) and φ 1 (s). Note that the eigenvalues of P (u 1 , u 2 ) are 1 and ±i on a bang-bang trajectory. Using the fact that
we conclude that φ 1 (s + t ) crosses 0 before φ 2 (s + t ). Consider the following initial value problem:
s(π) = arccos(− sin 2 α 1 + cos 2 α ).
It is not difficult to show that the solution of (12) is globally defined for θ ∈ [π, 3π/2], which implies that s is a smooth function of θ. Moreover, − ∂ θ f (θ, s) ∂ s f (θ, s) < 0, i.e., s(θ) is decreasing. Therefore, s max = s(π) = arccos(− sin 2 α 1 + cos 2 α ).
(iii) Assume for instance φ 2 (s) = φ 1 (s + t 1 ) = φ 2 (s + t 1 + t 2 ) = 0. Let X u1u2 := F + u 1 G 1 + u 2 G 2 . Then, we have
Recall that the Lie algebra (so (3), [, ] ) is isomorphic to the Lie algebra (R 3 , ∧), where ∧ denotes the vector product in R 3 , and we use the following isomorphism:
i :
Then, (13) is equivalent to
One can show D(t 1 , t 2 ) = 0, which implies t 1 = t 2 . Remark 3: In (ii) of Proposition 2, the function that gives the second switching time as a function of the first can be computed explicitly, but its expression is lengthy. For that reason we do not include it here.
Proposition 3: There are no abnormal bang-bang trajectories starting from the north pole.
Proof: Assume by contradiction that there exists an abnormal bang-bang trajectory starting from the north pole. Then, (ii) of Lemma 7 implies that φ 0 (t) + |φ 1 (t)| + |φ 2 (t)| = 0.
Therefore, φ 1 (0) = φ 2 (0) = 0 as we already know φ 0 (0) = 0. This contradicts the non triviality of λ.
B. Singular trajectories
The results presented in this section characterize singular trajectories of 3. They are consequences of Lemmas 5, 6, and 7.
Proposition 4: All the totally singular trajectories are located on the equator of S 2 .
Proof: Applying Lemma 5, G 1 x(t) must be parallel to G 2 x(t). Therefore, x 3 (t) = 0 on [a, b], i.e., a totally singular trajectory can only stay on the equator of S 2 .
Corollary 2: A normal bang-bang extremal starting from the north pole cannot connect to a singular arc on the equator.
Proof: If this type of junction occurs, (ii) and (iii) of Lemma 7 imply that λ 2 0 = 2 tan 2 α , λ 0 = sin θ + cos θ.
Therefore, 1 + sin 2θ = 2 tan 2 α , which is not possible for α < π/4.
Proposition 5:
A u 1 -singular trajectory stays in the set
Proof: Assume for instance φ 1 = 0 and φ 2 = 0 on some interval [a, b]. Applying Lemmas 6 and 7, G 1 x(t) is
Therefore, a u 1 -singular trajectory must stay in the set C 1 := S 2 ∩{± tan α √ 2 x 2 = x 3 }. The proof for u 2 -singular trajectory is similar. Corollary 3: A normal bang-bang extremal starting from the north pole cannot connect to a u i -singular arc.
Proof: To fix ideas, we show that a normal bang-bang extremal starting from the north pole cannot connect to a u 1 -singular arc. If this type of junction occurs, then it is an intersection point of C 1 with one switching curve. Similar to the proof of Corollary 2, it is clear that we only need to consider intersections of C 1 with u 1 −switching curves. Assume by contradiction that this type of junction occurs at t 0 , then, φ 0 (t 0 ) + |φ 2 (t 0 )| + λ 0 = 0, φ 2 0 (t 0 ) + 2φ 2 2 (t 0 ) tan 2 α = 2 tan 2 α , andφ 2 (t 0 ) = 0. We deduce from these three equations that | sin 2θ| = 2 tan 2 α , which does not have solution for α ≤ π 4 .
IV. NUMERICAL SIMULATIONS
In this section, we illustrate Proposition 2 by numerical simulations. To fix the idea, assume that these trajectories start from the north pole with the control u = (1, 1). We take α = 0.25. Fig. 1 illustrates (ii) of Proposition 2. We draw in Fig. 2 the second and the third switching times as function of the first switching time. This figure confirms (iii) of Proposition 2. In Fig. 3 , colored curves represent switching curves, and black curves are some extremal trajectories starting from the north pole, corresponding to different co-vectors. Note that the first switching can occur at any time s in the interval [0, s max ], the first switching curve (the first blue line) and the first pieces of extremal trajectories overlap. We give in Fig. 4 a bang-bang control steering (3) from the north pole to the south pole. The corresponding trajectory is presented in Fig. 5 .
Finally, if we draw extremal front (i.e. end-points of all the extremal trajectories at a given time) for different final time, we observe that it is a circle-like curve (Fig. 6 ) when staying far away from the south pole, and it develops singularities when approaching the south pole ( Fig. 7) . Based on this observation, we conjecture that extremal trajectories may "lose" optimality only in the neighborhood of the south pole of the "order" of α. Further investigation is needed to confirm this conjecture. 
REFERENCES
