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Abstract. In this paper, a nonlinear backward heat problem with time-dependent co-
efficient in the unbounded domain is investigated. A modified regularization method is
established to solve it. New error estimates for the regularized solution are given under
some assumptions on the exact solution.
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1. Introduction
Let T be a positive number. We consider the problem of finding the temperature










= f(x, t, u(x, t)), (x, t) ∈ R× (0, T ),
u(x, T ) = ϕ(x), x ∈ R,
where a(t), ϕ(x), f(x, t, z) are given functions satisfying conditions specified later.
This problem is well-known to be severely ill-posed [7] and regularization methods for
it are required. It is called the initial inverse heat problem, backward heat problem,
backward Cauchy problem, or final value problem.
As is known, if the initial temperature distribution in a heat conducting body is
given, then the temperature distribution at a later time can be determined and the
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problem is well-posed. This is the direct problem. In geophysical exploration, one
is often faced with the problem of determining the temperature distribution in the
Earth or any part of the Earth at a time t0 > 0 from the temperature measurement
at a time t1 > t0. This is the backward heat problem. This type of problem is
severely ill-posed; i.e., solutions do not always exist, and in the case of existence,
they do not depend continuously on the given data. In fact, even with a small noise
contaminated physical measurements, the corresponding solutions have large errors.
It makes it difficult to do numerical calculations. Due to the severe ill-posedness of
the problem, it is impossible to solve the backward heat problem by using classical
numerical methods. Hence, regularization strategies are to be employed. In the
simplest cases f = 0 and a(t) = 1, the problem (1.1) becomes
(1.2)
{
ut − uxx = 0, (x, t) ∈ R× (0, T ),
u(x, T ) = ϕ(x), x ∈ R.
Such authors as Lattes and Lions [5], Showalter [12], Clark et al. [2] have approxi-
mated the problem (1.2) by the quasi-reversibility method. Tautenhahn and Schröter
[13] established an optimal error estimate for (2). Liu in [6] introduced a group pre-
serving scheme. Some papers [1], [4] have approximated (1.1) by truncated methods.
A modified quasi-reversibility for problem (1.2) is investigeted by Denche et al. [3], Fu
et al. [8]. Optimal filtering method for (1.2) is established by Seidman [11] Stability
estimate on the homogeneous backward heat has been studied by Yildiz et al. [16].
Very recently, problem (1.2) was also investigated by Wang [15]. Very recently, the
authors [10] regularized problem (1.1) in the homogeneous case f = 0 and more
generally for some nonhomogeneous f . However, the most of the above mentioned
results deal only with the linear case.
Although there are many works on the initial inverse heat problem with constant
coefficients, the literature on the nonlinear case of the problem with time-dependent
coefficient (namely problem (1.1) is quite scarce. In this paper, we present a modified
method in order to regularize problem (1.1). Under some assumptions on the exact
solution, we obtain some faster convergence speeds. In a sense, this is an improvement
of known results in [9], [10], [14].
This paper is organized as follows. In Section 2, we give some auxiliary definitions.
In Section 3, we outline the nonlinear case of the backward heat with time-dependent
coefficient.
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2. Some auxiliary definitions
We assume that a : [0, T ] → R is a continuous function on [0, T ] satisfying a(t) > 0.















Let H1 =W 1,2, H2 =W 2,2 be the Sobolev spaces which are defined by
H1(R) = {g ∈ L2(R), ξĝ(ξ) ∈ L2(R)},
H2(R) = {g ∈ L2(R), ξ2ĝ(ξ) ∈ L2(R)}.
We denote by ‖·‖, ‖·‖H1 , ‖·‖H2 the norms in L2(R), H1(R), H2(R), respectively,
namely
‖g‖2H1 = ‖g‖2 + ‖gx‖2 = ‖(1 + ξ2)
1
2 ĝ(ξ)‖2,
‖g‖2H2 = ‖g‖2 + ‖gx‖2 + ‖gxx‖2 = ‖(1 + ξ2 + ξ4)
1
2 ĝ(ξ)‖2.
3. The nonlinear problem with time-dependent coefficient
In this section, we consider the problem (1.1) of finding the temperature u(x, t)
with (x, t) ∈ R× [0;T ], where a(t) is defined in Section 2, ϕ ∈ L2(R) and f(x, y, z)
satisfies the conditions of Lemma 3.1. Let us first make clear what a weak solution
to problem (1.1) is.
Lemma 3.1. Let f ∈ L∞(R × [0, T ]× R) be a function such that f(x, y, 0) = 0
and
(3.1) |f(x, t, u)− f(x, t, v)| 6 K|u− v|
for all (x, t) ∈ R× [0, T ] and for some constant K > 0 independent of x, t, u, v. Let
ϕ ∈ L2(R). Assume that u ∈ C([0, T ], H2(R))∩C1([0, T ], L2(R)) is a solution of the
equation







f̂(ξ, s, u) ds.
Then ut, uxx ∈ C([0, T ], L2(R)).
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P r o o f. By letting t = T in (3.2), we have immediately û(ξ, T ) = ϕ̂(ξ). There-
fore, we get u(x, T ) = ϕ(x) in L2(R).












f̂(ξ, s, u) ds, t ∈ [0, T ].
















û(ξ, t) = f̂(ξ, t, u), t ∈ [0, T ].
Since u ∈ C([0, T ], H2(R)) ∩ C1([0, T ], L2(R)) we have that ξ2û(ξ, t) = ûxx(ξ) and
(d/dt)û(ξ, t) belong to C([0, T ], L2(R)). This gives ut, uxx ∈ C([0, T ], L2(R)) and










be the Fourier transform of the function ϕ(x) ∈ L2(R). By a solution of problem (1.1)
we understand a function u(x, t) satisfying (1.1) in the classical sense and for every
fixed t ∈ [0, T ], the function u(·, t) ∈ L2(R). In this class of functions, if the solution
of problem (1.1) exists, then it must be unique (see [9]). In general, we have no
guarantee that the solution to problem (1.1) exists. We do not know any general
condition under which problem (1.1) is solvable. The main goal of this paper is to
find a computation method of the exact solution when it exists. Hence, regularization
techniques are required. Let u(x, t) be a unique solution of (1.1) (if it exists). Using
the Fourier transform technique to problem (1.1) with respect to the variable x, we
can get the Fourier transform û(ξ, t) of the exact solution u(x, t) of problem (1.1),





increase rather quickly. Thus, these terms are the unsta-
bility cause. Hence, to regularize the problem, we have to replace the terms by some
better terms. Our idea is to replace them by e−(B(t)+m)ξ
2





/(εξ2k + e−(B(T )+m)ξ
2
) (m > 0, k > 1), respectively. The
main conclusion of this paper is:
456
Theorem 3.2. Let f : R× [0, T ]×R→ R be as in Lemma 3.1. Let ϕ ∈ L2(R) and
ϕε ∈ L2(R) be measured data such that ‖ϕε − ϕ‖ 6 ε. Suppose that problem (1.1)






|ξ2ke(B(t)+m)ξ2 û(ξ, t)|2 dξ <∞.
Then we construct a regularized solution wε such that
(3.4) ‖u(·, t)− wε(·, t)‖







for all t ∈ (0, T ], where wε is the function whose Fourier transform is defined by
(3.5) ŵε(ξ, t) =
e−(B(t)+m)ξ
2







εξ2k + e−(B(T )+m)ξ2
f̂(ξ, s, wε) ds
and




















The proof will be provided after Lemmas 3.3 and 3.4.











where D(k,M) = (kM)k, E(k,M) =Mk/k.




−(εxk + e−Mx)2 .
457
The equation g′(x) = 0 gives a unique solution x0 such that εkx
k−1
0 −Me−Mx0 = 0.
It means that xk−10 e
Mx0 = M/(kε). Thus the function g achieves its maximum at
a unique point x = x0. Hence,
g(x) 6 (εxk0 + e
−Mx0)−1.
Since e−Mx0 = (kε/M)xk−10 , one has
g(x) 6 (εxk0 + e















This gives ekMx0 > Mk/(kε), or equivalently kMx0 > ln(M
k/(kε)). Therefore,
x0 > 1/(kM) ln(M









Lemma 3.4. Let s, t be real numbers such that 0 6 t 6 s 6 T . Let ε > 0, ξ ∈ R,
m > 0, k > 1. Then the following estimates hold:
e−(B(t)+m)ξ
2
























P r o o f. We have
e−(B(t)+m)ξ
2




(εξ2k + e−(B(T )+m)ξ2)
B(t)+m







































where H(k,m) = min{1, D(k,B(T )+m)}, I(k,m) = E(k,B(T +m)). We also have
e(B(s)−B(t)−B(T )−m)ξ
2




(εξ2k + e−(B(T )+m)ξ2)
B(T )+m−B(s)+B(t)





(εξ2k + e−(B(T )+m)ξ2)
B(s)−B(t)
B(T )+m






















Next, we continue to prove the main theorem.
P r o o f of Theorem 3.2. We divide the proof into three steps.
Step 1. Construct a regularized solution wε. We consider the problem
(3.10) ŵε(ξ, t) =
e−(B(t)+m)ξ
2







εξ2k + e−(B(T )+m)ξ2
f̂(ξ, s, wε) ds,
or




















εξ2k + e−(B(T )+m)ξ2
f̂(ξ, s, wε)e
iξx ds dξ.














εξ2k + e−(B(T )+m)ξ2
f̂(ξ, s, w)eiξx ds dξ











Since f(x, y, 0) = 0, and due to the Lipschitzian property of f(x, y, w) with respect
to w, we get G(w) ∈ C([0, T ];L2(R)) for every w ∈ C([0, T ];L2(R)). We claim that,
for every w, v ∈ C([0, T ];L2(R)), n > 1, we have
(3.12) ‖Gn(w)(·, t) −Gn(v)(·, t)‖2 6
(K
ε
)2n (T − t)nCn1
n!
|||w − v|||2,
where C1 = max{T, 1} and |||·||| is the sup norm in C([0, T ];L2(R)). We shall prove
the latter inequality by induction. When n = 1, we have










εξ2k + e−(B(T )+m)ξ2



















|f̂(ξ, s, w) − f̂(ξ, s, v)|2 ds
)2
dξ.
Notice that if 0 < ε < 1 then it follows from (B(t) −B(s))/(B(T ) +m) > −1 that
e(B(s)−B(t)−B(T )−m)ξ
2
εξ2k + e−(B(T )+m)ξ2









































‖w(·, s)− v(·, s)‖2 ds 6 C1
K2
ε2
(T − t)|||w − v|||2.
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Therefore, (3.12) holds for n = 1. Suppose that (3.12) holds for n = p. We prove
that (3.12) holds for n = p+ 1. We have






























|f̂(ξ, s,Gp(w)) − f̂(ξ, s,Gp(v))|2 ds
)2
dξ.
By using (3.14), we have














‖Gp(w)(·, s) −Gp(v)(·, s)‖2 ds.
If follows from
‖Gp(w)(·, t) −Gp(v)(·, t)‖2 6
(K
ε



















)2(p+1) (T − t)(p+1)C(p+1)1
(p+ 1)!
|||w − v|||2.






Cm1 |||w − v|||










there exists a positive integer number m0 such that G
m0 is a contraction. It follows
that Gm0(w) = w has a unique solution wε ∈ C([0, T ];L2(R)).
We claim that G(wε) = wε. In fact, one has G(G
m0 (wε)) = G(wε). Hence,
Gm0(G(wε)) = G(wε). By the uniqueness of the fixed point of G
m0 , one has G(wε) =
wε, i.e., the equation G(w) = w has a unique solution wε in C([0, T ];L
2(R)). The
main purpose of this paper is to estimate the error ‖wε−u‖. To this end, we proceed
by the next two steps.
Step 2. Let uε be the solution of the problem (3.11) corresponding to the final
value ϕ. We shall estimate the error ‖wε − uε‖.
From the formulas for wε and uε, we have
(3.15) ŵε(ξ, t) =
e−(B(t)+m)ξ
2







εξ2k + e−(B(T )+m)ξ2
f̂(ξ, s, wε) ds,
and
(3.16) ûε(ξ, t) =
e−(B(t)+m)ξ
2







εξ2k + e−(B(T )+m)ξ2
f̂(ξ, s, uε) ds.
Using the Parseval equality and the inequality (a+ b)2 6 2a2 + 2b2, we get





















εξ2k + e−(B(T )+m)ξ2




6 J1 + J2.
The term (3.17) can be estimated as follows.




























B(T )+m ‖ϕε − ϕ‖2,
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and





























× |f̂(ξ, s, wε)− f̂(ξ, s, uε)|2 ds dξ












× ‖wε(·, s)− uε(·, s)‖2 ds.
Combining (3.17), (3.18), and (3.19), we have









B(T )+m ‖ϕε − ϕ‖2































B(T )+m ‖ϕε − ϕ‖2












× ‖wε(·, s)− uε(·, s)‖2 ds.



















B(T )+m ‖ϕε − ϕ‖2.
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Therefore, we conclude that







































Step 3. Let u be the exact solution of problem (1.1) corresponding to the final
value ϕ. We shall estimate the error ‖uε − u‖.
Let uε be the function defined in step 2. We recall the Fourier transform of u and
uε from (3.2) and (3.16):







f̂(ξ, s, u) ds
and
(3.21) ûε(ξ, t) =
e−(B(t)+m)ξ
2







εξ2k + e−(B(T )+m)ξ2
f̂(ξ, s, uε) ds.
By direct calculation, from (3.20) and (3.21) we get



















εξ2k + e−(B(T )+m)ξ2











εξ2k + e−(B(T )+m)ξ2






εξ2k + e−(B(T )+m)ξ2
(f̂(ξ, s, u)− f̂(ξ, s, uε)) ds.
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Using the Parseval equality, we obtain


















εξ2k + e−(B(T )+m)ξ2






εξ2k + e−(B(T )+m)ξ2

















εξ2k + e−(B(T )+m)ξ2



























εξ2k + e−(B(T )+m)ξ2




It follows from Lemma 3.1 that


































= 2Ã1 + 2Ã2,













|ξ2ke(B(t)+m)ξ2 û(ξ, t)|2 dξ.
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B(T )+m ‖u(·, s)− uε(·, s)‖2 ds.
This implies






































B(T )+m ‖u(·, t)− uε(·, t)‖2












B(T )+m ‖u(·, s)− uε(·, s)‖2 ds,




























By the results of Step 2 and Step 3, we get the following estimate by using the
triangle inequality:


































for all t ∈ [0, T ]. This completes the proof of Theorem. 
R em a r k 3.5. (1) a) In Tautenhahn and Schröter [13], the authors regularized
the homogeneous problem (f = 0) and showed that the best possible estimate of the
worst case error is given by
‖u(·, t)− uβ(·, t)‖ 6 2E1−t/T εt/T ,
where E is a positive constant such that
(3.23) ‖u(·, 0)‖ 6 E.




|e(t+m)ξ2 û(ξ, t)|2 dξ = ‖u(·, 0)‖2.
Then the condition (3.3) is similar to (3.23) and it may be natural and acceptable.
Moreover, in this case, our result (3.4) is of the same order as the results of Tauten-
hahn. Thus, in this case, our method is of optimal order.
b) If a(t) = 1 and f = f(x, t, u), we refer the readers to [9]. In [9], the authors
established a regularized solution uε and, under a strong smoothness assumption on
the exact solution u, they obtained the error estimate
(3.24) ‖u(·, t)− uε(·, t)‖2 6Mεt/T ,
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where M is a constant dependent on u. The right-hand side of (3.24) is not close to
zero if t = 0 for any nonzero epsilon. The convergence of the approximate solution is
very slow when t is in a neighborhood of zero. This is an open point of the paper [9].
Ifm = 0 then the error (3.4) is similar to the results obtained by Trong and Quan [9].
To improve this, we should choose m > 0 to attain the error of Hölder type.







(3) In Theorem 1, if we select m > 0 then under a strong assumption of u, we get
the error which is of order εm/(B(T )+m). This error estimate is much better than the
logarithmic order estimates obtained in some previous results [8], [4].
R em a r k 3.6. We now compare our result with those in [15] in the case
f(x, t, u) = 0 and a(t) = 1. If ‖u(·, 0)‖Hs 6 E then there exists a positive F
such that





Under the same condition ‖u(·, 0)‖Hs 6 E, the error (3.25) is of the same order as
that of Wang in [15] (see Remark 4.6, Theorem 4.4).
To prove Remark 3.6, we need the following lemma.









where C(k, s,m) = (s(T +m)/m)se1−s.
P r o o f. We have two cases.






6 εe(T+m)X 6 eε.




















































T +m− ln(εY )
)s
.
We continue to estimate the term (Y t/(T+m)/(1 + Y ))(− ln(ε)/(T +m− ln(εY )))s.





T +m− ln(εY )
)s
< 1,
while if Y > 1 then lnY > 0 and ln(εY ) = −(T +m)X < −1 due to the assumption
X ∈ (1/(T +m),∞). Therefore, lnY (1 + ln(εY )) 6 0. This implies that
0 <
− ln ε
T +m− ln(εY ) <
− ln ε
− ln(εY ) < 1 + lnY.




T +m− ln(εY )
)s
< (1 + lnY )s
Y t/(T+m)
Y
< (1 + lnY )sY t/(T+m)−1.
Set g(x) = (1+ lnx)sxt/(T+m)−1 for x > e−1. Taking the derivative of this function,
we get










The function g has maximum at the point x0 such that g












































where C(k, s,m) = (s(T +m)/m)se1−s. 
P r o o f of Remark 2. Since (3.2) and (3.16), we obtain













It follows from eTξ
2
ϕ̂(ξ) = û(ξ, 0) that





Using Lemma 3, we obtain















(1 + ξ2)s/2(ε+ e−(T+m)ξ2)


























By the results of Step 2 and Step 3, we get the following estimate by using the
triangle inequality:















Then, we conclude that
‖wε(·, t)− u(·, t)‖ 6
(√
2eK







This completes the proof of Remark (3.6). 
4. Conclusion
We have considered a regularization problem for a nonlinear backward heat equa-
tions with time-dependent coefficient, namely Problem (1.1). We have also estab-
lished an error estimate of Hölder type for all t ∈ [0, T ]. This estimate improves
some results of several earlier works. In the future, we will consider the regularized














= f(x, t, u(x, t)), (x, t) ∈ R× (0, T ),
u(x, T ) = ϕ(x), x ∈ R,
where a(x, t) is a function dependent on both the variables x, t.
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