Abstract. This note studies more deeply the results obtained in an earlier paper of the author (An operator-valued moment problem, Proc. Amer. Math. Soc. 112 (1991)). It gives a similar condition for the solvability of the L-problem of moments, using the operator phase shift. Based on this, it underlines some of the aspects of the operator phase shift used in the L-problem of moments.
Introduction
The L-problem of moments consists of characterizing the moment sequence (0.1)
A" = [ tnB(t)dt, ueN, of a measurable operator-valued function 0 < B(X) < L.
In the scalar case, this problem was formulated and completely solved by Achiezer and Krein in 1930. The problem can be formulated in the same manner for operator-valued functions. The solvability of the operator L-problem of moments can be linked with the phase shift introduced in the theory of operator perturbation.
The phase shift is a completely unitary invariant that characterizes a perturbation pair of two operators.
This invariant was introduced by Carey in [2] . In this article, it was proved that the principal function <j>(z) -I+K(A-z)~xK*, Im z ± 0, of the operator pair {A, K} admits an exponential representation where B(X) is a summable function taking values in the positive cone of the unit ball of the bounded operators.
This function was called the phase shift. Based on this exponential representation, we gave in [7] a solvability condition for the L-problem of moments.
In this note, we take again the idea of linking the exponential representation of the phase shift with the L-problem of moments and give another solvability condition.
Further, in the same article, Carey gives a characterization of the spectral type of the operator that was perturbed and also a characterization of the support of the phase shift.
We relate these concepts to the L-problem of moments. Hence, we give a condition in terms of moments which implies that the spectral measures of the appearing operators are absolutely continuous; also we give conditions of the moments which imply that the phase shift has a given support.
1
In this note, one of our aims is to prove the equivalent conditions Io «• 4° •«• 5° from the following theorem (we mention that the equivalent conditions Io «• 2° «• 3° were proved in [7] ). Theorem 1.0. The following assertions are equivalent:
Io. The sequence (^n)£L0 represents the successive moments of a summable operator-valued function, 0 < B(X) < L.
2°. There is another operator sequence (^i,)£i0 for which we have the equality
with both operatorial matrices (A'm+n)™n=0 and (-A'm+k+2 + CxA'm+k)%ik=0
nonnegatively defined for Cx a positive constant. 3°. There is a spectral measure a : Bor(K) -► 2f(%>) for which 4° . There is another operator sequence (A'^)^L0 for which we have the relation:
with both operatorial matrices «+M)~m=0 and (-A'^+k+2 + C2A'^+k)™k=0 nonnegatively defined for C2 a positive constant. 5°. There is a spectral operator measure a' : Bor(R) -► S?(%?) for which:
Proof. The equivalent conditions Io <=> 2° <£> 3° were proved in [7] . We shall prove in this note that conditions Ie, 4°, and 5° are equivalent. We assume first that Ie is true; that is, (^n)£i0 represents the sequence of successive moments of a summable operator-valued function B: R -» SC^), 0 < B(X) < L, i.e., An = /R t"B(t) dt, n £ N.
From the boundedness of the function B, it implies 0 < L~xB(t) < I, so we have L-xA" = JRtnL-xB(t)dt.
The first step is a reduction of the power series of the moments to a Cauchy integral formula. Computing the sum for N-indices we obtain
Jr z -t 7k t -/R -z for z sufficiently large. We shall note that B'(t) -L~xB(t). For this new function, we have 0 < B'(t) < I.
Carey's result shows that a summable operator function can be the phase shift of a perturbation pair; i.e., if B is a 3ê(%?, ^)-valued operator function with 0 < B < I, then
Instead of z, we take -z in this formula, Im-z ^ 0. With this change, the equality becomes For this representation we have
This exponential representation of the phase shift will help us construct the
We identify A'¿ = KA'"K*.
From both representations of the principal function <j>(t) we obtain
the required equality.
-m-l
We shall prove that the obtained matrix (^4'"'+m)£°m=0 is nonnegatively defined (i.e., Ylm,k Am+kxmxk > 0 for every (xm)™=0 sequence with finite support).
With the definition of A'L , the inequality becomes We shall prove in the second turn that there is a constant C2 > 0, so that the matrix (-A'L\+k+2 + C2A'L\+k)^ k=Q is nonnegatively defined.
With the definition of A'L this condition becomes £(A^""+fc+2A-*xm, xk) < £ C2(KA'm+kK*xm , xk).
Indeed,
an inequality that is true for y[C~2 = \\A'\\ > 0. We shall prove that 4° implies 5°. Suppose that there is an operator sequence (A'X=o for which the matrices (A'¿+m)%mm0 and (-A'¿+k+2 + C2A''+k)~k=0 are nonnegatively defined and for which we have i exp r'^Az-"-1
Uz + J^'z-"-
We shall prove the existence of a spectral positive measure with the required property. For this, we consider the operator sequence (A'L)%¡=0 to be doubly indexed. With the assumption, (A'f)^=0 can be represented as an operatorvalued, positively defined function A":
The classical Kolmogorov theorem gives a decomposition for positively defined kernels:
Let A': I xl -y 3* (3V) be a positively defined operator-valued function (i.e., ¿^,ij(K(i, j)x¡, Xj) > 0 for every family (x¡)fl0 with finite support). Then K(i, j) admits a decomposition of the form K(i, ;') = h*h¡ with h¡ £ Sf(3V).
Thus, A'~+n can be represented as A'i+m -K*Km . From the nonnegativeness condition together with Kolmogorov's decomposition, it follows that we can find a constant C2 > 0 so that (-K*+xKm+x -l-CiK'Km)™m=0 is nonnegatively defined. According to this, for (Xfc)£i0 an arbitrary family of vectors of finite support, we have We take by definition A'(YXUKkXk) «: ET=oKk+iXk • Since the K" are linear, so is A' and, from our previous remark, A' is continuous. Taking xo = (1,0, ...), x¡ = 0 for i > 1, we obtain A'K0 = Kx ; and using the induction method for a suitable choice of (x")%LQ, we obtain K" = A'nKo . We shall prove next that the obtained A' operator is selfadjoint. For x in a dense subset of 3V, we can find (xfc)^l0 such that x -YlT=o KkXk ■ In this case, (A'x,x) = {¿ZkLoKk+iXk, 2Zk=.oKkXk) e R because KkKk+l are positively defined. Thus, (A'x, x) £ R for any x £ 3V and so A' is a selfadjoint operator. Because A' is selfadjoint, it admits a representations of the form. We shall prove now that 5° implies Io. Let a': Bor(R) -+ £?(3V) be a positive measure, satisfying the equality With the help of this positive measure, we shall construct the function F(t) = a' (-oo, t), the function that will be shown to be bounded and nondecreasing (i.e., for tx <t2, F(tx) < F(t2)) ; that is, cr'(-oo, t2) < o'(-oe, tx) + o'[tx, t2). It remains to show that a'[tx, t2) > 0 ; it means that (o'[tx, t2), x, x) >0 ,an equality that is true because o' proceeds from a spectral measure.
We are now able to apply Naimark's dilation theorem [6 that is, An = /R Lt"B'(t) dt, n £ N. By noting B(t) = LB'(t), we obtain
An= [ t"B(t)dt, n£ JR IR
This assertion completes the proof of the theorem.
Our next result is based on the previous theorem. We give a characterization of the support of the function B(X) and a necessary and sufficient condition for A and A' operators to be absolutely continuous. These properties are expressed in terms of moments. 
