In this paper, we propose a self configurable cognitive architecture for supervising video data in manufacturing environments. The architecture supports weakly supervised learning algorithms and self-adaptation strategies for analysis of visually observable procedures. The research proposed directly affects ease of deployment and minimises effort of operation of monitoring systems and is unique in the sense that it links object learning using low-level object descriptors and procedure learning with adaptation mechanisms and active camera network coordination. The architecture advocates a synergistic approach that combines largely unsupervised learning and model evolution in a bootstrapping process, while the application scenario is very complex taken from an automobile industry.
INTRODUCTION
In a manufacturing environment, the use of computerized tools for automatic detection and classification of behaviors/workflows is of crucial importance. Such tools could significantly improve the strict adherence of the predefined procedures which aims at controlling the quality of the produced goods or services. Any constructional miss either by the workers or by the machine may undergo severe deterioration of the quality of the product or may be even dangerous in case of critical industrial environments. The first issue has direct impact on the reputation of the industry while the second can addresses safety issues of the employees.
Workflow detection in an industry is also very important for security issues since it can prevent unauthorized people from accessing dangerous areas or avoid insecure actions. Additionally, it could control the right way used for accomplishing the payments in order to prevent mistake on volitional acts on the cashier.
Nowadays, verification and validation of all these procedures are performed manually (based on the assistance -mostly subjectively-of other employees) and at a degree that such investigation is possible. It would be quite motivating if one can substitute all these subjective and manual check processes with an intelligent, adaptive and customizable automatic system, such as a video surveillance module, which can record the employees (or even the customers) actions and alert for possible unacceptable activities that harm a) security, b) quality of the offered services c) money collection procedures or d) even the safety of the people (employees or customers).
Tough the fact that video surveillance systems have already been installed and used in many commercial applications, all these systems are passive in the sense that they just record the under control area and deliver this information to central stations for further examination by human experts. The vast majority, however, of all these video recordings are scenes of no actual alert, significantly increasing the probability of an erroneous decision by the human experts who are forced to look at an extremely huge amount of visual content of no interest with the hope to detect a salient scene as far as security is concerned. Another drawback of the current human-based surveying system is the subjective perception of the human experts regarding the interpretation of the visual content is concerned, making the decision doubtful.
Instead the use of an automatic decision system based on intelligent software tools which can assist the experts in interpreting harmful human actions and alerting for a possible reaction can significantly assist a surveillance system. The main drawback in implementing such an automatic decision schema is the fact that, in order to be reliable, it should be configured (customized) to the specific constrains of the environments. Otherwise, the economic cost for a software company to implement specialized systems for each venue or the costs required for the optimization of the selected algorithms make the implementation of such an automatic schema practically unaffordable.
for monitoring workflows in real-life very complicated manufacturing environments. The architecture is tested in large scale areas within a vehicle construction industry. Workflows behavior survey is accomplished by analyzing video streams by the use of computer vision and pattern recognition mechanisms. The main innovation of the proposed work is that it advocates a synergistic approach that combines largely unsupervised learning and model evolution in a bootstrapping process. In particular, the tools proposed involve, on the one hand, continuous learning from visual content in order to populate and enrich models and, on the other hand, the direct use of these models to enhance the robustness of the extraction system. This is achieved through the use of weakly supervised learning algorithms and self-adaptation strategies as well as active camera network coordination.
Previous Approaches
The potential in the use of weakly supervised techniques for the development of supervision systems has been highlighted in many recent works. However, efficient and effective methodologies for self-configurable camera networks that will be able to learn the monitored procedures and workflows are still missing.
Works that are dealing with automatic tracking and identification of semantic video objects, either static or moving can be considered as the first approaches towards an intelligent surveillance system oriented to the human's perception. Most of these techniques localize the objects under the assumption of a static background covered by a single camera. Appropriate features are also extracted in order to characterize the object silhouette and thus derive the location and the trajectory of them.
The current works for object localization use background extraction methods such as the techniques of [1] - [4] . Some of these works model complex outdoor scenes but under the assumption of a single camera and a single person (or at least few) being present.
Other methods apply deterministic tracking [5] - [7] which are appropriate only for specific motions of the objects and background characteristics. Recently, some approaches consider the tracking problem as a classification problem without exploiting motion analysis and thus accelerating the time as the works of [8] - [10] . Some other techniques deal with specific tracking of some humans' parts such as hands [11] 
The Proposed Contribution
The goal of the proposed architecture is to further research on this issue by i) incorporating not only two but many cameras either static or active and with or without overlapping views, ii) estimating the label of an object across these camera system despite the presence of other (maybe) salient objects in the scene and despite their interaction with the object of interest (e.g., occlusion, change of the camera view, camera effects, etc), iii) extracting with high precision the trajectory of the object throughout the of the whole scene (i.e., across of all cameras in the area of which the object crosses the borders), and iv) calculating simple spatio-temporal relations of the tracked object with others and/or the environment.
Additionally, the goal of the proposed architecture is to extend the current approaches by detecting the activities of multiple persons in an environment covered by many cameras and in which many actions and events occur. Thus, we are able to identify real-world workflows and procedures under an environment of many events and actions, some of which being in causal relation one with the other.
The main measurable objective of the architecture is to significantly improve the performance and applicability of current monitoring systems. Towards that objective, the algorithms that are to be developed will develop are based on a adaptable, largely unsupervised extraction of objects and behaviour, through a network of cooperating active cameras, which will be realized as an open architecture. Furthermore, new research activity that will converge object learning using low level object descriptors and procedure learning with adaptation mechanisms and active camera network coordination is also supported. This way, we can achieve consistent monitoring so as to identify behaviours in large areas with higher tracking quality. Complex camera networks using sensors with overlapping and disjoint fields of view would require calculation of a large number of sensor parameters to enable consistent monitoring of objects moving across their fields of view. Approaches that would enable automated camera registration would be desirable. Additionally, focus-of-attention mechanisms based on biological models will assist the extraction process and will guide the active cameras. A disambiguation process will be integrated to reduce errors. At the same time, the user will be able to provide high-level feedback and guide the modelling process.
This paper is organized as follows. The general architecture is given in section 2. Sections 3,4 5 and 6 describe the modules of the system, that is the tracking and object detection, the coordination of the multiple cameras, the behavior detection and the system adaptation. Finally, section 7 concludes the paper. 
SYSTEM ARCHITECTURE
In recent years, significant advances have been made in the area of scene understanding and camera coordination. However, little progress has been achieved in the general problem of unsupervised procedure learning with active camera networks. Using generic low-level features for largely unsupervised scene modelling, the current architecture will be able to learn visually observable procedures and notify the user in case of deviation from the norm. The acquired knowledge will be continuously updated. This is a bootstrapping process in the following sense. Initially there will be a short training phase, during which a "seed" model will be created using combination of supervised learning and relevance feedback from the user. Then the model will be able to evolve in a largely unsupervised fashion through adaptation mechanisms. The updated scene knowledge contained in the adapted models will in turn be used to drive the extraction procedure.
The rationale behind the proposed architecture is that monitoring systems can benefit in many ways by using unsupervised approaches, i.e. by letting the system decide which are the best features for recognition of objects and processes and adapting themselves during operation. At the same time, complex camera networks using sensors with overlapping and disjoint fields of view would require calculation of a large number of sensor parameters to enable consistent monitoring of objects moving across their fields of view. Focus-of-attention mechanisms based on biological models will assist the extraction process and will guide the active cameras. A disambiguation process will be integrated to reduce errors. At the same time, the user will be able to provide high-level feedback and guide the modelling process.
To achieve these goals the proposed architecture consists of the following modules, which are described in Figure 1 . As is observed, the proposed architecture consists of four modules.
The Weakly supervised learning and object detection: This module is responsible for detecting salient static objects in the scene and tracking the moving objects. To achieve this objective, in this module we develop a) algorithms for detecting of salient static objects mainly focused on the automated scene-specific learning of the object model, b) tools for detecting moving objects in a scene using largely unsupervised learning strategies and c) attention models enabling focused processing and adaptation mechanisms
Intelligent algorithms for camera coordination: This module proposes a set of algorithms for camera network coordination. The module supports, a) consistent monitoring of objects across cameras with overlapping views, b) consistent monitoring of objects of interest across cameras of disjoint views and c) object tracking using active cameras.
Behaviour Analysis: The goal of this module is to automatically identify the behaviour actions of objects of interest and automatically recognize procedures in a manufacturing environment. The module supports automatic workflow understanding and learning for the simple case of a single agent, automatic workflow understanding and learning for the case of multiple agents and finally workflow disambiguation by discarding of noisy events and actions.
System Adaptation: In this module, we are going to implement the mechanisms that will allow adaptation of the object and behaviour models. This module supports a) evolution algorithms, able to modify the related models in a bootstrapping fashion, b)user's feedback which modifies the response of a system based on user's needs.
All the research components communicate one with the other using XML files. This allows an interoperable architecture which can be used, retrieved and accessed regardless of the operation system used, the platform and the network type. The XML files provide the outputs for each module which are then fed as inputs to the other connected modules.
OBJECT DETECTION THROUGH WEAKLY SUPERVISED STRATEGIES
The first research module of the proposed architecture is the automatic detection and recognition of objects that are salient in a scene. By recognising and classifying them we take the first step towards scene interpretation.
In the proposed architecture, we give particular emphasis to the use of generic features with high representation capabilities, able to capture the cues that are common to objects of a specific category as these objects are viewed by the cameras of the specific scene. A suitable approach to fill the gap between features and objects is to apply automatic learning approaches for static and moving objects and attention models to focus processing. The process is unsupervised apart from a short training step during the initialisation. For this reason the learning algorithms are described as weakly supervised in the following. The module supports object extraction from both moving and non-moving objects. Figure 2 shows the architecture of the current module. As we can see for this figure, this modules consists of four main tasks, a) the feature selection task, b) the static and moving objects detection, and c) the attention models. To detect and classify the salient objects the object categorisation tool receives the images, calculates a set of previously selected features, extracts spatiotemporal relations and classifies the objects using the available object models. The attention mechanisms enable feature selection through focused processing and can guide active cameras. The models are initially learnt during a short supervised learning phase. Later, during online operation the models can be adapted by using the adaptation mechanisms of (see section 6). 
Extraction of Generic Descriptors
In this section, we define features that are generic enough for the detection of the "essence" of several object categories and certain specific objects that have to be recognized in a scene. The analysis focuses on already implemented features such as the Shift Invariant Feature Transform (SIFT), the color properties and the SURF descriptor. Among all different types of features, we focus more attention on local descriptors due to the fact that if they are used correctly they can satisfy the above requirements.
All the features are to be compared concerning representational capabilities, efficiency, robustness to transformations (e.g., rotations, scale changes, affine transformations, lighting variations), and matching under occlusions. Additionally, the trade-offs between specificity and sensitivity as well as between the desired invariance properties and the performance will be examined. Emphasis will be given to efficient computation in order to make feature extraction suitable for responsive real-world applications. The analysis will start with images coming from static cameras in a structured environment and will then examine images from moving cameras, which are able to pan, tilt, and zoom in a less structured environment.
Learning and detection of static object categories
Detection and categorization of static objects is a crucial capability for our task, because salient static objects form quite often important parts of the scene. In the following, we use the term "object" as a generic expression to mean both animate (e.g., persons-agents) and inanimate categories (e.g. tools, furniture items).
We address the main problems of object detection and categorisation taking into account a) complex and diverse shape of objects due to intra-class variability and occlusions and b) a set of local descriptors, as they will be defined and selected in section 3.1. We focus on methods for probabilistic representation of objects by selecting sets of features or parts, which will have to appear with a certain probability as well as the relative position of those parts. The appearance of parts is modeled using a probabilistic framework. Towards this direction, we apply different strategies such as parametric distributions or Markov Random Fields. As part of the following aggregation process, we also extract the dominant feature vectors both for verification purposes and for obtaining a description of the specific object instance.
Object representation is learnt through a training procedure, which will be performed in two phases under a bootstrapping fashion. The initial training is created using a corpus of labeled images of the specific scene. This initial training will trigger the online training and adaptation, which will use techniques that is described in section 3.. To decide whether there is an object of interest in the scene, e.g., a human, we combine the detected features to compare the probability of a human being present in the image with the probability of only background clutter being present in the image.
The main computational problem faced in the related literature is the large number of features, which must be calculated and evaluated by the object detector. In order to address this problem, we follow a twofold approach: (a) During online learning, we employ a feature selection process (partially assisted by attention mechanisms), which provides the features that are correlated to the objects we are seeking for. (b) In the recognition phase, we use a hierarchy of detectors with small and simple features of high specificity in the top levels of the hierarchy to decrease information entropy before applying more complex classification schemes.
Learning, Detection and Tracking of Moving Objects
In this section, we are going to address the challenging issue of recognising generic object categories in video. Thus, we need tools for detection, tracking and categorization of the salient objects. The foreground object detection is not sufficient for modelling of objects due to the fact that these objects may undergo occlusions. For this purpose efficient tracking algorithms have to be used, that are robust to occlusions. Due to the fact that tracking may lose its target, stochastic methods like particle filtering, which are able to recover from errors, are good candidates for tracking. Building prior distributions based on very simple descriptors and using them for guiding more complex ones with higher representational capabilities seems a very promising and efficient approach that we wish to investigate.
The features employed for tracking (tracking models) are able to be learnt during the initial stages of the tacking process, but they are also updated during every time step so that they can adapt to changes of the tracked object over the course of time. The tracking model will contain feature values that remain consistent through tracking for the tracked instance, e.g., colour of clothes and will be able to provide information about themselves by their structure (as modeled in section 3.2) and their spatiotemporal relations (e.g., relative motion of salient points, using descriptors defined in section 3.1).
Attention models
In this section, we address the challenging issue of attention to regions-of-interest (ROIs) and objects-of-interest (OOIs) in static images and image sequences. The attention control will proceed in two stages, i) the pre-attentive stage and ii) the attentive stage.
In the pre-attentive stage the entire scene is attended. It starts when a new object enters the scene. The visual features will be extracted (colour, orientation, motion, etc.) for all objects and all locations of the scene. We test methods and techniques for feature map and saliency map formation for object and spatially extracted features as in the Dorsal Stream ("where" pathway) and Ventral Stream ("what" pathway) of the visual cortex.
In the attentive stage a selection process chooses the object/location of interest to attend (e.g., based on a simple winner-take-all mechanism). The most salient object/location is selected. The Attended-Object (AO) and Attended-Location (AL) signals is integrated and if there is no conflict (i.e. Object is In Location (OIL)), then the focus will be on the OIL. At this stage, we say that the OIL has been attended.
CAMERA NETWORK COORDINATION
The second module direction is the development of a toolkit for camera network coordination using intelligent algorithms. A scalable approach that enables automated and efficient configuration of camera networks involving active cameras is still a significant research challenge. Consequently, an important result from this work is methodologies for automated design, setup, and configuration of such networks.
The camera networks that we investigate are divided in two categories: Firstly, camera clusters with overlapping views are considered. Secondly, consistent monitoring of subjects across cameras with disjoint views is implemented. Furthermore, the proposed system allows for concentrating on an object of interest upon user request. The usage of active cameras (PTZ cameras in particular) allows for the realization of this task. In Figure 3 , we illustrate a conceptual diagram of the system that the work-package is intended to realize. The system comprises many sets of cameras with overlapping views (camera clusters).
Overlapping Views
We address the problem of robust multi-camera tracking by defining a global coordinate frame which connects the cameras over the complete observed area. The global coordinate frame is the domain in which disambiguation of subject position information coming from different cameras is achieved, that is, a viewpoint where subject occlusion cannot (or is unlikely to) appear. We avoid using the three dimensional space as the global frame. This would require calibrating all cameras sharing the same views. In order to avoid the tedious and uncertain process of camera calibration, we will assume that the subjects act on a predominant ground plane. The global coordinate frame will be defined by the ground plane. Based on this assumption we will investigate methods for automatic estimation of the planar homographies between the camera planes and the ground plane, so as to enable fully automatic system initialization, as well as the potential of fully automatic system reconfiguration, when the camera topology changes. A global tracker module is intended to perform robust tracking on the common coordinate frame, by registering features detected on the monocular views of the camera cluster. We define the system's state as the 2D positions and velocities of all humans in the global coordinate frame. The global tracker make predictions for the system's state, based on information derived from the behaviour learning and recognition modules. The predictions are corrected by assembling monocular tracking information. The corrected results are backprojected to the monocular views to facilitate the later invocation of the monocular tracker.
Disjoint Views
This section focuses on data association problems that arise in tracking multiple objects with sparsely distributed cameras. Assume for example, that we detect and track a person within the Field of View (FOV) of one camera. The person exits the FOV and later the person appears at a possibly different camera where the subject is detected again.
We employ probabilistic methodologies to encode ambiguous relations between the measurement and the identity of an individual. The reason is that exact calculation of the most likely associations between trajectories across views and observations is extremely inefficient from the computational point of view. Additionally, due to uncertainty in the objects motion there may be a considerable error between estimated location and measured location in the camera.
To this end we investigate in detail the advantages, drawbacks and potential of popular approximation approaches like the multiple hypotheses tracking technique or stochastic approximations like sequential Monte Carlo approximations such as Markov Chain Monte Carlo.
We can create a probabilistic system for data association between disjoint views. We can combine the learning ability of Markov Chain Monte Carlo-based trackers with the ability of individual trajectory recovery of a multiple hypotheses tracking techniques. A starting point towards this goal would be to model data in form of a Dynamic Bayesian network the hidden states of which would represent appearance related properties of objects. Inference algorithms are built to interleave trajectory reconstruction with model parameter learning.
Active Cameras
A typical requirement on a surveillance system is concentrating upon a subject of interest. In the context of our system, this task is realized by a number of active cameras, (PTZ cameras in particular). The majority of existing works with active cameras considers active object tracking with a single camera. Few address the issue of a two-camera system consisting of a fixed camera augmented with a PTZ camera. The problem that all these methods face is that they are very sensitive to fast changes in the velocity of the subject of interest, as well as to occlusion.
Our approach towards the solution to the problem will be based on the registration of the PTZ cameras in the global tracking frame: We assume that the PTZ cameras are members of the system (clusters of cameras) with overlapping views. Object tracking in this system takes place on the global coordinate frame. By registering the PTZ cameras on the same global coordinate frame, we will solve the problem of sensitivity to occlusion and sudden movements: Even when an object of interest is lost from the field of view of the camera, the camera is able to recapture the subject by obtaining information from the tracker on the global coordinate frame. Registration of PTZ cameras is not straightforward. Moreover, for increasing the reconfiguration potential of the system we develop methods for automatic registration of PTZ cameras. For developing these methods we exploit the fact that the objects of interest are moving on a predominant ground plane. We match trajectories of humans viewed in common by the system cameras, based on the automated homography estimation methods. In the case that multiple agents appear in the view moving in different directions then input from the attention model is required to decide which of them must be tracked.
BEHAVIOUR ANALYSIS
The third research module of the proposed architecture is the behaviour analysis, which includes tools for actions and workflow modeling. We define as "actions" the local events in a spatiotemporal sense, i.e., that can be extracted by processing a small time window within a small spatial window in the sequence and regard motion of a single agent. Such actions may be "holding tool", "walking", "sitting", "standing" etc. The intermediate situations between actions, e.g., "tool grabbing", "falling", will be described as "events". The larger scale scenes, which may involve more agents, e.g., "worker collaboration for part fixing" are defined as "activities". Behaviour is the activity meaning given as semantic description to a scene, or multiple scenes. The "workflows" are well-defined activities that have to be executed at specific order due to safety or quality reasons.
In our architecture, the behaviour analysis is concerned with a) Action and event modelling (for a single and for several agents) b) interactions of actions to compose workflows (for a single and for several agents) and c) filtering of events and states due to noise and imperfections of the extraction process.
The architecture of this module is presented in Figure 4 . To detect the workflows from a single agent the tool receives the detected object types and their trajectories and compares with the available models for the related events and states. After fusion and filtering the related workflows are extracted. The models are initially learnt during a short supervised learning phase; during online operation the models can be adapted by using the adaptation mechanisms of section 6. A similar process is followed in the case of multiple agents. In this case we exploit the collaborative events/states (resulting from interactions between agents) and the already extracted workflows, which are associated with each individual agent (see Figure 4 ).
Workflow Recognition for a Single Agent
In this section, we consider a single agent (moving object) without associating it with others. The issue remains challenging due to the dependency on the lower level feature extraction and the dependency on the view angle which prohibits generic descriptions and time scale selection. We investigate the problems of (i) learning and recognition of events and states that are related to the workflows and (ii) learning and recognition of activities that take place in the monitored areas Using unsupervised learning methods we define stochastic models for the monitored workflows. For both problems we follow a semi supervised method, which includes an initial training phase where the basic models are defined with minimal user interaction; then the input vectors are used for adapting the available models or creating new ones in case of inconsistency with the ones available. Training is also used once at the initialisation and at a short time period, compared to the system operation and to the unsupervised learning phase.
Workflow Recognition for Multiple Agents
In this task we handle the problem of behaviour understanding considering multiple agents trying to extract their mutual associations. In particular, we model the temporal and causal connections between activities that are executed in parallel by multiple agents.
Provided that several activities may take place at the same time and that they may have causal relationships we examine the possibilities of establishing links between the individual activities. These representation frameworks have to support such extensions. For example if we select to use Dynamic Probabilistic Networks we will have to investigate coupled Hidden Markov Models or the more efficient Dynamically Multilinked Hidden Markov Models due to their capabilities to represent parallel stochastic processes with causal relationships.
Apart from linking together independent activities, the additional actions that result from the interaction of the agents must also to be considered. In such cases modeling of agents as a group will be investigated.
Workflow Disambiguation
The objective of this section is disambiguate the lower level processing (object and event detection) using the higher level (semantic) knowledge stored in the available workflow models; Let us assume that an activity is modelled as a sequence of k states. If n states have been already detected (n<k) we will create hypotheses about all the activities that have in common the n first states. The related disambiguation process will have as follows.
Events that lead to states (actions), which are not predicted, are ignored thus enhancing robustness with the cost of ignoring a non predicted relevant evenst. Therefore we examine tradeoffs between high robustness and variation detection capabilities. Bayesian networks can be used for the disambiguation purpose.
SYSTEM ADAPTATION
Semi-supervised learning is a special form of classification.
Traditional classifiers use only labeled data (feature / label pairs) to train. Due to the nature of our application labeled data is difficult and time consuming, to obtain. This is due to the fact that it requires a specialist to label the data, which is not practically feasible. However, unlabeled data is abundant and can be easily collected. Semi-supervised learning solves these problems by combining the labeled and unlabelled data to build better classifiers. This approach will mean that the system will require less human effort to train and modify.
Relevance feedback is an online learning strategy which adapts the response of the system by exploiting user interaction. It is the process of automatically adjusting an existing response using information fed back by the user about the relevance (or irrelevance) of previous results. This means that subsequent responses are a better approximation of the user's information needs and preferences. In a relevance feedback scheme, the user is able to take part in the process and to evaluate the results. An overview of this architecture is shown in Figure 5 . 
Semi-Supervised Adaptation
Among our goals in this section is to evaluate available methods for object model adaptation and to investigate the use of Hidden Markov Models (HMM) for adaptive behaviour models. However, instead of conventional static states the models use dynamic states, the links of which (position probabilities) are adapted though time during the system operation. We also try to use mixtures of probability density functions as alternatives for the traditional Gaussian, e.g., t-distributions with leaning approaches such as Expectation Maximisation or HMM models for dynamic clustering of objects of interest in the multiple agent behaviour modelling problem. As the overall system will be employing both bottom up (features) and top down (behavioural description) then it is inevitable that false positives and negatives will occur.
Relevance Feedback
The relevance feedback is expected to be activated (a) during the initial training phase to ensure accurate modelling and (b) during the evolution stage, during which inconsistencies are expected to appear. In operation the system selects data which may be similar to the current user query. Relevance feedback allows the user to pick the most relevant samples which further narrows the query.
In our case, the relevance feedback schemes are applied into two ways: object modification and behaviour/workflow modifications.
In the first case, we modify either the importance of the descriptors or the similarity metric used. Instead for the second case we modify the spatiotemporal relations so as to extract the behaviours of the objects. A time-varying user model will be incorporated into the learning algorithms, so at each feedback step, the learning process updates not only the target distribution, but also the target query and the matching criteria.
CONCLUSIONS
In this paper, we propose a self configurable architecture for video supervision under real life manufacturing application scenarios. The architecture includes algorithms for detection static and moving salient objects, consistent monitoring under overlapping or not cameras as well as active tracking the behavior recognition. The architecture is also adaptable using either semi-supervised techniques or relevance feedback schemes. The results will be tested under a real scenario of automobile construction.
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