The rate-distortion characteristics of a scheme for encoding continuous-time band-limited stationary sources, with a prescribed band, is considered. In this coding procedure the input is sampled at Nyquist's rate or faster, the samples undergo dithered uniform or lattice quantization, using subtractive dither, and the quantizer output is entropy coded. The rate-distortion performance, and the trade-o between the sampling rate and the quantization accuracy is investigated, utilizing the observation that the coding scheme is equivalent to an additive noise channel. It is shown that the mean-square error of the scheme is xed as long as the product of the sampling period and the quantizer second moment is kept constant, while for a xed distortion the coding rate generally increases when the sampling rate exceeds the Nyquist rate. Finally, as the lattice quantizer dimension becomes large, the equivalent additive noise channel of the scheme tends to be Gaussian, and both the rate and the distortion performance becomes invariant to the sampling rate.
I. Introduction
Nyquist's well known sampling theorem states that a band-limited signal can be faithfully represented via its samples taken at a rate twice its bandwidth. The samples may have continuously many values. In practice the samples are quantized, leading to a distorted representation of the original signal. The rate-distortion characteristics of this digitization scheme may be analyzed via classical quantization theory, summarized e.g. in 1]. Furthermore, the rate distortion function of the band-limited source, representing the optimal performance in compressing this source is given by the rate-distortion function of the discrete time process, sampled at Nyquist's rate (see, e.g. 2] page 137.)
In theory, then, there is no need to sample the band-limited process at a rate higher than Nyquist's rate. However, when practical quantization is examined instead of the theoretically optimal rate-distortion function, increasing the sampling rate may be advantageous. It seems that by increasing the sampling rate we may reduce the required quantization resolution and still achieve comparable rate-distortion characteristics in compressing the original signal. The practical advantages of using a smaller number of quantization levels, even a single bit quantization accuracy, at high sampling rate, are indicated by the recently popular sigma-delta techniques 3].
As a matter of fact, while in nite resolution sampling at Nyquist's rate provided one extreme condition for perfect reconstruction, it was shown more recently (see e.g . 4] ) that under certain conditions band-limited signals may be faithfully reconstructed by the location of their zero-crossing, level-crossing, or the location of their intersection with some functions. For this reconstruction the zero crossing location must be provided with an in nite accuracy, whose speci cation requires an in nite amount of bits. Speci cation in any nite precision (corresponding to a nite information rate) leads of course to a distorted reconstruction.
The two extreme cases that provide perfect reconstruction with an in nite amount of informa-tion seem to be understood. However, in cases where distortion is allowed, the behavior is not clear, and it is interesting to analyze the trade-o between the sampling rate and the quantization accuracy at various values for the distortion and information rate. With this motivation in mind, we provide in this paper an explicit rate-distortion analysis of a sampling and quantization scheme for encoding continuous-time continuous-value stationary band-limited signals. In this analysis we examine the sampling rate/quantization accuracy trade-o s. Now, sampling and quantization schemes have been considered and analyzed before, e.g., in 5], 6] and elsewhere. However, unlike previous works in this subject, we were able to come up with explicit rate-distortion expressions, by considering Entropy Coded Dithered Quantization (ECDQ), and relying on our previous results in 7] where the rate-distortion performance of ECDQ for vector sources has been analyzed.
Our analysis shows that at a xed mean square error, there is an extra cost in coding rate as the sampling rate increases above the Nyquist rate. In scalar quantization, for example, when we sample at twice the Nyquist rate, we may use a quantizer (or an A/D) whose number of levels is reduced by a factor of p 2, and still get the same distortion, but the total coding rate will increase by approximately 0:47 bits per each original Nyquist sample. The same e ect happens for lattice quantizers as well, although the additional coding rate becomes smaller as the lattice dimension grows.
In this paper we consider coding of continuous time random processes. The de nitions and theorems associated with information functions of such entities sometimes require complicated concepts and de nitions that were originally introduced by Kolmogorov 8] , and later on extended and made rigorous by Pinsker 9] and others. We try to state the main ideas of this paper in an intuitive manner; however, in our analysis of the coding rate and the e ects of the sampling rate, in Sections IV and V below, we had to use the appropriate Pinsker's de nition of the mutual information and the various de nitions of the Rate-Distortion function, which in turn might have complicated the exposition. We provide some background and explanations along the paper and the appendices, but the reader may need to consult an additional basic reference on information functions of random processes, such as 10].
II. De nitions and Scheme Description
Let x = fx(t); ?1 < t < 1g be a sample function of a mean-square (M.S.) sense band-limited source X. It is assumed that the source is stationary with a nite power 2 x , and that its power spectrum function is limited to the frequency band 0 f B, i.e. S x (f) = 0; for all f > B ;
(1) where, since the power spectrum is symmetric in f, we consider in this paper only non-negative frequencies. Besides (1) no additional knowledge on S x (f) is assumed. Throughout the paper we use capital letters, e.g., X(t); X; X, to denote the random variable, vector or process, and use, e.g., x(t); x; x to denote their sample values.
In the proposed scheme for coding x(t) the signal is passed through an \anti-aliasing lter"
1 for f B 0 otherwise, (2) and sampled at a rate F s = 1=T s 2B samples per second where 2B is the Nyquist rate. The lter H 1 forces every source realization to be band-limited, and its necessity will become clear later.
The sampled signal, x q = fx q n]; ?1 < n < 1g, is transmitted via a noiseless channel, at a rate R Q , using an ECDQ procedure with a white lattice quantizer (the de nition of a while quantizer is provided below). The reconstructed discrete-time signal in the output of the ECDQ is denoted b
Finally, a continuous-time distorted signal, denoted b x(t), is reconstructed using an ideal digitalto-analog converter and a band-pass lter H 2 (f) = H 1 (f). The coding scheme is illustrated in Figure 1 (a).
The main component of our scheme is the Entropy Coded Dithered Quantizer (ECDQ), which 3 is a dithered lattice quantizer, with a subtractive dither, followed by lossless coding. The ECDQ has been analyzed in 11] and 7], but for completeness, we provide here its de nition and some of its properties that will be needed throughout the paper. For this, we rst recall de nition of a lattice quantizer. A K-dimensional lattice quantizer Q K = fL; Pg is de ned by a set of code points L = fl i g, which form a a K-dimensional lattice, and an associated partition P = fP i g of R K , such that P i = l i + P 0 = fx : x ? l i 2 P 0 g :
The quantizer maps a source vector x K 2 P i into its associated lattice point l i , i.e., Q K (x K ) = l i for x K 2 P i . When the mapping is into the nearest lattice point, we get the commonly used Voronoi partition (see 12] ).
In the sequel we use the notation Q K (x), where x 2 R n and K divides n, to denote a vector in R n which is a concatenation of n=K successive lattice points associated with the n=K blocks of size K of x. Similarly, Q K (x), where x is a sequence, denotes the sequence of lattice points associated with the K-blocks of x.
A basic structure gure of the lattice quantizer, which is particularly useful when the square error distortion measure is considered, is the quantizer's normalized second moment, see 13],
where the polytope P 0 is the quantizer basic cell, and V = R P 0 dx is its volume. The variance per dimension of the vector Z K , which is uniformly distributed over P 0 , is = G K V 2=K (e.g., = 2 =12 for scalar uniform quantizer where is the quantizer step). Note that unlike the scalar case where the uniform lattice is the only possible lattice, there are many possible K-dimensional lattice quantizers; thus, it is desired to choose at each dimension the quantizer with the minimal G K .
It is shown in 14] that this optimal lattice quantizer has the property that the vector Z K U(P 0 ) 4 is white, i.e., EfZ K Z t K g = I ; (5) where I is the identity matrix. In general, Q K is de ned to be a white lattice quantizer if it satis es (5).
Subtractive dithered quantization (see 15] and 16]) is achieved by adding the random variable Z K to every K-block of source samples before quantization, and subtracting it at reconstruction.
The dither samples are drawn independently for every new K-block, and are assumed to be available to the decoder (e.g., the dither comes from a pseudo-random number generator). Thus, the decoder represents a source vector x K 2 R K as, (6) In ECDQ, the output of the quantizer is losslessly encoded (\entropy coded") conditioned on the dither signal. Thus, the number of bits required for ECDQ of a vector X q 2 R n , where K divides n, is given by the conditional entropy of the quantizer output H(Q K (X q + Z)jZ), where Z is a concatenation of n=K independent replica of Z K , and where we have also neglected the possible redundancy ofthe lossless encoding-decoding operation.
We return now to the proposed system for encoding continuous-time signals. The coding rate of the entire system is the rate of the ECDQ block de ned above, whose input is x q and output is b x q . Following the discussion above, the asymptotic coding rate of the system is R Q = F s lim n!1 1 n H(Q K (X q + Z)jZ) = F s H(Q K (X q + Z)jZ) (7) bits per second, where H( ) denotes entropy-rate per sample. It is simple to verify that since the Kblocks of Z are independent and since X is stationary, the conditional entropy per sample decreases monotonically with n = K; 2K; 3K; : : :, and hence the limit above always exists. Note that by using a universal coding method that achieves the entropy for losslessly coding the quantizer output, the entire scheme becomes universal in the class of sources with prescribed band. 5
The error signal of the proposed coding scheme is b (14) where h denotes di erential entropy rate per sample. The RHS of (14) follows by decomposing the mutual information rate into a di erence of entropy rates, and substituting h(
). Since h(N q ) = 1 2 log( =G K ) is nite, and h(X q + N q ) h(N q ), the existence of the rate limits in (7) and (13) is con rmed by (14) .
We now consider the distortion in coding X(t). Let
be the output of a Discrete-to-Continuous (D/C) converter whose input is N q n]. We use a white lattice quantizer (see (5) where X B (t) is the output of the anti-aliasing lter, as depicted in Figure 1 . Furthermore, since, by (1), the process X B (t) equals to X(t) in the mean square sense, i.e.,
Ef(X B (t) ? X(t)) 2 g = 0 ; (17) we have Ef( b X(t) ? X(t)) 2 g = EfN B (t) 2 g + Ef(X B (t) ? X(t)) 2 g = EfN B (t) 2 g. Summarizing all 8 the above, the overall MSE of the scheme (8) is given by
Observe from (18) that as long as T s is kept constant, i.e., a simple trade-o is kept between the sampling rate and the quantization resolution, the MSE distortion is the same. Note, however, that this simple trade-o is valid only if the lattice quantizer is white, although the additive noise channel model of the scheme and the coding rate formula (13) still hold in general.
IV. Analysis of the Coding Rate Formula
At any sampling period T s and any resolution , the general expressions derived in the previous section provide the rate-distortion curve R Q (D) of the proposed coding scheme, for any given source. However, these expressions may be too complicated to calculate and are too generic to provide insight regarding, e.g., the trade-o between the sampling rate and the quantizer resolution.
In this section we identify the major factors which dominate the behavior of the coding rate as a function of the quantizer resolution and the sampling rate.
We analyze the coding scheme behavior at various sampling rates. Thus, for a uni ed framework, our results are presented in terms of the continuous-time additive noise channel depicted in Figure 2 .
In this channel, the noise, n(t), de ned in (15) is added to the signal x B (t) obtained by pre-ltering the source, and the result, e x(t) = x B (t) + n(t), is passed through a low-pass lter to yield the output, b
x(t) = x B (t) + n B (t). A sample function of the high-passed part of the noise which is ltered away is denoted n H (t) = n(t) ? n B (t). In Figure 3 we show typical spectra of the source (X), the in-band noise (N B ) and the high-passed noise (N H ). Clearly, the equivalent continuous time channel of Figure 2 preserves the statistical relations between X, X B , e X and b X, which are the continuous-time inputs and outputs of the coding scheme. In Theorem 3 below we further
show that the coding rate may also be written in terms of mutual information rates between these continuous time processes.
Before stating that theorem, we need to introduce some de nitions and notations. 
bits per second, where X (h) = fX(nh); n = 0; 1; 2 g, Y (h) = fY (nh); n = 0; 1; 2 g, q( ) denotes a time invariant scalar quantizer with a nite number of levels, and I is the (regular) mutual information rate per sample, de ned in (13) , between the discrete-time processes q x (X (h) ) and q y (Y (h) ) which have discrete values. The supremum in (19) is taken over all possible sampling periods h and nite quantizers q x and q y . A similar de nition applies for the Pinsker rate between discrete time processes, where then we x h to be the sampling period. For jointly stationary processes Pinsker's rate always exists. Note that Pinsker's rate between processes in which each sample function is band-limited, (like X B (t) or N(t)), is equal to Pinsker's rate between the sampled processes after the appropriate normalization to bits per second. This property is one of the important features of the de nition (19) , and it follows directly from the fact that I (g) satis es the data processing theorem (see 9], p. 95, properties (6) and (7)). This property enables us to associate the information rates in the discrete part of the coding system with the rates in its continuous part. It should be pointed out that the other de nitions of the mutual information rate, also log S x (f)df > ?1 : (22) In the general case, (22) is a necessary condition for smoothness since the Gaussian entropy upperbounds the source entropy.
We now return to the continuous time channel of Figure 2 . In the following theorem we provide expressions for the scheme's coding rate in terms of the mutual information rates between signals in the equivalent channel:
Theorem 3 R Q = I (g) (X; e X) I (g) (X; b X) ; (23) with equality at the Nyquist sampling rate F s = 2B. Furthermore, for a non-degenerate source at any sampling rate,
Observe that from this theorem the scheme's coding rate can be written as the mutual information rate between X and e X, but not between X and b X. Moreover, the lower bound in (23) is strict in some cases and so this theorem actually implies that the rate of the coding scheme is higher than the mutual information rate between the input signal and the reconstructed signal. Intuitively, the reason is -some extra bits are transferred since the scheme does not fully utilize the fact that at reconstruction the signal is ltered.
As for the more technical aspects of the theorem, we note that (24) is well de ned: Pinsker's rate, I (g) , always exists, R Q = I (g) (X; e X) I (g) (X; b X) is nite from (7) or (14), and as shown in Appendix B, I (g) (N B ; N H ) F s =2 log 2 eG K is nite as well. The non-degeneration condition required for (24) was needed technically for the proof, but we are not sure whether it is really a necessary condition.
We nally note that the proof of the Theorem would have been very simple if we could apply naively the chain rule and other properties of the regular mutual information in the expressions (23) and (24) . However, since these expressions are given in terms of mutual information rates of processes, a more complicated and careful derivation should be performed. The detailed, and somewhat tedious proof, which utilizes all the de nitions made above, is given in Appendix C.
In this section we shall also be interested in comparing the performance of our scheme to the optimal performance, given by the rate-distortion function of the source, de ned as:
where R n (D) is the rate distortion function per sample of the vector of n samples X q 1] : : : X q n] of the sampled process X q under square error distortion measure. The de nition (25) is actually the standard de nition of the rate-distortion function of the sampled process X q (see 2]). However, using the equivalent process de nition of the rate-distortion function (see 10], Section 10.6), and a simple application of the data processing theorem for the Pinsker rate, it can be shown that R(D)
of (25) In the rest of this section we further analyze the scheme's rate, and its excess rate over the ratedistortion function of the source in two cases. First, we consider the behavior at low distortion, and so this analysis is in the realm of high-resolution quantization theory. The second derivation provides a constant upper bound on the excess rate of the scheme over the source's rate-distortion function which holds for all distortion levels, and so it provides a worst-case gure for the scheme's performance. Analyzing the e ects of the sampling rate on the rate expressions is deferred to Section V.
Low Distortion Behavior of the Coding Rate:
The analysis is performed by identifying the main components in the coding rate formula (24) , and observing that for smooth sources, at low distortion, there are essentially two terms. One term is the equivalent of Shannon's lowerbound on the rate-distortion function, which is independent of the sampling rate but depends on the source and the distortion level. The second term, which is further analyzed at Section V, is independent of the source and the distortion level, but depends on the sampling rate.
We begin our analysis of (24) 
We now return to the rest of the terms in the coding rate formula (24) . The term I (g) (N B ; N H ) is independent of both the source and the distortion but may depend on the sampling rate, and at this point it will not be analyzed further. We note that at Nyquist's sampling rate the expression (33) for the low distortion redundancy 
The proof of this Theorem, which is similar to the proof of Theorem 2 in 7], is given in Appendix F.
The capacity bound of Theorem 5 is tight for the high distortion case, as it can be attained at high distortion by the source that achieves the capacity. To see this, observe that the power of this source (which in general may be block-stationary) is D, as the allowed distortion. Thus, the rate distortion function of this source at distortion D is zero and so the redundancy is the quantizer rate which is the mutual information or, for this source, the capacity (34) of the channel. From this example we conclude that the capacity bound cannot be improved by another constant bound.
This theorem extends Theorem 2 of 7], which can be applied only when operating at Nyquist's rate where the noise band is identical to the signal band. To assess the e ect of higher samplingrate on the capacity we suppose that the capacity, given by (34), can be decomposed as in (24) 
is the constrained capacity (in bits per unit time) of a channel with a band-limited additive noise.
Note that for Nyquist's rate we have C B 1=2 log 4 eG K bits per sample, which is the capacity 
By comparing (33) to (39) we observe that for smooth sources the redundancy at low distortion is smaller by at most B bits per unit time (or half a bit per Nyquist sample) than the redundancy at high distortion. These results have the same avor as our bounds for vector sources in 7].
V. The E ect of Increasing the Sampling Rate
We have already discussed the e ect of the sampling rate on the distortion of the coding scheme.
As noted in section III, for square error distortion, D = 2 T s B, expressing a simple trade-o between the sampling period (T s ) and the quantizer resolution (given by , the second moment of its basic cell) in determining the distortion. We now examine the e ect of increasing the sampling rate on the coding rate, R Q . To set a common ground for comparison, we assume in the analysis that while the sampling rate increases (i.e. T s decrease), 2 T s is kept constant, and its value is determined by the allowed distortion. This constant is the spectral level of the noise N(t) (see (16) ). The quantizer choice determines the noise distribution (for example, for scalar quantizer the samples of N q are uniformly distributed), and is also assumed xed. The sampling rate, whose variation is examined, determines the fraction of the entire band that is occupied by the in-band noise N B (t).
Since the distortion is xed, the rate-distortion function of the source is xed, and the e ect of increasing the sampling rate, on the coding rate , is re ected in the scheme's redundancy ( The analysis of these two terms that are strongly a ected by thesampling rate, sheds light on the e ect of oversampling on the coding rate of the scheme. This analysis is given in thefollowing theorem, which is rigorously proved for the scalar quantizer case (K = 1) andconjectured for the general case:
Theorem 6 For any sampling rate F s the scheme operating at a sampling rate higher than Nyquist's rate is larger than the rate of the scheme operating at Nyquist's rate. as the sampling rate increases by factors of 2 and 3, respectively. We see that indeed in these examples, the rate of the coding scheme increases, as the sampling rate increases, even when the quantizer resolution is reduced to keep the same distortion. These calculations may also point out that the lower bound in (40) is loose, i.e., at high sampling rate the coding e ciency of the scheme is even worse than what is implied by the lower bound in (40).
VI. Large Lattice Dimension: Equivalent AWGN Channel
The expressions for the rate distortion of the proposed scheme, its redundancy and the trade-o relation between the sampling rate and the quantization accuracy would become simple, if we could have assumed that the additive noise in the equivalent channel of Figure 2 is Gaussian, with a at spectrum of level 2 T s , and independent of the source. In accordance with the notation above, this additive Gaussian noise is denoted by N (t), while the additive noise in the output, after band-pass ltering, which is Gaussian and band-limited to 0 f B, is denoted N B (t). The MSE distortion is 2 T s B, the variance of N B (t). Since in this Gaussian case the components of N (t) in the pass band and the stop band are independent, the rate
is equal to I (g) (X B ; X B + N B ), and so as long as T s is kept constant we get the same rate.
As discussed in 14], the proposed quantization scheme becomes equivalent to an Additive White Gaussian Noise (AWGN) channel in the limit as the lattice dimension becomes large, at any xed sampling rate. To see this, we use a result, proved by Poltyrev 22] ,asserting that the normalized second moment of the optimal lattice quantizer satis es, 
i.e., the quantization noise N (K) converges to Gaussianity in the divergence sense. Throughout this section we denote by superscript (K) the corresponding terms when an optimal K dimensional lattice quantizer is used.
Combining (46) H ) ! 0, for any sampling rate, as K ! 1. Thus, the main results of Section 3 can be simpli ed in the following way: Equation (31), which expresses the rate at lowdistortion for smooth sources, becomes in the
Equations (36) and (38) expressing the \capacity bound" and valid for all sources and distortion levels, become in the limit
The limits in both (48) and (49) are the expressions that would have resulted if the scheme was an AWGN channel. 21
Finally, it should be noted that a stronger claim,
which holds for all smooth band-limited sources, can be shown from the results in 14]. In other words, at any distortion level our scheme is asymptotically equivalent, from the coding rate point of view, to an AWGN channel. This equivalence implies that if we change the sampling rate, but change with it the quantizer resolution so that T s is kept constant, i.e., we keep the simple trade-o that maintains the distortion xed, the equivalent AWGN channelremains the same, and so the coding rate is also kept constant.
In the asymptotic Gaussian noise case it is easy to calculate the scheme's performance for Gaussian sources. For example, suppose our source has a power spectrum S x (f). Then, the rate of the coding scheme is given by 
VII. Summary
Concluding the paper, we point out its main observation. When we trade-o the sampling rate and the quantizer resolution, keeping the quantity T s constant, we get the same distortion but the coding rate is increased. Thus, if one prefers to use a simple, low resolution, quantizer (say one bit quantizer) at the expense of higher sampling rate, which has some practical advantages, he should be aware that the overall bit rate is larger. This paper provides bounds on the resulting excess bit rate.
The results of this paper could have been presented for vector sources. The analogous of a band-limited process, sampled at a rate higher than Nyquist's rate, is a vector source whose components have linear deterministic relation, or in the mean square sense, its correlation matrix does not have a full rank. The analogous \oversampling ratio" is n=m, where n is the dimension of the vector source and m is the rank of its correlation matrix. Now, suppose this vector source is encoded by an ECDQ. Following the main observation of the paper, the coding rate would become smaller if, prior to coding, the source is projected over the (minimal) linear sub-space where its energy is concentrated. This is, of course, analogous to coding the Nyquist sampled process in the band-limited source case.
An oversampled but reduced resolution quantizer leads to another practical problem. Consider the trade-o relation T s . We realize that since is proportional to the square of the quantizer step size, in order to save one bit in quantization, i.e., to use half the number of quantization levels, is increased by 4, and so the sampling rate must increase by 4 to get the same distortion. Note that in sigma-delta techniques 23, 3] the rate increase at the A/D output is usually smaller than the increase mentioned above, since some of the lossless encoding is performed \on the y", by ltering and prediction. Nevertheless, using the ECDQ does have in principle an advantage over sigma-delta methods. As expected, if sigma-delta coding with multiple bit is used, the distortion decrease exponentially with the number of bits, but the distortion decreases only polynomially (see 23]) as the sampling rate (and as a result the bit rate) increases. On the other hand, in ECDQ as the sampling rate increases, using the same quantizer, the distortion decreases exponentially with the bit rate since the performance of the scheme is at most a constant away from the source's rate-distortion function, and so it has the same behavior of R as a function of D when D ! 0.
Again, this advantage comes from the fact that we use entropy coding and so an increase in the bit rate of the ECDQ might correspond to a much higher increase in the sampling rate.
Yet another word of caution should be mentioned. The ECDQ and our entire analysis assume a \subtractive dither", i.e., we assumed that the decoder has an access to the dither used by the encoder, and can subtract it. This might be cumbersome in some practical cases.
Finally, we note that the rate we calculated is the conditional entropy of the quantizer output. If we use a universal entropy coder that estimates the probabilities of the quantizer output, conditioned on the dither, we must use a discrete valued dither realization. This will lead to an additional approximation of the theory derived in this paper. i.e., the error vector is statistically independent of X K .
As for the distribution of b X K ?X K , since (A.1) has the same value for each X K we may choose X K = 0 and, since Q K (z K ) = 0; 8z K x + n H and the pair of sample functions fb x; n H g, since they occupy non-overlapping frequency bands; then, we use the fact that the second argument in e I( ; ) is considered as a random variable rather than a process, and so it may be manipulated according to the basic properties of mutual information, i.e., it is invariant under an invertible transformation and the chain rule; nally, (f) follows similarly to (c), since X is non-degenerated.
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We continue with another chain of equalities: In some cases, the low distortion behavior of r(D) may be expressed more explicitly. We consider here two such cases: the case of a Gaussian source, and the case of a Gaussian noise which is associated either with large lattice dimension (see section VI) or with high sampling rate. In and substitute h x = 1 2 log(2 eP x ) to complete the proof of the lemma.
F. Proof of Theorem 5
Let U = fU(t)g be a process, jointly stationary with the source X and independent of the noise N, and let U q = fU q n]g be obtained from U by low-pass ltering to bandwidth B and sampling at a rate F s (in the same way X q is obtained from X). It follows from the proof of 
