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RESUMO
Nos últimos anos houve um grande aumento de pesquisas referente ao cálculo 
fracionário e nos mais diversos ramos da ciencia, como a física, controle de sistemas, 
economia, biomedicina, areas da ciencia aplicada e engenharias. Atualmente a mode­
lagem dos circuitos sao realizadas com o calculo de ordem inteira, porem sabe-se que 
os circuitos eletricos possuem efeito de memoria e nao-linearidade no qual atraves da 
modelagem usual nao se observa todo esse comportamento, e a modelagem com o 
calculo fracionario e uma das possíveis formas de analisar esse efeito. Neste trabalho 
e exemplificado a modelagem de um circuito usual, no caso um circuito RC, para di­
ferentes valores da derivada, e, tambem, proposto um modelo matematico adaptado 
da definicao de Grunwald-Letnikov, para ser inserido na modelagem com estrutura 
de blocos em serie e para a estrutura de blocos em paralelo, e assim realizar a mo­
delagem comportamental em amplificadores de potencia de radio frequencia. Foram 
utilizados três conjuntos de dados, contendo amostras de entrada e saída, de dois am­
plificadores de potencia para testar o modelo proposto e comparar as respostas com 
outros modelos ja utilizados na literatura, como por exemplo o Polinomio de Memoria 
e a modelagem de blocos em serie, atraves do erro quadrático medio normalizado. 
Realizadas as simulacoes para esses conjuntos de dados, nota-se que o modelo pro­
posto, implementado nas estruturas em serie e paralelo, obteve respostas iguais aos 
modelos comparativos, isso para mesmas ordens de truncamentos e quantidade de 
coeficientes. Observa-se tambem, que o modelo proposto e capaz de reduzir a quan­
tidade de coeficientes sem reduzir a precisao da modelagem, onde simulacoes foram 
realizadas com reducao de ate 50% dos coeficientes e nao houve perda considerável, 
em relacao ao modelo em comparacao.
Palavras Chave: Calculo Fracionario, Derivadas Fracionarias, Efeito de Memoria, Mo­
delagem de Circuitos.
ABSTRACT
In the recent years, an increase in research in the area of fractional calculus 
and in the most diverse branches of science has been recorded, such as physics, con­
trol systems, economics, biomedicine, applied science and engineering. Current circuit 
modeling techniques are performed with calculations of integer order, but it is known 
that electrical circuits have memory effect and non linearity, which cannot be observed 
by means of the usual modeling methods, thus the fractional calculation approach is 
one of the possible ways of analyzing this effect. In this work, an usual c ircu it, which is 
a RC circuit, is modeled and exemplified for different values of the derivative. Besides, 
a mathematical model adapted from the Grunwald-Letnikov definition is proposed to 
perform behavioral modeling in radiofrequency power amplifiers, one for serial block 
structure modeling and another for parallel block structure modeling. Input and output 
samples from three different data sets obtained for two power amplifiers were used to 
test the proposed model and to compare the responses with other models already used 
in the literature, such as the Memory Polynomial model and the serial block modeling, 
using the normalized mean square error. Once the simulations were performed for the 
data sets, the proposed models, implemented in series and parallel structures, obtai­
ned similar answers of the comparative models, for the same truncation orders and the 
same number of coefficients. It is also observed that the proposed models are able 
to reduce the number of coefficients without reducing the precision of the modeling, in 
which simulations were performed with reduction of up to 50% of the coefficients and 
it did not present considerable loss, when compared to other models.
Keywords: Fractional Calculus, Fractional Derivatives, Memory Effect, Circuit Mode­
ling.
LISTA DE FIGURAS
2.1 Diagrama de Potências de um amplificador de potência..........................  25
2.2 Ponto de Compressao de 1 dB.....................................................................  26
2.3 Diagrama do sistema de Modelagem de um Amplificador de Potencia. . 28
2.4 Estrutura Hammerstein..................................................................................  35
2.5 Estrutura Wiener.............................................................................................  35
2.6 Estrutura Wiener-Hammerstein..................................................................... 36
2.7 Representacao direta do Filtro FIR em Diagramas de Bloco.................... 38
2.8 Diagrama de blocos da interpretacao Hammerstein Paralelo do MP . . 39
3.1 Tensao sobre o Capacitor para 0 < a <  1...................................................  44
3.2 Tensao sobre o Capacitor para 1 < a < 2...................................................  45
3.3 Tensao sobre o Capacitor, modelado para diferentes as e simulada no
Cadence............................................................................................................ 46
3.4 Tensao sobre o Capacitor, modelado para diferentes as e simulada no
Cadence, ampliada na regiao de descida da carga.................................... 46
3.5 Diagrama de blocos da interpretacao Hammerstein Serie do modelo
proposto............................................................................................................  48
3.6 Diagrama de blocos da interpretacao Hammerstein Paralelo do modelo
proposto............................................................................................................  49
4.1 Diagrama de blocos do desenvolvimento do algoritmo.............................  52
4.2 Relacao entre as amplitudes instantaneas de saída e entrada, medida e
estimada pelo modelo proposto na modelagem direta para o Conjunto_1. 57
4.3 Conversao AM-PM, medida e estimada pelo modelo proposto na Mode­
lagem direta para o Conjunto_1.....................................................................  57
4.4 Formas de onda no domínio do tempo dos componentes em fase do 
sinal de saída, medidos e estimados pelo modelo proposto na modela­
gem direta para o Conjunto_1........................................................................  58
4.5 Formas de onda no domínio do tempo dos componentes quadratura do
sinal de saída, medidos e estimados pelo modelo proposto na modela­
gem direta para o Conjunto_1........................................................................  58
4.6 Erro calculado entre a saída real e a saída dos modelos para o Con-
junto_1, parte real e imaginaria...................................................................... 59
4.7 Relacao entre as amplitudes instantaneas de saída e entrada, medida e
estimada pelo modelo proposto na Modelagem Direta para o Conjunto_2. 63
4.8 Conversao AM-PM, medida e estimada pelo modelo proposto na Mode­
lagem Direta para o Conjunto_2..................................................................... 63
4.9 Formas de onda no domínio do tempo dos componentes em fase do 
sinal de saída, medidos e estimados pelo modelo proposto na modela­
gem direta para o Conjunto_2........................................................................  64
4.10 Formas de onda no domínio do tempo dos componentes quadratura do 
sinal de saída, medidos e estimados pelo modelo proposto na modela­
gem direta para o Conjunto_2........................................................................  64
4.11 Erro calculado entre a saída real e a saída dos modelos para o Con- 
junto_2, parte real e imaginaria...................................................................... 65
4.12 Relação entre as amplitudes instantaneas de saída e entrada, medida e 
estimada pelo modelo proposto na modelagem direta para o Conjunto_3. 69
4.13 Conversao AM-PM, medida e estimada pelo modelo proposto na mode­
lagem direta para o Conjunto_3.....................................................................  69
4.14 Formas de onda no domínio do tempo dos componentes em fase do 
sinal de saída, medidos e estimados pelo modelo proposto na modela­
gem direta para o Conjunto_3........................................................................  70
4.15 Formas de onda no domínio do tempo dos componentes quadratura do 
sinal de saída, medidos e estimados pelo modelo proposto na modela­
gem direta para o Conjunto_3........................................................................  70
4.16 Erro calculado entre a saída real e a saída dos modelos para o Con- 
junto_3, parte real e imaginaria...................................................................... 71
LISTA DE TABELAS
4.1 NMSE do Modelo Proposto na estrutura Hammerstein Paralela da mo­
delagem direta para o Conjunto_1................................................................ 54
4.2 NMSE do modelo Polinomio de Memoria na modelagem direta para o 
Conjunto_1........................................................................................................  55
4.3 NMSE do modelo Proposto na estrutura de blocos em serie, comparado 
aos modelos de Wiener, Hammerstein e Wiener-Hammerstein, para
P  =  8 e M  =  3.................................................................................................. 56
4.4 NMSE do Modelo Proposto na estrutura Hammerstein Paralela da mo­
delagem direta para o Conjunto_2................................................................ 60
4.5 NMSE do modelo Polinomio de Memoria na modelagem direta para o 
Conjunto_2........................................................................................................  61
4.6 NMSE do modelo Proposto na estrutura de blocos em serie, comparado 
aos modelos de Wiener, Hammerstein e Wiener-Hammerstein, para
P  =  6 e M  =  4.................................................................................................. 62
4.7 NMSE do Modelo Proposto na estrutura Hammerstein Paralela da mo­
delagem direta para o Conjunto_3................................................................ 66
4.8 NMSE do modelo Polinomio de Memoria na modelagem direta para o 
Conjunto_3........................................................................................................  67
4.9 NMSE do modelo Proposto na estrutura de blocos em serie, comparado 
aos modelos de Wiener, Hammerstein e Wiener-Hammerstein, para
P  =  5 e M  =  9.................................................................................................. 68
AM Amplitude do sinal de entrada;
CC Corrente contínua;
dB Decibel;
FIR Resposta ao impulso finita;
FT Funcao de transferencia;
GL Grunwald-Letnikov;
In Sinal de entrada;
MMQ Metodo dos Mínimos quadrados;
MP Polinomio de memoria;
NMSE Erro quadratico medio normalizado;
Out Sinal de saída;
PA Amplificador de potencia;
PAE Eficiencia de potencia adicionada;
Pcc Potencia fornecida pela fonte;
PDis Potencia dissipada;
PIn Potencia de entrada;
PM Diferenca da fase do sinal de saída e do sinal de entrada;
LISTA DE SIGLAS






QC Carga armazenada no capacitor;
Z Conjunto dos numeros inteiros;
R Conjunto dos numeros Reais;
Co Constante de capacitancia
L0 Constante de indutancia;
I  Corrente;
aDa Derivada de ordem a com terminal inferior a e terminal superior x;
Derivada de ordem n da funcao y em relacao a x;
n Eficiencia;
n ! Fatorial de n;
Fluxo magnetico no indutor; 
w Frequéíncia Angular;






D n Operacao de derivacao de ordem n;
R Resistencia;
J2n=0 Somatoria de n ate infinito;
V  Tensao;
t Tempo
t Valor correspondente a constante da resistencia e capacitancia;
SUMÁRIO
1 INTRODUÇÁO 18
1.1 JUSTIFICATIVA E O BJETIVOS.................................................................. 22
1.2 ESTRUTURA DA DISSERTACAO ............................................................  23
2 FUNDAMENTAÇÁO TEORICA 24
2.1 AMPLIFICADOR DE POTENCIA DE RADIOFREQUENCIA.................  24
2.1.1 LINEARIDADE DOS P A s ...............................................................  25
2.1.2 EFICIENCIA DOS PAs.....................................................................  26
2.1.3 MODELAGEM DOS PAs ...............................................................  27
2.2 PRINCIPAIS DEFINICOES DO CÁLCULO FRACIONARIO MODERNO 28
2.2.1 DEFINICAO DE RIEM ANN-LIOUVILLE....................................... 29
2.2.2 DEFINICAO DE CAPUTO ...............................................................  30
2.2.3 DEFINICAO DE GRUNWALD-LETNIKOV.................................... 31
2.2.4 DERIVADA FRACIONARIA A PARTIR DA TRANSFORMADA DE
FO URIER...........................................................................................  32
2.3 MODELOS MATEMATICOS PARA MODELAGEM DE SISTEMAS NAO-
LINEARES COM MEMORIA ......................................................................  34
2.3.1 MODELOS ORIENTADOS POR BLOCOS.................................... 35
2.3.1.1 Filtro de Resposta Finita ao Im pulso..............................  36
2.3.2 MODELO POLINOMIO DE M EM ORIA.......................................... 38
3 APLICAÇÁO NA MODELAGEM DE CIRCUITOS USUAIS 41
3.1 EFEITO DE MEMORIA NOS ELEMENTOS BASICOS DOS CIRCUI­
TOS ELETRICOS ........................................................................................  41
3.2 MODELAGEM COM DERIVADA FRACIONARIA APLICADA EM CIR­
CUITO RESISTOR-CAPACITOR................................................................  43
3.3 MODELO PROPOSTO: USO DA DERIVADA DE GRUNWALD-LETNIKOV 
PARA MODELAGEM COMPORTAMENTAL DE AMPLIFICADORES DE 
P O TE N C IA ..................................................................................................... 47
4 VALIDAÇÃO EXPERIMENTAL 50
4.1 DADOS UTILIZADOS PARA VALIDACAO DO MODELO PROPOSTO . 50
4.2 ERRO QUADRATICO MEDIO NORMALIZADO.....................................  52
4.3 RESULTADOS PARA A MODELAGEM CARACTERÍSTICA DIRETA . . 53
4.3.1 CONJUNTOJ ..................................................................................  54
4.3.2 CO NJUNTO _2.................................................................................  60






O efeito de memória, também chamado de efeito dinâmico, é quando a saída 
instantânea y(n) depende da entrada aplicada no mesmo instante x(n) e de entradas 
passadas x(n -  m), onde m  e um inteiro positivo. Ou seja, a entrada que e aplicada 
em um instante de tempo e sentida na saída no mesmo instante em que e aplicada e 
tambem em instantes futuros.
Uma das formas que vem sendo bastante utilizada para estudar e analisar 
esse tipo de comportamento e atraves do calculo fracionario, onde diversos autores, 
nas ultimas decadas, mostraram que modelagens realizadas a partir do calculo fra- 
cionario oferecem uma melhor descricao dos fenômenos naturais do que as realizadas 
com o calculo usual, de ordem inteira. E isso se da devido as derivadas fracionarias 
proporcionarem uma excelente descricao para efeitos de memoria e propriedades he- 
reditarias de diversos materiais [1, 2].
O calculo fracionario e um campo que surgiu a pouco mais de 300 anos, tendo 
início por volta de 1695, quando o matematico Guillaume Francois de L’Hopital enviou 
uma carta para outro matematico, Gottfried Leibniz, conhecido por ser o pai da notacao 
moderna do calculo diferencial. Na carta, LHopital discutia o significado de uma deri­
vada de ordem meio (n =  1/2), como se ve na Equacao 1.1. A resposta de Leibniz a 
LHopital levou as primeiras definicoes de derivadas e integrais de ordens nao-inteira 
[3, 4].
d ny
D ny =  jX n . (1.1)dxn
O cientista físico e matematico Joseph Louis Lagrange, em 1772, tambem 
contribui, indiretamente, no estudo do calculo fracionario, desenvolvendo a conhecida
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Lei dos Expoentes (Equação 1.2) [5].
d m Qn Qm+n
dxm ' dxn y dxm+n V' (1.2)
Mesmo tendo sido demonstrado que a Lei dos Expoentes não e vãlida para 
qualquer funçao y, essa lei foi de grande utilidade no desenvolvimento da teoria do 
calculo fracionário [3].
Ja em 1812, o físico, matematico e astronomo, Pierre Simon Laplace definiu a 
derivada fracionária em termos de uma integral. E, em 1819, veio a primeira mencao 
em um texto científico, feito por Sylvestre Francois Lacroix, visando obter a derivada 
de ordem fracionaria do polinomio y =  xm, onde m  e um inteiro positivo, chegando a 
seguinte conclusao (Equacao 1.3), para ordem n:
dny r (m  +  1) n
õ—  =  ^ ------------7Tx ,m  > n, (1.3)
dxn r (m  — n +1 )
onde r  representa a funcao gama.
A deducao realizada por Lacroix coincide com a deducao obtida pelo metodo 
mais aceito nos tempos atuais, o metodo de Riemann-Liouville [5].
Jean Baptiste Joseph Fourier, no ano de 1822, tambem contribuiu no estudo 
das derivadas de ordem fracionaria. Esse estudo e hoje representado e conhecido 
como representacao integral de Fourier [5].
Mesmo após notaveis matemáticos terem se dedicado ao calculo fracionário, 
em 1823, o tambem matematico, Niels Henrik Abel, foi o primeiro a utilizar essa teo­
ria em uma aplicacao, para solucionar o problema da tautocrona, isto e, ’’determinar 
a curva tal que o tempo de descida de um corpo abandonado sobre ela e sujeito a 
ação da gravidade, seja o mesmo independentemente do ponto onde este seja aban­
donado” [6].
Os resultados obtidos atraves dos estudos de Fourier e Abel despertaram a 
atencao do matematico Joseph Liouville, autor do primeiro grande estudo do calculo
fracionário. Em 1832, Liouville dá seu ponto de partida através da Equação 1.4.
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D meax =  ameax, (1.4)
onde D m indica a derivaçao de ordem m  em relaçao a variável independente x. A
partir disso ele demonstra que a derivada de ordem v, onde v e um valor arbitrário, e
dada pela Equaçao 1.5.
D v eax =  av eax. (1.5)
Dessa forma, se uma funçao f  (x) poder ser expressa como a Equaçao 1.6:
f  (x) =  Y ,  Cneanx, (1.6)
n=0
pode-se dizer que a D v f  (x) será dada pela Equaçao 1.7:
D v f  (x) =  J2 CnKe“" x. (1.7)
n=0
Essa equaçao fiçou çonheçida çomo sendo a Primeira Formula de Liouville 
para o çonçeito das derivadas fraçionarias. Essa expressao generaliza de maneira 
natural a noçao de derivada, sendo apliçavel para qualquer valor de v (fraçionario,
inteiro ou çomplexo). Contudo, essa definiçao fiça limitada apenas a funçoes expo-
nençiais similares a Equaçao 1.6 [5].
Em 1892 foi publiçada uma desçoberta postuma de Benhard Riemann, mos­
trando que ele foi mais um dos matematiços a se interessar pelo çalçulo fraçionario. 
Nessa desçoberta Riemann sugere uma generalizaçao para a serie de Taylor e para 
as derivadas.
Ate o ano de 1969, o çalçulo fraçionario se desenvolveu mais no çampo da ma- 
tematiça, sem muitas çontribuiçoes em outras areas, ate que Miçhele Caputo propoe, 
em seu livro çhamado Elasticità e Dissipazione, uma nova definiçao para as derivadas
fracionarias e sua aplicacao para solucionar problemas de viscoelasticidade [7]. Ca- 
puto tambem utiliza dessa mesma definicao para descrever problemas de sismologia 
[8].
O primeiro congresso internacional sobre o tema foi realizado no ano de 1974, 
na University of New Haven, tratando assuntos como o calculo fracionario propri­
amente dito, as inequacoes obtidas atraves do calculo fracionario e aplicacoes do 
calculo fracionario em modelos estatísticos. Apos esse congresso houve um grande 
aumento no numero de pesquisas sobre o calculo fracionario. Em 1984 foi realizado o 
segundo congresso internacional sobre o calculo fracionario pela University of Strath­
clyde [5].
Ja em 1998 foi proposto, por Lorenzo e Hartley [1, 2], uma interpretacao 
geometrica para as derivadas fracionarias, utilizando a definicao de Grunwald-Letnikov, 
definicao essa datada de 1868 e utilizada para resolver problemas numericos com a 
derivada fracionaria [9].
Nos ultimos anos houve um grande aumento de pesquisas nessa area, nos 
mais diversos segmentos da ciencia, como a física da difusao, controle de sistemas, 
financas, economia, processos estocasticos e em diversas areas das ciencias aplica­
das e engenharia [10]. Desde que surgiu o calculo fracionario, a viscoelasticidade e o 
campo de maior aplicacao, devido ao seu fenomeno de tratar efeitos de memoria [11].
Nota-se que recentemente a realizacao e generalizacao do calculo fracionario 
se tornou de grande significado nas respectivas areas:
•  teoria de circuitos [12, 13, 14];
•  modelagem biomedica [15, 16];
•  estabilidade [17, 18];
•  modelagem de memristor [19];
•  eletromagnetismo [20, 21];
•  controle [22, 23, 24];
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•  reologia [25];
•  identidades trigonometricas [26];
•  modelagem de vegetais e tecidos biologicos [27, 28].
1.1 JUSTIFICATIVA E OBJETIVOS
Assim como acontece com a maioria, para nao dizer a totalidade dos sistemas 
físicos reais, os circuitos eletricos possuem em algum grau efeitos de memoria e nao- 
linearidades para altos valores do estímulo. E uma das formas possíveis de analisar 
esses efeitos e utilizando o calculo fracionario, que permite trabalhar naturalmente a 
dependencia de memoria e mostra ser mais realista e apropriado para modelagem e 
resolucao de diversos problemas.
Do exposto acima, o objetivo geral dessa dissertacao e, atraves do uso do 
calculo fracionario, realizar a modelagem da característica de transferencia em circui­
tos eletricos, como amplificadores e circuito Resistor-Capacitor (RC), analisando suas 
respostas no domínio do tempo.
Como objetivos específicos, pode-se destacar:
•  realizar um estudo das principais definicoes utilizadas no calculo fracionario e 
ampla revisao bibliografica acerca das aplicacoes possíveis do calculo;
•  realizar a modelagem nos circuitos eletricos usuais e comparar as respostas 
para diferentes ordens fracionarias, comparando, tambem, tal abordagem com o 
calculo usual, para verificar a eficacia do metodo em capturar efeitos de memoria 
que os circuitos possuem;
•  implementar um metodo computacional de otimizacao de polinomios com ordens 
fracionarias, que permitam descrever o comportamento de um circuito elétrico 
real e comparar as respostas com outro metodo tradicional de modelagem.
1.2 ESTRUTURA DA DISSERTAÇÃO
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No capítulo presente foi apresentada a Introdução, contendo o histórico do 
cálculo fracionario e o estado da arte, buscando explanar a contribuiçao deste traba­
lho no «âmbito da Engenharia Eletrica. No Capítulo 2 e apresentada a Fundamentacao 
Teorica pertinente para a compreensao da modelagem de circuitos com o calculo fra­
cionario, que sera empregada no aparato proposto, alem de definicões que sao de 
grande importancia para o entendimento do desenvolvimento do trabalho. O Capítulo 
3 descreve a modelagem física de um circuito RC, para que se possa analisar o com­
portamento da resposta de um circuito dessa natureza com a ordem fracionaria. Em 
seguida e descrito o modelo proposto para realizar a modelagem comportamental 
em amplificadores de potencia de radiofrequencia contendo efeito de memoria. No 
Capítulo 4 e realizada a validacao experimental do modelo proposto, comparando as 
respostas e erros das simulacoes com outros modelos tradicionais de modelagem. E 
por fim, no Capítulo 5, e apresentada a conclusao geral do trabalho realizado e as 




Este çapítulo tem por finalidade apresentar, de forma tao suçinta quanto 
possível, os prinçipais fundamentos teoriços/experimentais do çalçulo fraçionario e 
çonçeitos neçessarios para o desenvolvimento e entendimento do projeto. A Seçao
2.1 çontem uma introduçao aos çonçeitos referentes aos dispositivos esçolhidos para 
realizar as modelagens no trabalho, os amplifiçadores de potençia de radiofrequençia. 
Em seguida, na Seçao 2.2, sao apresentadas as prinçipais definições e notações uti­
lizadas na literatura para representar o çalçulo fraçionario. Por fim sao apresentados, 
na Seçao 2.3, os modelos matematiços utilizados na pesquisa para realizar as mode­
lagens em sistemas nao-lineares çom memória.
2.1 AMPLIFICADOR DE POTÊNCIA DE RADIOFREQUENÇIA
A prinçipal funçao de um Amplifiçador de Potençia (PA) de radiofrequençia 
(RF) e fazer çom que o sinal de saída RF tenha um nível de potençia maior que o sinal 
RF de entrada. Os PAs sao çonsiderados elementos de grande importançia quando 
se fala em transmissao de çomuniçaçoes sem fio e sao çaraçterizados por diferentes 
fatores, çomo o ganho, linearidade e efiçiençia.
Para realizar a amplifiçaçao, o PA transfere energia da fonte de alimentaçao 
CC (Corrente çontínua) para a potençia de RF na saída. Durante esse proçesso, 
parte da energia e dissipada internamente no çirçuito [29, 30]. O balançeamento das 
potençias de um PA e definido por (Equaçao 2.1):
PCC +  PIn =  Pout +  Püis, (2.1)
onde Pcc e a potençia forneçida pela fonte, PIn e a potençia do sinal de entrada,
POut a potencia do sinal de saída e PDis e a potencia dissipada pelo PA. Ele pode ser 
representado pelo diagrama na Figura 2.1.
Figura 2.1: Diagrama de Potencias de um amplificador de potencia.
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FONTE: Autor, adaptado de Bonfim (2016).
Em se tratando de RF, os amplificadores sao divididos basicamente em dois 
grupos, lineares e nao-lineares, com diferentes classes. Os lineares apresentam uma 
eficiencia mais baixa e o transistor do PA opera como uma fonte de corrente con­
trolada. Sao classificados em A, AB, B e C. Ja os amplificadores nao-lineares sao 
classificados em D, E e F e sao capazes de alcancar eficiencias mais altas, tendo o 
transistor operando como uma chave [30].
2.1.1 LINEARIDADE DOS PAs
O conceito da linearidade esta ligada na capacidade de um PA de radio- 
frequencia nao introduzir distorções na amplitude e na fase do sinal que esta sendo 
amplificado. A amplitude da saída deve ser proporcional a da entrada, enquanto a 
diferenca entre a fase da saída e a fase da entrada deve permanecer a mesma.
Os PAs podem apresentar distorçoes chamadas de AM-PM, que e a relacao 
entre a amplitude do sinal de entrada e a diferenca de fase do sinal de saída e o sinal 
de entrada. Uma das formas utilizadas para medir a distorçao de amplitude aplicada 
pelo PA, e atraves do ponto de compressao de 1 dB. Esse ponto refere-se ao nível de 
potencia no qual a curva de transferencia se desvia da curva característica linear ideal
no valor exatamente igual a 1 dB [30]. A característica ideal pode ser representada 
como uma reta que extrapola a característica linear do amplificador, conforme mostra 
a Figura 2.2.
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Figura 2.2: Ponto de Compressão de 1 dB.
Pin (dBm)
FONTE: Bonfim(2016).
2.1.2 EFICIENCIA DOS PAs
A eficiencia do PA e uma característica importante que deve-se observar 
quando se trata de projetos de PAs de RF, pois relaciona a potencia entregue na 
saída a potencia consumida pelo circuito interno do PA. Uma alta eficiencia significa 
um baixo consumo de energia, ou seja, conduz a uma operacao com custo mais baixo 
[30].
A eficiencia de um PA de radiofrequencia pode ser avaliada de duas formas. 
A primeira e definida pela Equacao 2.2:
Pout (2 2 )
PcCC
onde a eficiencia (n), tambem chamada de eficiencia de dreno, e definida pela relacao 
entre a potencia de saída (POut) e a potencia entregue pela fonte CC (PCc). A outra 
maneira e pela eficiencia de potencia adicionada (PAE), onde e incluída a potencia




2.1.3 MODELAGEM DOS PAs
O proçesso de modelar um dispositivo físiço signifiça reproduzir, atraves de 
um software, o seu çomportamento real. Tem-se duas abordagens disponíveis na 
literatura para se implementar o modelo de um PA. Na primeira e neçessario um 
çonheçimento dos materiais e elementos que çompoem a estrutura do PA, ou seja, 
desçrever o PA çom grandes quantidades de detalhes, çomo relaçoes, interaçoes e 
regras teoriças. Essa abordagem e çonheçida çomo modelo físiço e apresenta uma 
maior çomplexidade çomputaçional e nível de exatidao mais alto. A segunda abor­
dagem sao os modelos empíriços, tambem çonheçidos çomo çomportamentais. Sao 
utilizados quando o çirçuito equivalente do PA nao esta disponível ou deseja-se rea­
lizar uma simulaçao çompleta a nível de sistema. Esses modelos sao baseados em 
mediçoes de entrada e saída extraídas do PA em estudo, que simulam o çomporta- 
mento por meio de um modelo matematiço. Apresentam uma menor çomplexidade 
çomputaçional, porem a preçisao e sensível a estrutura do modelo adotado e a forma 
çomo e realizada a extraçao dos parâmetros.
Uma das primeiras etapas para se implementar uma modelagem pelo modelo 
empíriço e esçolher um modelo çompatível çom as çaraçterístiças que se deseja simu­
lar, çomo por exemplo os filtros polinomiais. Onde os çoefiçientes do filtro sao entao 
ajustados para minimizar o erro da modelagem.
O proçesso de modelagem se iniçia apliçando um mesmo sinal de entrada 
(In(n)) no PA real e no modelo esçolhido. Em seguida sao çomparadas as saídas 
instantaneas do PA (OutReai(n)) çom a do modelo (OutExp(n)). Com os dados de 
saída pode-se ençontrar o vetor de erros (Equaçao 2.4):
Erro(n) =  OutReai(n) -  OutExp(n), (2.4)
onde n representa o instante de tempo da amostra.
Para a realizaçÊío deste trabalho, sera utilizado o conceito da modelagem com- 
portamental baseado em uma das definições do calculo fracionario, apresentados na 
Secao 2.2, e suas respostas comparadas as respostas de outro modelo comportamen- 
tal utilizado na literatura. A Figura 2.3 mostra o diagrama do sistema de modelagem 
do PA.
Figura 2.3: Diagrama do sistema de Modelagem de um Amplificador de Potencia.
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FONTE: Autor, adaptado de Bonfim^OIS).
2.2 PRINCIPAIS DEFINIÇÕES DO CÁLCULO FRACIONÁRIO MO­
DERNO
O calculo fracionario lida com integrais e derivadas de ordem arbitrarias, po­
dendo essa ser um numero real ou um numero complexo. Integrais e derivadas fra­
cionárias sao fortes instrumentos para a descricao de propriedades de memoria e he- 
reditarias de diversas substancias. Essa e a maior vantagem dos modelos de ordem 
fracionaria em comparacao aos de ordem inteira, nos quais tais efeitos sao negligen­
ciados [10].
A terminologia matematica ”Calculo Fracionario” nao traduz de forma precisa 
o real significado que deveria. Segundo Podlubny [31], o Calculo Fracionario e a teoria 
de integrais e derivadas de ordem arbitrária (não sendo necessariamente fracionária), 
que unifica e generaliza as noções de diferenciação de ordem inteira e integrações 
múltiplas.
Caso se tenha uma derivada de ordem inteira, n (tal que n e Z), pode-se
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representã-la como na Equação 2.5:
(2.5)
onde:
r!(n  — r)!
(2.6)
As derivadas de ordem nao inteira sao uma generalizacao da Equacao 2.5, 
permitindo assim que a ordem da derivada, a, seja diferente das derivadas de ordem 
inteira [32].
Derivadas de ordem inteira necessitam apenas de um valor do domínio da 
funcao para serem representadas, que e o valor no qual se deseja obter a resposta 
da derivada. Ja para representar o calculo de derivadas fracionarias, necessitam-se 
de dois valores, que sao o valor no qual deseja-se a derivada e um segundo valor, 
denominado por a (onde a <  x), que tem o papel de atuar como um terminal inferior, 
definindo assim o limite do domínio da funcao ou da derivada [10].
Dessa forma tem-se a representacao de uma derivada de ordem fracionaria 
a, tal que a e R (Equacao 2.7).
As definicoes mais conhecidas para calcular e representar as derivadas fra­
cionarias sao as de Riemann-Liouville, Caputo e Grunwald-Letnikov. A escolha de 
qual utilizar ira depender do problema que sera trabalhado, tendo em vista que cada 
uma possui suas propriedades particulares.
Existem diversos operadores de integrais fracionarias, que vao desde tipos 
de diferencas divididas, ate tipos de somas infinitas, porem o operador de Riemann-
(2.7)
2.2.1 DEFINIÇÃO DE RIEMANN-LIOUVILLE
Liouville (RLL) ainda e o mais utilizado quando a integracao fracionaria e realizada.
O operador de integral fracionaria de RLL e uma generalizacao da formula 
integral de Cauchy (Equacao 2.8), envolvendo a derivada de ordem n.
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rx! rxn-i i  rx f  t
dxi dX2 ... f  (Xn)dxn =  ------- — 7----- -------——  dt. (2.8)
Ja Ja (n -  1)! Ja (x -  U -
Riemann percebeu que a Equacao 2.8 pode ter significado mesmo quando n 
possui valores nao inteiros. Dessa forma, alem de substituir (n -1)1 =  r(n ), foi definida 
a integracao fracionaria como pode-se observar na Equacao 2.9 [33].
Definição 1. Se f  (x ) e C ( [ a, b ]) e a < x <b , entao:
C + / ( x ) =  W ) í  x - f - a ( 2'9>
onde a e ] -x > ,  ro[ e e chamado de ordem da integral fracionária de RLL [33].
A definicao da derivada fracionaria de RLL de ordem a (Equacao 2.10), está 
baseada no conceito de que a derivada e a operacao inversa da integracao e, tambem, 
na lei dos expoentes. Ela estabelece que a derivada de ordem fracionaria e a derivada 
de ordem inteira de uma determinada integral de ordem fracionaria [5].
Da+f  (x) =  p ( r - a )  í x  f  d t  (2-10>
2.2.2 DEFINICÁO DE CAPUTO
A definicao de derivada fracionaria de Caputo e similar a definicao de RLL, 
porem e invertida a ordem de integracao fracionaria com a ordem de derivacao [5]. 
Para uma funcao f  (x ) , tem-se a Equacao 2.11:
1 [■x f  (m) ( t )
aDa f  (x ) =  — r 7  r dt, (2.11)
a tJK J r ( a -  m ) Ja (x -  t ) l ~(m~a) ’ v '
onde ( ( m -  1) < a < m ) , sendo m  um inteiro e a um numero real [34].
Uma vantagem dessa definicao e que as condicoes iniciais para as equacoes
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diferenciais fracionarias sao de ordem inteira, possibilitando uma melhor interpretacao 
física [10]. Se comparar a definicao de Caputo com a definicao de RLL, nota-se que 
a definicao de Caputo apresenta derivada de funcao constante igual a zero, ja para 
funcoes nao constantes as duas definicoes apresentam a mesma resposta. E partindo 
da interpretacao física da derivada de constante ser nula, alguns autores julgam que 
a derivada de Caputo seja mais precisa que a de RLL [5].
A definicao de Grunwald-Letnikov (GL) e a mais popular na area das deri­
vadas e integrais fracionarias gerais, devido a sua natureza discreta [34]. A partir da 
definicao da Equacao 2.5, substitui-se a ordem inteira n por uma ordem arbitraria a 
e altera-se o limite superior (índice final) da somatória. Dessa maneira a derivada 
fracionaria de GL pode ser representada como (Equacao 2.12):
Nota-se pela Equacao 2.12 que ao calcular o valor da derivada fracionaria em 
um dado instante, e considerado o valor da funcao em uma quantidade de pontos 
maior que a da respectiva derivada de ordem inteira. No caso da variavel ser tem­
poral, ao considerar-se a derivada fracionaria da funcao esta sendo levado em conta 
o comportamento da funcao em instantes anteriores ao que se esta medindo, e esta 
e a razao pela qual a derivacao de ordem nao inteira conserva efeitos de memoria, 
oferecendo uma descricao mais fina dos fenômenos [5].
Se analisar a definicao para a =  1/2 tem-se:
Sabe-se que 1/2 +  1/4 +  1/8 +  ••• =  1, entao pode-se pensar na derivada 
de ordem 2 como uma media entre o valor no instante desejado da funcao e seus
2.2.3 DEFINIÇÃO DE GRUNWALD-LETNIKOV
valores em instantes anteriores. Outro ponto a se observar é que aparece o termo 
com n ^ & > ,  portanto ^  0. Com isso, para problemas numericos, pode-se fazer o 
truncamento da somatória rapidamente.
A classe de funcoes para as quais a derivada fracionaria de GL e definida 
sao limitadas, mesmo dessa maneira ela e bastante utilizada em diversos processos 
físicos, químicos, entre outros [10].
2.2.4 DERIVADA FRACIONÁRIA A PARTIR DA TRANSFORMADA 
DE FOURIER
Depois da definicao de diferencas finitas de GL, a generalizacao do calculo 
diferencial para derivadas de ordem fracionaria atraves do calculo das transformadas 
e provavelmente a maneira mais natural de faze-la, principalmente para aqueles lei­
tores familiarizados com o calculo de transformadas de Laplace e Fourier, que sao 
amplamente utilizadas na Física e nas Engenharias. Por conveniencia sera conside­
rado aqui a transformada de Fourier, embora a demonstracao a partir da transformada
de Laplace siga essencialmente os mesmos passos, uma vez que ambas partilham
das propriedades mais fundamentais em comum.
Considerando-se as seguintes definicoes para as transformadas de Fourier 
(Equacao 2.14 e Equacao 2.15), conectando os espacos duais t e u:
/ rc f  (t)e- ^ d t ,  (2.14)
-rc
1 f  -
f  (t) =  F -1 [F(u)] =  — J  F (u )e ^ d u ,  (2.15)
bem como a integral de convolucao, Equacao 2.16:
/ rc f  (t -  t ' )g{t ' )dt' , (2.16)
-rc
tem-se as seguintes propriedades para funcoes de suporte compacto, Equacao 2.17 




F [ f  (t) *g (t)] =  F(u)G (u) ; (2.17)
(2.18)
onde n e um número inteiro. Sabendo-se que a derivada dn/d tn no espaço de t corres­
ponde a um fator (iu )n no espaço dual u, pode-se propor uma generalizaçao natural 
para esta propriedade, fazendo com que exista um operador denominado de derivada 
fracionaria da/d ta, com a qualquer numero complexo, no espaço de t que corresponda
este ultimo resultado a propriedade da convolucao dada em (2.17), nota-se que o 
operador de derivada fracionaria produz a convolucao entre a funcao f  (t) sobre a 
qual este operador age e um kernel no domínio t, correspondente a funcao (iu )a no 
domínio dual w. Portanto, resta descobrir qual e a transformada inversa de (iu )a. 
Tem-se entao, Equacao 2.19:
Agora pode-se fazer uma mudanca de variaveis iu t  =  - x ,  permitindo reescre­
ver a Equacao 2.19 da seguinte forma (Equacao 2.20):
Na Equacao 2.20 nota-se que F -1 [(iw)a] e proporcional a funcao 1 /t(a+1). 
Para obter a constante de proporcionalidade, deve-se estender os limites de integracao, 
de tal forma a obter um contorno fechado, cujo resultado e uma funcao gama recíproca, 
representado na Equacao 2.21.
ao fator (iu )a no espaco dual u. Desse modo, F  =  (iu )aF(u). Conectando
(2.20)
(2.21)
Finalmente se obtem a representacao do kernel, Equacao 2.22, para o opera­
dor de derivada fracionaria que satisfaz a regra da transformada de Fourier da derivada
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de maneira que a derivada fracionaria fique representada na forma da Equacao 2.23.
Sem compromisso com o rigor matematico, aqui pode-se diretamente conec­
tar a expressao 2.23 com a forma do operador de derivada fracionaria de RLL, as­
sumindo que f  (t) seja nula para t <  0. Sabendo que d(t)-a /d t =  - a t -a - í  e que 
r(1  +  z) =  z r(z ) pode-se reescrever a Equacao 2.23 na seguinte forma (Equacao 
2.24):
para 0 < a < l. Conforme ja mencionado o operador de derivada fracionaria e, 
na realidade, um tipo de integral de convolucao, e intrinsecamente nao local e pode 
apresentar efeitos de memoria, o que e interessante na descricao de muitos problemas 
físicos.
2.3 MODELOS MATEMATICOS PARA MODELAGEM DE SISTEMAS
n Ao -l in e a r e s  c o m  m e m o r ia
Nesta secao sao apresentadas tecnicas de modelagem que podem ser utili­
zadas na modelagem de amplificadores de potencia e demais sistemas nao-lineares 
com memoria.
A utilizacao de tecnicas de modelagem baseadas em modelos lineares se dá 
devido a simplicidade dos modelos empregados para representar determinados com­
portamentos do circuito, mas isso tambem implica em uma deficiencia potencial, ja que 





uma melhor aproximacao dos dados reais do circuito. Ja os modelos nao-lineares 
demonstram ser mais realistas e apresentam maior complexidade para a descricao, 
possibilitando uma resposta com um menor erro comparado aos modelos lineares.
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2.3.1 MODELOS ORIENTADOS POR BLOCOS
Nesta subsecao sao expostos os modelos em blocos comumente utilizados 
para modelar sistemas dinamicos nao-lineares em diferentes areas de estudo, cujas 
topologias envolvem a conexao em cascata contendo dois tipos de subsistemas ele­
mentares, os dinamicos lineares e os estaticos nao-lineares.
Frequentemente sao adotados algumas denotacoes específicas para arranjos 
particulares dos subsistemas em cascatas. Por exemplo, tem-se o modelo que con­
siste de um elemento estatico nao-linear, seguido por um sistema dinamico linear, que 
e conhecido como estrutura de Hammerstein e pode ser visto na Figura 2.4.
Figura 2.4: Estrutura Hammerstein.
FONTE: Adaptado de Lima (2009).
Outro modelo utilizado é a estrutura de Wiener, Figura 2.5, que apresenta um 
sistema dinamico linear seguido por um elemento nao-linear, de forma contraria ao 
modelo de Hammerstein.
Figura 2.5: Estrutura Wiener.
FONTE: Adaptado de Lima (2009).
O terceiro modelo, conhecido por Wiener-Hammerstein ou three-box, combina 
as duas topologias anteriores. É formada por um sistema dinamico linear, seguido por 
um elemento estatico nao-linear e outro sistema dinamico linear, como se observa na 
Figura 2.6.
Figura 2.6: Estrutura Wiener-Hammerstein.
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FONTE: Adaptado de Lima (2009).
Os blocos de nao-linearidade estatica, representados em todas as estruturas 





X(n) =  / £  Cpx(n) |y(n)|
p-i (2.25)
onde y(n) representa a saída do bloco no instante n, x(n) e o valor de entrada do 
bloco, tambem no instante n e Cp sao os coeficientes complexos da nao-linearidade 
polinomial de ordem P .
Ja os blocos dinamicos lineares podem ser representados por qualquer mo­
delo matematico linear, como por exemplo o Filtro FIR.
2.3.1.1 Filtro de Resposta Finita ao Impulso
O Filtro FIR (Finite Impulse Response) e um tipo de filtro digital caracterizado 
por uma resposta ao impulso que se torna nula aptos um tempo finito. E bastante 
utilizado por poder implementar filtros para sinais com fase linear, boa estabilidade e 
projeto simples. A saída de um FIR e a convolucao de um sinal de entrada por um 
sinal de comprimento finito (conjunto de constantes). Possui esse nome devido a sua 
característica que se ao aplicar um impulso em sua entrada, a saída sera excitada por
um tempo finito, que e igual a frequencia de propagacao interna vezes o numero de 
coeficientes do filtro [36].
Sua representacao matematica pode ser vista na Equacao 2.26:
M
Out(n) =  In (n  — m), (2.26)
m=0
onde o Out(n) representa o sinal de saída do filtro no instante n, In (n  — m) e o sinal 
de entrada do filtro no instante n menos m, Cm sao os coeficientes do filtro e M  a 
quantidade de coeficientes e elementos de atraso considerados.
O Filtro FIR, assim como o polinomio dado pela Equacao 2.25, e linear em 
seus parâmetros, podendo ser reescrito em notacao matricial, conforme Equacao 
2.27.
Y =  X H , (2.27)
onde Y  representa o vetor de saídas, X  a matriz de entradas e H  o vetor de coeficien­
tes. Para um conjunto de N  amostras de entrada e saída (In  e Out), os coeficientes 
podem ser obtidos atraves de uma tecnica de calculo direta, como por exemplo o 
metodo dos Mínimos Quadrados (MMQ), apresentado em [37].
Para ser implementado precisa-se de uma cadeia com M  multiplicadores e M  
elementos de atraso, e isso o torna computacionalmente intensivo, ja que a operacao 
de multiplicacao apresenta uma certa complexidade e como o filtro requer que sejam 
executadas M  operacoes de multiplicacao para cada amostra do sinal de entrada 
entao e de se esperar que um grande esforço computacional seja necessario para 
a aplicacao desse tipo de filtro em um sinal [36]. Uma das formas possíveis de se 
implementar esse filtro pode ser vista no diagrama de blocos na Figura 2.7, que e 




Figura 2.7: Representação direta do Filtro FIR em Diagramas de Bloco.
FONTE: Autor.
2.3.2 MODELO POLINÓMIO DE MEMÓRIA
As series de Volterra possuem alta complexidade e sao dependentes de mui­
tos termos, possuindo assim alto custo computacional, que ao serem truncados for­
mam simplificações as quais podem ser utilizadas para modelagens comportamentais 
de PAs, como visto em [29].
Um modelo mais simples e que deriva da serie de Volterra e o Polinomio de 
Memoria (MP), que e um modelo mais compacto, possui um baixo custo computacio­
nal, e linear em seus parametros e considera apenas componentes unidimensionais, 
onde cada termo do somatório e composto por apenas um instante de tempo. A 
equacao desse modelo e observada na Equacao 2.28:
P M
y(n) =  ^ 2  Cp,mX(n -  m)\x(n -  m)\p-1, (2.28)
p=1 m=0
onde P e o grau do polinomio considerado, M  a quantidade de memoria (amostras 
anteriores a considerar), x(n) e a entrada no instante n, y(n) a saída no instante n e 
Cp,m sao os coeficientes do modelo.
Nota-se que o MP funciona como uma estrutura contendo varias cascatas de 
Hammerstein em paralelo, com o filtro FIR implementado em seus blocos dinamicos 
lineares, como observa-se na Figura 2.8.
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Figura 2.8: Diagrama de blocos da interpretação Hammerstein Paralelo do MP
FONTE: Autor, adaptado de Lima (2009).
Se considerar um simples caso onde M  =  1 e P  =  2, cada amostra n será 
dada pela Equacao 2.29:
X(n) =  Ciflx(n) +  Ci,i x(n — 1) +  C2;o x(n)|x(n)| +  C2;iX(n — 1)|X(n — 1)\. (2.29)
A Equaçao 2.29 pode ser escrita como um produto escalar entre vetores, con­
forme a Equacao 2.30.
y (n) x(n) x(n — 1) x(n)\x(n)\ x(n — 1)|:r(n — 1)|
“l T
CVo C\,\ Coo C2,\
(2.30)
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Desse modo o sistema formado e linear nos coeficientes e pode ser escrito na 
forma matricial conforme Equacao 2.27 e solucionado através do MMQ.
Tendo em vista as descricoes apresentadas e proposto um modelo matematico, 
descrito na Secao 3.2, baseado na definicao da derivada de Grunwald-Letnikov (Secao 
2.2.3), a ser inserido nos blocos dinamicos lineares das estruturas de blocos em serie 
e em paralelo. Dentre as definicoes do calculo fracionario, foi escolhida a Derivada 
do Grunwald-Letnikov por considerar o valor da funcao em uma quantidade maior de 
pontos, considerando o efeito de memoria durante o calculo da derivada, e assim 
oferecendo uma descricao mais fina dos fenômenos naturais. As respostas das es­
truturas implementadas com a derivada fracionaria nos blocos dinamicos lineares sao 
comparadas com as estruturas implementadas com o Filtro FIR (Secao 2.3.1.1), tanto 
na estrutura de blocos em serie como na paralela (Polinomio de Memoria), devido a 
ele ser um dos filtros polinomiais mais utilizados na literatura para realizar modelagem 




a p l ic a ç Ao  n a  m o d e l a g e m  d e  c ir c u it o s  u s u a is
Neste capitulo e apresentado inicialmente a teoria sobre o efeito de memoria 
nos elementos basicos dos circuitos eletricos, como resistores, capacitores e induto­
res. Na Secao 3.2 e demonstrada a aplicacao do calculo fracionario na modelagem 
física de um circuito Resistor-Capacitor, contendo as respostas graficas das modela­
gens realizadas com diferentes ordens fracionarias. Por fim, na Secao 3.3, e apresen­
tado o modelo matematico a ser inserido na estrutura de blocos em serie e na estrutura 
de blocos em paralelo, propostos para realizarem a modelagem comportamental nos 
amplificadores de potencia de radiofrequencia.
3.1 EFEITO DE MEMÓRIA NOS ELEMENTOS BASICOS DOS CIR­
CUITOS e l Et r ic o s
O calculo tradicional nao e suficiente para capturar toda a gama de dinamicas 
encontradas em eventos naturais e processos feitos pelo homem. A complexidade 
dos fenômenos dinamicos nao-lineares exige que amplie-se os pensamentos alem 
das funcoes analíticas. Uma forma de explorar essa insuficiencia e atraves do calculo 
fracionario. Entre os operadores de numeros inteiros que sao locais no espaco e 
no tempo, os operadores nao-inteiros sao necessarios para descrever dinamicas que 
possuem memoria e heterogeneidade [39].
Nos fundamentos da teoria de circuitos eletricos assume-se a existencia de 
tais elementos passivos basicos, a saber: resistores (R), capacitores (C) e indutores 
(L). Para todos eles estabelece-se uma lei de resposta instantanea, ou seja, aplicado 
o estímulo, a resposta «àquele estímulo aparece instantaneamente e sem efeitos de
memória, na forma como segue (Equação 3.1, Equação 3.2 e Equação 3.3):
42
lR(t) =  R V (t) , (3.1)
Qc (t) =  CVc(t), (3.2)
$ L(t) =  L I  (t), (3.3)
onde I R(t) e a corrente que atravessa o resistor de resistencia R , medida em ohms, 
V(t) e a tensao aplicada aos seus terminais, em volts, Qc (t) e a carga armazenada 
em um capacitor de capacitancia C medida em farads, Vc(t) e a tensao aplicada a 
seus terminais, $ L(t) e o fluxo magnetico armazenado no indutor, medido em weber, 
L  a indutancia em henry e I ( t )  a corrente elétrica aplicada que circula no indutor.
Todavia, na natureza os efeitos nao ocorrem instantaneamente a aplicacao 
de estímulos e as leis gerais que regem os fenomenos causais sao melhor descritas
por relacoes de convolucao entre o estímulo e a funcao resposta do elemento ou
sistema físico em estudo. A funcao resposta e comumente denominada na engenharia 
de funcao de transferência. Se considerar a capacitancia como exemplo, e possível 
expressar a relacao entre a carga no capacitor e a tensao aplicada aos seus terminais 
na forma de uma convolucao (Equacao 3.4):
/ rc e(t -  t')V (t')d t' , (3.4)
•rc
onde C0 e uma constante de capacitancia, medida em farads, e e(t -  tf) e uma funcao 
de permissividade dieletrica representada no domínio do tempo, onde esta sendo me­
dida em unidades de s_1, sendo uma funcao causal, tal que e(t -  t') =  0 para t < t!. 
Uma lei similar pode ser escrita para o indutor real:
/ rc n(t -  t ' ) I ( t ') d t ' , (3.5)
rc
onde L0 e uma constante de indutancia, em henry, e n(t -  tf) e uma funcao de per­
meabilidade magnetica causal, representada no domínio do tempo, em unidades de
s- 1. Observa-se nas expressoes 3.4 e 3.5 que a resposta e dada pela con vo^a o  
entre o estímulo e uma funcao resposta (permissividade dieletrica ou permeabilidade 
magnetica, por exemplo), e aqui estao embutidos os efeitos de memoria presentes nos 
materiais.
Para que se possa verificar o efeito de memoria nos circuitos eletricos serao 
realizadas modelagens, analisando as respostas dos respectivos circuitos com dife­
rentes valores da ordem das derivadas (a >  0). No processo da modelagem e en­
contrada a Funcao de Transferencia (FT) equivalente de cada circuito e em seguida 
definicoes matematicas, como a definicao de RLL, Caputo e GL, sao introduzidas as 
FTs.
3.2 MODELAGEM COM DERIVADA FRACIONÁRIA APLICADA EM 
CIRCUITO RESISTOR-CAPACITOR
Ao realizar a modelagem de um circuito RC em serie e substituindo o valor 
da ordem da derivada de ordem inteira por a , podendo assim assumir qualquer valor, 
obtem-se a Equacao 3.6:
+ ^  V  (t) =  ^  V  (t), (3.(3)
onde Vc(t) e a tensao sobre o capacitor no domínio do tempo, Vi (t) e o espectro para
entrada impulsiva no tempo e t é o  valor correspondente a multiplicacao dos valores 
do Resistor com o Capacitor (RC).
Em seguida aplica-se a Transformada de Fourier e isola a variavel de tensao
no capacitor (Vc) na Equacao 3.6, obtendo dessa forma a Equacao 3.7:
Vc(u) =  V i(U  , (3.7)
( iu r  )a +  1
onde Vc(u) e a tensao sobre o capacitor no domínio da frequencia e Vi (u) e o espectro 
para entrada impulsiva na frequencia.
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Em seguida é aplicada a Transformada Inversa de Fourier na Equação 3.7 
para que se possa encontrar o valor de Vc(t) (Equaçao 3.8):
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l
Vc(t) =  — V (w) ju t2n J- ^  ( iu r )a +  l
elutdu. (S.8)
Realizada a simulação para diferentes ordens fracionárias (a), condições ini­
ciais nulas e fazendo a normalizaçao do tempo t para t / r , se tem como respostas as 
Figuras 3.1 e 3.2.
Figura 3.1: Tensao sobre o Capacitor para 0 < a <  1.
Tempo Normalizado t/r
FONTE: Autor.
Onde na Figura 3.1 ve-se a resposta da simulaçao para variações 0 < a < =  1, 
e observa-se para valores onde a <  1, que a carga no capacitor descarrega de forma 
bem mais rápida e que quanto menor o valor de a, a ^  0, maior o pico de tensao 
no capacitor. Na mesma figura e plotado a simulacao para a = 1 ,  que representa o 
modelo ideal de um circuito RC, que demonstra uma curva mais suave da queda de 
tensao no tempo e o pico de tensao no valor maximo de estímulo inserido na simulacao 
( V M  =  1).




Ja na Figura 3.2, observa-se novamente, a resposta da simulacao para a =  1, 
com a curva de descarga do capacitor dado de forma mais suavizada e apresenta as 
respostas para 1 < a < 2, onde se ve curvas de tensao ainda mais suaves, compa­
rado ao modelo ideal, e curvas oscilatorias durante o descarregamento do capacitor, 
comportamento esse gerado a partir de ordens da derivada a > =  1,4. Em relacao 
aos maximos de tensao alcancados pelas diferentes ordens, observa-se que para va­
lores onde a >  1, os picos atingem valores próximos ao estímulo dado na simulacao, 
Vt(^) =  1.
Outra simulacao de circuito RC em serie e realizada no software Cadende Vir­
tuoso [40], que possui componentes simulados mais proximos dos componentes reais, 
e comparada a resposta com a modelagem com ordens fracionarias, para verificar a 
eficiencia da ordem fracionaria em reproduzir o comportamento real do circuito. Na 
devida simulacao e utilizado um resistor de 10 KO (ohm) e capacitor de 56,3 nf (farad) 
com resistencia parasita de 50 O, ajustados em suas configuracoes. As respostas 
graficas, comparando essas simulacoes, e vista na Figura 3.3 e, tambem, na Figura
3.4, onde se ve a ampliacao na regiao de descida da carga no capacitor.
Figura 3.3: Tensao sobre o Capacitor, modelado para diferentes as e simulada no 
Cadence.
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Tempo (s) x 10'3
FONTE: Autor.
Figura 3.4: Tensao sobre o Capacitor, modelado para diferentes as e simulada no 
Cadence, ampliada na região de descida da carga.
Tempo (s) x 10-4
FONTE: Autor.
Observa-se, na Figura 3.3, pela s o b re p o s to  entre as curvas, que para a 
simulacao onde a =  0.98, a resposta atingi o mesmo pico de tensao que a simulacao 
realizada no Cadence Virtuoso, diferente da ordem inteira (a =  1) que apresente um
menor pico de tensao. Porem, na região de descida da carga, Figura 3.4, compa­
rando as mesmas ordens, nota-se que a =  1 obteve uma resposta mais próxima da 
simulacao realizada no Cadence. Ja comparando a ordem fracionaria a =  1.02 com 
a ordem inteira, observa-se na Figura 3.3 que o pico de tensao do capacitor e ainda 
mais baixo do que a =  1, porem nota-se uma melhor resposta, na sobreposicao entre 
as curvas, no tempo de descida da carga (Figura 3.4), em relacao a curva simulada no 
Cadence Virtuoso, que representa a curva real do circuito. Um dos fatores que justifica 
essa pequena diferenca das ordens fracionarias com o Cadence Virtuoso, e que, por 
mais que o software simule os componentes mais proximos dos reais, seus metodos 
de modelagem sao baseados em metodos que consideram apenas ordens inteiras.
3.3 MODELO PROPOSTO: USO DA DERIVADA DE GRUNWALD- 
LETNIKOV PARA MODELAGEM COMPORTAMENTAL DE AM­
PLIFICADORES DE POTÊNCIA
Sabe-se que o calculo fracionario e uma otima ferramenta para descrever 
comportamentos de efeito de memoria em diversas substancias. Com isso, a partir da 
definicao da derivada fracionaria de Grunwald-Letnikov (Equacao 2.12), propoe-se um 
modelo matemático onde a saída do amplificador em um dado instante, Out(n), e dada 
por uma somatoria de derivadas com diferentes ordens, podendo essas ordens assu­
mirem valores inteiros ou fracionarios. Esse modelo sera inserido no bloco dinamico 
linear da estrutura de blocos em serie de Hammerstein e tera suas respostas com­
paradas com as estruturas em serie de Wiener, Hammerstein e Wiener-Hammerstein 
com o filtro FIR implementado nos blocos dinamicos lineares.
A equacao que representa o modelo matemático proposto para realizar as 
modelagens pode ser vista na Equacao 3.9 e o diagrama de blocos da estrutura em 
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(3.9)
onde Out(n) representa a saída no instante n, a a ordem da derivada, Ca representa 
os coeficientes do modelo, M  e a quantidade de memoria considerada e In  a entrada 
do circuito.
Figura 3.5: Diagrama de blocos da interpretacao Hammerstein Serie do modelo pro­
posto.
FONTE: Autor.
Além da estrutura em série, a implementação do modelo proposto também 
será feita na estrutura Hammerstein paralelo, que apresenta respostas melhores em 
comparaçao as estruturas em serie, e as respostas dessa estrutura serao comparadas 
com o Polinomio de Memória (Seçao 2.3.2). A equaçao para essa estrutura, que 
da mesma forma que na estrutura em serie, tem a saída do modelo dada por uma 
somatoria de derivadas com diferentes ordens, podendo assumirem valores inteiros 
ou fracionarios, pode ser vista na Equacao 3.10 e o diagrama de blocos da estrutura 
demonstrado na Figura 3.6.
P an 1 M ~p( | )
Out(n) =  Cpa j a T , ( - r >mr l  +  1) In [n  -  mh>\In(n -  mh)\p-1, (3.10)
p=l a=ao m=0 *
onde o P  adicionado e a ordem do polinomio e \In\ representa o modulo da entrada 
do circuito.








Neste capítulo e abordada a validacao experimental do modelo proposto, as­
sim como os modelos comparativos. Na secao 4.1 sao descritos as informacoes dos 
dados escolhidos para validar o modelo proposto e apresentado o diagrama do desen­
volvimento do algoritmo implementado para analise e comparacao das respostas dos 
modelos. Ja na secao 4.2 e abordada a ferramenta de analise de desempenho que 
sera utilizada para comparar os modelos. Por fim, na secao 4.3, sao apresentados os 
resultados encontrados nas modelagens direta dos amplificadores.
4.1 DADOS UTILIZADOS PARA VALIDACAO DO MODELO PRO­
POSTO
Para obtencao dos resultados apresentados neste capítulo foram utilizados 
conjuntos de dados de extracao e validacao de três amplificadores de potencia, con­
tendo a mesma quantidade de amostras de entrada e de saída dos PAs. Importante 
frisar que todos esses dados foram fornecidos, nao havendo, assim, a etapa de coleta 
de dados.
No primeiro conjunto de dados (Conjunto_1), as medicoes foram realizadas em 
um PA que opera em classe AB, fabricado com tecnologia de nitreto de galio (GaN), 
estimulado por um sinal 3GPP WCDMA com largura de banda de 3,84 MHz. Foram 
utilizados o gerador vetorial de sinais (VSG) Rohde & Schwarz SMU200A e o analisa­
dor vetorial de sinais (VSA) Rohde & Schwarz FSQ na configuracao experimental para 
a coleta de dados de entrada-saída. A frequencia de amostragem foi ajustada para 
61,44 MHz. O conjunto de dados possui 29550 amostras de extracao, de entrada e de 
saída, e 8700 amostras de validacao, tambem de entrada e saída [35].
O segundo conjunto de dados (Conjunto_2) é baseado em medições experi­
mentais no domínio do tempo, realizadas em um PA LDMOS operando em classe AB 
com ajuste de saída de segunda harmonica. O VSG e VSA utilizados na configuraçao 
experimental, para a coleta dos dados de entrada e saída, foram um Agilent ESG 
E4433B e um Agilent MXA N9020A, respectivamente. O conjunto possui 26180 amos­
tras de extracao e 8501 amostras de validacao, extraídas a uma frequencia de amos­
tragem ajustada em 30,72 MHz [35].
O terceiro conjunto de dados (Conjunto_3) pertence a um PA que opera em 
classe AB com tecnologia baseada em GaN e excitado por uma portadora na frequencia 
de 900 MHz, modulado por um sinal 3GPP WCDMA com 3,84 MHz de largura de 
banda e com frequencia de amostragem de 61,44 MHz, mesmo PA do Conjunto_1, 
sendo utilizado os mesmos equipamentos para realizacao da coleta dos dados. Pos­
sui em seu conjunto 3221 amostras de extracao e 2001 amostras de validacao [30, 35].
Com os dados disponíveis e as equacoes dos modelos definidas, a primeira 
etapa do trabalho foi implementar e testar as equacoes dos modelos, proposto e com­
parativos, no software MATLAB. Em seguida, foram realizadas simulacoes variando 
arbitrariamente os truncamentos de ordem polinomial, duracao de memória e as or­
dens das derivadas, com o objetivo de comparar, entender e avaliar o comportamento 
do modelo proposto. Uma das avaliacoes executadas para entender o comportamento 
do modelo, nas estruturas em serie e paralelo, foi compara-lo com os outros modelos 
de modelagem em um cenario igual de ordem polinomial e duracao de memoria, ava­
liando qual dos modelos possui o menor erro de modelagem. O diagrama de blocos 
do processo utilizado no desenvolvimento pode ser visto na Figura 4.1.
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Figura 4.1: Diagrama de blocos do desenvolvimento do algoritmo.
FONTE: Autor.
Pode-se observar na Figura 4.1 um bloco de otimização dos valores de a. 
Esse processo e realizado para minimizar o erro da modelagem, e assim obter uma 
melhor resposta do modelo proposto. Nesse bloco e utilizada a funçao de otimizaçao 
LSQNONLIN (nonlinear least-squares) no software MATLAB, que procura o mínimo 
local em uma funcao, no devido caso a funcao do modelo proposto, retornando os 
melhores valores dos as e o vetor do erro mínimo, calculado na diferenca entre a 
saída medida do amplificador e a saída estimada pelo modelo.
4.2 ERRO QUADRATICO MEDIO NORMALIZADO
Para avaliar a precisao dos modelos que sao implementados nesse trabalho, 
e utilizada uma metrica bastante utilizada na literatura para comparar dados medidos 
e calculados, o Erro Quadratico Medio Normalizado (NMSE). Esse calculo e realizado 
a partir dos sinais de erro definidos pela diferenca entre os sinais de saída medidos e
estimados pelo modelo. Esse metodo e tambem relatado em [29, 30, 38] e e definido 
pela Equacao 4.1:
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N M S E  =  lOlogio T,N=i \OutReai(n)-OutExp(n)\2 
EN=i \OutReai(n)\2
(4.1)
onde n representa uma amosta e N  o numero total de amostras. OutReal(n) e o sinal 
de saída medido no instante n e OutExp(n) o sinal de saída estimado pelo modelo 
matematico no instante n .
4.3 RESULTADOS PARA A MODELAGEM CARACTERÍSTICA DI­
RETA
Nesta secao sao apresentados os resultados das modelagens características 
diretas, onde os sinais de entrada utilizados sao os sinais de envoltoria complexa 
aplicados na entrada dos amplificadores e os sinais de saída utilizados sao os sinais 
de envoltoria complexa medidos na saída dos amplificadores. Na Secao 4.3.1 sao 
reportados os resultados para a modelagem característica direta do Conjunto_1. Ja 
na Secao 4.3.2 os resultados da modelagem característica direta para o Conjunto_2. 
E ao final, Secao 4.3.3, as respostas da modelagem direta para o Conjunto_3. Vale 
destacar que em todas as tabelas apresentadas nesta secao o P  representa a ordem 
do polinomio, M  a quantidade de amostras passadas considerada (quantidade de 
memoria) e Q representa a quantidade de coeficientes utilizada pelo modelo.
4.3.1 CONJUNTO1
Para o Conjunto_1 foram realizadas simulacoes variando arbitrariamente os 
valores de P  e M , verificando inicialmente as respostas do NMSE apenas para o 
modelo proposto para a estrutura Hammerstein paralela, como se observa na Tabela 
4.1.
Tabela 4.1: NMSE do Modelo Proposto na estrutura Hammerstein Paralela da mode­
lagem direta para o Conjunto_1.
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P M Q NMSE (dB) Alphas Otimizados
3 2 9 -41,57 0,9134; 0,6323; 0,09755
3 3 12 -41,70 0,2787; 0,5471; 0,9574; 0,9655
4 5 20 -42,86 0,9308; 0,6769; 0,7630; 0,7436; 0,3813; 0,6580
4 5 16 -42,85 0,8079; 0,4387; 0,6646; 0,5489
5 1 10 -42,84 0,1576; 0,9706
6 1 12 -42,98 0,9572; 0,4854
8 0 8 -36,52 0,7037
8 1 16 -43,34 0,4218; 0,9157
8 3 31 -43,76 0,6463; 0,7094; 0,7547; 0,2760
8 3 24 -43,51 0,7577; 0,7824; 0,0090
8 3 16 -43,39 -0,8029 -0,7979
FONTE: Autor.
Observa-se que, para esse conjunto de dados, a simulacao que resultou no 
menor erro foi para as ordens P =  8, M  =  3 e quatro as otimizados, retornando um 
total de 31 coeficientes e N M S E  =  -4 3 ,76 dB. A simulacao para P =  8 e M  =  0 
foi incluída na Tabela 4.1 para mostrar as melhorias na fidelidade do modelo pela 
inclusão da memoria, ja que M  =  0 corresponde a desprezar a memoria no calculo 
do NMSE. A diferenca no NMSE entre a simulacao que apresenta o menor erro do 
modelo proposto e a simulacao sem memoria e de 7,24 dB.
Simulacoes para o Polinomio de Memoria tambem foram realizadas, conside­
rando os mesmos valores das ordens P  e M  da Tabela 4.1, e podem ser vistas na
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Tabela 4.2.
Tabela 4.2: NMSE do modelo Polinomio de Memoria na modelagem direta para o 
Conjunto_1.
P M Q NMSE (dB)
3 2 9 -41,57
3 3 12 -41,69
4 5 24 -42,87
5 1 10 -42,84
6 1 12 -42,97
8 1 16 -43,34
8 3 32 -43,77
FONTE: Autor.
Comparada as respostas entre os modelos para o Conjunto_1, nota-se que 
para mesmas ordens de truncamento P  e M , e quantidade de coeficientes (Q) iguais, 
os modelos apresentam respostas praticamente iguais, com diferencas consideravel­
mente desprezíveis.
O modelo proposto possui uma ordem de truncamento a mais, referente a 
quantidade de as consideradas, que proporciona uma maior liberdade para se alcancar 
a resposta e que nao esta presente nos outros modelos utilizados como comparativos. 
Com isso uma alteracao na simulacao e realizada, reduzindo a quantidade de as, 
que determina a quantidade de coeficientes do modelo proposto, sem alterar o valor 
de M , que determina a quantidade de coeficientes do Polinomio de Memoria. Ao 
analisar as respostas do NMSE com base na quantidade de coeficientes e ordens 
de truncamentos P  e M  iguais, observa-se na Tabela 4.2 que para a simulacao onde 
P  =  8 e M  =  3, o MP precisa de 32 coeficientes para o N M S E  =  -43,77 dB, enquanto 
que o modelo proposto, visto na Tabela 4.1, retorna uma resposta com a mesma 
precisao, N M S E  =  -43,51 dB, contendo 24 coeficientes. E para essas mesmas 
ordens de truncamento, o modelo proposto retorna com 16 coeficientes, uma reducao 
de 50% na quantidade de coeficientes, o N M S E  =  -43,39 dB, uma diferenca de 0,37
dB em relacao ao MP. Outra simulacao que demonstra uma reducao na quantidade 
de coeficientes e vista para ordens de truncamentos P =  4 e M  =  5, onde o modelo 
proposto reduz ate 8 coeficientes em relacao ao MP, sem perder a precisao do NMSE.
Na Tabela 4.3 e apresentado os resultados do N M S E  do modelo proposto 
na estrutura em serie, apenas para P =  8 e M  =  3, onde o menor erro calculado na 
estrutura em paralelo. Os resultados do NMSE do modelo sao comparados com a es­
trutura de Wiener, Hammerstein e Wiener-Hammerstein com o filtro FIR implementado 
nos blocos dinamicos lineares.
Tabela 4.3: NMSE do modelo Proposto na estrutura de blocos em serie, comparado 
aos modelos de Wiener, Hammerstein e Wiener-Hammerstein, para P =  8 e M  =  3.
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Assim como na estrutura em paralelo, o modelo proposto na estrutura em 
serie apresenta resultados iguais, para mesma ordem de truncamentos e quantidade 
de coeficientes, comparado ao modelo de Hammerstein, e apresenta ganho de 1,45 
dB em relacao ao modelo de Wiener e ganho de 1,52 dB comparando ao modelo 
Wiénér-Hammérstéin. O modelo proposto tambem alcanca resultados com mesmas 
precisoes reduzindo a quantidade de coeficientes.
Uma melhor ilustracao da estimativa fornecida pelo modelo proposto é vista 
nas Figuras 4.2 e 4.3, que apresentam, respectivamente, a conversao modulacao em 
amplitude para modulacao em amplitude (AM-AM) e a modulacao em amplitude para 
modulacao em fase (AM-PM) medidas e estimadas pelo modelo proposto, na estrutura 
em serie e estrutura em paralelo. Para gerar essas imagens foram considerados as
ordens P =  8 e M  =  3, onde se obteve os menores valores dos erros, N M S E  =  
-39,56  dB para a estrutura em serie e N M S E  =  -4 3 ,76 dB na estrutura em paralelo. 
Figura 4.2: Relacao entre as amplitudes instantaneas de saída e entrada, medida e 
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Figura 4.3: Conversao AM-PM, medida e estimada pelo modelo proposto na Modela­
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Na Figura 4.4 sao apresentadas as formas de onda no domínio do tempo das
componentes reais (em fase) das saídas medidas e estimadas pelo modelo proposto. 
Ja a Figura 4.5 apresenta as formas de onda no domínio do tempo das componentes 
imaginarias (em quadratura) das saídas medias e estimadas pelo modelo proposto. 
Figura 4.4: Formas de onda no domínio do tempo dos componentes em fase do sinal 
de saída, medidos e estimados pelo modelo proposto na modelagem direta para o 
Conjunto_1.
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Tempo (s) x10 '6
FONTE: Autor.
Figura 4.5: Formas de onda no domínio do tempo dos componentes quadratura do 
sinal de saída, medidos e estimados pelo modelo proposto na modelagem direta para 
o Conjunto_1.
Tempo (s) x 10'6
FONTE: Autor.
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Nos graficos sao plotados 400 pontos do conjunto de validacao, onde observa- 
se, pela sobreposicao entre as curvas, que o modelo proposto cumpriu com o objetivo 
de emular o comportamento da modelagem característica direta do específico PA. Nas 
Figuras 4.6(a) e 4.6(b) observam-se o erro da modelagem do sinal de saída, da parté 
real e imaginaria, respectivamente, do modelo proposto na estrutura em série e na 
estrutura em paralelo em relacao ao sinal de saída real.
Figura 4.6: Erro calculado entre a saída real e a saída dos modelos para o Conjunto_1, 
parte real e imaginaria.
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Simulações variando arbitrariamente os valores de P  e M  também foram
realizadas para o Conjunto_2, verificando, primeiramente, as respostas do NMSE para
o modelo proposto na estrutura em paralelo, como se ve na Tabela 4.4.
Tabela 4.4: NMSE do Modelo Proposto na estrutura Hammerstein Paralela da mode­
lagem direta para o Conjunto_2.
P M Q NMSE (dB) Alphas Otimizados
3 2 9 -35,53 0,815; 0,9057; 0,1271
3 3 12 -35,66 0,9136; 0,6322; 0,0973; 0,2783
4 5 19 -38,17 0,5466; 0,9562; 0,9651; 0,1588; 0,9711; 0,9577
5 1 10 -38,07 0,4854; 0,8003
6 0 6 -35,17 0,1712
6 1 12 -38,13 0,1419; 0,4217
6 3 24 -38,71 0,6816; 0,7586; 0,7387; 0,3946
6 4 18 -38,64 -2,1269; -0,3316; -2,1079
6 4 24 -38,70 0,4729; 0,5312; 0,3914; 0,5271
6 4 29 -38,73 0,8136; 0,9006; 0,1321; 0,9079; 0,6310
8 1 16 -38,15 0,9595; 0,6557
8 3 16 -38,31 -1,0561; 0,0884
8 3 32 -38,71 0,1260; 0,2835; 0,5102; 0,9369
FONTE: Autor.
Para esse conjunto de dados, a simulacao do modelo que retornou o menor 
erro e vista para ordens de truncamento P  =  6, M  =  4 e cinco as considerados, onde 
o modelo com 29 coeficientes retorna o N M S E  =  -38,73 dB. A simulacao, despre­
zando os instantes passados, P  =  6 e M  =  0, foi incluída na Tabela 4.4, mostrando 
as melhorias na fidelidade do modelo pela inclusao da memoria. A diferenca entre a 
simulacao que apresenta o melhor NMSE e a simulacao desprezando a memoria e de 
3,56 dB.
As simulacoes, considerando as mesmas ordens de truncamento P  e M , para
o Polinomio de Memoria foram realizadas e suas respostas podem ser vistas na Tabela
4.5.
Tabela 4.5: NMSE do modelo Polinomio de Memoria na modelagem direta para o 
Conjunto_2.
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P M Q NMSE (dB)
3 2 9 -35,53
3 3 12 -35,66
4 5 24 -38,25
5 1 10 -38,07
6 1 12 -38,13
6 3 24 -38,71
6 4 30 -38,73
8 1 16 -38,15
8 3 32 -38,71
FONTE: Autor.
Ao analisar as respostas dos modelos para o devido conjunto de dados, nota- 
se que para mesmas ordens de truncamento e quantidade de coeficientes iguais, os 
modelos apresentam respostas idénticas.
Simulacoes reduzindo a quantidade de coeficientes no modelo proposto foram 
realizadas. Com isso observa-se que, baseado nas mesmas ordens de truncamentos 
e na quantidade de coeficientes que cada simulacao resulta, para as ordens P =  6 é 
M  =  4, o MP retorna o N M S E  =  -38,73  dB com um total de 30 coeficientes, como 
se vé na Tabela 4.5, enquanto que o modelo proposto, visto na Tabela 4.4, reduz em 
40% a quantidade de coeficientes, retornando uma resposta com a mesma precisao. 
Também é visto que para a simulacao com ordens P =  8 e M  =  3, ha uma reducao 
de 50% na quantidade de coeficientes do modelo proposto com uma diferenca de 0,4 
dB em relacao ao MP.
A Tabela 4.6 apresenta os resultados do NMSE do modelo proposto na estru­
tura em série, para os truncamentos P =  6 e M  =  4, que apresentou o menor valor 
de NMSE na estrutura em paralelo. As respostas do modelo sao comparadas com as
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respostas das estruturas de Wiener, Hammerstein e Wiener-Hammerstein contendo o 
filtro FIR implementado em seus blocos dinamicos lineares.
Tabela 4.6: NMSE do modelo Proposto na estrutura de blocos em serie, comparado 
aos modelos de Wiener, Hammerstein e Wiener-Hammerstein, para P  =  6 e M  =  4.








Mais uma vez observa-se respostas exatamente iguais, comparando a estru­
tura de Hammerstein implementada com o modelo proposto e a implementada com 
o filtro FIR, para mesmas ordens de truncamentos e quantidade de coeficientes. E 
respostas consideravelmente iguais, diferencas desprezíveis, comparando a estrutura 
com o modelo proposto as demais estruturas, Wiener e Wiener-Hammerstein imple­
mentadas com o filtro FIR.
Ilustracoes da estimativa fornecida pelo modelo proposto nas estruturas em 
serie e paralelo, utilizando P  =  6, M  =  4, ordens onde foram obtidos os menores 
valores do N M S E , podem ser vista na Figura 4.7, mostrando a conversao AM-AM 
medida e estimada pelas estruturas, e tambem na Figura 4.8, contendo a conversao 
AM-PM medida e estimada pelas estruturas.
Figura 4.7: Relacao entre as amplitudes instantaneas de saída e entrada, medida e 




Figura 4.8: Conversao AM-PM, medida e estimada pelo modelo proposto na Modela­
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A Figura 4.9 apresenta as formas de onda no domínio do tempo das compo­
nentes reais das saídas, enquanto que a Figura 4.10 apresenta as formas de onda 
no domínio do tempo das componentes imaginarias das saídas medidas e estimadas
pelo modelo proposto na estrutura em serie e na estrutura em paralelo.
Figura 4.9: Formas de onda no domínio do tempo dos componentes em fase do sinal 
de saída, medidos e estimados pelo modelo proposto na modelagem direta para o 
Conjunto_2.
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Tempo (s) x10 '5
FONTE: Autor.
Figura 4.10: Formas de onda no domínio do tempo dos componentes quadratura do 




Nos graficos sao plotados 400 pontos do conjunto de validacao, onde observa-
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se, pela sobreposicao entre as curvas, que o modelo proposto cumpriu com o objetivo 
de emular o comportamento da modelagem característica direta do específico PA. Nas 
Figuras 4.11(a) e 4.11(b) e apresentado o erro da modelagem do sinal de saída, da 
parte real e imaginaria, respectivamente, do modelo proposto na estrutura em serie e 
na estrutura em paralelo em relacao ao sinal de saída real.
Figura 4.11: Erro calculado entre a saída real e a saída dos modelos para o Con- 
junto_2, parte real e imaginaria.



















O Conjunto_3 é um conjunto de dados que apresenta mais efeito de memória 
em seus dados, comparado aos outros dois conjuntos apresentados anteriormente, o 
que implica que o valor de M  considerado nas simulacoes sera maior. É visto a seguir, 
na Tabela 4.7, as respostas das simulacoes variando arbitrariamente os valores de P 
e M  para o modelo proposto na estrutura de Hammerstein paralela.
Tabela 4.7: NMSE do Modelo Proposto na estrutura Hammerstein Paralela da mode­
lagem direta para o Conjunto_3.
P M Q NMSE (dB) Alphas Otimizados
3 5 18 -27,17 0,1689; 0,7079; 0,0311; 0,2774; 0,0453; 0,0992
3 7 21 -27,39
0,1419; 0,4218; 0,9157; 0,7922; 
0,9595; 0,6557; 0,0357; 0,8491
4 6 26 -27,34 0,8231; 0,6950; 0,3173; 0,9501; 0,0349; 0,4391; 0,3815
4 7 24 -27,22
0,7655; 0,7953; 0,1870; 0,4899; 
0,4453; 0,6465; 0,7091; 0,7544
5 7 34 -27,50
0,2760; 0,6797; 0,6551; 0,1626; 
0,1190; 0,4984; 0,9597; 0,3404
5 9 36 -27,56
0,5852; 0,2238; 0,7515; 0,2549; 0,5059; 
0,6990; 0,8908; 0,9594; 0,5474; 0,1387
6 0 1 -22,72 0,8147
6 7 39 -27,46
0,1493; 0,2576; 0,8407; 0,2543; 
0,8143; 0,2435; 0,9293; 0,3500
6 9 42 -27,57
0,2858; 0,7572; 0,7537; 0,3805; 0,5678; 
0,0759; 0,0540; 0,5308; 0,7791; 0,9340
FONTE: Autor.
Nesse conjunto de dados o menor erro calculado, dentre as ordens simuladas, 
e para P  =  6, M  =  9 e dez as otimizados, retornando o N M S E  =  -27,57  dB com 42 
coeficientes. Uma outra simulacao que apresenta praticamente a mesma resposta e 
visto para as ordens P =  5 e M  =  9, com oito as considerados e retornando 36 coe­
ficientes. A simulacao para P =  6 e M  =  0 foi incluída na Tabela 4.7 para mostrar as
melhorias na fidelidade do modelo pela inclusão da memoria. A diferenca na resposta 
do NMSE entre o menor erro encontrado, para a mesma ordem de truncamento P , do
modelo proposto e o modelo sem memoria e de 4,85 dB.
Simulacoes para o Polinomio de Memoria, considerando as mesmas ordens 
de truncamentos de P  e M , podem ser vistas na Tabela 4.8.
Tabela 4.8: NMSE do modelo Polinomio de Memoria na modelagem direta para o
Conjunto_3.
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P M Q NMSE (dB)
3 5 18 -27,17
3 7 24 -27,43
4 6 28 -27,39
4 7 32 -27,54
5 7 40 -27,60
5 9 50 -27,79
6 7 48 -27,63
6 9 60 -27,82
FONTE: Autor.
Ao analisar as respostas da Tabela 4.7 e comparar as respostas da Tabela 
4.8, observa-se, mais uma vez, que para as simulacoes com mesmas ordens de trun­
camento e quantidade de coeficientes iguais, como visto em P  =  3, M  =  5 e Q =  18, 
os modelos apresentam respostas identicas.
Realizado as simulacoes, reduzindo a quantidade de coeficientes do modelo 
proposto, para uma analise baseada na quantidade de coeficientes e ordens de trunca­
mento iguais, nota-se que o modelo proposto mostrou eficiencia em manter a precisao 
do erro reduzindo a quantidade de coeficientes, assim como nas simulacoes realiza­
das para os outros dois conjuntos de dados. Pode-se ver essa reducao na simulacao 
para P  =  6 e M  =  9, onde o modelo proposto reduz em 30% o numero de coeficientes, 
mantendo o NMSE com diferenca de 0,25 dB, em relacao ao MP Outra simulacao que 
se nota a reducao de coeficientes e vista para P  =  5 e M  =  9, com uma reducao de
14 coeficientes em relacao ao modelo comparativo.
É apresentado na Tabela 4.9 os resultados NMSé do modelo proposto para 
a estrutura em serie, e suas respostas comparadas com a estrutura de Wiener, Ham­
merstein e Wiener-Hammerstein implementadas com o filtro FIR. Para a realizacao 
das simulacoes e comparacoes sao considerados as ordens P =  5 e M  =  9.
Tabela 4.9: NMSé do modelo Proposto na estrutura de blocos em serie, comparado 
aos modelos de Wiener, Hammerstein e Wiener-Hammerstein, para P =  5 e M  =  9.
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Observa-se que para o Conjunto_3, o modelo proposto na estrutura em serie, 
comparado ao modelo de Hammerstein com o filtro FIR, obteve resposta inferior, com 
uma pequena diferenca de 0,34 dB e uma reducao de dois coeficientes. Se compa­
rado as estruturas de Wiener e Wiener-Hammerstein, contendo o filtro FIR em seus 
blocos dinamicos lineares, a estrutura proposta obteve ganhos de 1,09 dB e 0,73 dB, 
respectivamente.
As Figura 4.12 e 4.13 apresentam a conversao modulacao em amplitude para 
modulacao em amplitude e a conversao modulacao em amplitude para modulacao em 
fase, medida e estimada pelo modelo proposto implementado na estrutura em serie e 
na estrutura em paralelo, utilizando as ordens de truncamento P =  5 e M  =  9.
Figura 4.12: Relacao entre as amplitudes instantaneas de saída e entrada, medida e 
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Figura 4.13: Conversao AM-PM, medida e estimada pelo modelo proposto na mode­
lagem direta para o Conjunto_3.
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A Figura 4.14 apresenta as formas de onda no domínio do tempo das com­
ponentes reais das saídas medidas e estimadas pelo modelo proposto, enquanto que 
a Figura 4.15 apresenta as formas de onda no domínio do tempo das componentes
0
imaginarias das saídas medidas e estimadas pelo modelo proposto nas devidas es­
truturas. Nos graficos sao plotados 400 pontos do conjunto de validacao.
Figura 4.14: Formas de onda no domínio do tempo dos componentes em fase do sinal 
de saída, medidos e estimados pelo modelo proposto na modelagem direta para o 
Conjunto_3.
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Tempo (s) x10 '6
FONTE: Autor.
Figura 4.15: Formas de onda no domínio do tempo dos componentes quadratura do 
sinal de saída, medidos e estimados pelo modelo proposto na modelagem direta para 
o Conjunto_3.
Tempo (s) x 10'6
FONTE: Autor.
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Observa-se nas Figuras 4.14 e 4.15, pela s o b re p o s to  entre as curvas, que 
o modelo proposto cumpriu com o objetivo de emular o comportamento da modela­
gem característica direta do específico PA, assim como no Conjunto_1 e Conjunto_2, 
mesmo apresentando uma precisao menor, e isso devido o Conjunto_3 possuir mais 
efeito de memoria em seus dados e as estruturas escolhidas para representarem o 
modelo proposto nao serem as ideais para modelar dispositivos com essa quantidade 
de memoria inserida. Nas Figuras 4.16(a) e 4.16(b) pode-se observar o erro da mo­
delagem do sinal de saída, da parte real e imaginaria, respectivamente, do modelo 
proposto na estrutura em série e na estrutura em paralelo em relacao ao sinal de 
saída real.
Figura 4.16: Erro calculado entre a saída real e a saída dos modelos para o Con- 
junto_3, parte real e imaginaria.
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O presente trabalho aborda a modelagem física de um circuito Resistor- 
Capacitor com ordem fracionaria e a modelagem comportamental de circuitos eletricos 
usuais, especificamente os amplificadores de potencia de radiofrequencia, utilizando 
a derivada fracionaria de Grunwald-Letnikov, que possui um comportamento natural 
mais discreto em relacao as outras definicoes mais populares. E o que determina 
esse comportamento mais fino e que sua definicao considera o comportamento da 
funcao em instantes anteriores junto com o instante atual ao que se esta medindo e 
nao apenas o instante atual da medida, como e considerado em definicoes do calculo 
de ordem inteira.
Na modelagem do circuito RC, foi realizada, primeiramente, a alteracao da 
ordem inteira pela ordem fracionaria, na equacao que modela o circuito, e aplicada a 
transformada de Fourier e inversa de Fourier na equacao, para se obter a resposta no 
domínio do tempo, chegando a Equacao 3.8, e com isso analisar o comportamento 
do circuito para diferentes valores de a. Observou-se que para as <  1, o comporta­
mento do circuito tende a ter um maior pico de tensao sobre o capacitor, comparado 
ao estímulo de entrada do circuito, e uma curva de decida da carga mais abrupta no 
tempo. Ja para a =  1, nota-se o comportamento de um circuito RC ideal, com o pico de 
tensao maximo igual ao valor de estímulo do circuito e uma curva de decida da carga 
mais suave no tempo. E para valores de a >  1, observa-se picos de tensao menores 
do que o estímulo aplicado no circuito, e curvas de tensoes ainda mais suavizadas, 
durante o período de descarregamento do capacitor, demonstrando ate comportamen­
tos oscilatorios durante esse período. Em seguida, aptos a analise comportamental da 
modelagem com diferentes ordens fracionárias, foi realizada uma simulacao de um 
circuito RC no CADENCE, que possui componentes simulados mais proximos dos re­
ais, e suas respostas comparadas com a modelagem matematica, Equacao 3.8, para 
a ordem inteira e ordens fracionarias. Ficando evidente que a modelagem do circuito 
com a ordem inteira, a =  1, nao apresentou reposta exatamente igual a simulacao 
mais proxima do real, enquanto que a ordem fracionaria, a =  1,02, demonstrou uma 
proximidade maior, comparando a região de descida da carga no capacitor, a curva 
que simula o comportamento real do circuito.
Para realizacao das modelagens em circuitos usuais, foram utilizados dados 
de entrada e saída de trés PAs, todos operante na classe AB. Todos os sinais sao 
de envoltoria complexa aplicados na entrada e medidos na saída dos PAs. O modelo 
proposto, baseado na definicao de derivada de Grunwald-Letnikov, foi adicionado no 
bloco dinamico linear da estrutura Hammerstein em série e na estrutura Hammerstein 
paralela, tendo suas precisoes comparadas com as estruturas de Wiener, Hammers­
tein e Wiéner-Hammerstéin em série e com o Polinomio de Memoria, para comparar 
o modelo em paralelo, todos implementados com o filtro FIR no bloco dinamico linear. 
Diferentes simulacoes, obtidas variando-se os truncamentos de ordem polinomial P , 
duracao de memoria M  e a quantidade de as, que representa a ordem das derivadas e 
determina a quantidade de coeficientes no modelo proposto, foram realizadas no MA­
TLAB. Apos analises dos resultados das simulacoes, realizadas nos trés conjuntos de 
dados, notou-se que o modelo matematico proposto cumpriu com o objetivo de mode­
lar o comportamento real dos PAs, tanto na estrutura Hammerstein paralelo, quanto na 
estrutura Hammerstein em série, porém nao apresentou ganhos consideraveis, em de­
cibéis, comparados aos demais métodos de comparacao implementados. O modelo 
proposto também demonstrou ser eficiente na reducao de coeficientes necessarios 
para se obter respostas com mesmo níveis de precisao, ja que sua quantidade de co­
eficientes nao depende das M  amostras passadas consideradas, e sim da quantidade 
de as escolhido, isso comparando para mesmas ordens P  e M  de truncamentos.
Tendo em vista os aspectos observados fica claro que a abordagem proposta 
é bastante viavel e precisa, podendo ainda ser explorada em outros métodos de mo­
delagem empírica e física, ja que se trata de uma abordagem recente na modelagem
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de circuitos elétricos e mais ainda quando se trata da modelagem em amplificadores 
de potencia de radio frequencia.
Como perspectivas futuras vislumbra-se:
- Realizar simulacoes com o modelo proposto na modelagem característica in­
versa, onde os sinais de entrada utilizados sao os sinais de envoltoria complexa 
medidos na saída dos amplificadores e os sinais de saída utilizados sao os si­
nais de envoltoria complexa aplicados na entrada dos amplificadores, para que 
se possa obter mais conjuntos de validacoes do modelo proposto;
- Desenvolver um processo de otimizacao, atraves da funcao LSQNONLIN (nonli­
near least-squares), buscando os valores de truncamentos da ordem polinomial 
P  e duracao de memoria M  ideais para uma menor erro da modelagem, melho­
rando a precisao do modelo;
- Desenvolver outra metrica de avaliacao dos resultados considerando a comple­
xidade das somas e multiplicacoes do modelo, e nao apenas a quantidade de 
coeficientes, o que proporcionara uma analise, e possível reducao, do custo 
computacional e, consequentemente, simplificar uma futura implementacao em 
hardware;
- Explorar o modelo proposto em outros metodos de modelagem comportamental, 
como por exemplo a serie de Laguerre-Volterra, para analisar a possibilidade 
em minimizar o erro da modelagem, buscando um modelo que apresenta um 
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