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Abstract
Questioning is widely acknowledged as an effective instructional strategy used by teachers in their interaction with students for
variety of purposes. In educational practices, the analysis of classroom questions asked by teachers is of particular benefits. This
paper investigates the effectiveness of machine learning techniques on analyzing teacher's classroom questions by automatically
classifying them into different cognitive levels identified in Bloom's taxonomy. More specifically, this paper reports on three of 
the most effective machine learning techniques for text classification: k-Nearest Neighbors, Naïve Bayes, and Support Vector
Machine using term frequency as a term selection approach.  In doing so, a dataset of questions has been collected and classified
manually into Bloom's cognitive levels. Preprocessing steps have been applied to convert questions into a representation suitable
for machine learning techniques. Using this dataset, the performance of the three machine learning techniques has been
evaluated. The results show a comparable performance of k-Nearest Neighbor and Naïve Bayes and a superior performance of 
Support Vector Machine in term of F1 and accuracy. Moreover the results also indicate that machine learning techniques show
different levels of sensitivity to the number of terms used for question representation.
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1. Introduction
In the field of education, questioning is widely acknowledged as an effective instructional strategy. It is the
dominant mode of teacher-student interaction, accounted for almost 80% of the total interactions. Since Socrates,
questioning was employed to encourage students to use higher order thinking processes [7]. Currently, with teachers
ask as many as 300 400 questions daily [10], questioning is still the most frequently used teacher instructional 
intervention.
Given the importance of teachers' classroom questions for teaching and learning, the analysis of these questions
has been researched extensively. Some researchers found it helpful to develop sets of categories into which
questions can be classified. Many classification systems have been proposed [3, 4, 7, 8], most of which are
composed entirely of categories based on the type of cognitive process required to answer questions. Some of these 
systems consist of a limited number of general categories, which can be used to classify question irrespective of 
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context, while other classification systems were developed for a specific curriculum such as a system which was 
designed to classify the questions asked by art teachers [7]. 
Bloom's Taxonomy [3] is the most prominent representative of question classification systems. It was developed 
by Benjamin Bloom, in his efforts to classify the thinking behaviors into three domains: cognitive (mental skills), 
affective (growth in feelings or emotional areas) and psychomotor (manual or physical skills). The cognitive domain 
has received much attention because of its applicability in secondary and postsecondary education. Under the 
cognitive domain, Bloom identified six different levels of learning and organized them on the basis of hierarchy [3]. 
The six categories under the cognitive aspect are as follows:  
 Knowledge: focuses on memorization, recognition, and recall of information;  
 Comprehension: focuses on organization of ideas, interpretation of information, and translation; 
 Application: focuses on problem solving, use of particulars, and principles;  
 Analysis: focuses on finding the underlying organization, and the division of a whole into components; 
 Synthesis: focuses on a combination of ideas to form something new, creating something unique whether 
verbal or physical;  
 Evaluation: focuses on making judgments about issues, resolving disparities or disagreements. 
In teaching practice, the effective use of questions depends on teacher's ability to determine Bloom's cognitive 
level (BCL) of the question he asks. Unfortunately researches on teachers' use of questioning have shown that this 
skill is typically less effective than it could be [1, 6, 9, 15]. In these researches, it has been shown that teachers at all 
levels of education tend to ask mostly questions requiring recall and rarely ask questions requiring reflection. This 
can be attributed to the lack of knowledge about questioning taxonomies. Therefore, in order to improve teachers' 
questioning ability, it is essential to analyze their questions on the basis of BCLs [18].  The results of such analysis 
can be used for teacher professional development and evaluating the level of teacher-student interaction. 
Motivated by the importance of analyzing teachers' questions for effective teaching and learning, this paper 
presents an attempt to automate this process by using several Machine Learning (ML) techniques. The automation of 
this process is more appealing when taking into account the rapid spread of E-learning systems in the educational 
institutions. The vast quantities of data generated from these systems make it very difficult to manage them 
manually and therefore ML techniques are very promising means to manipulate them.  
The remainder of this paper is organized as follows. Section 2 reviews the related works.  Section 3 gives an 
overview on using ML to automate the classification of questions into BCLs. Section 4 presents the obtained results 
and Section 5 discusses them. Section 6 is devoted for conclusion. 
2. Related Works  
In the literature of education, teachers' classroom questions have received a great deal of researcher's 
consideration as they provide a source of information which can be used to study various aspects of teaching. 
Therefore, the literature is ample with research works focuses on the analysis of teachers' questions for different 
purposes. For example, analysis of teacher's questions has been used to study teacher's questioning practices in order 
to develop student's skills in critical thinking rather than in learning and recalling facts. Also it has been used to 
study the effect of teachers' questions on student behavior [7].  
From a computational point of view, the task of automatic analysis of questions by classifying them into BCLs 
can be defined as automated assignment of a specific BCL to question based on its content. Obviously, this task can 
be viewed as a specific form of the text classification [14]. That is to say, it   has certain domain-specific 
characteristics that distinguish it from the typical text classification problem. More specifically, in a typical text 
classification problem, each document consists of hundred words, whereas, in questions classification, each question 
normally contains less than 50 words, giving rise to a question lacks of terms problem [12]. The lack of terms 
problem is expected to affect the performance of ML techniques in many ways. 
In the literature, few works have been reported.  In [17], an artificial neural network, namely back-propagation 
neural network, is used to classify question into three difficulty levels that are easy, medium, and hard. Moreover, 
five dimension feature vector which consists of query text relevance, mean term frequency, length of question and 
answer, term frequency distribution, and distribution of question and answer in text is used as input to the back-
propagation neural network. The obtained results in term of F1 measure is nearly 78%. In [16], the decision tree is 
used to construct an automatic classification of questions of E-learning examination pool according its difficulty. 
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Thus, an E-learning system can choose questions that are suitable for each learner according to individual 
background. In [5], an automatic classifier for Chinese questions of particular keywords is designed. An interesting 
work on questions classification is presented in [12].  In this work, an adaptable learning assistant tool for managing 
question bank is developed to classify the questions into predefined classes and correctly retrieve the questions by 
specifying the class and/or the difficulty levels.  A common aspect of these works is that they classify questions 
according to the levels of difficulty.  
3. Methodology 
Generally speaking, the current trend of text classification is dominated by the intensive use of ML techniques 
[14]. The ideal application of ML techniques to design a text classification system requires four main steps: text 
representation, term selection, classifiers construction, and classifiers testing. In the text representation step, a text 
representation method is used to map a text into a compact representation suitable for the subsequent steps. In term 
selection, a subset of terms from the original set is selected by a term selection approach. In the classifier 
construction step, the ML classifiers are automatically constructed for each class ci by observing the characteristics 
of a set of texts manually classified under ci or by a domain expert. In the classifier testing step, the performance of 
the induced classifiers is evaluated by gleaning the characteristics that a new unseen text should have in order to be 
classified under ci. Because question classification is an instance of text classification, these steps are also applied. 
The following subsection describes the four steps of using ML to tackle the problem of questions classification into 
BCLs. 
3.1. Question Representation   
Basically, question text cannot be directly interpreted by ML techniques, therefore, a conversion procedure to 
map the text of a question qj into a compact representation of its content need to be uniformly applied. The common 
method of representing a question qj is as a vector of term weights <w1j Tj>, where T is the set of terms 
(sometimes called  features) that occur at least once in wkj 
term tk contributes to the semantics of question qj. The term weight can be a binary weights (1 denoting presence 
and 0 absence of the term in the question); or non-binary depending on the classifier building algorithm used. The 
most common form of non-binary weight uses the standard tfidf function, which is defined as   
 
                     (1) 
 
where |Tr| denotes the number of questions in the training set,  #(tk, qj) denotes the number of times tk occurs in qj , 
and #Tr(tk) denotes the question frequency of term tk, that is, the number of questions in which tk occurs. In order 
to apply the above representation, a pre-processing of question should be applied which includes:  
 Reducing of the question text to lower case characters. 
 Punctuation removal: all types of punctuations are removed from the question. 
 Tokenization: a token is a maximal sequence of nonblank characters. In this process, tokens consisting 
purely of digits are discarded.  
 Stemming: The tokens were stemmed with Porter stemmer [13].  
 
After the pre-processing of a question text, term weighting is computed as in Eq. 1, and length normalization is 
applied as follows 
                 
         (2)   
 
 
The vectors with the new term weights are used as input to the subsequent steps. 
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3.2. Term Selection  
Given a term set containing all terms extracted from a training set of questions, a term selection approach selects 
from the original term set, a subset such that only the most representative terms are used. A computationally easier 
term selection approach selects a subset of terms that receive the highest score according to a function, e.g. Term 
Frequency (TF), which measures the importance of a term for a classification task. 
3.3. Classifiers Construction   
In the classifiers construction step, a general inductive process automatically builds a classifier for a given class 
ci by observing the characteristics of a set of text, called training set, manually classified under ci ci by a domain 
expert. From these characteristics, the inductive process gleans the characteristics that a new unseen text should 
have in order to be classified under ci. For most ML techniques this step can be accomplished using one of the 
currently available tools. 
3.4. Classifiers Evaluation   
The effectiveness of ML classifier on the classification of a single class of BCLs can be evaluated using several 
measures [11, 14]. The computation of these measures depends essentially on a contingency table obtained from the 
classification of a set of text called testing set. The contingency table consists mainly of the following values  
 A: the number of questions a system correctly assigns to the BCLs class.  
 B: the number of questions a system incorrectly assigns to the BCLs class.  
 C: the number of questions that belong to the class but which the system does not assign to the BCLs class.  
 D: the number of questions a system correctly does not assign to the BCLs class. 
The following are the common measures used to evaluate the performance of ML classifier. 
 Precision (P): it is the probability that if a random question is classified under ci , this decision is correct. It can 
ith respect to the class. That is  
               (3)  
         
 Recall(R): it is the probability that if a random question ought to be classified under ci, this decision is taken. It 
can be viewed as the degree of completeness of the classifier with respect to the class. That is 
       (4) 
 
 F  measure: it is the harmonic mean of recall and precision which is defined, for =1.0, as follows 
                             (5) 
 
 Accuracy (Acc): the accuracy of a classifier is defined as follows 
        (6) 
 
In addition to these measures for a classifier of a single class, the effectiveness across a set of classes can be 
measured by the Macro-Average (unweighted mean of effectiveness across all classes) and the Micro-Average 
(effectiveness computed from the sum of per-class contingency tables) [11]. 
4. Experimental Results 
This section presents the results obtained from series of experiments conducted to evaluate the performance of 
different ML techniques. In addition to that, the results obtained from rule-based approach, which is considered as a 
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baseline is also reported. In all ML techniques experiments, a term selection approach based on TF is used. More 
precisely, each ML technique has been experimented with different number of terms selected based on their TF 
values. In each experiment, the selected terms are used for question representation as described in Section 3.1. The 
results have been reported in the subsequent sections, but before diving into the description of these results, a brief 
description of the questions dataset is given. 
4.1. Questions Dataset  
A set of questions were collected from a number of courses lectures in different programs at Najran University. 
The questions have been annotated manually with a pedagogical expert to assign a proper BCL to each question. A 
subset of questions were randomly selected under the constraint that the selected questions are distributed evenly 
among BCLS (i.e. each BCL has 100 examples). The collected dataset have been processed as described in section 
4.1 and divided into training set (70% of the dataset) and testing set (30% of the dataset). The size of the training set 
and testing set is 420 and 180 respectively. Table 1 shows samples of questions with their BCLs.   
Table 1: Questions dataset examples 
BCL Question example 
Knowledge (Kn) Identify the standard components of a computer 
Comprehension (Co) Describe in detail what is shown in graph form  
Application (Ap) Compute the area of a circle 
Analysis (An) Compare the waterfall model with the prototyping model. 
Synthesis (Sy) Develop a network based on activity immediate predecessors  
Evaluation (Ev) Assess the effectiveness of different graphical representations of the given data 
4.2. Rule-based Approach 
Rule-  [14]. The rule-
based approach to question classification would typically consist of a set of manually defined logical rules, one for 
each BCL. Each rule is a disjunction of clauses which contains a set of predefined terms for a given BCL. A given 
question is classified under certain BCL  iff it satisfies its rule, that is, iff it satisfies at least one of its clauses. The 
result of using rule-based approach for questions classification is shown in Table 2. 
Table 2: Performance of rule-based approach 
BCL Acc F1 
Kn 0.783 0.466 
Co 0.861 0.627 
Ap 0.839 0.554 
An 0.85 0.509 
Sy 0.789 0.558 
Ev 0.856 0.552 
Macro-Av 0.83 0.544 
Micro-Av 0.828 0.523 
4.3. k-Nearest Neighbor  
k-Nearest Neighbor (kNN) is a well-known ML technique, which has been intensively applied to text 
classification [11]. When kNN is applied to questions classification, it finds the k closest questions, measured by a 
similarity function, among the questions in the training set, and uses the class of the k closest questions to find the 
class of the test question. For convenience, the cosine value of two vectors is used to measure the similarity between 
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the test question and each question in the training set, although other similarity measures are possible. The results 
obtained from this series of experiments are shown in Table 3. The results of Macro-Average and Micro-Average F1 
show that the best performance of kNN is obtained when terms whose TF s representation. 
The comparison of the kNN results with the results of rule-based approach confirms the effectiveness of the of ML 
techniques for questions classification. 
 Table 3:- Performance of kNN 
BCL TF  TF  TF  TF  TF  
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 
Kn 0.872 0.531 0.883 0.604 0.900 0.667 0.894 0.667 0.889 0.667 
Co 0.928 0.772 0.933 0.786 0.917 0.694 0.917 0.717 0.911 0.733 
Ap 0.861 0.419 0.872 0.489 0.878 0.500 0.872 0.439 0.872 0.511 
An 0.928 0.745 0.928 0.772 0.922 0.767 0.961 0.873 0.961 0.868 
Sy 0.889 0.565 0.872 0.511 0.906 0.667 0.894 0.627 0.917 0.717 
Ev 0.894 0.642 0.900 0.679 0.922 0.750 0.911 0.704 0.894 0.612 
Macro-Av 0.895 0.612 0.898 0.640 0.907 0.674 0.908 0.671 0.907 0.685 
Micro-Av 0.895 0.622 0.898 0.650 0.907 0.682 0.908 0.682 0.907 0.689 
BCL 
TF  TF  TF  TF  TF  
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 
Kn 0.844 0.563 0.844 0.611 0.772 0.481 0.761 0.482 0.761 0.482 
Co 0.911 0.680 0.867 0.538 0.867 0.556 0.867 0.556 0.850 0.509 
Ap 0.856 0.458 0.861 0.490 0.811 0.292 0.828 0.311 0.839 0.326 
An 0.933 0.769 0.939 0.776 0.889 0.524 0.872 0.465 0.872 0.439 
Sy 0.911 0.714 0.894 0.678 0.833 0.444 0.822 0.407 0.828 0.392 
Ev 0.844 0.417 0.867 0.455 0.833 0.167 0.822 0.111 0.817 0.108 
Macro-Av 0.883 0.600 0.879 0.591 0.834 0.411 0.829 0.389 0.828 0.376 
Micro-Av 0.883 0.604 0.879 0.597 0.834 0.428 0.829 0.413 0.828 0.400 
Table 4:- Performance of NB 
BCL 
TF  TF  TF  TF  TF  
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 
Kn 0.878 0.450 0.878 0.500 0.861 0.468 0.867 0.500 0.883 0.553 
Co 0.911 0.704 0.911 0.742 0.900 0.710 0.889 0.667 0.883 0.656 
Ap 0.861 0.359 0.894 0.558 0.894 0.558 0.878 0.450 0.878 0.476 
An 0.928 0.723 0.956 0.852 0.961 0.873 0.961 0.868 0.956 0.852 
Sy 0.889 0.524 0.900 0.640 0.894 0.642 0.911 0.692 0.911 0.692 
Ev 0.917 0.681 0.922 0.720 0.933 0.778 0.933 0.778 0.906 0.679 
Macro-Av 0.897 0.573 0.910 0.669 0.907 0.671 0.906 0.659 0.903 0.651 
Micro-Av 0.897 0.587 0.910 0.680 0.907 0.682 0.906 0.671 0.903 0.660 
BCL 
TF  TF  TF  TF  TF  
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 
Kn 0.894 0.612 0.883 0.571 0.844 0.364 0.850 0.372 0.844 0.263 
Co 0.872 0.596 0.872 0.582 0.856 0.519 0.861 0.545 0.856 0.536 
Ap 0.878 0.421 0.883 0.462 0.856 0.278 0.856 0.278 0.856 0.278 
An 0.944 0.808 0.950 0.824 0.911 0.636 0.911 0.636 0.906 0.605 
Sy 0.894 0.642 0.894 0.627 0.861 0.444 0.844 0.364 0.828 0.205 
Ev 0.867 0.455 0.883 0.512 0.822 0.158 0.817 0.108 0.817 0.108 
Macro-Av 0.892 0.589 0.894 0.596 0.858 0.400 0.856 0.384 0.851 0.332 
Micro-Av 0.892 0.601 0.894 0.604 0.858 0.414 0.856 0.402 0.851 0.353 
4.4. Naïve Bayes  
Naive Bayes (NB) is one of the efficient probabilistic classifier which has been applied in text classification [16]. 
The basic idea in NB is to use the joint probabilities of words and classes to estimate the probabilities of classes 
given a question. The naive part of NB methods is the assumption of word independence, i.e., the conditional 
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probability of a word given a class is assumed to be independent from the conditional probabilities of other words 
given that class. This assumption makes the computation of the NB classifiers far more efficient than the 
exponential complexity of non-NB techniques, because it does not use word combinations as predictors. The results 
obtained from this series of experiment are shown in Table 4. 
The results show that in term of F1 the best performance of NB is obtained when terms whose TF 
for questions representation. They also show that in term of Acc the best performance of NB is obtained when terms 
whose TF s representation. Moreover, the comparison of the NB results with the results of 
kNN shows a comparable performance of the two techniques, regardless of the number of the selected terms. 
4.5. Support Vector Machines 
Support Vector Machine (SVM) is a ML technique that constructs a hyperplane which acts as the decision 
surface between the two sets of data by maximizing the margin of separation between the hyperplane and those 
points nearest to it. In the current work, SVM-Light package, version 6.02 which is freely available from 
http://svmlight.joachims.org/ is for SVM experiments. In the construction step, all parameters were left at default values. 
This meant, that a linear kernel has been used (by leaving -t unspecified), equal weighting of all examples whether 
positive or negative (by leaving -j unspecified), and set the tradeoff between training error and margin to the 
reciprocal of the average Euclidean norm of training examples (by leaving -c unspecified). Leaving -c unspecified 
meant c was set approximately to 1.0. The obtained results are shown in Table 5.  
Table 5:- Performance of SVM 
 
TF  TF  TF  TF  TF  
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 
Kn 0.867 0.478 0.878 0.560 0.883 0.588 0.889 0.478 0.894 0.627 
Co 0.939 0.784 0.944 0.808 0.928 0.755 0.922 0.784 0.900 0.667 
Ap 0.867 0.368 0.900 0.571 0.889 0.524 0.889 0.368 0.889 0.545 
An 0.956 0.846 0.961 0.868 0.967 0.889 0.956 0.846 0.950 0.824 
Sy 0.900 0.591 0.928 0.735 0.922 0.731 0.933 0.591 0.917 0.706 
Ev 0.917 0.667 0.928 0.723 0.922 0.708 0.906 0.667 0.906 0.622 
Macro-Av 0.907 0.622 0.923 0.711 0.919 0.699 0.916 0.622 0.909 0.665 
Micro-Av 0.907 0.638 0.923 0.717 0.919 0.707 0.916 0.638 0.909 0.669 
BCL 
TF  TF  TF  TF  TF  
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 
Kn 0.911 0.692 0.894 0.642 0.861 0.468 0.850 0.471 0.850 0.372 
Co 0.889 0.615 0.883 0.604 0.872 0.582 0.850 0.491 0.872 0.582 
Ap 0.878 0.450 0.878 0.450 0.867 0.333 0.861 0.286 0.850 0.182 
An 0.950 0.824 0.933 0.750 0.922 0.696 0.883 0.462 0.883 0.462 
Sy 0.922 0.720 0.906 0.653 0.900 0.625 0.867 0.455 0.833 0.286 
Ev 0.872 0.465 0.844 0.263 0.817 0.057 0.817 0.057 0.822 0.000 
Macro-Av 0.904 0.628 0.890 0.560 0.873 0.460 0.855 0.370 0.852 0.314 
Micro-Av 0.904 0.639 0.890 0.577 0.873 0.487 0.855 0.389 0.852 0.344 
 
The results show that the best performance of SVM, in term of Acc and F1 , can be obtained when TF 2. 
Another conclusion is that SVM has the best performance in term of (average) F1 compare to NB and kNN. 
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5. Discussion 
For the sake of comparison between the three ML techniques, the Macro-Average F1 values obtained from all 
experimental cases, reported  in the previous section, are used on the basis of the following criteria:-  
 The overall performance of the ML technique in all experimental cases  
 The best performance obtained irrespective of the number of selected terms 
 The sensitivity of ML technique to the number of used terms 
 With regards to the first criterion, as it can be observed from Fig. 1, SVM performs better than kNN and NB in 5 
out of 10 cases and kNN performs better than NB an SVM in 3 out of 10 experimental cases, whereas NB perform 
better than kNN and SVM in 2 out of 10 experimental cases. 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
Fig. 1 Macro-Average F1 of ML techniques  
As for the second criterion,  it can be noticed from Table 3, 4, and 5 that the best performance of SVM is 0.711 
which can be obtained when terms whose TF  2 are used, and the best performance of kNN is 0.684 which can be 
obtained when terms whose TF  5, whereas the best performance of NB is 0.671 which can be obtained when 
terms whose TF  3 are used. From the above discussion we can arrive at a clear-cut conclusion that SVM 
outperforms kNN and NB, however, kNN an NB show a comparable performance. 
With respect to the sensitivity of the ML technique to the number of terms used for question representation, it can 
be estimated from the variation occurs to the Macro-Average F1 and Micro-Average F1 values when the number of 
terms is changed in all experimental cases. In other words the sensitivity can be defined and measured as shown in 
Table 6.  
Table 6:- Sensitivity of ML techniques to the number of terms 
Sensitivity kNN NB SVM 
 0.387 0.451 0.572 
 
0.357 0.429 0.514 
 
It is obvious from Table 6 that SVM is more sensitive to the change occurs on the number of terms used for question 
representation than NB and kNN, whereas kNN has less sensitivity values.   
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6.  Conclusion 
This paper investigates the performance of three ML approaches on the automatic analysis of teacher's questions 
by classifying them into different BCLs. A dataset of pre-classified questions have been collected, processed and 
divided into training set and testing set. Using this dataset the performance of kNN, NB, and SVM have been 
evaluated. The obtained results show a comparable performance of kNN and NB and a superior performance of 
SVM in term of F1 and Acc. Moreover the results show different levels of sensitivity of these techniques to the 
number of terms used in question representation. The future works of this research will focus on investigating more 
ML techniques and applying more term selection approaches. 
Acknowledgements 
This work is supported by the Scientific Research Deanship in Najran University, Kingdom of Saudi Arabia under 
research project number NU 21/11. 
References 
[1] Anderson L, Burns R. Research in classrooms:The study of teachers, teaching and instruction. Oxford: Pergamon Press; 1989. 
[2] Anderson LW, Sosniak LA. Bloom's taxonomy: a forty-year retrospective. Ninety-third yearbook of the National Society for the Study 
of Education, Chicago, University of Chicago Press; 1994. 
[3] Bloom BS.Taxonomy of educational objectives, Handbook I: The Cognitive Domain. New York: David McKay Co Inc; 1956. 
[4] Carner RL. Levels of questioning. Education 1963; 83: 546-550. 
[5] Chein BC, Liau ST. An automatic classifier for chinese items categorization, In Proc. of the National Conference on Artificial 
Intelligence and its Application, Taiwan; 2004. 
[6] Dantonio, M. How can we create thinkers? Questioning strategies that work for teachers. Bloomington, IN: National Education 
Service; 1990. 
[7] Gall MD. The use of questions in teaching. Review of Educational  Research 1970; 40: 707-720. 
[8] Gallagher J. Expressive thought by gifted children in the classroom. Elementary English 1965,p. 559-568. 
[9] Graesser AC, Person NK. Question asking during tutoring. American Educational Research Journal  1994; 31 (2): 104-37. 
[10] Levin T, Long R. Effective instruction. Washington DC: Association for Supervision and Curriculum Development; 1981. 
[11] Lewis DL, Yang Y, Rose TG., Li F. RCV1: A new benchmark collection for text categorization research. Journal of Machine Learning 
Research 2004; 5: 361-397. 
[12] Nuntiyagul A, Naruedomkul K, Cercone N, Wongsawang D., Adaptable learning assistant for item bank management. Computers & 
Education 2008; 50(1): 357-370. 
[13] Porter MF. An algorithm for suffix stripping. Program 1980; 14(3):130 137. 
[14] Sebastiani F. Machine learning in automated text categorization. ACM Computing Surveys 20002; 34(1): 1 47. 
[15] Seymour JR, Osana HP. Reciprocal teaching procedures and principles: two teachers' developing understanding. Teaching and Teacher 
Education; 19 (3): 325-44. 
[16] Cheng SC, Huang YM, Chen JN, Lin YT. Automatic leveling system for E-learning examination pool using entropy-based ecision tree. 
Lecture Notes in Computer Science 2005; 3583: 273  278. 
[17] Ting F., Wei JH., Kim CT, Tian Q. Question Classification for E-learning by Artificial Neural Network. In Proc. of the Joint 
Conference of the Fourth International Conference 2003; p. 1757- 1761. 
[18] Vogler KE. Improve your verbal questioning, The Clearing House 2005; 79(2), 98-103. 
