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 Au moment de me lancer dans cette aventure qu’est la thèse, je ne crois pas que j’avais bien 
cerné ce qu’il en ressortirait. Pourquoi une thèse ? Outre me procurer le grade de docteur et 
résoudre un petit bout des fascinantes questions sur la vie des unicellulaires et 
multicellulaires, cette thèse est pour moi avant tout une formation humaine et scientifique 
que je suis très heureux d’avoir suivie. Si la formation scientifique était pour moi une 
évidence au moment de signer, je me doutais, mais sans en être bien sûr, que l’étude de la 
vie en communauté des levures de bière se ferait de paire avec celle de la compréhension 
d’une communauté humaine. Au final, je considère que ces quelques années sont pour moi 
avant tout une formation la connaissance des autres et de moi-même. Le plus important de 
ma formation n’aurait donc pas été possible sans les nombreuses personnes que j’ai 
côtoyées pendant ces dernières années, et qui m’ont accompagné au travers de ce voyage. 
Je souhaite donc les remercier ici. J’en oublierai surement. La coutume veut que l’on cherche 
son nom dans cette partie d’une thèse plutôt que d’effectivement parcourir le document 
scientifique, pardon donc d’avoir choisi de ne pas me borner à une liste de noms (ça aurait 
été trop simple à écrire et trop digeste à lire, je crois). Se reconnaitront ceux qui veulent. J’ai 
travaillé dans beaucoup de lieux aux ambiances différentes, et ces ambiances ne sont rien 
sans leurs habitants.  
Avant cela, un grand merci à tous ceux qui n’ont pas forcément fait de science avec moi, 
amis et famille, grâce à qui j’ai pu m’entrainer sans relâche à expliquer ce que je faisais avec 
mes colonies douteuses. 
J’aimerai commencer par remercier les personnes présentes au début de l’aventure dans la 
grande maison du CRI (centre de recherche Intedisciplinaire), où a émergé le projet. Il s’agit 
d’un lieu où la créativité et l’excitation de la science est omniprésente. Mes « mercis ! » vont 
donc à la fois aux encadrants qui sont les piliers du projet éducatif, en particulier durant mon 
master; aux étudiants avec qui j’ai interagi pendant cette préparation, ma promotion de M2 
en particulier; et à tous les élèves de l’école doctorale que j’ai pu rencontrer et avec qui j’ai 
pu partager mes discussions. Je n’oublie pas bien sûr les bons anges administratifs, anciens 
et nouveaux sans qui l’Administration serait pour nous tous un enfer. Un grand merci aussi à 
ceux qui m’ont permis d’enseigner en M1 avec une totale liberté au Bootcamp, et en 
particulier à celui qui montre toujours le plus d’enthousiasme, et ce malgré les difficultés 
pour réunir l’ensemble de la faune professorale en un même lieu et temps. Parmi les 
professeurs, j’aimerai remercier ceux qui prenaient le temps de passer avec nous quelques 
soirées, et avec qui j’ai pu discuter de la qualité d’un bon houmous ou de l’importance de la 
dance et de l’expression corporelle, ou bien du futur de l’éducation et même de la distance 
optimale entre un urinoir et un groupe de buveurs des quais.  
Avec le CRI, je pense en particulier aux Night Scientists des Marsouins avec lesquels j’ai 
apprécié ces nombreuses bières, au moins autant que les conversations scientifiques sur le 
développement embryonnaire des oursins ou les enseignements de Kant, sur la médecine 
hospitalière ou la façon de faire un bon taboulé, sur la pharmacopée russophone ou 
l’optimalité d’un bon kvas, le vieillissement des bactéries ou la vétusté des rapports humains 
dans les squats, l’optimalité de la coopération en société ou comment apprendre à un singe 
à faire de la voile, sur les champignons fourrageurs, l’escalade à Pasteur, la façon et l’utilité 
de bien encadrer son directeur… Merci du fond du cœur pour ce groupe de soutient des 
thésards anonymes, sur lequel je pourrais encore compter dans le futur. 
Plus proche de mes travaux de thèse, je voudrais souligner l’ambiance merveilleuse qui 
règne dans les locaux du laboratoire MSC. L’atmosphère d’entraide et créative y est 
particulièrement développée, et je me sais chanceux d’avoir pu profiter de « ce monde de 
bisounours ». Pourvu que ça dure ! Merci donc à ceux avec qui j’ai pu discuter de la façon 
idéale de modéliser mes colonies, comme des mousses ou du sable ? Merci aux thésards 
avec qui j’ai passé une grande partie de mes pauses cafés, oh combien importantes ! Merci 
pour les discussions sur l’avenir de la recherche, les recherches de postes, l’avantage de la 
vie à Edimbourg… Merci à toute la clique de SF. Merci aussi aux encadrants techniques que 
nous avons la chance d’avoir et qui sont toujours ouvert aux discussions. Merci d’avoir 
maintes fois sauvé mes montages électroniques archaïques, fabriqué les pièces parfaites 
pour mes moulages, aidé à monter mon système de mesure laser, bref, à ceux qui ont eu la 
patience d’enseigner a un débutant à la fois en mécanique et en électronique.  Merci plus 
généralement  à ceux qui font la superbe ambiance autour de la sacrosainte machine à café. 
En parlant d’ambiance à MSC, celle de la salle 756A est toute particulière, et j’aimerai 
remercier tous ses hôtes, passés et présents, pour avoir fait vivre la bonne ambiance et les 
PD du vendredi. Merci aux trois inconditionnels du vélo pour leur sagesse, leur utopisme et 
leur humour grâce à qui j’ai découvert la chicorée, les règles de ponctuation et les méandres 
de l’internet. Merci à la cliqueuse sous écharpe avec qui j’ai partagé le plus de temps dans ce 
bureau à rédiger ma thèse et me battre contre les moustiques, et qui gagne toujours les 
concours de pâtisseries. J’ai aussi apprécié le délicat accent du sud que distillai notre post-
doc attitré, ainsi que ses horaires matinaux, sorte d’objectif à atteindre. Merci au seul vrai 
théoricien la salle, que je n’ai jamais pu aller voir en concerts, et que l’on finira par réussir à 
mettre derrière une pipette remplie de vraies bactéries. Merci encore à notre mécanicien 
des flux pour ces discussions sur les joies du journalisme scientifique.  
Parmi les résidents de la 756A, j’ai eu aussi la chance de travailler au laboratoire 513 avec un 
bon nombre d’entre eux pour avoir des discussions économico-politicardes au dessus d’un 
point d’open-soudure, ou sur des séances d’escalades ponctuées de traitement du signal ou 
de conseils Matlab, ou des débats intarissables sur dicty ou physarum ou des conseils sur la 
tournure de mes discussions mondaines. J’ai évidement largement profité de l’expertise et 
de l’esprit joyeux de tous les membres du laboratoire 513. Je voudrais donc remercier les 
« permanents » comme les temporaires, les anciens comme les nouveaux, pour leur soutien 
humoristique et scientifique, soit par la relecture à la virgule près de certaines de mes 
productions, pour la discussion ultra professionnelle de l’optimalité de mes modèles, ou 
pour leur conseils sur mon orientation et leur organisation de la vie de laboratoire. Pour 
 ceux qui sont partis du laboratoire, merci encore pour les séances microfluique et levure, 
pour les discussions sur l’esthétique d’une belle présentation et  l’invitation à voir Berlin (Wir 
werden ein Bier zusammen trinken) ou Londres. Merci aussi à celui qui partage (presque) 
toute ma formation, depuis l’agro et le master, puis au laboratoire à Boston et Paris, pour 
toutes nos bêtises et les discussions sur la valeur réelle de l’entreprenariat. Merci surtout 
aux stagiaires (puis thésards et amis), en particulier à ceux sans qui les projets de 
microfluidique et du scan de colonie ne seraient pas aussi avancés.  
I would also like to thank the great people I met during my stay in Boston, thanks to the 
generous hosting of a great funny guy, that can invent a joke a minute (including baseball 
references that I mostly never catch). Big thanks to everyone there then for your help, 
especially to give a direction to my wanderings. Thanks also for your warm welcome and the 
great evolution board games I discovered with you. 
J’ai eu l’occasion aussi de me faire beaucoup d’autres choses pendant ma thèse, et je 
remercie en particulier celle avec qui j’ai pu jouer à faire de beaux films sur la pourriture. 
Je tiens évidement remercier tous les gens qui m’ont aidé matériellement où avec de 
précieux conseils dans mes expériences pour le dosage de glucose, pour l’utilisation du 
microscope électronique à balayage, et celui du cryotome, et surtout pour les conseils en 
métabolisme du glucose et les dons généreux de souches fluorescentes. Puisqu’il s’agit 
parfois des même personnes, merci à ceux qui ont bien voulu participer à mon comité de 
thèse, et merci aussi pour avoir accepté d’être dans mon jury de thèse (même dans le cas où 
cela ne s’est pas concrétisé). Merci enfin à tous les membres du jury pour leurs remarques 
sur mon travail, et aux rapporteurs pour leur lecture très attentive de ma thèse. Au sujet de 
cette thèse, merci à mon frère et à mon super relecteur agro qui ont bien voulu se glisser 
dans la peaux de ma grand-mère pour m’aider à améliorer et traduire cette introduction, je 
vous en suis très redevable. 
Enfin, merci à mon directeur de thèse pour ces quelques années passées ensemble, qui ont 
été un délice humainement et scientifiquement. Le plus important pour moi est d’avoir été 
soutenu dans les activités variées que j’ai entamées pendant ma thèse, et pendant les 
moments ou les résultats ne tombaient pas. Garde cet humour qui t’es caractéristique, ça 
m’a beaucoup aidé.  
 
 
 
 
Merci à celle qui me supporte depuis si longtemps et qui partage tout de ma vie, et comme 
c’est le sujet ici, avec qui j’ai la très grande chance de pouvoir aussi parler de science.  
  
  
 
Calvin & Hobbes, February 11, 1993, by Bill Watterson 
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Abbreviations and symbols used in this manuscript 
 
Note that yeast, in this document, refers to Saccharomyces cerevisiae, unless otherwise 
specified 
Abbreviations: 
PDMS Polydimethylsiloxane, silicon polymer used for microfabrication 
YPD  Yeast extract, peptone, dextrose (= (D+)glucose), a rich growth media for yeast 
SC  Synthetic complete, a synthetic growth media for yeast 
ATP  Adenosine triphosphate, energetic molecule used by the cells 
PIV Particle image velocimetry, method of analysis to follow movement of particles 
Symbols: 
a Radius of imposed pattern 
C Limiting nutrient concentration (usually glucose).  C* is concentration at interface 
between colony and gel, C0 is the initial gel concentration and concentration at infinite 
D Diffusion coefficient of solute in media (Alternatively, Dilution rate in Figure I.2) 
h Height of the cylindrical colony 
H Height of cells that are dividing in the colony 
I Flux of glucose the gel delivers to the colony 
k Other constants obtained during mathematical resolution 
n Number of replicates 
N Number of cells dividing in the population 
q Absorption rate of limiting nutrient 
r Radius of colony (often r = a) 
Rp Thickness of outer ring of colony 
t Time 
Y Colony yield: amount of cells (or volume) obtained per unit of nutrient consumed 
γ Growth rate of cylinder, usually in height 
µ Growth rate of cells 
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Résumé 
 
Microbes can form complex structures composed of millions to billions of cells. These 
assemblies contrast with the classical view we have of the “unicellulars” microbes. In fact, 
given their environment, they likely form heterogeneous connected structures. Our 
understanding of these assemblies is still scarce. The problem is that the models we develop 
suffer from the lack of experimental tools to understand these groups of cells. In this thesis, I 
propose to study they yeast Saccharomyces cerevisiae colonies by defining the flux of nutrients 
the colony receives. I use patterned filtration membranes intercalated between colonies and 
nutritive gel, leading to well controlled shapes. Using the cylindrical geometry resulting 
from a disc pattern, I first propose a quick study of the pillar organization, and then propose 
a simple model for colony growth in order to explain experimental growth in different 
environmental conditions, with respect to glucose levels, colony diameter and oxygen 
availability. I then discuss the biological relevance of this model with respect to cell division 
and nutrient absorption. To go further in investigations, I propose a automated measure of 
colony volume using a laser based measure with a 10 µm height precision. A microfluidic 
setup that mimics a two-dimensional colony growth is also proposed, where cells can be 
directly observed under a microscope. 
 
 
Les microorganismes peuvent former des structures complexes composées de millions ou 
milliards de cellules. Ces assemblées de cellules contrastent avec la vue classique que nous 
avons des microbes « unicellulaires ». En fait, étant donné leur environnements, ces microbes 
forment certainement des structures hétérogènes et connectées. Notre compréhension de ces 
assemblées reste incomplète, et les modèles que nous développons souffrent du manque de 
méthodes expérimentales pour comprendre ces groupes de cellules. Dans cette thèse, je 
propose d’étudier les colonies de levure Saccharomyces cerevisiae en imposant le flux de 
nutriments que la colonie reçoit. Pour cela, j’utilise des membranes de filtration modifiées 
que j’intercale entre les colonies et le gel nutritif pour contrôler la forme de ces colonies. En 
utilisant la géométrie cylindrique que l’on obtient avec un motif en forme de disque, j’étudie 
d’abord rapidement l’organisation du pilier obtenu, puis je propose un modèle simple de la 
croissance pour expliquer les données expérimentales obtenues dans différents 
environnements, avec une variation de la concentration en glucose, du diamètre des colonies 
ou de la présence d’oxygène. Je discute ensuite de la signification biologique de ce modèle en 
rapport à la division cellulaire et l’absorption des nutriments. Pour aller plus loin, je propose 
un suivi automatisé du volume des colonies en utilisant une mesure laser avec une précision 
en hauteur de 10 µm. Un système microfluidique qui mime une croissance bidimensionnelle 
de colonies est aussi proposé pour observer les cellules directement sous un microscope. 
 
 I. Introduction for my 
grandmother 
A microbial colony growing on yogurt. 
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To my grandmother questions about my PhD, I usually answered that I worked on brewing 
yeast, the one incriminated in bread, wine, beer, kefir and other fermented human products. 
Surprisingly, this seemed to be a good enough explanation of my thesis subject, and a 
straightforward way to justify my being still a student at the age of 27. I only had few times 
so far to go further in explaining that, in fact, what I am interested in is not yeast in itself, 
rather how it would grow in communities. As described in many animal documentaries for 
lions or wolves, my thesis is asking the question of the fight for life: who would feed first, 
who would reproduce best, how could we predict anything on the pack of yeast growth and 
survival, and what kind of general laws can we understand in microbial packs? The 
following few pages of introduction are an attempt to clarify this further. 
 
First, why am I not working on lions, wolves or parakeets? Moreover, what are microbes; 
who are they? The simplistic answer to the first question is that microbes are much easier to 
work with than big animals. Thus, more people have tried to understand them and our 
resulting knowledge makes them even easier to work with. In reality, and I will try to 
explain this, they are as important and interesting to study as lions. To answer the second 
 
Figure I.1: Multicellularity: a few examples. A-E: common textbook examples of multicellulars: animals, land 
plants, fungi, red algae, brown algae. F-H: The multicellular form of oomycetes, dictyostelids slime mold and 
green algae is either non-permanent or less developed. I-L: Multicellular bacteria? I: Freshwater bacteria Nostoc 
pruniforme form centimeter scale multicellular structures, here washed up on the grassy shore. J: Bacterial slime 
molds formed by Myxococcus Xanthus are transitory multicellular structures. K: Caulobacter crescentus clonal 
development shows a cellular differentiation between the cell stalk that stick to surfaces and the daughter cell 
with a flagella that can colonize new areas. L: A Bacillus subtilis colony with wrinkles provoked by localized cell 
death. We commonly consider these bacteria either as distinct individuals, or as society of individuals. Sometimes 
however, the whole group is considered as one meta-individual. Such colonies are what I have been studying 
during the past few years. Images from C-G,J are from  Wikimedia, D from acquaportal.it, E from: noaa.gov F 
from: D. Blancard, INRA, H from: Wim van Egmond on microscopy-uk.org.uk, K from: Jeff Skerker, Berkeley and 
L from [133]. 
 
 question, “what are they?” the classical definition of a microbe would be “an very small 
organism, of the microscopic scale. It is able, as we are, to feed, live and reproduce on its 
own”. This general definition encompasses all sorts of life, from complex mites or planktonic 
crustacean, to rather "simple" organisms, composed of only one cell.  
A cell? 
A simple definition of a cell could be a “living compartment” or said otherwise a well-
delimited bag full of chemicals entities, and able to duplicate itself indefinitely. Cells were 
termed after their discovery in plants were they looked like squared compartments, but 
further microscopy observations taught us the variety of life at that scale, and with it the 
tremendously different and variable shapes cells can have. For instance, the size of a cell can 
range from under a thousandth of a millimeter to macroscopic objects such as eggs that are 
indeed just one cell!  
Nevertheless, cells all have in common that they contain similar molecules, sorts of bricks of 
life. Those molecules are repetitive chains of smaller molecules, and we call them polymers. 
One of them, the much famous DNA (deoxyribonucleic acid) is a long chain of sugars that 
form “characters” encoding information. The patterns and arrangement of these parts will 
define a code (like our alphabet) that the cells decipher and transmit from generation to 
generation. A simple way of looking at its usage is to consider two other important long 
molecules, RNA (ribonucleic acid) and proteins. The first one, RNA, is a support to copy and 
transfer the DNA code to machineries that will translate this RNA code and make proteins. 
Proteins are also long chains of molecules. The arrangement and folding of these chains 
allow the cell to build little machines (enzymes) or scaffolds, channels and linkers. In 
everyday life, we find proteins everywhere. Some proteins we use only to obtain energy, for 
instance, when we eat eggs or beans, but others we use to perform specific functions: the 
mechanical functioning of our muscles depends mostly on proteins. Others have biochemical 
functions: specific proteins in our body specifically degrade the alcohol we may drink when 
others focus on the sugar we eat. The cells perform those functions by using energy they get 
from the outside world. Plants harvest energy from light, but a lot of our energy comes from 
burning sugar, proteins or lipids that we eat. To this respect, there are many efficient ways to 
harvest energy. For instance, a sugar can be fermented, which is what yeast do in beer, or 
 
Figure I.2: A: Cells are the small units of life. They can 
be easily observed for instance on the surface of a leaf, 
where they are well arranged and approximately 1/20th 
of millimeter (you can discern them by eye). B: A 
schematic cell. The boundary made of lipids (here in 
black) defines the cell. This common boundary can be 
thin, and many cells have a thicker external boundary, 
the cell wall (in blue). Inside the cell, DNA (red) is a long 
compact and folded polymer. It can either be contained 
in an inner compartment, the nucleus (in our cells, plant 
cells and yeast cells for instance), or simply be in the 
bulk of the cell (in the case of bacteria). The cell 
transcribes it into RNA, a similar molecule (in orange) 
and then further translates RNA into proteins (green). 
The cell interior is crowded with such polymers, and 
many other proteins and molecules. 
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respired, which is what we usually do. The way we use those nutrients will affect the 
efficiency and the speed of our metabolism.  
This entire little world of DNA, RNA and proteins is organized inside a bag, which is made 
of lipids (fat). Lipids are a convenient separator between inside and outside of the cell, 
because they do not mix well with water. The cell is in fact very densely crowded with all 
other sorts of small and big molecules, which the cell constantly burns, builds or moves 
around. One has to imagine a dense market, where everyone encounters every one, 
sometimes, although rarely, leading to effective interactions (talks or shopping). To make it 
more efficient, cells are organized in more or less defined zones, so that molecules that need 
to encounter each other have a higher chance to do so. 
As we have seen earlier, most organisms we commonly see and name, plants and animals 
alike, are composed of many cells (tens of thousands of billions for human). Some however, 
the majority in fact, are composed of only one single cell. These are termed unicellulars. 
 
Unicellular organisms 
Unicellular organisms are, despite their small size, the most abundant life on the planet, both 
in number and mass. They are found in all groups of life, being bacteria, archae or 
eukaryotes (see glossary box). Because of their abundance and ubiquity, and despite their 
microscopic size, we can often see them with only our naked eyes. This is because as small as 
they are, they are many. A lot of them have the capacity to make groups comprising millions 
 
Figure I.3: Microorganisms are everywhere. The usual association to the word microbe is that of a medical 
problem (A), but microbes are much more than this. They are for instance used by man to create food such as 
cheese, wine and bread (B), or at greater scale for silage (C, grass in can for cows) that is conserved because of a 
rapid change of acidity due to bacterial fermentation. For instance, they are necessary to digest many aliments we 
feed on. More generally, they are part of the whole ecosystem, from the soil to the symbiosis with corals (D). They 
are one of the main architects of the environment, sometimes with surprising results: in picture (E) is the Grand 
Prismatic Spring in USA, which various colors are due to microbial activity. They have been on earth for much 
longer than we have, and started to lay traces a long time ago (on F are stromatolithes, geological structures that 
were built long ago by microbes). Pictures: A from istockphoto.com; B from: Goodshoot via rfj.ch; C from 
grostracteurspassion.com; D, F from Wikimedia; E from Jim Urquhart / Reuters. 
 to billions of organisms forming centimeter-sized objects, alternatively termed clumps, 
flocks, mats, biofilms or colonies. Another way to notice their presence is that they usually 
can deeply and rapidly modify their environment by absorbing and releasing chemical 
compounds. Because of their rapid variations and high heterogeneity, these communities can 
in turn form complex assemblies leading to amazing shapes and properties. Those complex 
assemblies are hard to describe with the sole knowledge of the individuals properties of each 
microbe, and must be understood globally. This is even more true since in the last century 
researchers mostly studied isolated individuals in homogeneous environments.  
Thus, when focusing on “unicellular” microorganisms, we can ask many questions about 
"multicellularity". The dilemma is a priori simple. Can we still talk about "unicellulars" when 
some organisms form complex structures for their reproduction and survival? This question 
can be regarded as philosophical and such unicellulars communities are usually regarded as 
different from typical multicellulars such as animals or plants. However, one of the reasons 
why these communities are interesting is because the multicellularity question is not so 
trivial to answer. Could the study of such colonies give us a grasp at the evolution of 
multicellularity, at its functioning and maintenance?  
 
Cell culture 
During my thesis, I choose to study one simple form of unicellulars communities, in which 
the multicellularity question is still little debated. The common reproduction mode of yeast, 
my preferred microbe, is indeed unicellular, one cell dividing to create two cells. However, 
yeasts often group and form complex communities with various properties. More generally, 
 
Figure I.4: schematic of a life cycle of an unicellular organism: In a non sexual life cycle, the organism (the cell) 
will grow, replicate its DNA by synthesizing a new copy, segregate the DNA in two equal parts, and physically 
divide in two (this is called mitosis). This process leads to two almost identical cells that can start dividing again. 
The top right scheme shows that if all goes well the increase in the number of cells will be faster and faster, here 
for example showing that within the time of only 3 divisions, 8 cells are produced. This process can be calculated 
mathematically, and follows an exponential law, shown at the bottom right. 
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common life examples of microbial populations include what we usually simply refer to as 
colonies. Those are groups of clonal yeast or bacteria on food (see glossary box). They can as 
well form microbial mats (thick layered, usually photosynthetic structures), flocks (cells 
aggregate resulting from flocculation in liquid), or more generally biofilms, which can be 
floating or attached to a surface.  
We routinely grow yeast, bacteria and other unicellulars in our labs, where we would go 
back and forth from Petri dishes, containing gels with nutritive solutes on which microbes 
form colonies, to shaking liquid cultures where their growth is unicellular. Liquid cultures 
are preferred for most observations. Because it allows homogenous treatment of a 
population, liquid is the preferred media to induce cell changes and to observe them in the 
lab. Thus, most of our knowledge on of growth, behaviors, and responses to stimuli comes 
from this liquid state of life. Even among, we usually focus on cultures where every cell, old 
and young, is dividing, a state of the microbe that is rather rare in nature. In these cultures, 
termed "exponential" every cell sees the same environment at the same time.  
 
More than this, lab cultures usually focus on quickly growing cells. This is for obvious 
reasons of rapidity. For instance, E-coli cells in appropriate conditions will divide every 15-20 
minutes. This is fast! In our gut, E coli would divide only once every 12-24 hours [1]. In any 
case, a fast exponential growth cannot be the usual way of growth of microorganisms. Let us 
take an example. Consider we start with one single bacterium, dividing every 20 minutes. 
Let us assume all the cells will be dividing at the same time. After 20 minutes, the bacteria 
 
Figure I.5: Shapes of microbe colonies in the lab are variable. Even in controlled conditions, microbes can make 
complex geometrical shapes of different nature. This is due to the interplay between growth, environment and 
cell-cell signaling. From top to bottom: Paenibacillus dendritiformis can form beautiful shapes (A) by moving 
around in groups. Also with movement, Proteus mirabilis swarming (B) on blood agar makes concentric rings. 
Serratia Marcasens (C) natural dual coloration is observed when grown as colonies. Candida albicans dual 
morphotypes (D) are linked to their pathogenic potential. Bacillus subtilis (E) immobile fluffy state makes a 
wrinkled structure. Escherichia coli, the lab classical microbe, will start as a symmetrical colony, but mutations will 
rapidly emerge (F) and change its symmetry. Saccharomyces cerevisiae, can form simple smooth colonies in the lab 
(G), but wild type phenotypes can be much more complex (H).  Scale bars: 2 mm. Images from: A: Wikimedia; 
B: pictures.life.ku.dk/atlas/microatlas/food; C: microbeworld.org from the Wistreich Collection; D: Felice Frankel, 
MIT; E: A.W. Rakosy/Encyclopedia Britannica 
 
 divided once, we have 2 cells. After 40 minutes, 4 cells. After 1 hour, we have 3 divisions, 
thus 2x2x2=8 cells. After 3h20, we have 1024 cells. Continuing this calculation, even if a cell 
weight is small (1 pg, one millionth of millionth of gram), we would have 100 kg of cells 
within only 18 hours, and the mass of Earth within 44 hours, less than 2 days ! This means 
that in real life cells die a lot, and spend most of their time not dividing or slowly dividing. 
In fact, predators eat and digest many cells. In addition, many cells are just sitting there 
waiting for food (in biofilms for example), and are thus not growing in a homogeneous 
environment.  
 
Colonies 
As I said, in the lab, we prefer liquid environments, but we still routinely use "solid state 
growth" on agar gels. In experiments where we mutate cells for instance, colonies have the 
tremendous advantage to be populations of cells that derive from a single and only clone. In 
this sense, colony acts as a handy sorting tool to identify mutations. Despite their common 
use, colonies are not well understood and not much studied by themselves. 
There are two main barriers to the study of colony growth. First, colonies usually observed in 
nature are not a mere pile of cells. Their properties are usually to form fascinating and 
complex shapes that reveal all their beauty and geometry even when grown on defined 
media in the lab (Figure I.5). The shape variability is such that in medicine, one common 
way of recognizing microbes is still to use the colors and shapes of colonies. As shown in 
Figure I.6, with the same starting cells, the shapes of colonies will depend on growth 
 
Figure I.6: Colony shape changes with growth condition. Top: Effect of gel hardness on Bacillus subtilis 
swarming (movement on agar at gel surface) for agar concentration of 1.5, 1.25, 1 and 0.7% respectively, adapted 
from [4]. After 36h of growth, less pronounced movement of bacteria were observed when the agar concentration 
was higher. Middle: 5 days old S. cerevisiae colonies exposed to decreasing glucose concentration in the gel: from 
2% to 1/16% in 2-fold steps show increased morphology complexity partly due to production of special sticky 
proteins [3]. Bottom: Salmonella colonies differ in morphologies depending on media acidity. This is linked to 
stress response and to their virulence for host [2]. Ticks on top mark initial pH of 4.6, 5.2, 6.4 and 6.7 respectively. 
Note that the pH changes with time: it becomes respectively 4.9, 7.1, 7.4 and 7.3 after 5 days (time of the picture). 
For all these colonies, I specify the date of the picture because the general shape is also maturing with time.  
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conditions, such as pH (acidity) [2], food availability or type of food [3], substrate softness [4] 
and more generally on the physical and chemical parameters of the environment. 
 
Another barrier to the study of colony growth appears from the observation of these many 
shapes: in these assemblies, not all cells can be alike. Many factors, such as age, mutations 
and noise of cellular processes combine with the cells’ positions in the colony: cells that are 
close to the border of the colony will experience a drier, more oxygenated, and richer 
nutritive environment. Cells at the center of colony will only be able to feed on the eventual 
wastes the outer ones have produced. If on top of all of this, one considers the many physical 
and chemical communications cells tend to use, and the tremendous changes they can 
impose to their environment with time, it results that understanding the formation of 
colonies is a great challenge! 
My questions about growth in community 
Thus, the apparently naïve question “how does it grow” hides more than just our aim to 
predict a single colony growth. If focused on microbes, the main interests rely in the medical 
 
Figure I.7: Description of this manuscript. A. In this thesis, I develop a system to impose a geometrical shape to  
yeast colonies. Any extruded geometry can be obtained, such as letters, circus, open patterns or closed discs. The 
latter leads to the formation of cylindrical colonies for which I try to build a model of growth (scale bar is 3 mm). 
This shape is strikingly different from usual conical growth (e.g. Figure I.5). B. I also developed a method to 
precisely measure the 3D morphology of yeast colonies and a microfluidic device (C) that allows the imaging of 
populations of growing cells with a fluorescent microscope at the single cell resolution. 
 applications of our answers. For instance, the antibiotic treatment of a biofilm developing on 
prosthesis or a tooth is made difficult because of the cells inner phenotypical variations [5]. 
We thus need a better knowledge of cells metabolism inside this biofilm, as well as their 
physical properties. In colonies of Candida albicans or Salmonella enteritisi (pathogenic 
microbes), the passage from a smooth colony morphology to a complex morphology 
correlates with their stress and apparition of their virulence [6]. 
In addition, quite far from the microbial world, many studies focus on the embryo and its 
development, or on the special case of community organization of cancer cells. The 
mechanisms leading to proper organization within multicellular organisms are more than 
ever a hot research topic. In cancer for example, the passage from a primary tumor (benign) 
to a growing tumor (malign) correlates with the onset of collaboration between cells. In 
short, cells closer to blood vessels will share and recycle their food with cells that are deeper 
in the tissue [7]. This allows the cells deeply buried in tissue to grow, and thus the tumor 
grows too. Cellular differentiation and cross talks take place in such a process, but some of 
those complex mechanisms should result from general laws. In this case, the study of 
unicellular microbes may miss the complexity of multicellular organisms. However, as they 
are easier to work with than, say, mammalian cells, it may be easier to outline widely 
conserved biophysical mechanisms. This makes microbe communities a good tool to study 
the general laws of life within a community. These laws should also apply to wider 
communities. 
Finally, the study of microbe community has its interest on its own, since many questions 
remain as to the inner ecology of such communities. Evolution of microbes is a fascinating 
question, as much as their abilities to colonize every place of the planet Earth. We still use 
only few of their capacities for our own good, and much more probably remains to be 
uncovered. In this thesis, I try to tackle the growth problem from a biophysics point of view. 
We use a system to constrain yeast colony growth to a quasi one-dimensional direction, in 
the form of cylinders. I created a method to strip the colonies from potential neighbors they 
could be talking to and interact with. I reduced their physical interactions with their 
environment to make the problem simpler to describe and to experiment on. I chose an 
organism that usually displays smooth colony shapes and has a well-known metabolism.  
In the beautiful and simple case of cylinders, we can use the sub-question “what part of the 
colony grows?” to build a simple mathematical model. The idea is to explain experimental 
observations based on what we know of yeast metabolism. This was the focus of most of my 
thesis work. The question “how do cell divisions participate in colony growth?” is somewhat 
similar, but it involves understanding the interplay between cell divisions and the colony 
shape and expansion. Using a homemade high-resolution topography scanner, I will give 
hints as to what this interplay may be at the end of this document. To finish, I develop a 
microfluidic system to observe the cells under a microscope. Cells are in a "micro-fish tank" 
where I can constantly observe them. Hence, I organized the thesis manuscript as follows: an 
introduction to the various aspects of my work, then the study of the case of an ideal 
cylindrical colony. I then shortly describe the setting up of the two different methods that 
should allow us to go further in our studies. The first one is an attempt to precisely measure 
colony growth using a triangulation displacement laser and the other one is the development 
of a microfluidic setup that mimics colony growth. 
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i Candida albicans is a yeast pathogen that causes skin infections and can be lethal to immuno-
Glossary box: 
- Archae/bacteria/eukaryotes: these are the 3 domains of life. Bacteria are well known for some of the 
sickness they may cause, but are present everywhere. They are defined as cells with no inner 
compartments and are usually smaller than eukaryotes. Archae were long thought to be bacteria and 
are now considered different mostly because they have a far common ancestor and because of their 
weird way to harvest energy. They were first discovered in extreme environments, but are now 
discovered in many places. Eukaryote is the group we are part of, so is yeast, and is mostly defined 
by the presence of a nuclear sub-compartmentalization in cells. Eukaryotes cells are usually bigger 
than both bacteria and archae. 
- Biofilm: a biofilm is a stack of cells that usually grows on a surface or that is floating. Cells stick to 
each other and form a sort of rind with many different individuals. 
- Clone: clones are individuals that are genetically identical to another. We refer to colonies as "clonal" 
because one cell will divide into two genetically identical cells. This term is also found in 
multicellular organisms, for instance when potatoes are replanted without restarting from a seed, 
and contrasts with the genetic mixing that takes place in sexual reproduction. 
- Colony: Used here the same way as the common life word “colonies”, such as would be a seal or 
bird colony. A colony is an entity composed of several individuals, and that can be defined as a 
unity. Usually, it is the result of multiplication of organisms from a few starters.  
- Culture media: this is the soup we are growing cells in, that contains all the food they need. It can be 
“solid” if we add gelling agents, in which case it looks more like jam or custard. 
- DNA, RNA, protein: these 3 molecule types are long chains of smaller bricks, otherwise termed 
polymers. DNA stands for deoxyribonucleic acid because its backbone chain is made of a sugar 
(deoxy ribose) and is usually found in the nucleus of cells. Similarly, RNA means ribonucleic acid.  
- Genotype: ensemble of genes of one organism. By extension, it can be understood as the ensemble of 
information contained in an organism DNA. 
- Homogeneous/heterogeneous: An homogeneous environment means that every place of 
environment is the same. Heterogeneous is the contrary. 
- Metabolism: ensemble of the chemical reactions in a cell. This means all the activity of burning 
energy (sugar, lipids, proteins…) and building new molecules with it (for moving, growing and 
reproducing…). 
- Microbe: living organism that cannot be observed by eye, micrometers (µm) are 1/1000 of a 
millimeter. A typical bacteria is 1 micrometer, a typical yeast 4-5 µm. 
- Mutations: a mutation is an error in the DNA sequence, sometimes made during DNA copying for 
division. It can also arise during the life of the cell. In any case, the "error" can be passed on to the 
next generation that will in turn duplicate it. 
- Phenotype: all the traits that can be observed from outside. For humans, height, color of eyes or IQ 
are phenotypes. 
- Strain: for microbes, we term strain a cell line derived from a single cell. It can be seen as the 
equivalent of animals “races” or plant “varieties”. 
- Uni/multicellular: the cell being the smallest unit of life (capable of reproduction), some organisms 
are made of one single cell. They are termed unicellulars. Organisms composed of more cells, such 
as animals or land plants are then termed multicellular. Note that the frontier between “uni” and 
“multi” cellulars is sometimes not well defined. 
 II. Introduction 
 
 
Wild type yeast colony wrinkles when growing on agar. 
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1. Unicellulars as a model of multicellular 
development? 
When talking about colony or population growth, it is hard not to linger a bit on 
multicellular structures, since a straightforward example of a cellular community is indeed a 
multicellular organism. Anthropocentric examples would be mammals, in which most of 
cells commit in their early life to perform specialized functions that will allow only a few of 
them (via gametes) to reproduce, and to create a new body. Although developed clonally, 
this whole cell community (the body) is a big, heterogeneous and physically well-organized 
group of cells. These cells are both physically connected and communicating. However, 
multicellularity is an evolutionary trait that is present everywhere across the different life 
groups (for a review, see [8]). In a strict sense, a multicellular organism is an organism 
composed of several cells. Those can be connected and/or differentiated. 
a. Blurring the lines of multicellularity 
First, it can be interesting to define what “an organism” is. Again, when we think about 
anthropocentric examples, an organism would be “a reproduction unit”. However, in an 
example such as land plants, vegetative reproduction can derive from many parts of the 
plant. Are all these parts a community of different organisms?  
Thus, although the concept of “self” as in individual organism is natural in a human society, 
it is scientifically an evolving concept. Many other counter examples make “self” a vague 
notion. The immediate idea that comes to mind involves symbiosis, in which individuals 
cooperate so closely that the resulting society can intuitively be described as an individual in 
itself, for instance in lichen for the algae/fungus symbiosis. We can extend the idea to other 
systems, such as animal host/commensal flora. Indeed, would a cow still be a cow without its 
cellulose-digesting bacteria? Within this scope, it has been argued that the general idea of 
“individual” or “self” needs a rethinking in the broader sense of ecological systems [9]. 
This enlarged notion of “individual” then forces many different points of view for what a 
multicellular organism would be. A rapid look at a tree of life such as the one presented 
below (Figure II.1) would make the question even more apparent: in the scope of eukaryotes, 
definite branches of unicellulars, colonial unicellulars or multicellulars exist, even if the 
notion of multicellularity in some of these branches is blurry. One example is the case of 
slime molds, were cells can alternate between a unicellular state and an aggregated 
multicellular state. However, consensus work on bacteria or archae is even scarcer. We 
consider most bacteria as unicellulars, but bacteria are gregarious organisms that produce 
complex and organized communities. Moreover, some bacteria are commonly accepted as 
multicellular organisms. One example is the Nostoc species (Figure I.1) that produces 
filaments or balls of hundreds to millions of cells, with some cell-cell communication and 
differentiation to death. Another example, Myxococcus Xanthus bacteria (Figure I.1) is 
capable of creating assemblies resembling the slime molds ones. 
The existence of such a wide prevalence of multicellular species raises questions as to the 
inner definition of multicellularity. In fact, the definition of a multicellular organism varies 
with the type of organism studied. I previously mentioned the two ideas of cell 
 differentiation and cell communication. I would like to review quickly their link to 
multicellularity.  
Cell differentiation and multicellularity 
First then, could it be that cell differentiation defines multicellularity? In multicellular land 
plants for instance, cells are specialized that can perform photosynthesis, transport sap or 
allow reproduction. The differentiation process follows repeatable body plans. In the green 
algae Volvoxii (Figure I.1), considered at the frontier of multicellularity, cell differentiation 
exists, although less marked than in land plants. In this case, only specific cells will 
reproduce and will give rise to a new organism, thus creating a germ/soma differentiation. 
This would make differentiation a good argument for multicellularity. Cells of a land plants, 
however, can also dedifferentiate, when most animal cells cannot. Does that make a plant 
less multicellular than an animal? What can we say about transient differentiation? 
The social amoeba Dictyostelium discoideum presents transient differentiation, where cell 
differentiation in the multicellular state disappears as soon as cells become unicellular again. 
However, even in colonies or biofilms of unicellular organisms, some cells express a stable 
“specialized” phenotype. In some cases, this phenotype is passed on for a few generations. 
Similarly to the case of land plant cells or social amoebas, it is however usually reversible 
with the apparition of new environmental conditions, and thus is rarely considered as a 
complete cellular differentiation. 
Another point worth noting is that phenotypical differentiation does not necessarily implies 
programmed differentiation, and can instead be due to the emergence of a collective 
behavior. In this sense, cellular adaptation would emerge from cellular response to local 
rules that are not necessarily programmed in advance, such as nutritive gradients. This could 
create a global complex pattern (for a review on the bacterial biofilm side, see [10]). In a 
sense, differentiation is observed for multicellular species, but the levels of differentiations 
and its causes may vary greatly. It results that the link between differentiation and 
multicellular state needs not to be a direct one. 
Multicellularity and cell communication 
Multicellularity also brings the problem of cell behavior synchronization needed to perform 
complex functions. To synchronize cells, one way is to introduce cell-cell communication. 
Multicellulars such as animals, plants or fungi have several types of communication. 
Communication in long distance scale can be mediated for instance via hormones in animals, 
plants and fungi. Long distance communication is however not limited to the inside of an 
organism, and is performed across individuals and species, regardless whether individual 
are unicellular or not. 
On the other end, direct local cell-to-cell communication needs proximity between cells, and 
thus could correspond more closely to the multicellular state. It can be mediated via 
exchange of cytosolic cellular contents via gap junctions in animals, plasmodesmata in plants 
or even wider pores in the case of fungi [11]. Filamentous multicellulars cyanobacteria such 
as Nostoc punctiforme are also thought to have direct cytosolic communications between 
cells [12], although observations of the responsible channels are scarce [13], [14]. However, 
direct exchange of intracellular content can also be done by unicellulars organisms, for 
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instance via the production of pili for DNA conjugation in bacteria. This in practice makes 
communication a necessary, but not sufficient argument for multicellularity. 
 
Multicellularity and cell sacrifice 
Another important point of multicellularity is the presence of a direct sacrifice of an 
individual towards population. This more general, social concept of multicellularity applies 
to all above-mentioned multicellular organisms. In all these organisms, some cells will 
 
Figure II.1: A non exhaustive, simplified "evolution tree of life", from sequenced organisms from the 3 domains 
of life that are archae, bacteria and eukaryotes (branch length are not representing genetic distances, data from 
[134]. Eukaryote group was enlarged in order to show the occurrence of multicellularity in this group, as depicted 
by different colors, adapted from [8], [135]. Multicellular states are also known to exist in archebacteria and 
eubacteria, through simpler forms. These multicellularity states are indicated instead by arrows. A yellow arrow 
points toward prokaryotes groups that contain species that have already specifically been described as 
“multicellular” in the literature [136]–[141]. It can be due to transient phenotypes in stress conditions or various 
interpretations of biofilm/colonial growth. Orange arrows denote groups in which at least one species is 
commonly regarded to as multicellular. Nostoc punctiforme, Streptomyces coelicolor, Myxococcus Xanthus are 
examples respectively for cyanobacteria, actinobacteria and proteobacteria. For prokaryotes, most subgroups are 
unicellulars, with a few of them being colonial or multicellulars (more interdependent group). However, the 
general capacity of prokaryotes to for organized complex communities such as biofilms blurs the line between 
unicellulars and multicellulars. Multicellularity, in itself, has appeared several times in history of evolution [8]. It 
may be worth noting first that the term multicellular has been applied to bacteria in general [21], and that the 
mere notion of “tree of life” is, in itself, a disputed notion. This is especially true for bacteria in which a big 
amount of genetic exchanges occurs in these complex communities. 
 benefit other cells at fitness expand for them. This altruistic behavior goes from small 
sacrifices such as the production of a molecule for communication to the total absence of 
reproduction, in the case of somatic lines. This is studied in coevolutionary games, in which 
the user compares reproductive success of cooperators and cheater. However, the notion of 
cooperation is, in itself, more societal than purely linked to a multicellular behavior: we 
cooperate all the time with other humans, although we usually do not consider our society as 
an individual organism. (for a review, see e.g. [15]). 
Multicellularity is common 
In the end, a population of cells can be considered as a multicellular organism in many ways, 
and this makes multicellularity a common trait. In fact, evolutionary studies agree that 
multicellularity has appeared several times in the course of evolution, in the different 
kingdoms of life. Easy examples are the apparition of multicellular land plants, red algae, 
animals or fungi, with some of those proven to have emerged several times in the same 
branch. In the end, as many as 25 occurrences have been documented [8]. Some reversions to 
unicellularity have been shown in bacteria [16]; they are debated in the case of ascomycota 
fungi (yeast form versus filamentous form); or have been provocatively suggested in 
mammals, in the case of some unicellular parasitic cancers [17]. Evolutionarily speaking, this 
makes multicellularity a convergent and versatile trait. Well-described examples of 
multicellularity emergence include eukaryotes, with land plants, animals or fungi. 
Eukaryotic traces of multicellularity are however more recent (1 billion years ago [18]) than 
the fossil record of a pluricellular structure of a filamentous prokaryote (dating back up to 3 
to 3.5 billion years ago). These structures resemble the filamentous structures produced by 
Nostoc cyanobacteria [19], although signs of cell differentiation are younger and date back to 
2 billion years ago with prokaryotes [20]. 
Advantages to the multicellular state are numerous. They include larger size for better 
foraging, predation and nutrient storage, as well as functional and metabolic specialization. 
However, several models can explain evolutionary maintenance of the multicellular state. 
Indeed, collaboration between the different cells at the early stage of multicellular life is not 
straightforward [8]. Depending on the model, the initial grouping of population can develop 
either by accretion of several individual cells (e.g. slime molds), syncytial divisions, or clonal 
growth. These formation models will set the factors on which multicellularity success will 
depend (Figure II.2). They imply a specific mode of reproduction and population 
bottlenecks. For instance, in animals or land plants, only a few cells will reproduce (in the 
case of mammals, only gametes). Collaboration is easier to maintain because eventual 
cheaters mutations are less likely to hit reproductive lines. Nevertheless, this means many 
cells will die in the process, and the reason exactly why they commit at first is no 
straightforwardiii. In the accretion case of Dictyostelids slime molds however, a large 
proportion of the population can access reproduction and this thus puts incentive to 
cooperationiv. However, this maintains a possibility for cheaters to emerge and spread in the 
population.  
Because multicellularity is a generally occurring trait, many model organisms have been 
chosen to study the apparition of multicellularity. To cite but a few, these include already 
settled multicellulars such as green algae (Volvox sp.) or multicellular bacteria (Nostoc sp.). 
Many studies focus on slime molds (Dictyostelium sp.) that are transient multicellulars. Even 
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organisms commonly defined as unicellulars such as yeast (Saccharomyces cerevisiae) or 
bacteria (Bacillus subtilis) have been suggested. 
 
 
b. Colonies of microbes as multicellular organisms 
The idea of bacteria or other unicellulars as multicellular organisms is first intended as a 
thought experiment by Shapiro in 1988, under the title “Bacteria as Multicellular 
Organisms”. The aim was to underline that we should understand a colony of unicellulars as 
a whole, and that cell-cell communication, nutrient gradients or physical interaction 
necessarily shape the overall population growth. To illustrate his idea, Shapiro took several 
examples of accepted multicellulars bacteria and concluded by proposing that all colonies of 
bacteria could be regarded as multicellular entities. Although the notion of interactions in a 
unicellular group is far from new [22], we keep discovering more social traits of bacteria. So 
far, no satisfying model of the formation and development of such complex population exist.  
Indeed, colonies ask for a more global understanding of the population that the usual liquid 
cultures, where average cell behavior gives a decent picture of population. 
Unicellular populations of microorganisms are used as a model to understand the emergence 
of multicellularity because both phenotypical variations and cell-cell communication are 
observed at the scale of the colony. In many cases, cell-cell adhesions make the group of cells 
a physical unit, for example in yeast flocks or biofilms-embedded bacteria. Unicellulars have 
long developed the ability to stick to surfaces and/or to themselves, and the usual portrait we 
have of them, as isolated cells, is not accurate. Bacteria are most often found inside 
 
Figure II.2 : Multicellular life cycles and their consequences on cooperation maintenance. a. Development from 
a clonal population. In this case, mutant non-cooperator phenotypes (in red) can limit population growth, but will 
be diluted out when the population is split to start from single cells. b. If the multicellular assembly develops by 
accretion and leads to a reproductive subset (circled in black), defectors can stabilize at a constant proportion in 
the population (right) unless they are actively excluded from reproductive population (left). Reproduced from [8].  
 communities of millions to billions individuals, regrouping several species in interaction. 
The size of such population imposes constraints on its development that we will discuss. 
Cell grouping and sticking is usually linked to environmental stress, and known to correlate 
with virulence increase [2], [6]. In the lab, one usually obtains a “grouped” population either 
from clonal development, from induced grouping via the production of sticking agentsv or 
from artificial experimental methods where cells are mechanically regrouped in 
compartments [23].  
In such populations, interaction range is usually small. Even if external resources are 
unlimited, the local resource density is limited. While an infinite resource for each cell would 
promote competition, a grouped setup is theoretically enough to promote cooperation. For 
example, in a structured environment such as a biofilm, local yield loss will allow more of 
the local cells to divide (food penetrates further in biofilm). Since neighbors are likely to be 
genetically close cells, this favors yield clusters [24], [25]. In another example, cooperative 
secretion allows local population to reach and stay at the outside of biofilm, therefore 
allowing the group to access more oxygen and develop faster [26]. 
As mentioned earlier, multicellular group behavior can also be enhanced by communication 
between individuals of the population. In bacteria, cell-cell communication has long been 
studied since the observation of quorum sensing [22]. In common quorum sensing, bacteria 
can produce and release in the environment small chemical molecules such as AHL 
(Acylated Homoserine Lactones), auto inducers or small peptides [27]. The cells sense 
population local density [28] by sensing this signal. This allows relevant phenotypical 
adaptation: swarming optimization, entrance to dormancy or other types of bet hedgingvi 
(see the work of P.S. Stewart, for instance [5], [29], [30]). In yeast, sensing between 
populations can also rely on dosing secondary metabolites such as ammonia in S. cerevisiae 
[31], or tyrosol and farnesol in Candida Albicans [32]. The existence communication is 
considered in itself as a type of cooperative behavior since it is costly for cells to produce and 
release chemicals in the environment. It can lead to the apparition of non-communicant 
cheater populations that will not pay the cost of production but still be able to access the 
signals and their benefits [33]. 
The common points of colonies and biofilms with established multicellulars are often 
pointed out, and they  are even being regularly proposed as models for cancer [34], [35] or a 
good proxy for the understanding of key evolutionary points toward multicellularity [36], 
[37]. It is important however to keep in mind that colonies, biofilms or flocks still display a 
fully distinct type of multicellularity than the well-defined one of a land plant, animal or 
fungi.  
c. Nutrient variability inside dense microbial populations 
The many interactions of microbes with our environment are yet to be understood, and the 
possibilities they offer as a model system for ecology are large. I should mention that a whole 
field exists that is microbial ecology, from which studies differ quite a lot from the one I 
present here. Microbial ecology is usually interested in field data and thus in communities 
that are much more complicated than the clonal yeast colony I will study here. These 
communities are made of numerous microbe species in highly variable environments that 
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are hard to define. This includes soil, marine systems, but also communities such as 
commensal flora of animals. Those studies are usually limited by our ability to sample and 
experiment on the system. This explains why approaches in controlled environments with 
limited number of species (mostly 1 or 2) are a good starting point to study and build models 
of microbial communities. Although simplistic, a compact group of cells such as colonies or 
biofilms is already hard to understand. 
 
Chemical gradients in dense populations are steep 
One of the key features of compact groups of cells is that the scale of the assembly 
(millimeter) is large compared to the scale of microbes. The uptake rate of nutrients by the 
colony has to be compared to the rate at which nutrients can be delivered by diffusion in the 
colony. We can make a rapid calculation by using the Fick’s law to link the diffusive flux   to 
the diffusion coefficient,   and the spatial variation of nutrient concentration   in the 
environment. In one dimension, this reads: 
      
  
  
 Eq. II.1 
If we assume no nutrient should be lost or created other than absorption by the cells, the 
uptake rate of the microbes should match this flux. For glucose concentration of 100 mM 
(high) and a diffusion rate of 600 µm².s-1, we can calculate the thickness of an infinite planar 
biofilm would need to absorb the whole flux. This thickness H would depend on uptake rate. 
For a reasonable constant uptake rate of 1 mol.m-3.s-1, this would give H=244 µm, when an 
uptake rate of 10 mol.m-3.s-1 would give H=77 µm.  
Thus, assuming a high nutrient concentration at the interface with the biofilm, this means at 
most a quarter of a millimeter of cells could access nutrients.  This implies that diffusion of 
 
Figure II.3: Chemical gradients in colonies are steep. Left: Oxygen concentration in and below an 18 h colony of 
Bacillus cereus, as percentage of the air saturated value at 30°C. Adapted from [38]. The gradient made by oxygen 
in these conditions is so sharp that no oxygen was found even after as low as a few tenths of microns. Even if 
colony thickness can seem rather small (100 µm), this makes the cells in colony to be mostly in an anaerobic 
environment Right: Glucose concentration under a S. cerevisiae colony is getting below 10% of outward gel 
concentration (C0) within a millimeter of colony border. At colony border, glucose concentration is already as low 
as 40% of initial glucose concentration. Those results match findings by Rieck et al. [142]. For glucose dosage 
methods, see Figure III.35. 
 small molecules will be limiting in the assembly. The relevant length scale in a population is 
on the order of tens or hundreds of microns. In fact, the penetration distance of a necessary 
molecule such as oxygen has been measured to span over only a few tenth of microns [38]. 
Calculations for glucose depend on external concentration but give the same values [39]. 
 
 
Visualization of gradients in assemblies 
Given that the cells respond to nutrient variations, they should display different phenotypes 
within the assembly. However, these changes are usually hard to monitor, because 
 
Figure II.4: Phenotypical variations inside a cell assembly of microorganisms.  A. Cross section (parallel to 
attachment plan) of a Pseudomonas putida surface biofilm grown in a flow chamber, where a rapidly degrading 
fluorescent marker (GFP-AAV) is under a growth rate regulated promoter, rrnBP1. This shows that growth of the 
biofilm preferentially happens at the edges of the assembly, and that cell metabolism differs from the core cells. 
From [143] B. Pseudomonas aeruginosa biofilm grown on a surface with a dripping flow, after change from high 
phosphate medium to low phosphate medium. The yellow staining shows alkaline phosphatase activity, which is 
induced upon phosphate starvation. This activity is higher close to the biofilm top (in contact with nutrients), 
where other nutrients are in abundance, and the thickness of the responding band increased with starvation time. 
From [144] C. Cross section of a macrocolony of Escherichia coli stained to see curli fiber, excreted fibers necessary 
for wrinkle production and cell adhesion. This cross-section shows that the production of these fibers is 
concentrated at the top of the colony, with some strains of cells in the inner part. Since these autoagregative curli 
fibers lead to cellular aggregation, they may locally change the physical environment of the cells. From [145] D. 
Top view of a Bacillus subtilis colony after a few hours of growth. Cells are carrying a GFP marker on the gene 
cotC, encoding the spore coat and expressed in case of sporulation. The parts of colonies where this gene is 
expressed, here in green, are almost exclusively the bundles formed  by growth. The scale bar was recalculated 
from the 2 mm wide inoculation zone. From [146]. 
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conventional microscopy techniques do not allow visualization through large number of 
cells. When observing cells, light is indeed scattered and the signal is lost after a few layers. 
Advanced techniques such as confocal or 2-photon imaging can be used to increase 
resolution and reach deeper zone in the colony. I experimentally observed typically on the 
order of 3-5 cell depth, which is below 25 µm. Experimental observations of microbe 
populations thus involve observations of small populations, for instance in microfluidics 
chambers, where cells are grown as a single layer. Bigger populations are usually studied at 
larger scale, using basic measurements or population compartmentalization in order to study 
media changes. More generally, cells can be simply plated on agar gels to impose a spatial 
structure but this still suffers from low reproducibility. 
In other visualization techniques, the colony can be fixed by embedding it in a gel or a resist, 
and/or applying a chemical that will covalently bond random molecules (fixation). The 
experimenter can then cut it to reach the insides (Figure II.4). Those techniques however 
destruct the samples and thus forbid time dependent measurements. This is a problem, since 
colony organization matures with time. In this framework, we tried to develop tools that 
would allow big population handling, with the idea to assess colony phenotypic variation 
inside population and to push further the study of microbial population cooperation. Our 
approach is to create a steady state population from which organization can be deduced 
from general observations, or directly observed in microfluidic devices. 
 
  
 2. Saccharomyces cerevisiae as a model organism 
In this thesis, I used “yeast”, which will refer to Saccharomyces cerevisiae (unless otherwise 
specified), although there are many types of yeast. Our preferred yeast, baker’s yeast, is one 
of the most commonly used model microorganisms in today’s research. Man domesticated it 
early in history for its high aerobic sugar fermentation capacities that produce carbon 
dioxide (dough raising, beer sparkling) and ethanol (drinking alcohol). 
Its long-term usage and industrial interest pushed the development of genetic tools as well 
as metabolism characterizations and engineering. It is therefore not surprising that it was the 
first eukaryote to be completely sequenced, and that many databases, sequences and models 
now exist on this model organism. Its usage in the lab as a eukaryote model is really broad 
and goes from unraveling general cellular processes such as metabolism to cell-cycle, gene 
expression and of course to the study of microbial populations. 
Yeast is naturally found on sugar rich environment such as the surface of fruits or flowers, 
but can be found in much poorer environments such as oak tree bark (for a study on natural 
isolates, see [40]). Yeast is a member of a multicellular filamentous fungus family, 
ascomycota, and its globally unicellular life style may be linked to its high sugar affinity. 
Yeast may have specialized after angiosperm radiation, when a great number of flowering 
plants appears in fossil records (mid-Cretaceous, around 200 Ma) [41].  
Yeast can be grown either as a haploid or as a diploidvii, the diploid state being predominant 
in nature. In nutrient poor environments, diploid yeast will sporulate and lead to the 
formation of 4 haploid sister spores. These spores resume growth if placed on richer 
environments, and usually quickly fusion together if the tetrad of sister spores is not 
dissected. This phenomenon allows genetic mixing.  
a. A short introduction to yeast metabolism 
Our knowledge of S. cerevisiae yield, growth rates and activity for degrading sugars have 
long been studied and were analyzed in details especially in the 1980’s and 1990’s using 
chemostats [42].  
Chemostats and the Crabtree effect 
This experimental setup (Figure II.5) consists in a culture flask which content is constantly 
renewed by addition of fresh media and removal of equivalent amount of culture media 
containing the cells. The culture volume is thus constant. The dilution rate (vessel volume 
divided by the input flux of fresh media) can then be varied experimentally. 
For dilution rates lower than the maximum cell doubling time, this results in a steady state 
culture of usually highly concentrated cells and usually low nutritive environment 
(usually < 10 mM in limiting glucose and 5-10 grams of dry biomass (or grams of dry weigh, 
gDW) per liter, although some chemostat experiments can reach 40 mM glucose for 2-3 gDW/l ). 
This steady state has many advantages. The dilution rate is equal to the cell division rate, the 
yield can be obtained thanks to the measurement of the amount of cells produced and the 
difference between the substrate input and output concentrations[43]–[46].  
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Such culture usually ends up with the growth of yeast with one limiting nutrient. As the 
dilution rate gets closer to the maximal division rate of the organism, one can obtain a 
culture with high nutrient concentration values. In these conditions, however, the cells will 
be diluted out as soon as dilution rate passes the maximal division rate. Studies with carbon 
source as a limiting nutrient usually focus on yeast biomass production abilities: its yield. 
The yield, Y, that is the amount of biomass produced per unit of nutrients (gDW/gglucose, for 
instance), can be easily computed by measuring the biomass concentration (BDW usually dry 
weight), and nutrient concentration (C) variation, so that: 
   
   
        
 
Eq. II.2 
In the Figure II.5, we see that there are two different metabolism states for the yeasts in these 
conditions. At dilution rate below 0.3 h-1, the cell concentration in the reactor was constant, 
and glucose was almost used up (under 1 mM). This means that growth was done at 
constant yield (0.43 gdry biomass/gglucose). Oxygen and substrate uptake rate increased linearly 
with D, and was not dependant on biomass concentration. At higher dilution rate, remaining 
 
Figure II.5: Chemostat use in yeast study. Left: schematics of a chemostat. The idea is to have a vessel containing 
a constantly renewed culture. A nutrient reservoir continuously feeds the culture while volume V is kept constant 
by a continuous flushing. Culture is always agitated to stay homogeneous. The feeding rate f of the chemostat 
defines a dilution rate D=f/V. In a equilibrated chemostat sustaining growth, D is will be kept below the cells 
maximal growth rate µmax. The steady state will then be convenient because the division rate of cells is by 
definition equal to the dilution rate, µ=D. The metabolic yield can also be obtained by comparing the cell 
concentration and the amount of nutrient depleted. Right: Experimental biomass concentration, oxygen uptake 
rate and glucose uptake rate are shown across various dilution rates for 3 inlet glucose concentrations: 30 g/l 
(circles), 10 g/l (squares) and 5 g/l (triangles). Data from [49], description inspired by [147]. 
 glucose in the vessel increases although glucose uptake rate increases, and oxygen uptake 
rate saturates. Yield goes down and carbon dioxide production goes up. This is the Crabtree 
effect, and most glucose will be used by fermentationviii, irrespectively of oxygen being 
present in the media. In these chemostat conditions, concentration of a nutrient such as 
glucose is usually monitored using NAD coupled enzymatic reduction, and thus the average 
glucose uptake can be deduced (see Figure III.35 for the description of the method). 
Glucose repression in yeast 
In other setups, glucose uptake can be monitored by direct uptake measurements of a 
radiolabeled glucose. In this case, cells that are pregrown in a specific environment are 
shortly put in contact with the radiolabeled glucose and rapidly quenched. The measure of 
the amount of radio labeled glucose present in the cells links to the total uptake during the 
exposure time. In these experiments, uptake measurements are usually done at several 
glucose concentrations that do not match pregrowth conditions. It is then possible to obtain 
an uptake capacity curve that saturates at high glucose concentration. Michaelis-Menten 
kinetics (Figure II.7) of the entire cells can then be deduced. 
  
Figure II.6: schematics of utilization of glucose in yeast 
metabolism. The general usage of glucose as a carbon 
source is well conserved across species. The first part of 
its usage consists in an oxidative breakdown of glucose 
in 2 molecules of pyruvate in order to produce energy 
that will be stored in 2 molecules of ATP. Depending on 
the metabolism equilibrium, this process may produce 
glycerol. In presence of oxygen, pyruvate can then be 
used in the tricarboxylic acid cycle that will allow the 
production of a further -theoretical- 36 ATP molecules 
using electron transport chains. This process is called 
respiration.  Without oxygen however, pyruvate can be 
further degraded in ethanol of acetate. This produces 
C02. Considering these yield (2 and 36 ATP), in presence 
of oxygen cells should always prefer respiration. This is 
not the case when glucose is present in high amounts. A 
possible reason for this is that the possible flux of 
respiration is limited and much lower than pyruvate 
conversion to ethanol. This could account for a lower 
amount of glucose being respired than fermented. 
However, on the long term yeast should be able to 
equilibrate. This is not the case and although many 
effects of glucose on gene regulation are known, the 
deeper regulation mechanisms are not yet well 
understood 
In two pregrowth conditions that are high and low glucose external concentrations, typically 
111 mM and 3 mM, this type of experiments showed that yeast has two different metabolic 
regimes that correspond to a “glucose repressed state” at high glucose concentration and a 
“glucose derepressed state” for lower concentrations [47]. 
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The repressed and derepressed states correspond to the different regimes observed in 
chemostat: at low glucose and oxygenated conditions, metabolism is mostly respirative. At 
higher glucose concentrations however, even if oxygen is present yeast will produce its 
energy mostly by fermentation. A rough calculation on how many energy molecules (here, 
ATP) are produced shows that fermentation of glucose would produce 2 ATP molecules. In 
addition, yeast produces incompletely degraded carbon sources such as ethanol. In 
 
Figure II.7: Michaelis-Menten kinetics and their experimental observations. Top left: In biological systems, the 
reaction rate of a single enzyme on a single substrate typically saturates for high substrate concentrations. This 
process can be described by the Michaelis-Menten equation R                 , where the reaction rate R is 
described as a function of a maximal rate Vmax, the substrate concentration S and the Michaelis constant Km that 
corresponds to inverse of affinity constant of the enzyme to the substrate. In the graph are represented 3 different 
curves for different values of those parameters. The black central curve corresponds to a Vmax, of 10 USI and a Km 
of 5 USI. Blue curve was drawn for Vmax=12 USI while red curve was drawn for Km=20 USI. In such a graph, at 
low substrate concentration (S small compared to Km), the enzymes (in green) are mostly inactive and substrate 
(orange) is degraded depending on its concentration. At high concentration, enzymes are saturated, and reaction 
rate goes to Vmax. One can deduce the parameters from the curves, but another representation (bottom left), the 
Eadie-Hofstee plot, in which the reaction rate is represented versus R/S helps visualize the parameters at a glance. 
In particular, Vmax is the intercept and the slope is -Km. On the right are experimental results from [47], where 
yeast uptake rate was measured for different glucose concentrations. Prior to measurement, yeast were pregrown 
in a high glucose environment (111 mM, open circles) or in a lower glucose environment (3 mM, filled circles). We 
see in top right graph that yeast adjusts its uptake capacities to growth conditions in order not to saturates its 
receptors too much. Physiological conditions, meaning absorption at the concentration yeast was adapted to, are 
indicated with a red arrow. The Eadie-Hofstee plot of the same data, at bottom right, shows that the uptake rate 
cannot be explained by a simple Michaelis-Menten equation. To fit the data properly (solid lines), one has to 
introduce a second transporter type (thus data is fitted with two Michaelis-Menten equation), meaning yeast has 
several channels capable of absorbing glucose.       
 
 comparison, by further degradation of ethanol using respiration (and thus oxygen), the cell 
harvests 36 molecules of ATP per molecules of glucose. Thus, at first glance, the preference 
of fermentation can be evolutionary surprising. This would mean producing less cells in the 
long run for a predefined amount of food, and in even shorter times scales, poisoning of cells 
due to waste accumulation that can be toxic (ethanol, acetate, glycerol). Fermentation is, 
however, a rapid process, and thus has its advantages. Theories also propose that this 
phenomenon is an evolutionary advantage because yeast can stand higher ethanol 
concentrations than other yeast species [48]. 
 
The mechanisms of such preference are still under study. First, yeast high capacity to uptake 
glucose and degrade it through the common glycolysis pathway is thought to saturate 
respiratory capacity of yeast, and thus to lead to mainly fermentation. This could account for 
a non-equilibrium flux redirection in case of rapid environment enrichment of metabolites 
such as ethanol. However, given time yeast should be able to regulate these fluxes by 
 
Figure II.8: A simplified view of yeast glucose regulation of uptake. Arrows represent a positive regulation 
while lines with a bar imply negative regulation. Pathways have been simplified and arrows may represent 
several reactions. Glucose has multiple effects on cells and involves many different pathways, this scheme 
simplifies situation of high glucose concentration, which leads to "glucose repression". To simplify, glucose is 
absorbed via hexose transporter channels. Those form a family of more than half a dozen genes which affinity to 
glucose differ for each transporter. Those transporter will be selectively expressed  depending on glucose 
condition [44]. Lower affinity channels (HXT1) are produced in high glucose concentration (~50 mM), while 
HXT2 and 4 are expressed at medium glucose values (~10 mM). HXT3 is expressed in both conditions, while 
HXT6 and 7 will be preferred for very low glucose to no glucose conditions. Glucose adaptation in mainly 
mediated by two (synergetic and interdependent) ways. In the direct sensing way, glucose is sensed by 
transmembrane receptors, SNF3 and RGT2 genetically similar to hexose transporters. Those will generate an 
intracellular signal that we be transducted to the SCF-grr1 protein complex. This complex inhibits RGT1 
repressor, which in turns derepresses HXT genes. SNF3 and RGT2 have different affinity for glucose, and for 
instance a high glucose concentration will trigger SNF3, which leads to HXT1 and HXT3 expression. A second 
glucose regulatory network implies glucose metabolism. High glucose concentration will mediate the repression 
of SNF1 kinase. This increases MIG1 gene repression of hexose transporters but also of several other transporters 
such as galactose transporter GAL2, glycerol symporter STL1 or maltose transporter AGT1. A third way (non 
represented) will also apply. A high glucose metabolism will induce high amount of cyclic AMP. This increases 
the activity of protein kinase A (cAMP-PKA pathway) that can phosphorylate Rgt1 and thus repress glucose 
import. 
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equilibrating the amount of enzymes of each metabolic pathway. This does not match a 
closer studies that show that yeast oxygen consumption lowers at high glucose 
concentrations [49]. This suggests instead that yeast down-regulates the respirative way in 
case of glucose abundance. 
Glucose import 
The study of glucose uptake, backed by genetics, led to the conclusion that yeast glucose 
import is performed by a family of active trans-membrane channels (hexose transporters, 
HXT). In fact, to shut down any growth on glucose, Wieczorke et al. (1999) had to shut down 
as many as 20 genes. Known hexose transporters (HXT1-7, 13, 17) fall in two or three 
categories that have different affinity for glucose. Note that a higher affinity means an 
enzyme can work at lower concentrations, but it also means that the maximal rate of 
transport will be lower. Yeasts are thus able to regulate the expression of each transporter so 
that specific affinity of each transporter and their amount will match growth conditions. As a 
result, it can adapt its metabolism to a wide concentration ranges that can possibly be 
encountered. Yeast growth is observed from 2-5 mM to over 450 mM glucose, which matches 
the high sugar concentrations in grape juice (around 150-250 g/l). The precise parameters 
taken into account by the cells are still debated [51]–[53], and involve both sensing by 
transmembrane proteins (SNF3 & RGT2), and sensing of intern metabolite concentrations 
linked to glucose flux. 
Glucose sensing and metabolic reframing 
In fact, many cell metabolic pathways are shifted depending on the glucose concentration 
(for reviews, see [54], [55]). A high glucose concentration will lead to repression of many cell 
pathways, including the import and use of other energy carbon source such as the well 
studied galactose genes. General reframing involves pleiotropic pathways such as 
filamentous growth MAP Kinase pathway, a signaling phosphorylation cascade that is 
involved in nutrient starvation response or AMP-PKA pathway, a pathway triggered by 
cyclic AMP levels lowering (in part due to high ATP production) and which is also involved 
in cellular growth and division. The main pathway for metabolism regulation seems to be 
SNF1 pathway [56], which is mediated by SNF1 protein kinase. It regulates the transcription 
of many genes, including hexose transporters via the protein MIG1. 
A controversy on glucose sensing by yeast is whether the predominance of glucose response 
is done by sensing external concentration of glucose via SNF3 and RGT2 sensors or rather by 
a measure of the metabolic or uptake flux. As an example of the problem, forcing yeast to 
grow with low glucose uptake can allow the suppression of the Crabtree effect [57]. In 
approaches involving deletion of all but one yeast transporters, a wild type transporter 
would imply that flux is limiting yeast growth [58]. These results did not agree with 
experiment in which controlling the glucose import level (using a HXT1/7 chimera) led to 
domination of glucose concentration on the fate of yeast growth [59]. A more complete 
analysis, involving the synthetic variation of glucose transporter amounts suggested that 
yeast division rate is controlled by an agreement between glucose flux and concentration: at 
high glucose concentration and low flux, cells would not divide well, even if a similar flux in 
low glucose concentrations would allow growth [52]. In nature however, yeast has many 
glucose transporters, and this may not apply: maximal uptake rate that was obtained for 
single transporter strains is around 10 times lower than the maximal uptake rate obtained for 
wild type. Said otherwise, maximal single transporter uptake rate matched that of wild type 
 grown at 1-3 mM glucose concentration. Recent meta-analysis of single deletion mutants or 
wild type yeast still suggest a high importance of overall glucose flux in yeast growth 
rate[51], [60].  
 
Metabolism of other nutrients, in short 
Because of its high industrial interest, these studies often treat glucose as the ideal carbon 
source and sole limiting nutrient in yeast cultures (as I will be doing in this thesis), although 
nitrogen limitations are also of importance. Some nitrogen limited cultures are used to study 
carbon metabolism [53].Similarly to carbon source, yeast can cope with many different 
sources of nitrogen, being for instance single amino acids, urea, or ammonia (see a review in 
[55]). The general metabolic pathways include amino acids and their immediate precursors, 
ammonia, glutamate and glutamine. Nitrogen metabolism, as glucose, is regulated by 
several sensing and signaling pathways such as the TOR (target of rapamycin) pathway. The 
TOR pathway is a highly conserved pathway involved in general metabolism, growth and 
longevity. In yeast, the pathways is usually related to internal amino acid availability and 
mediated via GTR1 protein by two different complexes TORC1 and TORC2 that affect 
protein synthesis, nutrient uptake cell cycle and cytoskeleton. Another pathway, NCR 
pathway (for Nitrogen catabolite repression) activates specific amino acid permeases or 
general amino acid permease GAP1 depending on present nitrogen source. General amino 
acid control (GAAC) is mediating amino acid concentration (in part via Gcn4 gene) by 
inhibition of translation, amino acid biosynthesis, and responds to different stresses 
involving nutrient balance or heat shocks, pH… As for glucose, external concentration 
sensors exist that can orient nitrogen metabolism, such as SSY1 for amino acids, or 
ammonium permease MEP2. 
Other facets of yeast metabolism I will not develop here, such as phosphate pathways. 
However, those are a research field in themselves. For the rest of this manuscript, I will 
usually place myself in carbon limiting conditions, and most of the study is done with 
glucose as a carbon source. 
 
Figure II.9: Both yeast sensing and uptake rate are taken into account for yeast to divide. On the left, yeast was 
genetically modified so that experimenter can tune its growth rate, regardless of glucose concentration. The 
growth landscape of yeast is shown against glucose concentration and uptake rate. For a given uptake rate, 
growth will be higher at low concentrations, where yeast sense a balance between its uptake rate and the external 
glucose concentration. Single strain trajectories are shown. On the right, this phenomenon can be reversed by 
deleting the external concentration sensors. The minimum absorption yeast requires for growth, qmin depends on 
glucose concentration (C0) if sensors are present (log scale at the bottom). When those are removed, this minimum 
required uptake rate collapses to nearly zero. Graphics from [52] 
  47 
b. Thinking about S. cerevisiae as a multicellular organism 
I already mentioned Shapiro’s “thinking about bacteria as multicellular organism” article, 
and that was already declined to reference to Bacillus subtilis. Why then could we apply to 
yeast such a title? First yeast has repeatedly been suggested as a good model organism for 
multicellularity [35]–[37], [61]. Then, as I mentioned before, yeast S. cerevisiae is an 
ascomycota and as such is close to multicellular fungi. For this reason, it has some links to 
multicellularity. One of these links is its capability of growing similarly to a filamentous 
fungus, which vegetative growth is done by elongating a long tubular structure, the hyphae, 
with internal walls delimiting cells. In filamentous fungi, those structures are highly 
connected and exchanges of cytosol are common.  
 
Yeast is capable of forming pseudo-hyphal growth in high glucose, low nitrogen 
environment [62]. However, yeast pseudo-hyphae differ from regular hyphae in that cells are 
well delimited and usually shorter. Apart from this, yeast division process is usually more 
unicellular-like. The division is not symmetrical as in bacteria, since the dividing cell 
(mother) inflates and creates an outward smaller compartment by budding. This bud will 
increase in size until proper mitosis takes place. DNA is then distributed between the mother 
and its bud before separation takes place. The resulting daughter cell is smaller than the 
mother cell.   
In the lab, yeast culture is mostly done in liquid, where yeast is mostly considered as 
unicellular. Nevertheless, liquid culture does not necessarily mean planktonic culture. A 
classical phenotype that can arise in liquid culture is the formation of cell aggregates. In 
some cases, incomplete mother-daughter separation can lead to chains of cells, or clusters.  
These clumps are usually small, and contain around 100 cells. Because they are obtained by 
cellular division, these groups are homotypic (homogeneous cell line), and they were 
suggested to resemble a multicellular structure formation. In one experiment [37], a simple 
selection pressure in a unicellular lab strain (sedimentation capacity) lead to evolution of 
 
Figure II.10: different modes of yeast growth. On the left are cells growing in a classical laboratory planktonic 
state. The image shows the different stages of cell growth, with bud initiation, growth and separated mother and 
daughter. Middle: pseudo hyphal growth obtained by growing cells for 24 hours on agar supplemented with 
yeast extract, peptone and sucrose. This growth resembles that of filamentous fungi in that it leads to filament-
like organization, although cell separation in the yeast case is complete. Image from [148]. Right: image of part of 
a cerevisiae flock, in which cells aggregate together by expression of adhesion proteins on their surface. Image 
from [149]. All scale bars are 10 µm (left and middle scale bars were adjusted with cell size), and image were 
taken with transmitted light microscopy.   
 multicellular snowflake shaped clumps within 100 days. Cell death in the center of the 
clusters was observed, which was hypothesized to come from cooperative apoptosis. 
 
In another experiment [36], [63], sucrose has been used to grow both yeast individuals and 
multicellular clumpsix. In the experiment, yeasts that were physically grouped in clumps 
would be able to grow at much lower sucrose concentrations than individual yeast at the 
same general concentration. This is because the higher local cellular concentration of clumps 
would install locally higher single sugar concentration resulting from sucrose hydrolysis. In 
these experimental conditions, cell aggregates are thus more fit than single cells. This in 
theory would select towards a multicellular state without the need of complex 
communication or specific cell differentiation.  
Figure II.11: multicellular structures forms by yeast improve fitness at low glucose. A. Two different alleles of 
Amn1, coding for a protein required for daughter-mother separation lead to two different phenotypes. Those 
phenotypes are here tagged with constitutively expressed fluorescent proteins. The phenotypes are clumpy 
(green) and non clumpy (red) depending on cells separation. B. A 96 well plat was filled with either 30 non 
clumpy cells or clumps containing 15-30 cells, with either wild type or null allele of SUC2, coding for the 
invertase, a protein released in the media that will cleave non importable sucrose into 1 fructose and 1 glucose 
that can be imported into the cell. C. contrary to non clumpy cells, clumpy cells are able to grow at low 4 mM 
sucrose concentration. This is because clumpy cells local concentration is higher, therefore inducing a local 
permissive concentration of glucose and fructose. In the case of non clumpy cells, the concentration reached by 
media surrounding the cells would not be sufficient. A control was done at 4mM glucose + 4mM fructose, in 
which all cells grew. From [36] 
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Cellular clumps are however not the predominant observable phenotype of liquid cultured 
yeast. Wild type yeasts, as well as wine and beer yeasts often have the faculty to form special 
reversible multicellular structures when grown in liquid. These structures, termed flocks, are 
groups of thousands or millions of cells of various sizes up to several hundred microns in 
diameter (for a review, see [64]). They are formed by heterotypic accretion of the many yeast 
cells present in a culture. They are density dependent and form on very short time scales 
(under a minute)x. As a possible argument for multicellularity, flocculation has been shown 
to increase yeast fitness in stressful environments [65]. Its reversibility and lineage 
heterogeneity would however nuance the idea.  
Importantly, yeast flocculation will depend on many environmental factors, such as 
temperature, nutrient concentration, oxygen concentration, pH, cationic concentration or 
mechanical agitation. This phenotype is actively regulated by the metabolic pathways that 
were mentioned earlier and via FLO8, a transcription factor of the FLO genes family.  
Flocculation trait is variable and unstable, and different strains will form flocks with 
different morphologies and physical properties. For humans, one most interesting property 
is the capacity of flocks to segregate from the fermentation culture either by floating to the 
surface or sedimenting to the bottom of the vessel. Instability of flocculation trait can be a 
problem for industrial purposes, since it may affect fermentation quality. In the contrary, lab 
strains usually lack the ability to flocculate because they have been involuntarily selected to 
easily separate both in solid state and liquid state [66], [67]. 
 
Figure II.12: Variability of wild type colony shapes: This image represents a few different complex morphotypes 
that can be observed when growing yeast colonies on agar. These include spokes, concentric rings, or lacy 
structures. The diversity of shapes should hide interplay between several mechanisms. There is however still a 
lack of quantitative descriptors to be able to study those colonies. In an attempt to classify colonies, Granek et al 
sorted colonies into four categories: no complex colony morphology, non smooth colonies, signs of complex 
colony morphologies and definite complex colonies morphologies. Figure reproduced from [3]. Scale bar is 1 mm. 
 When grown on agar gel, lab strains would usually form smooth conical colonies. Wild type 
cells, however display a full variability of colony shapes (Figure II.12). The pathways leading 
to complex colony morphologies have been studied and they seem to have overlaps with 
yeast flocculation pathways, and in fact, most nutrient sensing pathways that were already 
described. Wild type complex colony morphologies is strain dependent, and in part 
mediated by the secretion of adhesive extracellular proteins such as FLO11 [3], [68], [69]. The 
complex morphologies of colonies are a maturating trait, and depend on nutrient balance in 
media. In a rich media (e.g. YP, 111 mM glucose) colonies will usually form smooth conical 
colonies. Colonies starved in sugars in high nitrogen conditions will form complex 
morphologies. This is reversible: a local enrichment in nutrient will induce a local loss of 
complex colony morphology [70]. 
 
Interestingly, starvation in either nitrogen or carbon source will lead to different cell 
behavior. To make it simple, a starvation in carbon source only would lead to flocculation or 
complex morphologies, while a starvation in nitrogen leads to pseudo filamentous growth. 
These two phenotypes look like different adaptative traits and should correspond to natural 
conditions. For instance, pseudo hyphae directional growth can be seen as a foraging 
phenotype. In conditions of total starvation, diploid yeast will undergo meiosis and 
sporulate.  
These adaptative phenotypes are likely to vary in a colony, since colony is a heterogeneous 
environment. Studies from Palkova and Vachova labs pointed out differential gene 
 
Figure II.13:  Regulation of formation of complex colony morphologies through general nutrient sensing 
pathways. Due to the importance of Flo genes in its establishment, regulation of complex colony morphology 
should be close to that of flocculation. A high amount of glucose indeed inhibits complex colony morphology 
formation [3]. This is done via the SNF1 pathway (described in Figure II.8) and a MAP kinase pathway (mitogen-
activated proteins) which consists in a phosphorylation cascade involved in nutrient starvation and filamentous 
growth. Nitrogen presence is also required for apparition of complex colony morphology. The generic TOR 
kinase pathway mediates those changes. The TOR kinase pathway is also involved in glucose regulation and 
longevity. From [150]. Right: Depending on growth conditions, yeast colonies will display different growth 
patterns and morphologies. A young colony in a rich environment will produce smooth conical colonies while 
starvation in glucose or nitrogen only will lead to complex colony morphology or pseudo hyphal growth 
respectively. In poor environments, diploid yeast will undergo meiosis and form spores tetrads. Image from  [3] 
  51 
expression within yeast colonies (see Figure II.14, [71]). The usual scale on which this 
phenotype difference occurs is 100 µm, which matches our previous calculations. Distinct 
cell morphotypes have also been observed for old culture (15 days), in which cells have 
differently shaped  vacuoles, lipid droplets and mitochondria [35].  
 
Although not truly belonging to multicellularity, it is worth to mention that experimental 
evolutionary games are often done using yeast. In a competition game played in unicellular 
cultures [23] or in colonies [72], [73], yeast is repeatedly chosen as a handy model for 
microbial competition. One reason for this may be its genetic tractability and well studied 
metabolism and life cycle. Compared to the classical microbial models often used in the lab, 
yeast acceptance of high cell density also stands out. Surely, its fermentative capacity helps 
managing the anoxic conditions of a cell rich environment, but also mechanisms to avoid 
high-density situation seem to be scarce. This does not mean they are inexistent. As an 
example, ammonia was suggested to mediate communication [31], [71], [74].  
 
Figure II.14: Yeast colonies are heterogeneous population. Left: genes are differently expressed within the 
colony. Here, Ato1 gene has been fused to GFP and is preferentially expressed at the colony edge (side and 
bottom view). This gene is involved in externalization of acetate, a byproduct of sugar fermentation a putatively 
involved in colony signaling. The image is reproduced from [71]. On the right are represented two different type 
of cells observed in 15 days old colonies. Cells at the colony bottom have big vacuoles, while cells at the top have 
split vacuoles and developed lipid droplets. (n, nucleus; v, vacuole; m, mitochondria; ld, lipid droplet), from [35]. 
 3. Models of multicellular colonial growth 
We have seen that colonies can result in beautiful shapes maturing with time and dependant 
on growth conditions. Ideally, one would want to predict these shapes or at list inner colony 
organization in order to use or destroy the microbial populations. In this section, I will 
quickly review the evolution of the models of colony growth through a few examples. 
In homogeneous liquid cultures 
First, what would be a simple model of a homogeneous population in well-mixed culture? In 
such a model, the amount of new cells generated per unit time is proportional to the amount 
of cells in the population, N and their growth rate, µxi. The growth the population is 
exponential, and depends on initial population concentration: 
 
  
  
                    
   Eq. II.3 
To explain a population growth, one can base the model on the link between the 
environment nutrient concentration (C) and the resulting single cell division rate, µi(C), 
which may be noisy. The total growth can be approximated to: 
 
  
  
       
 
   
                
Eq. II.4 
where E can vary with time depending on population interaction with it. The problem is 
then to take into account the population of µi and its relative proportional changes in the 
population, or its variation with time (see for instance [75]). For competition and cooperation 
experiments, liquid culture is usually the preferred experimental setup. In a competition 
case, it is in the liquid case easy to define a fitness difference between two populations: it is 
the ratio of the division rates for each strain. We also can imagine that even a model as 
simple as this becomes non-trivial if one considers division rates in a population to be 
variable or noisy. It is also possible to take into account other parameters such as random 
interactions the different individuals may have. In such case, analytical derivations soon 
become hard, and agent basedxii numerical simulations will be preferred.  
Colony growth limited by nutrients 
In the case of a colony or a biofilm, the dependence of environment to cell position in the 
assembly makes it difficult to compute even simple outputs such as population growth. To 
predict growth for instance, one would need to know the active cell population number, N, 
which is hard to reach.  One could try to incorporate a model that takes into account 
diffusion through the gel and cell uptake. However, in the case of a colony, cells grow on 
agar gel that constitute a nutrient reservoir. As cells divide, the colony pushes further its 
boundaries, allowing the interface between colony and gel to expand. This would lead to a 
increase in incoming flux, which in turns defines the colony growth. We see that this makes 
predictions hard to reach. It may be worth simplifying the problem.  
During colony growth, one can distinguish 3 phases. First, cells will be going through a short 
exponential phase (on the order of one day, but this depends on initial conditions), where 
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diffusion is sufficient to bring nutrients to all cells and allow all of them to grow at the same 
rate, similarly to what occurs in liquid cultures. Then, the colony will be big enough, so that 
as we have seen already, cells in the center may not have access to nutrients. In this phase, 
observations show that colony radius, a, will increase linearly with time for a few days. The 
third phase of growth happens when nutrients from gel are exhausted and the growth rate 
eventually lowers and stops (see studies such as [76]–[78]. 
 
In this case, to understand growth one has to take into account the amount of nutrients 
present in each place of the colony. To do this, one has to solve the diffusion equation: 
 
  
  
    
   
   
 
   
   
 
   
   
       
Eq. II.5 
where the time variation of local concentration depends on the diffusion coefficient D and the 
local gradients of concentration. The absorption rate, q(C), is added to account for nutrient 
absorption per unit volume of the colony. This equation is in itself not easy to solve, since its 
solution will depend on the geometries, boundary conditions and on the absorption rate 
changing with the nutrient concentration. 
In 1967, Pirt noticed that the linear increase of colony radius meant that only constant 
amount of cells near the colony boundary would participate in radius increase. Thus at 
colony boundary there should exist a steady state equilibrium gel concentration. In the 
center of the colony cells would stop dividing due to the depletion of nutrients in the gel 
reservoir below the colony. He experimentally derived a colony growth rate as  
 
  
  
                     Eq. II.6 
Where steady state colony radius a increases with time and is expressed as function of the 
initial gel concentration C0, minimum concentration allowing growth Cmin, maximum cell 
growth rate µmax and an empirical constant kp. With this equation, one can explain colony 
growth by experimentally fitting the constant kp, which will depend on the microorganism.  
 
Figure II.15: Radial growth of yeast colonies on a filter membrane. A colony of S. cerevisiae is grown on a 
porous membrane placed on top of an agar gel (YPD, 2% glucose = 111 mM). The radius of the colony, R, 
increases linearly with time at a rate of nearly 50μm/hr. 
 A closer analytical resolution [77] uses theory from flame propagation (nutrients are 
“burned” at colony edge) and shows that this equation is a first degree approximation of the 
analytical solution: 
 
  
  
                     Eq. II.7 
This equation introduces metabolic yield of the colony, Y, as well as the diffusion coefficient 
of nutrient in the gel, D. This volume yield is the amount of colony made per unit of nutrient 
consumed and assumes a two-dimensional colony with homogeneous thickness. Similarly to 
the case of chemostat, this yield is usually defined as Y=µ/q where µ is the division rate and 
q the uptake rate. Note that the above solution does not suppress the apparition of an 
empirical parameter, here     defined as a dimensionless velocity that will depend on the 
diffusion coefficient, nutrient concentration and the growth rate itself.  
In the case of an infinite planar biofilm, parameters evolve only in one dimension, and 
variations of nutrient concentrations and growth rate can then be solved on this direction 
only. Assuming diffusion is done only on the z-axis, and at a constant uptake rate, the 
diffusion equation simplifies to: 
 
  
  
    
   
   
    Eq. II.8 
In this case, a steady state solution is easy to compute, and concentration inside the assembly 
is: 
      
 
  
          Eq. II.9 
We can then assume that cells have no more glucose after a distance H, at which the gradient 
is also null. If we consider that cells divide at the rate µ as long as they have nutrients, the 
solution is similar to the previous ones and the outward growth rate   depends on the 
outward concentration C0: 
 
Figure II.16: Growth of a normal colony occurs at the 
edges: A. A yeast colony growth on Trypan blue, a dye 
that metabolically active cells can spit out. In this 
experiment only cells on the inside are stained, 
indicating a low metabolic activity. B. The fact that cells 
grow only on the edge of a colony produces a 
phenomenon termed genetic demixing, during which 
populations bearing different alleles (here fluorescent 
markers) segregate due to genetic drift occurring at the 
expanding boundary (reproduced from [72]. C is a 
reproduction of 1967 Pirt’s model, who explained colony 
constant radius increase with a constant number of 
dividing cells at the edge of colony, nutrients being 
depleted at colony center.  
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Eq. II.10 
Pérez et al. [79] studied the case of biofilm or flocks in this condition, and tried to propose a 
generalization of the problem assuming a Michaelis-Menten (Figure II.7) uptake capacities of 
cells instead of a constant absorption. For this, they propose a weighted average for zero 
order and first order solutions as a starting point for numerical resolution. Yet their solution 
again assumes full mixing outside the consuming colony or a fixed concentration at a given 
distance of colony, which is reasonable only in a well-mixed liquid, or a constantly renewed 
environment.  
A rapid estimation however suggests that the media depletion process is rapid: a typical 
uptake rate is of the order of 1 to 10 mol/m3 of cells/s. Given that nutrient concentrations are 
usually below the range of 0.1 mol/m3, this means that cells can deplete over 10 times their 
volume in one hour. The rare convective mixing events in microbes' environment such as soil 
(e.g. rain) are not likely to be enough to guaranty steady state concentration C0. This means 
that in nature cells are not likely to grow in a chemostat. Either they will be depleting their 
media quickly, or in the case of colony growth, most of them will experience a steep nutrient 
gradient. 
Colony growth limited by toxic metabolites 
The above-proposed models are obtained for colonies growing locally and limited by the 
availabilities of nutrients. Considering that yeast also produces toxic metabolites, such as 
ethanol, it has been proposed [80] to add a metabolite production to the general equation of 
diffusion. In the case of a linear front propagation at the surface of a constantly flushed 
media, Sams et al. [80] show that renewing media under the colony will create different front 
shapes. 
In this situation, we can write the growth rate at colony front: 
  
  
  
                  Eq. II.11 
 
Where the local concentration of yeast w is described using a decreasing function F (CM) of 
toxic metabolite concentration,   . The surface tension            is calculated over a band at 
the edge of colony, with a length scale  . The growth occurs in a direction normal to the edge 
following the unit vector n. The cells produce the metabolites that can diffuse through the 
agar gel. These models result in a local accumulation of metabolites at the edge of colony, 
similar to that of metal crystallization where impurities concentrate ahead of the crystallizing 
front.  
  
In a different experiment, Dervaux et al. [81] propose that colonies of bacillus subtilis could 
similarly be limited by the production of the toxic secondary metabolite ammonia. Because 
the problem is then instead limited by the ratio of producing cells (volume of the colony) to 
colony area (surface contact), this results instead in a linear growth rate of total cells number. 
In this case again, (outward) diffusion at the edge is predominant for growth determination.  
Including cell movement in models.  
In a liquid culture, Fortunato [82] suggested that movement of yeast could be due to  simple 
diffusion (not capable of self propelling), and adds a poisoning term due to the accumulation 
of toxic metabolites. His model however lead to colonies that would commit suicide due to 
metabolic waste accumulation, and thus life expectancy of colonies depended on the initial 
amount of food. The notion of cells diffusion as a motor of colony growth is nonetheless an 
interesting parameter that could be taken into account, even with colonies composed of non-
motile cells. 
 
Figure II.17: A model of yeast colony growth (C,D) with metabolite limiting growth matches the time lapse 
contouring from experiments (A, B): The experimental data represents hourly contours of a colony growing on 
top of a gel,  which composition is kept constant by flowing fresh media underneath. Colonies edge irregularities 
depend on nutrient concentrations (A: 1/16 YPD, B: ¼ YPD media). Sams et al. [80] propose (C, D) that this is 
mainly due to toxic metabolites accumulation at the edge and fit a model to this growth phenotype. 
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Inversely, in bacterial populations, cell movement is obviously an important shaper of 
colony growth. Ben Jacob, Matsushita and other groups [83]–[86] studied the phenomenon of 
non continuous, branching colonies that are produced by swarming bacteria on top of an 
agar gel. The fractal-like 2D colonies obtained are also well described by diffusion reaction 
problems. In this system, one has to introduce a term to account for bacterial movement. For 
instance, one can assume that bacteria will always try to swim towards less populated areas. 
This is taken into account by having bacteria creating a chemorepellant molecule (signal or 
toxic metabolite), and to respond to this flux with a chemotactic flux. This term can be taken 
in consideration using a bacterial diffusion term. In the bacteria diffusion, a non-linear term 
appears that takes into account yet another mechanism: the production of lubricating fluid. 
Other biological effects such as bacterial sporulation or death can be taken into consideration 
(in equation below with a sporulation rate s). For instance, in [87], the  system for the 2D 
model is: 
 
 
 
 
 
 
  
  
    
                                                          
  
  
                                    
  
  
     
                                                           
  
Eq. II.12 
The nutrients of concentration C have a constant diffusion rate DC and are consumed by the 
bacteria. The bacterial diffusion term varies with bacteria concentration (B) so that      
   
  with k a constant. Bacteria are produced depending on nutrient concentration and the 
yield Y and fstep is a step function that is null for bacteria concentrations under a threshold 
value, 1 otherwise. Bacteria can die/sporulate at a rate s and have a chemotactic flux     
      depending on the repellent concentration R. The repellent R will be produced 
depending on bacteria concentration and diffuse with the constant DR. 
 
Figure II.18: numerical simulations of swarming behaviors. Left: Simulations of swarming of a chiral 
morphotype of Bacillus subtilis colonies in various nutritive (peptone) and physical (agar) environment show a 
continuous variation of the colony phenotype, adapted from [151].  Right: These variations can be separated in 
several general types that are best modeled either with diffusion limited aggregation models (A), Eden like 
models (B), concentric rings (C), disc-like (D) or dense branching morphologies (E). Adapted from [152]. 
 Numerical simulations show good approximation of experimental 2D patterns, including 
fractal/non-fractal behavior of colony growth that depends on the quantity of available 
nutrient and the organism ability to move. Matsushita studied the effect of bacteria 
movement and initial concentrations, and showed that the colonies growth morphologies 
problem could be defined in a parameters space. Depending on the case, the varying typical 
features of the colonies are classified in groups. These models are usually 2D, but local 
thickness could be accounted for using local bacterial concentration. With these models, one 
can focus on the apparition of mutant sectors, were a mutation gives a fitness advantage to a 
grower on colony edge [87]. Note however that in most of these models, parameters are 
adimensionalized and thus real biological functions are not taken into consideration. 
Evolutionary games, metabolic tradeoffs 
In a classical colony, most of the biomass will be made during the linear phase of growth 
described before. This has several impacts on microbe ecology. One of them is that if only a 
few cells grow at the edge of the colony, genetic drift will happen in the small population 
constituting the bordering cells (Figure II.16). This is because all fluctuations of population 
composition at the side of the colony, where cells grow, will be propagated in later growth. 
Since drift is sensible to population size, the smaller the growth thickness is, the faster the 
demixing should be. These fluctuations will happen on top of fluctuations due to strain 
fitness. In free growth, strain fitness can be directly measured by deviation from the angular 
sector formed in growth [72]. 
In an experiment where yeast cells were forced to cooperate, Müller et al. [73] show that this 
genetic demixing can be countered by forced cooperation. In practice, this genetic demixing 
should favor cooperation alone. This is because cooperation in microbes is often local, and it 
thus has more chances to benefit close relatives. 
 
Figure II.19: Non-mixed population growth leads to 
different optimal phenotype: in this model: the red 
strain has a lower division rate, but a higher yield than 
the blue strain. In planktonic growth, this strain is 
usually outcompeted, but in the case of biofilm 
formation (cells are seeded at bottom of image) limited 
by nutrient diffusion, the “yield cluster” grows faster 
than “rate cluster”, since it will allow a deeper layer of 
cells, its kin, to grow. From [24] 
Another consequence of colony growth is that if one considers the average population at the 
border, motile cells will be growing  as if they were a chemostat [88]. This is true for bacteria 
colonies, where cells can try to stay at the edge. However, such idea does not hold for non-
motile cells, where individual cells will experience a strong nutrient gradient, as they get 
further away from the edge. 
Recent studies of competition and cooperation have used agent based modeling. The 
population can then be as complex as the user wants. An interesting example are the models 
of Nadell and Kreft [25], [89] which  show that in a non motile colony setup, an otherwise 
slower grower may have a fitness advantage over faster growers (Figure II.19). This differs 
from the case of liquid culture, were the fitness difference could be approximated to growth 
rate ratio. 
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These counter intuitive results stems from the typical nutrient exhaustion in inside of the 
colony. As mentioned above, only a small part of the colony, the edge most cells, will be 
receiving nutrients and thus grow. Given that faster growers have lower yields (Figure 
III.26); an increase in division speed is obtained only at the cost of a much higher uptake 
rate. This uptake rate is linked with the penetration depth of nutrients in the colony. This 
means that faster growers allow less cell layers to grow. In total, advantage is given to cells 
showing a slower growth, but high number of dividing cells, rather than faster growers 
allowing only small number of dividing cells.  
    
In the end, building a model of colony growth always consists in solving the diffusion 
equation, to which one may add absorption terms or other terms related to cell behavior. We 
see in the previous models that although the straight numerical calculation is possible, it may 
be limited by computer resources. The trick is then always to find simplifications from 
hypotheses made on the system. A classic simplification may be for instance to consider that 
colony grows in two dimensions only, with a fixed thickness. However, this does not solve 
the problem totally. To solve the equation, one needs boundary conditions that will allow the 
resolution of the successive integrations needed to obtain the concentration profile. One most 
needed boundary condition is the concentration at colony border, or a concentration value at 
a known distance from colony edge. Obtaining this concentration is not trivial, and this is 
where we see the full problem of colony growth. First, a strong hypothesis consists in 
assuming a full mixing in the outward media. We have already discussed that this is unlikely 
to be the case in real life examples, unless the cell assembly growths in a well stirred liquid 
environment.  
The case of growth on top of a solid surface is, in fact, quite the reverse from well mixed. In 
the gel, nutrient movements are assured only by diffusion. Thus, the concentration in the gel 
will depend on colony absorption. However, colony shape and growth also depend on 
nutrient concentration. As colony expends on the gel, nutrient gradient in the gel evolves as 
well. In Pirt’s assumption, the steady state growth of the colony meant a steady 
concentration pattern outside the colony. However, the real value of this concentration is 
hard to reach, and so is the link between growth and colony expansion. 
In the work described in the remaining part of this manuscript, I develop methods to try to 
overcome this problem with yeast colonies. The main part of my thesis builds on the 
intercalation of a filtration membrane between a gel and a colony. Through this membrane, 
nutrients and metabolites can freely diffuse, while the cells cannot cross the membrane. We 
then block the pores of membrane in selected places, in order to impose the area of nutrient 
uptake. This has two effects: first, the horizontal growth is stopped and then the colony starts 
to grow vertically. We thus decouple the lateral expansion of the colony and the nutrient 
gradients that are forming in the gel. A second effect of this membrane is that the uptake area 
is known and constant. We can then mathematically compute the total flux of nutrient 
entering the colony, which allows further analysis. In the second part, I describe a technique 
to allow precise measurement of colony tri-dimensional shape using a triangulation laser 
method. In the third and final part, I take the problem of colony growth in a different 
perspective and propose a microfluidic system that will have properties similar to growth on 
a colony front, with the advantage of being observable at the single cell level. 
                                                      
ii Volvox sp are green algae of the chlamydomonadales order, consisting in a spherical colonies 
composed of a few hundreds of cells. Those cells have flagella and are connected. The colonies are 
composed of a germinal and a soma line, meaning that only a few cells will divide. Volvox sp are a 
common organism to study multicellularity emergence. 
iii Clonal reproduction, with most of cells being genetically identical to each other, would allow this 
possibility. Since a genetic background more prone to cooperation would spread faster.  
iv In this case, both clonal background and group selection can be favorable. Much debate occur on this 
subject. 
v such as proteins from the extra cellular matrix or surface proteins of the cell wall  
vi Bet hedging describes the appearance of several different phenotypes in a population, usually clonal 
in the case of bacterial studies. Classical examples usually show that a small sub fraction of non 
growing cells in a population will resist the antibiotics (they are termed "persisters") and thus be able 
to restore a bacterial population after treatment. For a review, see [129].  
vii Ploidy defines the number of chromosomes copies an organism has. An haploid organism only has 
one copy of each chromosome, a diploid has two, a tetraploid as corn has four... This is linked to 
sexual reproduction, where organisms explore both haploid and diploid states.  
viii Respiration is the process by which the cells couple oxidative energy contained in oxygen to the 
energy contained in molecules to produce usable energy. It is usually done in specific compartment of 
the cells, in presence of oxygen. Fermentation, in the contrary, does not necessitate this oxygen input 
for the cell to break down molecules to produce usable energy. 
ix Sucrose is a sugar composed of two sugar molecules (glucose and fructose) linked covalently. Yeast 
cells are not capable of importing sucrose inside the cell. In order to be able to use sucrose and grow, 
yeasts need to produce the enzyme invertase. This enzyme is released in the media where it can 
hydrolyze sucrose into glucose and fructose, both of which can be imported back into the cells. 
Glucose and fructose produced by hydrolysis can diffuse in the media in every direction, including 
away from the cell. For low sucrose, this may lead to a low importable sugar concentration that cannot 
sustain growth. 
x The formation mechanisms are not perfectly understood, but it is thought to derive from the 
production of a lectin like membrane protein, FLO1. This protein would then be able to attach 
mannose residues present at other yeast surface. Other mechanisms could control flock formation, 
such as cell wall hydrophobicity or charge. 
xi Note that in a continuous case as presented here, the cell doubling time Td and the division rate µ 
are linked with a ln(2) factor:    
     
 
 
xii In an agent based model, each cell is modeled in turn in order to calculate the population behavior. 
 III. Setting up a confined zone for 
colony growth 
 
 
Lab strain of yeast colony growing on a patterned membrane 
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The idea of the present chapter is to explain how one can control nutrient uptake area of the 
colony. This will allow us to simplify the growth geometry and compare experiments and a 
simple mathematical description of the growth. Previous attempts to overcome this problem 
include bacterial printing [90] and cell trapping in gel [91], or between papers or membranes 
[92], or more commonly in microfluidic devices (see chapter V). In these methods, the 
growth of colony has an ever-increasing interface: in bacterial printing, the initial shape of 
the colony soon changes with growth. If one forces a colony to grow in a flat, two-
dimensional colony by sandwiching it between glass and PDMS (polydimethylsiloxane, 
polymer in which the system is molded) or agar, the radial growth is closer to Pirt’s 
hypothesis, but still a problem for proper derivation of the problem. Methods that trap the 
cells will force pressure accumulation in the colony while it grows. Microfluidics 
experiments usually monitor small population of cells, in which the user would rather try to 
avoid apparition of gradients inside the assembly and considers all cells as being in a similar 
environment. In definitive, study of cooperation and competition in populations of cells has 
recently been put to experiments using small local densities of cells in liquid cultures [36], 
[37]. Incorporating yeast cells in water in oil droplets [23] allowed the monitoring of small 
cell populations, but in this case again, environment was considered to be homogeneous. 
 
The technique I present below proposes to define selected areas of colony growth as a simple 
geometrical pattern. To technically manage this, one has to physically limit the access to the 
nutrients in some part of the colony and to let it grow freely otherwise. Cells such as yeast 
have the ability to grow directionally inside the agar if starving [62], and an obstacle on the 
gel surface cannot block colony growth (yeast grow under), and yeast eventually escape even 
if it can be embedded in agar [93]. We limit such invasion in the gel by growing colonies on 
top of a filtration membrane with small pores (0.22 µm) which is a technique commonly used 
to recover and count microbes after the filtration of a contaminated media [94]. Filter 
membranes will set a physical interface between cells and gel through which nutrients will 
freely diffuse, while cells will be blocked. Using contact printing / stamping of PDMS, we 
selectively block pores of the membrane in certain areas, thus blocking nutrient flux through 
the membrane in these patterned areas only. 
 
Figure III.1: examples of previous attempts to control colony growth. On the left is a figure reproduced from 
[93], where a glass slide  (thick bar) is partly embedded in agar gel to block Pseudomonas Fluorescens growth. 
Colony  is inoculated in point O, and grows until A and around the barrier. The reestablishment of a circular edge 
pleaded toward a border controlled colony growth. On the right are pictures Vibrio fisheri colonies that were 
stamped using an agar stamp. This colonies eventually grow and lose their shape (from [90]). The method was 
further developed by hacking a inkjet printer, allowing the deposition of multiple strains[153]. 
 1. Membrane preparation 
 
The membrane preparation is a simple stamping process technique accessible in principle in 
any lab equipped with a hotplate/oven (100°C). A detailed protocol was published in 
 
Figure III.2: Summary protocol to make a membrane: 1. Creation of negative stamp.1a. Negative stamp can be 
created by soft lithography methods, relying on the spin-coating of a thin layer of SU-8 photoresist and controlled 
reticulation via illumination by UV through a mask. 1b. Alternatively, drilling through a material such as 
aluminum of PVC can be done. In case pattern appears positive, a first inversion can be done using PDMS.1c. a 
silanisation step can be added to prevent degradation of negative in next step.2. Master stamp is then created by 
inverting negative using PDMS. 3. Liquid PDMS is spread on a surface manually (≈ 0.5 mm layer) and stamp is 
inked on it. 4. Membrane is then simply layered down on inverted inked stamp. It can be then carefully removed 
from stamp and cured, on a 110°C hotplate. Membrane can alternatively be cured on the stamp, leading to a 
closed chamber device handy for microfluidics usage. 
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“Methods in cell biology” (annex 3) were membranes were used to make a versatile system 
of patterned drug delivery for mammalian cells. The book chapter is attached at the end of 
this document. The protocol below summarizes the main important ideas. 
a. Mask design and printing 
In the lab, we have successfully printed any pattern above a 500-µm resolution. Resolution is 
limited by PDMS overflow before curing for the pattern in itself, as well as colony overflow 
during growth. For these reasons, smooth regular curves or long straight lines will be 
preferred to small angles, although these have also been successfully printed. We routinely 
designed our stamps using vector files editors such as Inkscape, or L-edit. 
Given the large geometries, we would usually print the soft lithography mask using a 
regular commercial printer capable of printing on transparent sheets. Commercial companies 
however propose high-resolution masks. European companies we regularly worked with are 
Selba (www.selba.ch) or Deltamask (www.deltamask.nl). 
b. Stamp fabrication 
  
Figure III.3: PDMS Paintbrush membrane drawing of 
the Chinese character 酒 (wine, alcohol). The membrane 
diameter is 25 mm.   
They are several ways to make a stamp. 
The main important point is that best 
printing where obtained with a 2 to 5 mm 
thick PDMS stamp. We choose PDMS since 
it offers both a good wetability to 
unreticulated PDMS, and because it is easy 
to clean and store. In practice, I have been 
able to prepare membranes using any 
stamping objects, or even using a small 
paintbrush to draw directly on membranes 
with PDMS (Figure III.3). Protocols also  
exist that propose patterning of paper with 
wax to make economic microfluidic 
devices [95]. Wax printing was not 
investigated during my thesis. It should 
work since it relies on wax hydrophobicity 
to guide water.  
Stamp can easily be made by micromachining for simpler circular patterns. For instance, 
regular discs that will be studied in this manuscript were obtained by simply drilling 
through poly (methyl methacrylate) (PMMA) with flat head drill bit. This resulted in a 1 mm 
deep hole that was molded into PDMS (mixing ratio 1:10 with curing agent, as in all this 
manuscript).  
  
The negative PDMS stamp was then treated by silane (Trichloro (1H, 1H, 2H, 2H-
perfluorooctyl) silane, Sigma Aldrich). After silanisation, PDMS was cast on the negative 
stamp and unmolded to create a positive. 
 
Figure III.5: Silanisation was performed by disposing 
negative stamp patterns up (3) in a bell jar (4), 
dispensing 2-3 drops of the silane (usually 
mercaptosilane) in a small beaker (2) using a plastic 
disposable pipette (1). Vacuum is then created by 
pumping a few minutes to an hour (depending on pump 
power). Pump (4) was then turned off and stamp was 
left to react with silane for an hour. Note that air in 
silane bottle was then replaced with argon gas in order 
to avoid silane reaction with air and thus extending its 
lifespan. 
For complex patterns, first I created a negative of the stamp on a silica wafer using soft-
lithography techniques. Soft lithography techniques we used are based on the reticulation by 
ultra-violet light of a chemical resist, SU-8. A detailed protocol will be described in 
chapter V. We mostly follow sellers’ protocol, available at (www.microchem.com/pdf/SU-
82000DataSheet2100and2150Ver5.pdf). The principle is as follow: the resist is deposited as 
layer of known thickness using spin-coating (deposition on a surface spinning at constant 
speed). We typically used a 100 µm minimum thickness of resist for stamp fabrication. This 
is usually obtained with SU-8 2100 spin-coated under 3000 rpm. During this step, it is 
important that development of unreticulated resist after insulation gives good results, and 
mostly depend on good insulationxiii. The resulting patterned wafer was then treated by 
silane in order to make it unreactive to further PDMS polymerization. This allows us to cast a 
new PDMS layer without it linking to the first cast. PDMS could then be cast on top to create 
stamp. 
 
Figure III.4: Stamp fabrication by micromachining: Left: disc patterns of several size were obtained by drilling 
through a PMMA sample (left). The modeled shape can then be replicated by inversion with PDMS (middle) and, 
after a silanisation step the stamp can be cast (right). On the right image, a squared pattern was obtained by 
milling through an aluminum block. In practice, the PMMA and metallic stamp can be used directly, but an 
inversion with PDMS will be preferred to achieve better precision. Scale: on the left image the biggest disc in 
10 mm in diameter, and the square on the right image is 2 x 2 mm.  
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Using any methods, the resulting PDMS stamp was a flexible, transparent stamp which 
wetability was optimal for liquid PDMS used for printing. Most efficient printing was 
obtained for stamp depth above 100 µm. 
c. Membrane stamping 
 
Figure III.6: Membranes patterning (see text) 
 
A. PDMS (I commonly used black PDMS, as it 
allows better visualization of the process) was 
first spread manually on a plastic 
film (1) using a plastic tube such as a 15 ml 
pipette tip (2). The homogeneity and thickness 
of the spread (3) is important for stamping. 
The stamp was then applied several times 
ensuring total wetting, and flipped upside 
down (4). In practice, less than a gram of 
PDMS (5) will be enough to perform proper 
stamping. B. A filtration membrane was then 
gently deposited in contact with the stamp, let 
sit a few seconds to ink then removed (C). 
D. It was then put on a hotplate (80-120°C) 
wet side up for a few minutes to an hour so 
that curing of PDMS was fast. Spacers (6) 
were often used to avoid PDMS sticking to the 
heating surface. Stamp could be wiped up 
with a paperxiv. The stamp could be reused 
indefinitely, and membranes were stored for 
extended periods in a dry, dust free 
environment. In principle, any type of 
filtration membrane can be patterned. I mostly 
used Isopore (Millipore), and sometimes 
Anodiscs (Whatman), which are respectively 
track-etched polycarbonate (paper perforated 
by high-speed ions) and aluminum oxide 
membranes (which are electro-chemically 
manufactured to form pores). Those offered 
high porosity and allowed good PDMS 
absorption and optimal cell growth. Note that 
in the case of membranes such as Isopore, 
physical flexibility helps to peal out the 
stamp, while brittle Anodiscs may break. 
Other substrates such as paper were 
successfully patterned, but ordinary paper 
was either too dense for diffusion to occur, or 
not enough so that cells would grow through 
it. 
 d. Resulting material analysis 
A scanning electron microscopy analysis of the resulting modified membrane shows an 
unchanged porous zone and a non-porous zone where PDMS has clogged pores (Figure 
III.7). The cured PDMS forms a thin layer (0 to 10 µm, depending on membrane porosity and 
quantity deposited). The PDMS usually penetrated inside the membrane. A 1.5 mm diameter 
disc stamp, as will be used later, visually gave a 1.7 mm ± 0.11 diameter printed pattern 
(n=16), not taking into account PDMS that diffused inside the membrane. According to cross 
section images of the membranes shown below, PDMS penetrates also sideways in the 
membranes, thus the real membrane diffusion zone is smaller than the one observed for the 
top. 
 
 
Figure III.7: Overview of membrane microstructure. A. A scanning electron microscopy image of the frontier 
between porous and non porous membrane shows a film of PDMS (dark) on top of image that clogs the pores of 
membrane. B. Profile of transition from flat membrane surface (right) to deposited PDMS is not abrupt, but will 
depend on experimental process. In our conditions, it did not affect growth or morphologies (measured with a 
Dektak stylus profiler).C. Horizontal sections of the membrane, as in schematic view on top. Transmitted light 
microscopy images of a transversal section of the membranes (2 images on top) patterned with black PDMS. 
PDMS enters only partially inside the membrane depending on heating conditions and PDMS quantities 
deposited. PDMS would however more easily be absorbed by Anodiscs membranes. Scale bars is 50 µm in all 3 
pictures.  
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e. Membranes for altered colony growth 
After sterilization by UV light, the membrane is placed on top of a nutritive gel. We have 
successfully grown different cells on top of it, including commonly used bacteria Escherichia 
coli and Bacillus subtilis. Cells are being fed by nutrients diffusion through unmodified parts 
of the membrane. Both faces of the membrane support microbial growth (Figure III.9), and 
the small PDMS excess on one side usually did not affect cell growth or shape. Cells growing 
on these patterned membranes respect the predesigned pattern for extended periods of time, 
but foraging types (filamentous fungi) and sticky cells (e.g. plants or wild type yeast) may 
overflow the initial pattern. Yeast wild type strains with complex colony morphologies and 
cell-cell adhesion spread on the surface for a few days, and then started vertical growth 
(Figure III.8). 
After colony has invaded its designated area, it grows vertically, depending on cell type and 
growth conditions. Escherichia coli bacterial colonies form a millimeter thick colony, while the 
most impressive feature of growth in these conditions is the high vertical expansion of yeast 
colonies. 
 
Cells needing a specific surface type or cells that do not grow well on a hydrophobic surface 
can be grown on coated membranes. For instance, a collagen coating allows mammalian cells 
culture in liquid environment. MDCK cells (Madin Darby canine kidney) were successfully 
cultured on top of membranes. Those grew better on the non-patterned side of the 
membrane. 
One may want to avoid direct contact with the membrane. In order to do this, I grew yeast 
cells on top of a very thin layer of agar that was used to sandwich membrane deposited on 
 
Figure III.8: possible patterns and organisms for patterned membranes. Top, S. cerevisiae lab strains colonies 
grown on  (A) a square, (B) a line (inoculated on the left of image), (A) squared network (inoculated in middle, 
right link was blocked). D. A triangular lattice of small non porous areas led to hexagonal colony growth. Bottom: 
different organisms grown on a 1.5 mm or 1 mm disc pattern. E. Wild type S. cerevisiae with complex colony 
morphologies led to a first radial increase (cap on top) and a then regular vertical growth. F. Filamentous fungi 
initially forage for food, and usually escape due to spore formation. Growth is however maximal on top of the 
pattern G. E. coli lab strains display a much higher thickness than in classical growth conditions, but eventually 
stops its vertical growth. H. Arabidopsis thaliana plant cells, when grown from unicellular state, form a sticky 
aggregate very similar to common growth on agar plates. Scale bars: 2 mm. 
 top of the nutritive gel. Colonies grown on these conditions behaved less vertically but still 
with high aspect ratio (Figure III.9). The same thing was observed when I added a second, 
unmodified membrane on top of the patterned one. This could be attributed to lateral 
diffusion in the thin layer moist layer between the pattern and the colony. 
 
In the general case, patterns are usually well preserved by colony growth. This allowed the 
side-by-side growth of several strains/species without mixing. The inoculation is robust, and 
growth does not depend on cell state or concentration upon inoculation.  
In the Figure III.10, for instance, two different strains were inoculated on the membrane, air 
dried and frozen at -80°C for a week. I then simply put the membrane on top of a fresh gel to 
unfreeze it. This led to well-separated colonies of initial strain deposited. 
 
Figure III.9: contact between colony and membrane: A. Classical way of using membrane: the patterned side is 
disposed face up when the membrane is deposited on top of gel. This leads to sharp geometrical colonies. B. 
When putting PDMS side in face down instead, we observe no significant difference. Air bubbles sometimes 
appear under the membrane that may result from incomplete contact with gel due to irregular membrane surface. 
C. When adding a small layer of gel on top of membrane, the colony keeps its upward growth, but some growth 
appears at its bottom that is horizontal (red arrows). D. The same phenomenon is observed when a second 
membrane is added on top of the first one, indicating that this overflow may stem from diffusion in the thin layer 
between patterned membrane and the colony. Further experiments where performed in case one. Scale bar: 2 mm.    
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Figure III.10: freezing membrane and recovery. Two wild type strains are inoculated in an array of 1 mm disc 
patterns. After freezing for a week at -80°C, the membrane can be used by just placing it in contact with a 
nutritive gel. This results in pillars growing normally. Shown here is a picture taken from the top, where 
fluorescent channels (GFP, CFP) and bright field are overlapped. 
 
 2. Growth of yeast cylinders 
 
Figure III.11: ideal case of a cylindrical colony 
Among all the patterns that can be achieved, 
the disc has particularly interesting features. 
Growth of colonies on a small disc pattern led 
to the formation of a highly reproducible, 
steady state, vertically growing colony. The 
enormous advantage of such a system is that 
no horizontal growth exists. This means that 
the contact area between the colony and the 
gel is kept constant. When growing a single 
isolated colony in the center of a Petri dish, 
the growth problem becomes an axisymetrical 
problem, which should make analysis easier. 
Finally, given that the radius is constant with 
time, the volume of the colony can be 
measured by simply reporting its height. This 
means growth rate can be accessed easily. 
Thus, for the further analysis, I will focus on 
the axisymetrical case of a single yeast 
cylinder growing in the center of a 5.5 cm in 
diameter Petri dish. Experiments are done 
with 15 ml of gel, thus a 6.3 mm thickness. 
Interestingly, Saccharomyces cerevisiae yeast colonies have already been shown to display 
similar morphologies of rising stalks, when cultured after ultraviolet irradiation of a dish 
culture (Figure III.12). This phenomenon was reproduced with several species including 
bacteria. This pleads for a physical origin of the phenomenon, and physical confinement due 
to bordering dead cells was a proposed mechanism. Daniels et al. [96] got the pathogen 
Candida Albicans to form similar fingers when grown in specific conditions (20% CO2 
atmosphere), although their colonies had bigger sizes. Note that this last yeast specie is well 
known to form fluffy colonies with presence of hyphal or pseudo hyphal growth, and that 
filamentous growth is linked with virulence of the strain [97]. Such structures are part of 
switching phenotypes. In this case, cylindrical growth could be argued to be a biologically 
driven phenomenon.    
In our case, growth of the cylinders would be linear for several days (Figure III.14, Figure 
III.21) and up to months when the gel was kept in a sealed atmosphere that prevented it 
from drying. In one experiment, it eventually reached 2.5 cm after 2 month of growth.  
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To follow the growth of cylindrical colonies, I compared them to a Teflon scale cylinder of set 
dimensions using photographs taken at a 45° angle. Pictures were taken with a Canon EOS 
400D camera mounted with a 32 mm macro extension ring (Figure III.13). I added a 
manually made diaphragm consisting in a 2 mm hole in a black plastic sheet to increase 
depth of field. 
 
In order to follow colony growth for extended period, Petri dish position was set at 
beginning of experiment reproduced for each time point. Petri dishes were grown upside 
down in a static 30°C incubator to avoid pillars from buckling and condensation drops from 
falling on the colony. They were taken out of incubator and positioned for picture every 
other day. Analysis was performed using ImageJ by positioning 11 key points, and colony 
dimensions calculated assuming the colony to be a truncated conexv on the same plane as the 
scale. This lead to a 4 % variation for one measure (h=3.1 mm, n=18). 
  
 
 
   
  
 
      
 
  
 
Figure III.13: Principle of measurement. A. Pictures were taken with colony upside down, lid off, using an EOS 
400D camera. B. Eleven key points are taken manually from image. Assuming no optical aberrations and the 
colony being the shape of a truncated cone, the height of the colony can be written as:  
 
 
Figure III.12: a few cylinders like structures from the literature. A-E: stalk like structures from [154] obtained by 
shining ultraviolet light on dense lawn of cells. The phenomenon is reproduced with different microorganisms, 
including Saccharomyces cerevisiae (A), Schizosaccharomyces pombe (B), Candida Albicans (C), and Escherichia Coli 
(D,E). F. In another paper, Daniels et al. [96] report bigger cylindrical structures formed by Candida Albicans 
when cultured in 20% CO2 at 37°C.   
 A similar setup was built to fit in an incubator and allow monitoring by a computer 
controlled camera (Pixelink). This allowed tracking of a single colony growth at a much 
higher sampling timexvi.  
Steady state growth was reached quickly (under 48h) for small values of cylinder height. The 
steady state growth suggests that the number of cells dividing in the colony, N, remains 
constant, thus resembling Pirt’s model of free colony growthxvii.  
In the case of a constant number of cell layers, N, dividing at the bottom of the pillar, one 
could write the growth rate of total cylinder height, h, using the average division rate of 
active cells,  . Assuming no radial growth, the growth rate   would be equal to volume 
variation of the colony so that: 
    
  
  
  
  
  
      Eq. III.1 
We can mathematically approximate the number of growing cell layers. The observed 
experimental growth rate is around 20µm/h for a 1.5 mm diameter colony on 2% glucose 
(synthetic complete, SC, media). Assuming a minimum cell division time of around 90 
minutes, this would make a minimum number of dividing cells layers to be around 6-8 cells. 
This depending on cell diameter, the height H on which colony is growing would be around 
50 µm. This value is a minimal value, since we used the minimal division time of cells. Cells 
are also unlikely to be all dividing at the same rate. We can imagine that growth rate will 
lower down to zero, as cells get closer to H. Thus in reality H should be bigger than the 
calculated one.  
Since H is small compared to the total pillar height, the cylinder will be mostly constituted of 
starving cells. We have seen that in poor nutritive conditions colonies could be constituted of 
cells with distinct phenotypes, and even present signs of  autophagy [35]. In our framework, 
we hypothesized these effects not to influence the overall colony growth rate since it would 
occur at the top of the cylinder and likely result in only small volume changes.  
Before any further analysis, it is worth checking whether cell division is indeed occurring at 
the bottom of the pillar. The following paragraph regroups a few approaches that were tried, 
and will aim at answering those questions by observing the cells under the microscope. 
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Figure III.14: Cylinders exhibit a linear growth, probably resulting from constant cell growth at the bottom. 
A. Time lapse imaging of pillar growth shows that pillar exhibits linear growth rate. After 200h, cylinder top here 
shows signs of drying. This is due to the imaging being done here with no lead on dish, and was observed only in 
later phase (~350h) for classical growth experiment. B. We propose that the steady growth results from a constant 
number of cells at the bottom of the colony (closer to nutrient source) that would be dividing. C. This assumption 
is similar to Pirt’s hypothesis in which a constant number of cells grow at colony edge. In our case however, all 
growing cells participate in growth, while in free growth some cells should participate in thickness growth.  
 3. Cells divide close to colony gel interface 
Direct sampling shows bottom cells are in better conditions at pillar bottom  
In order to verify that colony indeed grows from a few layers of bottom cells, I look at cells 
directly from the pillar. This can be done by sampling the cells with a capillary tip in order to 
observe them under a microscope. 
Bud index is the amount of cells that are observed with a bud, and is usually used as an 
indicator of cell division. It was determined for different cell fractions. Typical values 
obtained were 10 to 30% budded cells at the bottom of the pillar, and less than 10% for cells 
at the top, while liquid culture value for quickly growing cells is usually around 60%.  Those 
values would vary depending on the sample, but bud index in bottom cells was always 
higher than top cells. Similarly, I also performed viability count (Figure III.15) by plating 
cells after sampling and counting the number of colony that formed. We find that around 
half the cells at the top are dead, while most cells at the bottom are viable. 
 
In finer observations, cells could be sampled at different height in the pillars, but also both at 
the core and at the edge of cylinder. Cells close to the top of the pillar displayed the 
physiology of starved, unreplicative cells (large vacuoles or buds, similar to cells in old 
colonies [35]). Some were fluorescent in every fluorescent channels, indicating that they may 
be deadxviii: around 20% of observed edge or top cells, almost zero for cells in the core bottom 
of the colony. In accordance with our hypothesis, this suggests that colonies are growing 
from the bottom, and surrounded by a layer of starving cells. Surprisingly, even at the 
bottom, cells from the border displayed the phenotype of starving cells. 
 
Figure III.15: Cell sampling in the pillar: cells were sampled using a glass tip and mounted under an agar gel 
containing phosphate buffer saline solution and 1% agar. Cells at the top of the pillar are big, with important 
vacuoles, and rarely budded. Cells at the bottom have a phenotype closer to exponentially growing cells in 
planktonic cultures, although with a bud index of around 10-30%. On the right is the result of a viability assay 
that was performed by sampling cells, counting them using a Coulter counter, and plating 200-700 cells to count 
colony forming units. The experiment was done with pillars grown on two different media, rich (YPD) and 
synthetic (SC) media. This shows that half of cells at the top are still viable, while almost all cells at the bottom 
are viable. Error bars are standard deviation from 3 plating experiments.  
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Note that the size and shape of cells would vary with observation method: to put cells under 
the microscope, cells need to be suspended in a solution, or would otherwise dry quickly. 
However, a brutal environment change is likely to affect cell morphology. For instance, a 
change in extracellular osmolarity can affect cell volume at the second scale [98]. A hypo-
osmotic shock is then also likely to be able to inflate and explode weak cells. I tried 
observation under both phosphate buffer salinexix, in the original culture media without 
glucose, or under an agar padxx. The quantitative cells morphologies were different 
depending on the method. However, qualitative differences between top and bottom cells 
were always conserved: bottom cells were usually closer to an exponential phase phenotype 
than top cells. 
Cryosectionning reveals an external crust. 
Further investigation was done by freezing colonies in liquid nitrogen and embedding them 
into a matrixxxi . Colonies were then sliced using a cryotome.  
We observed the existence of a crust of cells all around the pillar (Figure II.16). This crust 
was thinner at pillar bottom, and reached 100-200 µm at colony top. Such crust had been 
observed for stalk like structures of yeast and for classical yeast colonies [99]. The size of the 
layer typically matches the observed layer of fluorescent yeast in young colonies, and the 
layer observed in old colonies [35], [100]. 
Figure III.16 (next page): Observation of pillars  sectioned in a cryostat reveals a outward crust: A and B. 
Longitudinal cross section of pillars growing on a 1.5  mm diameter disc  reveals the presence of a crust of a few 
hundred microns at the outside of the pillar. Holes present in image A are cryofractures due to slicing.  C. Zoom 
on this layer shows that it is made of cells of various shapes and texture. D. Observation in fluorescent channels 
(here CFP) shows that the cells in this layer are deeply fluorescent, indicating that they may be dead cells. E. This 
cell crust is getting thinner at the bottom of the pillar. This suggests a maturation process. Physical constraints 
such as simple cell drying are likely at the origin of the crust, but it could alternatively result from cell metabolism 
shift upon starvation. F. This crust is similar to the one observed by Engelberg in yeast stalk like structures, 
although a third layer was observed in the stalk study. It may be that the age of the observed pillars or the 
nutrient poor conditions of growth resulted in the apparition of this layer. Figure F reproduced from [99]. In this 
paper, similar crust is also observed for classical colonies. 
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Scanning electron microscope shows only small to no variations between top and bottom 
external cells. 
The outmost layer of cells was also observed directly with an environmental scanning 
electron microscope. This allowed the mounting and imaging of fresh colonies without any 
fixation preparationsxxii. An external view of the pillar showed neither particular cell 
morphology nor extracellular matrix on the side. Cells in contact with the membrane were 
less definedxxiii (Figure III.17).  
 
Pillar smearing shows a gradient of cells dividing from the bottom. 
The presence of the above described crust is a problem for observation of cell growth in the 
pillar. Indeed, a direct observation of cells inside the cylinders by confocal microscopy is 
difficult due to light scattering by the cells. Our trials lead to a maximal depth of 3 layers 
with a 2 photon microscope, and 4 layers with a spinning disc microscope, similar to depth 
claimed by other groups[71], [101]. This meant that only a small proportion (outmost 20 µm) 
of the pillar was accessible to us, and that the core of the colony, composed of cells that are 
not part of this crust and closest to nutriment source was not observable like this. 
Transparent membranes exist that allow microscope observation through the membrane, 
from below the colony (Cyclopore from Whatman). This yielded 2-3 cell layers observation 
depth. If we assume gradients to be on the same order of magnitude than Wimpenny and 
Coombs (1983) observations on oxygen, where the gradient is on the order of 10-100 µm, and 
if we remember the minimal 6-8 layers of cells needed to explain pillar growth rate,  2-3 cells 
depth are likely not sufficient. 
In order to observe cell state within the assembly, we used a strain kindly given by John 
Koshwanez from the Murray Lab (Harvard University) that is constitutively expressing CFP 
and that has MYO1 protein tagged with a citrine fluorescent protein. MYO1 is dispersed in 
cytoplasm during cell cycle, but will localize at budneck during cell division. Confocal 
images of the first layer of cells allowed us to count dividing cells. 
 
Figure III.17: environmental scanning electron microscopy of the pillar. Looking from the top of the pillar. Cells 
at the edge of pillar look normal with no embedment inside an extracellular matrix. On the right picture, cells in 
contact with membrane are less distinct than cells from the side. This could be due to presence of an embedding 
media outside the cells or to an artifact due to sample preparation. 
  
Figure III.18 
Another way to approach this gradient region would be to cut 
through the pillar for observation. A regular slicing with a 
scalpel is ruled out due to the nature of the colony texture, 
resembling that of tooth paste. The method presented above 
diminished fluorescent signal in the preparation (freezing?) 
process. In this case, budnecks could not be clearly observed 
after sample preparation. We thus chose to keep the general 
organization of a pillar by simply tilting it on a coverslip and 
smear into a thin layer of cells. 
The sample was then covered with low melt agar at a 38-40°C 
temperature, allowing a rapid gelling without overheating the 
cells. I waited 1 hour for fluorescent proteins to properly fold  
since they could not fold properly in the anoxic colony core (Figure III.19). Resulting 
preparation could then be observed under a spinning disc microscope. 
 
As expected (Figure III.20), we observed MYO1 markers only at the bottom part of the 
cylinder. The nature of the smeared preparation does not allow us to be quantitative with 
respect to the thickness of dividing cells. It however suggests that the fraction of dividing 
cells close to the predicted 100 µm. This matches previous gradient sizes observed in slices of 
colonies for a few genes such as ATO1 ammonium exporter, as shown in introduction [35], 
[71]. 
 
Figure III.19: anoxic colony core impedes maturation of fluorescent proteins. Left: Fluorescent images of top 
and bottom view of a two days old fluorescent colony that was inoculated with two strains constitutively 
expressing fluorescent proteins. The bottom view shows that fluorescence cannot be observed at colony core, 
while it is present at colony border. Right: fluorescence can be recovered after some time. The  top images are 
microscope images of a smeared pillar in which the fluorescence between crust and core cells is sharp 10 minutes 
after preparation, but gets smaller with time. Bottom graph is the quantification of this fluorescence for the 4 
images as a function of image position from bottom to top of images. 
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These various experiment are in accordance with a colony growing from the bottom. An 
outer crust is present on the colony. It may simply result from drying, but can also have a 
biological role. From the last observations, we can deduce that yeast growth layer may vary 
between 50 to 200 µm. This matches the typical length scale of previous gradient observed 
for other genes. The proportion of budded cells in this last experiment decreases with 
distance to source, presenting a tail distribution. This can be due to a distribution of nutrient 
concentrations from bottom. Cells carried away from source may also result in this 
phenomenon. To go further, we will want to have an idea about what is the amount of 
nutrients getting into the colony.  
 
 
Figure III.20: spinning disc microscope observations of a smeared pillar. I used a strain bearing a constitutively 
expressed blue fluorescent protein marker and a yellow fluorescent protein fused to MYO1 protein, a protein that 
will localize at budneck when division occurs. Left:  stitched images from the bottom and the top of pillar show 
the presence of multiplicative cells at the pillar bottom (see the budnecks pointed by arrows in the zoom A), while 
only rare budnecks could be observed at the top of the pillar. The top of the pillar was however rich with cells 
fluorescent in every channel, likely dead. A count of cells displaying yellow dots at budneck is displayed above 
for one pillar and shows that only the first cell layers are marked. The smearing may have altered the real 
positioning of cells, and renormalization should be done. In particular, the smearing resulted in a elongation of 
the pillar in the vertical axis, for which a proportional renormalized axis is shown. 
 4. Approximation of the steady state flux 
We have a colony growing from the bottom and a steady state growth rate that is reached 
rapidly and stable for a long time. This is a great advantage to build a model of cylindrical 
colony growth. In particular, the net nutrient flux that the colony sees, I, is hard to describe 
in free growth, because a) this value depends on contact area and varies in time  b) colony 
radius of a free colony is soon big compared to gel depth and the nutrient cannot be 
considered as big compared to colony. On the contrary, in our setup simple assumptions can 
be made that will allow us to estimate the flux. At first approximation a) contact area is 
constant; b) colony radius is small compared to gel depth and volume and c) growth is done 
at steady state.  
We can obtain the maximum flux entering the colony by assuming that colony absorption is 
high (in fact, infinite). In this condition colony is close to a fully absorbing disc on top of a 
semi infinite volume. To know what this flux is, we need to solve: 
 
  
  
    
   
   
 
   
   
 
   
   
                 
Eq. III.2 
this is the  diffusion law. C is the concentration of the nutrient we are interested in. x, y, z, t 
are the space and time coordinates. In our case, we are looking at the diffusion of soluble 
nutrients in water, at a rather small relative concentration compared to water, and the 
diffusion coefficient can hence be considered constant with the nutrient concentration. 
Another assumption we will make here is that the diffusion coefficient is constant with time, 
which could be untrue if the physics of the gel was changing during the course of the 
experiment for example with excessive drying. The solution of this equation is known. See, 
for example [102]–[105]. The resolution is briefly explained below. 
Because of the axisymetrical nature of the problem, and since we are looking at steady state 
solution, the diffusion equation is better written as: 
  
   
   
 
 
 
  
  
 
   
   
    
Eq. III.3 
Where C depends on the cylindrical coordinates (radius r, and the vertical height z). 
We can assume that the solution is a product of two single variable functions R(r) and Z(z) 
so that C(r,z)=R(r)Z(z). This makes the equation become: 
 
 
 
   
   
 
 
  
  
  
 
 
 
   
   
   Eq. III.4 
Where the two parts of the equation depend only on the r or z variable, respectively. This can 
only be true if both their values are constants: 
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Eq. III.5 
Where   is a constant. We can start by solving on z: 
 
 
 
   
   
   Eq. III.6 
We want a non periodic solution of the equation, so we define                        
       
        
   
Eq. III.7 
With A and B two constants. We want a non divergent solution for z=∞, thus    =0, and:   
       
    
Eq. III.8 
Now, the radial part of the equation. It can be written: 
 
   
   
 
 
 
  
  
       Eq. III.9 
If we define x=kr, it becomes: 
 
   
   
 
 
 
  
  
     Eq. III.10 
This is a specific Bessel function, a well known mathematical object often found for 
axisymetrical problem in physics, and the solution is: 
  
               
       
     
    
 
 
 
 
  
 
   
  
Eq. III.11 
Thus, by defining the constant A(k)=B(k) A-z ,the concentration for one spatial mode k can be 
written: 
                    
    
Eq. III.12 
 Thus the overall solution of the equation that integrates all k modes is: 
                     
     
 
   
 
Eq. III.13 
The boundary conditions are: 
 
 
 
 
 
 
               
                          
         
  
  
                   
  
Eq. III.14 
where a is the radius of the perfectly absorbing disc. The case of a non perfectly absorbing 
disc will be discussed later. 
The above solution was done up to a constant, and these conditions gives us this constant, 
C0, so that: 
                       
     
 
   
 
Eq. III.15 
In z=0, we can define two cases: 
 
 
 
 
 
                            
 
   
                            
 
   
  
Eq. III.16 
This system puts conditions on A(k), which can be proven to be: 
       
 
 
   
       
  
 Eq. III.17 
Thus, we can write the concentration  
             
  
 
 
       
  
       
    
 
 
  
Eq. III.18 
This can be rewritten: 
             
 
 
      
  
                       
   
Eq. III.19 
Now that we have the concentration, we can calculate the flux at z=0, which is  
           Eq. III.20 
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the derivative of the concentration at this point. Thus, the total flux I going through the 
absorbing area is the integral of flux under this area. In z=0, this flux can be written: 
    
    
 
 
    
 
 
                   
       
 
      
        Eq. III.21 
This means that the radial component is null (c   π     ) and thus the total flux I is: 
     
    
 
      
 
      
 
 
       
    
 
           
 
 
 
Eq. III.22 
This leads to the simple solution: 
         Eq. III.23 
The flux I is by definition the maximum flux that can enter the colony given that we assume 
an infinite media and a fully absorbing colony. A rapid calculation would give: 
  
           
 
            
            
                 
Eq. III.24 
Where C0 is the concentration of glucose at 2% m/v. We can compare this value to the 
absorption of cells. At high glucose concentration, cells would absorb in the range of 1 to 10 
mol/s/m3. If we assume 8 layers of cells to grow, that makes the equivalent colony volume to 
be 
                     
                     
Eq. III.25 
This makes an absorption rate of 0.7 to 7.10-10mol/s, which is comparable to the maximum 
flux the gel can deliver. 
In a 5.5 cm Petri dish, with the experimental gel volume of 15 ml, we can also calculate that 
at most 14.5% of the total glucose can be absorbed by the colony after 14 days of growth. 
Thus, nutrient reservoir is sufficiently big compared to incoming flux, and can be 
approximated as infinite for the typical experimental times (this goes along with the 
observed steady state). 
In this condition, the vertical growth rate, γ, can be approximated using the volume 
metabolic yield Y (the amount of colony volume made per unit of nutrient absorbed) as:  
   
   
   
  
 
 
   
 
 
   Eq. III.26 
One straight forward way to check this result is to vary the colony radius, a, since we can 
easily pattern different discs on the membranes. The results of such experiment are shown 
 on in Figure III.21, where we indeed observe that growth rate is inversely proportional to 
colony radius. 
 
The bigger the radius, the bigger the maximal flux the colony can uptake. We can calculate 
this flux and compare it to the initial amount of nutrients in gel (F0). It is easy to show that 
the proportion of total food consumed Fcons/F0 is: 
 
     
  
 
      
    
 
Eq. III.27 
where Vgel is the volume of the gel and t the time from inoculation. Note that this does not 
depend on initial concentration, since flux is proportional to this concentration. From this, 
we can calculate the proportion of food left in the gel, or the time to deletion of half the initial 
nutrient source. 
 
For big enough radius (>4.5 mm) gel volume may be small compared to the flux the colony is 
capable to uptake, and gel thickness (<6.3mm) is smaller than colony diameter. It is therefore 
 
Figure III.22: variation of colony shape with diameter. Side view pictures of 1 week old colonies of different 
diameters. From left to right, diameter is 1, 2, 3, 5, 7 and 9 mm. For diameters larger than 2 mm, the colony is not a 
cylinder and presents a lower growth in its center. 
 
Figure III.21: Colony growth rate varies with diameter. Left: linear growth obtained for colonies growing on 1.5, 
3, 5 and 9 mm diameter disc. One can obtain the growth rate of colony by a simple fit. On the right, we see that, 
according to our predictions, this linear rate is proportional to inverse radius of colony.  
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likely that colony growth is not happening in a steady state. This suggests that the growth 
rate drop observed for low values of 1/a (high values of a) in Figure III.21 may be due to 
nutrients depletion in the gel. 
Note that the dependency of growth rate with inverse radius is best described as an affine 
function, thus introducing a constant growth for infinite radius. This was not expected in  
our analytical predictions. In order to understand this is, we must look at the shape of 
colonies shown in Figure III.22. We see that for big diameters, colony is not shaped like a 
cylinder. It has a lower part in its center. Given our measurement method, the colony height 
that is taken into account is not the average height, but rather the maximal height of the 
colony. This maximum is found at the edges of colonies. Thus, the volume estimations are 
necessarily overestimated. 
 
This lower part comes from the fact that the flux is not homogeneously distributed on the 
contact disk between colony and gel. In fact, the flux entering the colony is higher at the edge 
of colonies, where nutrients can also come from the side. This leads to colony growing faster 
at the edge than at its center. This phenomenon appears for radius over 1.5 mm and is 
averaged out for smaller colonies.  
In analytical resolution, this flux at the very edge of the colony is infinite and divergent. We 
can however integrate this flux between r=a-Rp and r=a, where Rp is a value between 0 and 
a. This is for instance the typical border size around the colony. This gives the average flux 
that was received by the colony on the outward ring of thickness Rp. The previous analysis 
predicts that flux on this ring should be as follow: 
                   Eq. III.28 
 
Figure III.23: Big colonies can deplete the gel in a few days. On the left, we can see the proportion of nutrient 
that would be left in the gel provided the colony absorbs at a constant maximal rate as a function of time. I 
represented here this linear decrease for different diameters, respectively 1 mm, 1.5 mm, 3 mm, 6 mm and 9 mm 
from top (purple) to bottom (light blue) for a 15 ml gel. We have seen that the bigger the diameter, the faster the 
reservoir depletion. Thus the gel is depleted within 15 days for 9 mm diameters.  For small diameters,  we verify 
that colonies will grow for extended periods. The second graph shows the amount of time in days that would be 
needed to deplete the gel at this rate depending on colony radius. For radius under 2 mm, 15 days (the length of a 
typical experiment) is a short time regarding to depletion, and hence explains why colonies maintain a steady 
growth rate. 
 Said otherwise, the growth rate on the outside ring of thickness Rp should then read: 
   
  
           
 
 
 
 
 
    
 
          
 
Eq. III.29 
Assuming other parameters are not varying otherwise, the predicted growth rate of the outer 
ring can then be compared to the analytical growth rate obtain for full volume (Figure 
III.24).  
 
Since we measure it on the side, growth rate variation with 1/a should then not be truly 
linear. The plot of this new prediction suggests that a linear fit for small diameters would 
lead to an affine fit, as observed in experimental values. Our experimental values show an 
origin that is around 30% of the value observed for 1/a=2 mm. If the fit is done between 
1/a=2 mm and 1/a=0.4 mm, our experimental bias would mean a Rp around only 2-10 µm. 
This is quite far from the ~1 mm border we experimentally observe in colonies (we see a 
lower center only for radius above 1 mm). This means that there should be some other 
mechanism to explain this variation. A closer look at the real colony volume may be a 
direction to take, as will be tried in chapter 4. 
 
 
Figure III.24: Growth at the edge should be larger than at the center. Analytically predicted growth rate is 
drawn versus 1/a for different values of Rp, respectively 1, 0.5, 0.25, 0.125 mm leading to increased predicted 
growth rate. All curves eventually converge to a null steady state growth rate for infinite a, but a linear fit for 
small values of a would lead to a deviation from this zero origin.  
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5. Setting a numerical simulation of the problem 
Parameters and equation system 
At this point of the analytical analysis, it is worth making a pause and considering our 
hypothesis further. The main idea is that we have defined the colony as a fully absorbing 
disc, in an infinite media. In reality, the colony is a much more complex nutrient absorber. 
We have seen that an analytical solution using a Michaelis-Menten like absorption is difficult 
because of the non linearity of the resulting equations. In parallel to analytical model, I thus 
implemented a numerical model using COMSOL multiphysics, which would take into 
account more details of the biology of the growth. This model is based on solving the 
diffusion equation with absorption on a triangular lattice, which is: 
 
 
 
 
 
 
 
 
  
  
          
                      
                                  
           
  
  
 
 
   
                   
  
Eq. III.30 
The first equation is the diffusion equation depicted before, where   is the Laplacian 
differencial operator. An absorption function, q(C) has been added to the equation to 
describe the space on top of the membrane. The diffusion coefficient can now vary 
depending on whether the nutrient is in the gel (as previously) or in the colony (second line). 
The function q(C) will follow data from literature (third line in equation, and Figure III.26) 
and is null in the gel, where no glucose degradation take place. In the last equation, we will 
compute the volume increase in the colony by averaging the integrated division rate µ over 
the whole pillar. This division rate will vary with the local concentration C(r,z,t) following  
experimental observations from literature. 
 
Figure III.25: glucose is the limiting nutrient: this 
graph represents the experimentally observed growth 
rate, γ, as a function of the glucose concentration C0 
(logarithmic scale). Colonies were grown on yeast 
extract and peptone media at different concentrations 
as coded by the colors. YP denotes 2% m/v peptone 
and 1% m/v yeast extract. An increase in this rich 
media did not yield a higher growth rate, and 
surprisingly even slightly diminished it for 2X 
concentration. We will thus consider that in our case 
glucose in the limiting nutrient. 
Since nitrogen increase does not lead to increase in height (Figure III.25), we assumed 
glucose to be the limiting nutrient, and parameters were taken from literature of planktonic 
growth alternatively from 2 different sources. One is a source obtained by classical radio 
labeled glucose uptake assays [106], where yeast cells are pregrown in 5 mM or 100 mM 
glucose solutions, rinsed and put in contact with the radio labeled solution. After 5 seconds 
 incubation, cells are then quenched with -5°C salted mixture containing 500 mM glucose, 
and subsequent detection can take place. I chose to keep the 2 values of Vmax and Km 
extracted from a Michaelis-Menten type of uptake observed in this article. Note that this 
could be a problem in practice since Vmax and Km values are varying with glucose 
concentration.  
 
The second data comes from measures of residual glucose present in batch cultures [52]. In 
this assay, cells are grown in batch cultures with different glucose concentrations. Cell 
concentrationxxiv and glucose concentration are measured, and uptake rate is deduced from 
the difference between two consecutive measures, assuming the cell population growth is 
exponential. 
The two sources give relatively different measures, and in particular at high glucose values. 
In practice, it seems that only variation of glucose absorption at low concentrations will affect 
the model output, since cells will deal only with small glucose concentrations (Figure III.29). 
 
Figure III.26: experimental uptake and division rate parameters used in our model. Graphs showing the values 
used in our model (values from [52] in green, [106] in purple) compared with experimental values obtained with 
glucose limited chemostat cultures (obtained from [44], [45], [49] in black, red and blue respectively. A and B 
show the glucose uptake values q with respect to local glucose concentration. Note that values obtained in [52]are 
high for high glucose concentrations (B) compared to other experimental values. C. Values of division rates and 
yield are also shown. When one of these values was not accessible, the other one was computed assuming Y=µ/q. 
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This would make the affinity of transporters more likely to play a role in colony growth than 
the maximal uptake rate of yeast. For low glucose concentrations, other sources from 
chemostat cultures show trends that are similar to the ones measured by Reiffenberger and 
colleagues. 
To calculate the time dependant solution and because of the non-linear system, the interface 
grid was kept on the micron size, and the time steps under 10 seconds. 
 
Figure III.27: image of concentration values after 100 
hours is superimposed to a triangular lattice used in the 
model. The advantage of a triangular lattice is easy 
variations of mesh size on the model. For instance, mesh 
needs to be refined at colony gel interface, where non 
linearity is high. Colors for concentration follow a linear 
scale. Red denotes a null concentration while dark blue 
is here set at maximum concentration of 111 mM. 
I modeled a pre-grown 3 mm high pillar on top of a gel, and growth rate was deduced in 
post processing with the different values of µxxv.  
Values of dry weight to volume correspondence were needed to convert experimentally 
measured cell absorption rates to a volume absorption rate (they are usually expressed as 
molecules absorbed by a time by dry weight of yeast). We experimentally measured (Figure 
III.28) the values by taking the ratio of colony volume to its weight, and obtained 1 mgDW for 
1 mm cylinder of a designed 1.5 mm diameter. Our results  are close to the one obtained by 
direct calculations using known values for yeast cells: taking into account that colony 
diameter is slightly bigger than the imposed one (see next section), the radius of the colony 
would be around 1 mm, and the volume corresponding to 1 mm height would be 3.14 mm3. 
If we assume cells to occupy 73% of the colony volumexxvi, this amounts to 2.2 mm3 of cells. 
The cells are composed of 60.4% water [107], [108], which makes the corresponding dry 
weight to be 0.9 gDW. For further analysis, we will keep our experimental value since its 
measure is straightforward and directly corresponds to our experimental setup.  
  
Results of simulations 
After initial transient solution, simulation showed rather stable values of C with extended 
periods, in agreement with the hypothesis and observations that the Petri dish is big enough 
to allow steady state growth. Values of growth were taken after a time of 48 hours, time after 
which solution became stable. 
 
The model verifies that the flux under the colony is not even on the disc. This leads to model 
predictions with similar profile than the experimental colonies. This fits experimental 
 
Figure III.29: numerical concentration gradient is stable with time. This figure shows the variation of glucose 
concentration taken along the z axis, in the center of the colony. Each line represents a concentration profile for 
every 24 hours. Colors are alternated to ensure readability. The concentration under the colony slowly declines 
with time (tot 15% in 14 days), but the concentration inside the colony remains stable.  
 
Figure III.28: experimental measures of dry weight (DW) to wet weight (WW) variations, as well as colony 
volume variation (Height of pillar, in mm). These measures were performed by weighing pillars just after 
removing them from the gel, and after 24 hours drying in a 60°C oven. The pillar height was measured according 
to previous experiments. In colonies, the ratio of dry weight to wet weight was 26%, and 1 mm of pillar was 
equivalent to 1 mg of dry weight. For pillars over 8 mg dry weight, the dry weight to wet weight ratio would 
increase due to drying at the tip of cylinders. 
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observations, although we did not observe a lower zone for colonies under 2 mm diameters. 
The shape likely smoothens due to physical rearrangement of cells. 
 
It is worth noting that the flux of nutrients in the center of a big colony is not null, which 
contrasts with Pirt's hypothesis: even for big colonies, some growth must happen at the 
colony core. In yeast colonies, this can be noted, since the overall shape of a free colony is not 
a disc but rather a cone. In bacterial colonies such as Escherichia coli however, the colony stays 
thin and this conical shape is less pronounced. Nutrients diffusing to the center of the colony 
may then be lost for population growth. 
Given this problem of core to border difference, I chose to focus on a 1.5 mm diameter 
colony, where experimentally growth gave a full cylinder with no lower part, and thus 
where quasi one-dimensional growth was a good approximation. As suggested by Figure 
III.23, this diameter size is sufficiently small for us to approximate the gel reservoir to be 
infinite over 2 weeks.  
 
Figure III.30: numerical prediction of growth rate variation with diameter. Numerical predictions of local 
growth as function of distance to colony center. The model would always show a lower part at the colony center, 
even for small diameters. Right: Predicted growth rate versus 1/a. By measuring colony height only on the side 
(red curve) and assuming colony is perfectly cylindrical, we actually over estimate total growth rate (blue).  
 6. Growth rate variation with nutrient concentration 
a. Experimental observations 
As we have seen in our analytical prediction of colony growth, growth rate should vary with 
limiting nutrient concentration C0. For this part, I chose to vary initial glucose concentration 
in the gel. We perform our experiments in a rich media such as YPD were amino acids are in 
excess for the commonly used glucose concentration of 20 g/l (111 mM). Similarly to 
previous experiments, growth in height is steady over two weeks, for a high range of glucose 
values (7 mM - 444 mM). Figure III.31 shows that vertical growth rate indeed increases with 
initial glucose concentration as predicted by our model. For concentrations above 222 mM 
however, colony growth saturates.  
 
Saturation for high glucose is not straight forward to explain. First, our analytical predictions 
of growth rate include the metabolic yield, which has no reasons to be constant with glucose 
concentration. As we have seen in Figure III.26, yield lowers with glucose concentrations. 
Thus, the variation of colony growth should be due to a yield decrease with glucose 
concentration. 
 
Figure III.31: the growth rate of yeast cylindrical colonies increases with the glucose concentration. A. 
Measurement of the height of cylindrical colonies as a function of time for different glucose concentrations (, C0 
= 7 mM; , C0 = 55 mM; , C0 = 111 mM; , C0 = 222 mM). B. The experimental growth rate increased with the 
glucose concentration and became saturated at C0> 111 mM (). Numerical computations of the growth rate 
based on data from the literature did not fully captured the variation of the growth rate with the glucose 
concentration (red, data from [155], blue, data from [156]). Note that we did not adjust any parameters to plot 
these curves (see supplementary text). None of the numerical models were able to capture the saturation of the 
vertical growth rate at higher glucose concentrations. C. For low glucose concentrations (C0< 10 mM), we 
observed both vertical, γh, and radial expansion, γr, at similar rates. This can be interpreted by the fact that, under 
such conditions, cells metabolize glucose using oxygen, and thus growth at the periphery, where oxygen is 
present, is favored. D. Aspect ratio of yeast cylindrical colonies as a function of the glucose concentration after 1 
week of growth. Pictures are taken at same magnification; the pattern diameter is 1.5 mm. 
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For low glucose concentration, a small but constant radius increase was observed. At glucose 
concentration over 100 mM, radius increase was under 2 µm/h, while for concentrations 
under 10 mM, it could increase 3 fold. This radial growth changed the resulting colony shape 
(Figure III.31).  
When varying initial colony radius, this phenomenon was kept constant, although the 
highest initial radius led to apparition of radial growth for higher glucose concentrations 
(Figure III.32). This makes sense if one considers that for bigger colony, the flux will be 
higher, and the concentration the colony sees may be lower than for smaller colonies. Thus, if 
this change in growth style is a result of cells adaptation, it should indeed appear at higher 
glucose concentration. For colonies growing in diameter, a microscope observation of 
bordering cells did not show any filamentous like anatomy, expected if cells started to have 
an oriented growth. 
 
Most radial growth rate variations are observed for varying glucose concentrations. This 
suggests that this phenomenon may be linked to metabolism of the colony.  
b. Radial growth at low glucose concentrations is due to 
respiration. 
To understand this, it may be interesting to note that cells grown on a fermentable carbon 
source such as glycerol or ethanol would lead to flat or hemispherical colonies instead of 
pillars (Figure III.33). This suggests that respiration has a role in the shape of the colony. 
Pushing this further, I tried to grow colonies on 111 mM glucose (high) under anoxic 
conditions. For this, I used a sealed Petri dish in which atmospheric oxygen was flushed 
using argon gaz. One could expected to see a decrease in growth rate, since cells should first 
use glucose and transform it to ethanol, and then use ethanol to grow further. Considering 
ethanol respiration yields roughly 9 times more energy than fermentation, this should 
 
Figure III.32: effect of glucose variation on different colony diameters: Left: vertical growth rate variation in 
function of initial glucose concentration. Right: variation of basal radius in function of glucose concentration. 
(note the log scales on x axis). Colors and symbols denote different pattern radius: 0.5, 0.75, 1.5 and 2.5 mm. As 
previously described, the vertical growth rate is dependent on colony radius. The horizontal growth rate also 
varies with initial pattern size, but these variations are smaller.  
 account for a large amount of growth. In fact, what I observed is a similar growth rate in 
normal and anoxic conditions. This suggests that growth in the pillars is mainly 
fermentative. This makes sense, since we have seen that colony core is anoxic (Figure III.19). 
 
Pushing the experiment, we can then grow colonies on low glucose and anaerobic 
conditions. In these conditions, vertical growth of colonies was diminished 4 fold, and radial 
growth close to zero. From these observations, we can deduce that the radius increase may 
primarily be due to cells respiring at colony surface. Aerobic growth would lead to growth 
only on the surface of the colony and result in a sphere like colony. This would explain the 
look of colonies under low glucose. 
A natural question that comes to mind is then: why would such growth happen? We have 
seen in the introduction that yeast are Crabtree positive, meaning that only at glucose 
concentration below a few millimolars will they choose to respire glucose. The reason of 
respiration happening at concentrations as high as 25 or even 50 mM is then surprising. 
However, the glucose concentration the cells can experience is not the initial gel 
concentration, but because they locally absorb glucose, a much smaller concentration. Would 
this concentration be small enough to allow yeast preference for respiration?  
From a model point of view, this concentration is important, since real inward flux will also 
depend on interface concentration. This concentration, C*, is set by the interplay of colony 
uptake rate, q(C) and diffusion in the gel. Our first analytical model assumed that the disc 
was fully absorbing and that this concentration was null. In practice the value at gel-colony 
interface cannot be null, since a null value would mean that no glucose could enter the 
colony. Said otherwise, no cell, or only the outmost layer of cells would receive nutrient 
 
Figure III.33: cylindrical colonies growth is mostly anaerobic. Left. The vertical growth rates of colonies grown 
on 111 mM (2%) glucose and under argon atmosphere (red, no oxygen) or in air (gray) are similar. This suggests 
that on high glucose, the yeast cylinder grows primarily by fermentation. Right. Pictures of 1 week old colonies 
when grown on 2% glucose, 3% glycerol or 3% ethanol as non-fermentable carbon source, in normal aerobic 
condition. Colonies that develop on non-fermentable carbon source did not grow vertically and instead spread 
horizontally. Oxygen limited growth should occur primarily that the sides, thus forming a spherical colony 
matching the observed shapes. The black topped objects are vertical scale markers. 
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(since it would mean an infinite gradient at the interface). This cannot fit the minimal 8 layers 
of cells needed for observed 20 µm/h colony growth rate, as calculated earlier. 
 
 
 
Figure III.34: radial growth necessitate oxygen. Colonies grown at low glucose, either at 7 mM (top) or 28 mM 
(bottom) and in normal conditions (left) or anoxic conditions (right). Colonies grown under argon would not 
overflow the pattern and grow slower in height. On the graphs on the right, the vertical colony growth, γh rate of 
anoxic conditions (circles) is smaller than in presence of oxygen (regular growth, grey triangle) indicating that 
both respiration and fermentation takes place at low glucose and participate to the yeast cylinder rise. Moreover, 
the radial growth rate γr becomes very close to zero and the shape of the yeast colonies is closer to that of a 
cylinder, as expected from a pure vertical growth of the colony. 
 7. A measure of colony yield 
Let us then take this C* value into account. The analytical resolution of the diffusion equation 
mentioned earlier is done up to a constant. This means that the gradient calculated would be 
the same if one added a constant concentration everywhere in the gel and the colony. This 
makes things easy for us, since a simple variable substitution on (C0+C*) to C0’ would allow 
us to write that inward flux also depends on the interface concentration, C* such that: 
         
      
Eq. III.31 
Where C0’ can be chosen to be the initial concentration value in our infinite media. I have 
mentioned earlier that colony yield decreased with glucose concentration, and that this could 
be considered to be the main factor for growth rate saturation with increasing glucose 
concentration. Given our calculations, this means the estimation of real incoming flux would 
allow us to estimate colony yield. To this end, a precise measurement of this flux is needed. 
In a complex mixture such as a biological media, a few classical measurements exist, where 
one uses the specificity of enzyme reaction to select glucose among all similar sugars present 
in the mixture. Here, we use the same principle as in [52]: a commercial kit (GAHK20, Sigma 
Aldrich) in which the glucose is titrated by monitoring the production of NAD+ through 
glucose oxidation. The reaction is equimolar, and absorbance reading is then done at the 
340 nm wavelength and allows the measure of the amount of NAD+ reduced.  
 
 
Figure III.35 Principle of glucose dosage. A filter paper of known dimensions (a=1.5 mm, thickness= 70 µm) is 
intercalated between colony and gel. The presence of the patterned membrane eases recovery of filter that is then 
soaked in a known volume of dosing solution. Incubation allows the transformation of glucose in two successive 
steps : 
                        Glucose + ATP      
          
           Glucose-6-phosphate +ADP 
 
               Glucose 6-phophate + NAD      
   c                             
                              6-Phophogluconate + NADH 
 
During the second step, Glucose-6-phosphate is specifically oxidized by an enzyme. This reaction is catalyzed by 
the reduction of an equimolar amount of Nicotinamide adenine dinucleotide (NAD). The interesting property of 
this common molecule is that absorbance of the reduced form NADH at 340 nm is higher than that of NAD. Thus, 
a reading of absorbance at this wavelength of the solution after reaction of all glucose present gives us the initial 
concentration of this sugar. 
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The straightforward way to measure the glucose flux is to compare glucose amount before 
and after growth of a colony. In our case, titration of glucose present in agar is difficult since 
it needs to be extracted first. It can be done by soaking the gel in a known volume of sterile 
water, and recovering the resulting supernatant. This led to a 10-15% measurement error, 
due to both biological error, gel and water volume variations, noise in extraction and dosage 
in itself. This is not satisfying given the previous calculation that the maximum amount of 
absorbed glucose would be 14% of initial glucose after 14 days of growth. The use of bigger 
diameters (3 mm) should get us to higher values, but was not satisfying either. Further 
increase in uptake area or time was not tried since steady state growth would not be a good 
approximation for inward flux. 
 
The solution we chose was thus to directly measure the interface concentration C*, by 
placing a small filter paper below pattern membrane and colony (Figure III.35). After a few 
days of growth, filter can be retrieved by removing colony and can be directly immerged in 
dosing solution. Here, we again obtain a measurement error of 10%, but this time we directly 
measure C* instead of a difference in glucose quantity. This makes things reasonable as long 
as C* is not too close to C0, which should not be the case. The filter below the membrane 
slightly modifies colony growth rate (90% of control)xxvii. Surprisingly, ratio of measured C* 
and C0 is high, a little under 50% and surprisingly stable with C0. This value would make the 
colony a relatively low absorber compared to numerical simulations. This is possible since 
cells in the colony may not behave the same way as liquid culture. Some physical constraints 
such as a lower available surface around the cell due to packing could also be playing a role. 
Given that this value is high, this means that our estimation of a fully absorbing colony may 
be wrong. It would be then interesting to see what is the importance of colony uptake in the 
 
Figure III.36: the growth rate of a cylindrical colony provides an estimate of the colony yield. A. We defined 
the glucose concentration immediately below the colony as C*. A filter paper was placed below the colony, the 
colony was allowed to grow, and then the concentration of glucose inside the filter paper was assayed to 
determine C*. The experimental values were noisy, but typically gave a surface concentration of about 40% of C0 
(red circles were measured on SC medium, grey diamonds were measured on YPD medium). A numerical 
estimate of C* gave a much lower value of about 10 to 20% of C0 (curves computed using data from Youk et al. 
[155] (red), and Reiffenberger et al. [156] (blue)). B. We measured the growth rate of several cylindrical colonies 
and determined glucose consumption as 4Da(C0-C*). We also plotted the minimum yield (gray field area) 
obtained at the same growth rate but under maximum glucose influx conditions of 4DaC0. Yields were calculated 
based on measurements of 1 mm-high, 1.5 mm-diameter cylindrical colonies, equivalent to 1 mg of dry mass. 
 variations of the value of interface concentration, and thus on the global growth, which will 
be done analytically and numerically in the next two parts. 
Previously reported work [24] had showed that yield was an important component of colony 
growth. In our first hypothesis yield is in fact the principal biological component of growth, 
instead of division rate. This could be understood simply: as long as the amount of nutrient 
entering the colony is limited by diffusion in outside reservoir, colony has a constant flux to 
distribute in its cell layers. At constant yield, cells that divide faster will also uptake food 
faster. In this condition then, it matters not if only a few cells are dividing fast by absorbing 
many nutrients for each cell, or if many layers of cells are dividing because they only uptake 
a low amount of nutrient per cell. 
 
In fact, as described previously, since cells that grow faster have a lower metabolic yield, an 
optimal phenotype would be to choose a slower growth, but with a higher yield. 
Nevertheless, there is a limit to lowering the cells uptake rate. A low uptake rate could result 
in a lower flux from the gel to the colony, and an overall loss of nutrient absorbed for the 
population. I will try to refine our model in next part, and will discuss the importance of 
uptake rate, as well as diffusion in the colony using numerical simulations in the last part of 
this chapter. 
 
Figure III.37: a constant yield should give a constant growth rate. Analytically we can approximate that the 
growth rate is primarily set by the yield of a colony. This yield is defined as the ratio of the average cell division 
rate to the average glucose absorption rate. For a set incoming flux, a small number of cells dividing quickly will 
have the same effect as a high number of cells dividing slowly. 
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8. One dimensional model with fixed flux 
We have seen that flux can be calculated and so can colony yield. We have seen however that 
colony yield depends on the interface concentration, C*. This concentration will depend on 
how much the colony absorbs glucose. Below is further development of the analytical model 
to try to understand the choices a colony can encounter by introducing the uptake rate, q in 
our previous analytical model. 
Resolution of equation 
Let us now imagine that the gel delivers a constant flux at the base of the colony, so that  
           
   Eq. III.32 
If we further assume that diffusion inside the colony is happening only in one dimension. 
This should help us built an analytical model a little further. The resolution is almost the 
same as the 1D models of biofilms, but the boundary conditions are different: here, the flux 
at the base is set instead of the concentration. Let us further assume that uptake is done at a 
constant rate q in the colony, as long as concentration is non-nullxxviii. The division rate µ and 
the yield Y=µ/q will also be constant with the concentration 
At steady state the diffusion equation in the colony would then simply write: 
   
   
   
   Eq. III.33 
We can define H, a height at which the concentration of glucose becomes null in the colony. 
The diffusion equation can be solved with the following boundary conditions: 
                  
  
  
 
   
 
  
    
   
  
  
 
   
   
Eq. III.34 
Since we have a relation between the glucose influx and the surface concentration, it is 
possible to solve this set of equations as a function of the glucose concentration C0, q and µ. 
After first integration, we obtain H: 
   
 
    
 
Eq. III.35 
A second integration gives: 
       
  
 
       
  
  
                         
  
 
   
 
 
Eq. III.36 
Interestingly, the calculus introduces a typical concentration of the problem,   which 
depends on q, a and D. The ratio between this typical concentration and C0 compares the 
absorption of glucose per unit time in the cylindrical colony over the distance a, which is 
 (      to the maximum glucose flux that the gel can deliver (     ). For high absorption 
rates,   is big, and C* tends toward zero. With the typical value q=1 mol m-3 s-1, this would 
make C* to remain below 20% of C0 for the usual concentration range. 
One can similarly define a typical glucose absorption as: 
   
    
    
 Eq. III.37 
This typical glucose absorption rate defines a regime of high glucose absorption (     
where the maximum incoming flux (4DaC0) is small compared to the absorption of glucose 
within the pillar. Inversely, for     , the absorption inside the pillar is small compared to 
what the gel can deliver by diffusion, and thus the surface concentration increases.  
Within this model, we can write the flux I so that if we define          (maximal flux the 
gel can deliver) we have: 
     
  
   
     
  
  
    
Eq. III.38 
In our hypothesis of µ and q constant, the cylinder growth rate is simply given by. 
 
  
  
      
 
 
 
   
 
Eq. III.39 
Limit cases 
In our problem, there will be two limiting cases, depending on the value of     . The first 
limiting case is the one corresponding to a solution with a high absorption, where 
  
  
  . 
Taking the case of C0 = 111 mM, we have                  , which means that for the 
experimentally measured                 , the cylinder should be able to absorb more 
than what the gel can possibly deliver, and the surface concentration should be significantly 
lower than C0. 
We then have:  
    
  
 
  
  
   
  
     
 Eq. III.40 
         
  
  
          
    
     
  
Eq. III.41 
   
    
   
   
    
     
  
Eq. III.42 
So that to the first order in the glucose concentration, the growth is indeed set by the yield  
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Eq. III.43 
The other limiting case occurs for very high C0 or very low glucose absorption. In such 
situation, we have 
  
  
   and: 
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Eq. III.44 
This limiting case leads to a different scaling behavior of the cylindrical growth. The surface 
concentration C* is now close to C0, the distance of penetration of glucose is set by diffusion 
with an infinite reservoir, and in that case, the vertical growth rate is not set by the yield. 
This is similar to the model that was developed by Pirt.  
Solution with q=(Vmax/Km) * C 
Note that in a similar case, we can solve the equation for an uptake that is linear with the 
concentrationxxix: 
   
   
   
 
    
  
  Eq. III.45 
The resolution is not the same, in particular because in this case the concentration becomes 
null only when the height z is infinitely big. In this case, similarly to Pirt's case we need to 
define a variable Cmin which is a concentration under which the cells cannot grow, thus 
C(H)=Cmin.  The exponentials from resolution simplify and give: 
 
   
    
      
    
  
 
 
Eq. III.46 
Then, if µ is constant for z<H: 
     
 
    
  
    
  
    
  
Eq. III.47 
Although this models gives an idea of how the main properties of the yeast cylinder, they 
have to be taken with caution since they rely on the assumption that we know variations of µ 
and q within the colony. As mentioned earlier, µ and q are likely to vary with more 
complexity than the above resolutions. To include such variations, we relied on a numerical 
model of µ and q. 
 9. Lessons from numerical simulations of growth 
We can further push the model by implementing a numerical simulation in which colonies 
are absorbing nutrients following a single Michaelis-Menten equation. This is a 
simplification of known glucose uptake complexities, but allows us to diminish the number 
of parameters. This should help understanding the effect of the maximum uptake rate, the 
affinity constant to substrate or change in diffusion constants in the colony, as well as the 
presence of a diffusing barrier (representing either the membrane or the filter in case of 
glucose dosage). 
In this case, fast numerical resolutions can be accessed by solving for a steady state solution, 
in which concentration of a large (1000 fold increase in volume) Petri dish was set to be 
constant at the sides. Steady state solutions showed otherwise no difference to step by step 
solutions, as long as Petri dish was big compared to colony diameter. This means the model 
was in the case of a quasi steady state. 
The next figures will review the effect of several parameters on predicted growth rate, and 
discuss their biological importance. 
a. Effect of diffusion 
The diffusion coefficient of nutrients inside a cell assembly is a parameter that has been 
experimentally measured many times in biofilms [109]. It is worthy to note that the diffusion 
coefficient inside a biological heterogeneous media is not as simply defined as a common 
diffusion coefficient. In particular, nutrients will encounter two different phases in a colony. 
One phase is the aqueous substrate outside the cell, while the other is composed of dead 
cells, cell wall and cell cytoplasm. In order to make it simpler, one can define an effective 
diffusion coefficient that encompasses all physical constraints above mentioned. This 
 
 
Figure III.38: effect of diffusion coefficient in colony on predicted growth rate. At a constant biological 
behavior, diffusion inside the colony only slightly influence colony growth. Note that diffusion in some biofilms 
can be modified drastically, in which case it may alter growth.  
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effective diffusion coefficient may vary greatly, and in practice can be higher than the 
diffusion coefficient in water. For molecules such as glucose, it will not be easily measured 
because of concurrent cell uptake and assembly variations. In our colony for example, a 
proper model should also take into account possible advective movements due to cell 
growth or capillary traction of fluid. Usual measured values for glucose in all biofilms would 
vary between 10% and 120% of diffusion coefficient in water (Dwater). Figure III.38 shows 
how this should affect growth for reasonable values. Note that the diffusion coefficient we 
took from literature [110] was measured to be 24% of Dwater in a yeast assembly, and thus 
should impede a 30% growth decrease to the yeast assembly.   
In previous work, diffusion coefficient in the agar gel was measured to be close to (but 
slower) that in water [111]. In practice, varying this coefficient could not be managed by just 
varying agar concentration since maximum workable agar concentration is around 5% m/v.  
 
The reader may have noticed that we have been so far neglecting the presence of the filter 
membrane in our calculations. The effect of a filter below the colony can however change 
many things. In theory, a variation of at least 50% of the effective diffusion coefficient is 
needed to change predicted growth rate by 10%. In the case of membranes under the 
colonies however, such variation can easily be obtained by limiting the pore numbers in the 
membrane. For instance, transparent membranes exist that have a small number of pores in 
order to allow light to go through. On these membranes colonies would grow much slower 
than on regular filtration membranes (Figure III.39). The membranes we use in our 
experiments should also modify growth rate. However, growth of free colonies on these 
 
Figure III.39: Diffusion in filter below colony can alter its growth. A. Model predictions of effect of diffusion 
coefficient changes in a 70 µm thick filter under the colony. For each D/Dwater dots represent different C0 values. 
Effect is stronger for high concentrations. B. Growth of wild type yeast on a classical Isopore membrane (right) 
and a membrane with a small amount of pores. The scale is 3 mm high and 4 mm in diameter. The membrane 
type can deeply affect colony growth. C and D: growth of cylindrical yeast colony with intercalation of a filter 
paper. We compared the growth of vertical colonies on 2% glucose in the absence (grey circle) or presence (red 
triangle) of a thin filter paper that we used to measure the surface glucose concentration below the colony. C. For 
1% glucose (C0= 55mM), the growth rates were comparable (the slopes of the linear fits were within 13%, which is 
less than the sums of the standard deviations of 8% (filter) and 11% (control)). D. For 2% glucose (C0= 111mM), 
the filter paper did not alter the growth rate for the first 100 hours. 
 membranes and on agar lead to a higher growth rate than on agar. Similarly, the paper filters 
we use for glucose dosage would slightly affect colony growth, diminishing it by around 
10%. The choice of the membrane becomes then important when experiments are performed 
to measure colony growth, and extra care must be taken to pick membranes with high 
permeability, such as the one we use. 
b. Effect of uptake rate 
Varying experimental values  
We have seen that interface concentration changes with glucose uptake, thus leading to 
potential effects on growth. An easy way to test this is to vary colony uptake rate arbitrarily. 
Below is the results of simulations using data from experimental measurements (from [52]). 
As showed before, the use of values straight from measurements gives a reasonably good 
agreement for experiments at low glucose, but does not saturate as observed experimentally. 
We can then artificially vary the uptake rate by multiplying it by 0.1, 0.5 or 2.  
 
A lower uptake rate allows more cells to grow as the glucose penetrates further in the 
colony. In this case, if division rate is kept constant (cells are then respectively 10, 2 or 0.5 
times more efficient in converting glucose), this leads to a high variation in predicted growth 
rate. If we however keep the yield constant by changing the division rate according to uptake 
rate, curves collapse together. This means that within our parameter values, a change in 
glucose uptake at constant yield does not affect colony growth by much. We are thus in the 
 
Figure III.40: effect of variation of uptake rate. Left: model predictions of growth rate versus initial glucose 
concentration using experimental values obtained from [52]. The absorption rate was modified simply by 
multiplication of experimental values by a constant factor of 0.1, 0.5, or 2, all other parameters left constant. 
Colors are coding different uptake values. In this case, a lower glucose uptake rate means that more glucose 
would penetrate the colony, thus leading to more cell division and a higher overall growth rate. For increased 
uptake rate, model non linearity lead to unstable predictions. Right. Same models, but this time single cell 
division rate was multiplied according to uptake in order to keep a constant cell yield. At low glucose, all curves 
collapse in one, close to experimental values. At higher glucose concentrations, the lower the uptake rate the more 
likely that colony cannot absorb more that the gel can deliver. In this situation, glucose flux diminishes and leads 
to a decreased growth rate, even if yield is kept constant. This puts emphasis on the existence of an optimal 
strategy for cells behavior.  
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case where colony absorption is strong enough so that the limiting factor imposing glucose 
flux is not cells absorption, but diffusion in the gel. 
In Figure III.40, we varied experimental values of uptake from planktonic cultures while 
keeping a constant cell yield. It results that for reasonable variations (± 2fold change) model 
predicts that yield would be the sole parameter explaining colony growth. For higher loss of 
uptake such as a 10 fold decrease in uptake rate, the linear prediction could be flexed, but 
did not saturate (closer to a square root). 
In conclusion, as long as total absorption is close to what the gel can supply, colony growth 
will be governed by yield. However if uptake gets too low, this will no stay true. An 
optimum should exist between a high enough absorption rate and having the best possible 
yield.  
 
Strikingly however, the interface concentration C* varies with colony uptake rate. If cells 
were so strongly absorbing that flux was maximal, this would not be the case. A look at 
numerical values of C* depending on glucose uptake shows that unless uptake rate is taken 
to be 10 fold lower than usual, C* stays under 20% of C0. A tenfold decrease however would 
place C* closer to our experimental values. 
In order to go into more details, we can use a steady state numerical model with a simple 
Michaelis-Menten like absorption. We can then vary the maximum uptake rate Vmax and the 
general affinity constant Km in function of initial glucose concentration. This was done over 
a linear range of Km from 1 to 30 mM, and a geometric range for Vmax, from 0.1 to 
12.8 mol/m3/s and concentrations in the regular range from 1 to 512 mM. As can be expected, 
this leads to a great range of variations of predicted growth rate. For a constant division rate, 
a diminution in uptake rate increases growth rate. We can check whether the analytically 
written equation holds for a Michaelis-Menten like uptake rate instead of a constant uptake 
rate by displaying the numerical results versus the analytical ones (Figure III.42). 
 
Figure III.41: interface concentration C* dependence on absorption rate: Concentration just below the colony, C* 
versus gel concentration C0 is represented for an absorption rate that is 0.1,0.5,1,2 times that of experimental 
values, from pink to dark red. For these values, the ratio C*/C0 is quite stable for high C0. This means that flux 
would still augment with C0, and this growth rate should follow. 
  
Interestingly, the curves collapse reasonably well in this situation. This suggests that 
deviation from a saturated uptake only represents a small part of colony uptake. For Vmax 
small, curves tend to collapse and most of the growth variation from the model is observed 
for a variation of Km. This parameter informs us on the saturation facility of yeasts, and the 
results are thus intuitive.  Because in the colony the cells will be experiencing the full range 
of concentrations from C* to 0, we are likely to miss a good proportion of comportments. 
Further analysis could be done by relating the growth rate, µ, to the uptake rate, since the 
models here are shown at a constant division rate.  
 
 
Figure III.42: Comparison of numerical simulations and analytical predictions. Numerically predicted growth 
rate is compared here to a function of parameters f so that                                . If the 
analytical predictions still hold for a non constant uptake rate, we expect to see a linear relationship. I varied C0 
(colors from dark blue, 1 mM to red, 512 mM by a 2 fold increase), Km and Vmax. Here, predictions  are in 
reasonable agreement with the linear relationship obtained analytically. An increase in Km or a decrease in Vmax 
leads to increased growth. 
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10. Discussion on this chapter 
In this chapter, we study colony growth in a non natural setup that allows easier handling of 
the nutrient diffusion problem. Imposing a fixed porous zone for colony growth allows us to 
compute analytically the steady state flux entering the colony. Assuming a constant yield for 
a given nutritive condition, this law can be tested by varying the colony radius and results 
are in good agreement with experiments. Our measurements of the volume of the colony are 
however not taking into account the different shapes the colonies that were obtained for big 
diameters. This can be improved by refining our measurements of the shape and growth of 
the colony.  
To my opinion, the growth of colonies that have a cylindrical shape will be the most 
informative concerning general colony growth. For small diameters, the system should 
behave close to a 1D system. Of course, unlike large biofilms, this system has boundaries, for 
example the crust that we observed upon pillar slicing, and these will achieve a role in the 
biology and the mechanics of the colony growth. This outward crust was observed several 
times for old yeast colonies in different conformations, being pillar of classical flat colony 
[35], [99]. We did not try to study in details the observed crust at the surface of the colony, 
although there may be important processes happening there. In particular, we have seen that 
this layer is likely to be oxygenated, and this matters much for colony growth.  
Usual models for growth only take into account the initial concentration in the gel, and 
assume that growth of a colony is mostly fermentative. In studies of colonies with complex 
morphologies for instance, concentration of glucose is taken to be an important determinant 
of growth. In the Granek and Magwene study, no or little complex morphology was 
observed above C0=27.5mM glucose [3]. In practice however, the colony sees a much lower 
concentration than the initial concentration of glucose in the gel. Our experiments suggest 
that these concentrations more or less match the concentrations at which the colony has 
already started to have a respiring metabolism. In low glucose conditions, similarly to what 
we observed in pillars, growth should occur preferentially at the colony periphery. This 
could result in an outside layer growing faster than the inside layer, and thus may explain 
part of the wrinkling. This wrinkling would not be observed much for non cohesive colonies, 
and thus biology of the yeast comes into the balance. It should be interesting to push further 
the observations started by Granek and Magwene [3] for instance in anoxic environments, 
where growth can only be fermentative. By locally modifying the geometry of the growth, 
for instance by adding zones with no diffusion under the colony one could also imagine 
changing the wrinkling pattern. For instance, when using colonies with complex colony 
morphology on discs (Figure III.8) wrinkling patterns became more regular. A more regular 
wrinkling pattern should enable quantitative measures of such wrinkling, and allow model 
building of the mechanisms for growth and complex morphology appearance. 
On the model side, the first approximation model of flux suggests that the growth rate of the 
colony should vary linearly with glucose concentration and yield. We have moderated this 
by adding the dependence to the interface concentration C* under the colony, and we tried to 
measure this concentration. The measures we made are high if we compare them to the 
expected values of a numerical model. I have shown that this measure is likely 
overestimated up to 30-50% due to our measurement method. This measure however 
 matches other (noisy) measurement methods quite well. One striking observation with this 
measure is that the concentration below the colony seems proportional to the initial gel 
concentration. This was also observed in numerical simulations for a value of C0 big 
compared to the absorbing power of the colony. I mentioned that the typical uptake rate of a 
colony should be selected to be big enough to ensure a small C*. We however deduce this 
rate by assuming cells in the colony behave in the colonies in the same way than in liquid 
culture. This has no reason to be the case. Having a measurement of this uptake rate inside 
the colony would be difficult, and I believe we should rely on more global measures in order 
to conclude anything in further work. In the next chapters, I  develop two techniques that 
could help us understand the colony behavior and its link with concentration of glucose at its 
base. In the first one, I obtain a precise measure of colony growth in volume, and discuss if 
this could be used at the onset of growth of pillars in order to deduce the local growth rate. 
In the second method, the cells were grown in a microfluidic chamber in order to be able to 
image them in real time while they grow.  
The question of uptake rate of nutrients in the cell assembly is still open. One could imagine 
that given the values of C* we observe, cells in colonies display a rather low uptake rate. This 
could be due to either physical blocks (cells touch each other) or to cell-cell signaling and 
sensing. However, even if a lower uptake rate could curb variations of growth rate at high 
concentrations, it would never saturate and instead follow a squared root relationship with 
the concentration. The explanation is trivial: even if the uptake is small, more glucose in the 
media will always mean more food in the colony. The reason for saturation however is likely 
to stem from many other biological reasons than just a slow single cell intake. The theoretical 
reason for yield loss at high glucose concentrations has been discussed in a few papers [112]–
[114].  
Again, before yield can be considered sole parameter of colony growth, a logical hypothesis 
would be that at high concentration, glucose stops being the limiting nutrient. Growth of 
pillars in media with high nitrogen concentrations resulted in little to no growth increase 
depending on the source (SC or YPD). In these conditions, colonies did however look a little 
slimier, of a deeper yellow color and radius seemed to be bigger at top than at bottom.  The 
balance between nutrients in the colony may be a limiting point here. Given that uptake rates 
of nutrients are likely to be different, there may be a nutrient imbalance in the colony no 
matter the initial balance in source. The production of toxic metabolites, as it was mentioned 
several times, should also be considered more carefully when building models for colonial 
growth. Given the data we have here, I would suggest that the saturation we observe at high 
glucose concentrations is due to toxic metabolites. More generally, the cells will experience 
both local gradients and environmental changes in a colony. Some of those changes may be 
sharp compared to a normal liquid culture, inducing a specific cell behavior. 
Finally, a question that comes to mind is whether the basic principles we expose here with a 
specific geometry apply in normal growth cases. Growth in a colony of motile bacteria has 
previously been described to be similar to a chemostat [88], where cells that actually 
participate to growth are in the constant growth environment at the edge of the colony. In 
the case of non motile organisms, I would argue that this is not true, and that what happens 
to cells inside the colony should influence overall shape and form. The study of the colony 
system in a general case is complicated, especially because in this case the nutrient gradients 
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in the colony are varying both in height and along the radius. Our system proposes to strip 
the problem from the growing interface between gel and colony, as well as reducing the 
dimension of the problem. In this case, invasion of the Petri dish is forbidden. Invasion 
phenomenon is however likely to add a important layer to growth: the division rate of 
bordering cells may become more important in this case, where reproductive success will 
depend on cells staying at the edge of a colony.  To go further in investigations, we can make 
growth patterns that would reduce growing front to a line. In such setup, the invasion of the 
gel is made simpler than in the case of freely growing colonies. 
                                                     
xiii Exposure energy are given in protocols (240-260 mJ/cm² for a 100 µm thick resist), but will depend 
on lamp wavelength. Some lithographs indeed have a filter with broader wavelength than the optimal 
one for SU-8. In this case, the usage of a proper filter may be needed to render clean patterning, but is 
not compulsory. 
xiv Acetone and other solvents are to be avoided for cleaning since residues may lead to bad PDMS 
reticulation upon reuse. 
xv The truncated cone shape was assumed in order to avoid measurement problems that could arise if 
colony shape was not perfectly cylindrical, due for instance to drying problems of colony tip.  
xvi Water condensation forbid a completely closed system, and thus drying of the agar plate would 
occur within a few days even in a water saturated environment. 
xvii An alternative hypothesis was not studied, in which the variations of single cell growth rate were 
perfectly matched by variation of the number of cells dividing or possible environmental changes. 
xviii cell necrosis can be accompanied by membrane lesions and leaks in cells compartments. This 
mixing of cell compartments leads to highly unpredictable autofluorescence signals, which is a 
problem for flux cytometric assays. See, for instance [130]. The real reason of this autofluorescence 
signal is not completely clear, and may be due to proteins denaturation. The fluorescence of some 
residues such as tryptophan has been shown to vary depending on their surroundings. See for 
instance [131]      
xix PBS is an isotonic solution for mammalian cell culture 
xx An agar pad is a thin layer of agar used to sandwich the cells with the microscope coverslip 
xxi we used Tissue Tech® Optimum cutting temperature, a product for cryosectionning preparations, 
found for instance at VWR 
xxii Electron scanning microscope relies on electron beam to observe sample. It usually allows high 
magnification and strong contrast. The sample is usually fixed and covered with a thin layer of metal 
before being observed under a high vacuum. In an "environmental" microscope, the fresh sample is 
observed without any preparation, and the vacuum needed to observe the sample is not as high. 
xxiii This may be due to the presence of an external media or matrix. Extracellular matrices are 
composed of proteins and polysaccharides and were observed in wild type colonies of yeast with 
complex morphologies [67] but not in smooth colonies. For this reason, the cell embedment is unlikely 
to be an extracellular matrix. 
xxiv Note that the cell concentration was measured with respect to optical density, which may vary 
with culture conditions due to cell size variation with division rate [132] or clumping problems. 
xxv This allowed much faster simulations and handling than a geometry recalculation on each time 
step. In practice, it could affect results at simulation start when gradient span would be bigger than 
actual experimental colony height, and the eventual convection effects that may result from media 
moved around with the cells are thus not taken into account. 
xxvi This volume corresponds to the maximal volume occupied by spheres of a fixed radius when 
packed carefully. Given cells are of different sizes, that they may be rearranging during the growth 
process and that they are not hard spheres, the proportion of  volume occupied by cells should in 
practice be higher than 73%. 
                                                                                                                                                                       
xxvii Note that the measurement was also limited for high glucose concentrations (C0>222 mM) where 
formation of bubbles was observed under colony. We hypothesize these bubbles to be trapped carbon 
dioxide resulting from high fermentation activity of cells. It could be also possible that this measure be 
overestimated due to the fact that filter thickness is not null. In practice our measure is an average of 
the concentration below the colony for the first 70 to 80 µm (thickness of the wet filter). If C* is small 
compared to C0, the gradient in this region is steep and model predicts that our overestimation should 
be around 30% of the actual C* (for a concentration of 111 mM and a C*/C0=13%). In practice, C* may 
be higher than 13%, and thus this error less important. It will nonetheless be non negligible. Flux 
diminution due to filter presence (see “lessons from numerical model”) and possible misalignments of 
colony and dosing filter may also contribute to C* fluctuations. 
xxviii This is a strong hypothesis, since it assumes colony uptake is saturated in the colony. 
xxix Contrarily to previous hypothesis, this one corresponds to a Michaelis-Menten reaction where 
receptors are far from saturation. 
 IV. A laser scanner for precise 
shape and growth patterns 
 
Two weeks old colony being scanned by laser triangulation.  
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1. Introduction 
a. Imaging colony shape 
I have described with the patterned membranes a way to grow a cylindrical colony in order 
to be able to compare the flux of nutrients and the growth of the colony. However, the ideal 
cylindrical shape is not universal. We have seen that big diameter patterns would result in a 
depression in the colony center. In low sugar, presumably respirative conditions, colonies 
would also grow slightly outside the pattern. Thus, while in the cylinder case, a simple 
contouring of the colony was a good approximation measure for colony volume, the measure 
lacked in precision to push further experimental acquisitions. 
More generally, freely growing colonies are not perfectly flat disks, but instead cones or 
more complex shapes with rough surfaces. Colony shape will influence nutrient flux or 
drying, retroacting on colony growth. For instance, the contact between colony and gel 
should be of particular importance when colony surface extends on the gel. The resulting 
shape is hard to approximate with simple contouring methods, and only few models have 
been proposed.  
 
With the cylinder approach, we chose to get rid of the lateral expansion and to keep only the 
vertical growth. The coupling of these two phenomena has rarely been studied, because it is 
difficult to obtain the full colony shape with respect to time. In previous studies, sideways 
microscopy has been used (Figure IV.1, [115]) to show that contact angle between colony 
and gel during the first few hours is both dependent on the substrate hardness and on the 
strain used. Over-expression of Flo11, a gene encoding a cell surface glycoprotein, resulted in 
higher contact angles between gel and colonies. In such studies however, long-term imaging 
was ruled out due to drying problems and imaging size limitations. This study focused on 
the elastic properties of yeast cells and of angle contact of the colony to the gel. However, 
more recent studies have shown that nutrient gradients are also important for the formation 
 
Figure IV.1: cell adhesive capacity influence colony shape. Adapted from [115] A. shape of different yeast 
strains colonies displayed on various agar substrate. Increasing cell-cell adhesion from left to right, and 
increasing agar concentration bottom down. An increase in colony height is observed with stickier cells and 
harder agar concentration. B. Colony profile for first 16 hours obtained by image contouring in sideways 
microscopy shows that contact angle between colony and gel varies only little with colony radius. Arrows 
indicate presence of wrinkles that cannot be observed by simple contouring (wild type, 2.1% agar, one contour 
every 2 hours). C. Shape of colonies wrinkling varies with conditions. Wild type (a) and sfl1D (b, c) grown on 
1.8, 1.2, and 2% agar concentrations, respectively. Scale bar: 1 mm. 
 of wrinkles [70]. This is especially true for older colonies, where nutrient gradients become 
important and imaging difficult. 
Contouring of a colony after side imaging, as we have done in the precedent chapter will  
miss indentations the colony may have, such as holes or wrinkles (Figure IV.1). Some studies 
tried to used limited microscope depth of field to reconstitute a 3D contour of colony 
morphology (Figure IV.2). This works was limited to microcolonies and has limited 
resolution. Using a microscope, a other measure was proposed where the thickness of the 
colony is estimated either using the amount of light that is absorbed by the cells or the 
amount of light the cells can produce by fluorescence [81]. 
 
Figure IV.2: wild type and mutant microcolonies of 
Saccharomyces cerevisiae showing complex 
morphologies (top). Plane by plane microscope 
imaging on z axis allows reconstruction of colonies 
morphologies. This reconstruction is however limited 
to small colonies, since microscope imaging with short 
depth of field allowing contour is usually limited to 
small focus sizes. Image adapted from [116]. Bar: 
25 µm. 
For bigger motifs, the projection of an image (e.g. a grid) on the surface of the colony has 
proven useful. The deformations of the projected image on the surface allow for calculation 
of the height variations [117]. Another similar approach can be done using refraction of light 
at the interface [118], although this requires a transparent media. 
Although side view of smooth, axisymetrical colonies can be satisfying for the first hours of 
growth, it cannot be applied to more complex shapes or to colonies growing on uneven 
substrates. Consider the growth of a colony with a heterogeneous, uneven substrate such as 
soil or, in the lab, a gradual concentration or patterned substrate. The sole knowledge of a 
side view   (r,t) is not satisfying to derive any prediction. This is true as soon as colony shape 
is not axisymetrical or that they possess wrinkles. In general, one would want to access the 
whole variation of colony height with time, h(r,θ,t).  
b. Measures of growth and fitness 
For instance, the shape of sectors appearing is considered to correlate with strain fitness [119] 
(Figure IV.3). A strain that will grow faster would overtake its neighbors, thus creating an 
bend on the sector, which can be described in polar coordinates       by:  
     
  
  
 
 
       
 
  
  Eq. IV.1 
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where the angle   is expressed using the ratio of growth velocities   and   of the two 
strains.    is the initial inoculation radius of the colony. 
 
In the example of Figure IV.4 however, a top view of sector shape is not enough to predict 
fitness of cells for the whole growth process. Here, a thicker colony means more cells, and it 
is only after nutrient depletion that differential growth could be observed on the edge, while 
the sectors where long apparent in height. More generally, apparition of sectors is usually 
accompanied with a differential thickness. It could be due to many factors other than mere 
growth rate, such as better distribution of growing cells towards the boundary. Thus, the 
differential growth velocity lack refinements to approximate real strain fitness.  
 
In this chapter, I propose to access a precise colony volume by direct measurement of colony 
height with time using a triangulation displacement laser to scan colony top. The measure 
relies on precise imaging of laser reflection on the surface it touches. The coupling with an 
automatic micro manipulator will allow us to scan across the colony surface. 
 
Figure IV.4: yeast colony thickness is variable. Left: Yeast colony grown on YPD for several days on a small 
sized gel (limited nutrient reservoir). During most of the growth, bottom right sector had the same growth 
pattern than the rest of the colony with respect to radius, but differed in height. It is only upon nutrient 
exhaustion that radius of these two sectors differed. Right: close up on intricate wrinkles on the side of a 2 weeks 
old colony.  Wrinkles shape the colony border, and therefore affect colony growth. 
 
Figure IV.3: sector shape is explained by strain fitness. from [119]. A. A colony mixed with a slow (yellow) and 
a fast (dark) grower. The two circles represent respectively the inoculation zone and the colony radius. B. In blue 
is the boundaries extracted from the image. In red is the fit as described in Eq. IV.1. 
 
 2. Experimental Setup 
The idea of the present method is to access the colony height on a long term experiment , in 
an automated way and with high resolution. To this end, I have adapted a triangulation laser 
(OptoNCTD, from µEpsilon) with a micromanipulator. The principle of the triangulation 
measure is depicted in Figure IV.5. It relies on the production of a laser spot on the 
measured object, which image will be observed upon laser reflection from an angle. The 
image of the spot will not be the same depending on object height. This allows the measure 
of distance. This measurement method, albeit simple, allows a precision on the micron scale 
with distance between source and object on the centimeter scale. Here, I used a 2 cm range 
with a 5 µm precision, which is the approximate height of a cell.  
I have adapted micromanipulators that will allow me to scan across the surface of the colony. 
The laser is linked to an Arduino Uno. The stage was either Arduino controlled or directly 
linked to a computer via serial port. The whole setup was automated on a computer using 
Matlab. It was mounted inside a 30°C incubator. 
 
The lateral resolution is limited by the dot size, which is here around 150 µm (several 
commercially available lasers would allow a higher resolution). I would usually average 
several points acquired under this resolution (every 50 µm) to average possible noise due to 
colony roughness and possible interference due to its shininess. In practice, this allowed me 
to obtain a profile of the colony every 2 minutes with a 150 µm lateral resolution and a 5-
10 µm vertical resolution for a 6 mm scanning range. The scanning range can be increased 
(depending on time resolution needed) but is limited by the incubator size and the 
micromanipulator range. 
The coupling between the laser and Arduino was done using an analog to digital converter 
giving a 14 bits resolution signal to Arduino via the SPI protocol. Analysis was done using 
Matlab. For time-lapse scanning, a rescaling was needed to account for gel drying (around 
20µm/h when fresh). This was done by assuming the surface was a plane that was set to 
zero. When the edge detection of a colony was needed, colonies were processed backwards 
in time looking for the first n values above a certain threshold. This allowed to properly spot 
 
Figure IV.5: principle of the method. Left: principle of the circuit. The colony is set on a moving platform 
controlled by a precise stage. Height across scan is measured using a triangulation laser (blue). The whole setup is 
linked to a computer via Arduino. Right: picture of the setup. Here scanning across gel and Petri dish to obtain 
profile under the colony.   
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colonies over 250 µm in radius and 20 µm in height (roughly 6.5.104 cells in total). This 
would then depend on desired detection height, and for a height of 30 µm, the detection 
radius would fall under 100 µm (1.5.104 cells in total). For growth of cylinders,  inoculation 
with a dense cell culture would give a linear rate within the 10 first hours. When I wanted to 
follow the onset of growth (p. 123), I inoculated with only few cells. Assuming a total surface 
of 1.8.106 µm² (a=0.75 mm) and that a cell covers approximately 19 µm² (2.5 µm radius, no 
packing gap), a 2 µl inoculate of OD600=0.7 led to an average 1 layer of cellsxxx. This means 
that inoculation from a concentrated culture could be used to give a "quick start" to colony 
growth if the user is not interested in first hours.  
 
By currently including a second direction for the stage I am now moving towards the 
possibility to scan a full colony volume and to follow many colonies at once The system is 
similar, except that the stage is governed by two stepper motors (400 steps/turn) each linked 
to a screw with a 2 mm thread. This gives in theory a 5 µm stage precision, with 
experimental  results closer to 50 µm. This is still below the laser spot size. A continuous 
laser measurement allows us to take more than one measure per step, thus sampling below 
the laser spot size. 
 
 
Figure IV.6: toward automated imaging of several colonies. The system is now being adapted to scan across 
many colonies at once. This should allow the measure of the volume of a high amount of colonies at once, with a 
total volume measure. 
 3. Freely growing colonies 
In Figure IV.7 are the cross section scans of one week old colonies of E. coli, lab yeast and 
wild type (non-wrinkled) yeast. It shows that E. coli colony thickness (151 µm at maximum) 
is small compared to yeast colony (respectively 971 µm and 748 µm). Also, a lab strain yeast 
colony is in average thinner than wild type colony. Comparing the growth rates with radius, 
one would see a surface ratio of 0.55 between colonies, thus suggesting much higher growth 
in the lab strain than in the wild type. However, a volume ratio  would be on the order of 
0.86 or even inversed in the case of some sectors of wild type colony,  were it equals 1.1. This 
changes the conclusion that one can made by comparing growth.  
Another interesting feature is the depression in wild type colony center, which is well 
captured by scan while it would not appear in a simple contour. 
 
To go further, one may want to scan across colonies with more complex morphologies, such 
as the typical wild type presented in Figure II.12. In the Figure IV.8, a week old colony 
grown on 1% glucose SC media was scanned using a two axis setup. The image 
reconstruction shows that even faint wrinkles can be captured using our method. Further 
analysis of these type of colonies should allow us to quantify the basics of wrinkle formation. 
First analysis will be centered on typical length scale that are observed on such colonies, both 
on the typical width of the wrinkles and their respective positions in the colony. A variation 
of nutrient sources, as was done in Granek et al. [3] would be interesting to consider. 
 
Figure IV.7: scans of 250 hours old colonies are shown on top, their respective pictures at the bottom. Top 
and left picture: E. coli. Middle graph and picture: lab strain yeast. Bottom and right picture: wild type yeast.  
we see that at equivalent radius, colonies can have big differences in volume. The scan allows us to take into 
account holes in the colony that would not be properly seen with a contour image. scale bar: 5 mm 
  121 
121 
 
 
The scan across a colony during its entire growth (Figure IV.9) leads to a time-lapse curve 
similar to the one presented in Figure IV.1. However, this curve was obtained for a time 
interval of 10 minutes (instead of 2 hours) and over more than a week (instead of 16 hours). 
 
The growth in height will last for a couple of days before it slowly stops. This is true for 
colony radius under roughly 3 mm, and draws an unusual view to colony growth. The radial 
 
Figure IV.9: colony growth monitored using scanner. Top profile of the colony displayed every 2 hours for 
200 hours. Bottom: Radius, volume and height increase as function of time. Height increase is plotted either as 
average height (red) or central height (blue). 
 
 
Figure IV.8: Scanning the surface of a wrinkled colony. A Week old wild type colony was scanned across its 
surface. The result is shown on the right, with warm colors coding for higher heights. Below is a cross section of 
the colony taken at the place of the arrow. The z axis was enlarged to see wrinkles. Scale bar: 3 mm 
 
 
 
 
 growth rate increases linearly as well, so the volume of the colony should increase as the 
cube of time. However in the first 100 hours, the increase rate of radius is around 20 µm/h, 
which makes it close to 8 times that of increase rate of colony height. 
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4. Vertical growth rate of a cylinder 
In the previous chapter, measures were obtained by sideways photographs of colonies. This 
led to a measure with a 125 µm precision (for a 3.1 mm pillar), and no measurement was 
possible for height under a few hundred micrometers. This is not a problem when we want 
to know the linear growth rate of a cylinder, but the laser scanner could help us looking at 
the onset of growth. At the onset of the colony growth, each new cell layer will increase 
colony height, but also the colony growth rate. If we assume a nutrient gradient to 
equilibrate faster than the colony grows, the amount of colony growth that will be added 
depends on the local division rate of the new cells. Thus, at a given height, the acceleration of 
the growth is in fact linked to the local division rate:  
           
 
 
 
Eq. IV.50 
Where the growth rate at a given height is the integral of all growth rates until this height. 
The colony should then reach its linear regime when cells stop dividing, at the height H.  
Colony should thus start an exponential growth, when cells are not limited by glucose and 
µz=µmax, and slowly turn to linear growth, when layers of added cells are participating less 
and less to colony growth. 
A time-lapse scanning of growing cylinders is shown in Figure IV.10. We can display the 
average colony height, h, versus time. As seen before, the height of colony varies linearly 
with time. We can see that colony reaches a steady state growth quickly: the steady state 
growth starts a few hours after growth onset.  
 
 
Figure IV.10: time-lapse scan of a growing yeast cylinder of 1.5 mm diameter yeast cylinder growing on YEP 
with 2% glucose.  Left: brut data of the scan show limited noise and good time resolution. Right: Confirmation of 
previously observed linear growth rate of a cylindrical colony after a short exponential period. Higher sampling 
rate will increase measure of linear growth rate, here of 21.1 µm/h (after 20h) with an standard deviation of 0.1%. 
The lag phase observed here (0-10 h) depends on inoculation concentration. Insert: Zoom (top) and log-log plot 
show that less than 10 h are needed from the inset of observable growth to the linear regime. The blue line on top 
graph represents a fit for values starting at 24 hours (h=200 µm). The linear regime is reached for colony thickness 
under 200 µm, maybe as little as 30 µm.  
 For glucose concentration of 2%, a linear growth rate is observed before the height reaches 
100 µm, which matches previous estimations. The short exponential period, although noisy, 
can be fitted and would give µ=0.30 ± 0.0223 h-1, which matches low reasonable values of 
division rate. 
 
Using better measure precision, one should be able to deduce local division rate, since it 
would be the acceleration of growth at the measured point. The measures we have are not 
yet good enough to accurately measure µ, but further experiments will work on this 
measure. In this graph, we see that the saturation is reached between 50 and 60 µm. This 
matches the fitted exponential rate of 0.30 h-1 well. 
Note that at colony onset, the nutrient gradients that will ultimately equilibrate in the colony 
are not yet in place. The initial concentration of nutrients in the gel needs first to equilibrate 
to its steady state value. The previous numerical simulations predicted a settlement within 
the first 24 hours for a pre-grown pillar. Our first experimental measurements seem to show 
that this can happen in much less time. A second concern against the measure of H is that 
even if given enough time for gradient settlement, the height of the colony should be smaller 
than the span of the final gradient. These two problems may lead to an overestimation of the 
growth layer, H.  
In practice, these concerns should be kept in mind, but diffusion in the gel is high compared 
to the type of distances we are looking for (D=600µm²/s, the total height of growing cells 
should be around H≈30 to 300µm). A numerical model could help us determining whether 
the adaptation time for gradient establishment is fast compared to cells response.  
 
 
Figure IV.11: local growth rate versus height quickly saturates for pillar growth. Local growth rate can be 
obtained by averaging over 20 points (2 hours) on the local height. This graph again shows that saturation is 
quickly reached, for values that may be as low as 50 µm. Given the growth rate of 20 µm per hours, this means 
that colony growth would mainly be done by cells that are dividing at an average rate of 2.5 hours per division.  
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5. Discussion about further work planned 
In this chapter, I propose to use laser triangulation measurement to follow colony growth. 
The results we have so far are preliminary. We can however already see many advantages to 
the developed technique. One of them is its precision. I showed how the precise measure of 
pillar height at the onset of growth should give us access to lower cells growth rate. We have 
mentioned earlier the need in our model of colony growth to check that growth rate is 
indeed limited by yield, and not by uptake capacities of the colony. Our previous measure of 
C* suggested that the colony would not be absorbing nutrients as well as predicted by our 
models. However, in the preliminary results presented here, it seems that H, the height on 
which the colonies grow, is approximately 100 µm. This would on the contrary mean that the 
uptake rate of the colony is high compared to what the gel can deliver. If that was true,  the 
growth rate should indeed be set by yield. A nice way of testing this would be to use strains 
that have a low or tunable uptake rate and to see what this changes on the onset of growth. 
This can be done by using strains one single hexose transporters under the doxycycline 
responsive promoter. In preliminary experiments, such strain grows slowly compared to 
wild type, certainly due to a low absorption rate. A lower uptake rate would also mean 
higher division layer, which could be tried using this new setup.  
The precision of the measure can also be used to follow colony volume increase, that is, the 
real growth rate of freely growing colonies. There are two facets to this measure. The first 
one will be aiming at unraveling the link between the actual division of the cells and growth 
of the colony. This means understanding the interplay between expansion and volume 
increase. As mentioned in precedent discussion, patterned membranes should help in that 
they will allow changing the frontier of the colony, for instance by inducing growth in a line. 
A second usage of the measure of colony growth in volume can be oriented towards the 
understanding of colony sector formation. In colonies, apparition of sectors usually 
correlates with a higher division rate of a strain, but has reasons to be due to other factors, 
such as the reorientation of colony growth.    
Further studies could be interesting to do in non homogeneous environments. By being able 
track both area and volume of the colonies in real time, competitions on more complicated 
patterns can be started. In particular, following wrinkled colonies growing on patterned 
membranes could be started. 
 
                                                     
xxx assuming OD600=1 corresponds to 3.107 cells/ml 
 V. Towards real-time microscopy 
of a cell assembly: 
microfluidics 
 
Mix of two fluorescent strains of yeast in a microfluidic chamber.  
Nutrients come from the black zone on top of image. 
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1. Introduction 
Given the thickness of colonies, seeing through them is a problem. This is because yeast cells 
will diffract entering light. A typical way to look into colonies is then to slice them after 
fixation of freezing, and to observe the obtained slices with regular or confocal microscopy 
(Figure III.16) The problems in doing this have been discussed in chapter III. In practice, one 
would want to have access all the time to the structure of the colony while it grows. One 
solution for this is to build a microfluidic chamber that will fit our needs, as suggested in 
Figure V.1. 
 
Microfluidic techniques have changed the way we follow growing cells. The time-dependant 
monitoring of populations went from analyzing mean behavior in batch cultures to focus on 
population repartitions at dedicated times using FACS, and to single cell analysis using 
microfluidics. Microfluidics and advances in tracking cells now allow the analysis of a big 
number of single cells. A gain in dynamics in this field has come with the interest of 
mathematicians into gene regulation networks, in particular due to a huge increase in data 
set size using microarray analysis and general libraries of fluorescently tagged proteins. 
Systems and synthetic biology are two new emerging fields with different approaches to the 
understanding of gene regulation networks, both of which need, amongst other data, time 
dependant responses of these networks. This needs single cell tracking over extended 
periods, sometimes for several generations. Nowadays, this can be achieved by using 
microfluidic devices in which the experimenter traps the cells in small chambers. The 
external media can then be directly delivered to the cell under the microscope. The principle 
of microfluidic is to trap the cells between a PDMS mold and a glass coverslip for 
microscopy observations. 
Since microscope techniques are limited to a few layers of cells, one of the approaches is to 
use microfluidic apparatus to trap cells into a one layered (cells are not on top of each other). 
The experimental setup thus consists in creating a chamber slightly smaller than cell’s 
smallest radius (0.9 - 1 µm for E. coli bacteria, 3.2-4 µm for S. cerevisiae) between the glass 
 
Figure V.1: Principle of the microfluidic experiment. The idea of the present chapter is to be able to observe a 
"slice" of the colony in real time. We will constrain the growth of the slice, ideally on the thickness of one cell. To 
do this, we will grow cells between a glass layer and PDMS. We also need to add a filter between the nutrient 
reservoir and the cells. All this can be possible using a microfluidic device with a built in filter. 
 coverslip and PDMS chip. The cells movements are then limited by friction with the walls, 
which eases tracking.  
 
Different microfluidic chamber shapes will then have different use (Figure V.2), such as 
following big populations in flow chambers [120], dissecting mother from daughter, 
reconstructing lineages [121]–[123], or following diffusion in smaller closed chamber [124], 
[125]. Most uses of microfluidics are to monitor single cells or small groups of cells. Usually, 
the experimenter will want to control the environment all around the cells. There are many 
way to do so. One classical problem that is encountered in these conditions is that if cell 
population gets big, gradients of nutrients will appear. Thus, many tricks exist to avoid 
possible gradient formations. They involve either side channels or flowing the media among 
the cells. Some microfluidic systems exist that try to impose a gradient to the cells. In 
particular, Paliwal et al. [126] built a system to observe the response of yeast to a gradient of  
pheromones. In this system, the gradient was settled between two feeding channels, which 
flows needed to be accurately controlled in order to avoid circulation of liquid between the 
channels. In this case however, the gradient was not set by the cells themselves, which is 
what we want to do here. 
 
Figure V.2: different chambers for different applications. A. Classical chamber in which cells are trapped and 
fed using a central channel. This allows monitoring of big number of chambers. B. Another type of chamber that 
was designed for easy cell loading and in order to avoid flux disruption because of the flow. Gray zone thickness 
is below cell diameter to ensure cell trapping. C. "Y" shaped chamber allows rapid change of environment around 
the cells by different pressures on the entrances of the channel. D. If the media can be controlled upstream of cells 
for instance using a valve, the cells can be trapped using a chamber that is slightly lower than cell size. E. "Mother 
machine" system,  in which the cells are grown in a line and the flow removes outmost cells. Note that a side 
channel needs to be made in order to allow diffusion to reach even the deeper cells. F. Dissection platform for 
yeast, in which cells are trapped alone under pads, and buds are removed by flow. This system uses the fact that 
daughter cells are slightly smaller than mother cells. G. Another version of mother machine, in which loading is 
made easy by having a channel communication at both ends. This system allows the loading of one single cell per 
line, thus handy for lineage following. From or redrawn from [98], [120]–[125]. 
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2. Principle of experiment 
If we want to study colony growth and self-organization in cell populations, we will 
encounter problems with the actual techniques. These include gradient stability in the 
assembly or usually small cell populations. In a two-dimensional big population as in 
colony, cells usually grow at colony edge and expand outwards. I thus have tried several 
techniques that will be presented here.  
 
One solution to this problem was to grow cells in a dead end chamber in which dividing 
cells are constantly washed away with liquid flux of a greater channel bringing nutritive 
elements. However the washing away of dividing cells creates a loss of data and makes the 
environment to be constant with time for cells further in the chambers. This contrasts with 
 
Figure V.3: observing cells in a assembly during growth: setups principles. A: flow channel, B: cells chamber, C: 
cell filter. Arrows in black denote a media flux imposed by user and orange arrow indicates the flux of cells 
created by growth. Left: in these two similar setups, cells grow from the end of a dead end chamber channel. Top 
left: the system chamber is long and the cells will be growing towards the nutrients. This device is the closest to a 
normal colony growth (although in quasi 1D), but following the population may be difficult due to its dynamics. 
The channel needs to be long enough if one wants to follow cells for a long time, and does not allow simple media 
manipulation. Bottom left: The same chamber, but this time the cells have filled the chamber and are growing out 
carried away by the flow. This setup reaches a steady state and has a fixed position in space, but cells will not 
experience a dynamic gradient or worse, they will be growing towards the nutrients. Many dividing cells are lost 
when carried away. This setup will  be handy to study response to starvation in a dense environment, for cells at 
the end of the chamber are easy to follow. Right: This setup uses two different channels that will not contain the 
same media. In channel A1, we will flow the nutritive media, while channel A2 will contain a poor media, flowed 
just to remove cells in excess. To avoid cells from growing towards the nutrient rich channel, a filter (C, see zoom 
in at the bottom) is inserted between the cells and the channel. This filter is just a zone thinner than cells that will 
avoid cell passage but allow nutrient diffusion.  In this system, cells are pushed away from the nutrients and see a 
dynamical gradient even in a steady state case. Cells at the end of the channel will be eliminated, so this channel 
is not good to study starvation. This system is the closest to cylindrical growth than colony. 
 colonies, where most of cells experiment a temporal gradient when they are pushed 
away/overtaken from growing edge towards starving colony center. 
The work I present below was done using a filter between the cell chamber and the nutrient 
source. This in practice mimics the experiment with the membrane: the flux of cells is not 
directed towards the food source, since the boundary is fixed, but cells are pushed away 
from the source towards a non nutritive environment. 
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3. Protocol for chamber fabrication 
As said earlier, many micro-fabrication standard protocols exist, and I will detail here only 
the few most important points to consider. The idea is to deposit a thin layer of a 
photosensitive resist on a flat surface to create a mold of the desired shape. This mold will 
then be inversed using the silicon polymer PDMS. The resulting PDMS object will then be 
attached to a microscope coverslip. This will create a closed chamber that can be observed 
under a microscope.   
a. Design and masks 
Microfluidic chambers were produced with a cells chamber of 5 µm size, allowing cells to 
move properly in the chamber without being able to form multiple layers. Smaller chamber 
sizes (3 and 4 µm) were also tried but they would result in cells being tightly trapped and  
thus difficult to push by the growing population. This chamber was flanked by big channels 
of 50 µm to 100 µm heights to allow cells inoculation and circulation of nutrient flow. At one 
of chamber ends, a filter was intercalated between chamber and nutrient channel. The filter 
was of small height (<1 µm) and scattered with 5 µm pillars. These pillars had 2 uses: 
avoiding cells from breaking under filter by lifting it (Figure V.10), and avoid filter buckling 
that would allow it to stick to the glass. The masks were designed so that several chamber 
types can be used, varying in length between channels, patterns or wideness.  
 
Figure V.4: comparison of masks 
printing. On left is the a mask 
obtained with a plastic mask, at 
printing resolution  of 50800dpi. 
Quality is not good due to plastic 
grain. The right is a denser 
pattern on a chrome mask. Scale 
bar 10 µm. 
In our setup, the precision of the patterning is only limiting because we need the presence of 
small pillars in the filter of the device. In general, plastic masks exist that have sufficient 
resolution: companies like jdphoto (www.jdphoto.co.uk) claim the plastic film grain is 
approximately 25000 dpi (dots around 1 µm, minimal structure size around 8µm). We 
usually worked with Selba (http://www.selba.ch) that can print at 50800 dpi on plastic. This 
makes reasonable printing to details around 6 µm. For higher resolution, it is better to use a 
quartz support, for which resolution is limited by printing and not material grain. Examples 
of companies would be jdphoto, Selba or Deltamask for claimed resolutions varying around 
0.2 µm for pixel size (128000 dpi). 
When using plastic masks, those were usually stuck to a glass slide in order to be able to 
make better contact with the resist and to move the mask for alignment. Quartz filters can 
also be used in order to get a more precise illumination wavelength. Note that quartz masks, 
plastic masks and glass slides all absorb ultraviolet light used for illumination. In our lab, 
such absorbtions where measured to be 10% for glass and quartz and 25% for plastic masks. 
  
 b. Principle of lithography for one layer of 200 µm resist: 
 
 Wafer preparation (Facultative, 10') 
        Clean and activate surface of the wafer using 6 minutes of O2 plasma at 6 mbar. 
        Prior to resist deposition, the wafer can briefly be heated (95°C) to favor resist spread 
 Resist spreading (10', t=20') 
        Make sure resist is preheated to room temperature. This diminishes viscosity and allows 
more homogeneous spreading. On spincoater, dispense resist on wafer using the spatula to 
obtain a flat surface. More resist will allow better spreading, but keep in mind than 1 
bottle=500€ 
        Wait for resist to spread by gravity for a few minutes (typically 5') 
        Spin in 2 steps (500 rpm for 120 sec, 1500 rpm for 60 sec) 
     Pre-exposure bake (46', t=1h06') 
        Bake on hotplate 6' at 65°C then 40' at 95°C. Be careful not to let the wafer cool down 
between the two steps, as the stepwise increase is there to diminish tensions in the resist 
 Illumination (2', t=1h08') 
        Dispose mask in contact with the priory cooled-down resist. If resist is not cooled down, 
the mask may stick to it and be harmed. Illuminate with UV light (illumination time depends 
on lamp power, typically 26s for a 10mJ/cm²/s). Take into account that this time will also 
depend on mask absorption of UV. A good exposure time will give a 90° edge on the 
resist/wafer interface, and is important for membrane patterning. 
 Post exposure bake (17', t=1h15') 
        Bake on hotplate 5' at 65°C then 13' at 95°C. Resist should not wrinkle nor crack when 
heated. If this appears, a intermediate 1minute temperature step (80°C) can be added.  
     Development and rising (18', t=1h33') 
Dispose development solution in a crystallizing dish and add wafer. Agitate slowly for 16'. 
When done, rinse in a new crystallizing dish with isopropanol. Isopropanol is best dispensed 
with a wash bottle. Carefully air dry using compressed air. If white residues appear during 
the rising step, this means that either development time was too short or that development 
bath is saturated with resist. Discard development bath and develop further. Note that 
development solution and isopropanol need to be discarded in appropriate container. 
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c. Aligning multiple layers of different thickness 
In the presented setups, it will be necessary to overlay three different SU8 layers. This is a 
classical micro-fabrication process, but it may be complicated in practice, when dealing with 
thin and thick layers. Layers alignment was done using position markers (usually crosses 
that would be seen with the naked eye but containing smaller patterns that will help proper 
resolution in the alignment). I find it useful to have graduated motifs in order to be able to 
offset the two patterns (thus changing predesigned alignment). 
One classical problem of alignment comes from the fact that lithography is done starting 
from the smallest motif. If this layer is small (here 1 µm) compared to later layers (e.g. 
100 µm), this results in the position markers being invisible to observation.  
 
 
To be able to align properly, it is worth doing one of three solutions. The first solution is to 
preprint position crosses on the wafer using a thick resist before the deposition of first layers 
of thin resists. A second solution is to develop the resist that covers the position markers 
before alignment by dipping the wafer only partly in the development bath or using dust 
free cotton bud. A last solution is to cover the position markers with a piece of tape before 
spreading the thick resist layer. 
The obtained wafer were usually checked for height using a Dektak® stylus profiler. A light 
microscope with long range objectives allowed checking for proper pattering and 
development. The wafer was then silanized (Figure III.5) for further chemical protection. 
The microfluidic chip is then made following standard protocols. PDMS is poured on top of 
wafer and cured in a 65°C oven. It is then carefully unmolded from wafer. Holes are 
punched for tubing insertion. It is then activated using a plasma (air) cleaner for 50 seconds 
and stuck to glass coverslip of proper dimensions (usually 60x25 mm). We then use metal 
holders to be able put the system under the microscope.  
d. Loading cells in the microfluidic device 
After channel wetting with media and eventual bubble removal, the cells are then loaded in 
the channel by obstructing one outward channel, forcing media to pass through chambers 
and filters. This step needs to be done with extra care to avoid forcing cells into the filter. In 
some devices, loading can be done without having to force flow in the filters and by instead 
just increasing flow in the loading channel. The system was then set immediately under the 
microscope, and a flow was obtained using a peristalting pump or the Fluigent® apparatus. 
 
Figure V.5: keeping the position markers visible upon resist spread. To avoid losing sight of position markers 
upon deposition of a thick resist layer, those could be covered with tape (left) before spreading. After removal, 
this results in position markers to be uncovered. Note that tape needs not to stick too much to the motifs or it 
might result in striping the preprinted markers. Protecting the markers under the tape usually helps. 
 Alternatively, it could be set for a few hours in an incubator with a flow by gravity in order 
to allow channel filling before starting the experiment 
 
 
Images were then acquired using Metamorph (www.moleculardevices.com) or 
Micromanager (www.micro-manager.org). The system usually help up to a few days before 
filter was invaded by the cells.  
 
Figure V.6: principle of channel loading. Due to asymmetry of the channel, cells are loaded only in one of the 
channels. The exit of the channel can be obstructed using a finger to force liquid through the filters and cells to the 
chamber. Note that it is handy to name channels for recognition. 
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4. Estimation of local division rate 
a. Particle image velocimetry (PIV) 
For the first analyses of this study, I used particle image velocimetry. This is an image 
analysis procedure to recover the local movement vectors between two images. One first 
decomposes the first image in small interrogation windows. By using autocorrelation 
techniques the idea is then to look for the position of a small window in the second image. 
The displacement vector attributed to this window will then be the average displacement of 
all the particles in this window. 
 
The vector field of the image can then be drawn from the displacement vectors of each 
window. In practice, particles are alike, and it can be interesting to compute this field starting 
from large windows that will give the average flux, and then refine the field by iterating the 
process with smaller windows using a prior on the movement. I used an ImageJ PIV plug-in 
written by Tseng et al. [127]. Steady state movie was analyzed and vector field was first 
striped from possible aberrations (local movement 5 times bigger than averaged neighbors) 
and averaged over time. Classically (ideally), the growth is one-dimensional, and I further 
averaged the vector field over the normal dimension to growth.  
The main limitation with this analysis is that particles movements need to be small enough 
to be detected: displacement between two images should stay under a particle radius in size. 
Given that cells radius is around 2 µm, a growth rate of 20 µm/h would need a imaging rate 
under 6 minutes. This is sometimes difficult when imaging with fluorescence, that can be 
either bleaching fluorescent proteins or more importantly in our case, be toxic to cells. The 
analysis can however be done with white light, and a time resolution of around 1 minute is 
accessible.  
Similarly to the previous measurement with laser height, one could imagine to rely on  local 
movement to obtain cell division rate. 
 
Figure V.7: particle image velocimetry principle: On the left, two images are superimposed. The first one is the 
colored one, the second is displayed in gray. Several movements have been authorized, including rotations. On 
the right is the result of the PIV analysis. Translational movement are rather well characterized given that the 
image has only little texture. Rotations perform fine but can lead to aberrations. Note that a movement that is too 
big (e.g. on the right of the image) will not be followed properly. This puts limitations on analysis. 
  
One striking problem to this approach was the cells display a stick-slip motion. This led to 
noise in analysis. The cell movement was properly captured as long as it remained small. In 
long channels, cell speed increased and measures started to be problematic. I am so far 
working on using bigger magnification objectives or shorter time lapse between images to 
solve analysis problems. Chambers with bigger height also tend to limit stick-slipping of the 
population. 
b. Cell tracking 
Another way of looking at the local division rate would be to track the cells directly. In the 
lab, a tracking software is under development that can use histone tagged cells (HTB2-
mcherry) to follow the cells, or even white light microscopy.  
At this point, it is worth noting that the notion of local division rate is not easy to define 
when the cells are moving around. Even if we were able to track every cell, their division 
place would depend on their life history before the division. This means that the average 
velocity increase per time observed by PIV, which does not take into account division events 
but rather cell volume increase, may in the end be a better indication than local cell division 
rate. With this hypothesis, it also appears that not only the cells will be experiencing a 
gradient when moving away from the nutrient source, but the movement itself should have 
repercussion for the general colony growth.  
Another problem may emerge: let us imagine cells need a regular amount of nutrients 
during cell cycle to be able to perform division. This would mean that a certain amount of 
cells would be absorbing nutrients in the lower layers, and then move to a non nutritive 
 
Figure V.8: principle of measure of local division rate. Particle image velocimetry allows to define the 
displacement field in the channel, as shown here for one frame. This field is then averaged over time and on the 
normal direction to z axis. The speed can then be derived to obtain the local division rate. On the middle is shown 
a theoretical example in which the division rate is maximal, diminished and becomes null (bottom). This results 
in a velocity curve that is linear to plateau at in the position z=H. On the right, a typical result of PIV analysis. The 
speed can be measured, but if growth layer is too big, tracking becomes difficult. In this example, cells are 
measured to have division rate µ=0.22 h-1 on the first 200 µm, for C0 =27 mM. 
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environment in the upper layers. If cells do not finish their division cycle and instead enter in 
a quiescent state, the nutrients that were absorbed by those cells would not be transformed 
into biomass. This would create a loss for the colony. A interesting question would then be to 
observe if this phenomenon indeed happens in the colony. In practice, cells do not have a 
uniform need during the cell cycle, and this phenomenon may be even more complicated. 
One way to compare cells that are moving along the gradient with cells that are not is to 
have a chamber containing traps in which cells will not be able to follow the general 
movement. This would create 2 sub populations: a population growing as if in a colony, 
where each division moves the cells away from nutrients, and a stable population growing in 
a steady state environment. 
 
Figure V.9: Traps for gradient sorting. Cells can be 
grown in chambers containing traps in the shape of Us 
to allow comparison between cells moving along the 
gradient and cells that will be growing in a constant 
environment. In this case, cell glucose transporter HXT1 
was tagged with GFP fluorescent reporter and feeding 
channel was fed with 55 mM glucose concentration. 
Cells at the bottom express more fluorescent proteins 
than cells at the top. Since HXT1 is expressed only at 
high glucose concentration, this means high glucose is 
only found that the bottom of assembly. Some cells show 
a strong signal even far from the source, and may be 
dead cells (they are also highly fluorescent in rfp 
channel). 
In Figure V.9, we tag a glucose transporter (HXT1) with GFP in order to observe its 
expression in the population. This protein is expressed differently depending on glucose 
concentration. What we see is thus the image of the gradient as perceived by the cells. Note 
that this may not be the real physical gradient, since cells need some time to equilibrate to 
new conditions. The presence of the trap will be handy to use classical markers to measure 
gradients at a steady state position and possibly remove time dependant evolutions of gene 
expressions. 
 5. Discussion on future work 
a. Notes on system optimization 
I will quickly review the few size adjustments that needed to be done in order to have a 
properly working system.  
Filter optimization 
Depending on growth pressure in the chamber, one simple step may not be enough to filter 
the cells from invading the nutritive source (an example in Figure V.10). Invasion usually 
happens via a cell budding below this filter. The growth of the bud lifts the filter and allows 
more cells to invade.  
 
We avoided invasion by designing filters under 1 µm in thickness with 5 µm pillars every 
10 µm supporting a constant height. 
Chamber size 
What would be the optimal chamber size? In our case, cells are going to be growing to 
confluence in the channels, which makes not only the thickness of the chambers to be 
important, but also their width and length. A chamber that is too thin will lead to blocked 
circulation, but too much increase in height will allow cells to pile up on several layers. We 
find that at 5µm in height, cells start to pile up upon channel loading and relax into a one 
layered structure. This forbids measures at growth start but allows better flow for long term 
experiments. 
Chamber width was also successfully varied between 5 µm (one cell size) and 1000 µm. For 
the same reasons of friction, we find that chambers under 20 µm lead to clogging, while  
 
Figure V.10: an invasion of cells in the filter. One cell usually starts, leading to further growth in the filter. Here 
the cells' nucleus can be observed in red with HTB2-mcherry. Scale bar, 25 µm. 
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large chambers will lead to uneven cell flow. Chambers that are between 25 and 50 µm large 
were found to be optimal.  
Length of the chambers I used are usually either 300 µm or 600 µm. Again, due to cell 
friction, there are limits to the chamber length. However, so far, 300 µm chambers forced us 
to work at low external glucose (27 mM) in order to be able to observe a growth gradient. 
Flux and gradients 
One of the most difficult tasks in this experiment is to be able to obtain even pressures on 
each side of the chamber. Failure to do so results in convective flux carrying nutrients inside 
the chamber and thus biased gradient in the assembly. 
In the lab, the use of peristaltic pumps or syringe pumps did not meet our requirements. We 
are now using pressure driven flow with the Fluigent flow control (fluigent.com). We use the 
commercial flow rate measure for each channel after the chambers to build a retroaction loop 
on the pressure coming in.  
b. Further work planned 
Much is left to understand population dynamics in this microfluidic system. The few 
preliminary experiments already point out the heterogeneity within the cell population, even 
using a essential gene such as HXT. In an assembly, the natural noise that would be present 
in a planktonic population will be adding up to micro-environments built by the population. 
As discussed in the introduction of this chapter, a classical way to study dynamics of gene 
regulation with intrinsic noise is to use single cells experiments in microfluidic devices. 
These types of experiments are a hot topic in today's research, especially with relation to 
regulation network sensibility. However, few experiments try to take into account cell 
density in the models. Thus our approach will also need to be compared to homogeneous 
media approach in dense cell populations.   
Another question concerns the effective coupling of the cellular noise with its resulting 
microenvironments that will be created. Local cell adaptations will have direct influence on 
its local environment, thus creating a retroaction loop on the cell behavior. Even more, local 
adaptation failure of one cell in an assembly, for instance to new nutrients conditions, may 
result in far greater fitness loss to the cell than in liquid culture, since the cell will be dealing 
with close contact neighbors and competing at a local scale. 
It would then be legitimate to wonder what time constraints a cell has in order to respond to 
an environmental change. Intuitively, best adaptation will be observed within shorter time 
response, but a shorter time to response may also need a greater investment from the cell. 
Given the heterogeneity of the natural populations and environments, this adds up to the 
problem of population scale for a cell. Using the cell traps presented earlier, we will now be 
able to compare a mixed population within an homogeneous background, with cells 
experiencing a changing environment (moving along the gradient) and cells in a more stable 
environment (trap). Thus, the cells differences will not be due to mere noise in the 
population but to life history of the cells. In the long run, it would be interesting to see if fast 
responding genes have the same impact than genes involved in slower processes.  
 Mixing populations with different backgrounds, for instance with cells that have different 
uptake rates, will be interesting and should allow to test hypotheses made by previous 
numerical simulations [10] (Figure II.19). The question then will be to see if slow growers, 
with a higher yield can outcompete faster growers, that have a lower yield. 
This project would not be at this stage without the help of Zoran Marinkovic, now a PhD 
student in our lab. Zoran is now studying the response of yeast upon passage from glucose 
source to galactose source, which leads to expression of GAL1 gene as shown in chapter 1. So 
far, experiments have shown a great heterogeneity in cell response. It will then be interesting 
to compare gradients felt by the cells and the real gradients to see if this could explain the 
high heterogeneity observed. 
 
 VI. Summary and openings 
 
Yeast on patterned membrane 
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At the beginning of this thesis, I set up to understand more of the general mechanisms that 
are at play on the growth of a multicellular assembly. I chose to focus on microbial 
populations that are present everywhere among us and well studied in liquid cultures. The 
experimental tools to study microbial assembly are however scarce. The recent development 
of experimental techniques and conceptual frameworks focus on metazoan developments 
such as cancer or fetal development, with only few translations to the field of microbiology. 
Thus, the tools to study those assemblies, although currently in constant development, are 
still few. Studies on biofilms are usually performed in microfluidics, and colonies are less 
studied. Colony growth is usually monitored simply by following radial growth or sector 
formation, and even studies that look at more complex colony development rely on a 
qualitative sorting of phenotypes and morphologies. Some studies propose quantitative 
treatment for instance by microscopy imaging after fixation, but these techniques are still not 
spread. Control over experimental conditions is usually done by growing colonies on agar 
gel with different nutrient concentrations and in rare cases by local deposition of nutrients 
on the gel. 
In this thesis, I try to propose several experimental tools that would help in the quantitative 
understanding of colony growth. In the first part, the colony’s access to nutrients is locally 
modified using a filtration membrane device which pores are blocked by PDMS. This allows 
us to control the nutrient distribution to the colony, and surprisingly to control its general 
shape. In the rest of the chapter, I choose to focus on the case of a closed pattern, thus 
imposing a fixed uptake area. This means that we have an uncoupling of colony growth and 
colony invasion. Because the uptake area is fixed, we can derive a simple mathematical 
model that describes the flux of nutrients entering the colony. We choose the yeast 
Saccharomyces cerevisiae, that is capable of growth at high densities, and usually form smooth 
colonies for lab strains. 
The resulting cylindrical colony is growing mostly at the bottom, while nutrients are quickly 
exhausted for higher cells layers. Given the chosen geometry, the flux of nutrients delivered 
by the gel to the colony can be steady over several days or weeks. Assuming the colony self 
organizes, this means a constant number of cells growing at the bottom of the colony. This 
explains the linear growth rate observed for colonies. Further assuming the colony yield is 
constant for a given nutritious conditions, this model decently fits basic geometrical 
variations, such as the variation of absorption zone area. In a more refined model for these 
conditions however, the real flux needs to be adapted to take into account the uptake 
capacity of the colony. We discuss that in classical absorption conditions is that it is not the 
division rate of the colony that drives population growth, as it would in unlimited 
planktonic cultures, but rather the metabolic yield of the colony, that is the ratio between the 
amount of nutrients absorbed and the amount of cells produced. This is because as long as 
colony is sufficiently absorbing, the limiting factor for colony growth is the flux of nutrients 
delivered by the gel. At a constant flux, maximization of growth is done by maximization of 
resources conversion, that is, yield. 
We discuss the fact that in low absorption conditions however, the diffusion in the gel may 
be high enough to support colony absorption power. In this condition, the colony growth 
will depend more on division rate than on uptake rate. Those results are closer to the 
classical solutions that were obtained for freely growing two-dimensional colonies.  
 In our experimental setup, the flux entering the colony can be approximated by dosing the 
limiting nutrients, allowing the measurement of colony yield. Our results suggest that the 
flux entering the colony is around 60% of the maximal flux, which would mean colony is 
absorbing nutrients about 10 fold less than predictions from planktonic cultures. To go 
further in understanding colony behavior, one may thus want to access one of the other 
variables, such as the division rate µ or the height of the dividing layer H. We use a precise 
setup to follow the onset of colony growth, and our first measurements seem to suggest a 
restricted growth layer, and thus a high absorbing power and a yield driven growth. Further 
experiments are needed to check the hypothesis. In parallel, we will also be able to rely on 
microfluidic observation of cell assemblies that propose yet another way to measure the 
height of dividing layer and the division rate.  
Further work to understand colony growth will need to be done on opened patterns, where 
the radial component of growth is not yet well established. In particular, two new 
components will be of importance here. In the previous experiments, we get rid of colony/gel 
interactions by imposing the nutrient delivery area. In a colony, it grows constantly. This 
means that in an invasive setup such as the one of a freely growing colony, cells that divide 
faster, although reducing their yield, will also be able to invade quickly a new uptake area. 
This increases colony uptake capabilities, and creates a feedback loop. Thus the relative 
importance of division rate to uptake rate in a freely growing colony should be different that 
the in a planar case (biofilm) or a closed pattern (cylinder).  
In the case of a free growth, the relation of cell division to surface growth is not clear. Cells 
will produce new volume that can be converted either to height or to radial growth. This 
question remains seldom examined. Coupling the membrane technology and the laser 
precise measurements should allow to investigate this issue further. The experiments should 
compare the growth mode of free colony versus colony "lines" in which invasion possibilities 
are kept close to one dimension. 
The correspondence of growth and shape of colonies will then be possible to bring to the 
larger question of complex colony morphologies. Set aside the biology, these morphologies 
seem to come from surface instabilities of colony growth. The growth of colonies in regular 
patterns, coupled to colony profiling should allow a real quantification of those 
morphologies. Other techniques such as atomic force microscopy on colonies could bring 
knowledge on physical properties of these objects, and open exiting research subjects. In 
metazoan, some complex pattern apparition during embryonic growth also comes from 
growth instabilities, but those may be hard to study because both complicated gene 
regulation networks and active force generation by the cells are at play. The growth of 
colonies is in a sense a simplification of this problem, and the general physical laws that 
govern these assemblies patterning is likely to be similar. 
Our experiments showed that, as expected, the colony is in fact a quite heterogeneous cell 
assembly. This imposes many questions on the ecology of the group of cells. We have seen 
for instance that the uptake rate and yield of the cells will govern growth. What happens 
then if the uptake rate is varied from cell to cell? Our previous hypothesis needs to be further 
tested for instance by using strains with impeded glucose intake. For low uptake rates, it has 
been suggested that what governs growth rate of yeast is a balance between the external 
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glucose sensed and the real uptake rate of the cells. This means that even if a cell is absorbing 
enough glucose to divide in general conditions, if the incoming flux does not match the 
expected one, the cell may chose not to divide. In a stable environment, the reason for this is 
not explained yet. However, in an heterogeneous environment it could be an adaptative 
strategy. In solid state growth, cells are growing in a constantly changing environment. 
Using a microfluidic approach, it could be worth looking at the role of local adaptation to 
growth conditions in setting population behavior. 
In this work, I tried to develop tools to allow a systematic, quantitative study of microbial 
population growth. Even by choosing lab strain yeast, that usually forms smooth colonies we 
show that simple models do not fit our observations. More generally, the development of 
computational tools and our ability to study single cells in population should push towards 
the study of emerging phenomenon in cell populations. My point of view is that after 
constraining global shape and measuring it, next step would be to constraint growth at a 
local scale, within a complex assembly. Techniques such as optogenetics seem to be a 
promising tool to be able to perturb only specific cells in an assembly, coupled with 
microfluidic devices. 
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1. Une introduction pour ma grand-mère 
Aux questions de ma grand-mère, je réponds généralement que je travaille sur les levures de 
bière, celles utilisées pour le pain, le vin, la bière, le kéfir et autres produits de consommation 
fermentés. Bizarrement cela semble une explication suffisante à mon sujet de thèse, et une 
bonne raison pour justifier que je sois encore étudiant à l’âge de 27 ans. Je n’ai eu jusqu’à 
maintenant que peu d’occasions d’aller plus loin et d’expliquer que nous n’étions pas 
intéressés par la levure en elle-même mais plutôt par son mécanisme de croissance en 
communauté. A l’image de ce qui est décrit dans de nombreux documentaires animaliers sur 
les lions ou les loups, ma thèse pose la question du combat pour la vie : qui se nourrira en 
premier, qui se reproduira le mieux, comment pourrions prédire quoi que ce soit sur la 
croissance de la meute de levure. Existe-il des lois générales que nous pouvons définir pour 
les populations microbiennes ? Je tenterai de clarifier tout ça dans les quelques pages 
d’introduction qui suivent.  
 
 
Figure VIII.1: La multicellularité, quelques exemples. A-E : Cas d’écoles d’espèces multicellulaires. Animaux, 
plantes terrestres, champignons, algues rouges, algues brunes. F-H : Les oomycètes, les amibes sociales  ou les 
algues vertes ont des formes multicellulaires non permanentes ou moins développées. I-L. Des bactéries 
multicellulaires ? I : Les bactéries d’eau douce Nostoc pruniforme forment des structures multicellulaires 
centimétriques, ici rejetées sur la berge enherbée. J: Les regroupements de Myxococcus Xanthus sont des structures 
multicellulaires transitoires. K. Le développent clonal de Caulobacter crescentus présente une différentiation 
cellulaire entre une cellule avec un pédicule qui colle aux surfaces et la cellule fille qui possèdent des flagelles 
pour nager et coloniser de nouveaux environnements. L. Une colonies de Bacillus subtilis où l’on voit des rides 
provoquées par une mort cellulaire localisée. Dans cet exemple, les cellules sont normalement considérées soit 
comme des individus bien distincts, soit comme une société d’individus. Dans quelques cas, le groupe entier est 
considéré comme un méta-individu. Les colonies comme celles-ci sont celles que j’ai étudié ces dernières années. 
Images de C à G et J tirée de  wikimedia, D de acquaportal.it, E de noaa.gov F  par D. Blancard, INRA, H par Wim 
van Egmond sur microscopy-uk.org.uk, K par Jeff Skerker, Berkeley et L de [133]. 
 
 Tout d’abord, donc, pourquoi ne pas travailler sur les lions, les loups ou les perruches ? Et 
qu’est que sont les microbes ? La réponse simpliste à la première question est qu’il est 
beaucoup plus facile de travailler avec des microbes qu’avec des grands animaux. Pour cette 
raison, beaucoup de chercheurs ont déjà essayé de les comprendre, et cela les rend d’autant 
plus faciles à étudier que l’on connait beaucoup de choses sur eux. En réalité, et je vais 
essayer de l’expliquer, ils sont aussi importants qu’intéressants à étudier. Pour répondre à la 
seconde question, « que sont ils ? », la définition classique d’un microbe serait « un 
organisme qui est très petit, d’échelle microscopique. Il est capable, comme nous, de se 
nourrir, de vivre et se reproduire par lui-même ». Cette définition générale englobe toutes 
sortes de vies, des plus complexes comme les acariens et le plancton, aux organismes les 
plus  « simples », composés d’une unique cellule.  
 
Une cellule ? 
Une définition simple d’une cellule serait un « compartiment vivant », ou dit autrement un 
sac bien délimité rempli d’entités chimiques, qui est capable de se dupliquer indéfiniment. 
La terminologie de « cellule » fut définie après qu’on les ait découvertes sur les plantes, où 
elles ressemblaient à des cases rectangulaires. Le développement des observations de 
microscopie nous a révélé plus tard la diversité de la vie à cette échelle, et avec elle l’énorme 
variété des formes que peuvent prendre les cellules. Par exemple, la taille d’une cellule peut 
aller de moins d’un millième de millimètre jusqu’à des objets macroscopique comme les 
œufs, qui ne sont en effet qu’une unique cellule !  
 
Cependant, les cellules ont en commun qu’elles contiennent toutes des molécules similaires, 
des briques de la vie. Ces molécules, que nous appelons polymères, sont des chaînes 
répétitives de molécules plus petites encore. L’une d’entre elles, le très connu ADN, est une 
long chaîne de sucres qui forme des « caractères » de codage d’information. 
Le motif et l’arrangement de ces parties va définir un code (à l’instar de notre alphabet) qui 
est lu et transmis de génération en génération. Une façon simple de comprendre leur 
utilisation est de considérer deux autres molécules longues importantes : l’ARN et les 
protéines. La première, l’ARN, peut être utilisée en tant que support pour copier et transférer 
 
Figure VIII.2: A: Les cellules sont les petites unités de 
la vie. On peut les observer facilement par exemple sur 
la surface d’une feuille, où elles sont bien organisées et 
où leur taille est de l’ordre d’un vingtième de millimètre 
(on les voit à l’œil nu). B. Une cellule schématique. Une 
cellule est délimitée par des lipides (ici en noir). Cette 
délimitation peut être fine, et beaucoup de cellules ont 
une deuxième barrière externe plus épaisse. C’est la 
paroi, qui peut varier en composition (en bleu). A 
l’intérieur de la cellule, l’ADN (rouge) est un long 
polymère replié. Il peut soit être contenu dans un 
compartiment interne, le noyau (c’est le cas de nos 
cellules, celle des plantes ou celles des levures), ou 
simplement être libre dans la cellule (dans le cas des 
bactéries). L’ADN peut-être transcrit en ARN, une 
molécule similaire (en orange) qui sera traduit en 
protéines (en vert). L’intérieur de la cellule est 
complètement plein de ces polymères, ainsi que de 
beaucoup d’autres molécules.  
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le code ADN aux mécanismes qui vont ensuite traduire ce code et fabriquer des protéines - 
un polymère plus complexe constitué de 20 lettres différentes. L’ordonnancement et le pliage 
de ces chaines, grâce à chaque lien qui possède des propriétés physiques et chimiques 
spéciales, permet à la cellule de construire des petites machines (enzymes), des échafaudages 
ou des canaux. Dans la vie réelle, nous trouvons des protéines de partout. On utilise 
certaines uniquement pour obtenir notre énergie, par exemple quand nous mangeons des 
œufs ou des haricots, alors que d’autres servent à remplir des fonctions spécifiques : le 
mécanisme de fonctionnement de nos muscles est par exemple principalement basé sur les 
protéines. D’autres encore ont des fonctions chimiques : des protéines spécifiques de notre 
corps sont dédiées uniquement par exemple à la dégradation des molécules d’alcool que 
nous avons pu ingérer. 
Tout ce petit monde est organisé à l’intérieur du sac, dont le mur est une frontière de lipides 
(graisse) qui constituent un séparateur commode car ils ne se mélange pas bien avec l’eau. La 
cellule est en fait très densément peuplée de toutes sortes de petites et grosses molécules, qui 
sont en continu brulées, construites ou déplacées. Il faut s’imaginer un marché dense, ou 
chacun se rencontre au hasard, bien que cela mène rarement à une interaction (discussion ou 
achat). Pour rendre tout cela plus efficace, les cellules sont organisées en zones plus ou moins 
définies afin que les molécules qui doivent se rencontrer aient plus de chance d’y arriver. 
Comme nous l’avons vu plus tôt, la plupart des organismes que nous voyons et nommons de 
façon commune, comme les plantes et les animaux, sont composés de nombreuses cellules 
(des dizaines de milliers de milliards pour l’homme). Il s’avère que certaines, ou plutôt la 
majorité, sont composées d’une unique cellule. Elles sont dénommées unicellulaires.   
 
Les organismes unicellulaires 
Les organismes unicellulaires constituent, malgré leur petit taille, la forme de vie la plus 
abondante sur la planète, à la fois en nombre et en masse. On les retrouve dans tous les 
groupes de vie, que ce soit les bactéries, archéobactéries ou eucaryotes (voir glossaire). Du 
fait de leurs abondance, et en dépit de leur taille microscopique, les organismes unicellulaires 
sont présents partout, et nous pouvons souvent les distinguer à l’œil nu. Quelques-uns 
d’entre eux ont la capacité de former des groupes allant de plusieurs millions à plusieurs 
milliards d’organismes, formant ainsi des communautés centimétriques : les biofilms ou 
autres colonies.  On peut remarquer la présence de microbes car ils modifient généralement 
rapidement et profondément leur environnement en absorbant des molécules et en en 
libérant d’autres.  Grâce à leur variation rapide et leur grande hétérogénéité, ces 
communautés peuvent tour à tour former des assemblages complexes, jusqu’à acquérir des 
formes et des propriétés incroyables. Ces assemblages complexes sont plus qu’une simple 
addition d’individus et ont des propriétés difficiles à décrire en prenant en compte 
seulement le comportement des individus uniques. Cela est d’autant plus vrai que toutes ces 
connaissances ont été collectées au siècle dernier à partir d’individu isolés dans des 
environnements homogènes.   
 
Ainsi, lorsque l’on s’intéresse aux microorganismes « unicellulaires », on peut se poser de 
nombreuses questions sur la multicellularité en elle même. Le dilemme est a priori simple. 
Peut-on toujours parler d’ « unicellulaires » quand certains organismes forment des 
structures complexes pour faciliter leur reproduction ou leur survie ? Cette question peut 
être considérée comme philosophique et ces communautés unicellulaires sont généralement 
 classées loin des organismes multicellulaires typiques comme les animaux ou les plantes. 
Néanmoins, la réponse à cette question n’est pas triviale, et c’est là l’intérêt de ces 
communautés. L’étude de telles populations pourrait-elle nous permettre de comprendre 
l’apparition de la multicellularité, son fonctionnement et son évolution ? 
 
 
 
La culture de cellule 
Pendant ma thèse, nous avons choisi d’étudier une unique forme de communauté 
unicellulaire, dans laquelle la question de multicellularité reste peu débattue.  Le mode de 
reproduction classique de la levure, mon microbe préféré, et en effet principalement 
unicellulaire : une cellule se divise pour en créer 2. Cependant, les levures se regroupent 
fréquemment et forment des communautés complexes. Plus généralement, les exemples 
classiques de vie de colonies microbiennes incluent ce que l’on appelle simplement des 
« colonies », comme les groupes de levures ou de bactéries clonales, mais ils peuvent tout 
autant former des matelas microbiens (épaisses couches de microbes, généralement des 
structures photosynthétiques), des flocons (agrégat de cellules résultats d’une floculation 
dans du liquide), ou plus généralement des biofilms, libres ou fixés à une surface.  
On cultive généralement les levures, les bactéries et autres organismes unicellulaires dans 
des laboratoires. Nous faisons des allers-retours entre milieux solides sur boite de Pétri sur 
lesquels les microbes forment des colonies, et des cultures en liquides homogénéisées où leur 
croissance est unicellulaire. Comme elle permet un traitement homogène d’une population, 
 
Figure VIII.3: Les microbes sont partout. L’idée qui vient avec le mot “microbe” est souvent liée a une maladie 
(A), alors que les microbes sont bien plus que ça. On les utilise par exemple pour faire du fromage, du vin ou de 
la bière (B), ou a plus grande échelle pour faire de l’ensilage (C, herbe en conserve pour les vaches) qui se 
conserve bien de part son changement rapide d’acidité dû à la fermentation bactérienne. Les microbes sont aussi  
nécessaires pour digérer une bonne partie de ce que l’on mange. Plus généralement, ils sont partie intégrante de 
l’écosystème, dans le sol par exemple, ou ici (D) en symbiose avec des coraux. Les microbes sont des architectes 
incontournables de notre environnement, à l’image des Grand Prismatic Spring aux Etats-Unis (E), dont la 
couleur est due à l’activité microbienne variée. Ils sont sur terre depuis plus longtemps que nous, et ont 
commencé à laisser leurs traces il y a bien longtemps: on peut voir sur l’image F des stromatolithes, structures 
fossilisées crées par des microbes. Images: A de istockphoto.com; B de: Goodshoot depuis rfj.ch; C de 
grostracteurspassion.com; D, F sur Wikimedia; E par Jim Urquhart / Reuters. 
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la culture liquide est le moyen préféré des chercheurs pour faire évoluer les cellules et les 
observer. Ainsi, la plupart de nos connaissances provient de ce mode de vie. Les nombreux 
modèles de croissance, de comportements, de réponses à des stimuli qui existent dans la 
littérature sont principalement développés en milieu liquide. Parmi ceux-là, on se focalise 
même généralement sur les cultures dans lesquelles chaque cellule, jeune ou vieille, se divise 
en permanence, alors que c’est un état des microbes qui est plutôt rare dans la nature. Dans  
ces cultures, appelées « exponentielles » chaque cellule est en contact avec le même 
environnement et en même temps.  
 
 
 
De plus, les cultures en laboratoire se focalisent généralement sur les cellules à croissance 
rapide, pour des raisons évidentes de temps. Par exemple, les bactéries E. coli placées dans 
de bonnes conditions vont se diviser tous les 15-20 minutes. C’est très rapide ! A titre de 
comparaison, dans nos intestins, E. coli se divise seulement toutes les 12 à 24 heures [1]. Quoi 
qu’il en soit, une croissance générale exponentielle ne peut pas être le mode de croissance 
courant des microorganismes. Prenons un exemple : considérons que l’on commence avec 
une simple bactérie et qu’elle se divise toutes les 20 minutes. Disons que les cellules se 
diviseront toutes à la même vitesse. Après 20 minutes, nous avons 2 cellules. Après 40 
minutes, 4 cellules. Après 1 heure nous avons 3 divisions, soit 2x2x2=8 cellules. Après 3h30, 
1024 cellules. En continuant ce calcul, alors même que le poids d’une seule cellule est faible 
(1 picogramme, soit 1 millionième de millionième de grammes), nous aurions 100kg de 
cellules après seulement 18 heures, et la masse de la Terre en 44 heures, moins de 2 jours ! 
Cela signifie que dans la vie réelle les cellules meurent beaucoup, et passent la plupart de 
 
Figure VIII.4: schéma d’un cycle de vie d’un organisme unicellulaire: Dans un cycle asexuel, l’organisme (la 
cellule) va grandir, répliquer son ADN en synthétisant une nouvelle copie, le séparer en deux parties égales, puis 
de diviser physiquement en deux (on appelle ça la mitose). Ce cycle donne deux cellules, qui pourront 
recommencer encore et encore. Le schéma en haut à droite montre que si tout se passe ainsi le nombre de cellules 
grandira de plus en plus vite. En seulement 3 divisions, 8 cellules sont produites. Ce procédé peut être calculé 
mathématiquement, et suit une loi exponentielle, montrée ici en bas à droite. 
 leur temps à ne pas se diviser ou à se diviser lentement. Beaucoup de cellules sont mangées 
et digérées par des prédateurs. On pense aussi que la majorité des cellules est tout 
simplement immobile, attendant de la nourriture (dans les biofilms par exemple). Ces 
cellules ne sont donc pas en croissance dans un environnement homogène. 
 
 
 
Colonies 
Comme je l’ai dit, dans un laboratoire, la plupart des mesures sont réalisées dans des 
environnements liquides, mais la « croissance en état solide » sur du gel d’agar est également 
largement utilisée.  Dans les expériences où les cellules sont mutées, par exemple, les 
colonies ont l’énorme avantage de pouvoir sélectionner des populations de cellule qui 
dérivent d’une seul et unique clone (voir glossaire). A ce titre, les colonies constituent un 
outil de tri très pratique. Malgré leur utilisation commune, les colonies ne sont pas très bien 
connues et rarement étudiées en elle-même. Pourquoi ? 
 
Le problème est double. D’une part, les cellules généralement observées à l’état naturel ne 
forment pas un empilement simple. De par leurs propriétés elles établissent des formes 
fascinantes et complexes, qui révèlent leur beauté et leur géométrie même lorsque qu’elles se 
développent sur un milieu bien défini en laboratoire. La variabilité est telle qu’en médecine, 
une manière commune de reconnaître un microbe reste encore de se baser sur la couleur et la 
forme qu’il prend lorsqu’il est cultivé sous certaines conditions. Issues des mêmes cellules à 
 
Figure VIII.5: Les formes des colonies de microbes sont variables au laboratoire. Même en condition contrôlées, 
les microbes peuvent faire des formes complexes, parfois géométriques. Ceci est dú à l’interaction entre la 
croissance, l’environnement et la communication cellulaire. Paenibacillus dendritiformis peut faire de très jolies 
formes (A) en se déplaçant en groupes. Aussi en bougeant, l’essaimage de Proteus mirabilis (B) sur des boites 
d’agar avec du sang crée des cercles concentriques. Les colonies de Serratia Marcasens, elles, présentent 
naturellement une double coloration (C). Les deux morphotypes de Candida albicans (D) sont liés à son potentiel 
pathogène. L’état des Bacillus subtilis (E) lorsqu’ils sont immobiles crée une structure ridée. Escherishia coli, le 
microbe classique des laboratoires, commencera comme une colonie symétrique, mais des mutations apparaitront 
rapidement (F) pour briser cette symétrie. La levure Saccharomyces cerevisiae, peut former des colonies simples et 
lisses pour les souches de laboratoire (G), mais les phénotypes sauvages sont bien plus complexes. (H).  Barre 
d’échelle: 2 mm. Images de: A: wikimedia; B: pictures.life.ku.dk/atlas/microatlas/food; C: microbeworld.org de la 
Wistreich Collection; D: Felice Frankel, MIT; E: A.W. Rakosy/Encyclopedia britanica 
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l’origine, ces formes vont dépendre significativement des conditions de la croissance, comme 
le pH (acidité) [2], la quantité ou le type de nourriture disponible [3] ou la rigidité du 
substrat [4].  
 
Une hypothèse simple émerge alors : dans ces assemblées, les cellules ne peuvent pas être 
toutes identiques. De nombreux facteurs, tels que l’âge, les mutations et les aléas se 
combinent avec la position dans la colonie : les cellules qui sont proches du bord d’une 
colonie seront exposées à un environnement plus sec, plus oxygéné et à plus de nutriments. 
Les cellules du centre pourront uniquement utiliser ce que les cellules du bord leur auront 
laissé et les éventuels déchets qu’elles auront produits. A cela viennent s’ajouter les multiples 
communications physiques et chimiques que les cellules utilisent, ainsi que les changements 
importants qu’elles peuvent imposer à leur environnement avec le temps : on imagine alors 
bien le défi que représente la compréhension de ces assemblées ! 
Mes questions sur la croissance en communauté 
La construction de modèles de ces croissances fascine les chercheurs depuis déjà longtemps. 
La question « comment grandissent-elles ? » cache bien plus que la simple volonté de prédire 
la croissance d’une unique colonie. Pour les microbes en particulier, de nombreuses 
applications médicales dépendent de nos réponses potentielles. Voici quelques illustrations : 
par exemple le traitement antibiotique d’un biofilm qui se développe sur une prothèse ou 
une dent est rendu difficile à cause des variations phénotypiques internes au biofilm [5]. Une 
meilleure connaissance du métabolisme de la cellule à l’intérieur de ce biofilm est nécessaire, 
 
Figure VIII.6: La forme des colonies dépend des conditions de croissance. Haut : Effet de la rigidité du gel sur 
l’essaimage de Bacillus subtilis (mouvement sur la surface du gel d’agar) pour des concentrations d’agar de 1,5 ; 
1,25 ; 1 et 0,7%, respectivement. Adapté de [4]. Après 36h de croissance, on observe moins de mouvement de 
bactéries lorsque la concentration en agar est plus grande. Centre : Des colonies de 5 jours de Saccharomyces 
cerevisiae poussant sur des concentration de glucose décroissantes : de 2% à 1/16 % par facteurs de 2 [3]. Les 
colonies présentent une morphologie plus complexe, notamment due à la production de protéines d’adhérence. 
Bas : Des colonies de salmonelles présentent des morphologies différentes selon l’acidité du milieu. Ceci est lié à 
des réponses au stress et à leur virulence pour leur hôte [2]. Les traits au dessus marquent un pH initial de 4,6 ; 
5,2 ; 6,4 et 6,7 respectivement. Noter que le pH change avec le temps : il devient respectivement 4,9 ; 7,1 ; 7,4 et 7,3  
après 5 jours (date de la photo). Pour toutes ces colonies la date de la prise de vue est spécifiée car la forme des 
colonies mature aussi avec le temps.  
 au même titre que ses propriétés physiques. On sait également qu’il existe une corrélation 
entre le passage d’un état simple à un état complexe des colonies de Candida albicans or 
Salmonella enteritis  (microbes pathogènes) et l’apparition de la virulence du microbe.  
 
Assez loin du monde des microbes, plusieurs études sont dédiées aux embryons et à leur 
développement, ou au cas particulier de l’organisation en communauté des cellules 
cancéreuses. La compréhension des mécanismes qui conduisent à une organisation prospère 
au sein d’organismes multicellulaires est plus que jamais un sujet de recherche d’actualité. 
Par exemple la transformation d’une tumeur primaire (bénigne) en une tumeur à croissance 
exponentielle (maligne) est corrélée à la mise en place d’une collaboration entre les cellules 
cancéreuses [7]. Si l’on met de côté toutes les différentiations cellulaires et les discussions 
croisées qui doivent avoir lieu dans ces assemblées, certains de ces mécanismes complexes 
pourraient être issus de lois générales et qui devraient être vraies dans n’importe quel 
assemblée de cellules. Dans ce cas, l’étude d’un microbe unicellulaire ne va pas élucider 
toute la complexité des organismes multicellulaires. Mais, s’ils sont plus simples à étudier, ils 
 
Figure VIII.7: Description du plan du manuscrit. A. Dans cette thèse, je développe un système pour imposer une 
croissance géométrique à des colonies de levure. N’importe quelle géométrie verticale peut être obtenue, comme 
par exemple des lettres, ces cirques, des motifs ouverts ou des disques clos. Ces derniers amènent à la formation 
de colonies cylindriques, dont la forme est très différente des colonies classiques (e.g. Figure I.5). Pour celles-ci, je 
propose des modèles de croissance (les barres d’échelles font 3 mm). B. J’ai aussi développé une méthode pour 
obtenir une mesure précise de la forme 3D des colonies, ainsi qu’un système microfluidique qui permet d’imager 
une population de cellules en croissance sous un microscope fluorescent (C). 
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ont quand même des mécanismes génétiques et des métaboliques communs avec des 
organismes multicellulaires les plus complexes. Cela fait en principe des communautés de 
microbes un bon outil pour étudier les lois générales de la vie à l’intérieur d’une 
communauté de cellules.  
Il faut aussi noter que l’étude de telles communauté a un intérêt en soit, alors que de 
nombreuses questions subsistent sur l’écologie interne de telles communautés. L’évolution 
des microbes est une question palpitante, et leur habilité à coloniser chaque recoin du monde 
est fascinante. Nous n’utilisons pour l’instant à notre profit qu’une petite partie de leurs 
capacités, et une grande partie reste à explorer.  Comprendre la simple croissance d’une 
poignée de cellules constitue toujours un défi important mêlant physique, métabolisme, 
chimie et théorie de l’évolution. Une compréhension approfondie de la croissance des 
colonies constituerait à coup súr une avancée importante des connaissances sur l’évolution 
de la vie.    
 
A mon sens la question « comment grandissent-elles » reste un sujet ouvert qui peut être 
décomposé en plusieurs thèmes. Dans cette thèse, j’essaie de cerner le problème de la 
croissance d’un point de vue biophysique, dans lequel je crée une méthode pour éloigner les 
colonies d’éventuels voisins qu’elles pourraient rencontrer et avec lesquels elles pourraient 
interagir. Je réduis aussi leurs échanges physiques avec l’environnement pour rendre le 
problème plus simple. J’ai choisi un organisme qui possède généralement des colonies de 
formes simples et un métabolisme bien connu : la levure. J’utilise dans ma thèse un système 
pour contraindre les colonies de levures à une croissance quasi unidirectionnelle, sous la 
forme d’un cylindre.   
Dans ce cas simple, la sous-question « quelle partie de la colonie pousse ? » peut servir de 
base à la construction d’un modèle mathématique simple qui permet d’expliquer la 
croissance expérimentale globale et d’examiner l’importance qu’ont les lois générales de la 
physique dans cette croissance. Cela a constitué la plus grande partie de mon travail de 
thèse. Comme évoqué précédemment, cela peut également aider à comprendre les différents 
phénotypes présents au sein de la colonie. La question « comment la division cellulaire 
participe-t-elle à la croissance de la colonie ? » est quelque peu similaire, mais elle inclue la 
compréhension des interactions entre la division cellulaire et la forme des colonies. La 
question n’est pas triviale et est susceptible de dépendre des conditions expérimentales. En 
utilisant d’autres méthodes de mesure et de croissance précises, j’essaye à la fin de ce 
manuscrit de donner une piste concernant la nature de ces interactions. Pour finir je 
développe un système microfluidique afin d’observer les cellules sous microscope. C’est un 
peu comme si je cultivais des cellules dans un micro aquarium à l’intérieur duquel elles ne 
peuvent pas bouger, pour pouvoir les observer sous microscope.  
La thèse sera donc composée d’une introduction aux divers aspects de mon travail, puis de 
l’étude du cas d’une colonie cylindrique idéale. Je décris ensuite succinctement la mise en 
place de deux méthodes différentes qui devraient nous permettre d’aller plus loin dans nos 
recherches.  La première est une tentative de mesure précise de la croissance d’une colonie à 
 l’aide d’une mesure par triangulation laser et l’autre est le développement d’une installation 
microfluidique qui imite la croissance des colonies. 
 
  
Glossaire: 
- Archée/bactérie/eucaryotes: ce sont les trois domaines de la vie. Les bactéries sont bien connues 
pour les maladies qu’elles causent, mais en vérité elles sont présentes partout. Ce sont des cellules 
sans compartiment intérieur, et en général plus petites que les cellules eucaryotes. Les archées ont 
longtemps été considérée comme des bactéries, mais ont une histoire différente et des façons 
différentes de récolter de l’énergie. Elles ont été découvertes dans des environnement extrêmes, mais 
on en retrouve maintenant un peu partout. Les eucaryotes sont le groupe dont nous faisons partie, 
tout comme la levure. Ils sont principalement définis par la présence d’un compartiment, le noyau, à 
l’intérieur des cellules. Les eucaryotes sont en général plus gros que les bactéries et les archées. 
- Biofilm : un biofilm est une pile de cellules qui pousse habituellement sur une surface ou qui flotte. 
Dans ces populations, les cellules adhèrent les unes aux autres et forment une sorte de croute avec 
de nombreux individus différents. 
- Clone: les clones sont des individus qui sont génétiquement identiques. On parle de colonies 
« clonale » parce qu’elles sont généralement issues d’une seule cellule qui se divise en deux cellules 
identiques, puis en 4... On parle aussi de clones chez les multicellulaires, par exemple quand on 
replante des pommes de terre sans passer par les graines. La reproduction clonale contraste avec la 
reproduction sexuée ou l’on observe un mélange génétique. 
- Colonie : utilise ici de la même manière que dans la vie commune, comme par exemple dans le cas 
d’une colonie d’oiseaux ou de phoques. Une colonie est une entité composée de plusieurs individus 
vivants ensemble. En général, elle peut résulter de la multiplication de quelques individus initiaux. 
- Milieu de culture : c’est la soupe dans laquelle on fait pousser les microorganismes et qui contient 
toute la nourriture dont ils ont besoin. On parle de milieu « solide » si on y ajoute des agents 
gélifiants, ce qui le rend plus semblable à de la gelée ou de la confiture. 
- ADN, ARN, protéine : ces trois types de molécules sont des longues chaines de plus petites 
molécules, que l’on appelle polymères. ADN veut dire Acide Désoxyribonucléique car le squelette 
de cette molécule est un sucre, le désoxyribose, et qu’on le retrouve dans les noyaux des cellules. De 
manière similaire, l’ARN est l’Acide Ribonucléique.  
- Génotype : ensemble de gènes d’un organisme. Par extension, il peut représenter l’ensemble de 
l’information contenue dans l’ADN d’un individu. 
- Homogène/hétérogène : Un environnement homogène veut dire que chaque endroit de 
l’environnement est le même. Un milieu hétérogène est le contraire. 
- Métabolisme: ensemble des réactions chimiques d’une cellule. Cela veut dire toute l’activité liée à 
l’obtention d’énergie (en brulant des sucres, des lipides des protéines…) et la construction de 
nouvelles molécules avec (pour bouger, grandir, se reproduire...). 
- Microbe : organisme qui ne peut pas être observé à l’œil nu. Les micromètres (μm) sont un millième 
de millimètre. Une bactérie typique fait 1 µm, une levure typiquement 4-5 µm. 
- Mutations: une mutation est une variation dans une séquence d’ADN, parfois faite lors de la copie 
de l’ADN pour division. Les mutations peuvent aussi apparaitre à d’autres moments du cycle de vie 
d’une cellule. Dans les deux cas, « l’erreur » peut être passée à la génération suivante qui la 
dupliquera. 
- Phénotype : tous les traits observables de l’extérieur. Pour les humains, la taille, la couleur des yeux 
ou le QI sont des phénotypes. 
- Souche: pour les microbes, il s’agit d’une lignée cellulaire qui dérive d’une cellule unique. On peut 
comparer le terme aux races animales ou aux variétés de plantes. 
- Uni/multicellulaire : la cellule étant la plus petite unité de la vie (capable de se reproduire), certains 
organismes ne sont faits que d’une seule cellule. Ces ont des unicellulaires. Les organismes 
composés de plusieurs cellules, comme les animaux ou les plantes terrestres sont des 
multicellulaires. Noter que la différence entre les uni et multicellulaires est parfois mal définie.  
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2. Cryosectioning of fluorescent pillars 
In order to observe metabolic state of the cells in the pillar by cryosectioning, I used pGAL1-
GFP cells, which expression would be repressed when glucose is present [128] and expressed 
at very low to null concentration of glucose and for galactose concentrations over 25 mM. 
One can then grow a colony on a gel containing a mixture of glucose and galactose at 1% 
each. Since glucose is preferred to galactose, we can hypothesize glucose will first be used in 
the lower part of the colony, and galactose repressed at this point. This would then lead to a 
fluorescent signal appearing in the upper layers, where glucose is absent and galactose is 
present. GAL2 expression and fluorescence signal should then disappear in even higher 
layers upon galactose depletion. 
 
Figure VIII.8: Longitudinal sections of pillars 
observed under fluorescent light microscopy. 
Stitched images of the bottom part of a pillar for 
two fluorescent channels. The strain is a pGAL1-
GFP and pillars were grown for a week on 1% 
glucose + 1% galactose. On the left a GFP image 
shows that cells with fluorescence are surprisingly 
present from the most bottom cells of the pillar. 
Fluorescent cells are scattered(around 50% of 
fluorescent cells) for the first 400 µm and signal 
then diminishes. On the right of the image is a 
RFP image showing that more and more cells start 
to be auto fluorescent in the higher layers. As 
mentioned many times now, we hypothesize that 
these cells are dead cells. 
The result of the experiment is not the one that could be expected. First, no “glucose” layer 
was observed in the colony. Instead, a scattered signal is observed since the first layers, and 
not all cells were expressing the marker. The GFP fluorescence is indeed lost in higher layers 
at about 400 µm from membrane. This surprising result could suggest that cells in dense 
population are more likely to have a noisy expression of metabolism genes, but this needs to 
be further verified with negative and positive controls. 
 3. Book chapter: Protocol for membrane patterning 
as published in “Methods for cell biology” 
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 4. Published article: Growing yeast into cylindrical 
colonies 
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 Résumé 
 
Microbes can form complex structures composed of millions to billions of cells. These 
assemblies contrast with the classical view we have of the “unicellulars” microbes. In fact, 
given their environment, they likely form heterogeneous connected structures. Our 
understanding of these assemblies is still scarce. The problem is that the models we develop 
suffer from the lack of experimental tools to understand these groups of cells. In this thesis, I 
propose to study they yeast Saccharomyces cerevisiae colonies by defining the flux of nutrients 
the colony receives. I use patterned filtration membranes intercalated between colonies and 
nutritive gel, leading to well controlled shapes. Using the cylindrical geometry resulting 
from a disc pattern, I first propose a quick study of the pillar organization, and then propose 
a simple model for colony growth in order to explain experimental growth in different 
environmental conditions, with respect to glucose levels, colony diameter and oxygen 
availability. I then discuss the biological relevance of this model with respect to cell division 
and nutrient absorption. To go further in investigations, I propose a automated measure of 
colony volume using a laser based measure with a 10 µm height precision. A microfluidic 
setup that mimics a two-dimensional colony growth is also proposed, where cells can be 
directly observed under a microscope. 
 
 
Les microorganismes peuvent former des structures complexes composées de millions ou 
milliards de cellules. Ces assemblées de cellules contrastent avec la vue classique que nous 
avons des microbes « unicellulaires ». En fait, étant donné leur environnements, ces microbes 
forment certainement des structures hétérogènes et connectées. Notre compréhension de ces 
assemblées reste incomplète, et les modèles que nous développons souffrent du manque de 
méthodes expérimentales pour comprendre ces groupes de cellules. Dans cette thèse, je 
propose d’étudier les colonies de levure Saccharomyces cerevisiae en imposant le flux de 
nutriments que la colonie reçoit. Pour cela, j’utilise des membranes de filtration modifiées 
que j’intercale entre les colonies et le gel nutritif pour contrôler la forme de ces colonies. En 
utilisant la géométrie cylindrique que l’on obtient avec un motif en forme de disque, j’étudie 
d’abord rapidement l’organisation du pilier obtenu, puis je propose un modèle simple de la 
croissance pour expliquer les données expérimentales obtenues dans différents 
environnements, avec une variation de la concentration en glucose, du diamètre des colonies 
ou de la présence d’oxygène. Je discute ensuite de la signification biologique de ce modèle en 
rapport à la division cellulaire et l’absorption des nutriments. Pour aller plus loin, je propose 
un suivi automatisé du volume des colonies en utilisant une mesure laser avec une précision 
en hauteur de 10 µm. Un système microfluidique qui mime une croissance bidimensionnelle 
de colonies est aussi proposé pour observer les cellules directement sous un microscope. 
 
 
