We present a new distributed algorithm which nds all solutions of Constraint Satisfaction Problems. Based on the Backtrack algorithm, it spreads subtrees of the search tree over processes running in parallel. The work is optimally shared among the processes while the communication cost remains low. We show that the speedup of the resolution is asymp totically linear as the number of variables increases. Furthermore, we study the addition of Lookahead pruning techniques and Nogood Recording. Experimental results con rm the e ciency of the algorithm, even if the search tree is very unbalanced.
Introduction
The NP-completeness of the Constraint Satisfaction Problem (CSP) results in the intractabil ity of a wide variety of important problems that can be expressed in the framework of Constraint Satisfaction. Backtracking-based algorithms are often used to nd solutions and many pruning techniques have been discovered to reduce the size of the search tree. The e ciency of these methods depends on the problem speci cities and is still not good enough for many real life problems. For a few years, a new way for speeding up the resolution has been explored: the distribution of the work among processes running in parallel Hen89]. Thus, the goal is to decrease signi cantly the time of the resolution which then depends on the number of engaged processes.
This paper presents a distributed algorithm which nds all the solutions of CSPs (total exploration of the search tree) and splits di erent parts of the tree to allocate them to processes of a network of computers. There has been a lot of researches on parallel processing of backtracking search for general tree search problem. Good experimental results have been reported and theoretical works about the load balancing among processes are numerous but we have not found any theoretical work about the minimization of the communication cost and we have decided to focus our interest on it. In practice, an interprocess message is generally much more expensive than a node generation 1 and we think the communication cost of distributed algorithms has been too much neglected in the past and that it needs to be taken into account in the theoretical study of any distributed algorithm if we want to prove its e ciency. Thus, our algorithm has been conceived to rst respect this criterion. We have also examined the way some existing pruning techniques could be integrated with a little communication overhead.
Basic Concepts

De nitions
A CSP can be de ned by a triplet (X; D; C) where X = fx 1 ; :::; x n g is a set of n variables, D = fD 1 ; :::; D n g the set of their ( nite) domains and C the set of the constraints which de nes the compatibility of their assignments.
We also introduce some useful concepts : a variable assignment is an association of a variable and a value. A total assignment is a list of assignments of all the variables of the problem while a partial assignment involves only some of the variables. An assignment is inconsistent if one of its variable assignments violates a constraint of C. A solution is a total assignment which is not inconsistent.
Pruning Techniques for the Search Tree
All these general methods are based on the Backtrack algorithm which consists in trying to build a solution step by step, backtracking on a choice each time a partial assignment happens to be inconsistent. There are two enhancements of the Backtracking algorithm: Lookahead algorithms and Learning from Failure algorithms. The former reduce the domains of the variables to be assigned before their assignment and the latter analyze the reasons of a con ict to not generate a similar inconsistent assignment.
Lookahead Algorithms: The last variable assignment of the current partial assignment is a new information which may be exploited to remove some value from domains of the not yet assigned variables. This domain ltering is realized by testing the consistence of possible values to assign to variables thanks to the constraints that link them to the newly assigned variable. According to the ltering intensity we want to apply, node, arc or path consistency will be tested, the simple Forward Checking or the Real Full Lookahead will be used Tsa93]. Learning from Failure: Each time a partial assignment happens to be inconsistent, we look for the guilty variable assignment before backtracking. This allows backtracking to the last faulty variable instead of the last assigned one (Con ict Directed Backjump ing Gas78]) or to record sets of inconsistent variable assignments (called nogoods) as to detect a failure earlier in another branch of the tree when encountering a partial assignment containing the nogood (Nogood Recording SV94]).
Distributed Computation
Several processes run in parallel and communicate to each other by sending messages. The goal of the distribution is to increase the performances linearly, i.e. to achieve the same work as a single process while dividing the resolution time by the number of engaged processes Rou89]. To get the nearest to this aim, we have to minimize the overheads due to additional operations brought by distribution MR92] (see gure 1): number and size of interprocess messages. delay in message answer. A requested process cannot answer without delay if it is not in a state of being interrupted or if it is already answering to another process. idle-time of a process. When the work is not equally shared, some processes become idle. This behavior occurs mainly during the end of the resolution. Thus, it is really important to give the same load to each process to obtain a linear speedup.
Distributed Tree Search Algorithm
Distributed tree search is achieved by spreading the root nodes of subtrees among all the processes. Each process searches for its own subtrees the same way as if it was alone. The
Reference duration for 1 process
Ideal duration for 2 processes
Minimum overheads due to messages Overheads due to unbalanced work sharing Overhead due to temporary inaccessibility of a process Figure 1 : Di erent kinds of overheads due to interprocess communication tree structure generally cannot be split into a given number of equal parts so we must adopt a ner grain than just the number of processes to divide the tree, i.e. each process will search several subtrees, but we have to take care of minimizing the message tra c between processes to keep the communication cost as low as possible.
As we previously wrote, many studies were made about parallel backtracking. In FM87] is experimented some work distribution where each process has a helper. If the latter cannot grant a request, the process will try with another helper. This method may cause some idleness and the number of messages is not evaluated but it performs well on the tests pre sented. In FK88] is obtained a nearly perfect (98 %) speedup on an Othello game tree and in VRR87] is reported an average speedup of 106 with 115 processes running a parallel implementation of an Iterative-Deepening-A* algorithm. Zha89] presents an algorithm that would perform theoretically a linear speedup if the communication cost was neglected. Un fortunately, this algorithm produces as much messages as it generates nodes and, in practice, a message costs more than a node generation. In order to nd a good compromise between granularity and frequency of messages, Man92] has proposed to choose with care a depth in the tree where the nodes will be distributed. The drawbacks of this method are analyzed in Mau93]: if we want the termination waiting phase (i.e. phase during a process is idle until the end of the resolution) to be short enough, we must select an adequate depth which varies from one problem to another. In our opinion, the main problem is that the number of messages is still proportional to the number of nodes. If we take the communication cost into account as to theoretically calculate the speedup of an algorithm we can't achieve a linear speedup unless we prove the communication cost is negligible i.e. the number of messages is far less than the number of nodes. As the number of nodes is an exponential function of the number of variables, this aim could be reached if the number of messages was bounded by a polynomial function of the number of variables.
We shall rst present our algorithm in its principle then in details and in a next section we shall prove its e ciency. The originality of our approach is to rst privilege the minimization of the communication cost over the load balancing.
Basic Scheme of the Algorithm
Sut95] has recommended a static partition at the beginning of the resolution to limit the communications drastically. The expectable drawback of this simple scheme is a possible very bad sharing of the work between the processes. To maintain a good load balancing, we have to use a dynamic repartition. The solution chosen here is to rst distribute the parts of the tree we believe to be the biggest (i.e. the subtrees of which the root nodes are the highest in the tree) taking care the remaining work will be divisible anew for the next asker. All the processes have the same function: running a depth-rst search of their own subtree. One process has a special status, the master (the others are simple workers) and has the additional function to share the work. Whenever a worker has nished its subtree, he asks the master for a new root node. Then, the master will give the son of its shallowest node except if it's his only son, then a son of the latter will be given. At the beginning, the master owns the root node of the tree whereas the workers don't own any node. Any process de nitively stops when it receives an empty node (the master doesn't have any more nodes). The distribution follows the scheme shown in gure 2. It is easy to see that the granularity of the partition of the work goes ner as the resolution progresses, until it reaches the size of a node. Moreover, the number of distributed subtrees is very small compared to the number of nodes.
This simple scheme achieves a good allocation if the search tree is well balanced. However, if one of its subtrees is really bigger than the others, one process could keep working a long time after the others have nished because the master has no more node to give. The worst case occurs when the left branch of the tree happens to be very short: only big subtrees are distributed to other processes and, thus, the distribution may become imbalanced. That is why we add a corrective mechanism to our rst simple scheme : when the master has no more work to do, it asks all the workers for the depth of the shallowest node they own and exchange its master status with the worker which has one of the shallowest available nodes. If no worker has a node then it sends a stop message to all the workers and stops itself. Now, the work will always be shared until the end of the resolution by processes that constantly know where to nd it. remote-call sends the same message to his addressees and enters in an event loop. An event is an answer to the message sent (it is then stored in a list) or a message sent by a process (the message is to be executed and the result sent back). The loop ends when all the addressees have sent their answer.
A process can only be interrupted by a message at precise times: during a remote-call event loop or after each generation of a node: it tests if any message is waiting in its event queue and executes it in case of need. Thus, this protocol avoids the deadlocks because a process can deal with a message sent by a process while it is already waiting for an answer of the latter.
Data and Associated Functions
We use a stack-like structure which we can access by the top (functions push(node), pop() and stack-top()) and also by the bottom (functions push-bottom(node), pop-bottom() and stack-bottom()). A stack is an ideal structure for storing data in depth rst search but we also want to access to it by the bottom because that's where the shallowest node is (see gure 3).
A node encloses (among other informations) the list of the sons it can generate (see remote-call(Workers, distributed-enumeration()) distributed-enumeration()
Theoretical Performance of the Algorithm
Two kinds of messages occur several times during the resolution: some for changing the master and others for asking for work to the master. Let n be the number of variables, let d be the cardinal of the largest domain, let p be the number of processes and let i be the depth of the shallowest node of a process i.
Theorem : The total number of messages is lower than dpn 2 + pn.
Proof : First, we calculate the maximal number of changes of master. Let's consider = P p i=1 i . The master has at rst the shallowest node (depth: m ). When it exchanges its status, it becomes a worker and ask the new master for a node of depth . m < and the others i can't have decreased so strictly grows. At the beginning > 0, and as 8i i n, we nally have pn. Thus, the total number of changes of master is lower than pn. Now, we calculate the maximal number of asked nodes. As long as the master remains the same, it will distribute the brothers located at the right of the node of his left branch, so a maximum of P n i=1 (jD i j ? 1) times which is lower than nd. This will be done for each new master so, for all, less than dpn 2 times. We sum up the main characteristics of the algorithm:
It shares equally the work among the processes: the work is shared again each time a process has nished its subtree and a process stays idle only when waiting for an answer to its message.
The number of messages is bounded by a polynomial function (dpn 2 ).
The number of generated nodes is the same as the one for the sequential Backtrack algorithm. The di erence lies in the stack which is split between the process: a node created from a local stack may be pushed on another stack.
All this leads us to the following conclusion: the communication overhead will become in signi cant compared to the tree search time (which is in O(d n )) when the size of a problem is big. So, we have an asymptotic linear speedup when n or d are large enough for any xed p.
Of course, as the communication cost also depends on p, for any xed n and d there exists p such that the communication cost is big enough to make the speedup become very bad, but this is true for any distributed algorithm. We are also aware of the bottleneck that the centralized control of the master will create, but as the number of messages is low, the number of messages reaching the master at the same time is even lower. We expect such a problem at the very beginning and near the end of the resolution. Anyway this doesn't a ect the fact that the communication overhead remains polynomially bounded.
Integration of Pruning Techniques
Integration of Lookahead Schemes
The lookahead schemes lter domains of still unassigned variables i.e. below the node it is considering in the tree, so only inside the process that contains the node. The local e ects of Lookahead-based techniques let them be directly added to the algorithm described in this paper. There is just one minor change: the list of ltered domains (length: O(nd)) must be attached to a transmitted node.
Integration of Nogood Recording
As previously said in 2.2, a nogood is an inconsistent partial assignment, which can be used to prune the search tree at di erent spots. Its interest is global and discovering a nogood may generate new interprocess communications.
Nogood Circulation
We must avoid two over-simple models: the sel sh one and the chatty one. In the sel sh model, one process would not inform other processes when he nds a nogood. There would be no additional communication cost but the tree would not be pruned as well as in the sequential Nogood Recording. In the chatty model, every process would transmit a newly discovered nogood to all other processes. The tree would be pruned as well as possible but the extra communication cost would be higher than necessary. That's why we have to nd out a cheaper model of message passing.
The discovery of a nogood should only be transmitted to processes that may need it. As to achieve this, we introduce a new concept: the signature of a process is the partial assignment that de nes its root node. Indeed, each subtree/process de nes a subproblem restricted by the variable assignments of its signature so it doesn't need a nogood containing variable assignments not matching its signature. We then use two lters to prevent a nogood from reaching a process for which it would be useless: a public nogood won't reach a process if the latter has a variable assignment in its signature that is incompatible with one of the nogood.
consequently, a nogood remains private when it is a superset of the signature of the process that has discovered it. As a matter of fact, there is no partial assignment that contains the nogood outside its local process.
Data and behaviors are extended as follows. The master owns the list of signatures of all the processes. It receives all the public nogoods and dispatches them to the adequate processes (including itself). When a process asks for work, the master provides a root node and the corresponding part of its nogood base (and updates its signature list). When a master changes its status, it transmits its signature list to its successor. It is to notice that the nogood base is shared between all the processes (however a nogood may be common to several processes).
According to the contents of the newly discovered nogood, it is sent to di erent processes:
{(x 1 ,1),(x 2 ,2),(x 4 ,1)} ?! no processes (it remains private). {(x 1 ,1),(x 3 ,1)} ?! P2 and the Master. {(x 2 ,2),(x 4 ,1)} ?! P1 and the Master. {(x 3 ,1),(x 4 ,1)} ?! P1, P2 and the Master. {(x 4 ,1)} ?! all the processes. The number of nogoods is potentially of the same size order as the number of nodes in the tree so they are not all recorded in practice, all the more as it would induce an equivalent number of messages. The usual way to limit this number is to x a maximal size for recorded nogoods as to just store a polynomially bounded nogoods.
Discussion about the Algorithm E ciency
The discover of a useful nogood implies at worst the sending of p messages. As the number of nogoods taken into account is polynomially bounded, the resulting communication overhead should remain negligible. It would be nevertheless false to conclude that the linearity of the speedup would persist. Actually, the parallelization introduce a di erent behavior for the pruning: in sequential mode, a nogood is used to prune subtrees located to the right of the node where it has been detected, whereas, in parallel mode, the direction of its action is undetermined. Consequently, the tree shape changes. Two phenomena with opposite e ects occur because of the parallelization: a nogood may be found out (then used) sooner thanks to process concurrency. a piece of a tree may be wrongly developed because it was examined before the nogood located on its left was found. According to the predominance of one of the two e ects, we shall obtain sometimes a gain or sometimes a loss of performance (like in parallel branch and bound for instance MR92]).
Experimental Results
The algorithm was implemented as a function library intended to take part of PROSE Ber92], a functional tool-box for constraint interpretation, and using CHOOE Leb93], a distributed environment manager.
The experiments were done on a network of Sun stations. First, we tested our algorithm on the classical n-queen problem using Forward-Checking. We have also checked the algorithm e ciency with the Golomb problem which produces a very unbalanced tree. The problem is to nd a set of n di erent values such that all the di erences between two of them are distinct and the maximum value is as small as possible. We tested the optimality of the solution (i.e. the problem has no solution if we add the constraint that all values must be strictly lower than the best known solution) with di erent instances of n.
The results con rm what we expected: The speedup becomes nearly linear as n gets large for any xed p.
The higher p is, the lower the speedup e ciency is for any xed n.
Comparing these results with the ones generally obtained in previous works (see Hen89] , FM87], VRR87] and FK88]), we can notice that when the problems are small, our algorithm is much less performant, whereas it is sometimes better when the problem sizes are large . The bad behavior of the algorithm when the problem size is small can be explain by the following reason : we observed that during the last seconds of the resolution, when the processes only possessed a few nodes to generate, there were some useless and time-expensive e orts to share the remaining work. Therefore, it would be better to x a threshold to the depth of the nodes used to make the change of mastership and the node donations because, at a too deep level, the communications cost more than the rest of the resolution.
Conclusion
We managed to build a simple distribution mechanism which is a low time consumer while preserving a balanced work sharing. Adding the lookahead techniques requires no extra communication and integrating the nogood recording is cheap, so this algorithm is well suited to solve CSPs but, as it is very general, it can also be used for other backtracking-based problem solver. We proved and experimented that the speedup converges to linearity when the size of a problem is large. Meanwhile, a naive and direct implementation of the algorithm doesn't produce good results when the problem is small and we proposed some minor changes to enhance its e ciency. However, it seems clear that this algorithm is particularly well suited for large problems to distribute over a network of distant computers.
