A common problem with current automatic speech recognition (ASR) systems is that the performance degrades when it is presented with speech from a different acoustic environment than the one used during training. An important cause is that the feature distribution to which the ASR system is trained no longer matches that of a new environment. Reverberant environments can be especially harmful. In this work, we test a multi-stream system in which the constituent streams are each trained in separate acoustic environments. When training the acoustic modeling stages of the streams separately with clean data and heavily reverberated data, we find that that the combined system can improve the ASR performance with unseen reverberated test data.
INTRODUCTION
Despite many advances in ASR robustness, ASR systems can still perform abysmally when the test data and the data used to train the system are from different acoustic environments. The acoustic environment can significantly alter the distributions of the speech features. For example, room reverberation results in the timetranslated signal energy to be added to itself, resulting in modulation energy that is "smeared' forward in time. When the effect is significant, the trained acoustic models are no longer accurate. Researchers have sometimes used model adaptation techniques or preprocessing techniques with robust properties to alleviate the problems due to a change in acoustic environment. As a complementary altemative,.we choose instead to keep multiple system components that are independently trained to more than one acoustic environment. In our experiments, we employ multiple front-end acoustic modeling streams to estimate class posteriors that are then merged prior to decoding. One stream or set of streams are trained using the original clean data. The remaining stream or streams are trained in a heavily reverberated environment. In this manner, the ASR system has examples of the what the feature distribution looks like with data subjected to two extremes of reverberation.
EXPERIMENTAL SETUP
Experiments were performed using a hybrid artificial neural network -hidden Markov model system [2] . A simple three layer feed forward multi-layer perceptron (MLP) estimates the posterior probabilities of mono-phone class targets given the acoustic features. A subset of the OGI Numbers corpus [3] was used for recognition experiments. This corpus consisted of naturally spoken connected numbers recorded over the telephone and has a ; 0-7803-7041-4/01/$10.00 02001 IEEE small vocabulary size of 32 words. The training set consisted of approximately 3 hours of speech while the development testing set contained about 1 hour of speech. A smaller third cross-validation (CV) set was used as hold-out data for early-stopping during the MLP training and was sometimes used for parameter tuning of the decoder. The MLPs used an input context of 9 frames of speech features. We used the chronos decoder [9] with a bigram grammar and phone models derived from phonetic transcriptions of the corpus.
The training and testing speech utterances were used in their original state (clean condition) and also modified with examples of reverberation. One set of examples was estimated from recordings in a variable echoic chamber composed of panels that could be placed in a highly reflective or absorbent state. Varying the percentage of panels that were in either state yielded room impulses with different reverberant characteristics. One example from this set consisted of light reverberation whose impulse response was estimated from recordings in a variable echoic chamber [ 101. It had the quality of a small office with a reverberation time (T60) of 0.5 seconds and a direct-to-reverberant ratio (DTR) of -2 dB. It was used in preliminary tests on combinations while the remaining impulses were saved for final experiments. An additional reverberation example consisted of a heavy reverberation, whose impulse was constructed from recordings in a concrete basement hallway and has a T60 of 2.5 seconds and of DTR of -8 dB. Additional artificial examples of reverberation were constructed by simple modification of the heavy reverberation impulse to approximate reverberant environments with different characteristics, i.e DTR and T60. Reverberated data was applied artificially to the speech via convolution with the room impulse response.
SIMPLE COMBINATION RESULTS
There are a number of ways to combine probability estimates from several classifiers. These are usually based upon different independence assumptions [ 13. A common method used by researchers is to average the logarithm of the probabilities, where P(qls;) is the posterior probability of class q given features x of stream i, and the weights w ; sum to one. When the weights wi are equal, this equation is equivalent to the normalized geometric mean of the posteriors. This method has similar properties to the product rule combination method [8] as the feature extraction process for both streams. The features were normalized on a per-utterance basis to have a fixed mean and variance. The first two rows of table 1 show the word error rates (WER) for two streams where an MLP with 800 hidden units was trained in either the clean or heavy reverberation environment and then tested in these environments and a third light reverberation environment. The streams perform best in matched conditions. The third row shows the results when the probabilities from the two streams are combined using the log-average method with equal weights. In either of the matched cases (clean and heavy), this combination does not improve over the better of the individual streams, though fortunately the result is closer to the better stream than to the worse. In these cases, one stream is performing at its best while the other is at its worst. Of interest is the light reverberation test which is the unseen testing condition in t h s case. This score, marked with a "+", is significantly lower than either of the individual streams and is 21% better relative to the best stream. Since the combined stream implicitly has twice as many trained parameters as the individual streams, we also performed identical tests of the individual streams using a bigger MLPs with twice as many parameters. WER results are shown in the 4th and 5th rows of table 1. Increasing the number of parameters improves the word error rate in matched testing cases, though only significantly in the heavy reverberation case. Mismatched tests produce no significant difference in scores in these tests. The last row of table 1 shows results where a single bigger MLP is trained with both clean and heavy data. The results are consistent with the log-average combination with only a significant difference in the heavy reverberation test case. The improved performance in the light reverberation test indicates that the MLP is able to do some interpolation between the two extreme training conditions. However, the matched test conditions experience some compromised performance just as the log-average method had. The simple posterior combination of heterogeneous streams appears more desirable than using a larger MLP trained in two conditions. The individual smaller MLP streams can be trained [7] . PLP cepstral features .together with As and AAs were normalized on a per-utterance basis to a fixed mean and variance. MSG features included 13 modulation features that were filtered with 8 Hz lowpass and 8-16 Hz bandpass IIR filters. The MSG features were also normalized but in an online manner. Four streams were trained individually on each set of features and with data from either of two acoustic conditions labeled "clean" and "heavy". These probability streams were tested individually and in combination using clean, light, and heavy reverberation conditions. Again, the "light" condition is an unseen test condition presented to the ASR system. Table 2 shows the word error rate (WER) from word recognition test results. Since different types of features sometimes require different values of decoding parameters to perform best, some parameter tuning was conducted using the CV set to achieve the lowest word error rate. The first four rows of scores in table 2 give the WER of the individual streams. This row illustrates some of the performance differences between PLP and MSG. Overall, the MSG features perform better than PLP when the system was trained or tested on reverberated data. PLP on the other-hand performs better when training and testing on clean data. The next two rows of scores *Modulation-filtered SpectroGram combine streams trained in like acoustic conditions using the logaverage method and with tests in all three conditions. In most cases, the combination results in lower WER than the single streams, particularly in matched training and testing cases.
We subsequently performed tests using a heterogeneous environment combinations. First we used two streams where the PLP stream was trained with clean data and the MSG stream was trained with heavily reverberated data. This selection was chosen since PLP performed better on clean data and MSG performed better on reverberated data. The results shown in the second to the last row of table 2 reveal a similar pattem as with RASTA-PLP; specifically there is some compromise in performance in the matched cases coupled with an improvement in the unseen light reverberation test. The heterogeneous combination performs the same as the clean combination in the unseen light condition test. We note, however, that the improvement in the heterogeneous case over the best of the individual streams for the light test is more substantial. I.e. the best constituent stream is 23.8% for the heterogeneous case but 15.3% for the homogeneous case, yielding relative improvements of 38% and 2.6% respectively. Since combinations of PLP and MSG features demonstrates performance improvements in matched as well as mismatched testing conditions, we also tested using streams from both feature sets trained in both clean and heavy reverberation conditions. The last row of table 2 shows that the unseen light condition case improves further, though the scores are not significantly different from the two stream heterogeneous case in thls test.
WEIGHTED COMBINATION
The previous experiments used a simple log-average of the probabilities with equal weighting. Since we use streams that were trained in separate environments, an equal weighting will not always be optimal; the speech test data may be a closer match to one of the streams. In the above cases, a weighting towards the clean stream in the clean test case or towards the heavy stream in the heavy test case would mitigate some of the compromised performance in the heterogeneous combination tests. We repeated tests using the two-streams heterogeneous case and a number of artificially constructed room impulse responses. The weight between the streams varied from 0 (all weight to the MSG-heavy stream) and 1 (all weight to the PLP-clean stream). Word recognition tests used the smaller CV set with fixed recognition parameters to speed up the evaluation. Figure 1 shows the WER results with the DTR held at -8 dB and with T60 varying from approximately 250 ms to 2500 ms. The existence of extrema in these curves is encouraging since it signifies that combinations of the streams in this fashion can produce lower WER than either stream alone. In the case of the smaller T60, corresponding to less reverberant quality in the speech data, the weighting should be more equal. For larger T60s at this DTR, the weighting should favor the heavy trained stream. A weighting knob to the ASR system, whether manual "rules of thumb" or automatically computed from statistical measures from the data, could be used to keep the system at peak performance.
FOUR-STREAM COMBINATION WITH UNSEEN ROOM IMPULSES
Final tests were conducted using the room impulse responses gathered from four microphones in a varechoic chamber with loo%, 43%, and 0% of the panels set "open" to an absorbent state. The streams were trained using clean data and heavy reverberation data and are independent environments from the training room impulses for these tests. The individual stream WER results are tabulated in table 3 with the WER of a log-average combination of all streams listed in the last column. The first 8 rows corresponding to the 100% and 43% open panels had lighter reverberation quality. From figure 1, the original equal weighting is adequate and all streams were given a 0.25 weight. The combination lowers the word error in all cases, by as much as 30% relative. The last four rows, corresponding to all panels in a reflective state, have a heavier reverberation quality. An equal weighting yielded results that were sometimes worse than the individual streams. From figure 1, a clean-stream weight of 0.2 would be considered more appropriate. These tests therefore assigned the 0.2 weight equally between the clean streams (0.1 each) and the 0.8 weight equally between the heavy streams (0.4 each). This weighting scheme lowered word error in all of these cases.
DISCUSSION
By and large, the environment in which the MLP probability estimator is trained is the overriding factor on the performance in different reverberant environments. Even with robust feature extraction routines, the difference in the feature distributions due to the room characteristics still varies wide enough to cause severe degradation in word recognition. For example, it seems unlikely that even given an arbitrarily large number of trained parameters, that the performance in heavy reverberation of a clean-trained system would approach the performance of the heavy-trained system. In fact it would be in danger of over-fitting the training data. For the 0% open panels, the clean streams were given a weight of 0.1 and the heavy, a weight of 0.4. The "+" annotations mark where the log-average combination produced WER that was significantly better than the single streams.
The most encouraging results occur when a two-stream system has streams that are trained in different environments and then presented with data from an unseen environment. Scores in the unseen environment are superior in the combined system than the singly trained systems. The unfortunate side effect is a penalty in either of the matched conditions. In these cases, the mismatched stream harms the combination more than helps, though the resulting combination still performs closer to the better stream. An extra input or measure that can intelligently switch off the worse stream appropriately would rectify problems in the matched cases. When such information is not available, however, the compromised performance in matched cases can still be a reasonable trade-off. Real deployed ASR systems will almost surely be presented with speech in an environment different from its training environment. Multiple streams trained in heterogeneous environments can broaden the range of graceful performance degradation.
CONCLUSION
A benefit of the multi-stream approach is that it can capitalize on the strengths of more than one approach for maintaining robustness to acoustic degradation. Advances in any of the components of the system can be readily integrated into the multi-stream system. The form used here employed multiple front-end acoustic modeling stages whose acoustic probability estimates were then merged for further processing by the word recognition decoder. Each of the front-end stages was trained to improve phone posterior estimation in a particular acoustic environment. Our results using clean and heavily reverberated training data show that this approach can aid ASR when presented with test data in an unseen reverberated environment. Addition of an appropriately set weighting knob can further help such a system operate at a reasonable performance level. With multiple front-end acoustic modeling streams trained in different conditions, the range of environments where the ASR system can maintain reasonable performance can increase.
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