Abstract
Introduction-Motivation
A system capable of locating human faces and analyzing and estimating the expressions therein in real time has applications in intelligent man-machine interfaces and in other domains such as very low bandwidth video conferencing, virtual actor and video email. It is a challenging problem because it involves a series of difficult tasks each of which must be sufficiently robust. The main tasks in such a system can be summarized as follows.
1. Detect and localize faces in a cluttered background.
Detect and localize different facial features such as
eyes, nostrils and mouth.
3. Analyze these regions to estimate suitable parameters.
The key theoretical issues that need to be addressed to facilitate such a real-time system are the image representations used for estimation of different features and parameters and the algorithms used for their estimation. Faces are highly dynamic patterns which undergo many non-rigid transformations. Much of the previous work to capture facial deformations has relied heavily on two forms of parameterizable models, namely, geometry of face musculature and head shape [10, 17, 1] and motion estimation [4, 11] . While the former needs to be hand-crafted, the latter relies on repeated estimation of optical flow which can be computationally intensive. An important aspect of our work is that the models for all of the sub-tasks needed to achieve the final goal is automatically learned from examples. Moreover it does not make use of any 3D information or explicit motion or segmentation. Some work on 2D view-based models of faces have also been extended to expression recognition [3, 2, 6] ). However these viewbased models are explicitly dependent on correspondence between facial features and therefore repeated estimation of this correspondence during analysis. In this paper, we describe models that do not rely on such explicit correspondence.
The analysis of faces within a view-based paradigm is achieved by the localization and analysis of various facial regions. This is quite a hard problem due to the non-rigid transformations that various facial regions undergo. Some regions of the face (such as mouths) can vary widely. A pixel based representation for such a widely varying pattern is often inadequate. While localization of some facial regions may be simplified by the localization of the face, the task of mapping the facial region (e.g. the mouth) to a set of parameters (such as degree of openness or smile) is a daunting one since it is not clear how such a map can be made robust not only to the various factor affecting the image pattern of the facial region but also to errors in its localization.
The wavelet based representation has a long history and has recently been applied to the problems of image database retrieval [13] and pedestrian detection [5] . It has been shown to be robust to lighting conditions and variations in color. It is also capable of capturing in its overcomplete form the general shape of the object while ignoring the finer details. It is also known that at low enough resolutions it is tolerant to small translations. In our approach we have used an overcomplete Haar wavelet representation to detect nostrils to first localize the mouth and then use a sparse subset of coefficients of this overcomplete wavelet dictionary as a set of regressors which output the different parameters desired (in our case degree of openness and smile). This approach is similar to the method used in [12, 9] where the outputs of different band-pass components of the input image are used as input to a classifier.
A face detection system is the first step towards any mouth analysis system. The face detection part was described in its non real-time form in [8] . This system is an example of how we address the other issue related to our problem, namely, of robust learning techniques for estimating the data-driven models. For this purpose, we used the Support Vector Machine (SVM) classification [7] which is based on the principle of structural risk minimization and thus minimizes a bound on the generalization error. In order to make this system real-time we have incorporated skinsegmentation to reduce the search space for the face detector. SVM classification is also used to detect eyes. The problem of learning the regression function from the sparse subset of wavelet coefficients of the mouth pattern to the desired output is tackled by SVM regression.
The present system has been trained on multiple faces and is capable of detecting faces and localizing eyes, nostrils and mouths for multiple persons in a general environment. Furthermore, the system is trained to analyze the localized mouth pattern to estimate degrees of openness and smile. The estimated parameters are used to drive the head movements and facial expressions of a cartoon character in real time. The system performs at approximately 10 frames/second on a dual-Pentium processor machine.
Face Detection System
The face detection system localizes a frontal and unoccluded face in an image sequence and tracks it. It performs skin segmentation based on the 2 component feature vector ( The SVM classifier used in the face detection system has been trained using 5,000 frontal face and 45,000 non-face patterns, each pattern being normalized to a size of 19 × 19. It compensates for certain sources of image variations by subtracting a best-fit brightness plane from the pixel values to correct for shadows and histogram equalization of the image patterns to compensate for lighting and camera variations. Face detection is achieved by searching the active skin components at several scales and a few central locations for the presence of a face. The face detection system has been explained in great detail in [8] .
We take the very first scale and the very first location where a face is detected as the position of the face. We also keep track of the position and velocities of the faces within each component. This helps us in predicting the position of the face in the next frame and thus reduces our search further. Once the face is detected it is resized to a fixed size of 120 × 120 for further processing. The real-time face detection system works close to 25 frames per second.
Facial Feature Detection and Mouth Localization
Once the face is localized we need to localize different regions of the face such as eyes and mouths. Some mouth localizers exist in literature they either rely on color information [15] or on optical flow [4] but our approach was to ensure that the mouth region remains stationary with respect to other more stable landmarks on the face such as eyes and nostrils. In this as well as the later stage of mouth analysis, the ability of the wavelet transform to encode localized variations plays a crucial role.
Encoding localized variations using Haar wavelets
Wavelets can be interpreted as encoding image variations locally in space and spatial frequency. The standard Haar wavelets [14] are what are known as complete (or orthonormal) transform and are not very useful for our application. Since we need greater resolution, we implement an overcomplete (redundant) version of the Haar wavelets in which the distance between the wavelet coefficients at scale n is 1 4 2 n (quadruple density) instead of 2 n for the standard transform. Since the spacing between the coefficients is still exponential in the scale n we avoid an explosion in the number of coefficients and maintain the complexity of the algorithm at O(N ) in the number of pixels N .
It is not unreasonable to expect the wavelet representation to be reliable for locating different facial features. Most areas of the face with high frequency content (strong variations) are localized around the eyes, the nose and the mouth. Thus they are amenable to detection by any method that encodes such local variations like the Haar wavelets. Figure 2 shows that in the Haar wavelet response to regions around the nose and the mouth, the nostrils and the contours of the mouth stand out (have a large absolute value for the response). These ideas have motivated us to use wavelet features 1) for detection of nostrils and 2) as features for analysis of mouth region. 
Locating eyes and nostrils
Slightly different procedures are applied to detect the eyes and nostrils. Eye detection is done by training a SVM classifier with more than 3000 eye patterns and 3000 noneye patterns of size 13 × 9. In the interests of real time processing we train a linear classifier which takes normalized pixels as input. During detection several locations and scales within a candidate region is examined for the location of the eye. This admittedly leads to numerous false positives.
In order to eliminate false positives one can employ the following reasoning. From the set of positives, one can choose that positive with the highest likelihood of being the true positive. Let x denote the input feature vector and y(x) the output of the SVM classifier. Thus x ∈ S p , the positive class if y(x) > 0. Let {x 1 , x 2 , . . . x m } be the inputs classified as positive. If all except one is a false positive, then we can eliminate the false positives by choosing
This involves estimating the multidimensional density P (x|y(x) > 0) which can be very ill-posed. In order to simplify matters, we assume as in [16] ,
We can be easily estimate P (y(x)|x ∈ S p ) by plotting an histogram of the SVM output for the positive class from the training data. This distribution turns out to be bellshaped. Hence we can eliminate false positives by accepting the one positive for which the SVM output is closest to the maxima of this conditional distribution. This simple technique has given good results for false positive elimination.
Nostrils are detected by identifying a candidate nose region from the location of the face and finding the local maxima of the absolute value of Haar wavelet coefficients in the right and the left half of this region. Here we compute the Haar wavelets for basis functions of support size 4 × 4 at quadruple density.
We smooth the locations of eyes and nostrils thus obtained by a moving average filter to reduce jitter and increase robustness and tracking.
Mouth pattern analysis
In this section, we describe the analysis of the mouth pattern obtained from the previous stage of localization to estimate basic parameters such as degree of openness and smile. We have attempted to model the problem of mapping the mouth pattern to a set of meaningful parameters as learning the regression function from an input space to output parameters.
Generating the training set
The training set for learning the regression function is learned as follows.
• The mouth localization system is used to localize the mouths of different persons as they make basic expressions such as surprise, joy and anger.
• The mouths grabbed are normalized to a size of 32 × 21 and annotated manually for the degree of openness and smile on a scale of 0 to 1 (see [3, 2] ). This is done based on the subjective interpretation of the user and no actual image parameters are measured. Figure 3 shows some examples of such a subjective annotation. The input space for the regression function is chosen to be a sparse subset of the overcomplete Haar wavelet coefficients described in the previous section. In the course of the expression some of the coefficients change significantly and others do not. In the framework of data compression, we would project the data on a subspace which decorrelates it (which is the same as Principle Component Analysis) and then choose those variables with the highest variance. However, this is not the same as choosing a sparse subset where our purpose is to completely avoid the computation of those Haar coefficients that are not useful in the regression.
Choosing a sparser set of coefficients in a regression problem has the added advantage of reducing the variance of the estimate, although bias may increase. Conventional approaches to doing this include subset selection and ridge regression. In order to obtain a sparse subset of the Haar coefficients, we choose those Haar coefficients with the maximum variance. This is motivated by the fact that coefficients with high variance are those that change the most due to changes in mouth shapes and are hence statistically significant for "measuring" this change. In this application, we chose the 12 coefficients with the highest variance. The variance of a sub-sampled set of the Haar coefficients is shown in table 1
Linear Least Squares regression on the Haar coefficients
Once we have obtained the sparse subset of coefficients, the next task is to learn the linear map from these coefficients to the output parameters. We implement a simple least squares estimate of the coefficients of the linear map. Let v (n) be the vector of coefficients obtained after choosing the sparse subset of Haar wavelet coefficients, for the nth training sample in a training set with N samples. Then,
is the matrix of all the coefficients of the training set. Also if y = (y (1) , y (2) , . . . y (N ) ) T is the vector of all the outputs assigned to the training set. If a is the vector of weights of the linear regression then the problem is to find the least squares solution to Va = y. The solution is clearly a = V † y where V † is the pseudo-inverse of V. During testing, the value of the output parameter is given by y = a T v where v is the vector of coefficients from the sparse subset of Haar coefficients.
Support Vectors for Linear Regression
In this section, we sketch the ideas behind using SVM for learning regression functions (a more detailed description can be found in [18] ) and apply it for the simpler case of linear regression.
, be the training set obtained by sampling, with noise, some unknown function g(x). We determine a function f that approximates g(x), based on the knowledge of G, by minimizing the following functional to estimate its parameters.
where λ is a constant and the following robust error function has been defined
.
By considering approximating functions of the form:
it can be shown [18] that the function that minimizes the functional in equation (4) depends on a finite number of parameters, and has the following form:
where α *
. . , N, and K(x, y) is the so called kernel function, and describes the inner product in the D-dimensional feature space
In our case, since we are implementing a linear regression, the features take the following form φ i (x) = x i (the ith component of x) and K(x, y) = x T y. Now it is easy to see that the linear relation between the sparse subset of Haar coefficients and the output parameter is given by
Only a small subset of the (α * i − α i )'s are different from zero, leading to a small number of support vectors. The main advantage accrued by using a SVM is that since it uses the robust error function given by equation (5), we obtain an estimate which is less sensitive to outliers.
Results of Mouth Parameter Estimation
The real time face detection and mouth localization system works at close to 10 frames per second. This system was used to collect 771 examples of mouth images with different degrees of openness and smile for a single person and manually annotated as described in section 4.1. The images were pre-processed with illumination correction. This set was used to learn a linear regression function from the sparse subset of Haar coefficients to the output parameters, using the Linear Least Squares and the SVM criteria. We smooth the output of the regression by a median filter of length 3. In figure 4 we present the results of testing this regression technique on a test sequence of 121 images. It can be observed from informal observations that the linear least squares estimate does as well as the SVM while estimating smile but performs poorly in the case of openness. A quantitative evaluation of the properties of the two techniques is part of future work.
We have currently implemented the system to estimate the degree of openness and smile of mouths in real time.
So far, the training set contains the images of only one person. In spite of this limitation, the system has shown a good capacity to generalize to the mouths of other people in our laboratory trials. The full system also runs at 10 frames per second. We expect that when mouths of more people are added to the training set and a non-linear regression is implemented, it will be able to generalize even better.
Conclusions and Future Work
In this paper we described the application of waveletbased image representations, and SVM classification and regression algorithms to the problem of face detection, facial feature detection and mouth pattern analysis. The basic motivation to use the above two techniques comes from the inherent robust characteristics of both: the ability of the former to represent basic object shapes and reject spurious detail and that of the latter to bound generalization error rather than empirical error.
In summary, in our approach, we use skin segmentation and component analysis to speed up a SVM classifier based face detector. We then detect stable features on the face such as eyes and nostrils which are used to localize the position of the mouth. After localization, we learn a linear regression function from a sparse subset of Haar coefficients of the localized mouth to outputs which represent the degree of openness and smile of the mouth. We have used the output of this system to drive the expressions and head movements of a cartoon character. We believe that the system can be improved by adding examples of facial expression of more people.
So far our technique has relied on purely bottom-up processes to detect and analyze faces. It also treats expressions as a static phenomenon. Therefore, at this stage the important open questions are: how do we incorporate top-down knowledge that would "specify" what parameters need to be estimated by the bottom-up processes described in this paper? and how do we deal with the dynamic aspects of facial expressions? 
