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Abstract
We define the generalized potential polynomials associated to an independent variable, and prove an explicit formula involving
the generalized potential polynomials and the exponential Bell polynomials. We use this formula to describe closed type formulas
for the higher order Bernoulli, Eulerian, Euler, Genocchi, Apostol–Bernoulli, Apostol–Euler polynomials and the polynomials
A(z)n (τ ) involving the Stirling numbers of the second kind. As further applications, we derive several known identities involving
the Bernoulli numbers and polynomials and Euler polynomials, and new relations for the higher order tangent numbers, the higher
order Bernoulli numbers of the second kind, the numbers A(z)n , the higher order Bernoulli numbers and polynomials and the higher
order Euler polynomials and their coefficients.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
For r > 0 and ar 6= 0, let F(x) =∑∞j=r a j x jj ! be a formal power series. For a variable z, the potential polynomials
F (z)n are defined by the exponential generating function(
ar x
r
r !
F(x)
)z
=
∞∑
n=0
F (z)n
xn
n! (1.1)
(cf. [7,12]). If r > 1, then the exponential Bell polynomials Bn,k (0, . . . , 0, ar , ar+1, . . .) in an infinite number of
variables ar , ar+1, . . . can be defined by means of
(F(x))k = k!
∞∑
n=0
Bn,k (0, . . . , 0, ar , ar+1, . . .)
xn
n! (1.2)
(cf. [7,11,12]). Note that if k is a positive integer, then
F (−k)n =
(
r !
ar
)k n!k!
(n + rk)! Bn+rk,k (0, . . . , 0, ar , ar+1, . . .) .
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In [12], Howard stated the following theorem:
Theorem 1.1. If F (z)n is defined by (1.1) and if Bn,k is defined by (1.2), then
F (z)n =
n∑
k=0
(−1)k
(
z + k − 1
k
)(
z + n
n − k
)(
r !
ar
)k n!k!
(n + rk)! Bn+rk,k (0, . . . , 0, ar , ar+1, . . .) .
In [6,12], applications of this theorem related to the Bernoulli numbers, Stirling numbers and some degenerate number
sequences are pointed out.
In this paper we consider a generalization of Theorem 1.1. For this purpose, we define generalized potential
polynomials associated to an independent variable. We use this definition to obtain an explicit formula involving the
generalized potential polynomials and the exponential Bell polynomials. Although the definition of the generalized
potential polynomials and the proof of the explicit formula are elementary, these provide a unified and methodical
approach to closed type identities for some number theoretic numbers and polynomials involving the Stirling numbers,
to the author’s knowledge, which has not been emphasized clearly in the literature. To be precise, we show how the
explicit formula can be used to derive closed type formulas for the higher order Bernoulli, Eulerian, Euler, Genocchi,
Apostol–Bernoulli, Apostol–Euler numbers and polynomials, the polynomials A(z)n (τ ), the coefficients of the higher
order Euler polynomials, the higher order tangent numbers, the higher order Bernoulli numbers of the second kind
and the numbers A(z)n . We also derive several known identities relating the Bernoulli numbers and polynomials and
the Euler polynomials, and some interesting relations involving the higher order Bernoulli numbers and polynomials,
the higher order Euler polynomials and their coefficients. It can be found that the relationships demonstrated here are
in fact common generalizations of the works [9–12,16–18,22,24].
2. Definitions, notation and preliminary concepts
In this section, we introduce some basic definitions, theorems, notation and the terminology we need.
Throughout this paper, we use the theory of formal power series as outlined in [7, pp. 36–43]. If z is a variable, we
use the following notation:( z
n
)
= z (z − 1) · · · (z − n + 1)
n! , (z)n = z (z + 1) · · · (z + n − 1) .
We also need the binomial theorem [7, p. 37]: For a variable z,
(1+ x)z =
∞∑
n=0
( z
n
)
xn .
The Stirling numbers of the first kind, s (n, k), are defined by
s (n, k) = Bn,k (0!,−1!, 2!,−3!, . . .) ,
that is,
(log (1+ x))k =
( ∞∑
j=1
(−1) j−1 x
j
j
)k
= k!
∞∑
n=0
s (n, k)
xn
n! .
The Stirling numbers of the second kind, S (n, k), are defined by
S (n, k) = Bn,k(1, 1, 1, 1, . . .),
or by the exponential generating function
(
ex − 1)k = ( ∞∑
j=1
x j
j !
)k
= k!
∞∑
n=0
S (n, k)
xn
n! .
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Since power series expansions of log (1+ x) and (ex − 1) have no constant terms, we have s (n, k) = S (n, k) = 0
for 0 6 n < k. Many other properties and tables of values of these numbers are given in [7, Chapter 5], [14, Chapter
4] and [23, Chapter 4].
We now define the generalized potential polynomials F (z)n (τ ) associated to an independent variable τ , which is
one of the main objects of our investigation in this paper.
Definition 2.1. For r > 0 and ar 6= 0, let F(x) =∑∞j=r a j x jj ! be a formal power series. For an independent variable
τ , we define the generalized potential polynomials F (z)n (τ ) by means of the exponential generating function(
ar x
r
r !
F(x)
)z
exτ =
∞∑
n=0
F (z)n (τ )
xn
n! . (2.1)
Note that for τ = 0, we have F (z)n (0) = F (z)n . Apart from this relationship, F (z)n (τ ) and F (z)n are related by the
following formula, which can be proved by comparing the coefficients of the generating functions of F (z)n (τ ) and
F (z)n .
Proposition 2.2. We have
F (z)n (τ ) =
n∑
l=0
(n
l
)
τ n−l F (z)l .
It can be seen from the above formula that F (z)n (τ ) are polynomials in τ of degree n.
We now list the special cases of (2.1) of interest.
The higher order Bernoulli polynomials B(z)n (τ ) are defined by means of ([20], [21, p. 145])(
x
ex − 1
)z
exτ =
∞∑
n=0
B(z)n (τ )
xn
n! .
The values at τ = 0 are called the higher order Bernoulli numbers (or No¨rlund’s polynomials) B(z)n (0) = B(z)n . For
z = 1, we have the classical Bernoulli polynomials and numbers.
The higher order Eulerian polynomials H (z)n (λ|τ) associated to an algebraic number λ 6= 1 may be defined by(
1− λ
ex − λ
)z
exτ =
∞∑
n=0
H (z)n (λ|τ)
xn
n! .
For τ = 0, H (z)n (λ|0) = H (z)n (λ) are the higher order Eulerian Numbers, and for z = 1, H (1)n (λ|τ) = Hn (λ|τ) are
the Eulerian polynomials (cf. [4]). The case λ = −1 gives E (z)n (τ ), the higher order Euler polynomials(
2
ex + 1
)z
exτ =
∞∑
n=0
E (z)n (τ )
xn
n! ,
and E (z)n (0) = e(z)n are the coefficients of the higher order Euler polynomials. The higher order tangent numbers T (z)n
may be defined by [21, p. 143](
2
ex + 1
)z
=
∞∑
n=0
T (z)n
2n
xn
n! ,
so that T (z)n = 2ne(z)n .
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The higher order Genocchi polynomials G(z)n (τ ) can be defined by(
2x
ex + 1
)z
exτ =
∞∑
n=0
G(z)n (τ )
xn
n! ,
where G(z)n (0) = G(z)n are the higher order Genocchi numbers. For z = 1, G(1)n (τ ) = Gn (τ ) are the classical
Genocchi polynomials, which are closely related to the classical Bernoulli polynomials, in that
Gn (τ ) = 2
(
Bn (τ )− 2n Bn
(τ
2
))
,
which, for τ = 0, reduces to the well known formula
Gn = 2
(
1− 2n) Bn .
From the definitions of G(z)n (τ ) and E
(z)
n (τ ), we see that
E (m)n (τ ) =
G(m)n+m (τ )
(n + 1)m
for a positive integer m.
The polynomials A(z)n (τ ) may be defined by(
x2
2!
ex − x − 1
)z
exτ =
∞∑
n=0
A(z)n (τ )
xn
n! .
For τ = 0, A(z)n (0) = A(z)n and for z = 1, A(1)n (τ ) = An (τ ), A(1)n = An . A(z)n (τ ) and A(z)n are the higher order
generalizations of the polynomials An (τ ) and the numbers An , which are defined and studied by Howard [9,10].
The higher order Bernoulli numbers of the second kind b(z)n are defined by (cf. [5])(
x
log (1+ x)
)z
=
∞∑
n=0
b(z)n
xn
n! .
For z = 1, b(1)n = (−1)n n!bn , where bn are the Bernoulli numbers of the second kind [14, p. 279].
The function φ(y, τ, s), is defined for a complex number s with Re (s) > 1, y real, τ 6= negative integer and zero,
i = √−1, by the series
φ (y, τ, s) =
∞∑
j=0
e2pi iy j
(τ + j)s
was investigated by Lerch [15]. If y is an integer, then φ (y, τ, s) reduces to the Hurwitz (or the generalized) zeta
function ζ (s, τ ). If s = 1− n, n ∈ Z, n > 1, then the relation
φ (y, τ, 1− n) = −βn
(
τ, e2pi iy
)
n
can be obtained by the use of analytic continuation of φ to the whole complex s-plane and Cauchy’s residue theorem
(for details; see [2]). Here, βn (τ, α) are polynomials in τ and rational functions in α, and defined by
x
αex − 1e
xτ =
∞∑
n=0
βn(τ, α)
xn
n! .
When α = 1, βn(τ, 1) are the classical Bernoulli polynomials. Although the polynomials βn (τ, α) are closely related
to the Eulerian polynomials (see [3,4]), they are called as the Apostol–Bernoulli polynomials in the literature [16–18],
probably since their elementary properties are first studied by Apostol [2].
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The higher order Apostol–Bernoulli polynomials β(z)n (τ, α) are defined by (cf. [17])(
x
αex − 1
)z
exτ =
∞∑
n=0
β(z)n (τ, α)
xn
n! .
For τ = 0, β(z)n (0, α) = β(z)n (α) are the higher order Apostol–Bernoulli numbers.
The higher order Apostol–Euler polynomials (z)n (τ, α) are defined as (cf. [17,18])(
2
αex + 1
)z
exτ =
∞∑
n=0
(z)n (τ, α)
xn
n! ,
so that (z)n (0, α) = (z)n (α) are the higher order Apostol–Euler numbers. We note that the higher order Apostol–
Bernoulli and Apostol–Euler polynomials are closely related to the higher order Eulerian polynomials, in that
H (m)n
(
α−1|τ
)
= (α − 1)m β
(m)
n+m (τ, α)
(n + 1)m
for a positive integer m, and
H (z)n
(
−α−1|τ
)
=
(
α + 1
2
)z
(z)n (τ, α) ,
respectively.
3. Main theorem and its applications
This section is devoted to the other theme of our investigation in this paper and some of its applications.
Theorem 3.1. Using the notation of Sections 1 and 2, we have
F (z)n (τ ) =
n∑
k=0
(−1)k
(
z + k − 1
k
)(
r !
ar
)k
×
n−k∑
l=0
(
n
l + k
)
τ n−k−l
(
z + k + l
l
)
(l + k)!k!
(l + k + rk)! Bl+k+rk,k (0, . . . , 0, ar , ar+1, . . .) .
Proof. The proof immediately follows from Theorem 1.1, Proposition 2.2 and by changing the order of
summations. 
A major subject of the present paper is that Theorem 3.1 provides easy and systematic ways to obtain closed type
formulas for the polynomial and number structures introduced in Section 2. It can be found that many results obtained
before are special cases of these closed formulas.
3.1. Formulas for the higher order Bernoulli polynomials and numbers
Let F (x) = ex − 1 = x + x22! + x
3
3! + · · ·. Thus r = 1, a1 = 1 and F (z)n (τ ) = B(z)n (τ ). From the definitions of the
exponential Bell polynomials and the Stirling numbers of the second kind, we have
k!
∞∑
n=0
Bn,k (1, 1, 1, 1, . . .)
xn
n! =
(
ex − 1)k = k! ∞∑
n=0
S (n, k)
xn
n! .
Hence we obtain
B(z)n (τ ) =
n∑
k=0
(−1)k
(
z + k − 1
k
) n−k∑
l=0
(
n
l + k
)
τ n−k−l
(
z + k + l
l
)
(l + k)!k!
(l + 2k)! S (l + 2k, k) , (3.1)
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by Theorem 3.1. (3.1) is Eq. (10) of Srivastava and Todorov [22]. For τ = 0, (3.1) reduces to
B(z)n =
n∑
k=0
(−1)k
(
z + k − 1
k
)(
z + n
n − k
)
n!k!
(n + k)! S (n + k, k) (3.2)
=
n∑
k=0
(
z + k − 1
k
)(
z + n
n − k
)
n!k!
(n + k)!
k∑
j=0
(
k
j
)
(−1) j jn+k, (3.3)
where we take 00 = 1 and
S (n, k) =
k∑
j=0
(
k
j
)
(−1)k− j jn,
which can be directly obtained by comparing the exponential generating function of S (n, k) and binomial series
expansion of (ex − 1)k . (3.2) is Eq. (3) of Todorov [24] and (3.3) is Eq. (13) of Srivastava and Todorov [22].
3.2. Formulas for the higher order Eulerian polynomials and numbers
Let F (x) = ex − λ = (1− λ)+ x + x22! + x
3
3! + · · ·. Thus r = 0, a0 = 1− λ and F (z)n (τ ) = H (z)n (λ|τ). Since
(
ex − λ)k = (1− λ+ ∞∑
l=1
x l
l!
)k
=
k∑
j=0
(
k
j
)
(1− λ)k− j
( ∞∑
l=1
x l
l!
) j
=
k∑
j=0
(
k
j
)
(1− λ)k− j j !
∞∑
n=0
S (n, j)
xn
n! ,
the exponential Bell polynomial Bn,k corresponding to F (x) = (ex − λ) equals
1
k!
k∑
j=0
(
k
j
)
(1− λ)k− j j !S (n, j) .
Therefore, by Theorem 3.1, we obtain
H (z)n (λ|τ) =
n∑
k=0
(−1)k
(
z + k − 1
k
) n−k∑
l=0
(
n
l + k
)
τ n−k−l
(
z + k + l
l
)
×
k∑
j=0
(
k
j
)
j !
(1− λ) j S (l + k, j) . (3.4)
For τ = 0, we have
H (z)n (λ) =
n∑
k=0
(−1)k
(
z + k − 1
k
)(
z + n
n − k
) k∑
j=0
(
k
j
)
j !
(1− λ) j S (n, j) . (3.5)
3.3. Formulas for the higher order Euler polynomials, the coefficients of the higher order Euler polynomials and the
higher order tangent numbers
Since E (z)n (τ ) = H (z)n (−1|τ), by (3.4), we have
E (z)n (τ ) =
n∑
k=0
(−1)k
(
z + k − 1
k
) n−k∑
l=0
(
n
l + k
)
τ n−k−l
(
z + k + l
l
) k∑
j=0
(
k
j
)
2− j j !S (l + k, j) . (3.6)
Since E (z)n (0) = e(z)n = H (z)n (−1), the formula
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e(z)n =
n∑
k=0
(−1)k
(
z + k − 1
k
)(
z + n
n − k
) k∑
j=0
(
k
j
)
2− j j !S (n, j) (3.7)
follows from (3.5). Furthermore, since T (z)n = 2ne(z)n , the formula
T (z)n =
n∑
k=0
(−1)k
(
z + k − 1
k
)(
z + n
n − k
) k∑
j=0
(
k
j
)
2n− j j !S (n, j) (3.8)
can be obtained.
3.4. Formulas for the higher order Genocchi polynomials and numbers
Since E (m)n (τ ) = G(m)n+m (τ ) / (n + 1)m for a positive integer m, we obtain
G(m)n+m (τ )
(n + 1)m
=
n∑
k=0
(−1)k
(
m + k − 1
k
) n−k∑
l=0
(
n
l + k
)
τ n−k−l
(
m + k + l
l
)
×
k∑
j=0
(
k
j
)
2− j j !S (l + k, j) (3.9)
and
G(m)n+m
(n + 1)m
=
n∑
k=0
(−1)k
(
m + k − 1
k
)(
m + n
n − k
) k∑
j=0
(
k
j
)
2− j j !S (n, j) . (3.10)
3.5. Formulas for the higher order Apostol–Bernoulli polynomials and numbers
Since H (m)n
(
α−1|τ) = (α − 1)m β(m)n+m (τ, α) / (n + 1)m for a positive integer m, we have
β
(m)
n+m (τ, α)
(n + 1)m
=
n∑
k=0
(−1)k
(
m + k − 1
k
) n−k∑
l=0
(
n
l + k
)
τ n−k−l
(
m + k + l
l
)
×
k∑
j=0
(
k
j
)
α j j !
(α − 1)m+ j S (l + k, j) (3.11)
and
β
(m)
n+m (α)
(n + 1)m
=
n∑
k=0
(−1)k
(
m + k − 1
k
)(
m + n
n − k
) k∑
j=0
(
k
j
)
α j j !
(α − 1)m+ j S (n, j) . (3.12)
(3.11) is Eq. (30) and (3.12) is a reformulation of Eq. (27) of Luo and Srivastava [17].
3.6. Formulas for the higher order Apostol–Euler polynomials and numbers
Since H (z)n
(−α−1|τ) = (α+12 )z (z)n (τ, α), we have
(z)n (τ, α) = 2z
n∑
k=0
(−1)k
(
z + k − 1
k
) n−k∑
l=0
(
n
l + k
)
τ n−k−l
(
z + k + l
l
)
×
k∑
j=0
(
k
j
)
α j j !
(α + 1)z+ j S (l + k, j) (3.13)
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and
(z)n (α) = 2z
n∑
k=0
(−1)k
(
z + k − 1
k
)(
z + n
n − k
) k∑
j=0
(
k
j
)
α j j !
(α + 1)z+ j S (n, j) . (3.14)
(3.14) is reformulation of Eq. (72) of Luo and Srivastava [18].
3.7. Formulas for the polynomials A(z)n (τ ) and the numbers A
(z)
n
Let F (x) = ex − x − 1 = x22! + x
3
3! + x
4
4! + · · ·. Thus r = 2, a2 = 1/2 and F (z)n (τ ) = A(z)n (τ ). Since
(
ex − x − 1)k = (−x + ∞∑
l=1
x l
l!
)k
=
k∑
j=0
(
k
j
)
(−1)k− j xk− j
( ∞∑
l=1
x l
l!
) j
=
k∑
j=0
(
k
j
)
(−1)k− j xk− j j !
∞∑
n=0
S (n, j)
xn
n! ,
the exponential Bell polynomial Bn,k corresponding to F (x) = (ex − x − 1) equals
n!
k!
k∑
j=0
(
k
j
)
(−1)k− j j ! S (n − k + j, j)
(n − k + j)! .
Therefore, by Theorem 3.1, we obtain
A(z)n (τ ) =
n∑
k=0
(
z + k − 1
k
)
4k
n−k∑
l=0
(
n
l + k
)
τ n−k−l
(
z + k + l
l
)
(l + k)!
×
k∑
j=0
(
k
j
)
(−1) j j ! S (l + 2k + j, j)
(l + 2k + j)! (3.15)
and
A(z)n =
n∑
k=0
(
z + k − 1
k
)(
z + n
n − k
)
4kn!
k∑
j=0
(
k
j
)
(−1) j j ! S (n + k + j, j)
(n + k + j)! . (3.16)
(3.16) is the higher order extension and (3.15) is the higher order polynomial extension of Eq. (5.10) of Howard [10].
3.8. Formula for the higher order Bernoulli numbers of the second kind
Let F (x) = log (1+ x) = x − x22 + x
3
3 − · · ·. Thus r = 1, a1 = 1 and F (z)n = b(z)n . From (1.2) and the definition
of the Stirling numbers of the first kind, we have
k!
∞∑
n=0
Bn,k (0!,−1!, 2!,−3!, . . .) x
n
n! = (log (1+ x))
k = k!
∞∑
n=0
s (n, k)
xn
n! .
Therefore, by Theorem 1.1, we obtain
b(z)n =
n∑
k=0
(−1)k
(
z + k − 1
k
)(
z + n
n − k
)
n!k!
(n + k)! s (n + k, k) . (3.17)
(3.17) is the higher order generalization of Eq. (5.12) Howard [12].
1506 M. Cenkci / Discrete Mathematics 309 (2009) 1498–1510
4. Further applications of Theorem 3.1
In this section, we study further applications of Theorem 3.1 by using the series rearrangement method and by
employing An infinite number of recurrence relations for the Bernoulli numbers, the coefficients of the Euler and the
higher order Euler polynomials and the higher order Bernoulli numbers. To be precise, we show how Theorem 3.1 can
be used in order to obtain several relations between the special numbers and polynomials in this paper by considering
certain values of z and τ .
For our purposes in this section, we first argue the infinite number of recurrence relations for some special numbers.
Using Gauss and Gauss-Legendre formulas for the gamma function, Namias [19] proved for n ∈ Z, n > 1,
Bn = 12 (1− 2n)
n−1∑
j=0
(
n
j
)
2 j B j , (4.1)
Bn = 13 (1− 3n)
n−1∑
j=0
(
n
j
)
3 j B j
(
1+ 2n− j
)
, (4.2)
respectively. He also conjectured that an infinite number of recurrence relations for the Bernoulli numbers as above
can be obtained using Gauss multiplication formula for the gamma function. Deeba and Rodriguez [8] presented an
elementary procedure different from what Namias conjectured to obtain such relations for the Bernoulli numbers.
They proved for positive integers n and m with m > 1 that
Bn = 1m (1− mn)
n−1∑
j=0
(
n
j
)
m j B j
m−1∑
k=0
kn− j . (4.3)
Howard [13] proved (4.3) by making a rather simple observation based on the multiplication formula for the Bernoulli
polynomials
Bn (mτ) = mn−1
m−1∑
k=0
Bn
(
τ + k
m
)
with n, m ∈ Z, n > 0, m > 1. His idea was as follows. Suppose τ = 0. Then the multiplication formula yields
Bn = mn−1
m−1∑
k=0
Bn
(
k
m
)
.
By Proposition 2.2, the polynomial in the sum can be written as
Bn
(
k
m
)
=
n∑
j=0
(
n
j
)
B j k
n− j m−n+ j ,
and then (4.3) follows after some manipulation. This method suffices to prove similar recurrence relations for several
special numbers. For instance, the multiplication formula for the Euler polynomials
En (lτ) = ln
l−1∑
k=0
(−1)k En
(
τ + k
l
)
gives
en =
n∑
j=0
(
n
j
)
l j e j
l−1∑
k=0
(−1)k kn− j , (4.4)
The formula (cf. [5, Eq. (2.14)])
B(h)n (mτ) = mn−h
h(m−1)∑
k=0
c(h)k B
(h)
n
(
τ + k
m
)
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yields
mh B(h)n =
n∑
j=0
(
n
j
)
m j B(h)j
h(m−1)∑
k=0
c(h)k k
n− j , (4.5)
and the relation (cf. [5, Eq. (3.23)])
E (h)n (lτ) = ln
h(l−1)∑
k=0
(−1)k c(h)k E (h)n
(
τ + k
l
)
results in
e(h)n =
n∑
j=0
(
n
j
)
l j e(h)j
h(l−1)∑
k=0
(−1)k c(h)k kn− j , (4.6)
where n, m, l, h are positive integers with l odd and where c(h)k are the coefficients determined by(
1+ τ + · · · + τm−1
)h = h(m−1)∑
k=0
c(h)k τ
k .
We now present additional conclusions which can be drawn from the application Theorem 3.1. In the sequel, we
assume that n, j are positive integers and 00 = 1 in the formulas and calculations, unless otherwise stated.
We apply Theorem 3.1 to the higher order Bernoulli polynomials. We first write out the formula for z = 1 as
Bn (τ ) =
n∑
j=0
a jτ
n− j .
Then, by using Theorem 3.1, we obtain
a j =
j∑
k=0
(−1)k
(
j + 1
j − k
)(
n
j
)
S ( j + k, k)(
j+k
k
) ,
which gives
B j =
j∑
k=0
(−1)k
(
j + 1
j − k
)
S ( j + k, k)(
j+k
k
) (4.7)
because of Proposition 2.2. This result agrees with Eq. (5.11) of [12]. However, this interesting result is not new; it
follows from Proposition 2.2 and results in [12]. It can also be deduced from (3.2) for z = 1. A similar argument can
be used to obtain a result for the coefficients of the Euler polynomials. Writing
En (τ ) =
n∑
j=0
d jτ
n− j ,
we derive
d j =
j∑
k=0
(−1)k
(
j + 1
j − k
)(
n
j
) k∑
r=0
(
k
r
)
2−rr !S( j, r),
by applying Theorem 3.1. By Proposition 2.2, we get
e j =
j∑
k=0
(−1)k
(
j + 1
j − k
) k∑
r=0
(
k
r
)
2−rr !S( j, r). (4.8)
Other results of this procedure of interest can be listed as follows:
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H j (λ) =
j∑
k=0
(−1)k
(
j + 1
j − k
) k∑
r=0
(
k
r
)
r !
(1− λ)r S( j, r). (4.9)
A j =
j∑
k=0
4k
(
j + 1
j − k
)
j !
k∑
r=0
(
k
r
)
(−1)r r ! S ( j + k + r, r)
( j + k + r)! . (4.10)
b j =
j∑
k=0
(−1)k
(
j + 1
j − k
)
s ( j + k, k)(
j+k
k
) . (4.11)
B(2)j =
j∑
k=0
(−1)k
(
j + 2
j − k
)
j ! (k + 1)!
( j + k)! S( j + k, k). (4.12)
B(3)j =
j∑
k=0
(−1)k
(
j + 3
j − k
)
j ! (k + 2)!
2 ( j + k)! S( j + k, k). (4.13)
e(2)j =
j∑
k=0
(−1)k (k + 1)
(
j + 2
j − k
) k∑
r=0
(
k
r
)
2−rr !S( j, r). (4.14)
B(2)j
(
1
3
)
= 3− j
j∑
k=0
(
j
k
)
3k
k∑
r=0
(−1)r
(
k + 2
k − r
)
k! (r + 1)!
(k + r)! S(k + r, r). (4.15)
B(3)j
(
1
2
)
= 2− j
j∑
k=0
(
j
k
)
2k−1
k∑
r=0
(−1)r
(
k + 3
k − r
)
k! (r + 2)!
(k + r)! S(k + r, r). (4.16)
E (2)j
(
1
3
)
= 3− j
j∑
k=0
(
j
k
)
3k
k∑
r=0
(−1)r (r + 1)
(
k + 2
k − r
) r∑
u=0
( r
u
)
2−uu!S(k, u). (4.17)
It is noteworthy that the formula (4.10) is the rearrangement of Eq. (4.5) in [11] and the formula (4.11) agrees with
Eq. (5.12) of [12].
Application of Theorem 3.1 also leads several formulas between the special polynomials and numbers for certain
values of z and τ . Consider the higher order Bernoulli polynomials with z = 1 and τ = 1/2. Then application of
Theorem 3.1 shows that
Bn
(
1
2
)
= 2−n
n∑
j=0
(
n
j
)
2 j
j∑
k=0
(−1)k
(
j + 1
j − k
)
S ( j + k, k)(
j+k
k
)
= Bn + 2−n
n−1∑
j=0
(
n
j
)
2 j B j ,
together with Proposition 2.2, (4.7). By (4.1), we obtain the known formula [1, Eq. (23.1.21)]
Bn
(
1
2
)
=
(
21−n − 1
)
Bn .
If z = 1 and τ = 1/4 for the higher order Bernoulli polynomials, then Theorem 3.1, Proposition 2.2 and (4.7) give
Bn
(
1
4
)
= 4−n
n∑
j=0
(
n
j
)
4 j
j∑
k=0
(−1)k
(
j + 1
j − k
)
S ( j + k, k)(
j+k
k
)
= Bn + 4−n
n−1∑
j=0
(
n
j
)
4 j B j .
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Now, from (4.3) for m = 4 we have
n−1∑
j=0
(
n
j
)
4 j B j = 4
(
1− 4n) Bn − 2n+1 (1− 2n) Bn + 4n Bn − 4n Bn (34
)
.
Since Bn (1− τ) = (−1)n Bn (τ ) (cf. [1, Eq. (23.1.8)]), we obtain the formula [1, Eq. (23.1.22)]
Bn
(
1
4
)
= 2−n
(
21−n − 1
)
Bn,
for even positive integers n.
Now let z = 2 and τ = 1/3 for the higher order Bernoulli polynomials. Application of Theorem 3.1 with
Proposition 2.2 and (4.12) yields
B(2)n
(
1
3
)
= 3−n
n∑
j=0
(
n
j
)
3 j
j∑
k=0
(−1)k
(
j + 2
j − k
)
j ! (k + 1)!
( j + k)! S ( j + k, k)
= 3−n
n∑
j=0
(
n
j
)
3 j B(2)j .
For m = 2 and h = 3, (4.5) becomes
32 B(2)n =
n∑
j=0
(
n
j
)
3 j B(2)j
4∑
k=0
c(2)k k
n− j .
The coefficients c(2)k are c
(2)
0 = 1, c(2)1 = 2, c(2)2 = 3, c(2)3 = 2, c(2)4 = 1, and we have
2
n∑
j=0
(
n
j
)
3 j B(2)j =
(
32 − 3n
)
B(2)n − 3n+1 B(2)n
(
2
3
)
− 2 · 3n B(2)n (1)− 3n B(2)n
(
4
3
)
.
By combining and arranging these results, we obtain
3B(2)n
(
2
3
)
+ 2B(2)n
(
1
3
)
+ 2B(2)n (1)+ B(2)n
(
1+ 1
3
)
=
(
3−n+2 − 1
)
B(2)n .
If we start the foregoing application with z = 3 and τ = 1/2, then we obtain
3B(3)n
(
1
2
)
+ 3B(3)n (1)+ B(3)n
(
1+ 1
2
)
=
(
2−n+3 − 1
)
B(3)n .
We conclude this section by applying Theorem 3.1 to the higher order Euler polynomials. Consider first the polynomial
E2n−1 (1/3). Then, by Theorem 3.1 and (4.8), we get
E2n−1
(
1
3
)
= 31−2n
2n−1∑
j=0
(
2n − 1
j
)
3 j
j∑
k=0
(−1)k
(
j + 1
j − k
) k∑
r=0
(
k
r
)
2−rr !S ( j, r)
= 31−2n
2n−1∑
j=0
(
2n − 1
j
)
3 j e j .
Eq. (4.4) can be written as
e2n−1 =
2n−1∑
j=0
(
2n − 1
j
)
3 j e j
2∑
k=0
(−1)k k2n−1− j
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for m = 3. Thus
2n−1∑
j=0
(
2n − 1
j
)
3 j e j =
(
32n−1 − 1
)
e2n−1 + 32n−1 E2n−1
(
2
3
)
.
Since En (1− τ) = (−1)n En (τ ) (cf. [1, Eq. (23.1.8)]) and
En (0) = en = − 2n + 1
(
2n+1 − 1
)
Bn+1
(cf. [1, Eq. (23.1.20)]) we obtain the relation [1, Eq. (23.1.22)]
E2n−1
(
1
3
)
= 1
2n
(
31−2n − 1
) (
22n − 1
)
B2n .
Next, consider the polynomial E (2)n (1/3). Then, by Theorem 3.1, Proposition 2.2, (4.14) and (4.6), the formula
E (2)n
(
2
3
)
− 2E (2)n
(
1
3
)
− 2E (2)n (1)+ E (2)n
(
1+ 1
3
)
= (3−n − 1) e(2)n
can be obtained. The calculations are similar to those of the Bernoulli polynomials case, so we omit them.
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