A B S T R A C T Determining size-resolved chemical composition of aerosols is important for modelling the aerosols' direct and indirect climate impact, for source-receptor modelling, and for understanding adverse health effects of particulate pollutants. Obtaining this kind of information from optical remote sensing observations is an ill-posed inverse problem. It can be solved by variational data assimilation in conjunction with an aerosol transport model. One important question is how much information about the particles' physical and chemical properties is contained in the observations. We perform a numerical experiment to test the observability of size-dependent aerosol composition by remote sensing observations. An aerosol transport model is employed to produce a reference and a perturbed aerosol field. The perturbed field is taken as a proxy for a background estimate subject to uncertainties. The reference result represents the 'true' state of the system. Optical properties are computed from the reference results and are assimilated into the perturbed model. The assimilation results reveal that inverse modelling of optical observations significantly improves the background estimate. However, the optical observations alone do not contain sufficient information for producing a faithful retrieval of the size-resolved aerosol composition. The total mass mixing ratios, on the other hand, are retrieved with remarkable accuracy.
Introduction
Mapping and forecasting aerosol fields on regional and global scales is a problem with high relevance for air pollution monitoring as well as for climate research. Elevated concentrations of aerosols in ambient air have been demonstrated to result in increased morbidity and mortality (Dockery et al., 1993; Pope et al., 2009) . The causes for the aerosols' adverse health effects are likely to be related to their size and/or chemical composition (Harrison and Yin, 2000) .
To understand the complex interplay of meteorological, chemical and physical processes that determine the aerosols' formation, transport, transformation and deposition processes, one needs to analyse both size and chemical composition of the aerosol phase (Matta et al., 2003; Eleftheriadis et al., 2006) . This will help to better understand the relation between ambient aerosol concentrations and emission sources, which is an important prerequisite for formulating effective abatement strategies.
Much attention has recently been paid to the role of aerosols in climate change (Lohmann and Lesins, 2002; Penner et al., 2004; Forster et al., 2007; Stier et al., 2007) . The aerosol radiative properties, thus their direct impact on the radiative budget, are highly sensitive to size and chemical composition (Sokolik and Toon, 1999; Jacobson, 2001; Myhre and Stordal, 2001) and to particle morphology (Schulz et al., 1999 (Schulz et al., , 1998 Kahnert, 2004; Kahnert and Kylling, 2004; Kahnert et al., 2005 Kahnert et al., , 2007 Kahnert and Nousiainen, 2006; Nousiainen et al., 2006; Veihelmann et al., 2006) . The first indirect aerosol forcing effect, that is, the aerosols' impact on cloud albedo, is determined by their hygroscopic properties. It has been argued that the aerosols' ability to act as cloud condensation nuclei is mainly depending on particle size (Dusek et al., 2006; Rosenfeld, 2006) . A closer look reveals that this is largely true for aerosols larger than 200 nm with moderate amounts of soluble material, whereas droplet activation by aerosols in the size range between 40 and 200 nm strongly depends on their chemical composition and mixing state (McFiggans et al., 2006) . Thus, obtaining reliable information on size-resolved aerosol composition is an essential step in constraining current estimates of the aerosol climate forcing effect, in understanding physical and chemical aerosol formation and transformation processes, and in studying the causes for adverse health effects related to particulate matter in ambient air.
Remote sensing observations of aerosols offer a reasonable spatial and temporal coverage combined with cost-effectiveness.
However, extracting information about size-resolved chemical composition of aerosols from observations of optical and radiative properties is an ill-posed inverse problem. One way to solve inverse problems is by use of data assimilation techniques. Roughly speaking, the main idea of most data assimilation methods is to 'merge' information from the observations and from a background estimate of the state of the system. This is achieved by making use of additional information about the error variances and covariances of the state variables and of the observations such as to ensure that the 'merged' (analysed) state represents a maximum likelihood estimate of the state of the system. This method always provides an answer to the inverse problem. However, if observations are, for example, sparse in space or time, or if the observations contain too little information to constrain the state variables of the system, then the missing information is automatically supplemented by the background estimate. Thus, an important question is how much information is actually contained in the observations with regard to the configuration space in which we describe the state of the system.
In atmospheric chemistry applications, the background estimate can be obtained either from a climatological field of chemical tracers in the atmosphere, or, preferably, from a forecast computed with a chemical transport model. Chemical data assimilation of trace gases is a field of research that has been rapidly maturing over the previous years (Elbern et al., 1997; Elbern and Schmidt, 1999; Elbern et al., 2000; Elbern and Schmidt, 2001; Elbern et al., 2007; Constantinescu et al., 2007a,b) . Application of chemical data assimilation to aerosol components is still evolving (Collins et al., 2001; Benedetti and Fisher, 2007; Kahnert, 2008) . In the present paper we shall employ aerosol chemical data assimilation as an inverse modelling technique. The main question of this study is to what extent we can observe size-resolved chemical composition of aerosols by use of optical observations, such as aerosol optical depth (AOD), or vertical profiles of backscattering and extinction coefficients. The idea is to perform a controlled numerical experiment. The details of this approach are explained in Section 2. The numerical methods and tools are described in Section 3. Results are presented and discussed, respectively, in Sections 4 and 5.
Approach
Inverting remote sensing observations of aerosols by use of chemical data assimilation requires us to couple an aerosol chemical transport model (CTM) to an optical model. However, such a coupled system combines the sources of uncertainties of both constituents. Potential sources of error in a CTM are the emission fields, meteorological data, land-use data, boundary fields and initial fields, as well as simplifications in the description of the physical and chemical processes in the model itself. The optical model, on the other hand, needs to rely on simplifying assumptions about the particles' shape and mixing state, and, depending on the CTM, about the form of their size distribution. Thus, investigating the information contents of the observations in an operational retrieval system is complicated by the large number of potential error sources.
To circumvent such difficulties, the present study will focus on a controlled numerical experiment. The purpose is to investigate the observability of physical and chemical aerosol properties by remote sensing observations. A numerical experiment allows us to assume that the observations and the observation operator are virtually perfect. Under such conditions, a data assimilation algorithm will be able to reconstruct the true state of the system if the observations characterize the state of the system completely. However, if the information contained in the observations is incomplete, then the analysis result will, in general, deviate from the true state of the system. Thus, the strategy of our experiment is as follows:
(i) Perform a reference run of the aerosol transport model for a given set of input parameters to simulate the 'true' aerosol field. Further, compute aerosol optical properties from the resulting aerosol field to simulate 'observations' that are close to the true state of the system mapped into observation space.
(ii) Repeat the calculations with a perturbed set of input parameters to simulate a background estimate of the field that is impaired by uncertainties.
(iii) Perform a variational data analysis of the background aerosol fields by assimilating aerosol optical 'observations' obtained from the reference run.
(iv) Compare the analysis results with the reference results to assess to what extent the 'true' state can be reconstructed by inverse modelling of the 'observations' in conjunction with the background estimate. If the analysis result differs from the reference field, this will indicate that the information contained in the observations is incomplete.
For the reference run (i), we employ analysed meteorological input data. For the perturbed run (ii), we use 48-h forecasts. In either case, meteorological data are based on the High Resolution Limited Area Model (HIRLAM) (Gustafsson et al., 2001) . Further, we perturb the input emissions as follows. All NO x , NH 3 and black carbon (BC) emissions in the perturbed run (ii) are scaled by a factor of 1.25 as compared to the reference run (i). All SO x , organic carbon (OC) and dust emissions are scaled by a factor of 0.75. As an example, Fig. 1 shows sulphate mixing ratios of aerosols in the third size class in the lowest model layer, computed on 24 July 2006 at 12:00 UTC. The left panel presents the results from the reference run (i), and the right panel shows the corresponding background field obtained with the perturbed meteorological and emission input data (ii). The figure illustrates clear differences between the two computations.
For the assimilation experiment (iii), we choose a location in Northern Germany at a latitude of 53.5
• and a longitude of 10.0
• . As can be seen in Fig. 1 , the perturbed model underestimates the sulphate mass in the third size class as compared to the reference field by more than a factor of 10, which is a rather challenging case. Let us assume that we have observations of different aerosol optical properties at that location, which we simulate by computing these optical properties from the reference field. More specifically, we compute vertical profiles of the aerosol backscattering coefficient β sca and the extinction coefficient k at the typical lidar wavelengths 355, 532 and 1064 nm. Also, we compute the AOD at typical sun-photometer wavelengths of 340, 380, 440, 500, 675, 870 and 1020 nm. Parts of or all of these observations are subsequently assimilated into the perturbed model. The 'observations' are assumed to be nearly perfect. This is achieved by assuming very low observational error variances. For β sca , k and AOD the observational standard deviations are set to constant values of, respectively, 10 −8 , 10
and 0.7 · 10 −4 . This forces the analysis to produce results that follow the observational constraints faithfully. Finally, in step (iv) the result of the assimilation, that is, the analysed aerosol field, is compared to the reference field. This comparison is performed in the configuration space of the model; that is, we compare the size-resolved chemical composition of the aerosols. The question we ask is if it is possible to retrieve the 'true' (reference) aerosol state by chemical data assimilation of optical observations. This is related to the question of how much information about the chemical and physical aerosol properties is contained in various amounts of optical observations. However, it is important to note that the ability to solve the inverse problem by data assimilation is not merely related to the intrinsic information contents of the assimilated observations. Rather, it is a property of the entire assimilation system. We shall return to this issue in Section 5.
It should also be emphasized that we formulate the retrieval question with respect to the configuration space of our CTM.
Retrieving information about the size-resolved chemical composition of the aerosol phase is a highly ambitious goal. In other applications it may be perfectly sufficient to retrieve the lowest moments of the size distribution and the aerosols' refractive index (Mishchenko et al., 2007) .
Methods
The CTM on which this study is based is the multiple-scale atmospheric transport and chemistry modelling system (MATCH) (Robertson et al., 1999; Foltescu et al., 2005; Andersson et al., 2007) . It contains a photochemistry model with 64 prognostic components, a sea salt model and a dispersion model for primary emitted particles. The model computes mass mixing ratios of sulphate, nitrate, ammonium, sea salt, OC, BC and dust particles in four different size classes. The size classes cover particle diameters in the ranges [0.02, 0.1) μm, [0.1, 1.0) μm, [1.0, 2.5) μm and [2.5, 10.0) μm. The model is run with a horizontal resolution of 0.4
• .
Aerosol optical properties are computed by use of the spherical particle and external mixture approximations. Refractive indices at different wavelengths for the different chemical constituents are taken from the OPAC database (Hess et al., 1998) , where the OPAC refractive index for soluble particles has been used for ammonium, nitrate and OC particles. The details of the observation operators for coupling the CTM results to the optical observation parameters are reported by Kahnert (2008) . Note that the same optics model is used to generate the synthetic 'observations' from the reference model, and to formulate the observation operator in the assimilation algorithm. Thus, the assimilation algorithm compares the reference field with the background estimate each mapped into observation space by use of the same aerosol optics model. Uncertainties related to the formulation of the optics model are thereby neglected; that is, the aerosol optics model is assumed to be perfect in this numerical experiment.
The data analysis is performed by a multivariate threedimensional variational method (3DVAR). A horizontal resolution of 0.8
• is used for computing analysis increments. The analysis program is based on a spectral formulation (Berre, 2000) . A modified NMC method (Parrish and Derber, 1992) is employed for modelling the background error covariances. They are, in general, non-separable in the horizontal and vertical directions. The background error correlations, but not the error covariances, are assumed to be homogeneous and isotropic in the horizontal dimensions. A detailed description of the MATCH-3DVAR assimilation system and of the background error statistics is given by Kahnert (2008) .
Results
As a first result, we consider the aerosol mass mixing ratios PM 2.5 and PM 10 , that is, the mass mixing ratios of particles smaller than 2.5 and 10 μm, respectively. These are diagnostic variables that are obtained by summation of the mass mixing ratios of the different chemical aerosol components in the corresponding size classes. site. One can see clear discrepancies between the reference case and the perturbed case. However, the 3DVAR analysis yields mass mixing ratios that agree remarkably well with the reference case. The analysis only slightly underestimates the reference results.
Panel (b) shows corresponding results for PM 10 , which is also slightly underestimated near the ground. The analysis turns out to overestimate the coarse fraction PM coarse = PM 10 -PM 2.5 (not shown). However, the coarse mass PM coarse only contributes about 10% to the PM 10 mass in this case, whereas PM 2.5 contributes about 90%. For this reason, the underestimation of PM 2.5 outweighs the overestimation of PM coarse . Thus, the net effect is an underestimation of PM 10 = PM 2.5 + PM coarse .
The method employed in this numerical experiment also allows for estimating the regional representativeness of the 'observed' β sca profile. As we move away from the 'observation' site, the agreement between the analysis and the reference fields deteriorates. This is illustrated in panels (c) and (d), which show comparisons analogous to the ones in panel (a) for locations 100 and 500 km east of the observation site, respectively. In panel (c), the analysis result is still closer to the reference than to the perturbed case. In panel (d), the analysis lies somewhat closer to the perturbed case. These results suggest that, with regard to PM 2.5 mass retrieval, the lidar 'observations' have a radius of influence of a few hundred kilometres. This is largely controlled by the horizontal background error covariances employed in the assimilation algorithm, which are discussed in detail by Kahnert (2008) . First, AOD 'observations' at seven different wavelengths have been assimilated. The analysis result is represented by the dotted line (labelled 'AOD-7' in the figure legend). One observes that the analysis yields a strong increase of the column SIA mass as compared to the background estimate (i.e. the perturbed case). However, the vertical distribution of the SIA mass is not well reproduced by the analysis. At lower altitudes, the analysis underestimates the SIA mass by almost a factor of 4. Above 1500 m, the analysis overestimates the reference case by roughly a factor of 2. Apparently, the perturbed case overestimates the effectiveness of the turbulent vertical mixing of the aerosols. The analysis simply scales the entire background estimate of the SIA mass profile without correcting the vertical distribution, since AOD observations only contain information integrated over the entire atmospheric column.
The situation is considerably improved by assimilating the simulated lidar observations. The thick dash-dotted line in Fig. 3 ('Bsca-1') represents analysis results obtained by assimilating a vertical profile of β sca at 355 nm. The analysis yields a better representation of the vertical distribution of the SIA mass than that obtained by the AOD assimilation, although the reference case is still considerably underestimated. Assimilation of β sca at three lidar wavelengths 355, 532 and 1064 nm ('Bsca-3', thin dashed line) only results in a small improvement of the analysis. More improvement can be achieved by simultaneously assimilating profiles of β sca and of the extinction coefficient at those three wavelengths ('Ext-3 + Bsca-3', thin solid line). Extinction and backscattering observations can be performed with lidar instruments that also measure Raman scattering.
Finally, we consider the case of co-located extinction, backscattering and AOD observations. Thus, we assimilate extinction and backscattering profiles at the three lidar wavelengths, and AOD at the seven sun-photometer wavelengths. The analysis result is represented by the thin dash-dotted line ('Ext-3 + Bsca-3 + AOD-7'). We can see that the additional information obtained from the AOD observations improves the results as compared to the analysis based on assimilating extinction and backscattering observations only. Near the ground, the analysed SIA mass is a factor of 10 higher than the background estimate. However, it is still almost 40% lower than the reference case. Thus, assimilation of optical observations does yield a significant improvement of the SIA background estimate. However, although the latter assimilation experiment involves a significant amount of optical observations, the inverse modelling solution does not yield a faithful retrieval of the 'true' SIA mass profile.
It is interesting to note that the analysis mapped into observation space is in very good agreement with the assimilated 'observations'. As an example, Fig. 4 shows the analysis-equivalent backscattering coefficient at a wavelength of 355 nm as a func- tion of altitude (solid line), and the 'observations' (symbols) generated from the reference run. The analysis follows the observations faithfully. The backscattering and extinction coefficients at all considered wavelengths display similarly good agreements. The seven different analysis-equivalent AOD values deviate from the 'observations' by only 0.6-2.7%. The close agreement between observations and analysis is a result of the small observational standard deviations we assumed in our experiment, which forces the analysis to closely follow the observational constraints. The idea was to mimic nearly perfect observations, thus to disregard observational uncertainties, which can complicate the interpretation of results in operational applications. Since co-located AOD and lidar observations are rare, we shall limit the discussion throughout the rest of the paper to the case labelled 'Ext-3 + Bsca-3', that is, the assimilation of vertical profiles of the extinction and backscattering coefficients at 355, 532 and 1064 nm. Figure 5 shows a comparison of the SIA mass profile for the reference case, background estimate and analysis for all four size classes. One observes that the analysis performs best in the lowest two size classes [panels (a) and (b)], in which it underestimates the reference case by about 25%. In the third size class [panel (c)], which had been studied in detail in Fig. 3 , the analysis based on the assimilation experiment 'Ext-3 + Bsca-3' underestimates the reference case by roughly 50%. In the course mode, the analysis result lies almost 40% below the reference result.
Whereas the SIA mass is underestimated, the analysis turns out to overestimate the NaCl mass. Figure 6 shows a comparison of reference, background and analysis results for sodium chloride originating from sea salt. The analysis severely overestimates the NaCl mass mixing ratios for all four size classes. In fact, the difference between the reference case and the analysis is larger than the difference between the background and the reference results. Figure 7 presents corresponding results for primary emitted particulate matter (PPM), namely BC (first row), OC (second row) and dust (third row) in the second size class (left column) and in the fourth size class (right column). The analysis agrees generally well with the reference case, even for those size classes not shown in the figure. The two notable exceptions are BC and dust in size class 4 [panels (b) and (f)]. The mixing ratio of coarse-mode BC is very low [note that the values on the x-axis are scaled by a factor of 10 −5 in panel (b)]. Thus, the mismatch between the reference values and the analysis cannot be considered a serious issue in this case. The discrepancy between the analysed coarse-mode dust mixing ratio and the corresponding reference results in panel (f) is more severe. The case studied here was characterized by background aerosol mixing ratios that deviated considerably from the reference case. We repeated the assimilation experiment for a different 'observation' location. We chose a site in Västergötland (southwestern Sweden) with a latitude of 58.0
• N and a longitude of 13.0 • E. According to Fig. 1 , the ammonium sulphate mixing ratio in the third size class is comparable for the background (perturbed) field and the reference field in this area. As an example, Fig. 8 shows vertical SIA profiles analogous to those presented in Fig. 5 for the German site. Not surprisingly, it turns out that the absolute difference between the analysis and the reference result is smaller in this case, since the difference between the background field and the reference field is smaller in the first place. However, the analysis fails again to produce a faithful retrieval of the reference values of the mixing ratios. This confirms, as expected, that the quality of the background estimate is important for the quality of the analysis. However, it also underlines that the information contained in the optical observations is not sufficient for producing an unambiguous solution to the inverse problem.
Discussion and Outlook
The results presented in Section 4 revealed both strengths and limitations of inverse modelling of optical observations by chemical data assimilation. Generally speaking, there appears to be a great potential for improving model results by assimilating lidar and AOD observations. However, it appears unlikely that optical observations alone are sufficient to solve with high enough accuracy the inverse modelling problem in the configuration space of the CTM. Again, we emphasize that this conclusion is valid for the specific inverse modelling problem we are considering in this study. Our results confirmed, not surprisingly, that a better background estimate yields a better solution to the inverse problem. Thus, it is clear that data assimilation is not a substitute for model development. Rather, assimilation and model development have to be considered as complementary to each other.
The ambiguity in the inverse problem originates from the fact that aerosol ensembles of different size-dependent chemical compositions can have similar optical properties. For instance, if we have a mixture of highly absorbing and weakly absorbing aerosols, and we reduce the former by a small amount and increase the latter by a sufficiently large amount, we may obtain a new aerosol mixture with similar absorption properties as the original ensemble. One usually tries to narrow down the possible solutions to the inverse problem by increasing the amount of information contained in the observations. This can be achieved, as we did in our study, by supplementing backscattering by extinction observations, or by increasing the number of wavelengths. The example of the SIA analysis shown in Fig. 3 clearly illustrated that this approach leads to a significant improvement of the inverse modelling solution, but not to a sufficiently accurate retrieval of the reference solution.
Gases in the atmosphere often have narrow absorption lines that can be exploited to design observations that target specific types of molecules. Aerosol components, on the other hand, usually lack such optical resonance features. The real and imaginary parts of the refractive indices of aerosol species are typically fairly smooth functions of the wavelength. Although there do exist differences between the optical properties of different chemical aerosol species, the results of our study suggest that these differences are not sufficiently distinct for removing the ambiguities in our specific inverse modelling problem.
As already indicated in Section 2, our ability to invert aerosol optical observations by chemical data assimilation is not just an intrinsic property of the observations themselves. A data assimilation system complements the information contained in the observations by a background estimate and by background error statistics. The analysis program first computes innovations, that is, differences between observations and background values mapped into observation space. Next, the analysis corrects the background field based on the innovations. How the information from the innovations is distributed back to the different model variables, and how it is horizontally and vertically spread out from the observation site into the surrounding space, is determined by the background error covariance matrix. Thus, the description of background error statistics is a critical factor in our ability to perform inverse modelling with chemical data assimilation. Another factor is the data assimilation method itself.
The 3DVAR method employed in this study assimilates observations sequentially. By contrast, the 4DVAR method assimilates observations over an entire time window, which is known to yield better results. However, the model adjoint required in the 4DVAR method is considerably more complex to implement and requires substantial computational resources. Adjoint aerosol dynamic models have recently been reported by Sandu et al. (2005) .
Both the 3DVAR and the 4DVAR methods employ a constant background error covariance matrix. By contrast, methods based on the Kalman filter (Jazwinski, 2007) , such as the Ensemble Kalman filter (Evensen, 2007) , take the temporal evolution of the background error covariance matrix into account. Using the background error statistics 'of the day' in inverse modelling may be an advantage if the error correlations between different chemical components or spatial error correlations are strongly time-dependent.
It seems highly plausible that more sophisticated data assimilation methods offer, for the price of more computational resources, much potential for further improvements. However, some of the results in Section 3, notably those obtained for SIA and NaCl, suggest that there exist certain problems that will be hard to tackle without assimilating additional information from other measurements. For instance, one should consider assimilating observations of aerosol precursor gases. This may help to constrain the SIA fraction.
Another important issue is the uncertainty of the emission input data. There is evidence suggesting that parameter estimation of emissions by data assimilation techniques can improve the forecasting ability of a CTM (Elbern et al., 2007) . The approach described in this paper could be employed to systematically test the feasibility of inverse modelling of emissions by chemical data assimilation, and to identify observational parameters and network requirements for such a task. Constraining input emissions could greatly improve the accuracy of the background estimate, thus reduce difficulties in the inverse modelling of aerosol optical observations. Finally, note that the optics model employed in this study is based on the external mixture approximation, which results in linear optical observation operators (Kahnert, 2008) . A more realistic optics model would treat the different aerosol components as internally mixed. This would result in nonlinear observation operators, which may be more sensitive to changes in chemical composition, thus facilitating a discrimination among different aerosol mixtures based on different optical observations. However, nonlinearities also tend to complicate the treatment of the observation operator in the analysis algorithm.
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