Motivation
Neural nets are currently being used to solve problems in many different research areas. Generally, they tend to assist or become an alternative to traditional statistical and mathematical models.
Their main practical applications in economics have been for time series forecasting (e.g., [KR94] ) and classification tasks (e.g., [TK90] ). Banks usually check the creditworthiness of companies to find the maximum amount of credit they are prepared to grant. The models used are formulated as a classification
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In this paper we try to use neural networks as a replacement for the widely used statistical discriminant analysis to detect company failures early. [GTBFS91] fiist concentrate on linear MLPs with one hidden layer. Such networks have two weight matrices WI for the weights from the input-to-hidden and W2 for the weights from the hidden-to-output layers. These two weight matrices are adapted by the backpropagation learning algorithm.
If this algorithm minimizes the error between desired and network output vectors, the fist layer of the MLP performs a discritninant analysis projection using the weights from input-to-hidden Wl, and the seeond layer performs a classification on the output of the hidden units using the weights from hidden-to-output layers.
In this application neurat nets perform statistical anatysis of data. Therefore they require a large set of data to yield an optimal estimation of the parameters. This also implies that the number of given patterns is larger than the dmension of the space in which they sit. Each cluster should be described by enough patterns belonging to that cluster.
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Implementation
The heart of the forecasting system is a multilayer The system consists of the following components:
. The rnntime version of the APL interpreter. With this APL dkdect, the vendor allows distribution of the runtime interpreter version free of charge. often specified in the GUI functions. Properties define an object's behavior, appearance and the events that it can handle. For each object to be able to handle events, a callback function can be assigned that is called when the corresponding event occurs. Events are very important for an application with a graphical front-end because they define how the objects react to the user. As an example, we show the APL code that allows the user to move the processing devices within the window (See the Appendix).
. Functions for component fde input and output. Because the execution time of such simulations is very lengthy, logging facilities for the application must be provided. The application takes extensive advantage of nested vectors and matrices. With the component fde system, APL variables can be created and appended directly to fdes on the hard dk.k.
. Last but not least is the APL artificial neural network code as described in Kolarik and Rudorfer [KR94], The code consists of three individual parts. During network training, a main loop is used to present many input patterns to the artificial neural network, Within the loop there is a function that reads in and transforms the training data. The FOR WARD function propagates the input pattern through the hidden layer(s) to the output layer.
After the output value of the net is known, an error is calculated and the weight change is propagated backwards through the hidden layers to the input layer using the BACKWARD function,
The system is generally controlled via the graphical frontend because there is no session manager available in the runtime version of the interpreter. Figure 1 shows the main application window consisting of a menu bar and a tool bar at the top and a status bar with several status fields at the bottom, The area between these is a Multiple Document Interface (MDI) client area. Within the MDI client area are three open windows. Two of these are for general control of the system and for displaying details of the artificial neural network. The third window is the backprop view which shows the activation level of the neurons (circles) and the weight values (lines). Figure 1 shows a net with five input units, three hidden units and one output unit (5-3-l). A big fdled circle indicates that the neuron fwes, and a transparent circle indicates (atmost) no output from the neuron. The size of the circle is proportional to the output of a neuron. The thickness of the lines connecting the neurons between layers are representation the weight values. These can be negative or positive real numbers, which are encoded in two different colors. Again, a thick line represents a weight with a high negative or positive value.
Modeling
The Training Data Other important information includes the industrial sector to which an individual company belongs. If we were also to consider the industrial sector, the classification capability would probably be better. In Austria companies in the metal-processing, paper, building and construction, and textile industries are in the greatest jeopardy.
After studying the possible sources of data about insolvent and sound companies, we decided to survey only private limited companies with a minimum turnover of US$ 30,000. Fwstly, private limited companies tend to become insolvent more often than other type of companies. Secondly, private limited companies with more than ATS1 million in common shares or more than 300 employees have to publish their balance sheet.
What relationships between balance sheet items should be calculated to best describe the financial position of a business fm?
We decided to calculate the following five financial ratios to train our artificial neural network [Ble85]:
1. We have conducted many experiments to find the size of a well-performing network. Table 2 and Figure 7 show the results of different network topologies in the test data sample after 5,000 learning iterations, using a learning rate of 0.3 and a momentum of 0.8. Because the network output has values between O and 1, we have to introduce a threshold to assign a company to the insolvent or sound cluster. For a threshold of 0.5, the 5-3-1 and 5-5-1 networks have the best performance with one wrong classification of an insolvent company (number 18 in Figure 7) .
In Figure 8 , we have chosen the smaller network for closer inspection. The weight matrix between the input (LO) and hidden (Ll) layers is given in The data were transformed with linear functions ( One neuron in the hidden layer is a detector for a sound company and another for an insolvent company. The third neuron has a very small impact on the final result because of small weight values.
A company seems to be in danger when the liabilities] totat assets ratio or quick assets/assets ratio has a high positive value. On the other hand, sound companies have small liabilities/total assets and quick assets/assetsratios.
Conclusion
In this paper we have presented an APL tool for the early detection of company failures using neural networks. These computing devices proved themselves to he a viable alternative to discriminant analysis.
With this workspace we were able to find networks for the detection of company failures. Graphical visualization helps to understand the complex relations that exist in neural nets.
Further work will include the improvement of the APL product and a detailed documentation of the user interface. 
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