Abstract-This paper presents an explorative navigation method using sparse Gaussian processes for mobile sensor networks. We first show that a near-optimal approximation is possible with a subset of measurements if we select the subset carefully, i.e., if the correlation between the selected measurements and the remaining measurements is small and the correlation between the prediction locations and the remaining measurements is small. An estimation method based on a subset of measurements is desirable for mobile sensor networks since we can always bound computational and memory requirements and unprocessed raw measurements can be easily shared with other agents for further processing (e.g., consensusbased distributed algorithms or distributed learning). We then present an explorative navigation method using sparse Gaussian processes with a subset of measurements. Using the explorative navigation method, mobile sensor networks can actively seek for new measurements to reduce the prediction error and maintain high-quality estimation about the field of interest indefinitely with limited memory.
I. INTRODUCTION Mobility in sensor networks can increase sensing coverage both in space and time and robustness against dynamic changes in the environment, showing superior performance in terms of their adaptability and high-resolution sampling capability [1] . While each agent has limited capabilities, a mobile sensor network as a group can perform various tasks, such as exploration, surveillance, and environmental monitoring. The problem of coordinated sensing in mobile sensor networks received significant attention recently [2] [3] [4] [5] [6] .
The Gaussian process regression method has been widely used as a nonparametric regression technique for modeling complex physical phenomena, including nonstationary geostatistical data analysis [7] , nonlinear regression [8] , wireless signal strength estimation [9] , indoor temperature field modeling [10] , and terrain mapping [11] . Compared to parametric regression methods, nonparametric regression methods are more expressive and yield better generalizability. Hence, methods such as Gaussian processes are well suited to model complex environments. In particular, unlike other nonparametric methods, such as support vector machines (SVMs), Gaussian processes can provide the uncertainty about the predicted values and it is a highly desirable feature for mobile sensor networks. For instance, one can derive a multi-agent exploration strategy to minimize the predictive uncertainty of the field [12] .
But Gaussian processes cannot be directly applied to resource-constrained mobile sensor networks due to its complexity in both time and space. In order to make predictions using Gaussian process regression, one must perform the inverse of a covariance matrix whose size grows as agents collect more measurements. In order to take the advantage of the expressiveness of Gaussian processes, we need an efficient approximation method and the need is more critical for resource-constrained mobile sensor networks. There are a number of approximation methods for Gaussian processes for handling large datasets [13] [14] [15] [16] [17] . These approximation methods aim to take the advantage of the sparsity of the covariance matrix and they can be grouped into two categories: approaches using only a subset of measurements, e.g., [13] , and approaches using all measurements but with a reduced computation time, e.g., [14] [15] [16] [17] . While the latter approaches perform better than the former approaches [18] , we argue that the former approaches are more desirable for mobile sensor networks since we can always bound computational and memory requirements and unprocessed raw measurements can be easily shared with other agents for performing, for example, consensus based distributed algorithms or distributed learning.
In this paper, we first show conditions under which we can make a near-optimal prediction using Gaussian processes with a subset of measurements. We show that a good approximation is possible when the correlation between the selected measurements and the remaining measurements is small and the correlation between the prediction locations and the remaining measurements is small. These conditions translate to finding the most informative sparse representation of the covariance matrix using a subset of measurements. Based on this concept, we present an explorative navigation method using sparse Gaussian processes with a subset of measurements. The explorative navigation method allows mobile sensor networks to actively seek for new measurements in order to reduce the prediction error. This navigation method can be used for surveillance or monitoring a slowly changing spatio-temporal processes.
We have compared three approaches for the measurement selection problem: informative vector machine (IVM) [13] , principal feature analysis (PFA) [19] , and a mutual information based approach [20] . The results show that IVM performs better and requires less computation time, making it a better choice for resource-constrained mobile sensor networks.
II. GAUSSIAN PROCESS APPROXIMATION USING A SUBSET OF MEASUREMENTS

A. Gaussian Processes
A Gaussian process 1 defines a distribution over a space of functions and it is completely specified by its mean function and covariance function. Let ∈ ⊆ ℝ denote the index vector. If ( ) ∈ ℝ is a Gaussian process, it can be written as
where ( ) = ( ( )) is a mean function and ( ,
] is a covariance function of ( ). An example of a covariance function is a radial basis kernel
In a realistic setup, one does not observe a Gaussian process directly. Instead, we make a noisy measurement ( ) = ( ) + , where is a white Gaussian noise with variance 2 . Suppose that the mean function of ( ) is zero and we have made measurements, i.e.,
∈ , then has a Gaussian distribution
where Σ = [Σ ] is an × matrix with Σ = ( , ) and is an identity matrix with an appropriate size. Given measurements, we can predict the value of the Gaussian process at an unobserved location * and the predicted value has a Gaussian distribution ( * ) ∼ (ˆ ( * ), var( ( * ))), wherê
. The predicted variance var( ( * )) measures the uncertainty we have about the new location * and can be used in mobile sensor networks for exploration. The predicted mean can be rewritten asˆ
B. Approximation Using a Subset of Measurements
The major drawback of Gaussian processes is that its computational and space complexity increase as more measurements are collected, making the method undesirable for mobile sensor networks with limited memory and computational power. Hence, it is required to develop an approximation method for Gaussian processes that is suitable for mobile sensor networks. While there are a number of approximation methods for Gaussian processes, it is unclear what the exact conditions are required for achieving a good approximation. In this section, we formalize conditions required for nearoptimal approximations using a subset of measurements and motivate the sparse Gaussian process method described in this paper.
In general, if measurements are taken from nearby locations, covariance between measurements is strong and covariance decays as the distance between locations increases. If the covariance function of a Gaussian process has this property, intuitively, we can make a good prediction using only local measurements. In this section, we formalize this observation and provide a theoretical foundation for Gaussian processes with a subset of measurements.
Suppose that we want to approximateˆ ( * ) using only measurements out of measurements ( < ). Let this new predictor beˆ (⋅). Without loss of generality,ˆ (⋅) is computed using the first measurements. Let
where Σ is an × submatrix of Σ. Then for * ,
where
Consider a zero-mean Gaussian process defined in (1) . Suppose that you have collected measurements, 1 , ⋅ ⋅ ⋅ , . For an unobserved input * , letˆ ( * ) be a predicted value computed using all measurements, i.e., using (4), and letˆ ( * ) be a predicted value using the first measurements
. The proof of Theorem 1 is omitted for lack of space. Corollary 1: Under the assumptions used in Theorem 1, if = 0, thenˆ ( * ) −ˆ ( * ) = . Theorem 1 shows the gap between predicted values using only measurements and all measurements. Corollary 1 is the case with an ideal partition of measurements, i.e., the first measurements are not correlated with the remaining ( − ) measurements. Hence, if the magnitude of is small, then the error from using the first measurements will be close to . Furthermore, if we want to reduce this error, we want to be small, i.e., the correlation between * and the remaining ( − ) measurements is small. In summary, in order to minimize the error between predictions using a subset of measurements and predictions using all measurements, following two conditions must be satisfied: (1) the correlation between the first measurements and the remaining ( − ) measurements is small and (2) the correlation between * and the remaining ( − ) measurements is small. If these two conditions are met, then ( * ) can be a good approximation toˆ ( * ), justifying a Gaussian process with a subset of measurements. We can formalize this argument as follows. Unless noted otherwise, ∥ ⋅ ∥ denotes the 2-norm ∥ ⋅ ∥ 2 .
Theorem 2: Consider a zero-mean Gaussian process defined in (1) with covariance function (2) and suppose that you have collected measurements, 1 , . . . , . Suppose that defined in Theorem 1 is small enough such that
for some 1 > 0 with 2 > 1 , and
with probability 3 and > 0 such that
For * , if the last ( − ) data points satisfy
) , then, with probability 3 , we have
Since Σ is positive definite, there is such that Σ = . Using the matrix inversion lemma, we have
Combining this result, we get
where ( , * ) ≤ max for ∈ { + 1, . . . , }. Definē ( 3 ) such that max = +1 | | ≤¯ ( 3 ) with probability 3 . Then, with probability 3 , we have
with probability 3 , we have
Now, suppose that we have a radial basis kernel (2). Let 2 = ∥ − * ∥ 2 . Then (7) becomes, with probability 3 ,
) for all and this completes the proof.
III. EXPLORATIVE NAVIGATION USING SPARSE GAUSSIAN PROCESSES
In the previous section, we have found conditions for a near-optimal approximation of Gaussian processes with a subset of measurements. Since we are interested in minimizing the prediction error over the entire region of a continuous space, we cannot directly apply the conditions. However, in order to maximize the predictive power over the unvisited regions using a subset of collected measurements, we can seek for the most informative sparse representation of measurements eliminating any redundant information, i.e., a sparse representation of the covariance matrix. Hence, the conditions found in the previous section translate to finding the most informative sparse representation of the covariance matrix using a subset of measurements. To find a good subset of measurements, we consider the following three approaches: the informative vector machine [13] , principal feature analysis (PFA) [19] , and the mutual information based approach [20] .
Informative Vector Machine: The informative vector machine (IVM) proposed by Lawrence et al. finds the sparsity in the data set and have shown that the IVM performs as good as support vector machines (SVMs) at a fraction of computation time [13] . The IVM finds a sparse representation of a covariance matrix using an active set of measurements (| | < , where is the total number of measurements). The IVM uses a heuristic called the differential entropy score. For measurement , the differential entropy score is defined as Δ = ( ( )| ) − ( ( )| ∪ ). The algorithm starts with = ∅ and measurements are sequentially added into . At each step of the algorithm, Δ are computed for the remaining measurements in ∖ and the measurement with the largest differential entropy score is added to . The algorithm continues until the desired number of measurements are selected for . Since the entropy of a Gaussian random variable with variance 2 is log(2 2 )/2, the maximum differential entropy criteria reduces to choosing the measurements with largest predictive variances.
Principal Feature Analysis: Principal feature analysis (PFA) proposed in [19] is a dimensionality reduction method used for feature selection. One drawback of dimensionality reduction methods such as principal component analysis (PCA) is that the discovered mapping from the original highdimensional feature space to a lower dimensional space uses all original features as input. This can be undesirable if each feature requires an additional sensor or if we aim to reduce preprocessing time and memory. PFA avoids this problem by selecting a subset of features with most information. PFA has been applied to select facial points for face tracking and content-based image retrieval [19] and an approach similar to PFA has been successfully applied to find a subset of features from multivariate time series data, such as human gait data and electroencephalogram (EEG) data [21] .
PFA is based on PCA and exploits the structure of principal components. A principal component is a linear transformation of original features and this transformation is described by coefficients of principal components. These coefficients can be understood as contributions or weights on determining the directions of principal components [21] . Hence, when the absolute value of the -th coefficient of a principal component is high, we can interpret this as an indication that the -th feature is dominant in that principal component. If our goal is to choose most representative features, we can choose features with highest coefficients of each of the first principal components, as an approximation to PCA. If each principal component is considered separately, features with similar information or high mutual information can be chosen. PFA addresses this problem by considering all principal components together and eliminates redundant features using clustering.
Mutual information: Guestrin et al. used the mutual information (MI) for choosing sensor locations in [20] . A subset of possible sensor locations is chosen to maximize the mutual information between and the remaining set ∖ . Again, the algorithm starts with = ∅ and adds measurements to sequentially. A measurement is added to if maximizes ( ( )| )− ( ( )|{ ∖( ∪ )}). This approach can provide an approximation bound over the optimal solution using submodularity and monotonicity of the mutual information under certain conditions [20] . However, as shown below, we find that this criteria is not suited for the measurement selection problem. The method was designed to consider all potential locations of interest and this is infeasible for a continuous field considered in this paper. Although one could discretize the continuous field, the computational cost will be prohibitively high.
A. Explorative Navigation
According to the results from Section II, we can make a near-optimal approximation to a Gaussian process using only a subset of measurements if we can carefully choose a good subset of measurements. For the measurement selection problem, we can apply IVM, PFA or MI. The explorative navigation using a sparse Gaussian process is shown in Algorithm 1. The algorithm is based on the navigation strategy developed in [12] , which coordinates a group of mobile agents to reduce the predictive variance of the surveillance region while maintaining a certain distance between each pair of agents using consensus and flocking. By using only a subset of measurements, we can reduce computational and memory requirements of the Gaussian process regression method and make Gaussian processes practical for mobile sensor networks. Maintaining a subset of raw measurements is also desirable for distributed mobile sensor networks since they can be easily shared with neighboring agents without further processing, e.g., consensus based distributed algorithms and distributed learning by sharing measurements of interest.
Algorithm 1 Explorative Navigation Using Sparse GPs
Input:
(size of selected measurements), (update interval), (resolution) 1: = ∅ 2: while true do
3:
= + 1 (update the current time) 4: Collect measurements from all neighboring agents. (Measurement Update) Let be the measurements selected from ∪ { − +1 , . . . , } using a measurement selection algorithm.
7:
Discard unselected measurements. Compute predicted variances at evenly divided locations at resolution using and additional measurements collected since the last measurement update.
12:
Let be the location with the highest predicted variance. 13: Compute the control law to move towards while maintaining distances and velocities among agents based on the gradient based control described in [12] . 14: Apply the control and move to the new location. 15 : end while
IV. SIMULATION RESULTS
A. Sparse Gaussian Processes
We first study performance of sparse Gaussian processes using informative vector machine (IVM), principal feature analysis (PFA), and mutual information based measurement selection algorithm (MI). We consider a static field as shown in Figure 1 . The field is constructed using the radial basis kernel (2), where 2 = 1 and 2 = 2. From this field, we made 500 measurements at random locations with measurement noises ( = 0.2). We first ran three measurement selection algorithms for a different number of selected measurements (from 5 to 500 with an increment of 5). To improve the performance of the mutual information based measurement selection algorithm, we used the local kernels as suggested in [20] . We then measured the mean square error of predictions made by each approach at 3,721 evenly discretized locations, i.e., a grid with unit length 0.5. The resulting mean square errors are shown in Figure 2 .
As shown in the figure, the informative vector machine approach gives the best performance in terms of the mean square error while the principal feature analysis approach gives a comparable performance. But the mutual information approach showed the poorest performance. It indicates that the mutual information criteria is not suitable for the measurement selection problem. This is an expected result since the mutual information criteria was designed to consider all potential sensing locations [20] . One could consider including all the 3,721 distinct sites. But it is not a computationally feasible approach for a continuous field considered here since it would require more sites if a finer resolution of the field is desired. We have found that IVM and PFA can provide a good approximation with a smaller number of measurements and sparse Gaussian processes are well suited for resourceconstrained mobile sensor networks.
B. Explorative Navigation Using Sparse Gaussian Processes
We consider a field similar to Figure 1 with the same set of parameters except the surveillance region is now [−10, 10] 2 . The explorative navigation algorithm (Algorithm 1) is used to coordinate a group of five agents with = 0.5. The mean square error of predictions at 1,681 evenly discretized locations, i.e., a grid with unit length 0.5, is measured at each simulation time. Since the order in which measurements are considered in the IVM may influence its performance, we randomly shuffled the order of measurements at each simulation time.
Results are shown in Figure 3 . Figure 3(a) shows the case when all past measurements are used to make predictions. We can see that the explorative navigation strategy rapidly reduces the mean square error over the entire region. Figure 3(b) and Figure 3(c) show mean square errors from navigating with PFA and IVM with = 100 and = 20, respectively (at most 120 measurements are used at each time). It should be noted that the mean square error keeps decreasing after the simulation time of 100, which means the algorithm continuously selects the most informative measurements. Figure 3(d) shows the case when a measurement selection algorithm is not used but recent 220 measurements are used for making predictions. The mean square error does not stabilize and there is a large variability in the quality of prediction. This case shows the poor performance of uninformative selection of measurements and clearly indicates the benefits of sparse Gaussian processes. Figure 3 , respectively (at most 220 measurements are used at each time). We find that the explorative navigation approach using IVM is more stable than the approach with PFA. Even with 100 measurements, the mobile sensor network using IVM can maintain a high quality estimation of the entire region, showing its stability.
V. CONCLUSIONS
In this paper, we have shown formal conditions under which a near-optimal approximation is possible for Gaussian processes using a subset of measurements. A near-optimal approximation is possible when (1) the correlation between the selected measurements and the remaining measurements is small and (2) the correlation between the prediction locations and the remaining measurements is small. Based on these principles, we have presented a sparse Gaussian process based explorative navigation algorithm using a subset of measurements. There are two major benefits of using a subset of measurements to approximate Gaussian processes. First, we can greatly reduce the computational and memory requirements. Second, unprocessed raw measurements can be easily shared with other agents for performing consensus based distributed algorithms or distributed learning. In our future work, we plan to develop a path planning algorithm based on sparse Gaussian processes. 
