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Abstract
In this paper, we propose a computable error estimate of the Gross-
Pitaevskii equation for ground state solution of Bose-Einstein condensates
by general conforming finite element methods on general meshes. Based on
the proposed error estimate, asymptotic lower bounds of the smallest eigen-
value and ground state energy can be obtained. Several numerical examples
are presented to validate our theoretical results in this paper.
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1 Introduction
Bose-Einstein condensation (BEC) is one of the most important science discoveries
in the last century. When a dilute gas of trapped bosons (of the same species)
is cooled down to ultra-low temperatures (close to absolute zero), BEC could be
formed [23, 31]. Since 1995, the first experimental achievement of BECs in dilute
87Rb gases, the Gross-Pitaevskii equation (GPE) [25, 29] has been used extensively
to describe the single particle properties of BECs. So far, it is found that the results
obtained by solving the GPE have showed excellent agreement with most of the
experiments [5, 22, 23, 27].
A lot of numerical methods for the computation of the time-independent GPE
for ground state and the time-dependent GPE for finding the dynamics of a BEC
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have been proposed, for example: a time-splitting spectral method [10, 11], a Crank-
Nicolson type finite difference method [2, 3], a Runge-Kutta type method [24], an
explicit imaginary-time algorithm [19], a DIIS (direct inversion in the iterated sub-
space) method [42] and the optimal damping algorithm [15, 16], multigrid methods
and multilevel correction method [48] and so on.
For simplicity, in this paper, we are concerned with the following non-dimensionalized
GPE problem: Find (λ, u) ∈ R×H1(Ω) such that
−∆u+Wu+ ζ |u|2u = λu, in Ω,
u = 0, on ∂Ω,∫
Ω
|u|2dΩ = 1,
(1.1)
where Ω ⊂ Rd (d = 1, 2, 3) denotes the computing domain which has the cone
property [1], ζ is some positive constant and W (x) = γ1x
2
1 + . . . + γdx
2
d ≥ 0 with
γ1, . . . , γd > 0 [12, 51]. The ground state energy E of BEC can be given by the
following equations (cf. [31]):
E =
∫
Ω
(
|∇u|2 +W |u|2 +
ζ
2
|u|4
)
dΩ = λ−
∫
Ω
ζ
2
|u|4dΩ, (1.2)
where (λ, u) is the smallest eigenpair of (1.1).
The lower bounds of smallest eigenvalue of (1.1) and ground state energy (1.2) are
very critical questions that many people care about. So far, there have developed
some methods to get lower bound of linear symmetric eigenvalue problems, i.e., the
nonconforming finite element methods (see e.g., [6, 28, 32, 33, 34, 36, 39, 49, 50]),
interpolation constant based methods (see e.g., [37, 38]) and computational error
estimate methods (see e.g., [17, 18, 43]). But there are no any result about the
lower bounds of the nonlinear eigenvalue problems. This paper is the first attempt
to produce the lower bounds of the nonlinear eigenvalue problems.
In this paper, we are concerned with the computable error estimates for the ground
state of GPE by the finite element method. As we know, the priori error estimates
can only give the asymptotic convergence order. The a posteriori error estimates are
very important for the mesh adaption process. About the a posteriori error estimate
for the partial differential equations by the finite element method, please refer to
[4, 7, 8, 13, 40, 41, 46] and the references cited therein. This paper is propose a
computable method to obtain asymptotic upper bound of the error estimate for the
ground state eigenfunction approximation by the general conforming finite element
methods on the general meshes. The approach is based on complementary energy
method from [26, 40, 41, 44, 45]. Based on the asymptotic upper bound of the
eigenfunction approximation, we can also give the asymptotic lower bounds of the
smallest eigenvalue and ground state energy, which is another contribution of this
paper.
An outline of the paper goes as follows. In Section 2, we introduce the finite
element method for GPE. An asymptotic upper bound for the error estimate of the
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smallest eigenpair approximation is given in Section 3. In Section 4, an asymptotic
lower bounds of the smallest eigenvalue and ground state energy are also obtained
based on the results in Section 3. Some numerical examples are presented in Section
5 to validate our theoretical results. Some concluding remarks are given in the last
section.
2 Finite element method for GPE
In this section, we introduce some notation and the finite element method for the
GPE (1.1). We shall use the standard notation for the Sobolev spaces W s,p(Ω) and
their associated norms ‖ · ‖s,p,Ω and seminorms | · |s,p,Ω (see, e.g., [1]). For p = 2, we
denote Hs(Ω) = W s,2(Ω) and H10 (Ω) = {v ∈ H
1(Ω) : v|∂Ω = 0}, where v|∂Ω = 0 is
in the sense of trace, ‖ · ‖s,Ω = ‖ · ‖s,2,Ω. In this paper, we set V = H
1
0 (Ω) and use
‖ · ‖s to denote ‖ · ‖s,Ω for simplicity.
For the aim of finite element discretization, we define the corresponding weak
form for (1.1) as follows: Find (λ, u) ∈ R× V such that b(u, u) = 1 and
aˆ(u, v) = λb(u, v), ∀v ∈ V, (2.1)
where
aˆ(u, v) := a(u, v) +
∫
Ω
(
(W − 1)uv + ζ |u|2uv
)
dΩ,
a(u, v) :=
∫
Ω
(
∇u∇v + uv
)
dΩ, b(u, v) :=
∫
Ω
uvdΩ.
Obviously, a(v, v) ≥ 0 for all v ∈ V . We define ‖v‖a =
√
a(v, v) and ‖v‖b =√
b(v, v) for all v ∈ V . The following Rayleigh quotient expression holds for the
smallest eigenvalue λ
λ =
aˆ(u, u)
b(u, u)
. (2.2)
Now, let us demonstrate the finite element method [13, 21] for the problem (2.1).
First we generate a shape-regular decomposition of the computing domain Ω ⊂ Rd
(d = 2, 3) into triangles or rectangles for d = 2 (tetrahedrons or hexahedrons for
d = 3) and the diameter of a cell K ∈ Th is denoted by hK . The mesh diameter
h describes the maximum diameter of all cells K ∈ Th. Based on the mesh Th, we
construct the conforming finite element space denoted by Vh ⊂ V . We assume that
Vh ⊂ V is a family of finite-dimensional spaces that satisfy the following assumption:
lim
h→0
inf
v∈Vh
‖w − v‖a = 0, ∀w ∈ V. (2.3)
The standard finite element method for (2.1) is to solve the following eigenvalue
problem: Find (λh, uh) ∈ R× Vh such that b(uh, uh) = 1 and
aˆ(uh, vh) = λhb(uh, vh), ∀vh ∈ Vh. (2.4)
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Then we define
δh(u) := inf
vh∈Vh
‖u− vh‖a. (2.5)
From (2.4), we know the following Rayleigh quotient for λh holds
λh =
aˆ(uh, uh)
b(uh, uh)
. (2.6)
The approximation Eh of ground state energy E for BEC can be given by the
following equations:
Eh =
∫
Ω
(
|∇uh|
2 +W |uh|
2 +
ζ
2
|uh|
4
)
dΩ = λh −
∫
Ω
ζ
2
|uh|
4dΩ, (2.7)
where (λh, uh) is the smallest eigenpair of (2.4) that is the approximation for the
smallest eigenpair of (1.1).
Lemma 2.1. ([16, Theorem 1]) There exists h0 > 0, such that for all 0 < h < h0,
the smallest eigenpair approximation (λh, uh) of (2.4) having the following error
estimates
‖u− uh‖a ≤ Cuδh(u), (2.8)
‖u− uh‖0 ≤ Cuηa(h)‖u− uh‖a ≤ Cuηa(h)δh(u), (2.9)
|λ− λh| ≤ Cu‖u− uh‖
2
a + Cu‖u− uh‖0 ≤ Cuηa(h)δh(u), (2.10)
where ηa(h) is defined as follows:
ηa(h) = ‖u− uh‖a + sup
f∈L2(Ω),‖f‖0=1
inf
vh∈Vh
‖Tf − vh‖a (2.11)
with the operator T being defined as follows: Find Tf ∈ u⊥ such that
a(Tf, v) + 2(ζ |u|2(Tf), v)− (λ(Tf), v) = (f, v), ∀v ∈ u⊥,
where u⊥ =
{
v ∈ H10 (Ω) : |
∫
Ω
uvdΩ = 0
}
, here and hereafter Cu (with or without
subscripts) is some constant depending on eigenpair (λ, u) but independent of the
mesh size h.
3 Complementarity based a posteriori error esti-
mator
First, we define H(div; Ω) := {p ∈ (L2(Ω))d : divp ∈ L2(Ω)} (d = 2, 3) and
introduce the following Green’s theorem.
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Lemma 3.1. Let Ω ⊂ Rd (d = 2, 3) be a bounded Lipschitz domain with unit outward
normal ν to ∂Ω. Then the following Green’s formula holds∫
Ω
vdivpdΩ+
∫
Ω
p · ∇vdΩ =
∫
∂Ω
vp · νds, ∀p ∈W and ∀v ∈ H1(Ω), (3.1)
where W := H(div; Ω). Especially, we have∫
Ω
vdivpdΩ +
∫
Ω
p · ∇vdΩ = 0, ∀p ∈W and ∀v ∈ V. (3.2)
Theorem 3.1. Assume h < h0, the given smallest eigenpair approximation (λh, uh) ∈
R× Vh has the following error estimates:
‖u− uh‖a ≤ min
p∈W
1
1− αηa(h)
η(λh, uh,p), (3.3)
where η(λh, uh,p) is defined as follows
η(λh, uh,p) =
(
‖λhuh −Wuh − ζ |uh|
2uh + divp‖
2
0 + ‖p−∇uh‖
2
0
)1/2
, (3.4)
α = Cu‖u‖a+Cu‖W − 1− λh‖L∞(Ω) + 2Cu|ζ |(‖u‖
2
a+ ‖uh‖
2
a), and the constant C is
independent of the mesh size h, vector function p and eigenfunction approximation
uh.
Proof. From (2.1), (2.4) and (3.2), for all p ∈W and v ∈ V , we have
a(u− uh, v) = a(u, v)− a(uh, v)
= λb(u, v)−
∫
Ω
(
(W − 1)uv + ζ |u|2uv
)
dΩ
−
∫
Ω
(∇uh · ∇v + uhv)dΩ+
∫
Ω
divpvdΩ+
∫
Ω
p · ∇vdΩ
= (λhuh −Wuh − ζ |uh|
2uh + divp, v) + (p−∇uh,∇v)
+
(
λu− λhuh + (W − 1)(uh − u) + ζ |uh|
2
h − ζ |u|
2u, v
)
≤ ‖λhuh −Wuh − ζ |uh|
2uh + divp‖0‖v‖0 + ‖p−∇uh‖0‖∇v‖0
+
(
(λ− λh)u− (W − 1− λh)(u− uh) + ζ(|u|
2u− |uh|
2uh), v
)
≤
(
‖λhuh −Wuh − ζ |uh|
2uh + divp‖
2
0 + ‖p−∇uh‖0
)1/2
‖v‖a
+
(
|λ− λh|‖u‖a + ‖W − 1− λh‖L∞(Ω)‖u− uh‖0
+ 2|ζ |(‖u‖2L6(Ω) + ‖uh‖
2
L6(Ω))‖u− uh‖0
)
‖v‖L6(Ω)
≤
(
‖λhuh −Wuh − ζ |uh|
2uh + divp‖
2
0 + ‖p−∇uh‖0
)1/2
‖v‖a
+
(
|λ− λh|‖u‖a + ‖W − 1− λh‖L∞(Ω)‖u− uh‖0
+ 2C|ζ |(‖u‖2a + ‖uh‖
2
a)‖u− uh‖0
)
‖v‖a.
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Together with Lemma 2.1, we have
a(u− uh, v) ≤
(
‖λhuh −Wuh − ζ |uh|
2uh + divp‖
2
0 + ‖p−∇uh‖0
)1/2
‖v‖a
+ αηa(h)‖u− uh‖0‖v‖a,
where α = Cu‖u‖a + Cu‖W − 1− λh‖L∞(Ω) + 2CuC|ζ |(‖u‖
2
a + ‖uh‖
2
a).
That means we can draw the conclusion that
‖u− uh‖a ≤ η(λh, uh,p) + αηa(h)‖u− uh‖a, ∀p ∈W.
Then the desired result (3.3) can be obtained by the arbitrariness of p ∈ W and
the proof is complete.
Now, we introduce how to choose p∗ ∈W such that
η(λh, uh,p
∗) = min
p∈W
η(λh, uh,p). (3.5)
Lemma 3.2. ([44]) The optimization problem (3.5) is equivalent to the following
partial differential equation: Find p∗ ∈W such that
a∗(p∗,q) = F∗(q), ∀q ∈W, (3.6)
where
a∗(p∗,p) =
∫
Ω
(
divp∗divq+ p∗ · q
)
dΩ,
F∗(q) = −
∫
Ω
(
λhuh − ζ |uh|
2uh − (W − 1)uh, divq
)
dΩ.
Moreover, a∗(·, ·) defines an inner product for the spaceW. The corresponding norm
is |||p|||∗ = a
∗(p,p), and the dual problem (3.6) has a unique solution.
Now, we states some properties for the estimator η(λh, uh,p).
Lemma 3.3. ([44]) Assume p∗ be the solution of the dual problem (3.6) and let
λh ∈ R, uh ∈ V and p ∈W be arbitrary. Then the following equality holds
η2(λh, uh,p) = η
2(λh, uh,p
∗) + |||p∗ − p|||2∗. (3.7)
Choosing a certain approximate solution ph ∈ W of the dual problem (3.6),
we can give a computable asymptotic upper bound of the error estimate for the
eigenfunction approximation.
Corollary 3.1. Assume (λ, u) ∈ R × V is the ground state solution of (2.1), and
(λh, uh) is the solution of eigenvalue problem (2.4). Then the error estimate has the
following upper bound
‖u− uh‖a ≤
1
1− αηa(h)
η(λh, uh,ph). (3.8)
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Hereafter, we also discuss the efficiency of the estimator η(λh, uh,y
∗) and η(λh, uh,yh).
Theorem 3.2. Let (λ, u) be the smallest exact solution of (2.1), (λh, uh) be the
smallest eigenpair approximation of (2.4), and p∗ be the solution of (3.5). Then we
have
θ1‖u− uh‖a ≤ η(λh, uh,p
∗) ≤ θ2‖u− uh‖a, (3.9)
where
θ1 := 1− αηa(h) and θ2 :=
√
1 + C1ηa(h).
Further, we have the following asymptotic property of the estimator
lim
h→0
η(λh, uh,p
∗)
‖u− uh‖a
= 1. (3.10)
Proof. The left-hand side inequality of (3.9) is a direct conclusion of (3.3). Next,
we prove the right-hand side one of (3.9).
From the definition (3.4), the GPE (2.1) and ∇u ∈W, we have
η2(λh, uh,∇u) = ‖λhuh −Wuh − ζ |uh|
2uh − (λu−Wu− ζ |u|
2u)‖20
+ ‖∇u−∇uh‖
2
0. (3.11)
Then combining (3.7), (3.11) and Lemma 2.1, the following estimates hold
η2(λh, uh,p
∗) ≤ η2(λh, uh,∇u)
= ‖λhuh −Wuh − ζ |uh|
2uh − (λu−Wu− ζ |u|
2u)‖20
+ ‖∇u−∇uh‖
2
0
= ‖λhuh −Wuh − ζ |uh|
2uh − (λu−Wu− ζ |u|
2u)‖20
+ ‖u− uh‖
2
a − ‖u− uh‖
2
0
= 2‖(λh − λ)uh − (λ−W )(uh − u)‖
2
0 + 2‖ζ |uh|
2uh − ζ |u|
2u‖20
+ ‖u− uh‖
2
a − ‖u− uh‖
2
0
≤ 4|λh − λ|
2‖uh‖
2
0 + 4‖λ−W‖
2
L∞‖uh − u‖
2
0 + 2‖ζ(|uh|
2 + uuh + |u|
2)(uh − u)‖
2
0
+ ‖u− uh‖
2
a − ‖u− uh‖
2
0
≤ 4|λh − λ|
2‖uh‖
2
0 + 4‖λ−W‖
2
L∞‖uh − u‖
2
0
+2|ζ |2
(∫
Ω
(|uh|
2 + uuh + |u|
2)6dΩ
)1/3(∫
Ω
(uh − u)
6dΩ
)1/6(∫
Ω
(uh − u)
2dΩ
)1/2
+ ‖u− uh‖
2
a − ‖u− uh‖
2
0
≤ 4|λh − λ|
2‖uh‖
2
0 + 4‖λ−W‖
2
L∞‖uh − u‖
2
0
+ 4|ζ |2
(
‖uh‖L12(Ω) + ‖u‖L12(Ω)
)
‖uh − u‖L6(Ω)‖uh − u‖0
+ ‖u− uh‖
2
a − ‖u− uh‖
2
0
7
≤ 4|λh − λ|
2‖uh‖
2
0 + 4‖λ−W‖
2
L∞‖uh − u‖
2
0
+ 4C|ζ |2 (‖uh‖a + ‖u‖a) ‖uh − u‖a‖uh − u‖0
+ ‖u− uh‖
2
a − ‖u− uh‖
2
0
≤
(
1 + C1ηa(h)
)
‖u− uh‖
2
a, (3.12)
where C1 = 4(C
2
uηa(h)‖uh‖
2
0 + C
2
u(‖λ−W‖
2
L∞ − 1)ηa(h) + CuC|ζ |
2(‖uh‖a + ‖u‖a)).
The inequality (3.12) leads to the right-hand side inequality of (3.9). Hence,
the desired result (3.10) can be deduced easily from the fact that δh(u) → 0 and
ηa(h)→ 0 as h→ 0.
Corollary 3.2. Assume the conditions of Theorem 3.2 holds and there exist a con-
stant such that |||p∗ − ph‖|∗ ≤ Ĉ‖u− uh‖a. Then the following efficiency holds
η(λh, uh,ph) ≤ C2‖u− uh‖a, (3.13)
where C2 is a constant defined by C2 :=
√
θ22 + Ĉ
2.
Proof. First from (3.7) and (3.9), we have
η2(λh, uh,ph) = η
2(λh, uh,p
∗) + |||p∗ − ph|||
2
∗
≤ θ22‖u− uh‖
2
a + Ĉ
2‖u− uh‖
2
a
≤ (θ22 + Ĉ
2)‖u− uh‖
2
a. (3.14)
Then the desired result (3.13) can be obtained and the proof is complete.
4 Asymptotic lower bound of the first eigenvalue
In this section, based on the upper bound for the error estimate of the first eigenfunc-
tion approximation, we give an asymptotic lower bound of the smallest eigenvalue.
Actually, the process is direct since we have the following Rayleigh quotient expan-
sion.
Lemma 4.1. Assume (λ, u) ∈ R× V is the eigenpair of the original problem (2.1),
(λh, uh) ∈ R×Vh is the eigenpair of the discrete problem (2.4). We have the following
expansion:
λh − λ =
a(uh − u, uh − u)− λb(uh − u, uh − u) +
∫
Ω
(
(W − 1)(uh − u)
2dΩ
b(uh, uh)
+
∫
Ω
ζ(|u|2u− |u|2uh − |uh|
2u− |uh|
2uh)(uh − u)dΩ
b(uh, uh)
. (4.1)
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Proof. From (2.1), (2.2), (2.4), (2.6), and direct computations, we have
λh − λ =
aˆ(uh, uh)− λb(uh, uh)
b(uh, uh)
=
a(uh, uh) +
∫
Ω
(
(W − 1)uhuh + ζ |uh|
2uhuh
)
dΩ− λb(uh, uh)
b(uh, uh)
=
a(uh − u, uh − u) + 2a(u, uh)− a(u, u)
b(uh, uh)
+
∫
Ω
(
(W − 1)uhuh + ζ |uh|
2uhuh
)
dΩ− λb(uh, uh)
b(uh, uh)
=
a(uh − u, uh − u) + 2λb(u, uh)− 2
∫
Ω
(
(W − 1)uuh + ζ |u|
2uuh
)
dΩ
b(uh, uh)
+
−λb(u, u) +
∫
Ω
(
(W − 1)uu+ ζ |u|2uu
)
dΩ
b(uh, uh)
+
∫
Ω
(
(W − 1)uhuh + ζ |uh|
2uhuh
)
dΩ− λb(uh, uh)
b(uh, uh)
=
a(uh − u, uh − u)− λb(uh − u, uh − u) +
∫
Ω
(
(W − 1)(u− uh)
2dΩ
b(uh, uh)
+
∫
Ω
ζ(|u|2uh + |uh|
2u+ |uh|
2uh − |u|
2u)(u− uh)dΩ
b(uh, uh)
.
This is the desired result (4.1) and the proof is complete.
Theorem 4.1. Assume the conditions of Lemma 4.1 and the normalization condi-
tion b(uh, uh) = 1 hold. Then we have the following error estimate:
λh − λ ≤
Cuδh(u) + C3ηa(h)
1− αηa(h)
η(λh, uh,ph), (4.2)
where C3 =
(
‖W−1‖L∞(Ω)‖uh−u‖0+C|ζ |(‖u‖
3
a+‖uh‖
2
a‖u‖a+‖uh‖
3
a+‖uh‖
2
a‖uh‖a)
)
Cu.
Moreover, if h is small enough such that Cuδh(u)+C3ηa(h)
1−αηa(h)
≤ 1, the following explicit
and asymptotic result holds
λLh := λh − η(λh, uh,ph) ≤ λ, (4.3)
where λLh denotes an asymptotic lower bound of the first eigenvalue λ.
Proof. From (4.1) and b(uh, uh) = 1, we have the following estimates
λh − λ ≤ ‖uh − u‖
2
a − λ‖uh − u‖
2
0 + ‖W − 1‖L∞(Ω)‖uh − u‖
2
0
+ ‖ζ(|u|2u− |uh|
2u− |uh|
2uh − |u|
2uh)‖0‖uh − u‖0
≤ ‖uh − u‖
2
a − λ‖uh − u‖
2
0 + ‖W − 1‖L∞(Ω)‖uh − u‖
2
0
9
+ |ζ |
(
‖u‖3L6(Ω) + ‖uh‖
2
L6(Ω)‖u‖L6(Ω) + ‖uh‖
3
L6(Ω)
+ ‖uh‖
2
L6(Ω)‖uh‖L6(Ω)
)
‖uh − u‖0
≤ ‖uh − u‖
2
a − λ‖uh − u‖
2
0 + ‖W − 1‖L∞(Ω)‖uh − u‖
2
0
+ C|ζ |
(
‖u‖3a + ‖uh‖
2
a‖u‖a + ‖uh‖
3
a
+ ‖uh‖
2
a‖uh‖a
)
‖uh − u‖0. (4.4)
Then using Lemma 2.1, (3.8) and (4.4), we have
λh − λ ≤ ‖uh − u‖
2
a +
(
‖W − 1‖L∞(Ω)‖uh − u‖0
+ C|ζ |
(
‖u‖3a + ‖uh‖
2
a‖u‖a + ‖uh‖
3
a + ‖uh‖
2
a‖uh‖a
)
‖uh − u‖0
≤
(
Cuδh(u) + C3ηa(h)
)
‖uh − u‖a
≤
Cuδh(u) + C3ηa(h)
1− αηa(h)
η(λh, uh,p∗)
≤
Cuδh(u) + C3ηa(h)
1− αηa(h)
η(λh, uh,ph). (4.5)
This is the desired result (4.2) and the result (4.3) can be derived easily.
Corollary 4.1. Assume the conditions of Theorem 4.1 holds. Then we have the
following error estimate:
Eh −E ≤
Cuδh(u) + C4ηa(h)
1− αηa(h)
η(λh, uh,ph), (4.6)
where C4 = C3 +
Cζ
2(1−αηa(h))
(‖u‖a + ‖uh‖a)
3.
Moreover, if h is small enough such that Cuδh(u)+C4ηa(h)
1−αηa(h)
≤ 1, the following explicit
and asymptotic result holds
ELh := Eh − η(λh, uh,ph) ≤ E, (4.7)
where ELh denotes an asymptotic lower bound of the ground state energy E.
Proof. From (1.2), (2.7) and (4.2), we have
Eh −E ≤ λh − λ+
∫
Ω
ζ
2
(|u|4 − |uh|
4)dΩ
≤
Cuδh(u) + C3ηa(h)
1− αηa(h)
η(λh, uh,ph)
+
∫
Ω
ζ
2
(u− uh)(u+ uh)(u
2 + u2h)dΩ
≤
Cuδh(u) + C3ηa(h)
1− αηa(h)
η(λh, uh,ph)
10
+
ζ
2
(∫
Ω
(u− uh)
2dΩ
)1/2(∫
Ω
(u+ uh)
6dΩ
)1/6(∫
Ω
(u2 + u2h)
3dΩ
)1/3
≤
Cuδh(u) + C3ηa(h)
1− αηa(h)
η(λh, uh,ph)
+
ζ
2
‖u− uh‖0(‖u‖L6(Ω) + ‖uh‖L6(Ω))(‖u
2‖L3(Ω) + ‖u
2
h‖L3(Ω))
≤
Cuδh(u) + C3ηa(h)
1− αηa(h)
η(λh, uh,ph)
+
Cζ
2
‖u− uh‖0(‖u‖a + ‖uh‖a)
3. (4.8)
Then using Lemma 2.1, (3.8) and (4.8), we have
Eh − E ≤
Cuδh(u) + C3ηa(h)
1− αηa(h)
η(λh, uh,ph)
+
Cζ
2
‖u− uh‖0(‖u‖a + ‖uh‖a)
3
≤
Cuδh(u) + C4ηa(h)
1− αηa(h)
η(λh, uh,ph). (4.9)
This is the desired result (4.6) and the result (4.7) can be derived easily.
5 Numerical examples
In this section, two numerical examples are presented to validate the efficiency of
the a posteriori estimate, the upper bound of the error estimate and lower bound of
the first eigenvalue proposed in this paper.
In order to give the a posteriori error estimate η(λh, uh,ph), we need to solve the
dual problem (3.6). Here, the dual problem (3.6) is solved using the same mesh Th
and the H(div; Ω) conforming finite element space Wh is defined as follows [14]
W
p
h = {w ∈W : w|K ∈ RTp, ∀K ∈ Th},
where RTp = (Pp)
d + xPp. Then the approximate solution p
p
h ∈ W
p
h of the dual
problem (3.6) is defined as follows: Find p∗h ∈W
p
h such that
a∗(p∗h,qh) = F(qh), ∀qh ∈ w
p
h. (5.1)
After obtaining p∗h, we can compute the a posteriori error estimate η(λh, uh,p
∗
h) as
in (3.4). Based on λh and η(λh, uh,p
∗
h), we can obtain the asymptotic lower bound
of the first eigenvalue λ as follows
λLh := λh − η(λh, uh,p
∗
h).
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Futhermore, we can get an asymptotic lower bound of the ground state energy
ELh based on Eh and η(λh, uh,p
∗
h):
ELh := Eh − η(λh, uh,p
∗
h).
Example 5.1. In this example, we consider the ground state solution of GPE (1.1)
for BEC with ζ = 1, W (x) = x21 + x
2
2 and unit square Ω = (0, 1)× (0, 1).
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 1: The initial mesh for the unit square.
In this example, the initial mesh Th1 is showed in Figure 1 which is generated
by Delaunay method and the mesh size h1 = 1/6. Then we produce a sequence
of meshes {Thi}
6
i=2 which are obtained by the regular refinement (connecting the
midpoints of each edge) and whose mesh sizes are h2 = 1/12, · · · , h6 = 1/192.
Based on this sequence of meshes, a sequence of linear conforming finite element
space {Vhi}
6
i=1 and H(div; Ω) conforming finite element space {W
1
hi
}6i=1 are built.
First we solve the GPE problem (2.1) in {Vhi}
6
i=1 and the dual problem (5.1)
in {W1hi}
6
i=1, respectively. The corresponding numerical results are presented in
Figure 2 which shows that the a posteriori error estimate η(λh, uh,p
∗
h) is efficient
when we solve the dual problem inW1h. In Figure 2, we can find that the eigenvalue
approximation λLh and ground state energy approximation E
L
h are really asymptotic
lower bounds for the first eigenvalue λ and ground state energy E, respectively.
Example 5.2. In this example, we solve the ground state solution of GPE (1.1)
for BEC with ζ = 1, W (x) = x21 + x
2
2 on the L shape domain Ω = (−1, 1) ×
(−1, 1)/[0, 1)× (−1, 0].
Since Ω has a re-entrant corner, the singularity of the first eigenfunction is ex-
pected. The convergence order for the eigenvalue approximation is less than 2 by the
linear finite element method which is the order predicted by the theory for regular
eigenfunctions. Since the exact eigenvalue is not known, we choose an adequately
accurate approximation obtained by the higher order finite element and finer mesh
12
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Figure 2: The errors for the unit square domain when the eigenvalue problem is solved
by the linear finite element method, where η(λh, uh,p
1
h) denotes the a posteriori error es-
timates η(λh, uh,p
∗
h) when the dual problem is solved in W
1
h, and λ
L
h denotes the asymp-
totic lower bound of the first eigenvalue and ELh denotes the asymptotic lower bound of
the ground state energy.
as the exact first eigenpair for the numerical tests. In order to treat the singularity
of the eigenfunction, we solve the GPE (2.1) by the adaptive finite element method
(cf. [13, 20]).
We present this example to validate the results in this paper also hold on the
adaptive meshes. In order to use the adaptive finite element method, we define the
a posteriori error estimator as follows: Define the element residual RK(λh, uh) and
the jump residual JE(uh) as follows (see e.g., [20]):
RK(λh, uh) := λhuh − ζ |uh|
2uh −Wuh +∆uh in K ∈ Th,
JE(uh) := −∇u
+
h · ν
+ −∇u−h · ν
− := [[∇uh]]E · νE, on E ∈ Eh,
where Eh denotes the interior edge set in the mesh Th, E is the common side of
elements K+ and K− with unit outward normals ν+ and ν−, respectively, and
νE = ν
−.
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For K ∈ Th, we define the local error indicator ηh(λh, uh, K) by
η2h(λh, uh, K) := h
2
K‖RK(λh, uh)‖
2
0,K +
∑
E∈Eh,E⊂∂K
hE‖JE(uh)‖
2
0,E. (5.2)
Then we define the global a posteriori error estimator ηad(λh, uh) by
ηad(λh, uh) :=
(∑
K∈Th
η2h(λh, uh, K)
)1/2
. (5.3)
Initial mesh Mesh after 12 iterations
Figure 3: The initial mesh of L-shape domain (left) and the triangulation after 12 adaptive
iterations for L-shape domain (right).
In this example, we solve (2.4) in the linear conforming finite element space Vh
and solve the dual problem (5.1) in the finite element space W1h , respectively.
Figure 3 show the initial mesh (left) and corresponding adaptive mesh (right) after
15 iterations. The corresponding numerical results are presented in Figure 4 which
shows that the a posteriori error estimate η(λh, uh,p
∗
h) is also efficient even on the
adaptive meshes when we solve the dual problem in W1h. Figure 4 also shows
the eigenvalue approximation λLh and ground state energy approximation E
L
h are
really asymptotic lower bounds for the first eigenvalue λ and ground state energy
E, respectively.
6 Concluding remarks
In this paper, we give a computable error estimate for the eigenpair approximation
by the general conforming finite element methods on general meshes. Furthermore,
the asymptotic lower bound of the first eigenvalue and ground state energy can be
obtained by the computable error estimate. Some numerical examples are provided
to demonstrate the validation of the asymptotic lower bounds for he first eigenvalue
14
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Figure 4: The errors for the L shape domain when the eigenvalue problem is solved by the
linear finite element method, where η(λh, uh,p
1
h) denotes the a posteriori error estimates
η(λh, uh,p
∗
h) when the dual problem is solved inW
1
h, and λ
L
h denotes the asymptotic lower
bounds of the first eigenvalue and ELh denotes the asymptotic lower bound of the ground
state energy.
and ground state energy. The method here can be extended to many other nonlinear
eigenvalue problems, such as Kohn-Sham model for Schro¨dinger equation. Moreover,
we can adopt the efficient numerical methods to obtain these lower bound, such as
multilevel correction and multigrid method (cf. [35, 47, 48]).
From the definitions (4.3) and (4.7) and numerical examples, we can find the
accuracy of lower bounds λLh and E
L
h is not optimal. How to produce the lower
bounds with optimal accuracy will be our future work.
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