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Abstract—In this paper wepresent anovel approach for the estimation of
one-way delays from cyclic-path delay measurements that does not require
any kind of synchronization among the nodes of the network. Furthermore,
this approach is taking into account the asymmetric nature of the network,
and the fact that trafﬁc ﬂows are not necessarily the same in both direc-
tions. Our approach is based on cyclic-path delay measurements, each of
which is extracted using a single (source) clock and therefore is accurate.
The basic idea of the approach is to express the cyclic-path delays in terms
of one-way delay variables. If there were enough independent cyclic-path
delay measurements, then one could solve explicitly for the one-way delays.
We show that the maximal number of independent measurements that can
be taken is smaller, hence a procedure for estimating the one-way delay is
proposed.
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I. INTRODUCTION
P
ROPER analysis of network-observed data and measure-
ments is essential for robust network performance and
management. Such real-data analysis plays a pivotal role in the
design of the network and in the control of its dynamic behav-
ior. One of the most important network performance quantities
is the delay. Commonly, the round-trip delay is observed and
measured. Yet, in recent years it became apparent that one-way
delay measurements are very important. The measurement of
one-way delay instead of round-trip delay is motivated by sev-
eral factors [1]. In many networks the path from a source to a
destination may be different than the path from the destination
back to the source (”asymmetric paths”). Therefore round-trip
measurements actually measure the performance of two distinct
paths together. Measuring each path independently highlights
the performance difference between the two paths which may
traverse radically different types of networks. Even when the
two paths are symmetric, they may have radically different per-
formance characteristics due to asymmetric queueing. Perfor-
mance of an application may dependmostly on the performance
in one direction. For example, a ﬁle transfer using TCP may de-
pend more on the performance in the direction that data ﬂows,
rather than the direction in which acknowledgements travel. Fi-
nally, in quality-of-service (QoS) enabled networks, provision-
ing in one direction may be radically different than provision-
ing in the reverse direction, and thus the QoS guarantees dif-
fer. Measuring the paths independently allows the veriﬁcation
of both guarantees.
Cyclic-path delay measurements in networks are relatively
simple. They can be done by keeping a time-stamp for a packet
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both upon its transmission and upon its return. Since the time-
stamps are taken at the same location, the same clock is used for
both. Hence, the difference between these time-stamps yields
an accurate measure for the cyclic-path delay (clock skews or
drifts are negligible during this interval of measurements). Note
that round-trip delay measurements are simple cyclic-path de-
lay measurements. One-way delay measurements, on the other
hand,arequitecomplextomeasureastheyrequireaperfectsyn-
chronization among the clocks at the source and the destination
ofthepacket. GlobalPositioningSystems(GPS)affordoneway
to achieve such synchronization,but GPS are still very scarce in
network environment. Ordinary applications of Network Time
Protocol (NTP) are designed to allow synchronization, but this
synchronizationdepends on the stability and symmetry of delay
properties among the NTP agents at the source and the destina-
tion, and this is exactly the delay that should be measured.
A common approach for estimating one-way delays is to
measure round-trip delays and halving them [6]. As explained
above, such an estimation is reasonable only when the network
is symmetric and the trafﬁc load in both directions is the same.
Several recent papers presented novel methods for delay evalu-
ations that are based on end-to-end measurements ([2], [3], [4],
[5]). Thesemethodsareveryattractiveforround-tripdelayeval-
uations,buttheirvalidityforone-waydelayestimationsdepends
on perfect synchronization among all clocks in the network that
are involved in the end-to-end measurements - a task hard to
achieve.
Inthispaperwepresenta novelapproachfortheestimationof
one-way delays from cyclic-path delay measurements that does
not require any kind of synchronization among the nodes of the
network. Furthermore, this approach is taking into account the
asymmetric nature of the network, and the fact that trafﬁc ﬂows
are not necessarily the same in both directions. Our approach
is based on cyclic-path delay measurements, each of which is
extracted using a single (source) clock and therefore is accu-
rate. The basic idea of the approach is to express the cyclic-
path delays in terms of one-way delay variables. If there were
enough independent cyclic-path delay measurements, then one
could solve explicitly for the one-way delays. We show that
the maximal number of independent measurements that can be
taken is smaller, hence a procedure for estimating the one-way
delay is proposed.
The paper is organized as follows. In Section II we present
the underlying model used throughout the paper and introduce
the estimation problem. Section III contains the analysis of the
procedure. In particular, we compute the maximal number of
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independent cyclic-path delay measurements that can be taken.
We thenproposeinSectionIVadistributedalgorithmthatyields
the necessary number of measurements. Finally, several exam-
ples of the approach are give in Section V.
II. THE MODEL AND PRELIMINARIES
The goal of this paper is to introduce and analyze a novel
approach for estimating one-way delays between the nodes of a
network, based on cyclic-pathdelay measurementsamong these
nodes. We begin by introducing the network model that is used.
Thenetworkiscomposedofa setofnodesconnectedbysome
links. The nodes of the network that are relevant to our study
are those nodes that are participating in the cyclic-path delay
measurements, i.e., the nodes that serve as origins (and hence
ﬁnal destinations) for such measurements. Let
N denote this
set of nodes and let
N
=
j
N
j. In general, a path between any
two nodes in
N is a mix of links and nodes, some nodes are
in
N and some are not in
N. We deﬁne a directed logical link
betweennode
iandnode
j in
N asadirectedpathbetweenthese
nodes that does not contain any other node in
N.L e t
E denote
the set of all logical links and
E
=
j
E
j.
From now on we will concentrate on the underlying network
(
N
;
E
) that is composed of the nodes in
N and whose links are
the members of the set
E. The link connecting node
i with node
j in the direction from
i to
j is denoted by
i
!
j. We assume that
if link
i
!
j exists, so does link
j
!
i. Network delays are usually
dynamic. Yet, when looking at short intervals of time, we can
assume thatthey varyveryslightly. Hencethroughoutthis paper
we assume that the delay on each link is constant. Note however
that the delay of the link in the direction
i
!
j is not necessarily
identicalto the delayof the linkin the direction
j
!
i. Thereason
is that the links of each direction may traverse different network
equipment (routers) in the actual network, or the load in each
direction may be different.
Our goalis to providean estimation for the one-waydelay for
each of the directed links. The estimation is based on cyclic-
path delay measurements. These measurements are done in
a straightforward manner. A source node is sending a probe
packet that is forwarded along several (non-repeated) nodes un-
til the packet returns to the source node (completes a cycle). To
control the sequence of nodes that the packet traverses, source
routing can be used for these probe packets. A better way for
sending the probepacketsis to use the distributedalgorithm that
is proposed in Section IV. Time is recorded by the source node
both when the message is sent and also when the message re-
turns. The difference between these two times is the cyclic-path
delay along the path that the probe packet traversed. We assume
thatthetimethepacketspendsat theintermediatenodesiseither
part of the one-way delay, or can be computedand be subtracted
from the total cyclic-path time. Note that the cyclic-path delay
of each such path can be determined in a single measurement
due to our assumption of constant delay. Future work will ex-
tend our estimation procedure to determine delay distributions
based on several measurements.
For each source node, several cyclic-path delay measure-
ments can be taken, by sending probe packets along different
such paths. One of our goals in this paper is to propose the al-
gorithm for the source nodes to determine which probe packets
to send. After obtaining all the cyclic-path delays through var-
ious paths we are ready to estimate the one-way delay between
any two nodes based on these measured times. In principle, the
estimation will depend on the criteria used. We choose a least
square error criteria as explained below.
For each link
i
!
j in
E,l e t
x
i
;
j be the one-waydelayfrom
i to
j on that link (these are the quantities we are after). Let
^
x
i
;
j be
the estimate of
x
i
;
j. We formulate the estimation problem as a
constrainedoptimization problem. The variablesare
~
x
=
f
x
i
;
j
g
(similarly, the estimates are
~
^
x
=
f
^
x
i
;
j
g) and the constraints are
the cyclic-path delays measured and the non-negativity of the
variables
~
x. To formally deﬁne these constraints, assume that
L measurements are taken. Recall that each measurement is
cyclic-path. Let
a
l
;
f
i
;
j
g
=
1if link
f
i
;
j
g appears along the path
of the
l-th measurement and
a
l
;
f
i
;
j
g
=
0otherwise. Let
￿
l be
the measured cyclic-path delay in the
l-th measurement. Then
the measurement constraints are given by
A
￿
~
x
=
~
￿ where
A
is a
Lx
E matrix whose elements are
f
a
l
;
f
i
;
j
g
g and
~
￿ is a vector
whose elements are
f
￿
l
g.
Let the set
￿ deﬁne all the values of
~
x with
x
i
;
j
>
0 that
comply with these constraints. Clearly, this set is convex. Our
goal is to determine
~
^
x that yields the least square error, or
m
i
n
￿
Z
￿
j
~
x
￿
~
^
x
j
2
d
~
x
￿
under the constraints:
￿
=
f
~
x
j
x
i
;
j
>
0
;
A
￿
~
x
=
~
￿
g
Note that if any further information is available upon the
x
i
;
j,i t
can be incorporated as additional constraints in the deﬁnition of
￿.
It is important to note that our estimation is based only on
cyclic-path delay measurements. Hence both the ”send” time
and the ”receive” time are measured at the same clock. There-
fore clock synchronization of any kind between any two nodes
in the system is not required.
III. ANALYSIS
Our estimation of the one-way delays is based on measur-
ing cyclic-path delays. How many such measurements can and
should be taken? At ﬁrst glance it appears that the more mea-
surements are taken, the better. Yet, trying to measure all possi-
ble cyclic-path delays is rather tedious, and deﬁnitely not scal-
able. Forexample,inan
N-nodefullyconnectednetwork(anet-
work where every two nodes are connected via a bi-directional
link), the number of cyclic-pathsthat start at a speciﬁc node and
pass through only one node is
N
￿
1. The number of such paths
that start at the same node and pass through two intermediate
nodes is
(
N
￿
1
)
￿
(
N
￿
2
), and so on. The total number of
cyclic-paths that start at a speciﬁc node and pass through each
intermediate node once is:
N
￿
1
X
i
=
2
(
N
￿
1
)
!
(
N
￿
i
)
!
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andthetotalnumberofcyclic-pathsstartingatanynodeisthere-
fore:
N
￿
N
￿
1
X
i
=
2
(
N
￿
1
)
!
(
N
￿
i
)
!
>
N
￿
(
N
￿
1
)
!
8
N
>
2
Consequently,measuringall the possible cyclic-pathswill result
in much more than
N
￿
(
N
￿
1
) constraints(or equations). How-
ever,the numberof variables(delaysoneach link)is
N
￿
(
N
￿
1
)
in a fully connected network. There are many more equations
than there are variables (number of cyclic-paths
> number of
links), which means that there is a redundancy in the equation
set. The question is how many independent cyclic-paths exist
that yield independent constraints. If there were
N
￿
(
N
￿
1
)
independent cyclic-paths then the set of constraints (equations)
could have been solved and the ”actual” one-way delays of each
link could have been obtained.
In theorem 1 we prove that in an
N-node connected network,
the maximalnumberof independentequationsobtainedbymea-
suring cyclic-path delays is smaller than the number of links by
(
N
￿
1
).
Theorem 1: The maximal number of independent equations
obtained by measuring cyclic-path delays in an
N-node con-
nected network falls behind the number of variables (links) by
(
N
￿
1
), i.e., the maximal number of independent equations is
E
￿
(
N
￿
1
).
In order to prove theorem 1 we need the following:
Lemma 2: Adding a node to an
(
N
￿
1
)-node connected net-
work, the number of links that are added exceeds by one the
maximal number of independent cyclic-paths traversing the ad-
ditional node that can be constructed.
Proof: Assume that the
N-th node that is added is con-
nected to
m nodes in the network (
1
￿
m
￿
N
￿
1). Let the
added links be denoted by
N
!
1
;
1
!
N
;
:
:
:
;
N
!
m
;
m
!
N cor-
responding to the paths from node
N to node
1, node
1 to node
N, etc., respectively (note that there are
2
m additional links).
To prove the Lemma we need to show that there are
(
2
m
￿
1
)
new independent cyclic-paths traversing through node
N.
As the
2
m
￿
1 equations, we choose the delays of the
m
cyclic-paths which start at node
N traversing over a single link
to one of
N’s neighbors and return to node
N (all the paths of
the form
N
!
k
!
N
k
=
1
;
2
;
:
:
:
;
m where
k is one of the
nodes connected to
N via a link). Since
N is connected to the
network via
m such links there are
m such paths. In addition
we choose
m
￿
1 paths, each of which starts at node
N, passes
througha speciﬁc neighboringnode, let us call it node
1 without
any loss of generality, via link
N
!
1, continues to an arbitrary
node
k (
k
=
2
;
:
:
:
;
m) via one or more links (zero or more in-
termediate nodes), and returns to
N via the link
k
!
N.S i n c e
the network of
N
￿
1 nodes (prior to adding the
N-th node) is
connected, there must be at least one path between the nodes
1
and
k. If there is more than one path between such nodes we
choose only one.
The rest of the proof of the Lemma consists of two parts. In
the ﬁrst part we show that knowing the delays of the
2
m
￿
1
chosen cyclic-paths is sufﬁcient to compute the delays of all the
cyclic paths containing node
N. Hence, the maximal number
of independent paths traversing the additional node is
2
m
￿
1.
In the second part we show that the
2
m
￿
1 paths are indepen-
dent (we cannot compute the delay of neither one of them as a
combination of the others).
We start proving the ﬁrst part by showing that by using the
2
m
￿
1 path delays we chose, we can compute the delay of any
cyclic-path that passes through node
N. Let us look at the delay
of the cyclic-path:
f
N
!
i
￿
i
!
j
j
!
N
g where
￿
i
!
j represents
a path that starts at node
i and ends at node
j (at least one path
￿
i
!
j exists which does not pass throughnode
N, since the net-
work was connected before adding node
N).
D
e
l
a
y
f
N
!
i
￿
i
!
j
j
!
N
g
=
D
e
l
a
y
f
N
!
i
￿
i
!
1
1
!
N
g
|
{
z
}
i
+
D
e
l
a
y
f
N
!
1
￿
1
!
j
j
!
N
g
|
{
z
}
i
i
+
D
e
l
a
y
f
￿
1
!
i
￿
i
!
j
￿
j
!
1
g
|
{
z
}
i
i
i
￿
D
e
l
a
y
f
￿
1
!
i
￿
i
!
1
g
|
{
z
}
i
v
￿
D
e
l
a
y
f
￿
1
!
j
￿
j
!
1
g
|
{
z
}
v
￿
D
e
l
a
y
f
N
!
1
!
N
g
|
{
z
}
v
i
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Fig. 1. Illustration of the proof
The various paths are depicted in Figure 1. Parts (ii) and (vi)
are two out of the
2
m
￿
1 chosen cyclic-paths. Parts (iii), (iv)
and (v) are cyclic-paths which do not include node
N, hence
their delays are known. Part (i) is known since if we know the
delay of a path in one direction and the round-trip delays on
each link comprising the path, we can compute the delay of the
other path direction simply by subtracting the round-trip delays
on each link from the delay of the path:
D
e
l
a
y
f
k
!
j
!
￿
￿
￿
!
2
!
1
g
=
D
e
l
a
y
f
1
!
2
!
￿
￿
￿
!
j
!
k
g
￿
D
e
l
a
y
f
1
!
2
!
1
g
￿
￿
￿
￿
￿
D
e
l
a
y
f
j
!
k
!
j
g
We showed that we can compute the delay of any cyclic-path
that starts (and terminates) at node
N. It is obvious that the
delay of any cyclic-path that starts at some node
z and passes
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through node
N is the same as the matching cyclic-path starting
at
N, since in both cases the same links are traversed in the
same direction exactly once. This completes the ﬁrst part of the
lemma proof.
Next we show that the
2
m
￿
1 paths are independent. The
proof follows by contradiction. Suppose that one cyclic-path
can be eliminated and yet the delay of the eliminated path can
be computed as a combination of the rest of the set of cho-
sen paths. If the eliminated path is of the form
N
!
k
!
N,i t
means that none of the remaining cyclic-paths pass through the
link
N
!
k (for
k
=
1there is no path passing through the link
1
!
N). Hence the variable
x
N
;
k
=
D
e
l
a
y
f
N
!
k
g does not
appear in any of the equations and hence is impossible to com-
pute. If the eliminated path is of the form
N
!
1
!
￿
1
!
j
!
k
!
N
we will have that the two variables
x
N
;
k
=
D
e
l
a
y
f
N
!
k
g and
x
k
;
N
=
D
e
l
a
y
f
k
!
N
g appear only together and hence cannot
be separated which makes it impossible to compute any cyclic-
path including only one of them.
This concludes the proof. The set of
(
2
m
￿
1
) cyclic-paths is
independent, and there is no redundantpath.
We now turn to prove Theorem 1.
Proof: The proof of the theorem follows by induction.
We start by constructing a network of two nodes connected via
a bi-directional link, meaning that we start with two links and
one round-trip path (one degree of freedom). In each step we
add one node that is connected to the previousstep sub-network
by at least one bi-directional link. We add the node and all the
links connected to the previous step sub-network. According
to lemma 2, in each step we add one degree of freedom. So
if in step
i we added node
i and the
e
i links which connect it
to the step
(
i
￿
1
) sub-network consisting of nodes
1
:
:
:
i
￿
1,
we added only
j
e
i
j
￿
1 independent paths. The construction of
the network
(
N
;
E
) will last
N
￿
1 steps, hence the degree of
freedom is
N
￿
1.
Theorem 1 implies directly that in an
N-node connected net-
work
(
N
;
E
), using a correct choice of
(
N
￿
1
) links and
E
￿
(
N
￿
1
) cyclic-paths whose delays are measured, we can
representthe one-way delays of all the
E links. We also showed
one particularset of
(
N
￿
1
) links and
E
￿
(
N
￿
1
) cyclic-paths
that describe the rest of the links.
The next theorem states that instead of minimizing the func-
tion
P
a
l
l
l
i
n
k
s
(
x
i
￿
^
x
i
)
2 over all links, we can minimize a
similar function only upon speciﬁcally chosen
(
N
￿
1
) links
of an
N-node connected network. To state the theorem, de-
note by
w
1
;
w
2
;
:
:
:
;
w
N
￿
1 the variables that correspond to the
one-way delays of the
N
￿
1 chosen links. Similarly, let
^
w
1
;
^
w
2
;
:
:
:
;
^
w
N
￿
1 be their respective estimates.
Theorem 3: The target function
X
a
l
l
l
i
n
k
s
(
x
i
j
￿
^
x
i
j
)
2
can be presented as a functionof the
(
N
￿
1
) one-way delays of
the chosen links as follows:
N
￿
1
X
k
=
1
N
￿
1
X
l
=
1
D
k
;
l
￿
(
w
k
￿
^
w
k
)
(
w
l
￿
^
w
l
) (1)
where
D
k
;
l are constants.
Proof: According to theorem 1, in the
N-node connected
network
(
N
;
E
),t h e r ea r e
E links (their delays are our vari-
ables), and only
E
￿
(
N
￿
1
) independent cyclic-paths (which
are the set of independent equations). Clearly, each one-way
link delay
x
i
;
j can be presented as a linear combination of the
chosen
(
N
￿
1
) independent one-way link delays:
x
i
;
j
=
￿
i
;
j
+
N
￿
1
X
k
=
1
b
(
k
)
i
;
j
w
k
where
b
(
k
)
i
;
j are integers and
￿
i
;
j are constants. We take our esti-
mates
^
x
i
;
j to have the same form, i.e.,
^
x
i
;
j
=
￿
i
;
j
+
N
￿
1
X
k
=
1
b
(
k
)
i
;
j
^
w
k
Now let us concentrate on one element in the sum of the target
function, namely let us develop
(
x
i
;
j
￿
^
x
i
;
j
)
2:
(
x
i
;
j
￿
^
x
i
;
j
)
2
=
 
￿
i
;
j
+
N
￿
1
X
k
=
1
a
(
k
)
i
;
j
w
k
￿
￿
i
;
j
￿
N
￿
1
X
k
=
1
a
(
k
)
i
;
j
^
w
k
!
2
=
 
N
￿
1
X
k
=
1
a
(
k
)
i
;
j
(
w
k
￿
^
w
k
)
!
2
=
N
￿
1
X
k
=
1
N
￿
1
X
l
=
1
a
(
k
)
i
;
j
a
(
l
)
i
;
j
(
w
k
￿
^
w
k
)
(
w
l
￿
^
w
l
)
Using the last result and summing over all links will result in
Eq. (1). From this derivation it is also clear that
D
k
;
l
=
D
l
;
k for
all
l
;
k.
An example of theorem 3 is the target function of the fully
connected network for which
D
k
;
k
=
2
(
N
￿
1
)
8
k and
D
k
;
l
=
2
8
k
6
=
l.
In order to complete the analysis, we still have to ﬁnd
m
i
n
￿
Z
￿
j
~
x
￿
~
^
x
j
2
d
~
x
￿
which according to theorem 3 is of the form:
m
i
n
(
Z
￿
N
￿
1
X
k
=
1
N
￿
1
X
l
=
1
D
k
;
l
￿
(
w
k
￿
^
w
k
)
(
w
l
￿
^
w
l
)
d
~
w
)
Let us partially differentiate the above with respect to each vari-
able
^
w
p, and equate it to zero.
@
@
^
w
p
(
Z
￿
 
N
￿
1
X
k
=
1
N
￿
1
X
l
=
1
D
k
;
l
￿
(
w
k
￿
^
w
k
)
(
w
l
￿
^
w
l
)
!
d
~
w
)
=
0
Using the fact that
D
k
;
l
=
D
l
;
k we obtain:
Z
￿
 
D
p
;
l
￿
N
￿
1
X
l
=
1
(
w
l
￿
^
w
l
)
!
d
~
w
=
0
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or
^
w
l
=
Z
￿
1
R
￿
d
~
w
w
l
d
~
w
1
￿
l
￿
N
￿
1 (2)
Note that this solution is unique due to the convexity of
￿.I t
is interesting to see that the best estimate
^
w
l is some kind of
averaging of
w
l over
￿.
Fromthederivationinthissectionitisclearthatonecanapply
the estimation procedureevenif the numberof cyclic-pathdelay
measurementsthataretakenissmallerthanthemaximalnumber
(
E
￿
(
N
￿
1
)
). Thesolution wouldbe exactlyas in Eq. (2), with
the modiﬁed set
￿. In the extreme case where only round-trip
delaymeasurementsamongneighboringnodeswillbetaken,the
result of the estimation above for the one-way delay would be
halving the round-trip delay.
IV. A DISTRIBUTED ALGORITHM
In this section we present a distributednetworkalgorithmthat
conductsthemeasurementof the cyclic-pathdelaysin
E
￿
(
N
￿
1
) independentpaths that yield the constraints necessary for the
estimation procedure. Designing a centralized algorithm that
performs the same measurements is trivial, since we suggested
in theorem 1 a particular set of
E
￿
(
N
￿
1
) independentcyclic-
paths.
We consider a connected network
(
N
;
E
) and assume that
each node has a unique identity. Also, each node knows its ad-
jacent links, and the identity of its immediate neighbors.
The algorithm uses the following messages:
M
S
G
S
l
(
￿
;
d
)- message initiated at node
S, received from
neighbor
l and
￿ is the list of nodes that the message visited;
d
serves as a ﬂag which indicates whether
M
S
G
S is going down-
stream or upstream.
m
s
g
k -message initiated at node
k. Relates to the part of the
algorithm which measures round-trip delay on a single link.
The algorithm uses the following variables:
G
i - set of neighbors of node
i
m
S
i - indicates whether
i has already entered the algorithm (val-
ues 0,1)
p
S
i - neighbor from which the ﬁrst
M
S
G
S is received
￿
i - sublist of
￿ including all nodes that appear after node
i in
the list.
T
i
(
s
t
a
r
t
)- time ﬁrst
M
S
G
S is received
T
i
(
s
t
o
p
)- current time
The algorithm
Initialization
if
i receives a
M
S
G
S
l ,t h e n
- just before receiving the ﬁrst
M
S
G
S
(
￿
),
m
S
i
=
0 ;
p
S
i
=
n
i
l
- after receiving the ﬁrst
M
S
G
S, node
i can receive only
M
S
G
S’s sent in the present protocol
Algorithm for node
i
6
= S
For
M
S
G
S
l
(
￿
;
d
)
if
m
S
i
=
0 , then:
T
i
(
s
t
a
r
t
)
 Time
m
S
i
 
1;
p
S
i
 
l; add ID(i) to
￿;
send
M
S
G
S
(
￿
) to all neighbors except
p
S
i
send
m
s
g
i to all neighbors with
I
D
(
l
)
>
I
D
(
i
)
l
2
G
i
else if
(
(
I
D
(
l
)
<
I
D
(
i
)
)
o
r
(
d
=
=
1
)
)
if
i
2
￿
T
i
(
s
t
o
p
)
 Time
D
e
l
a
y
f
i
!
￿
￿
i
!
i
g
=
T
i
(
s
t
a
r
t
)
￿
T
i
(
s
t
o
p
)
else if
i
=
2
￿
add ID(i) to end of list
￿
=
f
￿
;
I
D
(
i
)
g;
send
M
S
G
S
(
￿
;
d
=
1
)to
p
S
i
For
m
s
g
l
if
I
D
(
l
)
>
I
D
(
i
) (Response message to a message initiated
by
i), then:
T
i
(
s
t
o
p
)
 Time
D
e
l
a
y
f
i
!
l
!
i
g
=
T
i
(
s
t
a
r
t
)
￿
T
i
(
s
t
o
p
)
else
I
D
(
l
)
<
I
D
(
i
)
send
m
s
g
i to neighbor
l
Algorithm for node S
For START
m
S
 
1;
T
S
(
s
t
a
r
t
)
 Time;
send
M
S
G
S
(
￿
=
f
S
g
;
d
=
0
)to one neighbor.
send
m
s
g
S to all neighbors with
I
D
(
l
)
>
I
D
(
i
)
l
2
G
S
For
M
S
G
S
l
(
￿
;
d
)
T
S
(
s
t
o
p
)
 Time
D
e
l
a
y
f
S
!
￿
￿
!
S
g
=
T
S
(
s
t
a
r
t
)
￿
T
S
(
s
t
o
p
)
For
m
s
g
l
if
I
D
(
l
)
>
I
D
(
S
) then:
T
S
(
s
t
o
p
)
 Time
D
e
l
a
y
f
S
!
l
!
S
g
=
T
S
(
s
t
a
r
t
)
￿
T
S
(
s
t
o
p
)
else
send
m
s
g
S to neighbor
l
V. NUMERICAL SOLUTION METHOD
The solution of Eq. (2) might become complicated, mainly
due to the constraints. In this section we develop a numerical
procedure that is based on approximating the integral by a sum.
We have to sum over all vectors which are in the region
￿.I n
other words we have to sum over all the vectors
~
x such that
x
i
;
j
￿
0, and solve the equation
A
￿
~
x
=
~
￿. The resolution
can be as ﬁne as desired trading off running time. In order to
ﬁnd the vectors we add to the equation set
N
￿
1 independent
equationswhichrelatetothe
N
￿
1independentvariables. Letus
labelthemas
(
w
1
;
w
2
;
:
:
:
;
w
N
￿
1
) (notethatthe
w’s areactually
part of our variables
x
i
;
j). The
N
￿
1 equations we add are:
w
1
=
￿
1
;
w
2
=
￿
2
;
:
:
:
;
w
N
￿
1
=
￿
N
￿
1.
We have nowa set of
E equationswith
E variables. In matrix
form we can write it as
B
￿
~
x
=
~
￿ where the
Ex
E matrix
B and
the vector
~
￿ are:
B
=
0
B
B
B
B
B
B
B
B
@
A
1
0
0
￿
￿
￿
0
0
￿
￿
￿
0
0
1
0
￿
￿
￿
0
0
￿
￿
￿
0
0
0
1
￿
￿
￿
0
0
￿
￿
￿
0
. . .
0
0
0
￿
￿
￿
1
0
￿
￿
￿
0
1
C
C
C
C
C
C
C
C
A
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~
￿
=
0
B
B
B
B
B
B
B
B
@
￿
1
. . .
￿
N
￿
1
￿
1
. . .
￿
N
￿
1
1
C
C
C
C
C
C
C
C
A
Since
B is a non-singular matrix (all equations are inde-
pendent), we can ﬁnd the inverse matrix
B
￿
1, and solve the
equation
~
x
=
B
￿
1
￿
~
￿. Now all we have to do is choose
(
￿
1
;
￿
2
;
￿
￿
￿
;
￿
N
￿
1
), construct the vector
~
￿, multiply it from the
left with
B
￿
1, and check if all the elements of the derived
~
xare
non-negative
(
x
i
;
j
￿
0
;
8
x
i
;
j
) then
~
x
2
￿. Of coursewe do not
have to check over all
~
￿
=
(
￿
1
;
￿
2
;
￿
￿
￿
;
￿
N
￿
1
).S i n c e
x
i
;
j
￿
0
we should check only
~
￿ where all elements are non-negative. In
addition, the
w’s are part of the
x
i
;
j hence each of them obey an
equationof the form
w
i
+
D
e
l
a
y
f
￿
g
=
￿
l forsome
l. Therefore,
we can restrict
~
￿ only to
~
￿ where
￿
i
￿
￿
l. We can go further
and narrow the region of possible
~
￿ (for example
￿
i should be
no bigger than the delay of any path passing through the link
w
i). Notice that the matrix
B
￿
1 should be computed only once.
Now after we know all the points
~
x
2
￿, we can compute
^
~
x
according to Eq.(2):
^
~
x
=
1
m
X
~
x
r
2
￿
~
x
r
where
m is the number of points in
￿.
Example 1
Consider the following simple example of a fully connected
3-node network.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
2
3
1
￿
￿
￿
￿
￿
￿
T
T
T
T
T
T
-
￿
￿
￿
￿
￿
￿
￿
T
T
^
T
T
]
x
1
;
2
x
2
;
1
x
2
;
3
x
3
;
2
x
3
;
1
x
1
;
3
The following cyclic-path delays were measured:
x
1
;
2
+
x
2
;
1
=
5
0
x
2
;
3
+
x
3
;
2
=
2
3
0
x
3
;
1
+
x
1
;
3
=
5
0
x
1
;
2
+
x
2
;
3
+
x
3
;
1
=
3
0
We have a set of
E
￿
(
N
￿
1
)
=
6
￿
2
=
4 equations with
N
￿
(
N
￿
1
)
=
6 variables. The matrix
A and the vector
~
￿ are
respectively:
A
=
0
B
B
@
1
1
0
0
0
0
0
0
1
1
0
0
0
0
0
0
1
1
1
0
1
0
1
0
1
C
C
A
~
￿
=
0
B
B
@
5
0
2
3
0
5
0
3
0
1
C
C
A
We add the following
N
￿
1
=
2equations:
w
1
=
x
1
;
2
=
￿
1
w
2
=
x
2
;
3
=
￿
2
B and
~
￿ are:
B
=
0
B
B
B
B
B
B
@
1
1
0
0
0
0
0
0
1
1
0
0
0
0
0
0
1
1
1
0
1
0
1
0
1
0
0
0
0
0
0
0
1
0
0
0
1
C
C
C
C
C
C
A
~
￿
=
0
B
B
B
B
B
B
@
5
0
2
3
0
5
0
3
0
￿
1
￿
2
1
C
C
C
C
C
C
A
B is non singular, hence
B
￿
1 can be found:
B
￿
1
=
0
B
B
B
B
B
B
@
0
0
0
0
1
0
1
0
0
0
￿
1
0
0
0
0
0
0
1
0
1
0
0
0
￿
1
0
0
0
1
￿
1
￿
1
0
0
1
￿
1
1
1
1
C
C
C
C
C
C
A
Now we can solve the equation
~
x
=
B
￿
1
~
￿ for each
￿
1 and
￿
2.
Search for all
~
xsuch that all elements are non-negative
(
x
i
;
j
￿
0
) to ﬁnd all
~
x
2
￿.S i n c e
x
1
;
2
+
x
2
;
3
+
x
3
;
1
=
3
0
)
￿
1
+
￿
2
+
x
3
;
1
=
3
0
)
0
￿
￿
1
￿
3
0
;
0
￿
￿
2
￿
3
0, we can
limit the search only to
￿
i in the range above. After we ﬁnd all
~
x
2
￿ accordingto the resolutionon which we decidedto check
￿
1 and
￿
2, we can compute
^
~
x
=
1
m
X
~
x
r
2
￿
~
x
r
which results in:
^
x
1
;
2
=
1
0
;
^
x
2
;
1
=
4
0
;
^
x
2
;
3
=
1
0
^
x
3
;
2
=
2
2
0
;
^
x
3
;
1
=
1
0
;
^
x
1
;
3
=
4
0
Note that based only on single link round-trip delays, and halv-
ing the measured round-trip delays on each link, will result in:
^
x
1
;
2
=
2
5
;
^
x
2
;
1
=
2
5
;
^
x
2
;
3
=
1
1
5
^
x
3
;
2
=
1
1
5
;
^
x
3
;
1
=
2
5
;
^
x
1
;
3
=
2
5
which is deﬁnitely not the correct one-way delays.
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Example 2
Consider the following example of a 10-node
(
N
=
1
0
)con-
nected network with
E
=
2
4links.
5
1
4
10
7
9
8
6
3
2
               
       
Fig. 2. Network for example 2
The following cyclic-path delays were measured:
x
1
;
2
+
x
2
;
1
=
5
x
2
;
3
+
x
3
;
2
=
5
x
3
;
5
+
x
5
;
3
=
5
x
5
;
6
+
x
6
;
5
=
5
x
2
;
4
+
x
4
;
2
=
5
x
4
;
7
+
x
7
;
4
=
5
x
6
;
8
+
x
8
;
6
=
5
x
8
;
9
+
x
9
;
8
=
5
x
7
;
9
+
x
9
;
7
=
5
x
9
;
1
0
+
x
1
0
;
9
=
5
x
6
;
1
+
x
1
;
6
=
5
x
1
0
;
1
+
x
1
;
1
0
=
5
x
1
;
2
+
x
2
;
4
+
x
4
;
7
+
x
7
;
9
+
x
9
;
1
0
+
x
1
0
;
1
=
2
4
x
1
;
2
+
x
2
;
3
+
x
3
;
5
+
x
5
;
6
+
x
6
;
1
=
1
8
x
1
;
6
+
x
6
;
8
+
x
8
;
9
+
x
9
;
1
0
+
x
1
0
;
1
=
1
9
Note that the maximal independent cyclic-path delay measure-
ments that can be taken is
E
￿
(
N
￿
1
)
=
1
5 in this example.
Applying our estimation procedure for this example we ob-
tain:
^
x
1
;
2
=
4
:
3
5
^
x
2
;
1
=
0
:
6
5
^
x
2
;
3
=
3
:
7
4
^
x
3
;
2
=
1
:
2
6
^
x
3
;
5
=
3
:
7
4
^
x
5
;
3
=
1
:
2
6
^
x
5
;
6
=
3
:
7
4
^
x
6
;
5
=
1
:
2
6
^
x
2
;
4
=
3
:
6
3
^
x
4
;
2
=
1
:
3
7
^
x
4
;
7
=
3
:
6
3
^
x
7
;
4
=
1
:
3
7
^
x
6
;
8
=
3
:
8
3
^
x
8
;
6
=
1
:
1
7
^
x
8
;
9
=
3
:
8
3
^
x
9
;
8
=
1
:
1
7
^
x
7
;
9
=
3
:
6
3
^
x
9
;
7
=
1
:
3
7
^
x
9
;
1
0
=
4
:
3
8
^
x
1
0
;
9
=
0
:
6
2
^
x
6
;
1
=
2
:
4
3
^
x
1
;
6
=
2
:
5
7
^
x
1
0
;
1
=
4
:
3
8
^
x
1
;
1
0
=
0
:
6
2
Aswiththepreviousexampleweobservethathalvinground-trip
measurements would result in a one-way delay of 2.5, which is
incorrect.
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