We study the existence of a minimal supersolution for backward stochastic differential equations when the terminal data can take the value +∞ with positive probability. We deal with equations on a general filtered probability space and with generators satisfying a general monotonicity assumption. With this minimal supersolution we then solve an optimal stochastic control problem related to portfolio liquidation problems. We generalize the existing results in three directions: firstly there is no assumption on the underlying filtration (except completeness and quasi-left continuity), secondly we relax the terminal liquidation constraint and finally the time horizon can be random.
Introduction
This paper is devoted to the study of backward stochastic differential equations (BSDEs) with singular terminal condition. We adopt from [22] and [23] the notion of a weak (super)solution (Y, ψ, M ) to a BSDE of the following form
where π is a compensated Poisson random measure on a filtered probability (Ω, F, P, F = (F t ) t≥0 ). The filtration F is supposed to be complete, right continuous and quasi-left continuous. In particular, it can support a Brownian motion orthogonal to π. The solution component M is required to be a local martingale orthogonal to π. The function f : Ω × R + × R × R d → R is called the driver (or generator) of the BSDE. The particularity here is that we allow the terminal condition ξ to be singular. More precisely, for a stopping time τ and a F τ -measurable random variable ξ that takes the value +∞ with positive probability, we impose that lim inf t→τ Y t ≥ ξ.
In our first main result (Theorem 1) we establish existence of a minimal weak supersolution to (1) . This supersolution is constructed via approximation from below. For each L > 0 we consider a truncated version of (1) with terminal condition ξ ∧ L. We impose that the driver f satisfies a monotonicity assumption in the y-variable and is Lipschitz continuous with respect to ψ. Then existence, uniqueness and comparison results for a solution (Y L , ψ L , M L ) to the truncated BSDE can be deduced from [17] , where the theory of BSDEs with a monotone driver in a general filtration has been developed. We obtain the minimal supersolution (Y, ψ, M ) with singular terminal condition by passing to the limit L → ∞. The crucial task is to establish suitable a priori estimates for Y L guaranteeing that when passing to the limit the solution Y does not explode before time τ . To this end, we impose thatf decreases at least polynomially with random coefficient in the y-variable. In the case where τ is deterministic this condition suffices to ensure boundedness of Y L . When τ is random, we restrict attention to first exit of diffusions from a regular set.
Our findings generalize some results from [3] , [22] and [23] (see also [10] for a treatise on BSPDEs) to the case of a general driver f . Indeed, in the previously mentioned papers f is assumed to be a polynomial function of y plus possibly a particular function of ψ. We note that our results can be extended to the case where the driver is additionally a Lipschitz continuous function of a variable Z, which represents the integrand in the martingale representation w.r.t. a Brownian motion (c.f. Remark 5) .
Since the seminal paper by Pardoux and Peng [19] BSDEs have proved to be a powerful tool to solve stochastic optimal control problems (see e.g. the survey article [6] or the book [20] ). In the second part of the paper we use the notion of weak supersolutions to provide a purely probabilistic solution of a stochastic control problem with a terminal constraint on the controlled process. More precisely, we consider the problem of minimizing the functional
over all progressively measurable processes X that satisfy the dynamics
and the terminal state constraint X τ 1 ξ=∞ = 0.
Here p > 1 and the processes η, γ and λ are non negative progressively measurable. In the cases where τ is deterministic or a first exit time, we characterize optimal strategies and the value function of this control problem with the BSDE
with lim inf t→T Y T ≥ ξ. Here q > 1 is the Hölder conjugate of p and Θ is a Lipschitz continuous function given by (22) . We provide sufficient conditions on the coefficient processes η, γ and λ such that Theorem 1 ensures existence of a minimal weak supersolution to (3) and carry out a verification that is based on a penalization argument.
The analysis of optimal control problems with state constraints on the terminal value is motivated by models of optimal portfolio liquidation under stochastic price impact. The traditional assumption that all trades can be settled without impact on market dynamics is not always appropriate when investors need to close large positions over short time periods. In recent years models of optimal portfolio liquidation have been widely developed, see, e.g. [1] , [2] , [7] , [8] , [12] , or [16] , among many others.
Variants of the position targeting problem (2) have been studied in [3] , [4] , [25] , [10] or [11] . In this framework the state process X denotes the agent's position in the financial market. She has two means to control her position. At each point in time t she can trade in the primary venue at a rate α t which generates costs η t |α t | p incurred by the stochastic price impact parameter η t . Moreover, she can submit passive orders to a secondary venue ("dark pool"). These orders get executed at the jump times of the Poisson random measure π and generate so called slippage costs Z λ t (z)|β t (z)| p µ(dz). We refer to [16] for a more detailed discussion. The term γ t |X t | p can be understood as a measure of risk associated to the open position. J(X) thus represents the overall expected costs for closing an initial position x over the time period [0, τ ] using strategy X.
Our approach allows to incorporate some novel features into optimal liquidation models. First, we do not impose any assumption on the filtration (except quasi-left continuity). For the financial model, this means that the noise is not necessarily generated by a Brownian motion. Moreover, the liquidation constraint is relaxed in the following way. Instead of enforcing the condition X τ = 0 a.s., that is the position has to be closed imperatively, our model is flexible enough to allow for a specification of a set of market scenarios S ⊂ F τ where liquidation is mandatory: X τ 1 S = 0. On the complement S c a penalization depending on the remaining position size can be implemented. This terminal constraint is described by the F τ -measurable non negative random variable ξ such that S = {ξ = +∞}. Thus for a binding liquidation X τ = 0, we take ξ = +∞ a.s. For excepted scenarios, we can consider ξ = ∞1 S with for example S = {max t∈[0,T ] η t ≤ H} or S = { T 0 η t dt ≤ H} for a given threshold H > 0. This means that liquidation is only mandatory if the maximal price impact (or the average price impact) is small enough throughout the liquidation period. If the illiquidity of the market is too high, the trader has not obligatorily to close his position. Finally, our model allows for a random time horizon τ . For example, one can consider price-sensitive liquidation periods where the position has to be closed before the first time when the unaffected market price S (a diffusion) falls below some threshold level
The paper is decomposed as follows. In the first section, we give the mathematical setting and present the main results concerning the BSDE (1) and the control problem (2) . The set of assumptions will differ in the two cases τ deterministic and τ random. In the next section, we construct a supersolution of the BSDE (1) using truncation arguments as in [22] or [3] and we prove that this solution is minimal. As mentioned before the main difficulty is to control the sequence of solutions for the truncated BSDE (see Propositions 2 and 5). In Section 3 we use the previous results to obtain a minimal supersolution for BSDE (3) and we verify that this solution gives the value function and an optimal control for the optimal position targeting problem.
Problem formulation and main results
We consider a filtered probability space (Ω, F, P, F = (F t ) t≥0 ). The filtration is assumed to be complete and right continuous. Moreover, we assume that F is quasi-left continuous, which means that for every sequence (τ n ) of F stopping times such that τ n րτ for some stopping timeτ we have n∈N F τn = Fτ . We assume that (Ω, F, P, F = (F t ) t≥0 ) supports a Poisson random measure π with intensity µ(dz)dt on the space Z ⊂ R d \ {0}. The measure µ is σ-finite on Z such that
By P we denote the predictable σ-field on Ω × R + . We set P = P ⊗ B(Z) where B(Z) is the Borelian σ-field on Z. On Ω = Ω × [0, T ] × Z, a function that is P-measurable, is called predictable. G loc (π) is the set of P-measurable functions ψ on Ω such that for any t ≥ 0 a.s.
For any stopping timeτ and m > 1, the set L m π (0,τ ) contains all processes ψ ∈ G loc (µ) such that
By M ⊥ we denote the set of càdlàg local martingales orthogonal to π. If M ∈ M ⊥ then E(∆M * π| P) = 0, where the product * denotes the integral process (see II.1.5 in 
Minimal supersolutions to singular BSDEs
Let us τ denote a F-stopping time and let ξ be a F τ -measurable random variable. We explicitly allow ξ to take the value +∞ with positive probability. We denote by S the set {ξ = +∞} and we assume that ξ − ∈ L 2 (Ω). Our first aim is to establish existence of a solution to BSDE (1) with singular terminal condition ξ. We will distinguish two cases.
In the first case we assume that τ is deterministic, i.e. τ = T a.s. for some constant T > 0. In this case we set τ ε = T − ε for ε > 0.
In the second case we assume that τ is given as a first exit time of a diffusion. More precisely, we assume that the filtration F supports a d-dimensional Brownian motion W which is orthogonal to π and we introduce a forward process Γ in R d , that is a solution to the stochastic differential equation
with some initial value
Under this assumption there exists a unique strong solution Γ to (4) . Let D be an open bounded subset of R d , whose boundary is at least of class C 2 (see for example [9] , section 6.2, for the definition of a regular boundary). From now on Γ 0 is fixed and supposed to be in D. We define the stopping time τ as the first exit time of D, i.e.
Moreover, we impose the following integrability condition on τ D . There exists β > 0 such that
Notice that these assumptions hold if for example σ is uniformly elliptic, i.e. there exists a constant α > 0 such that (σσ * )(x) ≥ α Id for all x ∈ R d (see [5] 
where dist(Γ t ) denotes the distance between the position of Γ at time t and the boundary of D.
Since we possibly have P[ξ = ∞] > 0 we need to specify a weak notion of solutions to (1) (and (3)). We relax the usual definition of a solution to a BSDE by only requiring that (1) holds up to time τ ε for all ε > 0.
Definition 1 (Weak supersolution) We say that a triple of processes (Y, ψ, M ) is a supersolution to the BSDE (1) with singular terminal condition Y τ = ξ if it satisfies:
1. M ∈ M ⊥ , ψ ∈ G loc (π) and there exists some ℓ > 1 such that for all t ≥ 0 and ε > 0:
3. for all 0 ≤ s ≤ t and ε > 0:
4. On the set {t ≥ τ }:
We say that (Y, ψ, M ) is a minimal supersolution to the BSDE (1) if for any other super-
To establish existence of a minimal supersolution to BSDE (1) we impose the following conditions. Assumption 1 (A and A') If τ = T is deterministic, we say that Conditions (A) are satisfied if all seven hypotheses (A1) to (A7) hold.
If τ is a stopping time given by (5), we say that Conditions (A') are satisfied if all hypotheses (A1), (A2), (A3'), (A4'),(A5), (A6') and (A7) hold.
The reader is referred to Sections 2.1 and 2.2 for the precise statement of the Assumptions (A1) to (A7) and (A3'), (A4'), (A6'), respectively. Our first main result is the following. 
Optimal position targeting
Let us now describe our stochastic control problem. We fix some p > 1 and denote by q = 1/(1 − 1/p) its Hölder conjugate. For any t ≤ τ and x ≥ 0, we denote by A S 0 (t, x) the set of progressively measurable processes X that satisfy the dynamics
for any s ∈ [t, τ ] and for some α ∈ L 1 (t, τ ) a.s. and β ∈ G loc (π). Moreover, we impose that every X ∈ A S 0 (t, x) satisfies almost surely the terminal state constraint
We consider the stochastic control problem to minimize the functional
over all X ∈ A S 0 (t, x). Here, the measure µ is finite and ξ is supposed to be non negative. The coefficient processes (η t ) t≥0 , (γ t ) t≥0 and (λ t ) t≥0 are nonnegative progressively measurable càdlàg processes. The process λ is P-measurable with values in [0, +∞] .
We introduce the random field v that represents for each initial condition (t,
We follow the convention that the infimum over the empty set is equal to ∞. We will characterize the value function v and the optimal control in terms of minimal supersolutions to the BSDE (3) with singular terminal condition ξ. Again we distinguish two cases. In the first case we assume that τ is deterministic and impose some nice integrability assumptions on the coefficient processes (η t ) t≥0 and (γ t ) t≥0 .
Assumption 2 (B1)
The stopping time τ is a.s. equal to a deterministic constant T > 0. The process η is positive such that
γ is non negative and satisfies (A6).
To ensure existence of a minimal supersolution to (3) if τ = τ D is given by (5) we need to impose some stronger boundedness conditions on η and γ compared to (B1).
Assumption 3 (B2)
We have τ = τ D and the processes η and γ are bounded from above, η is positive and satisfies the integrability conditions
for all n ∈ N and for some m > 1
The next result is a consequence of Theorem 1.
Corollary 1 Under Assumptions (B1) or (B2), the singular BSDE (3) has a minimal non negative weak supersolution (Y, ψ, M ).
In our second main result we characterize the value function v and optimal strategies in terms of the the minimal supersolution to (3).
Theorem 2 Let Assumption (B1) or (B2) hold and let
Moreover, the process X satisfying the linear dynamics
and is optimal in (10).
give explicit form of X
Existence of minimal supersolutions for the singular BSDE
In this section we establish existence of a minimal supersolution (Y, ψ, M ) to the BSDE (1) with singular terminal condition.
Deterministic terminal times
Let us specify the conditions on the driver f :
• The function y → f (t, y, ψ) is continuous and monotone: there exists χ ∈ R such that a.s. and for any t
• There exists a progressively measurable process κ = κ y,ψ,φ :
with P ⊗ Leb ⊗ µ-a.e. for any (y, ψ, φ), −1 ≤ κ y,ψ,φ t (z) and |κ
µ .
• For every n > 0 the function
• The negative parts of ξ and γ are square integrable
Conditions (A1)-(A4) will ensure existence and uniqueness of the solution for a version of BSDE (1), where the terminal condition ξ is replaced by ξ ∧ L for some L > 0. We obtain the minimal supersolution from Theorem 1 with singular terminal condition ξ by letting the truncation L tend to ∞. To ensure that in the limit L → ∞ the solution component Y attains the value ∞ on S at time T but is finite before time T , we have to impose some further growth behavior on f . We assume that f decreases at least polynomially in the y-variable. More precisely, we suppose that there exists a constant r > 1 and a positive process a such that for any y ≥ 0
ρ is the Hölder conjugate of r. Moreover, in order to derive the a priori estimate, the following assumptions will hold.
• There exists ℓ > 1 such that
• If ι is the Hölder conjugate of ℓ, let k > max(ι, 2) and
In the rest of this section, the generator f satisfies Conditions (A).
satisfies an analogous BSDE with terminal conditionξ = e χT ξ, and generator f (t, y, ψ) = e χt f (t, e −χt y, e −χt ψ) − χy andf satisfies the same assumptions with χ = 0. Hence in the rest of the paper, we will suppose that χ = 0.
Remark 2 The second condition (A2) implies that f is Lipschitz continuous w.r.t. ψ uniformly in ω, t and y:
Remark 3 It follows from Condition (A3) and (A5) that the process 1/a must be in
To prove existence of a weak supersolution we proceed as in [3] by truncation. For any
with bounded terminal condition Y L T = ξ ∧ L and where
Proof. From our hypotheses on f and γ, it follows that f L is monotone w.r.t. y, Lipschitz continuous w.r.t. ψ, and
Moreover for every n > 0 and |y| ≤ n:
Next, we construct the lower boundȲ . Let us take ζ = −ξ − and g(t, y, 
Proposition 2 For every t ∈ [0, T ] the random variable Y L t is bounded from above by L(1 + T ) and for t ∈ [0, T ) the following estimate holds:
where K ϑ is a constant depending only on ϑ.
Proof. Let us first consider the triple
This upper bound depends on L. Next, we verify (16) which is an a priori estimate independent of L. We consider the driver
.
Hence by the solution formula for linear BSDE we have
Hence
It follows that
where we used the inequality d ρ + (ρ −
and from the integrability property of V ε,L t,. , with dominated convergence, by letting ε ↓ 0 we obtain a.s.
From Assumption (A7) and by the proof of Proposition A.1 in [24] , there exists a constant K ϑ such that a.s.
From Hypothesis (A6), the process (c L t , 0 ≤ t ≤ T ) belongs to H ℓ (0, T ). Therefore by Hölder inequality we obtain
Hence we can pass to the limit as ε ↓ 0
Thus we obtain the upper bound in (16) . Next, we show that by passing to the limit L → ∞ we obtain a supersolution of (1) with singular terminal condition ξ. 
Theorem 3 Assume that Assumptions
is a weak supersolution for the BSDE (1) with singular terminal condition ξ. Moreover Y satisfies the estimate (16)
Remark 4
Observe that the upper bound in (16) can be simplified if we assume that f (t, 0, ψ) is bounded, i.e. that there exists a constant K f such that a.s. for any t and ψ,
Under this condition once can show that
The constants K ϑ and ℓ > 1 in (16) come from the growth condition on f w.r.t. ψ and from the lack of an estimate of ψ L independent of L. Under (A7') Estimate (18) is then also an upper bound for Y .
Proof. The comparison result (see Proposition 4 in [17]) yields that
By Equation (16) for fixed t < T the family of random variables (Y L t , L ≥ 0) is bounded from above:
Once again by Assumption (A6), the random variable on the right hand side of (16) is in
Since the filtration is quasi-left continuous, we have:
Indeed, in Equation (14), using Fubini's theorem for conditional expectation, the only discontinuous term could be the martingale term M . But the assumption on the filtration shows that M has no jump at time T (see [14] , Proposition 25. 19) . Now for any L ≥ 0 we have
which gives the desired inequality lim inf tրT Y t ≥ ξ. In particular, (lim inf tրT Y t )1 S = +∞.
For the convergence of (ψ L , M L ) let 0 ≤ s ≤ t < T . For L and N nonnegative, we put
Then Itô's formula implies
Herex = |x| − 1x1 x =0 and c(ℓ) = ℓ(ℓ − 1)/2. For the term containing the generators we have
where we used monotonicity of f L w.r.t. y. We define
From Lemma 8 in [17] we obtain for every s ∈ [0, t]:
Next we proceed as in Proposition 3 in [17] and we prove that there exists a constant
, and we apply Young's inequality to obtain that
Now we follow the scheme of the first part of the proof of Proposition 3 in [17] which yields
Since γ ∈ H ℓ (0, t) (see Condition (A6)), the right-hand side converges to zero as N and L go to +∞. Then (ψ L ) is a Cauchy sequence in L ℓ π (0, t) and converges to ψ ∈ L ℓ π (0, t) for every t < T . The same holds for the sequence (M L ) in M ℓ (0, t). Moreover the previous inequality yields that E sup 0≤s≤t |Y s | ℓ < +∞.
Finally, taking the limit as L goes to ∞ in (14) implies that (Y, ψ, M ) satisfies (1) for every 0 ≤ s ≤ t < T .
To finish the proof of Theorem 1 let us prove minimality of the limit process.
Proposition 3 The solution obtained in Theorem 3 is minimal. If
denote the solution of (14) with terminal condition
be a weak supersolution of (1) in the sense of Definition 1. Set
Note that from Condition (A1) −b t ≥ χ = 0. For every t < T the process ( Y , ψ, M ) solves the linear BSDE
, we have
where Γ s,t = exp − t s b u du ζ s,t with ζ s,s = 1 and
Our assumptions ensure that ζ is non negative and belongs to
is bounded from below by a process in D m (0, T ) for some m > 1. We can apply Fatou's lemma to obtain
Taking the limit as L goes to ∞ yields the claim.
Remark 5
Note that all these results can be extended immediately if we assume that the filtration supports also a Brownian motion W and if our singular BSDE has form
where f satisfies Conditions (A) and is supposed to be Lipschitz in z.
Random terminal times
In this section we consider the case where the terminal time τ is random. Again we proceed via truncation of the terminal condition to obtain a family of solutions (Y L ) L>0 to (14) with bounded terminal condition Y τ = ξ ∧ L. The crucial difference to the case of a deterministic terminal time is the derivation of a uniform upper bound for the family of processes (Y L ) (cf. Inequality (16)). Example 1 below shows that in general such an upper bound does not exist and that there exist stopping times τ such that the sequence (Y L t ) converges to ∞ as L → ∞ for t < τ . Consequently one has to restrict the class of terminal times. Here we draw inspiration from [23] , where BSDEs with random terminal time and singular terminal condition have been studied for the first time, and consider the case where τ is given by a first exit time τ = τ D of a diffusion Γ from a set D as described in Section 1. As in [23] we derive a Keller-Osserman type inequality (c.f. (21) and see [15, 18] ). Using analytical properties of the diffusion near the boundary ∂D, allows us to bound at each time t the value of process Y L t against the distance of the diffusion Γ to the boundary ∂D. The terminal time τ is given by (5) and again we decompose the generator f as f (t, y, ψ) = f (t, y, ψ) + γ t with γ t = f (t, 0, 0). Conditions (A) hold but with the following modifications (denoted by (A') in the rest of the paper).
• f satisfies (A1), (A2), (A5) and (A7). K = ϑ L 2 µ is the Lipschitz constant of f w.r.t. ψ.
• Assumption (A3) becomes: for every j > 0 and n ≥ 0, the process n) ) a.s. and there exists m > 1 such that
• Condition (A4) on the negative part of ξ and γ is reinforced:
• (A6) is replaced by: a and γ are bounded.
Recall that we have f (t, 0, 0) = 0. Note that Hypotheses (A3') and (A5) imply that
Proposition 4 Assume that Assumptions (A') hold. Then there exists for each
Proof. The driver f L (c.f. (15)) of the BSDE (14) satisfies the monotonicity condition
. From Assumption (6), we deduce that
for any δ > 0 and σ > 1 such that δσ < β.
Since ξ ∧ L is bounded (by L for L large enough), the process ξ t is also bounded by L. Using Conditions (A1) and (A2) we obtain for some constant C (depending on σ) which will change from line to line:
Since γ is bounded, with the same parameters δ and σ used for (20) , the last term is finite. By Hölder inequality, for any a > 1 and b > 1 such that (a − 1)(b − 1) = 1
But since ξ ∧ L is bounded, the process l coming from the martingale representation is in any L m π (0, τ ), m > 1. Hence choosing a close enough to 1, this term is also finite. We proceed similarly for the remaining term using Hypothesis (A3') with σb ≤ m:
. Choosing δ > 0 small enough, we can find σ > 1 and b > 1 such that σb ≤ m and δσa < β. Hence all assumptions of Theorem 3 and Remark 1 in [17] are satisfied and there exists a
and Y L t = ξ ∧ L on the set {t ≥ τ }. Observe that the proof of Proposition 4 does not use the fact that τ is a first hitting time but works for every stopping time τ that satisfies the integrability conditions (6) and (A3'). The next example shows that further assumptions on τ are necessary in order to ensure that the family Y L is uniformly bounded from above. Therefore we will assume the particular form (5) of τ in the sequel.
Example 1 Assume that f (t, y, ψ) = −|y| 2 and ξ = ∞. We assume that the filtration F supports a stopping time τ such that E 1 τ = ∞ and that satisfies the integrability conditions (6) and (12). This holds for example for all stopping times that have a continuous density function f on R + with f (0) > 0. In particular, one can take τ to be the first jump time of a Poisson process, in which case τ is exponentially distributed. For each L > 0 let Y L denote the solution to BSDE (14) constructed in Proposition 4. Next, we derive a lower bound for Y L . To this end let
In particular, this implies
s ds + LX 2 τ . Next, fix a realization ω ∈ Ω. Consider the deterministic control problem of minimizing the functional
] → R starting in x(0) = 1 and being absolutely continuous. Using Pontryagin's maximum principle one can show that the trajectory x(s) =
/L is optimal in this deterministic problem. In particular, it follows that
Taking expectations yields
τ +1/L and consequently we have by monotone conver-
The preceding example shows that we cannot expect to obtain a finite supersolution to (1) with singular terminal condition and random terminal time if the terminal time occurs too suddenly. Therefore we restrict here attention to the case where τ is the first hitting time of a diffusion. We introduce the signed distance function dist :
Then we have the following result. 
Proof. First observe that the lower bound of Y L follows as in Proposition 1 from a comparison theorem with a BSDE with terminal condition −ξ − and driver f (t, y, ψ) − γ − . For the upper bound, let µ > 0 and introduce the set Γ µ = {x ∈ R d , |dist(x)| ≤ µ}. Then it follows from Lemma 14.16 in [9] that there exists a positive constant µ such that dist ∈ C 2 (Γ µ ). Since D is bounded there exists a constant
Observe that Φ is bounded from above by Cdist
. Next we apply Itô's formula to the process Φ(Γ t∧τ ). For every t < τ this yields
On D we have
Since D is compact, the functions b and σ are bounded on D. Moreover, the functions g, ∇g and D 2 g are bounded on D uniformly in ǫ. By Assumption (A6'), the processes a and γ are bounded from above. There exists C > 0 which does not depend on ǫ such that for every t ≥ 0 and on D we have Ξ(Γ t ) ≥ 1 and
Hence, we obtain G t + γ t ≤ 0. 
Proof. We proceed as in the proof of Theorem 3. We outline the main steps. First observe that Y L t converges a.s. to a limit process Y by a comparison principle (c.f. Remark 3 in [17] ). Recall the definition of the stopping times τ ε , ε > 0,
We have dist(Γ t∧τε ) ≥ ε for ε small enough. Moreover τ ε converges to τ when ε goes to zero. Using this sequence of times τ ε , the whole sequence
The main argument is that by Proposition 5 on the interval (0, τ ε ), the process Y L is uniformly bounded by C/ε 2(p− 1) . Moreover (Y, ψ, M ) satisfies for any ε > 0 and any
Since the filtration is supposed be to left-continuous, we have a.s. lim t→+∞ Y L t∧τ = ξ ∧ L. Therefore we obtain the following behaviour of Y at the terminal time lim inf t→+∞ Y t∧τ ≥ ξ. Finally, minimality of the solution follows by the same arguments as in Proposition 3.
Back to the control problem
In this section we first conclude from Theorem 1 that there exists a minimal supersolution to (3) . We then consider a variant of the minimization problem (10), where we omit the constraint X τ 1 S = 0 on the set A 0 (t, x) of admissible controls but penalize any non zero terminal state by L|X τ | p . We show that optimal controls for this unconstrained minimization problem admit a representation in terms of the solutions Y L of a truncated version of (3). We then use this result to derive an optimal control for (10).
Associated BSDE
We consider the singular BSDE (3)
where the function Θ is given by
Recall that here µ is supposed to be a finite measure, thus Θ is well-defined. This BSDE is a special case of (1) with generator f given by
For simplicity we denote by ̟ the function
We have to prove that f satisfies Conditions (A) (respectively (A')) if (B1) (or (B2)) holds. A simple computation proves that for a fixed (t, ψ) ∈ [0, T ] × L 2 µ and z ∈ Z, the function y → ̟(t, y, ψ(z)) is non decreasing and of class C 1 on R with a derivative bounded by 1
Since η > 0, the condition (A1) is satisfied. From the same argument the function ̟ is Lipschitz continuous w.r.t. ψ(z) and hence we obtain
where
Since ̟ is non decreasing in ψ with derivative bounded from above by 1, we obtain −1 ≤ κ y,ψ,ψ ′ t ≤ 0. Thus Conditions (A2) and (A7) hold for any k ≥ 1. We can even note that (A7') (cf. Remark 4) is true with K f = 0. For every r > 0 and |y| ≤ r we have
By Assumption (B1), the mapping t 
and is the minimal (super-)solution of the BSDE (3).
Penalization
For some L > 0 we consider the unconstrained minimization problem:
where A(t, x) is the set of all progressively measurable processes X of the form (7). Here no terminal constraint is imposed on X.
Then the process X L satisfying the linear dynamics
To prove Proposition 7 we will make use of the two following auxiliary results. The first lemma shows that we can without loss of generality restrict attention to monotone strategies. To this end we introduce the set D(t, x), the subset of A(t, x) containing only processes X that have nonincreasing sample paths (i.e. α t ≤ 0 and β t (z) ≤ 0), and that remain nonnegative.
Proof. We consider the solution of the following SDE
where x − denotes the negative part of x. This process is nonincreasing and satisfies X s ≤ X s . Then we define
By Tanaka's formula we have
We define
Then X belongs to D(t, x). Moreover we have
The second lemma provides the dynamics of two auxiliary processes.
Lemma 2 Let Assumptions (B1) or (B2) hold and let
Let X L ∈ A(t, x) be the strategy from Proposition 7. Then we have
Applying the integration by parts formula to Ξ results in
from the definition of ζ L and Θ (see Equation (22)). Moreover we have
which yields the first claim.
For the second equation we apply the integration by parts formula to the process
But note that
and from the very definition (22) 
Now, using (25) , (26) and (27) 
and therefore J(t, X) − J(t, X) ≤ 0. It remains to verify the identity v L (t, x) = Y L t |x| p . But from Lemma 2 we deduce that
Solving the constrained problem
This section is devoted to the proof of Theorem 2. For the convenience of the reader we restate the result here. 
with
belongs to A S 0 (t, x) and is optimal in (10).
Proof. Let us remark that 
