This paper presents theoretical models and their empirical results for the return and variance dynamics of German stocks. A factor structure is used in order to allow for a parsimonious modeling of the rst two moments of returns. Dynamic factor models with GARCH dynamics (GARCH(1,1)-M, IGARCH(1,1)-M, Nonlinear Asymmetric GARCH(1,1)-M and Glosten-Jagannathan-Runkle GARCH(1,1)-M) and three dierent distributions for the disturbances (Normal, Student's t and Generalized Error Distribution) are considered. Out-of-sample forecasts for the stock returns based upon these models are computed. These forecasts are compared with forecasts based on individual GARCH(1,1)-M models, static factor models, naive, random walk and exponential smoothing forecasts.
1 Introduction ARCH models rst introduced by [ Engle 1982] h a v e been found to be very successful in describing the movement of stock returns and other nancial time series. Especially their ability to model stock return variances and give forecasts for them is very appealing. These forecasts could be applied in option pricing, hedging and portfolio selection. Various enhanced models most of which are named in [Hentschel 1995] performed sometimes even better than the plain vanilla ARCH model. A survey of the application of ARCH models for nancial time series is given in [Bollerslev et al. 1992] . All those models have been used primarily to univariate time series of stock and bond returns. Multivariate models were used seldomly, mainly because a large number of parameters has to be estimated which could lead to estimation problems. A new class of models which combines traditional asset pricing models, such as the CAPM and the APT and the new GARCH methodology in the multivariate case are Factor-GARCH models, rst described by . They are applied to bond returns by [Engle et al. 1990] and to stock returns by [Ng et al. 1992] using GARCH(1,1)-M models with normally distributed disturbances for the factors. This paper compares their GARCH(1,1)-M approach with the IGARCH(1,1)-M, the GJR-GARCH(1,1)-M, and the NGARCH(1,1)-M model using alternatively Student's t and Generalized Error distributions. In addition, these models are used to calculate multi-period out-of-sample forecasts of the conditional variances of the stocks and their corresponding weekly variance forecasts. These models are compared with static factor models, a naive v ariance forecast based upon the historical average, random walk forecasts, an exponentially smoothed forecast, and forecasts based upon individual GARCH-M models for each stock. The rest of the paper is organized as follows: The second part describes the theoretical basics of the models used. In the third part the data used for the analysis and the results from the estimations are presented. Section 4 describes the forecasting methodology and presents the empirical results for this application. In the closing paragraph a summary and an outlook for further research is given. Detailed tables showing characteristics of the data, the estimation, and forecast results as well as several graphs which visualize some properties of the time series and the dierent estimations and forecasts for one selected stock can be found in the appendix.
2 Theoretical basics 2.1 Dynamic factor models Valuation models for assets are based upon the theory of economic behaviour in the situation of uncertainty. Valuation models for most kinds of assets rely in almost all cases solely on the rst two moments of the return series, that is the means, variances and covariances. It is therefore necessary to model these moments in order to apply the asset pricing models. If one considers n assets and does not impose any restrictions on the model, one has to estimate 1 2 (n 2 + 3 n ) parameters, i. e. n expected returns, n variances and 1 2 (n 2 n) covariances. Therefore, one tries to introduce a restrictive structure such that the number of parameters to be estimated is signicantly reduced without lowering the explanatory power of the model too much. It is well known that the return series of dierent assets are correlated with each other, i. e.
the assets follow common inuences on their returns. This can beused to reduce the number of parameters to be estimated. Various forms of factor models such as the Capital Asset Pricing Model (CAPM) and the Arbitrage Pricing Theory (APT) are often used. The CAPM treats the correlation of individual assets with the market portfolio, i. e. the portfolio consisting of all stocks in the market with the weights according to the share of the assets in the whole market, as a measure for risk. The APT allows several factors to inuence the return series of the assets. For a detailed discussion see [Ross 1976 ].
In general, factor models postulate that the return of an asset is composed as the sum of an expected and an unexpected part. The unexpected part of the return is assumed to consist of a systematic portion which cannot be diversied and an unsystematic portion which is specic to the single asset. Economic theory states that there are common inuences such as macroeconomic data which drive the returns of dierent assets. These are known as factors.
The systematic unexpected part of the return y i (i 2 f1; : : : ; n g ) is assumed to follow a factor structure. The general model with K factors and n assets can be written in its The f k are named factors and the ik which belong to them are known as factor loadings.
In order to achieve reduction of the number of parameters the number of factors K should bemuch smaller than the number of assets n.
Dierent w a ys of identifying the factors are discussed in the literature. Some approaches use prespecied factors which base upon macroeconomic data such as the ination rate. Other lines of research build factors which are linear combinations of the time series considered with prespecied weights derived from economic theory. This paper presents a solution which is based upon principal components analysis following [Ng et al. 1992] .
Because time series of returns are to be modelled and they are known to have a timedependent behavior a dynamic factor model is adequate. Let there be n assets with returns at time t = 1; : : : ; T given in the vectorỹ t . Let F t 1 bethe information set available at time t. Then dene the expectation conditional on this set E(jF t 1 ) as E t 1 (). The conditional moments are then denoted as follows 1 :
Var t 1 (ỹ t ) =: t :
The dynamic factor model is given by the following equation (K < n ):
For all t 2 f 1 ; : : : ; T g and for all j; k 2 f 1 ; : : : ; K g ; j 6 = k it is assumed:
Var t 1 (f kt ) = 2 kt (6) Var t 1 ( t ) =
Cov t 1 (f kt ; f jt ) = 0
Cov t 1 (f kt ; it ) = 0:
Hence, the factors have a time varying variance (6) and are uncorrelated with each other (8). The covariance matrix of the disturbance term is not time-varying. The model of [Engle et al. 1990 ] also assumes conditional normality of the disturbances:
The conditional covariance matrix t of the returnsỹ t can be written as follows:
The conditional variances of the factors are the only time-varying parts of the covariance matrix.
The predicted values of the conditional variances of the factors can be used to predict the covariance matrix t+s through the following equation:
1 The analysis uses conditional moments because they reect the level of information an investor has at time of his decision. One assumes that the investors change their believes about the means and (co)variances in accordance with the new information they get in a period of time (see [Bollerslev et al. 1988, pp 118f] ). This reects the assumption of ecient markets.
Since the hypothesized factors f kt are unobservable they have to be replaced by proxies f p kt which are by construction perfectly correlated with them. The factor value vectors k obtained by Principal Components Analysis are used to build these portfolios f p kt := 0 kỹ t with Var t 1 ( 0 kỹ t ) = 2 kt . They are called factor representing portfolio (see [Engle et al. 1990, pp 216f] ).
The risk premium t of the assets is priced through the following valuation model which resembles the APT formula: t = K X k=1 k rp kt : (13) rp kt := 0 k t is the risk premium of the k-th factor portfolio which consists of a constant part cn k and a time-varying part k 2 kt . This factor risk premium rp kt is assumed to be a linear function of the conditional variance of the factor portfolio f p kt : rp kt =cn k + k 2 kt : (14) k can be seen as a coecient o f relative risk aversion assuming constant preferences.
The GARCH family
The dynamics of each factor portfolio f p kt is modelled as following a univariate xGARCH process. Two symmetric and two asymmetric xGARCH models were chosen from the wide range of available specications (c. f. [Hentschel 1995] ) 2 . The model described in the previous section together with this assumption of a xGARCH process for the factor dynamics is called a k-Factor-GARCH model. A main advantage of this class of Factor-GARCH models is that the covariance matrix t is guaranteed to be positive semidenite without further assumptions (see [Engle et al. 1990, p 216] ).
In the following, only one-factor models are considered and hence the index k is omitted. The dierent assumptions for the disturbance terms are presented in section 2.4.
GARCH-M
The GARCH(p,q)-in-Mean, shortly GARCH(p,q)-M-model, was introduced by . The conditional variance is allowed to inuence the conditional mean resulting in a time-varying risk premium (see equation 14). Setting the parameters p and q to one has been found to give a good adaption to most nancial data. The GARCH(1,1)-M model for the factor portfolio has the following form: f p t =cn + 2 t + u t (15) 2 t = ! 2 + a u 2 t 1 + b 2 t 1 : (16) 2 The Exponential GARCH (EGARCH) model of [Nelson 1991] was also used but severe estimation problems occured. This has also been noted by [ Frachot 1995, p 230] . Especially the starting values for the numerical optimization were found to be very critical. For those estimations which converged to a stable solution prediction results were found to be worse than those of the xGARCH models described below. The predicted variance of a Factor-EGARCH model was in most cases much higher than the observed value. This could be explained by the exponential growth of the variance function in response to rising disturbances.
The sum of the GARCH-Parameters a and b is restricted to be less than 1 to guarantee a covariance stationary model (see [Bollerslev et al. 1992, pp 9f] 
The estimation is restricted in requiring that 0 < a < 1 and ! 2 > 0.
NGARCH-M High frequency nancial data has been found to exhibit the so-called leverage eect which means that negative innovations have a larger impact than positive innovations of the same size. Hence an asymmetric model may be called for. The Nonlinear Asymmetric GARCH(p; q) (NGARCH(p; q)) model was developed by [Engle/Ng 1993] . In contrast to the models described above it has an asymmetric news impact curve 4 , i. e. the news impact curve is shifted to the right. The amount of shift is determined by the additional parameter . Negative news has a larger impact on volatility than positive news if > 0. 
a; b and ! 2 need to be positive, a + b < 1.
GJR-GARCH-M
The Glosten-Jagannathan-Runkle GARCH(p; q) (GJR-GARCH(p; q)) model (see [Glosten et al. 1993] ) is another way of modeling asymmetry in the news impact curve.
In this model the news impact curve is rotated. The form of the rotation is driven by the additional parameter c. 
The constant v ariance ! 2 has to be positive.
For this model the Normal distribution was applied for the disturbance term.
Distributions of the disturbances
Most applications of xGARCH models use the Gaussian (normal) distribution assumption for the disturbances. 
The unconditional distribution of a xGARCH model with a disturbance which is conditionally normal is leptokurtic. Nevertheless, this leptokurtosis is not large enough to explain the leptokurtosis found in most nancial data (c. f. [Bollerslev 1987, pp 544ff] ). Therefore one should take this into account and use a conditionally leptokurtic distribution for the disturbance 6 .
One alternative possibility i s Student's t distribution. The degrees of freedom have to be estimated as an additional parameter. If approaches innity the t distribution converges to a normal distribution. The lower limit for the degrees of freedom has been set to 3 in order to guarantee at least the existence of the variance. (27) Another generalization of the normal distribution is the Generalized Error Distribution (GED). It includes the normal distribution if the parameter has a value of 2. For degrees of freedom less than 2 a fat-tailed distribution results. The lower limit for is 0. If < 1, the unconditional variance does not exist.
The log-likelihood function for a disturbance u t following a conditional GED with d. f. (
Estimation methods
The rst step in the empirical application of the Factor-xGARCH models was the extraction of the factors by means of Principal Components Analysis. The Factor-xGARCH models were then estimated by a two-step approach. In the rst stage, the parameters of the xGARCH(1,1)-M model for the factor dynamics were estimated using the BHHH algorithm.
The estimated conditional factor variances 2 t and the estimated factor risk premia c rp t = f p t û t w ere used as predetermined variables for estimating the second stage of the model, i. e. the factor loading and the mean value for the i-th stock through the following model:
(30) 2 it is the conditional variance of it which is assumed to have the same type of distribution as u t in the corresponding rst stage.
An unrestricted ML-procedure using the Gauss-Newton algorithm was used in this step. The appropriate likelihood functions which have to bemaximized can befound in section 2.4. As shown in [Lin 1992] this two-step estimation method is consistent and asymptotically ecient.
3 Data and estimation results
Description of the data
The results described in the following is based upon daily return series of 30 German stocks. These stocks were contained in the German stock index DAX at that time 7 . Their abbreviations used for trading and the full names are given in Table A1 . The continuously compounded rates of return were calculated by 8 y it := ln P it ln P i;t 1 (33) with P t the closing prices of the stocks corrected for dividend payments and changes of the capital basis of the rms 9 . The data used covers the period from January 08, 1990 to May 31, 1994, resulting in 1082 return values. Figure 1 shows the time series of the RWE stock returns 10 . The empirical phenomenon of volatility clustering can be observed, i. e. periods of large changes and periods of small changes of returns tend to cluster. Table A2 shows the excess kurtosis and skewness of the return series. All time series are leptokurtic, i. e. the excess kurtosis is positive. The skewness is in most cases signicantly dierent from 0, hence the assumption of a normal distribution seems not to be justied.
The Kiefer-Salmon test rejects the hypothesis of a normal distribution for all stocks at the 1% level. It has the following test statistic for a time seriesx:
with sk(x) being the skewness ofx and ku(x) being the excess kurtosis ofx. The test statistic is asymptotically distributed as 2 2 under the null.
The autocorrelations of the return series and the squared return series are shown in Table A3 . In most cases, autocorrelation is highly signicant in the squared return series which is a sign for ARCH eects. The Ljung-Box statistic f o r a ( T 1)-vectorx considering 40 lags has the following form (QLB40 results ifx is chosen to be the squared series):
The composition of the DAX portfolio is changed sometimes according to major changes in the importance of the stocks for the market.
8 This stems from the following relationship: Pit = Pi;t 1 e lnP it lnP i;t 1 :
(31) Hence, ln Pit ln Pi;t 1 is a continuous rate of return. Furthermore, for small price changes, yit approximately equals the relative return yit Pit Pi;t 1 Pi;t 1 (32) with corr(x;x i ) =
The test statistic is distributed as 2 40 under the null of no autocorrelation. Figure 2 shows the autocorrelation function of the squared RWE return series. The high autocorrelation of the squared values even at high lags is clearly visible.
The ARCH eect can also beanalysed by inspecting the values of an ARCH-LM test proposed by [ Engle 1982] . For this reason, the following OLS-regression was carried out: u 2 t = 0 + 1 u 2 t 1 + e t (37)
with u t = y it E(y i ). The test statistic T R 2 with R 2 from the above regression is asymptotically distributed as 2 1 under the null of no ARCH. As can be seen in Table A3 the statistic is highly signicant for most stocks and its results coincide with those of the QLB40 results in most cases.
As can be seen in Figure 3 , the distribution of the returns of the RWE stock exhibits fat tails, i. e. the distribution has more weights in the tails and around the mean than the appropriate normal distribution which is also shown in this graph. Note that outliers are omitted in constructing the histograms.
Estimation results for the factor dynamics Results from Principal Components Analysis
For the unconditional correlation matrix of the stock returns of the 30 German stocks a Principal Components Analysis was carried out using the program SPSS for Windows.
One factor with a corresponding eigenvalue of 17.57 was found. The second largest factor had an eigenvalue of 0.96, the third largest of 0.86. Therefore, only one factor was used in the following. The factor explains in the static case 58.6 percent of the variance of the returns. Its factor score matrix is shown in Table A4 . The weights for the individiual stocks are of similar magnitude.
This factor score matrix was used to build a factor portfolio f p t = 0 y t .Its statistical properties are shown in Table A5 . The ARCH eect is signicant and leptokurtosis is present. The time path of the factor portfolio is shown in Figure 4 and the ACF of the squared factor in Figure 5 . In contrast to the stock RWE, the autocorrelations of the squared factor are not that high although the QLB40 statistic is highly signicant. The histogram in Figure 6 shows severe deviations from the normal distribution. This factor portfolio is supposed to follow one of the xGARCH models of section 2.2. In the following, the estimation results for the dierent model specications of the factor dynamics are given. Robust standard errors are given in parenthesis. Since the results dier not too much only the models applying the t distribution are reported. A comparison of the results is given below. Note that the factor was multiplied by 1000 in order to ease the estimation.
Static factor model (without GARCH) were computed and several statistical properties of them are given in Table A6 and A7. As can beseen by inspecting these tables, all xGARCH models for the factor dynamics can explain the ARCH-eects found in the factor, contrary to the Static factor model. The differences in the QLB40 and ARCH(1) test statistics for the dierent xGARCH specications are quite small. The fact that the standardized residuals of the Factor-xGARCH models show no further ARCH eects supports the idea that the factor explains these eects. 
This test statistic is asymptotically distributed as 2 m under the null where m is the number of restrictions. 
* : parameter signicant at the 10% level ** : parameter signicant at the 5% level *** : parameter signicant at the 1% level As can be seen, the dierences between the likelihood values of the models compared are all signicant which means that the factor displays dynamics in the variance, asymmetries are present and the t-distribution has a better t than the normal distribution. Note the restriction of the IGARCH(1,1)-M-t model (a + b = 1) is only refused at the 10% level.
Because the estimation results from the dierent xGARCH models are quite close, only the results of the NGARCH(1,1)-M-t model are discussed. The standardized residualsû st t are plotted in Figure 7 . Except for some rare peaks (the large peak in August 1991 stems from the Gorbachev crisis) the series seems to bewithout great regularities. Autocorrelations in the squared standardized residuals are almost non-existent as can beseen in Figure 8 . Figure 9 shows that the distribution of the standardized residuals of the NGARCH(1,1)-M-t model is closer to the appropriate normal distribution than that of the factor itself. A method for comparing the dierent behaviour of the xGARCH-M models concerning the impact of news is to plot the news impact curve which graphs the inuence of dierent v alues of news on the variance. Figure 10 shows this curve for the GARCH(1,1)-M-t, IGARCH(1,1)-M-t, NGARCH(1,1)-M-t and GJR-GARCH(1,1)-M-t model. As can be seen, the GARCH(1,1)-M and IGARCH(1,1)-M models have symmetric news impact curves while those of the NGARCH(1,1)-M-t and GJR-GARCH(1,1)-M-t models are asymmetric.
Estimation results for the factor loadings
The parameters of the second stage (factor loadings, mean values and, for the Student's t and GED-model, the degrees of freedom) are listed in Table A11 only for the NGARCH(1,1)-M-t factor model 11 . The mean values for the individual stocks dier quite distinctively in the dierent models although they are not signicant in most cases, but the factor loadings of the models are very similar. The degrees of freedom for the xGARCH(1,1)-M-GED models lie between 0.90 and 1.62 and the degrees of freedom for the xGARCH(1,1)-M-t-models lie between 3.00 and 6.93, both results indicating signicant deviation from normality. Figure 11 shows the standardized residuals from the second stage of the Factor-NGARCH(1,1)-M-t model for the stock R WE. Table A12 shows the statistical properties of these standardized residuals. Through looking at the QLB40 and ARCH(1) test statistics it can beseen that the GARCH-eects were captured for all but two and three stocks, respectively. The time path of the returns of the MET (Metallgesellschaft) cannot be explained by any of the nine models. This can be easily understood if one has the large loss in mind which M G Corp., the US branch o f Metallgesellschaft, has sustained by speculative derivative deals resulting in major changes of its stock prices but not of the whole market, which is represented by the factor. Hence, the factor does not react suciently to this inuence. The failure of the model for the SCH (Schering) stock is not so obvious. Somewhat surprising is the case of BAY (Bayer) and VIA (VIAG). Although their QLB40 statistics are not signicant a t any reasonable level, the ARCH(1) test statistic is highly signicant, though both statistics are asymptotically equivalent (c. f. [Bollerslev et al. 1993, p 16] ). The large values of excess kurtosis shows that the assumption of a non-Normal distribution for the disturbances is justied. Figure 12 shows the autocorrelation function of the squared standardized residuals of the second stage of the Factor-NGARCH(1,1)-M-t model for the stock RWE. All autocorrelations are not signicant. The distribution of the standardized residuals which i s shown as a histogram in Figure 13 shows less deviation form the normal distribution than the distribution of the stock returns themselves. As can be seen in Table A13 , the likelihood values for the Factor-NGARCH(1,1)-M-t factor model are for all stocks but one (LHA) better than or equal to the appropriate values of the other models, although the dierences are not very large.
Models for predictions
In many areas of nance accurate forecasts of stock price variances are needed. These forecasts are especially useful in application of stock v aluation and option pricing models. Furthermore, it is interesting to study the behaviour of the Factor-xGARCH models not only in-sample but also out-of-sample. Rivaling forecasting models were used as benchmarks for the performance of the Factor-xGARCH models.
Theoretical basics
The models described above were used to predict the weekly variance 12 of the individual stocks. Due to the results reported in the empirical part of this paper only the t distribution was assumed for the disturbance term. Application of the Factor-xGARCH models for prediction purposes was done in several steps. First the parameters of the Factor-xGARCH models with dynamics given in section 2.2 and the static factor model 2.3 were estimated according to the methodology described in section 2.5. Then the one-through ve-stepahead out-of-sample forecasts of the conditional factor variance was computed as follows.
Forecasting of the conditional factor variance with factor models
The one-and multistep forecasts of the conditional factor variance 2 t+1 = E t ( 2 t +1 ) can be computed as follows: 
Forecast of the weekly stock variances
The last step in forecasting the weekly stock v ariances consists in summing up the individual daily conditional stock v ariances. Furthermore, in order to compare the forecasts from the Factor-xGARCH models, a naive forecast based on the past observations, a random walk forecast and an exponentially smoothed forecast taking into account the last twelve observations of the weekly stock v ariances were also computed. Because univariate xGARCH models are used in stock v ariance prediction quite often, an individual GARCH(1,1)-M-t model was estimated for each stock and used to forecast the stock v ariances. The reason for choosing the simple GARCH(1,1)-M-t model instead of e. g. a GJR-GARCH(1,1)-M-t model lies in the computation time. The estimation of the individual GARCH(1,1)-M-t models and the forecast of conditional stock variances took already several days on a HP9000-715 workstation.
Observed stock v ariance
The observed weekly variance of the stock i at time t is given as follows (y ij is the daily return of stock i at day j): These three measures were compared using a performance index which is inspired by the theory of decision making, i. e. the Savage-Niehans rule:
with EC being one of the error criterions described above and n being the number of stocks for which forecasts have been obtained. It can beinterpreted as the relative loss of one specic model in forecasting accuracy compared to the model which turned out ex post to be the best model for stock j . Finally, it is a convenient method to regress the observed variances on the predicted variances, i. e. to run the following OLS regression # i;t = v + w # i;t + i;t (80) and to test whether the constant v equals zero and the slope coecient w equals one, resulting in an unbiased forecast.
Empirical forecasting results
The method of rolling estimation and forecasting was used in this study. The rst 800 observations of the stock returns and the stock factor were used to estimate the parameters of the models, as described in section 2.5. Then 5 forecasts of the conditional variance of the factor were made, as shown in section 4. The forecasts of the weekly stock variance were obtained, along with the forecasts using the other prediction models. The observed variance of these 5 days was computed, too. Then the estimation time interval was shifted 5 days towards the future and the same procedure was repeated again. Through applying this method 40 times, 40 weekly stock variances were obtained for each stock. This procedure was carried out for all 9 dierent forecasting models. The time path of the observed variance of the selected stock RWE along with the naive forecast and each of other 6 forecasting models can be found in Figures 14 through 19 . The result of the Factor-IGARCH(1,1)-M-t model has been omitted because it is very similar to the Factor-GARCH(1,1)-M-t result. It can beseen that the Factor-GJR-GARCH(1,1)-M and Factor-NGARCH(1,1)-M models give smoother variance forecasts than the Factor-GARCH(1,1)-M and Individual GARCH(1,1)-M models. On the other hand, especially the huge variance in week 37 has almost no impact on the variance forecast of all FactorxGARCH models. This is a clear sign that the large observed variance has occured only in the individual stock, but not in the whole market which is represented by the factor. Since it is not very easy to judge the quality of the prediction models by visual inspection the three comparison criteria RMSE, MAPE and MedSE described above were computed for all 9 forecasting models. Their values are shown in Table A14 , A15 and A16, respectively. The lowest and second lowest values of these criteria for the 30 stocks are distributed as follows: As can beseen, the naive forecast and the Static factor model have the worst prediction quality. According to the RMSE, MAPE and MedSE criteria, the Exponential smoothing model performs best followed by the two asymmetric Factor-xGARCH models and the Random walk on the third place. The symmetric Factor-xGARCH models perform in many cases worse than the asymmetric ones. Notably the individual GARCH(1,1)-M-t models for the 30 stocks perform worse than the Factor-xGARCH models. This is somewhat surprising because the individual GARCH(1,1)-M-t models should have more exibility in modeling the dynamics of the stock returns. This shows that the correlation of the stock returns expressed by the common factor is a valuable information for forecasting. Hence, multivariate models outperform univariate ones. The performance indices introduced in section 4.2 are shown in the following table. 
The rst rank is occupied by the Exponential smoothing model for all criteria, the Factor-NGARCH(1,1)-M-t model comes always second. The Factor-GJR-GARCH(1,1)-M-t model ranks third place for the RMSE and MedSE criteria and the Random walk takes this place for the MAPE criterion. The naive forecast and the static factor model have about the same worse performance. The Factor-GARCH(1,1)-M-t, the Factor-IGARCH(1,1)-M-t model and the individual GARCH(1,1)-M-t model are similar in the results. When looking at the results for the Random walk model, it can beseen that the ranking depends crucially on the error criterion used. The Random walk is the worst model when applying the RMSE criterion but the third best when looking at the MAPE values.
Finally the regression of the observed variances on the forecasted variances was run. The results of the tests on the null hypothesis that the intercept is zero and the slope is one (acceptance of both nulls would indicate an unbiased forecasting model) are shown in the following table: 
It can be seen that none of the models gives unbiased forecasts for all 30 stocks but dynamic forecasting models perform better than static ones. The interpretation of the coecient of determination R 2 of the regressions which can be found sometimes in the literature has not be done because it is dangerous to compare this measure if the forecasts are biased.
Conclusion
The series of returns from German stocks used in this paper are found to exhibit the usual characteristics of nancial time series, i. e. leptokurtosis, volatility clustering and the leverage eect. The data has been found to follow one signicant factor determined by Principal Components Analysis. This factor has a time-varying variance which can be seen by the signicant GARCH parameters in dierent xGARCH models. All xGARCH specications have been found to capture the structure of the factor dynamics. The NGARCH(1,1)-M model with t distributed disturbances turned out to be among the best models.
Dynamic factor models with xGARCH dynamics, i. e. Factor-xGARCH models are able to capture the behaviour of the individual stock returns. Asymmetric Factor-xGARCH models have been found to perform better than symmetric ones. Hence, the ability of these models to capture asymmetric behaviour of the conditional variance and the assumption of a leptokurtic conditional distribution for the disturbances of the factor dynamic model are improvements over the Factor-GARCH(1,1)-M approach o f [ Engle et al. 1990] and [Ng et al. 1992] . These Factor-xGARCH models can be used to forecast stock v ariances. The forecasts based upon this class of models are better than the naive and the static factor forecasts and show comparable performance to individual GARCH(1,1)-M forecasts. The Exponential smoothing forecast seems to be better in this case. The forecasts based on the Factor-GJR-GARCH(1,1)-M-t and the Factor-NGARCH(1,1)-M-t model showed the second lowest RMSE, MAPE and MedSE values in most cases. This might be caused by the ability of these models to capture asymmetries such as the leverage eect. A regression of the observed variances on their forecasts shows that no model gives unbiased predictions for all stocks. However, the Factor-xGARCH, individual GARCH(1,1)-M and the Exponential smoothing forecasts are better in this sense than the other models. It can be concluded that Factor-xGARCH models give a good t of the volatility of stock returns. They provide forecasts for the stock return volatilities which are much better than static volatility models and even outperform individual GARCH models while being easier to estimate than the latter. However, time series models without much economic theory behind, i. e. the Exponential smoothing model, seem to give more precise forecasts. Further research will compare the relative performance of the models using dierent forecasting horizons. Furthermore, it will beinvestigated if it enhances the quality of the Factor-xGARCH models if more than one factor is used. Formal tests for the equivalence of forecast error statistics will be applied. 
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