Bournonite (CuPbSbS 3 ) is an earth-abundant mineral with potential thermoelectric applications. This material has a complex crystal structure (space group Pmn2 1 #31) and has previously been measured to exhibit a very low thermal conductivity (k<1 W/m·K at T≥300 K). In this study, we employ high-throughput density functional theory calculations to investigate how the properties of the bournonite crystal structure change with elemental substitutions. Specifically, we compute the stability and electronic properties of 320 structures generated via substitutions {Na-K-Cu-Ag}{Si-Ge-Sn-Pb}{N-P-As-Sb-Bi}{O-S-Se-Te} in the ABCD 3 formula. We perform two types of transport calculations: the BoltzTraP model, which has been extensively tested, and a newer AMSET model that we have developed and which incorporates scattering effects. We discuss the differences in the model results, finding qualitative agreement except in the case of degenerate bands. Based on our calculations, we identify p-type CuPbSbSe 3 , CuSnSbSe 3 and CuPbAsSe 3 as potentially promising materials for further investigation. We additionally calculate the defect properties, finding that n-type behavior in bournonite and the selected materials is highly unlikely, and p-type behavior might be enhanced by employing Sb-poor synthesis conditions to prevent the formation of Sb Pb defects. Finally, we discuss the origins of various trends with chemical substitution, including the possible role of stereochemically active lone pair effects in stabilizing the bournonite structure and the effect of cation and anion selection on the calculated band gap.
Introduction
Thermoelectric (TE) devices based on solid-state materials have the potential to contribute solutions to the current energy dilemma. Thermoelectric technology can be used for power generators, Peltier coolers or other applications such as embedded active Traditionally most thermoelectric materials are prepared using high purity elements, which can be very costly and energy intensive. Recently, naturally occurring minerals (e.g., tetrahedrites, argyrodites, bornites, colusites) have attracted increasing attention in thermoelectric research as some have been demonstrated to possess competitive zTs (e.g., zT bornite = 1.2 at 900 K ; zT tetrahedrite = 1.0 at 723 K ; zT argyrodite = 1.1 at 723 K; zT colusite = 0.73 at 663 K). [14] [15] [16] [17] In addition to being less energy intensive to form, many naturally occurring minerals are composed of non-toxic and earth-abundant elements, which are better alternatives to common TE materials composed of toxic or scarce elements (e.g., Pb, Te, As, Ge). Ultralow thermal conductivities (k < 1 W/mK) is a common feature of these investigated minerals. [14] [15] [16] [17] [18] [19] For example, Morelli et al. revealed that for tetrahedrites, there is a correlation between the glassy behavior of thermal conductivity and the Sb lone pairs, inducing strong lattice anharmonicity in the phonon spectra (leading to large Grüneisen parameter). 16, 18 In addition, argyrodite is known for its superionic behavior due to the interaction of mobile cations and vacancies leading to extremely low thermal conductivities. [14] [15] [16] [17] [18] [19] This paper focuses on the mineral bournonite (CuPbSbS 3 ), which is found in sulfide ore deposits. Bournonite crystallizes in a noncentrosymmetric orthorhombic lattice (space group Pmn2 1 ). 20 The crystal structure of the mineral can be related to stibnite, Sb 2 S 3 , in which Pb and Sb atoms possess mixed occupancy on the Sb site (2a) and Cu atoms fill tetrahedral voids (in the 4b site) in the Sb 2 S 3 lattice. A previous description of bournonite by Bairamova et al. indicated that Pb atoms can be substituted by Eu and Yb, and that Sb atoms could be substituted by La and Nd in the crystal structure, indicating a certain degree of chemical flexibility. 21 Although they measured a Seebeck coefficient as high as 480 uV/K at 560 K, the thermoelectric performance was hindered by a low intrinsic electrical conductivity. 21 Magnetic measurement on PbCuSbS 3 nanocrystals fabricated by Wei et al. 22 indicated diamagnetic behavior; furthermore, they measured an optical band gap of 1.3 eV as well as the heat capacity. Dong et al. 23 indicated that stereochemically active lone-pair s 2 electrons are a source of anharmonic phonon scattering resulting in the thermal conductivity as low as 0.81 W/m·K at 300 K and 0.48 W/m·K at 600 K in bournonite and also suggested thermoelectricity as a potential application of bournonite. 23 In this paper, we use high-throughput density functional theory (DFT) to investigate the formation energy, energy above hull, band gap, and maximum n-type and p-type power factor (PF) of 320 compounds that are generated via substitution of elements in natural mineral bournonite. We have two goals for this study. Our applications driven goal is to identify novel compositions in the bournonite structure that exhibits promising thermoelectric properties and is close to thermodynamic stability, i.e., possibly synthesizable. Our scientific goal is to systematically describe how changing composition within the fixed bournonite crystal structure affects various thermodynamic and electronic properties. For this latter goal, we aim to eventually contribute new chemical principles for designing thermoelectric materials. [24] [25] [26] High throughput DFT and electronic transport properties computations are a unique tool because they allow one to rapidly generate large data sets that offer independent control over chemistry and structure, making it possible to separate out factors in a way that is difficult to achieve experimentally.
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Methods
There are several types of calculations that are performed in this study:
1. High-throughput DFT band structure and uniform non self-consistent calculations.
2. Transport properties calculations by two software packages: BoltzTraP 37 and the ab initio model for mobility and Seebeck coefficient (AMSET 38 , previously called aMoBT).
3. DFT calculation of necessary inputs for AMSET code such as phonon frequencies, static and high-frequency dielectric constants, and average deformation potential.
4. Defect formation energy calculations and spin-orbit coupling calculations for candidates that may be promising thermoelectrics.
We describe the methodology used for each of these calculation types separately.
High-throughput DFT calculations
We performed the DFT calculations using Vienna ab initio Simulation Package (VASP 39, 40 ) with the exchange-correlation functional of Perdew-Burke-Ernzerhof (PBE) 41 is [E(AgPbNSe 3 ) -E(Ag) -E(Pb) -
where E() is the DFT total energy. However, a major issue with the formation energy as a thermodynamic stability measure is that most compounds do not decompose into their component elements. A more accurate procedure is to evaluate the energy of the most energetically favorable decomposition, which could include a mix of elements, binaries, ternaries, or higher order compounds. A large decomposition energy, or "energy above hull", will indicate a thermodynamically unstable compound. Calculating the energy above hull requires knowledge of the energies of all compounds that could be made from any combination of the starting elements. To obtain a good approximation to this data, we use all compounds in the Materials Project 46 database. More details on this method and comparison with experimental data is available elsewhere. 47, 48 The electronic band gap, Eg, reported in eV is a well known characteristic of the band structure. The thermoelectric power factors, n-PF and p-PF, are the electronic part of the figure of merit, zT, defined as + where and correspond to electrical conductivity and Seebeck coefficient respectively. The PF quantifies the amount of electrical power that can be generated via a TE material in a limited physical space. We present this quantity in units of µW/cm·K 2 . We note that a power factor of 30 µW/cm·K 2 at T = 600 K is equivalent to zT = 1.8 if we assume k = 1 W/m·K.
Inspired by Zeier et al. 24 , for interpretation of the data, we look at atomic and ionic radii, electronegativity, and bonding environments. The coordination numbers (CNs) have been calculated using the chemenv environment in pymatgen. 45 We employed the SimplestStrategy with a distance_cutoff of 1.4 and an angle_cutoff of 0.3 to automatically calculate the CNs for all the species in all the structures. It should be noted that for each species, we average the calculated CNs for all the sites; we report this averaged CN which may be a non-integer. For example, the CN of Pb (considering both neighboring S and Cu atoms) is 8.5 which is consistent with 8 for one site and 9 for the other as reported previously 23 ; other calculated CNs for bournonite also match previous reports. Calculated CNs are available in the spreadsheet in the Supporting Information.
We used pymatgen's StructureMatcher 45 tool to analyze whether the substituted structures maintained the general lattice shape and local structure motifs of the prototype bournonite structure within an affine transformation mapping. The parameter bounds for the affine transformation and local atomic position matching were length tolerance=0.2, angle tolerance=5, and site tolerance=0.3. For spacegroup analysis, we use an adapter to the spglib library (http://atztogo.github.io/spglib/) as implemented in pymatgen.
Transport properties calculations
The conductivity and Seebeck coefficient (and therefore the power factors) of the substituted structures have been calculated using two techniques. The first calculation method is theBoltzTraP code 37 within the constant relaxation time approximation which is set to τ = 10 -14 s; this arbitrary value is intended for the purposes of qualitatively ranking compounds rather than explicit and accurate prediction of the conductivity. In a previous work, we tested the accuracy of BoltzTraP in computing these quantities over various compounds, finding that the Seebeck coefficient is generally reproduced well but the power factor is difficult to estimate within a global relaxation time approximation. 29 In addition, the known 49,50 underestimation of GGA band gaps further reduces the accuracy of BoltzTrap calculations from GGA band structures, particularly for low-gap (i.e., <0.2 eV) compounds. 29 Nevertheless, BoltzTrap is powerful in that it only requires a band structure as an input, takes into account anisotropy and multivalley effects, and has been well-tested by the community. The second calculation method we use is the AMSET package. 38 The major advantage of AMSET is that it does not assume a relaxation time. Instead, it accounts for different scattering mechanisms such as acoustic and optical phonon scattering as well as ionized impurity scattering. The AMSET method requires the knowledge of some materials parameters such as static and high-frequency dielectric constants and phonon frequencies, which we determine fully ab initio (as explained in section 2.3). AMSET also models inter-band scattering of the heavy and the light band, which is known to reduce the electrical mobility. 51, 52 A disadvantage of AMSET is that it currently uses a one-dimensional model of the averaged band structure for a single pocket, which cannot capture anisotropy and may be less accurate for multivalley compounds. Previous work indicates that, compared with BoltzTrap, AMSET offers more accurate prediction of mobility and almost identical or slightly better accuracy in predicting the Seebeck coefficient. 38 However, for the reasons mentioned above, we use both of these models for screening and narrowing down the choices of promising TE candidates.
The thermal conductivity, k, of bournonite has been measured to be lower than 1 W/m·K at room temperature and decreases even further at higher temperatures. 23 Furthermore, Sb (more generally group 15, s 2 lone-pairs) exhibits a causal relationship with low thermal conductivity in bournonite 23, 53 , and our substitutions always have one element from group 15 included. Therefore, we focus on the electronic properties of these substitutions expecting thermal conductivities to be generally low when such lone pairs are present.
Parameter calculations
The force constants have been calculated using density functional perturbation theory (DFPT) and the phonopy 54 package is used to calculate the phonon density of states (DOS) at the Γ point. The peak with the highest frequency in the phonon DOS has been selected as the longitudinal optical (LO) phonon frequency used in AMSET.
The dielectric constants have been calculated using DFPT in VASP. Petousis et al. 55 have demonstrated that this method is relatively accurate, i.e., within 25% of the experimental measurements for most calculated data. Furthermore, Bahers et al. 56 demonstrated that GGA-PBE functional is relatively accurate in calculating the static and high frequency dielectric constants. We calculate the static dielectric constant by summing the electronic contribution including local field effects and the ionic contribution. At high frequencies where the ionic contribution goes to zero, we approximate the high frequency dielectric constant as equal to only the electronic component. We note that a second way of calculating the high frequency dielectric constant (not used in this work) is to use the calculated static dielectric constant and the LO and TO phonon frequencies and estimate the value of the high-frequency dielectric constant using the Lyddane-Sachs-Teller relation. 57 We also calculate the conduction and the valence band volumetric averaged deformation potentials as described by Faghaninia et al. 38 and Rode. 58 It should be noted that regardless of the value calculated for this parameter or elastic constants, acoustic phonon deformation potential scattering does not limit the mobility in bournonite or its substitutions, hence the value of the deformation potential and elastic constant have a negligible effect on the AMSET calculated values for this specific group of materials.
Defects calculations
We use a 2x2x1 supercell with a 2x2x2 grid of k-point. A total energy convergence criteria of 0.001 eV is used for the relaxation of structures. The formation energy of defect D in q charge state is calculated through the following equation 59 : The chemical potential of elements were obtained from stable region (E h = 0 eV) of the phase diagram supported by all corresponding compounds extracted from Materials Project database using the pymatgen package. 45 For a stable compound, the regions in which the chemical potentials are calculated should include the compound itself. However, for unstable structures (E h > 0 eV), it should include all the compounds that the structure would decompose to. Before applying the corrections, we verify the localization of a charged defect state by checking its wave function. Then, the localized charged defect states are corrected by the extended Freysoldt scheme of Kumagai et al.. 60, 61 For delocalized defects, only the potential alignment between the bulk and neutral state was included.
Data completeness
The calculated data for structures, formation energy, band gaps as well as the energy above hull are complete for all 320 substitutions. There are 9 missing BoltzTraP calculations; however, these compounds do not have a low enough E h to be reported to Table 1 . Furthermore, 61/320 of the AMSET calculations are missing due to various problems in converging the necessary parameter data. However, none of these have a low enough energy above hull to affect our discussion based on Table 1 . Workflow managements software packages such as atomate or FireWorks are not used for AMSET calculations unlike the rest of the calculations in this paper. See the spreadsheet in Supporting Information for more details.
Results
Crystal Structures
Because 319 out of 320 substitutions retain the same space group even after DFT structure optimization, we use Figure 1 to describe the structure of the entire ABCD 3 group where A: {Na, K, Cu, Ag} and B: {Si, Ge, Sn, Pb} and C: {N, P, As, Sb, Bi} and D: {O, S, Se, Te}. The only exception to the orthorhombic Pmn2 1 symmetry is AgSiSbO 3 which relaxes to Pnma (number 62) structure but it is highly unstable (E h = 0.489 eV). The number of formula unit per cell is 4 for all 320 structures (i.e. 24 atoms in each structure). We acknowledge that Na/K and Cu/Ag belong to different groups of the periodic table but for simplicity we consider them in the same group, A, as they all have a +1 oxidation state. However, we analyze them separately when necessary.
Several copper and silver chalcogenides with the general ABCD 3 formula have been previously synthesized such as the cubic AgPbSbSe 3 , AgSnSbS 3 and monoclinic AgPbSbS 3 , AgPbAsS 3 , CuSnAsSe 3 , CuSnSbSe 3 and triclinic AgSnAsS 3 by Kheifets et al. 62 or high-pressure (<45 GPa) cubic AgGeSbSe 3 , AgSnSbS 3 , AgPbSbSe 3 and monoclinic AgGeAsS 3 , AgGeSbS 3 , AgPbAsS 3 , AgPbAsSe 3 and triclinic AgSnAsS 3 reported by Kheifets et al. 63 . However, it should be stressed again that here we only focus on bournonite ABCD 3 substitutions that crystallize only in orthorhombic Pmn2 1 structure. pyramid with 3 S atoms (one S2 and two S3) and the other, Sb2, forms another trigonal pyramid with 3 S atoms (one S1 and two S4). The trigonal pyramid arrangement suggests a lone pair state, as is observed in electron localization function calculations by Dong et al. 23 Pb also occupies two crystallographic sites: one Pb1 atom surrounded by six S atoms (distorted octahedron) and Pb2 with seven S atoms (monocapped trigonal prism). 23 The distorted nature of these environments are also suggestive of a second lone pair behavior.
All is typical of the GGA-PBE functional, which is known to underbind.
We categorize the structures as "bournonite-type" if the final/relaxed structure is similar to that of bournonite in terms of cell shape and atom positions as determined by the StructureMatcher tool in pymatgen. The difference between "bournonite-type" and "nonbournonite" type structures is plotted in Figure 1 -c using CuPbNS 3 as an example of the former and CuPbNO 3 as an example of the latter. As illustrated in Figure S1 , a compound containing K almost never relaxes to a bournonite-type structure because the large size of K blocks other elements from bonding in the desired arrangement. Compounds containing O or N also form bournonite-type structures much less frequently than other elements. As we describe later, substitutions that retain the bournonite structure are more directly comparable and the trends are more clear.
The cell volumes of the substituted structures vary greatly, ranging from 339.9 Å 3 for Figure 2 . The overall correlation coefficient between sum of atomic volumes and calculated cell volumes for all the structures is 0.90. Stated another way, the packing fraction of bournonites falls within a well-defined range, with a mean centered at 0.192 with a standard deviation of 0.027. We note that, for oxides, the sum of atomic volumes appears to be less deterministic ( Figure 2 ) and cell volumes overall fall within a smaller range of values. Furthermore, we note that using atomic volumes based on ionic radii (when available) rather than atomic radii did not improve the level of agreement with the calculated cell volumes.
Potential thermoelectric materials
To evaluate the feasibility of our tested substitutions as thermoelectric materials, we compare their electronic transport properties. Later, we discuss the results of defect formation energy calculations for a few selected compounds to identify mechanisms that limit dopability and narrow down our search for high-performing substitutions with the potential for synthesis.
Transport properties
We calculate the Seebeck coefficient and mobility/conductivity of all 320 structures via BoltzTraP and AMSET. To focus our search on compounds with the greatest chance of successful synthesis in the bournonite structure, we present the ten compounds with the lowest energy above hull, E h , (i.e., most stable) in Table 1 , where n-PF (n-type power factor) and p-PF are calculated with BoltzTraP at the fixed carrier concentration of c = 10 20 cm -3 and T = 600 K to compare the candidates at reasonable doping and operating conditions. For these calculations, we assume a constant relaxation time of τ = 10 -14 s across all temperatures and carrier concentrations. We emphasize again that this assumption is intended for the purposes of qualitatively ranking compounds rather than explicit and accurate prediction of the conductivity. We acknowledge the limitations of such assumptions when the calculated properties are compared with experiment as discussed elsewhere. 29, 38 As a second method to compare power factors, n-PF * /p-PF * are calculated via AMSET. We note that the calculated power factors via AMSET, PF * , are different and generally higher than those calculated via BoltzTraP; we will discuss this further in the Section 4. For the remainder of our analysis, we narrow down our choices to relatively stable compounds with earth abundant elements in them which have a high calculated p-PF * .
We identify three such candidates: CuPbSbSe 3 , CuSnSbSe 3 and CuPbAsSe 3 . To our knowledge, CuPbSbSe 3 is a novel compound that is yet to be synthesized and CuSnSbSe 3 has only been reported 62 in the monoclinic phase (i.e., not bournonite). Although CuPbAsSe 3 contains arsenic, which is non-ideal for practical application, its defect and band structure properties are favorable for TE applications. We pursue defects calculations for these candidates in Section 3.2.2. We also discuss the band structures and power factors in Section 4. As previously mentioned, Kheifets et al. 62 reported highpressure synthesis of monoclinic CuSnSbSe 3 . We also calculated the p-PF and p-PF* of this compound to be 18.7 and 1.8 µW/cm·K 2 respectively.
Defects
The calculated formation energy versus Fermi level plots for intrinsic defects of CuPbSbS 3 , CuPbSbSe 3 , CuSnSbSe 3 and CuPbAsSe 3 are presented in Figure 3 . All of these compounds are susceptible to acceptor (electron killer) defects (e.g., V Pb , Cu Pb , Sn Sb …) with negative formation energies at the Fermi levels close to the CBM. These acceptor defects will act as electron-killers and impede n-type doping. 65 Although we have not explicitly calculated the defect formation energy of all possible bournonite substitutions, we expect that some type of acceptor vacancies will persist throughout the series of bournonite compounds (see Figures S6-S8 for vacancy formation energies at all chemical potentials). Therefore, it will be extremely difficult to dope these materials ntype and they are expected to all exhibit intrinsic p-type behavior. Therefore, we focus on p-type dopability of these compounds and we report in Figure 3 . the defect energy levels at the region of the phase diagram that result in the most favorable acceptor energy levels.
The main acceptors close to the VBM of bournonite (Figure 3-a) are Cu on Pb site (Cu Pb ) Table 1 . However, at Sb-rich condition ( Figure S6 ), at or below this level the formation of hole killers is more energetically favorable than acceptors which results in Fermi level pinning, maintaining E F higher than the VBM. This is likely to result in low intrinsic hole concentration and low intrinsic electrical conductivity, and may explain the very low experimentally measured conductivity of bournonite by Bairamova et al. 21 We suggest that synthesis be attempted under Sb-poor conditions, where the formation energy of hole-killers is well above 0 eV (Sb Pb in Figure 3 -a).
There are a few possible ways, under equilibrium, to increase the hole concentrations and avoid the Fermi pinning issue 65 when it exists. First, we can extrinsically dope the compound with an acceptor that has a lower formation energy than the Sb Pb defect. Second, we might attempt to move the absolute position of the VBM higher, bringing it closer to the position of the pinning level. Third, we may attempt to identify a substituted compound in which intrinsic C on B (donor) defect has a higher formation energy compared with acceptors while retaining stability and the same or better thermoelectric properties.
Regarding the first approach, we calculated the defects level of the following five candidates for extrinsic acceptors: In Pb , Ge Sb , Sn Sb , P S and As S . The formation energies of these extrinsic defects at portions of the phase diagram, i.e., for different chemical potentials, are available in Figures S9-S13. We find that none of the proposed acceptors possesses a lower energy than the hole killer Sb Pb . However, it is possible that other extrinsic substitutional or interstitial dopants that we not evaluate could be more favorable.
Regarding the second mechanism, Cu/Ag hybridization with S/Se hybridization might be a way to push up the position of the valence band as discussed later. However, we did not attempt to evaluate absolute band positions in this work, e.g., through explicit slab plus vacuum calculations.
Finally, we calculate the intrinsic defects formation energy of bournonite substitutions, in particular those of CuPbSbSe 3 , CuSnSbSe 3 and CuPbAsSe 3 as presented in (Figure 3-b,c,d ). While the shape of the defects levels in CuPbSbS 3 and CuSnSbSe 3 are similar, for CuPbSbSe 3 the intersection of dominant acceptor is Cu Pb whereas for CuSnSbSe 3 it is Sn Sb . For both materials, the intersection of the dominant acceptor with the hole killer (Sb on the B site) lies below or near the valence band, suggesting that p-type dopability should be comparable to the prototypical CuPbSbS 3 (or, for CbPbSbSe 3 , perhaps a little more favorable). Here too, Sb-poor environments are recommended for the same reasons as in bournonite. However, Sb-poor environments are of particular importance in CuSnSbSe 3 because this affects both the dominant acceptor and the hole killer. Discordantly, the CuPbAsSe 3 defect plot (Figure 3-d) indicates various acceptor defects such as V Pb , V Cu and Cu Pb that are more favorable than the next most favorable hole killer, As Pb by a large margin. Furthermore, Cu Pb is already a shallow acceptor with a very low formation energy which may result in very large intrinsic hole concentrations in this material, which is desirable based on the transport calculations presented in Table 1 .
Perhaps the most important limitation of the present defect analysis is the underestimation of the band gap by DFT, which is a well-known issue in predicting the correct defect levels. 66 One way of improving the analysis is to recalculate, at least for the most favorable donors/acceptors that we report, the energy levels using a hybrid functional. This may result in a lower formation energy of the Sb Pb or Sn Pb barriers against high doping levels. However, we expect that several conclusions are unlikely to change even with more accurate modeling, such as strong p-type tendencies of this group of compounds, which is also consistent with known p-type conductivity in similar Cu-S/Se materials (as we discuss more in Section 4).
Property trends with substitutions
We calculate various properties for each of the substitutions and compare them to see how each changes with substitutions along the same groups in the periodic table and whether they follow a pattern or a general "rule". As a first visualization, for a given property, we held a single element constant and plot the target property's value for each of all remaining combinations. For example, when examining formation energy, we might fix A = Na and plot formation energy values for all the 80 remaining B, C, D combinations. This type of visualization is presented in Supplementary Figure S14 . This figure is helpful for examining raw data but is at too fine a resolution to visualize broad trends.
As a second visualization, for a given property, we hold a single element constant and average that property's value across all the remaining combinations of possible elements in other sites, as depicted in Figure 4 . For example, we might fix A = Na and plot the average of values for the 80 remaining B, C, D combinations. Because there can be a high degree of variation in averaging the property values of many data points within diverse chemistries, data points in Figure 4 also include an "error bar" that represents the standard deviation of observations from the average.
We will analyze some of the trends from Figure 4 in the Discussion section. However, one aspect to note is the large standard deviations of the data points: even in cases where averaged properties follow clear trends when moving down a group in the periodic table, very large standard deviations indicate that holding a single element constant certainly does not tightly constrain the property values when given freedom of selection in the remaining elements.
Similarly, one can ask whether it is possible to tell whether a given property will increase or decrease if three of the elements in bournonite are held fixed and the remaining element is allowed to vary. As mentioned earlier, the raw data for to answer this question for specific systems can be visualized in Supplementary Figure S14 . As a "coarsegrained" version of this question, we plot Figure 5 the tendency of several properties to increase or decrease when moving down the periodic table for a particular site while holding the other elements constant. For our analysis, each time that moving down a row in the periodic table for a given group increases the property value, we add 1 to a running sum, and each time this decreases the value, we subtract 1; the total sum is divided by the number of observations. This results in a scale of -1 (moving down a group always decreases the property, i.e., dark red points) to +1 (moving down a group always increases the property, i.e., dark blue points). For example, the darkest colors, and therefore the most reliable trends of increase/decrease when moving down a group, are for formation energies (apart from Na vs. K, which does not strongly affect the formation energy). We discuss these points more in Section 4. Using Figure 4 and Figure 5 , we discuss broad trends in property values upon chemical substitution in the bournonite crystal structure. We first examine the formation energy, for which qualitative trends can be described fairly reliably. Figure 5 illustrates that moving down the periodic table almost always tends to increase the formation energy (i.e., less negative formation energies) for the A and D sites (dark blue) but decreases the formation energy for the B and C sites (medium to dark red). The exception is A = Na versus A = K, which has little effect on the formation energy on average. Because formation energies with respect to elements are not an important metric for the evaluation of thermoelectric compounds, such trends (even though they are strong) are not particularly useful from a technological standpoint.
A more relevant measure of the stability is the energy above hull, E h , as described in Section 2.1. Because E h is a more complex metric that evaluates decomposition into many different types of products, its trends with chemical substitution of a single element are not as dependable as for formation energy. This is confirmed by the lighter colors overall in Figure 5 for E h versus E form . However, despite individual differences, several major trends in stability can be observed. First, K-based compounds tend to be less stable Figure 5 . A visualization of trends in property changes of bournonite when substituting elements by moving down a group. The number of times that a property increases or decreases when we replace one element in ABCD3 with a heavier element immediately lower (e.g. Si/Ge not Si/Sn) in the periodic table divided by the total number of comparisons presented in a scale -1 (always decreasing) to 1 (always increasing). Darker colors represent a more consistent change of that property, e.g., there is a strong tendency for band gaps to decrease for heavier anion (dark red for row Eg, column O, S, Se, Te). For more details, see the accompanying text.
than Na-based compounds (despite their similarities in formation energy). As mentioned previously, this should be expected because K is a very large cation that makes it extremely difficult to retain the bournonite atomic arrangement. In all likelihood, both Na and K are too large to fit comfortably in the tetrahedral A site in bournonite: no compound for A=Na or A=K exhibits E h < 0.050 eV/atom. The bournonite structure is much more robust for A=Cu or A=Ag, retaining its atomic structure 85% of the time for these elements overall ( Figure S1 ) and with E h as low as 0.001 eV/atom for A=Cu and 0.010 eV/atom for A=Ag. Regarding the B site, B=Si is essentially never stable in the bournonite structure (lowest E h is 0.135 eV/atom). Common decomposition products (involved in more than 10 entries) include SiSe 2 , SiS 2 , SiO 2 , and Si 3 N 4 ; as may be expected, there is a strong tendency to decompose to compounds with Si in sp 3 hybridization rather than residing in a distorted 6-or 7-coordinated site within what would be a very unusual divalent, lone pair Si 2+ . Even apart from the unstable nature of Si in bournonite, there is a further tendency for the bournonite structure to become more stable moving down the group for B-site atoms, i.e., E h decreases from Ge->Sn->Pb, as indicated by the red color in Figure 5 and as presented in Figure 4 . This result is in-line with previous reports that the potential to form the divalent state increases going down the group from Ge to Sn to Pb. 67 A similar situation exists for the C site -the cation with the lowest Z (C=N 3+ ) is an unusual and unstable state (even the most stable N 3+ compound in our study has E h = 0.201 eV/atom). Apart from nitrogen, there is a broad trend of increasing stability with higher Z values (light red in Figure 5) , although Sb appears to be more stable than Bi (some recent evidence suggests that Sb lone pairs are more favorable, at least within oxides, than Bi lone pairs 67 ). In addition, the average stability of Sb-and As-containing substitutions is very similar, which is somewhat surprising given the difference between the chemistry of such compounds. Finally, for the D site, we find that oxide bournonites are generally unstable; they only retain the bournonite structure in 31% of substituted structures ( Figure S1 ) and none have E h < 0.050 eV/atom (although NaAsPbO 3 , with E h = 0.051 eV/atom, comes close). For the other choices of D (S, Se, Te), Figure 4 reveals that the average stability is similar. However, when examining the most stable compounds, all compounds that have E h < 0.010 eV/atom are sulfides, and all compounds with E h < 0.049 eV/atom are either sulfides or selenides. Thus, it appears that forming a stable bournonite is easier in sulfides and selenides than in tellurides. It is possible that this trend can be rationalized by work from Walsh et al. 67 demonstrating that the positions of anionic levels strongly affect the potential of cations to form stereochemically active lone pairs. Within this perspective, the p states of only the more electronegative anions (e.g., sulfur) are deep enough to mix with cation s states. This mixing results in antibonding states that can subsequently interact with cation p-states, stabilizing the stereochemically active lone pair state. This interpretation would explain why we do not have any tellurides in our list of most stable compounds. However, it does not explain the issues with retaining the bournonite structure in oxides, which is likely due to other factors such as the size of the anion.
Next we examine the band gap. We note that band gaps in GGA are systematically underestimated 49, 50 such that the quantitative value of the results are likely incorrect;
however, the qualitative trends should be reliable (an exception is that non spin-orbit coupling calculation can sometimes overestimate the band gap for systems with strong spin-orbit coupling). Figure 4 and Figure 5 clearly depict a well-known trend that band gaps decrease when the anion is exchanged for a larger, less electronegative one (i.e., decreases from oxides to tellurides) due to increased covalency and reduced ionicity as well as increasing cell volumes, in-line with tight-binding theory 24 . A similar effect may explain the larger band gaps of Na and K versus Cu and Ag (Figure 4 ), although this comparison is likely complicated by the fact that the final atomic arrangements of Na and K atoms in our calculations are not always of "bournonite type", as discussed previously. Overall, for elements that tend to be relatively stable in bournonite (i.e., excluding Na, K, Si, N, and O), there appear to be two broad groups of compounds: large unit cells with relatively low electronegativity differences (>725 A 3 cells with standard deviation of electronegativity <0.2) and smaller unit cells with medium electronegativity differences (<725 A 3 cells with standard deviation of electronegativity >0.2). For the former group, the average band gap is only 0.08 eV whereas for the latter group, the average band gap is 0.63 eV. Thus, electronegativity and size clearly play a large role, although there exists significant scatter in band gap values within each group, suggesting that size and electronegativity are certainly not the only important factors (see Supplementary Figure  S3 ).
Another trend is that band gaps for silver-based compounds are typically larger than those for copper-based compounds, despite (i) copper and silver have very similar Pauling electronegativities and (ii) silver is the larger cation, and larger volumes typically reduce the gap. We believe that this trend is due to Cu + d-states lying higher in the valence band than Ag + d-states, and indeed lying higher than the anionic p-states of O, S, and Se. The projected density of states (DOS) for CuPbSbS 3 plotted in Figure 6 confirms that the contribution of Cu + d-states to the valence band is larger than that of S 2-p-states.
Even for the selenide (CuPbSbSe 3 ), the DOS projection for Cu + d-states is higher than that of the anion. This is in contrast to Ag + , for which we find that both Se 2 and S 2-anion states contribute slightly more to the valence band than Ag + . We note that these band edge trends are consistent with a previous data mining study that we performed on the contributions of different ions to the valence and conduction bands of materials 68 . The band structure of CuPbSbS 3 calculated via GGA+U (U=3.0 as a test) has the same characteristic of Cu-d states vs. S and Se p states in the valence band (though the band gap increases as expected, see Figure S5 ). Thus, the band gap of Cu-containing compounds is reduced to due to the high position in the valence band of Cu + .
The band gap for the B and C cation sites demonstrate opposite trends ( Figure 5 ): whereas the gap tends to increase with larger B site ions, it tends to decrease with larger C site ions (with the exception of C=N, which is an outlier). The reasons underpinning these trends are unclear; although increasing the size of a cation often reduces the band gap due to increased cell volume and separation between atoms, the opposite effect can also occur in systems with lone pair electrons 24 such as the B and C sites of bournonite.
Although Figure 4 and Figure 5 indicate no strong trends in the power factors, one interesting observation can be made about the standard deviation of power factors as indicated by the "error bars" in Figure 4 . For n-type calculated power factors, all standard deviations are relatively large, showing that holding any single element constant does not constrain the power factor to a great degree. However, for p-type power factors, the range of calculated power factors is smaller for Cu, S, and Se. This is consistent with our earlier statements that these three elements tend to dominate the valence band edge when present, and thus constraining these elements is more likely to "pin" the power factor at a particular value. In contrast, the conduction band is formed by a mix of all elemental states and is more difficult to assign to a single element.
In addition to the band structure and density of states (DOS) plotted in Figure 6 , we also calculated the band structure and power factors of some substitutions taking spin orbit coupling (SOC) interactions into account. The band structure plotted in Figure 6 agrees well with that previously reported by Dong et al. 23 : 0.69 eV direct gap which is equal to what we calculate (Table 1) . Furthermore, the SOC interaction ( Figure S4 ) reduces the band gap and shifts the position of the CBM to lie between the Y and G points, making the gap indirect, also consistent with the previous results of Dong et al 23 . We note that including SOC mainly affects the conduction band, such that p-type properties are largely unaffected by SOC. For CuPbSbS 3 and CuPbAsS 3 , our calculated p-PF were equal within 0.1 µW/cm·K 2 with or without SOC. For CuSnSbSe 3 , p-PF with SOC included is 5.5%
higher, which is somewhat significant but still small enough to justify comparisons between calculated p-type power factors without including SOC.
We explain some of the transport calculation results further examining the band structures and the parameters used in the calculations. First, we note that, apart from two exceptions out of ten that we discuss later (CuSnSbS 3 and CuSnAsS 3 ), the AMSET and BoltzTraP results agree well in terms of qualitative trends (Figure 7 ). In addition, it is possible to use the AMSET results to determine an "equivalent" BoltzTraP relaxation time of = 4.0×10 G*H seconds that results in similar quantitative predictions between AMSET and BoltzTrap (blue line, Figure 7 ).
One trend in the transport results is that the AMSET-calculated p-PF* increases when S is substituted by Se. Selenium more strongly participates in the valence band (See Figure  S2) reducing the hole effective mass, m h * through increased hybridization (m h * =1.0 for S and 0.78 for Se). In the AMSET model, replacement of sulfur with selenium results in a small detrimental effect on the Seebeck coefficient (178 µV for CuPbSbS 3 to 159 µV for CuPbSbSe 3 ) but also a much stronger positive effect on the mobility from 42 to 68 cm 2 /V·s. This effect originates from both the ionized impurity and longitudinal optical (LO) phonon scattering being weaker for CuPbSbSe 3 than CuPbSbS 3 . In particular, the LO phonon mobility is 61 cm 2 /V·s in CuPbSbS 3 while it is 95 cm 2 /V·s for CuPbSbSe 3 . Table 1 . The AMSET conductivity for CuSnSbS3 and CuSnAsS3 is low due to the presence of inter-band scattering, as shown by the inset band structure diagrams that illustrate valence band degeneracy for CuSnAsS3. Calculated Seebeck coefficients are available in the Figure S15 .
The same arguments hold true when we compare the properties of CuPbSbS 3 vs. CuSnSbSe 3 (i.e., Pb->Sn and S->Se). The AMSET Seebeck coefficient for CuSnSbSe 3 is almost unchanged (175 µV ) while the mobility is again significantly improved (69 cm 2 /V·s, limited by LO phonon = 109 cm 2 /V·s).
We also note that AMSET calculations of two compounds in Figure 7 exhibit anomalously low power factors. For example, even though it might be expected that CuSnSbSe 3 would possess similar electronic properties to CuSnSbS 3 , we see that the AMSET predicted p-PF drops significantly. A close look at the band structures of these two compounds (Figure 7 insets) Figure 6 ). Because the barriers to forming p-type materials are not too high, it may be possible to introduce extrinsic defects that form a high concentration of holes or in the case of CuPbAsSe 3 have a high intrinsic hole concentration. In addition, our calculations reveal that Sb-poor synthesis conditions may facilitate p-type doping in Sb-containing bournonite substitutions. We note that a recent study by Tamaki et al. on Mg 3 Sb 2 observed that even small changes to stoichiometry can have outsize effects on doping and thermoelectric properties, 72 suggesting that such experiments may be worthy of future study. Furthermore, we calculated that the hole killer levels in both CuPbSbSe 3 and CuSnSbSe 3 relative to the VBM are higher than in the prototypical CuPbSbS 3 such that these substitutions may be promising new materials. It should be noted that these results would be more clearly confirmed by employing a hybrid functional (e.g., HSE 73 ). However, we hope that this study will be helpful to guide thermoelectric researchers toward designing high efficiency earth abundant natural minerals (specifically bournonites) to be used in thermoelectric applications.
We have employed first-principles calculations to evaluate several properties of 320 substitutions into the bournonite structure. We evaluated optimized structures (including cell volumes and whether they retain a bournonite arrangement), E form , E h , E g , σ, α, power factor, and defect properties. Based on these calculations, we find that CuPbSbSe 3 , CuSnSbSe 3 and CuPbAsSe 3 may be interesting candidates for further study. Particularly CuPbAsSe 3 possess excellent defect and transport properties. Furthermore, we analyze and explain the defect behavior of these materials, including their strong p-type dependencies. We also compare two different models of transport and demonstrate how calculating scattering effects can be used both to determine an equivalent relaxation time as well as to account for inter-band scattering. Finally, we explained trends in the stability and band gap of these materials with chemical substitution. In particular, we note that bournonite atomic arrangement is not always retained upon structural optimization, and that lone pair effects may be important in stabilizing the desired arrangement. Thus, our study suggests both specific compound candidates as well as new insights that can be used to guide the exploration of bournonite-type materials.
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ABBREVIATIONS
A: group of elements in ABCD 3 structure: {Na-K-Cu-Ag} B: group of elements in ABCD 3 structure: {Si-Ge-Sn-Pb} C: group of elements in ABCD 3 structure: {N-P-As-Sb-Bi} D: group of elements in ABCD 3 structure: {O-S-Se-Te} X: Pauling electronegativity CN: coordination number E form : formation energy per atom (eV/atom) E df : formation energy of a defect (eV) E F : Fermi level (eV) E h : energy above hull (eV/atom) E g : band gap (eV) n-PF: maximum n-type power factor p-PF: maximum p-type power factor c: carrier concentration (cm -3 ) 
