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Chapter 1
Introduction
1.1 Overview
Digital data has presented an exponential growth over the past years. The
problem with this fact is that as available data grows, it becomes more diffi-
cult to manage the information. This phenomena is known as the Information
Explosion [29].
Organizations are not free of this issue, but thanks to advances on the ar-
eas of machine learning and data mining, they are able to learn and discover
information from their data. Nevertheless, there is one kind of data that these
disciplines do not address, that is the one related to the events recorded by their
information systems.
Nowadays, business processes rely more and more on the information sys-
tems, making them essential for an organization. From hospitals that record
the histories of the patients to banks making thousands of transactions per day,
information systems produce data that can be very valuable to their owners.
Then, the challenge is to exploit event data in a meaningful way to be able to
analyze the processes based on the information found. That is the objective
of Process mining, a research discipline that provides a bridge between data
mining and business process modeling (BPM).
The BPM life-cycle is presented in Figure 1.1. The activities performed
during the business process management can be grouped into five phases:
• Design: in this phase the identification of existing processes and the con-
ception of the desired processes is done. It contemplates the verification
of the present requirements that the processes must satisfy.
• Modeling : this phase involves the theoretical analysis of the possible sce-
narios that could arise during the execution of the processes.
• Execution: this phase encompasses the implementation of the processes in
terms of software, i.e., the selection and configuration of an information
system.
• Monitoring : in this phase individual processes are tracked in order to have
information about the performance of the processes.
1
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Figure 1.1: The BPM Life-Cycle
• Optimization: this phase includes the analysis of the data retrieved in the
monitoring phase to detect potential problems in the processes.
Throughout the BPM life-cycle, data and models are generated and used
in the different phases of the cycle. However, while the design and modeling
phase, the event data produced during the execution of the processes is not often
considered. The idea of Process Mining is to discover, monitor and improve real
processes by extracting knowledge from the event data recorded by information
systems. This gives the possibility to provide a full vision of the actual processes
that are being executed using a formal process model.
An important challenge in the area of Process Mining is discovery, since
the derivation of a formal process model that replays the behavior hidden in the
traces of a log is a very complex problem. In spite of this, several process discov-
ery algorithms have been proposed in the last decade, with different complexity,
learning capability and tool support [31].
There are two main characteristics of a log that hamper the performance
of process discovery algorithms: noise and incompleteness. The first refers to
the inclusion of rare or infrequent behavior which do not reflects the important
part of a process. In the worst case this noisy behavior is contrary to the rest
of behavior of the log. The impact of the presence of noise in a log can be
illustrated by performing a cluster analysis of the traces log. Figure 1.2 and
Figure 1.3 show a cluster analysis performed on a log without noise and on a
copy of the same log including with 50% of noise, respectively. The clusters
were obtained with the function CLUSPLOT [25], which uses a partitioning
clustering method to display the bivariate plot of the objects relative to the first
two principal components, in this case the objects were the traces of the logs
expressed as n-dimensional Parikh vectors. As it can be seen, in the presence
of noise the clusters vary in a significant manner.
When discovering a model from a log that contains noise, the discovery tech-
niques may incorrectly try to learn the concept underneath the noisy behavior,
thus resulting in a model with very limited value. In practice, noise is mani-
fested as random replacements or incorrect insertions of activities in some traces
of the log. On the other hand, incompleteness corresponds to the fact that logs
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Figure 1.3: Cluster analysis of a log with 50% of noise
usually represent only part of the complete process, and therefore not all the
behavior is available for the discovery algorithms. The approach presented in
this thesis addresses the noise problem.
1.2 Abstract Interpretation
The formal verification of a system consist in proving or disproving its correct-
ness with respect to its formal specification. Since the problem of verifying a
program is undecidable and in practice has a very high complexity, it is com-
mon to use approximation techniques in order to solve the problem. One of
the characterization that might be given to the behavior of a system can be
fixpoints [14].
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Abstract interpretation [12] can be seen as a theory of approximation, mostly
applied to perform program verification, that defines a procedure to analyze the
behavior of a system. It provides constructive and effective methods for fix-
point approximation in order to provide an abstraction of a complex behavior
that contains only relevant information for checking the specification. The ap-
proximations can be done using different abstract domains that describe the
numerical properties of the system, being the convex polyhedra domain [13] the
most relevant for this thesis.
As presented in [6], process discovery can also be performed using the theory
of abstract interpretation, this is accomplished by transforming the prefixes of
the traces of a log into Parikh vectors that are placed in an n-dimensional space
(n representing the number of events in the log), and a convex polyhedra covering
all these vectors is constructed. From the polyhedra a set of invariants can be
obtained, which is then translated into a formal process model.
1.3 Motivation
At the moment, very few techniques in the literature address the presence of
noise [33, 20, 18, 40]. The way these algorithms deal with noise and incom-
pleteness is similar. The contribution of this thesis is a novel strategy to deal
with noise that deviates from the methods that have been traditionally used to
tackle noise.
The proposed approach combines the technique from [6] with sampling, in
order to effectively bound the amount of noise the discovery algorithm must
experience. To discover a model from a log that contains noise, the technique
consist of a two-step approach. First, the percentage of noise in the log must
be known, this could be accomplished by preprocessing the log. This thesis
assumes that this stage has been performed, and therefore concentrates on the
second stage of the approach.
Once the noise percentage of the log is available, the proposed second stage
is devoted to discover a process model by performing successive samplings which
will be inputs of the abstract interpretation approach for process discovery
from [6]. The size of these samples is determined by considering probability
arguments on the noise percentage of the log in order to guarantee with high
probability that each sample contains a negligible amount of noise. For each
sample obtained, the approach from [6] extracts a set of invariants which may
represent the control-flow part of the process. The goal is to produce invariants
for the main part of the process relaying on the fact that the samples are almost
free from noise. Besides, since different samplings produce different invariants,
the frequency of generation of the extracted invariants will be taken in to ac-
count to decide which invariants will be used to describe the process. Moreover,
a variation of the technique that uses Principal Component Analysis [19] to
determine groups of highly related events is considered for the cases in which
the logs are complex, i.e., the number of different events is too large.
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1.4 Organization of this thesis
Chapter 2 presents an overview of the area of Process Mining and the sub-
discipline this work belongs to, Process Discovery. Some of the formalisms used
to represent models are presented. In addition, the problem addressed by this
thesis is described and the state of the art is reviewed. Finally, an example of a
Process Mining practice is provided.
Chapter 3 introduces the theory of abstract interpretation and provides a
description of three of the abstract domains considered in this work. Then,
Chapter 4 describes an approach to combine Process Mining and Abstract In-
terpretation to discover process models.
Chapter 5 presents the main contributions of this work, a sampling approach
thats uses abstract interpretation to perform process discovery in the presence
of noise. It illustrates how the discovery algorithm chooses the size of samples
in order to contain a limited fraction of noise with high probability. Then, two
proposed process discovery techniques that address the presence of noise are
described. Finally, an example of both techniques is provided.
Chapter 6 shows the experiments conducted to evaluate the proposed tech-
niques. Then, Chapter 7 provides the conclusions drawn from the experiments
and some directions to follow as future work.
6 CHAPTER 1. INTRODUCTION
Chapter 2
Process Mining
In this chapter the definition of Process Mining is presented, including a brief
description for each different discipline that can be performed. Then, the de-
scription and definition of the starting element of Process Mining, an event log,
is provided, followed by a summary of some of the models for process mining.
Thereafter, the specialty of Process Mining on which this work is based, Pro-
cess Discovery, is described in depth. In addition, we provide an example of
a process mining practice and finally, we present the formal description of the
problem of the presence of noise in the data and its consequences for Process
Discovery techniques.
2.1 Introduction to Process Mining
Process Mining is a research discipline intended to close the BPM life-cycle by
extracting knowledge from data recorded by information systems, helping the
understanding of the real processes that are performed. Process mining can be
located in between data mining, and process modeling and analysis.
The main idea is to discover, monitor and improve the actual processes
by analyzing the events logs recorded by the information systems. There are
three types of Process Mining techniques that can be conducted, these are:
Discovery, Conformance and Enhancement. Figure 2.1 shows the interaction
of the different Process Mining techniques with the event logs and the process
model.
Figure 2.1: Interaction of Process Mining techniques
7
8 CHAPTER 2. PROCESS MINING
The Discovery technique consist in producing a model from an event log.
This technique will be described in detail in the next section, as it is the core of
this work. Conformance refers to the action of analyzing the quality of a model
extracted using a discovery technique. The typical inputs for conformance are
a log and one process model, although some different scenarios may occur, for
instance, given a number of models, conformance can be used to find which
model best represents the log. Conformance analysis measures the quality of a
process model with respect to an event log using the following four criteria:
• Fitness: the model should capture the behavior of the log, therefore it
measures how much of the behavior of the log can be represented by the
model.
• Precision: the model should avoid to replay behavior that is completely
unrelated to the one expressed in the log, hence it refers to how much of
the behavior allowed by the model over-generalizes the one reflected in the
log, i.e., underfitting the log.
• Generalization: the model should not restrict the behavior to specific
examples of log, then it considers how much of the behavior of the log is
not generalized by the model, i.e., overfitting the log.
• Simplicity : the model should be as simple as possible, it measures how
understandable, meaningful and compact a model is depending on the
modeling language used to represent it and its goal.
Finally, Enhancement concerns the improvement and extension of a given
model using information about the actual process contained in an event log. This
technique aims to enrich or detect difficulties on the model, i.e., bottlenecks, by
extending or changing the input model.
Depending on the kind of information desired to extract, one could approach
Process Mining from four different perspectives, these are:
• Control-flow perspective: the focus is the control-flow, the sequence in
which events of the process occur. The goal is to find all possible paths of
the events. This thesis would only consider this perspective as the goal is
to discover the control-flow of logs that contain noise.
• Organizational perspective: the interest of this perspective is the resources
involved in the process, the actors that participate and their relationships.
The objective is to match actor with roles and to show the social relations,
i.e., the social network of the process.
• Case perspective: this perspective concerns the values that data elements
of the process might have for some particular case or instance of the pro-
cess.
• Time perspective: the focus is the time and frequency of the events, there-
fore it is necessary to consider event logs with timestamps, this allows the
detection of bottlenecks or resources usage.
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2.2 Event Logs
Let us now introduce the starting point for Process Mining, the event logs. An
event refers to an activity or step of a process. All three types of Process Mining
consider that information systems are capable to record events sequentially. It
is assumed that a log describes only a single process and moreover, an event
belongs to a single instance of the process which is called a case. Hence, a
process is represented by cases and these latter consist of a series of ordered
events.
Case Id Timestamp Event Type Resource
1 2012-05-22 01:00:00+02:00 Register order complete John
1 2012-05-22 01:01:11+02:00 Check availability complete Mary
1 2012-05-22 01:03:34+02:00 Send order complete Mary
1 2012-05-22 01:04:17+02:00 Update stock complete John
1 2012-05-22 01:05:53+02:00 Approve order complete Steve
2 2012-05-22 04:30:00+02:00 Register order complete Mary
2 2012-05-22 04:31:11+02:00 Check availability complete Mary
2 2012-05-22 04:33:34+02:00 Request rejection complete John
2 2012-05-22 04:36:59+02:00 Reject order complete Steve
... ... ... ... ...
Table 2.1: Example of an event log
A sample event log is shown in Table 2.1. By looking at this example one
may notice that event logs can contain extra information related to the events,
such as timestamps, resources, types, etc. Process mining techniques might use
this information to provide a better understanding of the process.
To formalize the concept of log, we introduce some mathematical notation.
Given a set T , P(T ) denotes the powerset over T , i.e. the set of possible subsets
of elements of T . Now, we provide a formal definition for an event log: A log is
a set L ∈ P(T ∗), where T represents the set of all possible events.
Furthermore, the elements contained in the set L, called traces, can be de-
fined as follows: A trace is a sequence σ ∈ T ∗. Given a trace σ = t1, t2, . . . , tn,
and a natural number 0 ≤ k ≤ n, the trace t1, t2, . . . , tk is called the prefix of
length k in σ.
2.3 Models for Process Mining
Understanding a process might be a difficult task if only a written description is
available. To ease this duty, processes are represented graphically as models in
order to visually show what needs to be executed and in which order. Process
mining techniques are not tied to a single model formalism, hence, we now
present some of the models used to represent processes in process mining.
2.3.1 Petri Nets
Petri nets [24] are a graphical and mathematical language for the modeling of
systems that present concurrency and resource sharing. They are one of the
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Figure 2.2: Example of a Petri net
most studied process modeling languages [31]. The language generalizes the
automata theory to be able to introduce the concept of concurrency.
A Petri net is a bipartite graph where the nodes are represented by places and
transitions. In addition, places can contain tokens that represent a nonnegative
integer. The idea is to execute firings of the transitions so that the tokes can
flow through the net. The states of the net are called markings. Figure 2.2
shows an example of a marked Petri net. Note that the structure of the nets is
static but it is subject to different markings. Let now provide a formal definition
of a Petri net:
Definition 2.3.1 (Petri net). A Petri net (PN) is a tuple (P, T, F,M0) where P
is a finite set of places, T is a finite set of transitions, F : (P × T ) ∪ (T × P )→ N
is the weighted flow relation and, the initial marking, M0 ∈ N|P | defines the ini-
tial state of the system.
A transition t is enabled in a marking M if there are enough tokens in its in-
put places so that is possible to fire the transition, i.e., ∀p ∈ P : M [p] ≥ F (p, t).
The firing of an enabled transition t in a marking M changes the token distri-
bution to M ′, denoted M t→M ′. The marking M ′ is defined by:
∀p ∈ P : M ′[p] = M [p]− F (p, t) + F (t, p)
The set of all possible markings reachable from M0 is called the Reachability
Set and its elements form a graph called the Reachability Graph (RG(PN)). The
language of the reachability graph of the net is denoted L(RG(PN)) or simply
L(PN). A place p is redundant if its removal does not changes L(PN). Finally,
if ∀p : M ′(p) ≤ k where k is a finite number for any marking reachable from
M0, the Petri net is said to be k-bounded or simply bounded. If no such number
exists, it is said to be unbounded.
2.3.2 Other Models
Apart from Petri nets, there are several models discovery algorithms can use to
represent processes, some of the most common are:
• Casual nets (C-nets) [32]: A casual net is a graph composed of nodes,
which represent activities, and arcs which correspond to casual dependen-
cies. Furthermore, each activity has a set of possible input and output
bindings.
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Figure 2.3: Example of three different models
• BPMN notation [41]: In this notation, activities are called tasks and they
can be nested. The logic routing is done using split and join gateways such
as: OR-split, AND-split, XOR-join, etc. In addition, there are events to
denote that something happened.
• Transition Systems [3]: A transition system is a type of automata formed
by states, represented by circles, and transitions characterized as arcs. A
transition goes from one state to another through a specific activity.
• YAWL (Yet Another Workflow Language) [36]: In this notation, activities
are called tasks and there are conditions tied to each process. Tasks can
be from different types, i.e., atomic, AND-join, OR-split, etc.
Figure 2.3 illustrates a comparison between Petri nets, C-nets and BPMN.
In this case, the top leftmost Petri net shows three transitions a, b and c which
are connected by a place. Using the C-net formalism (top center), this can
be represented by two arcs and four bindings, and in the case of BPMN (top
rightmost) it corresponds to activities a, b and c connected through the inclusive
OR gateway.
2.4 Process Discovery
Information systems are subject to the specification of the process models made
by an expert, but even the most experienced might not evaluate all the possible
scenarios. Moreover, processes tend to evolve in time, therefore an information
system might not completely fit the description of the process it is intended to
execute. This leads to the necessity of analyzing the execution of the actual
processes to check whether they perform properly or not.
As mentioned on the Section 2.1, Process Discovery aims to produce a model
from an event log, hence this obtained model describes what is actually hap-
pening during the execution of the process. Most of the work done for this task
considers the control-flow perspective explained in Section 2.1, although some
techniques for the other perspectives already exist [35, 26].
As indicated in Section 2.3, the discovery is not fixed to an specific kind of
model, therefore formalisms such as Petri Nets, C-nets, BPMN, etc, can be used
for its representation. Figure 2.4 illustrates the input and output of the process
discovery using the Petri nets formalism.
The formal definition of a discovery algorithm is now presented.
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Figure 2.4: Process Discovery describing a Petri Net
Definition 2.4.1. Let L be an event log. A process discovery algorithm is a
function that maps L onto a process model such that the model represents the
behavior of the event log.
There are many discovery algorithms at the present time, some of the most
popular include: α-algorithm [37] , Genetic miner [21], Parikh miner [38], Fuzzy
miner [18], DWS miner [15], Heuristics miner [40], Region-based miner [7],
Rbminer [28], Genet [8].
After a process model is obtained using a discovery algorithm, the quality
of the algorithm can be measured by computing the four quality criteria of the
conformance analysis presented on Section 2.1.
2.5 Example of Process Mining Practice
For the better understanding of process mining and its disciplines let us pro-
vide a complete example of what a process mining practice looks like using the
ProM 5.2 framework [2]. First, we start by loading a log, in this case the file
ic ex 01.xml, and then the tool shows some statistics of it as illustrated in Fig-
ure 2.5(a). For this log, there are four cases describing one process and thirty
two unique events of four different types: normal, schedule, start, complete. In
order to simplify the example, we have filtered the events by type to consider
only those marked as complete. It is also possible to inspect each case and look
at its trace, Figure 2.5(b) describes case 0.
We can now start the discovery process to obtain a model for this log. For
this example we have executed the α-algorithm to obtain a Petri net as it is a
very simple algorithm for process discovery. The result can be seen in Figure 2.6.
In this example the events were renamed as follows: r= register, c= classify,
d= decide, cd= check damage, ci= check insurance, cdh= check damage history,
cd2= check damage 2, ci2= check insurance 2, p= pay, sl= send letter.
After the model is obtained we can perform the process conformance analysis
to check how well this model replays the traces of the log. For this task we used
the Conformance Checker plug-in [27] included in the tool to examine the fitness
and precision criteria. The result of the fitness analysis is shown in Figure 2.7.
It turns out this model does not completely replays the behavior of the log since
the fitness value is 0.952. The tool increases the size of the places of the Petri
net in which the issues occur, in this case related to the number of tokens in two
places of the Petri net. On the other hand, the precision analysis indicates that
the model perfectly allows the behavior presented in the log since the precision
value is 1.
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1  r,s,sb,p,ac,ap,c
2  r,sb,em,p,ac,ap,c
3  r,sb,p,em,ac,rj,rs,c
4  r,em,sb,p,ac,ap,c
5  r,sb,s,p,ac,rj,rs,c
6  r,sb,p,s,ac,ap,c
7  r,sb,p,em,ac,ap c
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(b) Mined Petri net
11  r,em,ac,ap,c
8   r,s,ac,rj,rs,c
9   r,sb,em,p,ac,ap,c
10  ap,sb,em,p,ac,r,c
12  r,sb,s,p,ac,rj,rs,c
13  r,sb,p,s,ac,ap,c
1  r,s,sb,p,ac,ap,c
2  r,s,sb,p,c
3  r,sb,p,em,ac,rj,rs,c
4  r,em,sb,p,ac,ap,c
5  r,sb,p,em,ac
6  sb,p,ac,ap,c
7  r,sb,p,em,ac,ap,c 14  r,s,sb,ac
.
.
.
(c) Noisy log
Figure 2.9: Derivation of process models
Finally, we can perform some extra analysis using the additional information
of the log. The resulting information could be the input for the process enhance-
ment. For this example we have used the Performance Analysis with Petri Nets
plug-in which indicates, among other things, the percentage of times a token
goes through a path in case that more than one option exists and the amount of
time the tokens wait in a place. Figure 2.8 shows the obtained Petri net where
we can see that four of the places have a high waiting time and also that there
are two places in which tokens go 50% of the times across each option.
2.6 Noise in Process Discovery
In the context of event logs, noise refers to rare or infrequent behavior that
is not representative for the usual conduct of the log. The concept of noise in
Process Mining does not involve the incorrectly logged events but exceptional
log behavior called outliers [31].
Let us provide a simple example to illustrate the effect of noise. The example
is taken from [34] and considers the process of handling customer orders. The
starting point in process discovery is a set of traces representing the log of a
system. In our example, the log contains the following events: r= register,
s= ship, sb= send bill, p= payment, ac= accounting, ap= approved, c= close,
em= express mail, rj= rejected, and rs= resolve. A portion of a noise-free log
representing the behavior of the system is shown in Figure 2.9(a) and the final
Petri net that covers all the traces in the log is presented in Figure 2.9(b).
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Figure 2.10: Model obtained using the α-algorithm from the noisy log
In reality, however, one cannot assume a noise-free log. Figure 2.9(c) shows
part of an example noisy log that current discovery algorithms must confront
to. The traces in boldface correspond to noisy behavior that does not represents
the real functioning of the process, i.e., these traces cannot be reproduced by
the model of Figure 2.9(b). Thus, some difficulties arise for current process
discovery algorithms when there is noise in the logs.
Figure 2.10 shows the model discovered by the α-algorithm given the noisy
log explained above as the input. This model has a fitness value of 0.381 and
a precision value of 0.5 with respect to the log without noise. As it can be
seen, adding noise to the log totally changes the model. This occurs because
the α-algorithm does not handle noise, therefore, it is not applicable for logs
with presence of noise.
At the moment, there are few discovery techniques that can deal with noise,
a brief description of the most advanced ones that address this issue is now
presented.
• Heuristics miner [40]: this technique is able to detect the paths that are
not frequent and discard them from the model. The algorithm takes into
consideration the frequencies of the events and sequences to construct the
model. For the example above this miner is able to obtain a Heuristic net
which can be converted into a Petri net that replays most of the traces
from the log without noise, with a fitness value of 0.926 and a precision
value of 0.786. The discovered model can be seen in Figure 2.11(a). Note
that in order to maintain all the paths that exist in the Heuristic net, the
conversion adds what is called a silent transition, a transition that does
not have a real event associated. The silent transition is colored in gray
in the resulting Petri net.
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• Fuzzy miner [18]: this technique supplies an extensible set of parameters
to recognize the events and arcs that should be included in the model. In
addition, it can also be used to construct a hierarchical model, for instance,
the less frequent events can be considered as subprocesses. This miner is
able to extract a Fuzzy model for the process of the example, however, at
present there is not any known technique to derive a Petri net from it.
• Genetic miner [21]: this technique uses the Evolutionary computation ap-
proach [17] to mimic the process of natural evolution. To address noise
it uses the mining of models that accurately represents the most frequent
behavior in the log. Respect to the example of this section, this technique
obtains a Heuristic net that contains all the events of the log but no re-
lations between them, therefore, converting this model into a Petri net
results in two isolated places.
The technique proposed in this thesis aims to generate a model from a log
that contains noise, i.e., from the noisy log presented in Figure 2.9(c), a model
that captures most of the correct behavior of the process above was discovered
with a fitness value of 0.879 and a precision value of 0.689. The model obtained
using the proposed approach can be seen in Figure 2.11(b). Notice that the
value of the fitness is in the order of the Heuristic miner but without the neces-
sity of including silent transitions in the Petri net.
Summarizing, Process Mining aims to extract knowledge from an event log
recorded by an information system to improve the business process modeling,
this is done by discovering, monitoring and improving processes using a process
model obtained from the traces of a log. Process Mining encompasses three
disciplines: discovery, conformance and enhancement. These latter can be ac-
complished from four different perspectives: control-flow, organizational, case
and time. This thesis will focus on the process discovery from the control-flow
perspective. The quality of the models obtained by performing process discovery
can be measured in terms of: fitness, precision, generalization and simplicity.
There are several formalisms that can be used to represent the discovered pro-
cesses, being Petri nets the one preferred for the elaboration of this work.
Chapter 3
Abstract Interpretation
In this chapter we will present the theory of abstract interpretation, an ap-
proach for the static analysis of programs. First, the definition of abstract
interpretation and its applications will be provided. Then, we will introduce
the representations used by this theory, called abstract domains, with which we
have worked in this thesis.
3.1 Abstract Interpretation
The formal verification of a system consists in proving that its semantic satisfy
its specification. There are two types of methods that can be used for the
static analysis of systems, exact methods which do not ensure termination for
some instances, and approximate methods which ensure termination but do not
completely solve the problems.
Abstract interpretation [12] is a theory of sound approximation for the static
analysis of complex systems. It considers that the verification of a system can
be done at some level of abstraction where not all the information about the
semantics is taken into account and the specification is ignored.
The main idea is to provide an abstraction by making an over-approximation
of the behavior of a complex system. An invariant, a property which holds for
all possible execution scenarios of a system, is a valid abstraction since it rep-
resents all the system states that satisfy the property. In other words, abstract
interpretation is a foundational framework that defines a procedure to compute
an over-approximation for a given behavior of a system. This guarantees that
the procedure terminates and that the result is conservative.
The application of abstract interpretation covers many problems, several of
them related to the verification and optimization of software and hardware sys-
tems, i.e., the compile-time detection of run-time errors in software. Another
application of abstract interpretation could be to perform an analysis to dis-
cover numeric invariants among the variables of a program. It has also been
implemented to extract invariants from a Petri net [10].
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3x− y ≤ 2
Figure 3.1: Approximation of a set of values with different abstract domains
3.2 Abstract Domains
Abstract interpretation can use different kinds of over-approximations to de-
scribe the invariants of a system, these are called abstract domains.
Figure 3.1 shows how the set of values of a pair of numeric variables x and y
can be approximated using three different abstract domains. It is worth noting
that each abstract domain provides a different trade-off between precision and
efficiency.
Some abstract domains that can be used to depict the invariants are: in-
tervals [11], Difference-Bound Matrices [16, 22], octagons [23], octahedra [9],
convex polyhedra [13], among others. We now present a brief description of the
abstract domains used in this work.
3.2.1 Octagons Domain
The octagons domain is an extension of the numerical abstract domain based
on Difference-Bound Matrices [22], allowing the representation of invariants of
the form (±x ± y ≤ c), where x and y are program variables and c is a real
constant, this invariants are called octagonal constraints.
An octagon is the set of points satisfying a conjunction of octagonal con-
straints. Its name is given by the fact that, in two dimensions, these sets are
polyhedra with at most eight sides, an example can be seen in Figure 3.2(a).
The operations of this domain include: union, intersection, widening, among
others. It has worst case memory cost per abstract state of O(n2) and a worst
case time cost per abstract operation of O(n3), where n is the number of vari-
ables.
This domain always gives better results than the intervals domain but they
are less precise than the convex polyhedra domain (defined below) and the cost
is smaller.
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Figure 3.2: Example of abstract domains
3.2.2 Octahedron Domain
The octahedron domain represents constraints of the form (±xj ± ...± xk ≥ c),
where xi are numerical variables such that xi ≥ 0.
An octahedron can be considered as a set of vectors inQn as a system of linear
inequalities satisfied by all these vectors. Let O be an octahedron over Qn, then
it can be represented as the set of solutions to the system of m unit inequalities
O = {X|AX ≥ B ∧X ≥ 0n}, where A ∈ {1, 0,+1}m×n and B ∈ (Q∪{−∞})m.
An example of the octahedron domain is shown in Figure 3.2(b).
The operations of this domain include: union, intersection, inclusion, widen-
ing, among others. Regarding the complexity per operation, it has worst case
memory cost of O(3n) and worst case execution time of O(3n) in addition to the
cost of saturation (a procedure to compute a relaxed version of the canonical
form of an octahedron), where n is the number of variables.
The precision of this domain lies between the octagons domain and con-
vex polyhedra domain (defined below). The difference between octahedra and
convex polyhedra is the family of constraints that are supported.
3.2.3 Convex Polyhedra Domain
The convex polyhedra is one of the most popular and the main abstract domain
used in this work. It is formed by constraints of the form (c1·x1+· · ·+cn·xn ≥ k),
where xi are numerical variables and, ci and k are constants in Q.
A convex polyhedra can be described as the set of solutions of a set of linear
inequality constraints with rational coefficients. Let P be a polyhedron over
Qn, then it can be represented as the solution to the system of m inequalities
P = {X|AX ≤ B} where A ∈ Qm×n and B ∈ Qm.
This domain includes all the operation required by abstract interpretation,
i.e., union, intersection, inclusion, widening, among others. Since we will use
some of the operations in the forthcoming chapters, we will provide a descrip-
tion of them:
• Intersection (∩): Given two convex polyhedra P and Q, the intersection
computes a new polyhedra R = P ∩ Q. It is important to note that
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Figure 3.3: Convex polyhedra operations
the intersection of two convex polyhedra is always a convex polyhedra,
therefore, R does not contain any point outside P ∩Q, this can be seen in
Figure 3.3(a).
• Union (∪): Given two convex polyhedra P and Q, the union computes a
new polyhedra R = P ∪Q. In this case, the union of two convex polyhedra
is not necessarily a convex polyhedron itself, for that reason, R has to be
approximated by the convex hull, the smallest convex polyhedron that
includes both operands. Figure 3.3(b) shows in gray the zone added by
computing the convex hull of P and Q.
This domain is widely used since it is capable to express precise constraints,
but specifically this characteristic represents a drawback since this precision
substantially increases the complexity of its operations, which is exponential in
the number of variables.
Chapter 4
Process Discovery via
Abstract Interpretation
So far we have seen two different topics: Process Mining and Abstract Inter-
pretation. This chapter aims to show the approach presented in [6] on how to
relate them to implement discovery algorithms.
The basic idea is to represent each prefix of each trace of the log as an n-
dimensional vector, where n is the number of events present in the log. Using the
convex polyhedra domain, the vectors are placed as n-dimensional points. Then,
a convex polyhedron that contains all the points is computed and the linear
inequality constraints of the convex polyhedron would represent invariants of
the system. The set of invariants obtained by this procedure are then translated
to a Petri net that reproduce the behavior of the log.
4.1 Parikh Vectors
The kind of vectors used to represent the prefixes of the traces, called Parikh
vectors are now presented. Let us first recall the definitions of a log and a trace
from Section 2.2. Given a log L, we denote Pref (L) the set of all prefixes for
traces in L. We now introduce the main element to link traces from a log L and
convex polyhedra.
Definition 4.1.1 (Parikh vector). Given a trace σ ∈ {t1, t2, . . . , tn}∗, the
Parikh vector of σ is defined as σ̂ = (#(σ, t1),#(σ, t2), . . . ,#(σ, tn)), where
#(σ, ti) is the number occurrences of event ti in σ.
Given this definition, from a Parikh vector of the form:
σ̂ = (#(σ, t1),#(σ, t2), . . . ,#(σ, tn))
one can compute the polyhedron:
Pσ̂ = (x1 = #(σ, t1)) ∩ (x2 = #(σ, t2)) ∩ . . . ∩ (xn = #(σ, tn))
since any component of the vector represents a constraint for the n-dimensional
point that it defines.
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Figure 4.1: Going from traces to invariants
By constructing a polyhedron for each element σi ∈ Pref (L) and then per-
forming the join operation on them, we obtain the polyhedron:
P =
⋃
i∈{1...m}
Pσ̂i
which is the convex-hull of them. Notice that P contains every polyhedron
computed from the prefixes of the traces of L, therefore it includes all the
behavior of the log. On the other hand, because P is the convex-hull of the
polyhedrons, it also contains points that are not reflected in the log, this might
cause the invalidation of invariants that only hold for the points of the log. This
issue has been considered and will be explained in Chapter 5.
Once this polyhedron has been computed, it is described as the set of solu-
tions of a conjunction of linear inequality constraints. For instance, the following
set of m constraints can be obtained from P :
a11 · x1 + a12 · x2 + . . .+ a1n · xn ≤ b1
a21 · x1 + a22 · x2 + . . .+ a2n · xn ≤ b2
... ≤ ...
am1 · x1 + am2 · x2 + . . .+ amn · xn ≤ bm
this constraints represent the invariants of the system. Invariants can be used
to construct a model of the system.
A brief example of the entire procedure can be seen in Figure 4.1. First, a
portion of a log is presented in Figure 4.1(a). Figure 4.1(b) shows some of the
prefixes of the traces of the log. Figure 4.1(c) describes the Parikh vectors of the
prefixes. After joining the polyhedrons, a convex-hull polyhedron is obtained
and the related constraints (invariants of the system) are extracted, some of
them shown in Figure 4.1(d) (Note that a slight different form of the constraints
is used).
4.2 Translating Invariants to Petri Nets
Once the invariants of the system have been obtained, they can be used to
generate a process model using any of the formalism presented in Section 2.3.
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Figure 4.2: Modeling of causality constraints in Petri nets
For this work, we have used the approach introduced in [6] to generate a Petri
net from a set of linear inequality constraints.
The idea is to find causality constraints which represent real causalities ob-
served in the log, and then use them to derive a Petri net. The procedure to
identify this constraints goes as follows. First, the coefficients are split into
positive and negative coefficients so that a constraint i can be represented in
the following manner: ∑
aij>0
aij · xj +
∑
aij<0
aij · xj ≤ bi
This notation can be transformed to obtain:∑
aij>0
aij · xj − bi ≤
∑
aij<0
−aij · xj
Constraint i would be a causality constraint if these conditions hold for it:
• There is at least one positive coefficient, and
• bi ≤ 0
Finally, a causality constraint can be described as:∑
aij>0
aij · xj + ci ≤
∑
aij<0
−aij · xj
where ci = −bi ≥ 0.
To understand what causality constraints mean in terms of Petri nets, we
can refer to Figure 4.2 in which it is assumed that indices n1, ..., nk range over
the variables with negative coefficients and p1, ..., pl range over the variables
with positive coefficient.
Each invariant represents a place of the Petri net, where the transitions
on the left side of it correspond to the variables with negative coefficients and
transitions on the right the variables with positive coefficients. The coefficients
aij represents the values of the weighted flow relation (F , see Definition 2.3.1)
for the arcs and ci denotes the number of tokens the place has.
Let us now recall the example presented in Section 2.6 to demonstrate how
the approach goes from a log to a Petri net. Figure 4.3(a) shows the traces
of the log. From these latter, we compute the prefixes of each trace, a part
of them is presented in Figure 4.3(b). For each prefix we compute its Parikh
vector considering the number of occurrences of the events in the prefix, these
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Figure 4.3: From traces to Parihk vectors
Parikh vectors have ten dimensions, one corresponding to each different event.
A subset of the Parikh vectors is shown in Figure 4.3(c).
Then, as explained in Section 4.1, we compute the convex hull polyhedron P
by joining the polyhedra of the prefixes. From P we obtain a set of linear con-
straints or invariants that represent the behavior of the system, these are shown
in Figure 4.4(a). Finally, by applying the technique presented above, we repre-
sent each invariant as a place of the Petri net connected to the corresponding
transitions. The resulting Petri net is presented in Figure 4.4(b).
p1 : r ≥ sb
p2 : r ≥ em + s
p3 : sb ≥ p
p4 : em + s ≥ ac
p5 : p ≥ ac
p6 : ac ≥ ap + rj
p7 : rj ≥ rs
p8 : ap + rs ≥ c
(a) Invariants
s
p rj rssb
em ac
ap
cr
p1
p2 p4
p3 p5
p6
p7
p8
(b) Resulting Petri net
Figure 4.4: Invariants describing a Petri net
Chapter 5
Sampling
In this chapter we will present the main contribution of this thesis, a sampling
technique that uses abstract interpretation for process discovery, considering
the presence of noise in the logs. First, we introduce how samplings can be
applied in the context of process discovery, followed by a probabilistic approach
to determine the sampling size needed. Then, we formally define the algorithm
and present a strategy to make samplings on projections of the log. Finally an
example of both approaches is provided.
5.1 Introducing Samplings
Sampling [30] is the process of selecting individuals from a population to provide
information about it, i.e., to estimate specific characteristics. The goal is to
obtain this information by analyzing only a portion of the population, called a
sample. There are two schemes a single sample can follow:
• Sample with replacement : an individual can be selected multiple times for
the same sample.
• Sample without replacement : no individual can be selected more than once
for the same sample.
Moreover, if we consider the notion of doing multiple samplings, the schemes
can be reformulated as follows:
• Sampling with replacement : an individual can be selected multiple times
in different samplings.
• Sampling without replacement : no individual can be selected more than
once in different samplings.
The usage of sampling methods is very convenient when the cost of analyzing
the entire population is too high. In the context of this work, our population
would be the Parikh vectors computed from the traces of the logs. Since logs
can contain noise, the cost of analyzing all the Parikh vectors would be reflected
on the quality of the obtained model.
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The underlying idea of the proposed approach is to perform the discovery
technique explained in Chapter 4 over several samples of the Parikh vectors
obtained from the traces of the log, thus, reducing the probability of considering
a Parikh vector originated by a noisy trace. The following section will present a
procedure to decide how large samples must be in order to avoid the inclusion
of noise in the samplings.
5.2 Determining the Sampling Size
The determination of the sample size is a common task when performing sam-
plings since it can influence the quality and accuracy of results [4]. When dealing
with logs, this task is challenging because we know from the start that the pop-
ulation is not completely reliable. Given a log with certain percentage of noise,
the goal is to find the size a sampling must have in order to guarantee that there
is negligible noise in the sample.
A Bernoulli trial is an experiment in which the result can have two possible
outcomes, often called success and failure. In addition, let X1, . . . , Xn be a
sequence of Bernoulli trials, all trials satisfy that for 1 ≤ i ≤ n such that
Pr[Xi = 1] = p, and Pr[Xi = 0] = 1− p, for some 0 < p < 1.
Let X be a random variable defined by X =
∑n
i=1Xi, i.e., X will measure
the number of successes (Xi = 1) in a sample of size n. If sampling with
replacement is considered, the probability of having exactly k successes out of
n trials is measured by the Binomial distribution:
B(n, p, k) =
(
n
k
)
pk(1− p)n−k
In sampling without replacement, this probability is measured by the hyper-
geometric distribution:
f(k,N,m, n) =
(mk )(
n−m
n−k )
(Nn)
where N is the number of points and m is the number of non-erroneous points.
Now assume that the log contains N Parikh vectors, from which e represent
erroneous situations. Clearly, the probability of selecting a non-erroneous Parikh
vector is p = N−eN . In a sampling scenario, not one but a set of S Parikh vectors
is selected to apply a sampling technique, therefore, the selection can be seen as
a sequence of Bernoulli trials where the experiment succeeds if the Parikh vector
is not erroneous. The quality of the discovery approach will strongly depend on
the quality of the sample found. Hence, the ideal is to find a way to guarantee
that the sample of S Parikh vectors found is free from errors, or at least a high
percentage of it (e.g. more than 90%) are non-erroneous Parikh vectors.
For instance, assume that we have p = 0.95 and we want to use samples of
size S = 60 in sampling with replacement scenario; the probability of being free
from errors is P [X = 60] = B(60, 0.95, 60) = 0.04, hence even with low proba-
bility of errors (5%) it is very unlikely to sample sixty Parikh vectors without
errors. This fact leads us to see the problem from a different point of view, con-
sidering the probability of deriving a sample with at most k erroneous Parikh
vectors. Let us change the formulation for this probability: now p expresses
the probability of choosing an erroneous Parikh vector and variable X denotes
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Sampling size
10 20 30 60 100 150 200
P [X ≤ k] p Probability
P [X ≤ 5]
0.05 0.99 0.99 0.99 0.92 0.61 0.23 0.06
0.10 0.99 0.98 0.92 0.43 0.05 0 0
0.20 0.99 0.80 0.42 0.01 0 0 0
0.30 0.95 0.41 0.07 0 0 0 0
0.40 0.83 0.12 0 0 0 0 0
0.50 0.62 0.02 0 0 0 0 0
P [X ≤ 10]
0.05 1 1 1 0.99 0.98 0.86 0.58
0.10 1 0.99 0.99 0.96 0.58 0.10 0
0.20 1 0.99 0.97 0.32 0 0 0
0.30 1 0.98 0.73 0.01 0 0 0
0.40 1 0.87 0.29 0 0 0 0
0.50 1 0.58 0.04 0 0 0 0
Table 5.1: Noise percentage probabilities for different sampling sizes in sampling
with replacement. Samples with less or equal than 5 or 10 erroneous Parikh
vectors are considered.
the sum of erroneous Parikh vectors (a trial now succeeds if the selected Parikh
vector is erroneous). In the scenario above, this is P [X ≤ 5], with p = 0.05 and
n = 60. The following calculation provides this number:
P [X ≤ 5] = B(60, 0.05, 0) +B(60, 0.05, 1) +B(60, 0.05, 2) +
B(60, 0.05, 3) +B(60, 0.05, 4) +B(60, 0.05, 5) = 0.92
Hence, sampling 60 Parikh vectors in a universe containing 5% of errors,
although it is unlikely to not hit an error, it is highly probable (92%) to hit
less or equal than 5 errors. Table 5.1 provides the same information for several
sampling sizes.
By setting different values to S and p, one can compute the probabilities
like in the table above to determine the acceptable margins for the presence of
errors in the sampling technique. As one can notice, this procedure assumes the
percentage of noise in the log is known, this number could be found either by
asking an expert, or by applying statistical or data mining techniques related
outlier detection, among others.
5.3 Sampling Algorithm
In this section we present an approach for process discovery that combines
the technique presented in Chapter 4 with sampling. This technique uses the
procedure explained in the previous section to determine the sample size and
after obtaining the set of invariants of the log, it chooses a subset of it as the
output. For the selection of the invariants two strategies were considered, both
of them considering frequencies:
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• Parikh vectors frequency : Since different traces of the log might share the
same Parikh vectors, one could count the number of times a Parikh vector
is generated by a trace and then select the invariants that hold for the
Parikh vectors with higher frequency. The idea is that the Parikh vectors
with higher frequency represent the prefixes of the traces without noise.
• Invariants frequency : Given that the determination of the sample size
seeks to avoid noise in the sample, the selection is made by considering
the frequency of the the invariants across samplings, this is the invariants
that are constantly extracted from different samples.
From these two strategies, the invariants frequency was the one chosen as it
follows that generally the number of Parikh vectors with a high frequency is
low. Let us illustrate this fact by looking at the frequencies of the Parikh vectors
obtained from a real-life event log of a Dutch Academic Hospital [39]. This log
contains 1078 different events in over 1100 cases. The number of Parikh vectors
computed from the prefixes of the log was 430013, where 396879 of them were
unique. Table 5.2 shows the number of Parikh vectors with frequencies from
one to five and greater than five and the cumulative percentage.
Frequency # Parikh Vectors Cumulative %
1 392489 98.89
2 2019 99.4
3 740 99.59
4 354 99.68
5 291 99.75
> 5 986 100
Table 5.2: Frequency of the Parikh vectors for the log hospital log.mxml
As it can be seen, most of the Parikh vectors (99.75%) have a frequency less
than or equal to five, therefore, selecting the invariants that hold for the Parikh
vectors with higher frequency would not represent the behavior of the log.
We now present in Algorithm 1 a sampling technique that can handle noise.
Apart from the Parikh vectors representing the prefixes of the log, the algorithm
assumes three other parameters. Parameter k denotes the number of erroneous
Parikh vectors allowed for a single sample, and , the estimated noise percentage
in the log. With these two parameters, one can use Table 5.1 for deciding the
sample size. The last parameter (γ) determines the minimal number of Parikh
vectors an invariant must satisfy in order to be used for the discovery approach.
When describing the algorithm, the appliance of this parameter will be detailed.
The algorithm first determines the best sample size based on the noise per-
centage () and the maximal number of erroneous Parikh vectors that might
be incorporated in each sample (k), as explained in Sect. 5.2 (line 2). Once
the size of the sampling is decided, the approach proceeds as follows: from the
S random Parikh vectors selected at each iteration, a polyhedron is extracted
using the theory of abstract interpretation [6] (lines 5-10). The polyhedron can
be described by a set of invariants. This results in a list of invariants I1 that
will be next considered (line 11). In a log with noise, two possibilities arise for
the invariants in I1:
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Algorithm 1: Sampling in the presence of noise
Input: Parikh vectors σ̂1, . . . , σ̂m,
k number of erroneous Parihk vectors,  noise factor,
0 < γ < 1 threshold factor for invariants
Output: Invariant set IT
begin1
Select appropriate sampling size S based on , k2
I = ∅, freq = ∅, f = 03
for i← 1 to MAX SAMPLINGS do4
P = empty domain5
for j ← 1 to S do6
r =Random(1 . . .m)7
compute Pσ̂r8
P = P ∪ Pσ̂r9
end10
I1 = Invariants(P )11
new = 012
foreach invariant j ∈ I1 do13
if j ∈ I then freq[j] = freq[j] + 114
else if j is satisfied by at least γ ·m Parikh vectors then15
I = I ∪ {j}16
new = new + 117
freq[j] = 118
end19
end20
if (|I| − new) > 0 then21
increment = new/(|I| − new)22
if increment < MIN INCREMENT then f = f + 123
else f = 024
end25
if f = MAX FAILS then break26
end27
IT = SelectMostFrequentInvariants(I, freq)28
end29
• False positive: the invariant can be describing a wrong property. This
may be caused by two possibilities: 1) the property is originated by the
erroneous Parikh vectors, or 2) the property holds for the sample but does
not hold for the majority of the rest of Parikh vectors of the system.
• Correct invariant: although being a correct property of the system, the
noise in the log invalidates the invariant.
Informally, Algorithm 1 performs successive samplings and keeps those in-
variants that satisfy a certain percentage of the Parikh vectors of the log. The
frequency of these invariants is maintained to select at the end the top most fre-
quent as output of the algorithm. As previously explained, the intuition behind
this strategy is that those invariants that both hold for the majority of Parikh
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Figure 5.1: Example of log splitting
vectors of the log and appear frequently across samplings are good candidates
for representing the process behind the log. The algorithm will converge when
it reaches a situation in which successive samplings do not provide significant
new information (in form of new invariants).
To tackle the aforementioned situations regarding invariants in I1 (false pos-
itive, correct invariant), invariants extracted are collated with the real Parikh
vectors: given an invariant j, it is straightforward to count the number of Parikh
vectors among σ̂1, . . . , σ̂m that satisfy j. Only those invariants that surpass the
threshold (γ · m) are inserted into the set of invariants to consider (I). No-
tice that this check is only done when the invariant has not been generated in
a previous sampling (line 14). Lines 13-20 of the algorithm take care of the
aforementioned situation. Also, on lines 13-20 the frequency of invariants is
maintained: a new invariant inserted in I has its frequency initialized to one
(line 18), and the frequency of an invariant already found in a previous sam-
pling is incremented (line 14). Finally, convergence is considered by counting
the number of new invariants produced in the sampling (line 17).
The number of samplings that must be done is upper bounded by the con-
stant MAX SAMPLINGS, but in practice it may stop earlier: in lines 21-26 the
algorithm computes whether enough new invariants have been generated in the
current sampling. If not, the variable f is incremented. When the variable
reaches MAX FAILS, the loop for samplings is aborted. Notice that this vari-
able is reset when a sampling with enough invariants is reached (line 24), and
therefore convergence is caused by consecutive samplings with not enough new
invariants.
Once the sampling iteration is finished, the algorithm selects the most fre-
quent invariants (set IT ), using the number of events of the log to determine
how many invariants should be returned. From IT , a model can be obtained
using the technique explained in Section 4.2.
5.4 Projection
The sampling approach for process discovery using abstract interpretation pre-
sented in Section 5.3 allows the extraction of invariants independently of the
size of the log: it does not matter how many traces a log has since the technique
performs successive samplings, this can be considered as horizontally splitting
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Algorithm 2: Sampling in the presence of noise over log projections
Input: Parikh vectors σ̂1, . . . , σ̂m,
k number of erroneous Parikh vectors,  noise factor,
0 < γ < 1 threshold factor for invariants
Output: Invariant set IT
begin1
IT = ∅2
{g1, . . . , gk} = PartitioningPCA(σ̂1, . . . , σ̂m)3
foreach group gi do4
σ̂1|gi , . . . , σ̂m|gi = ProjectParikhVectors(gi, σ̂1, . . . , σ̂m)5
IT = IT∪ Sampling(σ̂1|gi , . . . , σ̂m|gi , k, , γ)6
end7
end8
the log. An example is shown in Figure 5.1(a) where a log is horizontally split
by three samples. However, when dealing with complex logs, i.e., the number
of events or the size of the samples are too large , the complexity related to the
operations of the abstract domain might increase so much that they cannot be
executed, hence, the complexity of the operator is governed by the number of
different events (see Section 3.2).
Projection techniques like the ones used in [6, 5] can reduce the complexity
when dealing with logs of complex systems as they can be used to vertically split
the log. By combining these techniques with samplings one could guarantee the
conditions under which the proposed sampling algorithm is tailored. Given a log
with set of events T , the strategy consists in making different samplings over
groups of tightly related events so as to obtain the invariants of each group.
Figure 5.1(b) shows a log that has been horizontally split by three samples and
vertically split by two groups of events.
The exploratory analysis technique Principal Component Analysis (PCA)
[19] is used to determine the partitions of the events. Given a set of possibly
correlated variables, this technique tries to select a subset of variables that is
uncorrelated which are called the principal components. From this set, the
principal components are ordered to account for as much of the variability in
the data as possible.
The computation of the groups of events, as explained in [5], goes as follows.
Given a log L, the Parikh vectors σ̂1, . . . , σ̂m are transformed into a new set
σ̂′1, . . . , σ̂′m, in which each Parikh vector is defined as:
σ̂′i = (#(σi, t1)/t1,#(σi, t2)/t2, . . . ,#(σi, tn)/tn)
where ti is the mean for the number of occurrences of ti in the set of Parikh
vectors of the log. Then, the correlation matrix A ∈ [−1 . . . + 1]n×n, which
measures the amount of correlation between variables, is computed from the new
set of Parikh vectors, if events ei and ej are highly correlated then |A(i, j)| w 1.
Finally, the eigenvalues and eigenvectors of A are found in order to decide the
number of groups, this is done by sorting the eigenvalues by their value and
only the most important are taken. For each selected eigenvalue λi, a leader
of the group for λi can be selected by looking at the corresponding eigenvector
36 CHAPTER 5. SAMPLING
c
e
b
a
d cons2 cons3
cons1
p0
p1
p2
p3
p4
p5
p6
p7
Producer Consumer
Figure 5.2: A producer-consumer system
α1 ·x1 + . . .+αn ·xn. The leader will be the event ti for which absolute value of
the coefficient αi is maximal [19]. Those events tj that are highly correlated to
an event ti, meaning that |A(i, j)| w 1, will be assigned to the group led by ti.
If an event is not assigned to any group then it is left out of the analysis since
it is considered as independent.
Algorithm 2 combines the PCA partitioning technique presented in [5] with
the sampling approach explained in Section 5.3. First, the groups of the events
are computed in line 3. Then, for each group, the Parikh vectors are projected
into the events of the group (line 5) and the sampling technique is applied over
the projected Parikh vectors (line 6). The function Sampling returns the most
frequent invariants found over the projected Parikh vectors, using the number
of events of the group to determine how many invariants should be returned.
Finally, the output of the algorithm is the set IT containing the most frequent
invariants of each group.
5.5 Example of Sampling and Projection
In order to provide a better understanding of both algorithms, we now show an
example of the executions of both techniques using the log of a simple producer-
consumer system described in [6]. The Petri net of this system can be seen in
Figure 5.2. The log contains a thousand traces and eight events. From that
log, we have created two new logs with noise percentage 10% and 20% (the
procedure to include noise will be explained in Chapter 6). These three logs
were processed with both techniques to make a comparison between them and
also to compare the results obtained with the different percentages of noise. In
both examples, the maximum number of errors allowed on a sample (k) was 5
and the threshold factor for invariants (γ) was 0.98. The default sample size
for the log without noise was 60. For the analysis of the results it is convenient
to keep in mind that each invariant represents a place in the Petri net (see
Section 4.2).
5.5.1 Discovery Using Sampling
This example uses Algorithm 1 to extract invariants from the log. In summary,
the algorithm decides the size of the samples, then performs the samplings
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and maintains a set of the invariants extracted from each sample. Finally, the
invariants that were generated the most across samplings are returned.
Noise 0% Noise 10% Noise 20%
Size 60 30 10
Inv.
p0 : c+ d ≥ cons2 rp : e+ 1 ≥ a+ d rp : a+ d ≥ e
p1 : e+ 1 ≥ a+ b p1 : e+ 1 ≥ a+ b p1 : e+ 1 ≥ a+ b
p2 : a ≥ c p2 : a ≥ c p2 : a ≥ c
p3 : b ≥ d p3 : b ≥ d p3 : b ≥ d
p4 : c+ d ≥ e p4 : c+ d ≥ e p4 : c+ d ≥ e
p5 : cons1 ≥ cons2 p5 : cons1 ≥ cons2 p5 : cons1 ≥ cons2
p6 : cons2 ≥ cons3 p6 : cons2 ≥ cons3 p6 : cons2 ≥ cons3
p7 : cons3 + 1 ≥ cons1 p7 : cons3 + 1 ≥ cons1 p7 : cons3 + 1 ≥ cons1
Table 5.3: Invariants extracted from the log of the producer-consumer system
using sampling
The results of the different executions can be seen in Table 5.3. As we can
observe, the size of the sample decreases as the percentage of noise in the log
increases, this is because as the percentage of noise is higher, the probability
that the sample has at most 5 error decreases. For the file with 0% of noise
all the invariants required to construct the Petri net were obtained, whereas,
for the other two logs the invariant describing the place p0 (c + d ≥ cons2)
was missing. Instead the algorithm extracted two redundant invariants which
correspond to two redundant places rp (see Section 2.3.1): e+ 1 ≥ a+ d for the
log with 10 % of noise and a + d ≥ e for the log with 20 % of noise. This fact
reflects the impact that noise has when doing process discovery. Nevertheless,
most of the Petri net can be constructed in all cases, with the exception of the
place p0.
5.5.2 Discovery Using Projection and Sampling
For this example Algorithm 2 is used to project the log and extract invariants
from each projection. First, the technique tries to detect groups of related
events. For this producer-consumer system it is easy to identify two groups by
looking at the Petri net in Figure 5.2 since the left side represents the producer
and the right side the consumer. The groups obtained are shown in Table 5.4.
Group 1 (G1) Group 2 (G2)
a, b, c, d, e cons1, cons2, cons3
Table 5.4: Groups for the producer-consumer system
After detecting the groups, for each one of them, the technique uses Algo-
rithm 1 to perform successive samples to over the projected Parikh vectors to
extract the most frequent invariants within the group. Note that the sizes of
the samples are the same as the previous examples since the input parameters
of the algorithm have not changed.
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Noise 0% Noise 10% Noise 20%
Size 60 30 10
G1
p1 : e+ 1 ≥ a+ b rp : e+ 1 ≥ a+ d rp : a+ d ≥ e
p2 : a ≥ c p1 : e+ 1 ≥ a+ b p1 : e+ 1 ≥ a+ b
p3 : b ≥ d p2 : a ≥ c p2 : a ≥ c
p4 : c+ d ≥ e p3 : b ≥ d p3 : b ≥ d
p4 : c+ d ≥ e p4 : c+ d ≥ e
G2
p5 : cons1 ≥ cons2 p5 : cons1 ≥ cons2 p5 : cons1 ≥ cons2
p6 : cons2 ≥ cons3 p6 : cons2 ≥ cons3 p6 : cons2 ≥ cons3
p7 : cons3 + 1 ≥ cons1 p7 : cons3 + 1 ≥ cons1 p7 : cons3 + 1 ≥ cons1
Table 5.5: Invariants extracted from the log of the producer-consumer system
using sampling and projection
The results for each group are presented in Table 5.5. For the log with
0% of noise, the strategy was able to find all the necessary invariants for the
representation of each group. However, the place p0 cannot be represented
since invariants are extracted within each group and not between groups. All
the invariants obtained from the log without noise were also obtained on the
executions of the logs with 10% and 20% of noise. For Group 1, one redundant
invariant was extracted per each log, e+1 ≥ a+d for the 10% noise and a+d ≥ e
for the 20% of noise. In all three logs, the invariants for Group 2 were the same.
Chapter 6
Experiments
The sampling strategies presented in Chapter 5 were implemented in the tool
saim. In this chapter we will present the results of three experiments performed
on well-known synthetic benchmarks. First, we will make a comparison between
the α-algorithm and saim. Then, the results of saim for all the benchmarks are
presented and compared to the results of the Genetic Miner and the Heuristic
Miner. Finally, we will present the results of saim using the projection approach
and the memory consumed on the experiments.
6.1 Experimental setup
The benchmarks applied were four synthetic logs publicly available within the
website [1]: a12f0n00, a22f0n00, a32f0n00, a42f0n00. They have 12, 22, 32
and 42 different events, respectively, and each log has a thousand traces. For
each one of these logs, we have created five new logs: aXf0n10 . . . aXf0n50,
for X ∈ {12, 22, 32, 42}, corresponding to the five different percentages of noise
10% . . . 50%. The way noise is inserted is by using the strategy described in [20]:
four different operations are performed to modify the traces of the original log:
• delete the head of a event sequence,
• delete the tail of a sequence,
• delete a random part of the body,
• interchange two randomly chosen events
During the noise generation process, minimally one event and maximally one
third of the sequence is deleted. We used different probabilities to asses the
level of noise generated in each trace, ranging from 10% to 50% of noise.
All the experiments were conducted using the convex polyhedra domain since
the other domains are less precise. We set the maximum number of samples
(MAX SAMPLINGS) to 300, the minimum increment of invariants across samplings
(MIN INCREMENT) to 0.05 and the maximum number of fails (MAX FAILS) to 150.
In addition, the input parameters of the technique were k = 5, γ = 1 for the logs
without noise and γ = 0.95 for the noisy logs. The samples sizes were between
10 and 30 to guarantee high-quality samples (see Table 5.1).
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The quality of the obtained models was evaluated under two criteria: fitness
and precision, the first being the percentage of traces reproduced by the model
and the second the Advanced Behavioral Appropriateness (a′B) as implemented
in the Conformance Checker [27] included in the ProM 5.2 framework [2]. Note
that the evaluation is done with respect to the log without noise, hence, the
experiments consist in obtaining a process model from a log that contains from
0% to 50% of noise and then evaluate it using the log with 0% of noise.
6.2 Saim Without Noise
In order to verify that the sampling approach is able to extract high quality
models, the tool saim was tested on the four benchmarks for the base case
where there is no noise in the logs. Then, the fitness and precision values of the
extracted models were compared to the values obtained with the α-algorithm
for the same benchmarks, these results can be seen in Table 6.1.
α-algorithm saim
Log Fitness Precision Fitness Precision
a12f0n00 1 1 1 1
a22f0n00 1 0.951 1 0.935
a32f0n00 1 0.938 0.93 0.919
a42f0n00 0.818 0.961 0.85 0.784
Table 6.1: Comparison between the α-algorithm and the tool saim
As it can be noticed, for the logs a12f0n00 and a22f0n00 the results of both
techniques were almost equal, being the model extracted by the α-algorithm
from the log with 22 events a bit more precise. On the other hand, regarding
the logs a32f0n00 and a42f0n00, the tool obtained lower precision values in
both cases, lower fitness for the log with 32 events but better fitness for the log
with 42 events. Although saim generated all the invariants required to obtain
a model with fitness and precision equal to 1, some of these had low frequency
and therefore were not selected to be in the final set as the technique outputs
only the most frequent invariants. This fact causes that as the number of events
increases, the fitness and precision decrease. Overall, the technique is able to
capture most of the behavior of the logs.
6.3 Saim in the Presence of Noise
This is the principal experiment of this work since the tool was tested on all the
benchmarks with noise. In addition, the same experiment was performed using
the Genetic Miner and the Heuristic Miner so as to check how well the proposed
approach does compared to the existing techniques. For both miners we have
used the default input parameter configured in ProM and for the case of the
Genetic miner we limited the amount of time that could be used to 1800 seconds.
Since these miners produce a Heuristic net, we converted the extracted models
to a Petri net in order to be able to establish a comparison, this conversion was
made using the tool ProM.
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Table 6.2 shows the results for the different benchmarks obtained with the
tool saim, the Genetic miner and the Heuristic Miner. For each benchmark
we report the fitness, the precision, the number of places and the number of
transitions of the Petri net denoted |P | and |T | respectively, and time elapsed
during the discovery expressed in seconds.
Regarding the results of the tool saim, we can notice that for all the bench-
marks the values of fitness and precision tend to decrease when the percentage
of noise increases, the intuition is that as the content of the log differs more
and more from the original, it is harder to obtain the same frequent invariants.
Also, as observed in the experiment of the previous section, the values of fitness
and precision tend to be lower as the number of events increases. Note that
for all the cases the values of fitness and precision are always greater than 0.5.
The number of places and transitions is constant for each benchmark since the
technique selects the number of most frequent invariants based on the number
of events present in the log. Lastly, time seems to increase as the number of
events increase, this is due to the operations of the convex polyhedra domain
since its time complexity relies on the number of dimensions, which in this case,
correspond to the number of events.
Comparing the results of saim with the other miners, one can notice that
the values of fitness and precision are generally in the same order, being the
Heuristic miner the one with better results. An important point to consider is
the number of places and transitions of the extracted Petri nets. As reflected
in Table 6.2 the values of fitness and precision for the benchmark a42f0 for
the Genetic Miner are not shown, this is due to the fact that the Conformance
Checker could not compute them since the Petri nets were too complex. For the
logs with more than 12 events, the number of places and transitions of the Petri
nets obtained by the Genetic Miner and the Heuristic Miner are high respect to
the ones obtained by saim. These high numbers are caused by the conversion
from a Heuristic net to a Petri net. As mentioned in Section 2.6, the conversion
includes silent transitions to the Petri net in order to preserve all the paths of
the net, hence, the number of places and transitions increases in a significant
manner. For this reason, saim was the tool that obtained the smaller Petri nets
since it is the only technique that address noise and directly produces a Petri
net. Finally, the Heuristic Miner was the fastest technique, followed by saim.
As for the time of the Genetic Miner, the tool reached the time limit in almost
every execution.
6.4 Saim With Projection
The purpose of this experiment is to check if the proposed technique that com-
bines sampling and projection is capable to discover a process model by per-
forming samplings over the projected Parikh vector of groups of related events.
The benchmark used on this experiment describes a system with a shared
resource, the model of this process can be seen in Figure 6.1. By looking at this
figure one can clearly identify four groups numerated from 1 to 4. This model
represents a system where at most three groups can use the shared resource
simultaneously since the number of tokens of the common place is equal to 3.
The log shares4 3.xml contains 1000 traces, each one of them with length 100.
As for the previous experiment we have created five new logs with noise ranging
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 3
a 1
a 2
a 3
a 4
b 1
b 2
b 3
b 4
c1
c2
c3
c4
d 1
d 2
d 3
d 4
Figure 6.1: Petri net of a process with a shared resource
Noise %
Groups
Fitness |P |/|T |
# Members
0,10,20,30,40,50
1 a1, b1, c1, d1
1 16/16
2 a2, b2, c2, d2
3 a3, b3, c3, d3
4 a4, b4, c4, d4
Table 6.3: Results of the log shares4 3.xml using saim with projection
from 10% to 50% in the same manner described in Section 6.1.
The tool was executed on this benchmark using the option for log projection,
the results are shown in Table 6.3. We report the groups identified by saim, the
fitness of the extracted Petri net, the number of places discovered (|P |) and the
number of transitions of the Petri net (|T |). For this case we do not display the
precision value since the Conformance Checker could not handle the extracted
Petri Net.
The first point to notice is that for all benchmarks the values were the same,
even in the presence of noise the tool was able to detect the same groups of
related events and the same invariants to construct a Petri net with a high
fitness value, however, this behavior might change for a different benchmark
since noise could affect the relations between the events and the projection
approach does not consider the presence of noise when computing the groups.
The obtained Petri net can be seen in Figure 6.2.
This Petri net shows four subnets consisting of 4 places and 4 transitions
for each group, meaning that the relations between events were successfully de-
tected. It is worth noting that the shared resource (the common place between
the groups) was not generated by the tool, this occurs since the technique com-
putes the most frequent invariants within the group and not between groups.
Although this common place was not generated, the fitness was equal to 1 since
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Figure 6.2: Model obtained using saim with projection
the shared resource only restricts the flow of the Petri net but without it the
traces can still be reproduced.
6.5 Memory Consumption
Regarding the memory consumed during the execution of the benchmarks, the
amount of memory was generally low. This is one of the advantages of the
sampling approach since for each sample the convex polyhedra is allocated and
then freed after the extraction of the invariants. Figure 6.3 shows the peak
memory consumption for the different benchmarks during the executions of the
experiments from Section 6.3, the values are expressed in megabytes.
l
l
l
l
20
40
60
80
10
0
Logs
M
B
a12f0 a22f0 a32f0 a42f0
Figure 6.3: Memory consumed by saim for each benchmark
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As one can notice the benchmark that consumed the most memory was
a22f00, this is due to the fact that these logs generated the biggest the number
of different invariants across samplings, therefore, computations related to them
such as selecting the most frequent invariants consumed a larger amount of
memory.
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Chapter 7
Conclusions and Future
Work
7.1 Conclusions
This thesis presents a novel two-step approach for process discovery in the pres-
ence of noise. The first step considers the estimation of the percentage of noise
in the log. Then, the second stage is intended to discover a process model by
performing successive samplings and using the theory of abstract interpretation
to learn invariants of a log that contains noise. This thesis assumes that the
first stage has been performed and focuses on the process discovery technique.
The discovery technique aims to tackle noise through the use of samples
that include negligible amount of noise, this is accomplished by computing the
sample size based on probability arguments on percentage of noise in the log.
After the samplings are performed and the invariants are obtained, the technique
preserves only those invariants that were generated the most across samplings,
hence, the frequency of generation is the criteria to decide whether an invariant
represents the behavior of the log or not. Alternatively, when dealing with
complex logs, the proposed technique can be performed over projections of the
log in order to detect groups of related events and extract invariants within the
group.
The technique has been implemented in the tool saim and its performance
has been tested on a set of well-known benchmarks. The main conclusion of
the strategy described in this thesis is that it can learn most of the required
causalities even in the presence of noise.
Due to its sampling nature, the complexity of the presented technique is not
dependent on the size of the log, but instead relies upon the number of different
events and the size of the samples, since these factors dominate the complexity of
the convex polyhedra operations. This makes the discovery technique proposed
an interesting option for large logs with limited number of activities. Also, this is
the first technique that addresses the noise issue and directly produces process
models using the Petri net formalisms, hence, there is no need to perform a
conversion from one intermediate model to another.
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7.2 Future work
There are several directions to follow as future work, some of them are listed
below:
• Algorithms to estimate the noise percentage in a given log may be investi-
gated to cover the first stage of the process discovery approach presented
in this work in order to complete its overall flow. On this regard, tra-
ditional clustering techniques may be an option to detect outliers in the
log.
• Exploring different abstract domains whose operations are less complex
than the convex polyhedra domain should be explored.
• The projection technique should be extended to consider the presence of
noise when computing the groups of events and thereby avoid the mis-
leading effect it could induce to the relations between events.
• Improving the tool and exercising it with realistic benchmarks should also
be considered in the future.
References
[1] Process mining. www.processmining.org.
[2] ProM Framework. http://www.promtools.org/prom5.
[3] Andre´ Arnold. Finite transition systems - semantics of communicating
systems. Prentice Hall international series in computer science. Prentice
Hall, 1994.
[4] James E. Bartlett, Joe W. Kotrlik, and Chadwick C. Higgins. Organiza-
tional research: Determining appropriate sample size in survey research.
Information Technology, Learning, and Performance Journal, 19(1), 2001.
[5] Josep Carmona. Projection approaches to process mining using region-
based techniques. Data Min. Knowl. Discov., 24(1):218–246, 2012.
[6] Josep Carmona and Jordi Cortadella. Process mining meets abstract in-
terpretation. In ECML/PKDD (1), pages 184–199, 2010.
[7] Josep Carmona, Jordi Cortadella, and Michael Kishinevsky. A region-
based algorithm for discovering Petri nets from event logs. In M. Dumas,
M. Reichert, and M. C. Shan, editors, BPM, volume 5240 of Lecture Notes
in Computer Science, pages 358–373. Springer, 2008.
[8] Josep Carmona, Jordi Cortadella, and Michael Kishinevsky. Genet: A tool
for the synthesis and mining of petri nets. In ACSD, pages 181–185, 2009.
[9] Robert Clariso´ and Jordi Cortadella. The octahedron abstract domain. In
SAS, pages 312–327, 2004.
[10] Robert Clariso´, Enric Rodr´ıguez-Carbonell, and Jordi Cortadella. Deriva-
tion of non-structural invariants of petri nets using abstract interpretation.
In ICATPN, pages 188–207, 2005.
[11] P. Cousot and R. Cousot. Static determination of dynamic properties of
programs. In Proc. of the 2nd Int. Symposium on Programming, pages
106–130. Dunod, Paris, France, 1976.
[12] P. Cousot and R. Cousot. Abstract interpretation: a unified lattice model
for static analysis of programs by construction or approximation of fix-
points. In Proc. ACM SIGPLAN-SIGACT Symp. on Principles of Pro-
gramming Languages, pages 238–252. ACM Press, 1977.
49
50 REFERENCES
[13] P. Cousot and N. Halbwachs. Automatic discovery of linear restraints
among variables of a program. In Proc. ACM SIGPLAN-SIGACT Symp.
on Principles of Programming Languages, pages 84–97. ACM Press, New
York, 1978.
[14] Patrick Cousot. Abstract interpretation based formal methods and future
challenges. In Informatics - 10 Years Back. 10 Years Ahead., pages 138–
156, London, UK, UK, 2001. Springer-Verlag.
[15] A.K. Alves de Medeiros, A. Guzzo, G. Greco, W.M.P. van der Aalst,
A.J.M.M. Weijters, B. van Dongen, and D. Sacca. Process mining based
on clustering: A quest for precision. In B. Benatallah A. ter Hofstede
and H.Y. Paik, editors, BPM 2007 International Workshops (BPI, BPD,
CBP, ProHealth, RefMod, Semantics4ws), volume 4928 of Lecture Notes in
Computer Science, pages 17–29. Springer, 2008.
[16] David L. Dill. Timing assumptions and verification of finite-state concur-
rent systems. In Automatic Verification Methods for Finite State Systems,
pages 197–212, 1989.
[17] A.E. Eiben and J.E. Smith. Introduction to Evolutionary Computation.
Springer, Berlin, Heidelberg, New York, 2003.
[18] Christian W. Gu¨nther and Wil M. P. van der Aalst. Fuzzy mining - adap-
tive process simplification based on multi-perspective metrics. In Gustavo
Alonso, Peter Dadam, and Michael Rosemann, editors, BPM, volume 4714
of Lecture Notes in Computer Science, pages 328–343. Springer, 2007.
[19] I. T. Jolliffe. Principal Component Analysis. Springer, 2002.
[20] Laura Maruster, A. J. M. M. Weijters, Wil M. P. van der Aalst, and Antal
van den Bosch. A rule-based approach for process discovery: Dealing with
noise and imbalance in process logs. Data Min. Knowl. Discov., 13(1):67–
87, 2006.
[21] A. K. Medeiros, A. J. Weijters, and W. M. Aalst. Genetic process mining:
an experimental evaluation. Data Min. Knowl. Discov., 14(2):245–304,
April 2007.
[22] A. Mine´. A new numerical abstract domain based on difference-bound
matrices. In Programs as Data Objects II, volume 2053 of LNCS, pages
155–172. Springer-Verlag, May 2001.
[23] A. Mine´. The octagon abstract domain. In Analysis, Slicing and Tran-
formation (in Working Conference on Reverse Engineering), IEEE, pages
310–319. IEEE CS Press, October 2001.
[24] T. Murata. Petri Nets: Properties, analysis and applications. Proceedings
of the IEEE, pages 541–580, April 1989.
[25] G. Pison, A. Struyf, and P.J. Rousseeuw. Displaying a clustering with
clusplot. Computational statistics & data analysis, 30(4):381–392, 1999.
[26] Anne Rozinat and Wil M. P. van der Aalst. Decision mining in prom. In
Business Process Management, pages 420–425, 2006.
REFERENCES 51
[27] Anne Rozinat and Wil M. P. van der Aalst. Conformance checking of
processes based on monitoring real behavior. Inf. Syst., 33(1):64–95, 2008.
[28] Marc Sole´ and Josep Carmona. Rbminer: A tool for discovering petri nets
from transition systems. In ATVA, pages 396–402, 2010.
[29] L. Sweeney. Information explosion. Confidentiality, disclosure, and data
access: theory and practical applications for statistical agencies, pages 43–
74, 2001.
[30] Y. Tille´. Sampling Algorithms. Springer Series in Statistics. Springer, 2006.
[31] Wil M. P. van der Aalst. Process Mining - Discovery, Conformance and
Enhancement of Business Processes. Springer, 2011.
[32] Wil M. P. Van Der Aalst, Arya Adriansyah, and Boudewijn Van Dongen.
Causal nets: a modeling language tailored towards process discovery. In
CONCUR, pages 28–42, 2011.
[33] Wil M. P. van der Aalst, Ana Karla A. de Medeiros, and A. J. M. M.
Weijters. Genetic process mining. In Applications and Theory of Petri
Nets 2005, 26th International Conference, ICATPN 2005, Miami, USA,
June 20-25, 2005, Proceedings, volume 3536 of Lecture Notes in Computer
Science, pages 48–69. Springer, 2005.
[34] Wil M. P. van der Aalst and Christian W. Gu¨nther. Finding structure
in unstructured processes: The case for process mining. In Twan Basten,
Gabriel Juha´s, and Sandeep K. Shukla, editors, ACSD, pages 3–12. IEEE
Computer Society, 2007.
[35] Wil M. P. van der Aalst, Hajo A. Reijers, and Minseok Song. Discovering
social networks from event logs. Computer Supported Cooperative Work,
14(6):549–593, 2005.
[36] Wil M. P. van der Aalst and Arthur H. M. ter Hofstede. Yawl: yet another
workflow language. Inf. Syst., 30(4):245–275, 2005.
[37] Wil M. P. van der Aalst, Ton Weijters, and Laura Maruster. Workflow
mining: Discovering process models from event logs. IEEE Trans. Knowl.
Data Eng., 16(9):1128–1142, 2004.
[38] Jan Martijn E. M. van der Werf, Boudewijn F. van Dongen, Cor A. J.
Hurkens, and Alexander Serebrenik. Process discovery using integer lin-
ear programming. In Kees M. van Hee and Ru¨diger Valk, editors, Petri
Nets, volume 5062 of Lecture Notes in Computer Science, pages 368–387.
Springer, 2008.
[39] B.F.; van Dongen. Real-life event logs - hospital log, 2008.
[40] A. J. M. M. Weijters and J. T. S. Ribeiro. Flexible heuristics miner (FHM).
In CIDM, pages 310–317, 2011.
[41] S.A. White and D. Miers. BPMN Modeling and Reference Guide: Under-
standing and Using BPMN. Future Strategies Inc., 2008.
52 REFERENCES
Appendix A
Saim User Manual
Saim is a tool for process discovery that combines sampling with the theory of
abstract interpretation in order to obtain a Petri net based on the invariants
extracted from a log. It describes the invariants by using the convex polyhedra
abstract domain.
A.1 Dependencies
• APRON numerical abstract domain library
• ALGLIB
• GSL - GNU Scientific Library
A.2 Usage
saim [OPTION]... FILE
A.3 Options
• -h: Shows the usage message and summarizes the options.
• -p NUM: The estimated percentage of noise that the log contains. This
option is required.
• -k NUM: The maximum number of erroneous Parikh vectors that a sample
could have. The default value for this option is 5.
• -s NUM: The maximum number of samplings that can be performed. The
default value for this option is 300.
• -t NUM: The maximum number of vectors on which an invariant could fail.
The default value for this option is 0.01.
• -n NUM: The number of invariants to be considered as most frequent. The
default value is the number of different events present in the log.
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A.4 Input
<filename>.pk: File containing the Parikh vectors computed from the prefixes
of the traces of the log.
A.5 Output
• <filename>.pk.inv: File containing all invariants extracted without their
frequencies
• <filename>.pk.inv.freq: File containing all invariants extracted indi-
cating their frequencies
• <filename>.pk.inv.top: File containing the most frequent invariants
extracted indicating their frequencies
• <filename>.pk.tpn: File containing the description of the discovered
Petri net in the TPN format.
