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For the multi-modal dialogue system SmartKom, emotional
user states in a Wizard-of-Oz experiment as, e.g., joyful, angry,
helpless, are annotated holistically and based purely on facial
expressions; other phenomena (prosodic peculiarities, offtalk,
i.e., speaking aside, etc.) are labelled as well. We present the
correlations between these different annotations and report clas-
sification results using a large prosodic feature vector. The per-
formance of the user state classification is not yet satisfactory;
possible reasons and remedies are discussed.
1. Introduction
In this paper, we want to look at emotional states in the context
of automatic dialogue systems, where not all emotions play an
important role: disgust for instance is (hopefully) not impor-
tant. Moreover, not the emotional state in its most pronounced
form is of interest, but rather pre-stages as well: suppose we at-
tempted to identify the most pronounced, pure or mixed, emo-
tions in a real life application; if speakers are so involved as to
display, say, pure anger overtly, it will most certainly be too late
for the system to react in a way so as to rescue the dialogue.
So what we have to look for is not (only) ‘full-blown’ anger,
but all forms of slight or medium irritation indicating a critical
phase in the dialogue that may become real (‘hot’) anger if no
action is taken. Thus we prefer the term user state rather than
emotion, since a user can be in a hesitating state (a fact that
is of high interest to the system, because it should for instance
use this information to provide more help to the user); on the
other hand hesitation is not a (basic) emotion in the classical
sense. Of course, not only ‘problematic’ user states as anger or
hesitation can be of interest, but ‘positive’ states as, for instance,
joy/contentment as well: this can be taken as a confirmation of a
good-functioning system, and can be a valuable information for
a user-adaptive system. The concept of user state is elaborated
in more detail in [3]; a more thorough discussion of emotional
states can be found in [5].
At least in our cultural setting, but most probably in ev-
ery culture, (esp. some) emotional states are, up to a large ex-
tent, not only induced by involuntary physiological processes
but controlled by social rules. This holds especially for such
transactional settings as communications between users asking
for information, and office clerks or automatic systems. This
means, however, that we cannot rely on a distinct indication of
user states on some specific tiers, be it voice, or facial gesture.
Any type of understatement (irony, litotes) is just one way of not
saying what one wants to say; We are not amused (ascribed to
Queen Victoria) might – but need not – mean something like I’m















































w do you know?
dialogue system.




parameters; sometimes it can be taken at face value. Not
– normally produced without any emphasis – can mean
me as Great! produced with much emphasis.
2. The SmartKom System
tKom is a multi-modal German dialogue system which
ines speech with gesture and facial expression [12]. The
lled SmartKom-Public version of the system is a ‘next
ation’ multi-modal communication telephone booth. The
can get information on specific points of interest, as, e.g.,
, restaurants, cinemas. They delegate a task, for instance,
g a film, a cinema, and reserving the tickets, to a vir-
gent which is visible on the graphical display. Users get
cessary information via synthesized speech produced by
gent, and on the graphical display, via presentations of
f hotels, restaurants, cinemas, etc., and maps of the in-
ity, etc. For this system data are collected in a large-
Wizard-of-Oz experiment. The dialogue between the
nded) SmartKom system and the user is recorded with
al microphones and digital cameras. Subsequently, sev-
nnotations are carried out. The recorded speech represents
special variety of non-prompted, spontaneous speech typ-
r man-machine-communication in general and for such a
-modal setting in particular. More details on the record-
nd annotations can be found in [7, 10] and in the following
raphs.
a first pass, the user states are labelled holistically, i.e. the
er can look at the persons facial expressions, body ges-
and listen to his/her speech. The labeller annotates the
tates joy/gratification, anger/irritation, helplessness, pon-
g/reflecting, surprise, neutral, and unidentifiable episodes.
s marked if the user states seemed to be weak or strong.
labels we will call USH, i.e., user states, holistic. In a
d pass, a different labeller annotates all the non-neutral
tates, purely based on the facial expressions. The bound-
of the labels can also be changed, if necessary. These la-
e will call USF, i.e., user states, facial expression. Ad-
ally, all the speech is labelled prosodically, i.e. prosodic
iarities like hyper-clear speech, pauses inside words, syl-
lengthening, etc. were marked. Note that with these dif-
t annotations, we can easily contrast ‘holistic’ user states
it is not clear whether speech, or facial expression, or
indicate the specific user state, with user states thoroughly
d by facial expressions (but possibly by other means as
h as well). We have, however, no annotation of user states
re exclusively marked by speech, or marked thoroughly by
h but possibly by other means as well.
fftalk is defined in [7] as comprising “every utterance that
is not directed to the system as a question, a feedback utterance
or as an instruction”. This comprises reading aloud from the
display. Other terms are ‘speaking to oneself’, ‘speaking aside’.
In most cases, the system should not react to these utterances, or
it should process them in a special way, for instance, on a meta
level, as remarks about the (mal-) functioning of the system, and
not on an object level, as communication with the system. In
the annotation, two different types of offtalk are labelled: read
offtalk (ROT) and other offtalk (OOT); every other word is via
default annotated with the label NOT as no offtalk. If the user
reads aloud words presented on the display, this is labelled as
ROT; it was decided not to tell apart all other types of offtalk,
e.g., speaking aside to another person or speaking to oneself,
because these decisions are often not easy to make. Offtalk is
dealt with in more detail in [7, 8, 4].
For spontaneous speech it is still an open question which
prosodic features are relevant for the different classification
problems, and how the different features are interrelated. We
try therefore to be as exhaustive as possible, and we use a highly
redundant feature set leaving it to the statistic classifier to find
out the relevant features and the optimal weighting of them. For
the computation of the prosodic features, a fixed reference point
has to be chosen. We decided in favor of the end of a word be-
cause the word is a well-defined unit in word recognition, and
because this point can be more easily defined than, for exam-
ple, the middle of the syllable nucleus in word accent position.
95 relevant prosodic features modelling duration, energy and
F0, are extracted from different context windows. The context
could be chosen from two words before, and two words after,
around a word; by that, we use so to speak a ‘prosodic five-
gram’. A full account of the strategy for the feature selection is
beyond the scope of this paper; details are given in [2, 3].
A Part of Speech (POS) flag is assigned to each word in
the lexicon [4]. Six cover classes are used: AUX (auxiliaries),
PAJ (particles, articles, and interjections), VERB (verbs), APN
(adjectives and participles, not inflected), API (adjectives and
participles, inflected), and NOUN (nouns, proper nouns), i.e.,
for the context of +/- two words, 6x5   30 features.
3. Material and Crosstabulations
For this study, we use those 86 dialogues from the SmartKom-
Public scenario, for which all user state annotations are avail-
able. First, we had to map the word boundaries obtained by a
forced alignment, onto the boundaries of USH and USF, respec-
tively. In most of the cases, the boundaries of USH as well as
of USF coincide with (speech) pauses. In some few cases, this












































pressed up to now, only if word and user state overlap to a very
extent. In all other cases, the word is mapped onto the
‘right’) user state. For practical reasons, and because the
ion of these user states is very similar, we combine pon-
g/reflecting and helplessness into helpless.
rosodic events can mark any of the prosodic function, i.e.,
a user state, a boundary, a phrase accent, etc. [2, 3]. In
1, the sequence from top to bottom mirrors the transition
very positive (joyful-strong) via neutral to very negative
y-strong) on the valence domain. The percentage of cases
ords at prosodic boundaries, accentuated words, words
ing prosodic peculiarities, and words belonging to read,
, or no offtalk is given in the columns. The row neutral
ents a sort of baseline – any clear deviation of this base-
ndicates that this user state is marked in this special way
often than usual; these figures are bold-faced. surprise de-
often, but this has to be interpreted cautiously because of
all number of items (62). Most of the other strong devia-
are found for the extrema joyful-strong and angry-strong;
ss shows a higher percentage of offtalk. In general, how-
the marked user states deviate from neutral not to a large
t – which means in turn that they are indicated to a large
t by other means.
able 2 shows the agreement between the holistic labelling
and the one purely based on facial expressions USF. The
ment between holistically neutral and neutral based on fa-
xpressions is artificial, since holistically labelled neutral
re-labelled based on facial expressions, and the deviation
100% is based on the slight changes of the boundaries.
onfusion of weak and strong user states for joyful and an-
ould be expected. Again, surprised has to be interpreted
caution, because of the low number of item. Most confu-
s between USF helpless and other USH user states, i.e.,
ised, angry (weak and strong); such marked ‘confusions’
ld-faced in Table 2. Note that the confusion between an-
d helpless is rather high. This is not surprising: to display
y anger is often not acceptable in our culture, thus angry it
en mistaken with ‘the next’ user state helpless, especially
labeller does not know the person, i.e., does not have a
ed person-dependent model of how that person would ex-
anger. On the other hand, holistically labelled helpless is
of the time also labelled as helpless based purely on facial
ssions. This seems logical, since there is far less cultural
ure to hide helplessness, at least not in that scenario.prosodic peculiarities Offtalk
USH # words boundary accent marked unmarked read other no
joyful-strong 93 31.2 57.0 17.2 82.8 10.8 89.2
joyful-weak 580 23.6 47.8 7.6 92.4 1.9 98.1
surprised 62 43.5 72.6 17.7 82.3 32.3 67.7
neutral 7827 20.3 45.4 9.4 90.6 2.8 4.1 93.2
helpless 1065 23.4 45.7 12.5 87.5 5.9 14.2 79.9
angry-weak 418 20.1 49.3 12.4 87.6 1.0 4.1 95.0
angry-strong 138 23.9 44.2 21.0 79.0 100.0
Total 10183 21.1 45.9 10.0 90.0 2.8 5.2 92.0
Table 1: Holistic user states: crosstabulation of word-based user states with boundary (i.e., strong prosodic boundary), accent (i.e.,
primary and secondary accent), prosodic peculiarities, and offtalk, in percent; clear deviations from neutral are bold-faced.
4. Classification and Discussion
Even if our database comprises more than 10.000 words, we
have to face a sparse data problem, cf. the figures provided in
Table 1. Thus, for the descriptive part of our study, as well as for
the initial classification experiments presented in this paper, we
use the whole database, leave-one-out classification, and all 95
prosodic as well as all 30 POS features. (Note that without POS
features, the recognition rates are only slightly worse.) Mostly,
linear discriminant analysis (LDA) is used which is very fast
and can be interpreted quite easily. Some experiments were
replicated with Neural Networks (Multi-Layer-Perceptron, one
hidden layer, r-prop training algorithm), cf. Table 3. There,
we display recognition rates for different granularities of user
states; by that we mean that the seven original states (first line
with results in Table 3) can be mapped onto 5, 4, 3, and 2 cover
classes. Such mappings make sense from an application point
of view – it depends on the power of the higher modules in the
system, how fine the granulation of user states can be. In the
demonstrator of the SmartKom system, for instance, we want
to handle joy and anger vs. neutral state in specific ways. RR is
the overall recognition rate (number of cases classified correctly
divided by all cases), and CL is the class-wise averaged classi-
fication rate (mean of the recognition rates for each class). The
distribution is very unequal, 77% of all cases belonging to the
class neutral. In such a case, RR  CL means that the marked
classes have a lower recognition rate than the neutral, more fre-
quent class; if CL  RR, it is the other way round. For some of
the constellations, a classification with Neural Networks is dis-
played as well (columns     and  ), to check the quality
of our LDA classification. We can see that the Neural Network
classifier is a bit better, but not to a large extent (for the NN, CL
was optimized, for LDA, equal distribution of all classes was
assumed). Recognition rates for single speakers vary between



































a prelm obviously use prosodic cues, some rather not, to mark
user state.
bove we mentioned that with these holistic and fa-
nnotations, we do not know which words are definitely
d by linguistic means/speech parameters. We computed
dditional classifications for the four-class problem joy-
utral/helpless/angry, one for those cases where holistic
acial annotations are in agreement – these cases are given
diagonal of Table 2 – and the complement, i.e., all those
that do not agree. For these cases, there could be conflict-
es, facial cues indicating another user state than linguistic
Results are better for agreeing cases, RR   38.2, CL  
for not agreeing cases, RR   35.8, CL   35.6. This in-
s that agreeing cases are more ‘robust’ than not agreeing
– most probably because of the mutual re-inforcement of
o modalities – but it still does not tell us which cases re-
re marked by linguistic means/speech parameters.
bviously, classification of user states that are not elicited
an easy task; the recognition rates are hardly convincing
just from a purely statistical point of view! (Note that
assification of other events is in the expected range: ac-
vs. no accents: RR: 78.2%, CL: 78.0%; boundaries vs. no
aries: RR: 85.7%, CL: 82.7%; questions vs. no questions:
6.2%, CL: 78.1%; offtalk vs. no offtalk: RR: 79.6%, CL:
[2, 4].) We have argued in [3] that emotions and user
in ‘real life’ are marked at different levels and with dif-
means besides speech: this can be facial expressions, cf.
2, hand gestures, and body movements (not annotated);
riety of other linguistic means is dealt with in [3] in more
. In addition, spectral features are certainly relevant, cf.
n 5. We do not believe, however, that by using just one
other feature classes – be it spectral features or facial ex-
ions alone – we can get very far: each means contributes
own. Albeit inter-labeller agreement is still on the agenda,
iminary check [10] showed that it will not be very high –USF
USH joyful-strong joyful-weak surprised neutral helpless angry-weak angry-strong
joyful-strong 20.4 73.1 6.5
joyful-weak 3.1 60.7 1.2 24.0 10.0 .9 .2
surprised 12.9 16.1 37.1 29.0 4.8
neutral .1 .2 .0 97.6 1.3 .7 .1
helpless .4 1.3 .7 22.7 61.9 6.5 6.6
angry-weak 3.1 .5 15.6 41.9 37.6 1.4
angry-strong 1.4 43.5 44.2 10.9
Total .4 4.6 .3 79.7 10.6 3.4 1.0
Table 2: Crosstabulation between the holistic labelling of user states and a labelling based on facial gestures alone, in percent; marked
‘confusions’ are bold-faced.
different granularities of USH RR CL      
joyful-strong joyful-weak surprised neutral helpless angry-weak angry-strong 22.7 26.0
joyful surprised neutral helpless angry 30.4 34.5
joyful neutral helpless angry 34.0 39.1
joyful neutral problem 42.4 45.8 35.6 48.4
no problem helpless angry 53.7 47.8
no problem problem 65.8 62.3 64.7 63.9
not angry angry 68.3 62.9 68.2 65.8
Table 3: Word based classification, 95 prosodic and 30 POS features, leave-one-out, in percent: overall recognition rate RR, class-wise
computed recognition rate CL, different mappings onto cover classes, LDA and Neural Networks
not because of some shortcomings of the labelling but simply
because of the difficulty of the task.
We have seen that a prosodic classification, based on a large
feature vector – actually the very same that had been success-
fully used for the classification of accents and boundaries within
the Verbmobil project [2] – yields not very good classification
rates. Neither does POS information help very much. However,
we believe that already with the used feature vector, we could
use a strategy which had been used successfully for the treat-
ment of speech repairs within the Verbmobil project [9]: there,
we tuned the classification in such a way that we obtained a high
recall at the expense of a very low precision for speech repairs.
This classification could then be used as a sort of preprocess-
ing step that reduced the search space for subsequent analyses
considerably. If we, e.g., choose an appropriate cost function,
we get for the two-class problem not angry vs. angry for angry
a recall of 88.7%, but of course a very low precision of 6.2%.
Still, we only miss some 11% angry cases and can reduce the
search space by some 23% of all cases. The rest has to be clas-
sified with the help of the other knowledge sources. Another
possibility would be an integrated processing with the A* algo-
rithm along the lines indicated in [6, 3], using other indicators
that most likely will contribute to classification performance as,
e.g., syntactic structure, the lexicon (use of swear words), the
use of idiomatic phrases, out-of-sequence dialogue acts, etc.
It is our experience that 95 prosodic features are not easily
interpreted in terms of relevancy for classification because many
of them are more or less correlated with each other; instead, it
is more appropriate first to compute principal components and
then classify with those 25 principal components as predictor
variables that have an eigenvalue  1.0. Such an analysis for
the four classes joyful, neutral, helpless, and angry, cf. Table 3,
yields in fact worse recognition rates (RR: 28.5, CL: 37.5), but
the impact of each predictor variable can easily be interpreted:
Joyful is characterized by lower energy level and less energy
(duration/F0) variation, helpless by more pauses (and longer
durations), angry by higher energy level (and less energy (dura-
tion) variation), and for neutral, everything is possible (features
in parentheses are less relevant).
5. Conclusion and future work
Our results correspond more or less with those obtained for
similar data by ourselves [3] and other researchers [1]. One –
maybe very important – difference is, however, that these stud-
ies only took into account speech and not facial expressions: we
do not know yet which USH labels are based only on facial ex-
pressions and which ones on both speech and facial expressions.
Thus the next step has to be a classification of the facial expres-
sions. For that, we will train an eigenspace [11] for each user
state; the one which minimizes the residual description error, is
assigned to the face. At the moment, the huge SmartKom cor-
pus of the face camera (approx. 100 GByte) is preprocessed for
these experiments. Due to technical reasons (persons turning
their face away from the camera, etc.), in a first step, a subset
has to be selected.
As for our phonetic feature vector, the next step will be to
incorporate other feature types as, e.g., MFCC, LFPC and jit-
ter/shimmer. Other classifiers will be used as well, e.g., support
vector machines, albeit we do not expect a significant improve-
ment of recognition rates. Other linguistic information will be
taken into account [3], and we will not only do word-based clas-
sification, but turn-based and chunk-based (turns broken down
























[12]aybe it is a good metaphor to compare the task of au-
ically classifying holistic user states with the task of a
ler who is confronted with a foreign culture without any
ledge of the language and the social rules. In both cases,
l take some time. And there will be no free lunch, and
eap lunch, but only hard work to combine all the different
ledge sources.
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