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INCLUSION RELATIONS BETWEEN MODULATION AND
TRIEBEL-LIZORKIN SPACES∗
WEICHAO GUO, HUOXIONG WU, AND GUOPING ZHAO
Abstract. In this paper, we obtain the sharp conditions of the inclusion
relations between modulation spaces Msp,q and Triebel-Lizorkin spaces Fp,r
for p ≤ 1, which greatly improve and extend the results for the embed-
ding relations between local Hardy spaces and modulation spaces obtained
by Kobayashi, Miyachi and Tomita in [Studia Math. 192 (2009), 79-96].
1. INTRODUCTION
The modulation spaces M sp,q were introduced by Feichtinger[2] in 1983 by the
short-time Fourier transform. One can find some motivations and basic properties
in [3]. Modulation spaces have a close relationship with the topics of time-frequency
analysis (see [6]), and that they has been regarded as a appropriate spaces for the
study of PDE (see [16]). As function spaces associated with the uniform decomposi-
tion, modulation spaces have many beautiful properties, for instance, the properties
of product and convolution on modulation spaces (see [4, 9, 10]), the boundedness
of unimodular multipliers on modulation spaces (see [1, 14, 28]). One can also see
[8, 24, 26, 27] for the study of nonlinear evolution equations on modulation spaces.
A basic but important problem is to find the relations between modulation spaces
and classical function spaces. Many authors have paid their attentions to this topic,
for example, one can see Gro¨bner [5], Okoudjou [15], Toft [19, 20], Sugimoto-Tomita
[18], Masaharu-Sugimoto [13] and Wang-Huang [25]. In particular, Kobayashi-
Miyachi-Tomita [12] studied the inclusion relations between local Hardy spaces hp
and modulation spaces M sp,q and established the following results.
Theorem A (cf. [12]) Let 0 < p ≤ 1, 0 < q ≤ ∞ and s ∈ R. Then, M sp,q ⊂ hp if
and only if one of the following conditions holds:
(1) 1/p ≤ 1/q, s ≥ 0;
(2) 1/p > 1/q, s > n(1/p− 1/q).
Theorem B (cf. [12]) Let 0 < p ≤ 1, 0 < q ≤ ∞ and s ∈ R. Then, hp ⊂M
s
p,q if
and only if one of the following conditions holds:
(1) 1/q ≤ 1/p, s ≤ n(1− 1/p− 1/q);
(2) 1/q > 1/p, s < n(1− 1/p− 1/q).
We recall that the local Hardy spaces hp (0 < p < ∞), which was introduced
by by Goldberg in [7], is equivalent with the inhomogeneous Triebel-Lizorkin space
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Fp,r with r = 2. Note that the Triebel-Lizorkin spaces contain many important
function spaces, such as Lebesgue spaces, Sobolev spaces, and Hardy spaces et al.
It is natural to ask whether the inclusion relations above in Theorems A and B still
hold if replaced Fp,2 by the general Fp,r for r > 0? This question will be addressed
by our next theorems.
Theorem 1.1. Let 0 < p ≤ 1, 0 < q, r ≤ ∞ and s ∈ R. Then, M sp,q ⊂ Fp,r if and
only if one of the following conditions holds:
(1) 1/p ≤ 1/q, s ≥ 0, 1/r ≤ 1/q;
(2) 1/p > 1/q, s > n(1/p− 1/q).
Theorem 1.2. Let 0 < p ≤ 1, 0 < q, r ≤ ∞ and s ∈ R. Then, Fp,r ⊂ M
s
p,q if and
only if one of the following conditions holds:
(1) 1/q ≤ 1/p, s ≤ n(1− 1/p− 1/q);
(2) 1/q > 1/p, s < n(1− 1/p− 1/q).
Remark 1.3. To make the reader more clearly understand our work in this paper,
we would like to make a comparison between our theorems and the main results in
[12], i.e. Theorem A and B.
Cleary, Theorems 1.1 and 1.2 in this paper are great improvement and extension
of Theorems A and B. Also, in the technical level, we have to work under the
framework of Triebel-Lizorkin spaces, which is a lack of such a simple form of
atoms as in hp, and then the most important problem we face is how to estimate
the more complicated atoms of Triebel-Lizorkin spaces in modulation spaces. In
addition, we drop the method used in [12], which is deeply depend on an equivalent
norm of modulation space (see Lemma 2.2 in [12]), and use the ”standard” norm
of modulation spaces. We would like to give an independent proof (quite different
from [12]) on both sufficiency and necessity parts, which seems more efficient and
clear than those in [12].
This paper is organized as follows. In Section 2, we will recall some basic nota-
tions and definitions, and present some preliminary lemmas, which will be used in
our proofs. The proofs of our main results will be given in Section 3. Also, we will
end this paper by presenting a open problem and its difficulties.
2. PRELIMINARIES
In this section, we first recall some notations. Let C be a positive constant
that may depend on n, p, q, r, s. The notation X . Y denotes the statement that
X ≤ CY , the notation X ∼ Y means the statement X . Y . X , and the notation
X ≃ Y denotes the statement X = CY . For a multi-index k = (k1, k2, ...kn) ∈ Z
n,
we denote |k|∞ := supi=1,2...n |ki|, and 〈k〉 := (1 + |k|
2)1/2.
Let S := S (Rn) be the Schwartz space and S ′ := S ′(Rn) be the space of
tempered distributions. We define the Fourier transformFf and the inverse Fourier
transform F−1f of f ∈ S (Rn) by
Ff(ξ) = fˆ(ξ) =
∫
Rn
f(x)e−2πix·ξdx , F−1f(x) = fˆ(−x) =
∫
Rn
f(ξ)e2πix·ξdξ.
We recall some definitions of the function spaces treated in this paper.
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Definition 2.1. Let s ∈ R, 0 < p, q ≤ ∞. The weighted Lebesgue space Lsx,p
consists of all measurable functions f such that
‖f‖Lsx,p =

(∫
Rn
|f(x)|p〈x〉psdx
)1/p
, p <∞ (2.1)
ess sup
x∈Rn
|f(x)〈x〉s|, p =∞ (2.2)
is finite. If f is defined on Zn, we denote
‖f‖ls,0k,p
=

(∑
k∈Zn
|f(k)|p〈k〉ps
)1/p
, p <∞ (2.3)
sup
k∈Zn
|f(k)〈k〉s|, p =∞ (2.4)
and ls,0k,p as the (quasi) Banach space of functions f : Z
n → C whose ls,0k,p norm is
finite. If f is defined on N = Z+ ∪ {0}, we denote
‖f‖ls,1j,p
=

∑
j∈N
2jsp|f(j)|p
1/p , p <∞ (2.5)
sup
j∈N
|2jsf(j)|, p =∞ (2.6)
and ls,1j,p as the (quasi) Banach space of functions f : N → C whose l
s,1
j,p norm is
finite. We write Lsp, l
s,0
p , l
s,1
p for short, respectively, if there is no confusion.
The translation operator is defined as Tx0f(x) = f(x− x0) and the modulation
operator is defined as Mξf(x) = e
2πiξ·xf(x), for x, x0, ξ ∈ R
n. Fixed a nonzero
function φ ∈ S , the short-time Fourier transform of f ∈ S ′ with respect to the
window φ is given by
Vφf(x, ξ) = 〈f,MξTxφ〉, (2.7)
and that can written as
Vφf(x, ξ) =
∫
Rn
f(y)φ(y − x)e−2πiy·ξdy (2.8)
if f ∈ S . We give the (continuous) definition of modulation spaceMsp,q as follows.
Definition 2.2. Let s, t ∈ R, 0 < p, q ≤ ∞. The (weighted) modulation space
Msp,q consists of all f ∈ S
′(Rn) such that the (weighted) modulation space norm
‖f‖Msp,q =
∥∥‖Vφf(x, ξ)‖Lx,p∥∥Lsξ,q
=
(∫
Rn
(∫
Rn
|Vφf(x, ξ)|
p〈x〉tpdx
)q/p
〈ξ〉sqdx
)1/q (2.9)
is finite, with the usual modifications when p = ∞ or q = ∞. This definition is
independent of the choice of the window φ ∈ S .
Applying the frequency-uniform localization techniques, one can give an alter-
native definition of modulation spaces (see [21, 27] for details).
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We denote by Qk the unit cube with the center at k. Then the family {Qk}k∈Zn
constitutes a decomposition of Rn. Let ρ ∈ S (Rn), ρ : Rn → [0, 1] be a smooth
function satisfying that ρ(ξ) = 1 for |ξ|∞ ≤ 1/2 and ρ(ξ) = 0 for |ξ| ≥ 3/4. Let
ρk(ξ) = ρ(ξ − k), k ∈ Z
n (2.10)
be a translation of ρ. Since ρk(ξ) = 1 in Qk, we have that
∑
k∈Zn ρk(ξ) ≥ 1 for all
ξ ∈ Rn. Denote
σk(ξ) = ρk(ξ)
(∑
l∈Zn
ρl(ξ)
)−1
, k ∈ Zn. (2.11)
It is easy to know that {σk(ξ)}k∈Zn constitutes a smooth decomposition of R
n, and
σk(ξ) = σ(ξ − k). The frequency-uniform decomposition operators can be defined
by
k := F
−1σkF (2.12)
for k ∈ Zn. Now, we give the (discrete) definition of modulation space M sp,q.
Definition 2.3. Let s ∈ R, 0 < p, q ≤ ∞. The modulation space M sp,q consists of
all f ∈ S ′ such that the norm
‖f‖Msp,q :=
(∑
k∈Zn
〈k〉sq‖kf‖
q
p
)1/q
(2.13)
is finite. We write Mp,q := M
0
p,q for short.
Remark 2.4. We remark that the above definition is independent of the choice of
σ (see [26]). So, we can use appropriate σ according to our need. In the definition
above, the function sequence {σk(ξ)}k∈Zn satisfies σk(ξ) = 1 and σk(ξ)σl(ξ) = 1
if k 6= l, where |ξ|∞ ≤ 1/4. We also recall that the definition of M
s
p,q and M
s
p,q
are equivalent. In this paper, we mainly use the discrete definition of modulation
space, i.e., M sp,q.
Next, we recall function spaces associated with the dyadic decomposition of Rn.
Let ϕ(ξ) be a smooth bump function supported in the ball {ξ : |ξ| < 32} and be
equal to 1 on the ball {ξ : |ξ| ≤ 43}. Denote
ψ(ξ) = ϕ(ξ) − ϕ(2ξ), (2.14)
and a function sequence{
ψj(ξ) = ψ(2
−jξ), j ∈ Z+,
ψ0(ξ) = 1−
∑
j∈Z+ ψj(ξ) = ϕ(ξ).
(2.15)
For integers j ∈ N, we define the Littlewood-Paley operators
∆j = F
−1ψjF . (2.16)
Let 0 < p, q ≤ ∞ and s ∈ R. For f ∈ S ′, set
‖f‖Bsp,q =
 ∞∑
j=0
2jsq‖∆jf‖
q
Lp
1/q . (2.17)
The (inhomogeneous) Besov space is the space of all tempered distributions f for
which the quantity ‖f‖Bsp,q is finite.
INCLUSION RELATIONS BETWEEN MODULATION AND TRIEBEL-LIZORKIN SPACES 5
Let 0 < p <∞, 0 < q ≤ ∞ and s ∈ R. For f ∈ S ′, set
‖f‖F sp,q =
∥∥∥∥∥∥∥
 ∞∑
j=0
2jsq|∆jf |
q
1/q
∥∥∥∥∥∥∥
Lp
. (2.18)
The (inhomogeneous) Triebel-Lizorkin space is the space of all tempered distribu-
tions f for which the quantity ‖f‖F sp,q is finite.
Let Qn be the collection of all cubes Qν,k in R
n with sides parallel to the axes,
centered at 2−νk, and with side length l(Qν,k) = 2
−ν, where k ∈ Zn, ν ∈ N.
Let r > 0, we use rQ to denote the cube in Rn concentric with Q satisfying
l(rQ) = rl(Q). We write (ν, k) < (ν′, k′) if ν ≥ ν′ and
Qν,k ⊂ 2Qν′,k′ with Qν,k, Qν′,k′ ∈ Q
n. (2.19)
For c ∈ R, we denote c+ = max{c, 0}, and use [c] to represent the largest integer less
than or equal to c. We recall some definitions about s-atom and (Q, s, p, q)-atom,
which are very useful in our proofs.
Definition 2.5. Let 0 < p ≤ 1 < q ≤ ∞, s ∈ R. Let K and L be the integers with
K ≥ ([s] + 1)+ and L ≥ max{[n(1/p− 1)+ − s], 1} (2.20)
(1) A (complex-valued) function a(x) is called a s-atom if
suppa ⊂ 5Q (2.21)
for some Q = Q0k ∈ Q
n and
|Dαa(x)| ≤ 1 for |α| ≤ K. (2.22)
(2) Let Q = Qν,k ∈ Q
n. The function a(x) is called a (Q, s, p, q)-atom if (2.21)
is satisfied,
|Dαa(x)| ≤ |Q|−1/q+s/n−|α|/n for |α| ≤ K, (2.23)
and ∫
Rn
xβa(x)dx = 0 for |β| ≤ L. (2.24)
(3) The distribution g ∈ S ′ is called an (s, p, q)-atom if
g =
∑
(µ,l)<(ν,k)
dµlaµl(x) (convergence in F
s
p,q) (2.25)
for some ν ∈ N and k ∈ Zn, where aµl is a (Qµl, s, p, q)-atom and dµl are
complex numbers with ∑
(µ,l)<(ν,k)
|dµl|
q
1/q ≤ |Qνk|1/q−1/p (2.26)
with usual modification if q =∞.
We also recall the atomic decomposition for F sp,q. One can find following lemma
and its historic remarks in Triebel’s book [23, Section 3.2].
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Lemma 2.6. Let 0 < p ≤ 1 < q ≤ ∞, s ∈ R. Let K and L be fixed integers
satisfying (2.20). A distribution f ∈ S ′ is an element of F sp,q if and only if it can
be represented as
∞∑
j=1
(µjaj + λjgj) (convergence in S
′) (2.27)
where aj are s-atoms, gj are (s, p, q)-atoms, µj and λj are complex numbers with ∞∑
j=1
|µj |
p + |λj |
p
1/p . ‖f‖F sp,q . (2.28)
We recall a inclusion relations between modulation and Besov spaces.
Lemma 2.7 (see [25]). Let 0 < p, q ≤ ∞. Then the following two statements is
true.
(1) M sp,q ⊂ Bp,q ⇐⇒ s ≥ 0 ∨ [n(1/p− 1/q)] ∨ [n(1− 1/p− 1/q)];
(2) Bp,q ⊂M
s
p,q ⇐⇒ s ≤ 0 ∧ [n(1/p− 1/q)] ∧ [n(1− 1/p− 1/q)].
The following Bernstein multiplier theorem will be used in our proof.
Lemma 2.8 (Bernstein multiplier theorem). Let 0 < p ≤ 1, ∂γf ∈ L2 for |γ| ≤
[n(1/p− 1/2)] + 1. Then,
‖F−1f‖Lp .
∑
|γ|≤[n(1/p−1/2)]+1
‖∂γf‖L2 . (2.29)
We recall a convolution inequality for p ≤ 1.
Lemma 2.9 (Weighted convolution in Lp with p < 1, see [22]). Let 0 < p < 1,
B(x0, R) = {x : |x− x0| ≤ R}. Suppose f, g ∈ L
p with Fourier support in B(x0, R)
and B(x1, R) respectively. Then there exists a constant C > 0 which is independent
of x0, x1, R, f such that
‖|f | ∗ |g|‖Lp ≤ CR
n(1/p−1)‖f‖Lp‖g‖Lp.
Finally, we recall some embedding lemmas.
Lemma 2.10 (Sharpness of embedding, for uniform decomposition). Suppose 0 <
q1, q2 ≤ ∞, s1, s2 ∈ R. Then
ls1,0q1 ⊂ l
s2,0
q2 (2.30)
holds if and only if{
s2 ≤ s1
1
q2
+ s2n <
1
q1
+ s1n
or
{
s2 = s1
q2 = q1.
(2.31)
Lemma 2.11 (Sharpness of embedding, for dyadic decomposition). Suppose 0 <
q1, q2 ≤ ∞, s1, s2 ∈ R. Then
ls1,1q1 ⊂ l
s2,1
q2 (2.32)
holds if and only if
s2 < s1 or
{
s2 = s1
1/q2 ≤ 1/q1.
(2.33)
INCLUSION RELATIONS BETWEEN MODULATION AND TRIEBEL-LIZORKIN SPACES 7
3. Proofs of Theorems 1.1 and 1.2
Proposition 3.1. Let 0 < p <∞, 0 < q, r ≤ ∞, s ∈ R. Then we have
(1) M sp,q ⊂ Fp,r =⇒ l
s,0
q ⊂ l
0,0
p ,
(2) Fp,r ⊂M
s
p,q =⇒ l
0,0
p ⊂ l
s,0
q .
Proof. Take g to be smooth function with compact Fourier support on B(0, 10−10),
ĝk = ĝ(· − k). Denote
GN =
∑
k∈Zn
akTNkgk, (3.1)
where {ak}k∈Zn is a truncated (only finite nonzero items) sequence of nonnegative
real number, T is the translation operator, N is some large integer to be chosen
later. We have kGN = akTNkgk. In addition, we have ‖gk‖Fp,r ∼ ‖gk‖Lp .
By the definition of modulation space Mp,q, we have
‖GN‖Msp,q ∼ ‖{‖kGN‖Lp}‖ls,0q ∼ ‖{ak‖TNkgk‖Lp}‖ls,0q
∼ ‖{akg‖Lp}‖ls,0q ∼‖{ak}‖ls,0q .
(3.2)
On the other hand, lettingN →∞, we use the almost orthogonality of {akTNkgk}k∈Zn
to deduce that
lim
N→∞
‖GN‖Fp,r = lim
N→∞
(∑
k∈Zn
apk‖TNkgk‖
p
Fp,r
)1/p
∼
(∑
k∈Zn
apk‖gk‖
p
Lp
)1/p
∼
(∑
k∈Zn
apk
)1/p
∼ ‖{ak}‖l0,0p .
(3.3)
Thus, if M sp,q ⊂ Fp,r, we deduce that
‖{ak}‖l0,0p ∼ limN→∞
‖GN‖Fp,r . lim
N→∞
‖GN‖Msp,q ∼ ‖{ak}‖ls,0q (3.4)
for any truncated sequence {ak}k∈Z, which implies the desired inclusion relation
ls,0q ⊂ l
0,0
p .
On the other hand, if Fp,r ⊂M
s
p,q holds, we conclude
‖{ak}‖ls,0q ∼ limN→∞
‖GN‖Msp,q . limN→∞
‖GN‖Fp,r ∼ ‖{ak}‖l0,0p , (3.5)
which implies l0,0p ⊂ l
s,0
q . 
Proposition 3.2. Let 0 < p <∞, 0 < q, r ≤ ∞, s ∈ R. Then we have
(1) M sp,q ⊂ Fp,r =⇒ l
s+n/q,1
q ⊂ l
n(1−1/p),1
p ,
(2) Fp,r ⊂M
s
p,q =⇒ l
n(1−1/p),1
p ⊂ l
s+n/q,1
q .
Proof. Choose a smooth function h with compact Fourier support on 3/4 ≤ |ξ| ≤
4/3, satisfying hˆ(ξ) = 1 on 7/8 ≤ |ξ| ≤ 8/7. Denote ĥj(ξ) = ĥ(ξ/2
j),
Γj = {k ∈ Z
n : khj 6= 0}, Γ˜j = {k ∈ Z
n : khj = F
−1σk}. (3.6)
Obviously, we have |Γj | ∼ |Γ˜j | ∼ 2
jn for |j| ≥ J , where J is a sufficient large
number. In addition, k ∼ 2j for k ∈ Γj or k ∈ Γ˜j .
Denote
FN =
∞∑
j≥J
bjTNje0hj ,
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where {bj}
∞
j=0 is a truncated (only finite nonzero items) sequence of nonnegative
real number, e0 = (1, 0, · · · , 0) is the unit vector of R
n, N is a sufficient large
number to be chosen later.
We first estimate the norm of M sp,q. Using lemma 2.9, we deduce that
‖khj‖ . 2
jn(1/p−1)‖hj‖Lp · ‖F
−1σk‖Lp . 1. (3.7)
Thus,
‖FN‖Msp,q =
(∑
k∈Zn
〈k〉sq‖kFN‖
q
Lp
)1/q
≤
∑
j≥J
∑
k∈Γj
〈k〉sqbqj‖khj‖
q
Lp
1/q
.
∑
j≥J
2jsqbqj |Γj |
1/q .
∑
j≥J
2jsqbqj2
jn
1/q ∼ ‖{bj}j≥J‖ls+n/q,1q .
(3.8)
On the other hand,
‖FN‖Msp,q ≥
∑
j≥J
∑
k∈Γ˜j
〈k〉sqbqj‖khj‖
q
Lp
1/q
=
∑
j≥J
∑
k∈Γ˜j
〈k〉sqbqj‖F
−1σk‖
q
Lp
1/q
∼
∑
j≥J
2jsqbqj |Γ˜j |
1/q ∼
∑
j≥J
2jsqbqj2
jn
1/q ∼ ‖{bj}j≥J‖ls+n/q,1q .
(3.9)
Hence,
‖FN‖Msp,q ∼ ‖{bj}j≥J‖ln(1−1/p),1p
. (3.10)
Now, we turn to the estimate of ‖FN‖Fp,r . By the assumption of h, we have
∆jhj = hj , where ĥj(ξ) = hˆ(ξ/2
j). By the definition of Fp,r , we have
‖FN‖Fp,r = ‖‖{∆jFN}j∈N‖l0,1r ‖Lp = ‖‖{bjhj}j≥J‖l0,1r ‖Lp . (3.11)
Using the almost orthogonality of {ajTNje0hj}
∞
j=0 as N →∞, we deduce
lim
N→∞
‖FN‖Fp,r =
∑
j≥J
bpj‖hj‖
p
Lp
1/p
∼
∑
j≥J
bpj2
jn(1−1/p)p
1/p ∼ ‖{bj}j≥J‖ln(1−1/p),1p .
(3.12)
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If M sp,q ⊂ Fp,r holds, we have
‖FN‖Fp,r . ‖FN‖Msp,q . (3.13)
Letting N → ∞, we use the estimates of ‖FN‖Fp,r and ‖FN‖Msp,q obtained above
to deduce that
‖{bj}j≥J‖ln(1−1/p),1p
. ‖{bj}j≥J‖ls+n/q,1q
(3.14)
for all truncated sequence {bj}j∈N, which implies the desired inclusion relation
l
s+n/q,1
q ⊂ l
n(1−1/p),1
p .
Similarly, if Fp,r ⊂M
s
p,q holds, we deduce
‖{bj}j≥J‖ls+n/q,1q
. |{bj}j≥J‖ln(1−1/p),1p
(3.15)
for all truncated sequence {bj}j∈N, which implies l
n(1−1/p),1
p ⊂ l
s+n/q,1
q . 
Proposition 3.3. Let 0 < p <∞, 0 < q, r ≤ ∞. Then we have
Mp,q ⊂ Fp,r =⇒ l
0,1
q ⊂ l
0,1
r .
Proof. Take h to be a nonzero smooth function with Fourier support B(0, 10−10).
We choose a sequence {ξj}
∞
j=0 of Z
n such that ∆jhj = hj and ∆lhj = 0 for j ∈ N
and i 6= j, where ĥj(·) = ĥ(· − ξj). Obviously, we have ξj ∼ 2
j . Denote
H =
n∑
j=0
ajhj, (3.16)
where {aj}
∞
j=0 is a truncated sequence of nonnegative real number. We have
‖H‖Fp,r =
∥∥∥∥∥∥∥
 ∞∑
j=0
|aj |
r|hj |
r
1/r
∥∥∥∥∥∥∥
Lp
=
∥∥∥∥∥∥∥
 ∞∑
j=0
|aj |
r|h|r
1/r
∥∥∥∥∥∥∥
Lp
∼ ‖{aj}‖l0,1r .
(3.17)
On the other hand,
‖H‖Mp,q =
(∑
k∈Zn
‖kH‖
q
Lp
)1/q
∼
 ∞∑
j=0
|aj |
q‖hj‖
q
Lp
1/q
∼
 ∞∑
j=0
|aj |
q‖h‖qLp
1/q ∼ ‖{aj}‖l0,1q .
(3.18)
Thus, Mp,q ⊂ Fp,r implies
‖{aj}‖l0,1r ∼ ‖H‖Fp,r . ‖H‖Mp,q ∼ ‖{aj}‖l0,1q , (3.19)
which implies the desired conclusion. 
We recall a lemma for the local property of Mp,q, one can see a proof for 1 ≤
p, q ≤ ∞ in [17]. The proof for 0 < p, q ≤ ∞ is similar and we omit the details
here.
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Lemma 3.4. Let 0 < p, q ≤ ∞, r > 0, and f be a tempered distribution supported
on B(x0, r) for some x0 ∈ R
n. Then f ∈Mp,q if and only if f̂ ∈ Lq. Moreover, we
have
‖f‖Mp,q ∼ ‖f̂‖Lq (3.20)
in this case.
Proposition 3.5. Let 0 < p ≤ 1. We have the following inclusion relation:
Fn(2/p−1)p,∞ ⊂Mp,p. (3.21)
Proof. We first verify
‖a‖Mp,p . 1 (3.22)
for any n(2/p − 1)-atom a. Take a to be a n(2/p − 1)-atom as in Definition 2.5
(with s = n(2/p− 1)). Observing that |K| ≥ [n(2/p− 1)] + 1 ≥ [n(1/p− 1/2)] + 1,
we have
|∂γa| ≤ 1 (3.23)
for |γ| ≤ [n(1/p− 1/2)] + 1. By Bernstein multiplier theorem and Lemma 3.4, we
have the following estimate of a,
‖a‖Mp,p ∼ ‖F
−1f‖Lp .
∑
|γ|≤[n(1/p−1/2)]+1
‖∂γa‖L2 . 1. (3.24)
Next, we turn to the estimate of (n(2/p − 1), p,∞)-atom for F
n(2/p−1)
p,∞ . By the
definition 2.5, a (n(2/p− 1), p,∞)-atom g can be represented by
g =
∑
(µ,l)<(ν,k)
dµlaµl(x) (convergence in F
n(2/p−1)
p,∞ ) (3.25)
for some ν ∈ N and k ∈ Zn, where aµl are (Qµl, n(2/p − 1), p,∞)-atoms and dµl
are complex numbers with
sup
(µ,l)<(ν,k)
|dµl| ≤ |Qνk|
−1/p. (3.26)
For a fixed τ ≤ ν, we denote
gτ =
∑
(τ,l)<(ν,k)
dτlaτl(x). (3.27)
Then, g can be represented by
g =
∑
τ≥ν
gτ (convergence in F
n(2/p−1)
p,∞ ). (3.28)
We now concentrate ourselves on the estimate of gτ . By the definition 2.5, we have
|∂γaτl| ≤ |Qτl|
(2/p−1)−|γ|/n = |2−τn|(2/p−1)−|γ|/n (3.29)
for |γ| ≤ [n(1/p− 1/2)] + 1 ≤ K. Recalling suppaτl ⊂ 5Qτl, we use (3.29) and the
almost orthogonality of aτl to deduce that
|∂γgτ | =|
∑
(τ,l)<(ν,k)
dτl∂
γaτl(x)|
. sup
(τ,l)<(ν,k)
|dµl||2
−τn|(2/p−1)−γ/n
.|Qνk|
−1/p|2−τn|(2/p−1)−γ/n
(3.30)
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for all |γ| ≤ [n(1/p− 1/2)] + 1. By Bernstein multiplier theorem and Lemma 3.4,
we deduce that
‖gτ‖Mp,p ∼‖F
−1gτ‖Lp
.
∑
|γ|≤[n(1/p−1/2)]+1
‖∂γgτ‖L2
.
∑
|γ|≤[n(1/p−1/2)]+1
|Qνk|
1/2−1/p|2−τn|(2/p−1)−γ/n.
(3.31)
By a dilation argument, we have
‖gτ‖Mp,p ∼ ‖F
−1gτ‖Lp . |Qνk|
1/2−1/p|2−τn|1/p−1/2. (3.32)
Thus,
‖g‖pMp,p = ‖
∑
τ≥ν
gτ‖
p
Mp,p
≤
∑
τ≥ν
‖gτ‖
p
Mp,p
≤|Qνk|
p/2−1
∑
τ≥ν
|2−τn|1−p/2
.|Qνk|
p/2−1 · |2−νn|1−p/2 ∼ 1.
(3.33)
By Lemma 2.6, we have
‖f‖Mp,p =‖
∞∑
j=1
(µjaj + λjgj)‖Mp,p
≤
‖ ∞∑
j=1
(µpj‖aj‖
p
Mp,p
+ λpj‖gj‖
p
Mp,p
)
1/p
.
‖ ∞∑
j=1
µpj + λ
p
j
1/p . ‖f‖
F
n(2/p−1)
p,∞
,
(3.34)
which is the desired conclusion. 
Now we are in the position to prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. We divide this proof into two parts.
(Sufficiency): For 1/p ≤ 1/q, we have 1/r ≤ 1/q, and then Fp,q ⊂ Fp,r.
Using Lemma 2.7, we obtain Mp,q ⊂ Bp,q. Thus, we deduce that
Mp,q ⊂ Bp,q ⊂ Fp,q ⊂ Fp,r, (3.35)
which is the desired conclusion.
For 1/p > 1/q, use Mp,p ⊂ Fp,p obtained above to deduce that
Mn(1/p−1/q)+2ǫp,q ⊂M
ǫ
p,p ⊂ F
ǫ
p,p ⊂ Fp,r (3.36)
for any ǫ > 0, r ∈ (0,∞].
(Necessity): For 1/p ≤ 1/q, using Proposition 3.1 and Lemma 2.10, we deduce
that ls,0q ⊂ l
0,0
p , which implies s ≥ 0.
On the other hand, if Mp,q ⊂ Fp,r holds, we use Proposition 3.3 and Lemma
2.10 to deduce that 1/r ≤ 1/q.
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For 1/p > 1/q, we use Proposition 3.1 and Lemma 2.11 to deduce ls,0q ⊂ l
0,0
p ,
which implies s > n(1/p− 1/q). 
Proof of Theorem 1.2. We divide this proof into two parts.
(Sufficiency): For 1/q ≤ 1/p, by Lemma 2.7, we obtain Bp,∞ ⊂ M
n(1−1/p)
p,∞ .
Using the fact Fp,∞ ⊂ Bp,∞, we deduce that
Fp,∞ ⊂M
n(1−1/p)
p,∞ . (3.37)
In addition, we have F
n(2/p−1)
p,∞ ⊂ Mp,p by Proposition 3.5. By potential lifting,
we obtain
Fp,∞ ⊂M
n(1−2/p)
p,p . (3.38)
Thus, the desired conclusion can be deduced by a standard interpolation argument
between (3.37) and (3.38).
For 1/p > 1/q, recalling Fp,∞ ⊂ M
n(1−2/p)
p,p obtained in Proposition 3.5, we
deduce that
Fp,r ⊂ Fp,∞ ⊂M
n(1−2/p)
p,p ⊂M
n(1−1/p−1/q)−ǫ
p,q (3.39)
for any ǫ > 0, r ∈ (0,∞].
(Necessity): We use Proposition 3.1 to deduce that inclusion relation l
n(1−1/p),1
p ⊂
l
s+n/q,1
q . Then, Lemma 2.11 yields that s ≤ n(1 − 1/p− 1/q) for 1/q ≤ 1/p, while
the inequality is strict for 1/q > 1/p. 
An open problem and its difficulties: Inspired by the article [13], one
may ask a natural question: can we improve and extend the embedding results in
[13] to the more general frame of Triebel-Lizorkin spaces? More exactly, can we
establish the sharp conditions for the following two embedding relations:
(i) M sp,q ⊂ Fp,r, (ii) Fp,r ⊂M
s
p,q (3.40)
for 1 < p <∞, 0 < r, q ≤ ∞, s ∈ R? A key problem is how to find the optimal r for
the embedding relations Fp,r ⊂ M
n(1−1/p−1/q)
p,q in the set P =: {(p, q) : 1 < p < 2,
1− 1/p < 1/q ≤ 1/p}. Unfortunately, due to the following two reasons, it is quite
hard to establish such conditions.
(1) The “useless” of complex interpolation: Interpolation argument is
quite useful in Lp(p > 1) case as in [13], while the situation become more
complicated in the framework of Triebel-Lizorkin space. In this paper, we
obtain
Fp,∞ ⊂M
n(1−1/p−1/q)
p,q , p ≤ 1, 0 ≤ 1/q ≤ 1/p. (3.41)
Obviously, r = ∞ is optimal in this case. However, when p = q = 2, the
optimal r is 2 rather than ∞. In fact, in the embedding relation
F2,2 ⊂M2,2, (3.42)
r = 2 is optimal. If we apply complex interpolation between (3.41) and
(3.42), we only have
Fp,p/(p−1) ⊂M
n(1−1/p−1/q)
p,q , (p, q) ∈ P (3.43)
Now, a new question is: how to determine whether r = p/(p−1) is the opti-
mal one in above embedding relation (3.43)? If r = p/(p− 1) is not the op-
timal one, we have to establish the inclusion relation Fp,r ⊂M
n(1−1/p−1/q)
p,q
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for some r > p/(p−1), p, q ∈ P directly (without the help of interpolation).
However, we face new difficulties as follows.
(2) The lack of appropriate atoms: In this paper, we use an atom de-
composition for inhomogeneous Triebel-Lizorkin spaces (see Lemma 2.6).
However, this atom decomposition only works for 0 < p ≤ 1 < q ≤ ∞.
When we handle the case p > 1, the lack of appropriate atoms leads to new
difficulties.
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