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Abstract
The characterization of local regularity is a fundamental issue in signal and
image processing, since it contains relevant information about the underlying
systems. The 2-microlocal frontier, a monotone concave downward curve in
R2, provides a complete and profound classification of pointwise singularity.
In [1], [2] and [3] the authors show the following: given a monotone
concave downward curve in the plane it is possible to exhibit one function
(or distribution) such that its 2-microlocal frontier al x0 is the given curve.
In this work we are able to unify the previous results, by obtaining a
large class of functions (or distributions), that includes the three examples
mentioned above, for which the 2-microlocal frontier is the given curve. The
three examples above are in this class.
Further, if the curve is a line, we characterize all the functions whose
2-microlocal frontier at x0 is the given line.
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1. Introduction
Singularities of functions or signals are points at which the function lacks
regularity. The detection and characterization of singularities is an important
topic in signal processing, since they contain significant information about
the phenomena.
There are several types of singularities that can be illustrated in known
examples, e.g. the function f(x) = |x − x0|
α, 0 < α < 1, has a cusp type
singularity at x0, which is non oscillating .
In contrast, the function f(x) = |x−x0|
α sin
(
|x− x0|
−β
)
, with 0 < α < 1
and β > 0, has a chirp type singularity at x0, with an oscillatory behaviour
around x0.
Oscillating and non oscillating are a first and clear distinction among
singularities. However, the intuitive notion of oscillation is not enough to
characterize more complex structures. For example the function f(x) =
|x− x0| sin (|x− x0|
−1) + |x− x0|
3/2 is oscillating at x0 but does not have a
chirp type singularity.
From a mathematical point of view, it is important to characterize the
different singularities. Classical functions such as the Weierstrass function
[4], Riemann functions and other examples [5, 6] present cusp or oscillating
type singularities at almost every point.
Likewise, the relevance of characterizing singularities is also important in
applications, because it is fundamental to accurately describe natural and
social phenomena. In fact, many signals from natural and social phenom-
ena (EEG, ECG, data from financial markets, among others) usually present
cusp type singularities. But it is also possible to detect oscillating singulari-
ties in signals from physical and natural phenomena, for example, echoloca-
tion waves emitted by bats [7] and hydrodynamic turbulence phenomena [8]
present oscillating singularities. Recently, it has been confirmed that these
type of oscillating structures appear at gravitational waves, recorded by the
laser interferometry gravitational-wave observatories LIGO (located in the
USA) and Virgo (located in Europe), during the merger of two black holes
in 2015 [9] and from a binary neutron star inspiral in 2017 [10].
The complete characterization of a pointwise singularity requires several
parameters. One of the most commonly used parameter in signal process-
ing is the pointwise Ho¨lder exponent. However, the information provided by
this exponent is insufficient to distinguish oscillating singularities from non-
oscillating ones. To complement this information, other parameters have
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been proposed: the local Ho¨lder exponent [11], the oscillation and chirp ex-
ponents [5], [12] and the weak scaling exponent [1]. Recently, a novel
quantification of local regularity based on p-exponents, for p > 0, has been
presented in [13].
Under some global regularity assumptions of the function f , the classical
regularity exponents can all be extracted from a concave downward curve in
R2: the 2-microlocal frontier at x0. This curve is defined by means of the
2-microlocal spaces Cs,s
′
x0 , with the parameters s, s
′ ∈ R.
2-microlocal spaces were introduced by J.M Bony [14] to examine the
propagations of singularities for semi-linear hyperbolic equations. They are
defined as functional spaces embedded in the space of tempered distributions
S ′(R) and their fundamental property is that they are stable under the
action of differential and integral operators [14], that is
f ∈ Cs,s
′
x0 ⇐⇒ f
(n) ∈ Cs−n,s
′
x0 ∀n ∈ N.
The original definition of Cs,s
′
x0
is associated to conditions on Littlewood-
Paley decompositions of tempered distributions. In [15], S. Jaffard reformu-
lates these conditions by means of the wavelet transform, providing another
characterization of the 2-microlocal spaces of J.M Bony.
In this work we will use the wavelet approach to define these spaces.
Recall that a function ψ ∈ L2(R) is called a wavelet if {ψj,k = 2
j/2ψ(2jx −
k)}j, k ∈ Z forms an orthonormal basis of L
2(R). In that case the wavelet
coefficients of f ∈ L2(R) are
cj,k = 2
j/2〈f, ψj,k〉 with ψj,k = 2
j/2ψ(2jx− k). (1)
To extend the wavelet expansion to the space of tempered distributions
we will require that the mother wavelet belongs to the space of Schwartz
S (R). In fact it is not necessary to have ψ ∈ S (R) when looking at the
local behaviour of f . It is enough that ψ has sufficient vanishing moments
and its first derivatives are of fast decay.
We then have the following definition (see [15] and the references cited
therein for details about this statement),
Definition 1.1. For a tempered distribution f we say that
f ∈ Cs,s
′
x0 if and only if there exits C > 0 such that
|cj,k| ≤ C2
−js (1 + |k − 2jx0|)
−s′
3
for all j and k ∈ Z.
However, when analysing the local behaviour of f at x0 it is not necessary
that f is defined at infinity. We will use the local Cs,s
′
x0
spaces, defined by Y.
Meyer and S. Jaffard [5, 1]. They are embedded in the space of distributions
D ′(V ), where V is an open set containing x0.
Definition 1.2. Let V be an open neighbourhood of x0 and f ∈ D
′(V ). We
say that f belongs to the local Cs,s
′
x0 if there exists an open neighbourhood of
x0 V0 ( V and F ∈ global C
s,s′
x0
such that
f = F in V0.
The wavelet characterization of the local Cs,s
′
x0 spaces is summarized in
the following equivalent definition. From now on we will denote with Cs,s
′
x0
the local 2-microlocal space.
Definition 1.3. f ∈ Cs,s
′
x0 if and only if there exists C > 0 such that
|cj,k| ≤ C2
−js (1 + |k − 2jx0|)
−s′ (2)
for all j and k ∈ Z such that j ≥ 0 and | k
2j
− x0| < 1.
Remark 1. If the mother wavelet ψ satisfies that ψ has N vanishing mo-
ments, and that its first r derivatives have fast decay, then the previous def-
inition is valid if s, s′ verify:
r + s+ inf {s′, 1} > 0 and N > sup {s, s+ s′} . (3)
In this work we will consider ψ to be in the Schwartz class for simplicity,
for example the Meyer wavelet which has all its vanishing moments and all
its derivatives of fast decay. Consequently, the conditions required in (3) are
satisfied for all pairs (s, s′).
It should be noted that for some (s, s′) there also exist characterizations
of local 2-microlocal spaces in time domain [16, 17, 3, 18]. Further, the notion
of 2-microlocal regularity has been extended recently to the stochastic setting
[19, 20, 21].
In order to give a geometric description of the singular behaviour of a
function, in [1] Y. Meyer defines a convex set D(f, x0) ∈ R
2 which is called
the 2-microlocal domain of f at x0:
D(f, x0) = {(s, s
′) : f ∈ Cs,s
′
x0
}. (4)
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Definition 1.4. The boundary of the set D(f, x0) is the 2-microlocal frontier
of f at x0, which can be defined by the parametrization
s′ 7−→ sup{s : f ∈ Cs,s
′
x0
}.
Denoting by σ = s+ s′, the 2-microlocal frontier of f at x0 is the concave
downward and decreasing curve, in the (σ, s) plane:
S(σ) = sup{s : f ∈ Cs,σ−sx0 }. (5)
Under global regularity conditions on f , all the regularity exponents can
be captured from the curve S(σ), obtaining a complete description of the
local regularity. For example, if S(0) > 0 and f is uniformly Ho¨lder, i.e., f
is bounded function and there exists C such for all x, y:
either
|f(x)− f(y)| < C |x− y|ε with 0 < ε < 1,
or, if ε > 1, ε ∈ Z, there exists all the derivates of f of order less than ε and
C such that ∣∣∂[ε]f(x)− ∂[ε]f(y)∣∣ < C |x− y|ε−[ε] ,
then the pointwise Ho¨lder exponent at x0 is S(0); the local Ho¨lder expo-
nent at x0 is σ such that S(σ) = σ; the chirp exponent at x0 is the additive
inverse of the slope of the asymptote to the left of S(σ), the oscillation ex-
ponent is the additive inverse of the slope of tangent line to the left of S(σ)
at (0, S(0)); and the weak scaling exponent at x0 is lim
σ→−∞
S(σ).
It is therefore relevant to design prototype functions with a predetermined
singularity structure. In this sense, in [22, 4], using different methods, several
functions with prescribed pointwise Ho¨lder exponent are constructed. For
example, given a function h : [0, 1] −→ [0, 1] which is the lower limit of a
sequence of continuous functions, in [4] different functions such that their
pointwise Ho¨lder exponent is h(x) are constructed. Also, in [11], given a
non-negative lower semi-continuous function αl(x), the authors construct a
function which has αl(x) as its local Ho¨lder exponent at all x ∈ R. Moreover,
in [23] both, the pointwise Ho¨lder and the chirp exponents, are prescribed.
More precisely, given h(x) and βc(x) bounded non-negative functions defined
on [0, 1], which are lower limits of continuous functions, the author provides
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a function f such that h(x) and βc(x) are its respective pointwise Ho¨lder and
chirp exponents at x ∈ [0, 1] \ E, for E a set of measure 0.
In this connection, it is natural to ask whether, given a decreasing and
concave downwards curve S(σ), we can construct a function or distribution
f such that the 2-microlocal frontier of f at x0 is S(σ). In [1, 2, 3] the
authors address this question and in each work the authors construct, using
the wavelet coefficients of f , a unique function or distribution f having the
predetermined 2-microlocal frontier at x0.
From these results the following questions arise:
1. The distributions or functions, with prescribed 2-microlocal frontier at
x0, are different in each of the three cited works. However, is there any
common characteristic in the three proposed distributions? Could all
of them be defined by a generic formula?
2. Can we characterize all functions or distributions with S(σ) as the
2-microlocal frontier at x0?
In this work we provide answers to these questions. For the first item, if
S(σ) is a decreasing function that is either concave downwards with S ′′(σ) <
0 or linear, we determine a generic formula which includes the distributions
proposed in [1, 2, 3] as special cases. Furthermore, this generic formula
provides a prototype family of functions or distributions with a specific sin-
gularity type at x0, that is, with a prescribed 2-microlocal frontier at x0.
For the second question we characterize completely the functions or distribu-
tions such that S(σ) is the 2-microlocal frontier at x0 for the case that S(σ)
is linear.
The starting point is the generalization of the result stated in [2], where
a distribution f with predetermined 2-microlocal frontier is constructed. It
is determined by its wavelet coefficients cj,k as follows:
Proposition 1.1. [2]
Let S(σ) be a concave downwards and decreasing function defined on R.
Assume that S(σ) is not a line. Then, the wavelet coefficients
cj,k = inf
σ
{
2−jS(σ)
(
1 +
∣∣k − 2jx0∣∣)S(σ)−σ} (6)
define a distribution f , of which the 2-microlocal frontier at x0 is S(σ).
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In this manuscript we present a general formula which is a variation of
formula (6). The wavelet coefficients cj,k of the prototype family of distribu-
tions, with prescribed 2-microlocal frontier at x0, will satisfy:
cj,k ≤ Cj,k . inf
σ∈R
{
2−jS(σ)
(
1 + |k − 2jx0|
λj,k
)S(σ)−σ}
, (7)
with Cj,k and λj,k positive sequences that satisfy some specific conditions
(see Theorem 2.1).
Selecting Cj,k and λj,k appropriately, the formulas explicitly built in [2],
[1] and [3], can be adapted to the general formula (7). Therefore the functions
proposed in the three articles are members of this prototype family.
2. A generalization of the 2-microlocal frontier prescription
In this section we state and prove the two main results of this manuscript.
Theorem 2.1 yields a wide class of functions (or distributions) whose 2-
microlocal frontier is a given concave downward function S(σ) with S ′′(σ) <
0. This theorem contains the examples constructed by [1, 2, 3]. Theorem
2.2 is in fact more satisfactory, since for the case that the prescribed 2-
microlocal frontier is a line we characterize all functions (or distributions)
whose 2-microlocal frontier is the given line.
We start with some needed preliminary results.
2.1. Preliminary results
We state two lemmas, without proofs, that will be useful to prove the
main theorems. Formulas (6) and (7) are based on the calculation of the
infimum of the functions aS(σ)bS(σ)−σ , defined on R, with fixed a, b > 0.
If S is the line S(σ) =Mσ + d with M ≤ 0, it is easy to prove that
inf
σ∈R
{aS(σ)bS(σ)−σ} =


0 if (ab)M 6= b
(ab)d if (ab)M = b,
(8)
We will focus on the case 0 < a ≤ 1, since we are interested in the case
a = 2−j with j ≥ 0. We then have the following lemma.
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Lemma 2.1. Let S(σ) be a decreasing function defined on R, such that either
S(σ) is concave downwards with S ′′(σ) < 0 or S(σ) is a line. Let 0 < a ≤ 1
and b > 0. Then
• For a = b = 1:
inf
σ∈R
{aS(σ)bS(σ)−σ} = 1.
• For 1 ≤ b < 1
a
:
infσ∈R{a
S(σ)bS(σ)−σ} =


aS(σ1)bS(σ1)−σ1 if ∃ σ1 : (ab)
S′(σ1) = b
lim
σ→+∞
aS(σ)bS(σ)−σ if (ab)S
′(σ) < b ∀σ
lim
σ→−∞
aS(σ)bS(σ)−σ if (ab)S
′(σ) > b ∀σ
• For any other a and b infσ∈R{a
S(σ)bS(σ)−σ} = 0.
Remark 2. Lemma 2.1 can be extended to the case a > 1 if S(σ) is a
decreasing and concave downwards function, with S ′′(σ) < 0.
The value σ1, given in Lema 2.1, is unique if S(σ) is a decreasing function
that is concave downwards with S ′′(σ) < 0.
Lemma 2.2. Let S(σ) be a decreasing function defined on R, such that either
S(σ) is concave downwards with S ′′(σ) < 0 or S(σ) is a line. Let ε > 0 and
s0 = S(σ0). Then, there exists B < 0 such that
S ′(σ)(σ0 − σ) + S(σ)− s0 + ε
S ′(σ)− 1
< B ∀σ ∈ R. (9)
Inspired by the construction in [1] we write N as an infinite union of
disjoint infinite sets of integers:
N = d
⋃
m∈N
Λm, (10)
with Λm an infinite set of natural numbers, e.g. Λm could be the set of
natural numbers such that their binary decomposition has exactly m ones.
Let S(σ) be a decreasing function defined on R, such that either S(σ) is
concave downwards with S ′′(σ) < 0 or S(σ) is a line. We define {rm}m∈N to
be a sequence such that:
{rm}m∈N is a dense subset of Im
(
S ′(σ)
S ′(σ)− 1
)
⊆ [0, 1], (11)
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or, if S(σ) is linear, rm is the constant
S′(σ)
S′(σ)−1
for all m.
The following set of subscripts will play an important role in the main
theorem.
I = {(j, kj) : j ∈ Λm and
[∣∣kj − 2jx0∣∣] = [2jrm]}, (12)
where [x] denotes, as usual, the integer part of x.
2.2. Main results
Theorem 2.1. Let S(σ) be a decreasing concave downwards function defined
on R with S ′′(σ) < 0. Let Cj,k and λj,k be positive sequences such that for kj
such that |kj − 2
j x0| < 2
j they verify
(i) For any C ∈ R,
lim
j→+∞
(
log2
(
Cj,kj
)
j
+ C
log2
(
λj,kj
)
j
)
≤ 0.
(ii) For (j, kj) ∈ I given by (12),
lim
j→+∞
log2
(
Cj,kj
)
j
= 0 and lim
j→+∞
log2
(
λj,kj
)
j
= 0.
Let the coefficients cj,k be such that
|cj,k| ≤ Cj,k . inf
σ∈R
{
2−jS(σ)
(
1 + |k − 2jx0|
λj,k
)S(σ)−σ}
, (13)
and if (j, k) ∈ I we require equality.
If ψ is any wavelet in the Schwartz class with infinitely vanishing moments
then the function (or the distribution) f defined by its wavelet expansion as
f(x) =
∑
j≥0
∑
k∈Z, |k−2jx0|<2j
cj,k ψ(2
jx− k)
has S(σ) as its 2-microlocal frontier at x0.
Proof. Without loss of generality we consider x0 = 0. The set of subscripts,
in formula (12), is then
I = {(j, kj) : j ∈ Λm and |kj| = [2
jrm]}.
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Let j ≥ 0. For simplicity we consider the equality
|cj,k| = Cj,k . inf
σ∈R
{
2−jS(σ)
(
1 + |k|
λj,k
)S(σ)−σ}
,
for j ≥ 0 and |k| < 2j, although it will be clear, in the proof, that we only
need the equality for (j, k) ∈ I, and the inequality if (j, k) /∈ I.
By using Lemma 2.1 for a = 2−j and b = 1+|k|
λj,k
, we compute the wavelet
coefficient as:
• For 2−j = 1 and 1+|k|
λj,k
= 1: |cj,k| = Cj,k = C0,0
• For 1 ≤ 1+|k|
λj,k
< 2j:
|cj,k| =


Cj,k (2
−j)
S(σj,k)
(
1+|k|
λj,k
)S(σj,k)−σj,k
if ∃ σj,k :
(
2−j 1+|k|
λj,k
)S′(σj,k)
= 1+|k|
λj,k
Cj,k lim
σ→+∞
(2−j)S(σ)
(
1 + |k|
λj,k
)S(σ)−σ
if
(
2−j 1+|k|
λj,k
)S′(σ)
< 1+|k|
λj,k
∀σ
Cj,k lim
σ→−∞
(2−j)S(σ)
(
1 + |k|
λj,k
)S(σ)−σ
if
(
2−j 1+|k|
λj,k
)S′(σ)
> 1+|k|
λj,k
∀σ
(14)
• For any other j, k:
|cj,k| = 0
Let (σ0, s0) be a point on the graph of S(σ). Our purpose is to prove
sup{s : f ∈ Cs,σ0−s0 } = s0,
that is to prove that A) f /∈ C
s0+ε,σ0−(s0+ε)
0 and B) f ∈ C
s0−ε,σ0−(s0−ε)
0 , for
all ε > 0.
A) Let us show that f /∈ C
s0+ε,σ0−(s0+ε)
0 for all ε > 0:
Let us assume on the contrary that there exists ε > 0 such that f ∈
C
s0+ε,σ0−(s0+ε)
0 which means that there exists a constant C > 0 such that
|cj,k| ≤ C2
−j(s0+ε) (1 + |k|)s0+ε−σ0 (15)
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for all j and k ∈ Z: |k| < 2j, and let us show that it is a contradiction.
We will prove that for a given (σ0, s0) it is possible to construct a sequence
(jn, kn), with jn strictly increasing, such that
(jn, kn) ∈ I = {(j, kj) : j ∈ Λm and |kj| = [2
jrm]},
and verifies that there exists σn such that(
2−jn
1 + |kn|
λjn,kn
)S′(σn)
=
1 + |kn|
λjn,kn
and lim
n→+∞
σn = σ0. (16)
We construct the sequence (jn, kn) in the following way. Since S
′(σ0) < 0,
S′(σ0)
S′(σ0)−1
∈ [0, 1). Therefore, there exists a subsequence (rmn)n∈N of {rm}m∈N
which is dense in Im
(
S′(σ)
S′(σ)−1
)
, such that
lim
n→+∞
rmn =
S ′(σ0)
S ′(σ0)− 1
.
Since the sets Λmn are infinite we can choose jn ∈ Λmn a strictly increasing
sequence and kn = kjn = [2
jnrmn ]. Hence (jn, kn) ∈ I and
2jnrmn ≤ 1 + |kn| ≤ 1 + 2
jnrmn ≤ 2 2jnrmn .
Therefore, taking into account the hypothesis lim
n→+∞
log2 (λjn,kn)
jn
= 0, we ob-
tain
lim
n→+∞
ln
(
1+|kn|
λjn,kn
)
ln
(
2−jn 1+|kn|
λjn,kn
) = lim
n→+∞
ln (1 + |kn|)− ln(λjn,kn)
−jn ln(2) + ln (1 + |kn|)− ln(λjn,kn)
= lim
n→+∞
jn
(
K
jn
+ ln(2)rmn −
ln(λjn,kn)
jn
)
jn
(
K
jn
+ ln(2)(rmn − 1)−
ln(λjn,kn)
jn
)
= S ′(σ0).
Since S is strictly concave downwards, the function S ′ : R −→ Im(S ′) is
strictly decreasing and thus bijective. Then there exists σn such that
lim
n→+∞
σn = σ0 and S
′(σn) =
ln
(
1+|kn|
λjn,kn
)
ln
(
2−jn 1+|kn|
λjn,kn
)
11
for n ≥ n0, n0 ∈ N, which is equivalent to (16).
Furthermore, we can take n0 such that, for all n ≥ n0,
1 ≤
1 + |kn|
λjn,kn
≤ 2jn,
and thus taking log2(·) and dividing by jn, we have
0 ≤ lim
n→+∞
log2
(
1+|kn|
λjn,kn
)
jn
= lim
n→+∞
(
K
jn
+ rmn −
ln (λjn,kn)
jn
)
=
S ′(σ0)
S ′(σ0)− 1
< 1.
In short, the first equality in the formula (14) holds with σjn,kn = σn and
therefore
|cjn,kn| = Cjn,kn
(
2−jn
)S(σn)(1 + |kn|
λjn,kn
)S(σn)−σn
.
In consequence, the inequality in formula (15) can be reformulated, for
n ≥ n0, j = jn and k = kn, as
Cjn,kn
(
2−jn
)S(σn)(1 + |kn|
λjn,kn
)S(σn)−σn
≤ C2−jn(s0+ε) (1 + |kn|)
s0+ε−σ0 .
Or equivalently,
Cjn,kn ≤ C2
−jn(s0−S(σn))2−jnε (1+|kn|)
s0−σ0−S(σn)+σn (1+|kn|)
ε (λjn,kn)
S(σn)−σn .
Applying log2(·) and dividing by jn we obtain
log2(Cjn,kn)
jn
≤
log2(C)
jn
− (s0 − S(σn))− ε +
+
log2(1 + |kn|)
jn
(s0 − σ0 − S(σn) + σn) +
+
log2(1 + |kn|)
jn
ε+
log2(λjn,kn)
jn
(S(σn)− σn).
Recalling that jn and kn were selected such that (jn, kn) ∈ I, that is 1+|kn| =
K2jnrmn for 1 ≤ K ≤ 2, we obtain
log2(Cjn,kn)
jn
≤
log2(C)
jn
− (s0 − S(σn))− ε+
+
(
log2(K)
jn
+ rmn
)
(s0 − σ0 − S(σn) + σn) +
+
(
log2(K)
jn
+ rmn
)
ε+
log2(λjn,kn)
jn
(S(σn)− σn). (17)
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Therefore, by hypothesis, Cj,kj and λj,kj satisfy for (jn, kn) ∈ I,
lim
j→+∞
(j,kj)∈I
log2
(
Cj,kj
)
j
= 0 and lim
j→+∞
(j,kj)∈I
log2
(
λj,kj
)
j
= 0.
Taking limit for n→ +∞ in (17), we obtain
0 ≤ ε
(
S ′(σ0)
S ′(σ0)− 1
− 1
)
= ε
1
S ′(σ0)− 1
< 0,
which is a contradiction.
B) Let us show that f ∈ C
(s0−ε,σ0−(s0−ε))
0 for all ε > 0:
We need to prove that there exists C > 0 such that
|cj,k| ≤ C2
−j(s0−ε) (1 + |k|)s0−ε−σ0 ∀ j, k ∈ Z : j ≥ 0, |k| < 2j. (18)
In fact, it is enough to prove (18) for j ≥ n0, n0 ∈ N, since C can be adjusted
for a finite set of j. In other words, it will be enough to find n0 and C such
that
|cj,k|
2−j(s0−ε) (1 + |k|)s0−ε−σ0
≤ C for all j ≥ n0, |k| < 2
j. (19)
We use formula (14) to compute the wavelet coefficients cj,k for different
cases and will show that the boundedness of
|cj,k|
2−j(s0−ε) (1 + |k|)s0−ε−σ0
can be
obtained in analogous ways for all cases.
• For
|cj,k| = Cj,k
(
2−j
)S(σj,k)(1 + |k|
λj,k
)S(σj,k)−σj,k
, where σj,k is such that
(
2−j
1 + |k|
λj,k
)S′(σj,k)
=
1 + |k|
λj,k
, that is 1 + |k| = λj,k 2
j
S′(σj,k)
S′(σj,k)−1 ,
(20)
it is enough to show that, for j ≥ n0 and |k| < 2
j,
Cj,k (2
−j)
S(σj,k)
(
1+|k|
λj,k
)S(σj,k)−σj,k
2−j(s0−ε) (1 + |k|)s0−ε−σ0
is bounded.
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If we replace 1 + |k| by formula (20) and reformulate the last quotient,
we have to prove that
Cj,k 2
−j(S(σj,k)−(s0−ε))
(
2
j
S′(σj,k)
S′(σj,k)−1
)S(σj,k)−σj,k+σ0−s0+ε
(λj,k)
σ0−s0+ε
(21)
is bounded.
• The case
|cj,k| = Cj,k lim
σ→+∞
(2−j)S(σ)
(
1 + |k|
λj,k
)S(σ)−σ
is valid if(
2−j
1 + |k|
λj,k
)S′(σ)
<
1 + |k|
λj,k
∀σ, i.e.
(
1 + |k|
λj,k
)S′(σ)−1
< 2jS
′(σ) ∀σ.
As S ′(σ) − 1 < 0, this is equivalent to 1 + |k| > λj,k2
j
S′(σ)
S′(σ)−1 ∀σ. On
the other hand, since S(σ)−σ −→ −∞ when σ −→ +∞ we can select
σ, sufficiently large, such that
S(σ)− σ − s0 + σ0 + ε < 0.
In particular
|cj,k| = Cj,k . inf
σ∈R
{
2−jS(σ)
(
1 + |k|
λj,k
)S(σ)−σ}
≤ Cj,k
(
2−j
)S(σ)(1 + |k|
λj,k
)S(σ)−σ
.
Therefore, to prove (19) we only need to show that
Cj,k (2
−j)
S(σ)
(
1+|k|
λj,k
)S(σ)−σ
2−j(s0−ε) (1 + |k|)s0−ε−σ0
=
= Cj,k
(
2−j
)S(σ)−(s0−ε)
(1 + |k|)S(σ)−σ−s0+σ0+ε λj,k
σ−S(σ), (22)
is bounded for j ≥ n0 and |k| < 2
j .
Since 1 + |k| > λj,k2
j
S′(σ)
S′(σ)−1 and S(σ) − σ − s0 + σ0 + ε < 0, formula
(22) is bounded by
Cj,k 2
−j(S(σ)−(s0−ε))
(
2
j S
′(σ)
S′(σ)−1
)S(σ)−σ+σ0−s0+ε
(λj,k)
σ0−s0+ε. (23)
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• Finally, let
|cj,k| = Cj,k lim
σ→−∞
(2−j)S(σ)
(
1 + |k|
λj,k
)S(σ)−σ
with 1+|k| < λj,k2
j S
′(σ)
S′(σ)−1 ∀σ.
Similarly as before we can select σ, negatively large, such that
S(σ)− σ − s0 + σ0 + ε > 0, and thus
(1 + |k|)S(σ)−σ−s0+σ0+ε <
(
λj,k2
j S
′(σ)
S′(σ)−1
)S(σ)−σ−s0+σ0+ε
.
Therefore,
|cj,k|
2−j(s0−ε) (1 + |k|)s0−ε−σ0
is bounded by
Cj,k 2
−j(S(σ)−(s0−ε))
(
2
j S
′(σ)
S′(σ)−1
)S(σ)−σ+σ0−s0+ε
(λj,k)
σ0−s0+ε. (24)
Therefore, we have to show that (21), (23) and (24) are bounded. Since
(23) and (24) are equivalent to (21), with σj,k = σ for all j, k because σ only
depends on σ0, s0 and ε, in each case, we have to prove that, for all j ≥ n0
and |k| < 2j, formula (21) or its equivalent
Cj,k (λj,k)
(σ0−s0+ε) 2
j
[
S′(σj,k)(σ0−σj,k)+S(σj,k)−s0+ε
S′(σj,k)−1
]
, is bounded.
Taking log2(·), we obtain
log2(Cj,k)+log2(λj,k) (σ0−s0+ε)+ j
[
S ′(σj,k)(σ0 − σj,k) + S(σj,k)− s0 + ε
S ′(σj,k)− 1
]
or,
j
[
log2(Cj,k)
j
+
log2(λj,k)
j
(σ0 − s0 + ε) +
S ′(σj,k)(σ0 − σj,k) + S(σj,k)− s0 + ε
S ′(σj,k)− 1
]
.
(25)
Since |k| < 2j , by hypothesis
lim
j→+∞
(
log2 (Cj,k)
j
+ (σ0 − s0 + ε)
log2 (λj,k)
j
)
≤ 0.
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Further, Lema 2.2 gives
S ′(σj,k)(σ0 − σj,k) + S(σj,k)− s0 + ε
S ′(σj,k)− 1
< B < 0 for all σj,k.
Hence,
lim
j→+∞
log2
(
Cj,k (λj,k)
(σ0−s0+ε) 2
j
[
S′(σj,k)(σ0−σj,k)+S(σj,k)−s0+ε
S′(σj,k)−1
])
= −∞
which implies that there exists M > 0 such that
0 < Cj,k (λj,k)
(σ0−s0+ε) 2
j
[
S′(σj,k)(σ0−σj,k)+S(σj,k)−s0+ε
S′(σj,k)−1
]
< M,
for j and k ∈ Z such that, j ≥ 0, |k| < 2j.
In Theorem 2.1 we state sufficient conditions to define a funtion (or a
distribution) f that has S(σ) as its 2-microlocal frontier at x0, for a downward
concave function with S ′′(σ) < 0. Note that the requirement that S ′′(σ) < 0
excludes the possibility that S(σ) is a line.
For the case that S(σ) is a line we have a more general theorem, giving
necessary and sufficient conditions for a function (or distribution) to have
that line as its prescribed 2-microlocal frontier.
Theorem 2.2. Let S(σ) be the line S(σ) = α+ γ
1−γ
(α− σ), with 0 ≤ γ < 1.
Let f be the function (or the distribution) defined by its wavelet expansion as
f(x) =
∑
j≥0
∑
k∈Z, |k−2jx0|<2j
cj,k ψ(2
jx− k),
where ψ is any wavelet in the Schwartz class with infinitely vanishing mo-
ments.
The 2-microlocal frontier of f at x0 is S(σ) if and only if for j ≥ 0
and |k − 2jx0| < 2
j,
|cj,k| ≤ Cj,k . inf
σ∈R
{
2−jS(σ)
(
1 + |k − 2jx0|
λj,k
)S(σ)−σ}
(26)
with Cj,k and λj,k positive sequences such that:
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(i) For any C ∈ R
lim
j→+∞
(
log2
(
Cj,kj
)
j
+ C
log2
(
λj,kj
)
j
)
≤ 0.
(ii) There exists a sequence (jn, kn), with jn strictly increasing, such that
for (jn, kn) the equality holds in (26), with cjn,kn 6= 0, and
lim
n→+∞
log2 (Cjn,kn)
jn
= 0 and lim
n→+∞
log2 (λjn,kn)
jn
= 0.
Remark 3. Note that the sufficiency in this last Theorem includes a special
case of Theorem 2.1. if in that Theorem we allowed S(σ) to be a line. In
that Theorem, there are always infinite cjk 6= 0. But for the case of a line we
have to explicitly require it.
Proof. Without loss of generality we consider x0 = 0.
⇐) The proof is similar and even simpler than the one given in Theorem 2.1.
Since we have the hypothesis that cjn,kn 6= 0 and
|cjn,kn| = inf
σ∈R
{
2−jnS(σ)
(
1 + |kn|
λjn,kn
)S(σ)−σ}
,
by formula (8), we have |cjn,kn| = Cjn,kn 2
−jα with 1 + |kn| = λjn,kn2
jnγ . The
equality 1 + |kn| = λjn,kn2
jnγ is equivalent to
(
2−jn
1 + |kn|
λjn,kn
)S′(σ0)
=
1 + |kn|
λjn,kn
,
and thus formula (16), in the proof of Theorem 2.1, is satisfied for σn = σ0.
Also in this case the arguments given in Theorem 2.1 for the set I, defined
in formula (12), can be adapted to the set {(jn, kn)}n∈N of (ii).
⇒) For the necessity we first have to prove that the wavelet coefficients
of the function f can be described as in (26). For simplicity we consider the
equality, that is to reformulate the given |cj,k| as
Cj,k. inf
σ∈R
{
2−jS(σ)
(
1 + |k|
λj,k
)S(σ)−σ}
=


Cj,k 2
−jα for 1 + |k| = λj,k2
jγ
0 for 1 + |k| 6= λj,k2
jγ.
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For |cj,k| 6= 0, it is enough to select
λj,k =
1 + |k|
2jγ
and Cj,k =
|cj,k|
2−jγ
. (27)
And, for |cj,k| = 0 it is sufficient to choose λj,k 6=
1+|k|
2jγ
to be zero in (26),
e.g.
λj,k = 2
j and Cj,k = 2
−j2. (28)
Let us prove that Cj,k and λj,k satisfy conditions (i) and (ii).
(i) For cj,k = 0 condition (i) is trivial.
For cj,k 6= 0, since the 2-microlocal frontier of the function f is S(σ) we
have S(σ0) = sup{s : f ∈ C
s,σ0−s
x0
} for all σ0 ∈ R. This means that for all
ε > 0 and (σ0, s0) ∈ Graph(S),
1) f /∈ C
s0+ε,σ0−(s0+ε)
0 and 2) f ∈ C
s0−ε,σ0−(s0−ε)
0 .
By 2), for j ≥ 0, |k| < 2j, there exists C > 0 such that
|cj,k|
2−j(s0−ε) (1 + |k|)s0−ε−σ0
≤ C.
Thus, by the definitions of (27),
Cj,k2
−jα
2−j(s0−ε) (λj,k2jγ)
s0−ε−σ0
≤ C. (29)
Since s0 = S(σ0) = α+
γ
1−γ
(α− σ0) i.e. (1− γ)s0−α+ γσ0 = 0, (29) can be
reformulated as
Cj,k λj,k
−s0+ε+σ0 2jε(γ−1) ≤ C.
Taking log2(·) and dividing by j, we obtain
log2(Cj,k)
j
+
log2(λj,k)
j
(σ0 − s0 + ε) + ε(γ − 1) ≤
log2(C)
j
.
And thus, taking ε −→ 0 and letting j −→ +∞, we have
lim
j→+∞
(
log2
(
Cj,kj
)
j
+ (σ0 − s0)
log2
(
λj,kj
)
j
)
≤ 0,
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and since σ0 − s0 can take any real value, we obtain condition (i).
(ii) Let J := {(j, k) : 1 + |k| = λj,k2
jγ, j ≥ 0, |k| < 2j}.
By (i), taking C = 0, we have
lim
j→+∞
log2
(
Cj,kj
)
j
≤ 0, for (j, kj) ∈ J.
We need to construct a sequence (jn, kn) ∈ J such that jn is strictly
increasing and
lim
n→+∞
log2 (Cjn,kn)
jn
= 0 and lim
n→+∞
log2 (λjn,kn)
jn
= 0.
For this we will show that there is a sequence (j, kj) ∈ J such that,
lim
j→+∞
log2
(
Cj,kj
)
j
= 0.
For, assume that for all (kj)j∈N such that (j, kj) ∈ J there exists δ < 0
such that
lim
j→+∞
log2
(
Cj,kj
)
j
= δ ((kj)j∈N) < δ < 0.
Taking ε > 0 such that
δ < ε(γ − 1) < 0 i.e. ε <
δ
γ − 1
,
we have
log2
(
Cj,kj
)
j
< δ < ε(γ − 1) i.e. Cj,kj < 2
jε(γ−1), (30)
for all j ≥ j0 and all (kj)j∈N such that (j, kj) ∈ J .
Since (1− γ)s0 = α− γσ0 we have
ε(γ − 1) = α− (s0 + ε) + γ(s0 + ε− σ0),
and (30) can be reformulated as
Cj,kj2
−jα < 2−j(s0+ε) (2jγ)s0+ε−σ0. (31)
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Hence, for cj,k 6= 0 i.e. |cj,k| = Cj,k 2
−jα and 1 + |kj| = λj,kj2
jγ, formula
(31) is equivalent to
|cj,kj | < 2
−j(s0+ε)
(
1 + |kj |
λj,kj
)s0+ε−σ0
= 2−j(s0+ε) (1 + |kj |)
s0+ε−σ0λσ0−s0−εj,kj .
Thereby, for ε <
δ
γ − 1
and (σ0, s0) such that σ0 − s0 − ε = 0 we have
|cj,kj | < 2
−j(s0+ε) (1 + |kj |)
s0+ε−σ0 ,
for all j ≥ j0 and all sequences (kj)j∈N, (j, kj) ∈ J .
In the case cj,k = 0 the last inequality is obvious. And thus, there exists
C > 0 such that
|cj,k| ≤ C2
−j(s0+ε) (1 + |k|)s0+ε−σ0,
for all j ≥ 0 and k ∈ Z: |k| < 2j, which means that f ∈ C
s0+ε,σ0−(s0+ε)
0 .
This fact contradicts the hypothesis stated in 1) and the contradiction arises
because we assumed that lim
j→+∞
log2
(
Cj,kj
)
j
= δ ((kj)j∈N) < δ < 0, for all
(kj)j∈N, (j, kj) ∈ J . Consequently, we can choose (jm, km) ∈ J such that
lim
m→+∞
log2 (Cjm,km)
jm
= 0.
Furthermore, since we have
lim
j→+∞
(
log2
(
Cj,kj
)
j
+ C
log2
(
λj,kj
)
j
)
≤ 0,
for all (kj)j∈N, (j, kj) ∈ J and for all C, we obtain
lim
m→+∞
(
log2 (Cjm,km)
jm
+ C
log2 (λjm,km)
jm
)
≤ 0 for all C.
Thus,
lim
m→+∞
C
log2 (λjm,km)
jm
≤ 0 for all C,
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which is only valid if lim
m→+∞
log2 (λjm,km)
jm
= 0. Hence, there exists a subse-
quence (jmn , kmn) ∈ J such that
lim
n→+∞
log2
(
λjmn ,kmn
)
jmn
= 0.
Therefore, choosing (jn, kn) = (jmn , kmn) both conditions of (ii) are satisfied.
2.3. Connecting the main theorem with previous results about 2-microlocal
frontier prescription
Theorem 2.1 generalizes Proposition 1.1 since if we select Cj,k = 1, λj,k =
1 and in formula (13) we only consider equality, we obtain that proposition.
We now consider the results proposed in [1] and [3]. We will examine how
they can be adapted to the formula stated in Theorem 2.1.
Y. Meyer develops his result in the (s, s′) plane and considers the 2-
microlocal as the set of (s, s′) such that s = A(s′). In [1] the following
theorem is proved:
Theorem 2.3. (Meyer, 1998) Let A : R −→ R be a concave downwards
Lipschitz function which is decreasing on the real line with −1 ≤ dA
dt
(t) ≤ 0.
Let E be the planar set defined by s ≤ A(s′), (s, s′) ∈ R2. Then there exists
a function f defined on a neighbourhood of x0 such that the 2-microlocal
domain of f at x0 (see formula (4) ) is E.
He constructs a function f whose the wavelet coefficients satisfy
cj,k = 2
−jτm if j ∈ Λm and kj =
[
2jpm
]
and zero otherwise, where Λm is defined as in (10) (see [1] for more details).
The 2-microlocal domain of f at x0 = 0 is E, and therefore s = A(s
′) is the
2-microlocal frontier of f at 0.
In our setting in the (σ, s) plane, the 2-microlocal frontier can be written
as
S(σ) = s such that s = A(σ − s).
Using the formula of Theorem 2.1, by selecting Cj,k = 1 and λj,k such
that
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λj,k =


1+|k|
2jpm
if j ∈ Λm and k = [2
jpm]
1 otherwise,
we have that for j ∈ Λm and k = [2
jpm],
cj,k = Cj,k . inf
σ∈R
{
2−jS(σ)
(
1 + |k|
λj,k
)S(σ)−σ}
= 2−jτm.
And, for any other j, k, we choose
cj,k = 0 ≤ Cj,k . inf
σ∈R
{
2−jS(σ)
(
1 + |k|
λj,k
)S(σ)−σ}
.
Therefore the function f proposed by Y. Meyer satisfies the conditions of
Theorem 2.1.
Finally, J. Le´vy Ve´hel and S. Seuret work in the (s′, σ) plane and thus
the 2-microlocal frontier is an increasing function defined by σ = g(s′). In
[3] they present the following theorem:
Theorem 2.4. (J. Le´vy Ve´hel and S. Seuret, 2004)
Let g : R −→ R be a concave downwards, non-decreasing function, with
slope between 0 and 1. Assume that g(0) > 0. There exists a function f such
that the 2-microlocal frontier of f at 0 is g(s′).
The construction of the function f on [0, 1] is as follows:
cj,k = 2
−jβj,k for j > 0 and k ≥ 0, (32)
with
βj,k = inf
ρ∈Ej,k
χj0(ρ) and χ
j
0(ρ) = min{j,−g
∗(ρ)},
where g∗ is the Legendre transform of g, and
Ej,k = {ρ : 0 ≤ ρ ≤ 1 y k = [2
j(1−ρ)]}.
If we select appropriate sequences Cj,k and λj,k we can also describe the
wavelet coefficients defined in formula (32), via the formula (13) stated in
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Theorem 2.1, if the function g satisfies the additional hypothesis of our the-
orem. We characterize σ = g(s′), in the (σ, s) plane, by defining S(σ) as
S(σ) = s such that σ = g(σ − s).
In this case, by choosing:
Cj,k =


1 if j > −g∗(ρj,k)
2−jg
∗(ρj,k)2−j
2
if j ≤ −g∗(ρj,k) and − g
∗(ρj,k) is finite
2−jg
∗(g′(0))2−j
2
if j ≤ −g∗(ρj,k) and − g
∗(ρj,k) = +∞,
(33)
and
λj,k =


1+|k|
2
j(1−ρj,k)
if −g∗(ρj,k) is finite
1+|k|
2j(1−g′(0))
if −g∗(ρj,k) = +∞,
(34)
we have that
cj,k = 2
−jβj,k = Cj,k . inf
σ∈R
{
2−jS(σ)
(
1 + |k|
λj,k
)S(σ)−σ}
,
for j > 0 and k ≥ 0. For j = 0 or k < 0 it is sufficient to define cj,k = 0 to
verify the inequality in (13).
3. Conclusions
In this work we present a generic formula, based on wavelet coefficients,
that provides a wide class of functions or distributions that have S(σ) as the
2-microlocal frontier at x0, where S(σ) is a decreasing function defined on
R, such that either S(σ) is concave downwards with S ′′(σ) < 0 or S(σ) is a
line. Each one of the functions constructed in [1, 2, 3] belongs to the family
of functions we construct. The results could be useful to provide a model for
signals that have a specific type of pointwise singularity.
Moreover, if S(σ) is a line we prove that our condition is also necessary.
In fact we conjecture that for S(σ) a general downward concave function our
sufficient conditions should be very close to be necessary.
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Our theorems could be a starting point to determine which are the com-
patibility conditions satisfied by the different 2-microlocal frontiers of a func-
tion or distribution when the singularities at x varies in I an interval. This
issue is still unresolved and there is only a simultaneous prescription in [3],
on a countable dense set of points. Therefore, some questions arise: Is it
possible to extend our result to an interval I? What conditions have to be
required on a set of curves to be able to define a function f : I −→ R having
this set of curves as its 2-microlocal frontiers in I?
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