We prove exponentially small upper bounds on the correlation between parity and quadratic polynomials mod 3: One corollary of this is that in order to compute parity, circuits consisting of a threshold gate at the top, mod 3 gates in the middle, and AND gates of fan-in two at the inputs must be of size 2
Introduction
After a flurry of exciting results in the 1980s [10, 26, 8, 17, 21, 24] , circuit lower bounds have been few and far between in recent years. One reason for this is that some of the seemingly simplest problems on the ''frontier'' (e.g., to obtain lower bounds for ACC [4] , or even just depth-3 circuits with Mod 6 gates) have proved to be deceptively difficult. While some of the difficulties are quite formidable (e.g., the natural proof [22] barrier presented by TC 0 ), there are still very good reasons to continue the effort for (presumably) less powerful circuits. Paramount among these reasons is to develop new lower bound techniques, especially those that show deep connections with powerful tools from other areas of mathematics. This paper represents another step in this direction.
Our chief interest in this paper is in circuits with a threshold or majority gate at the top, MOD gates in the middle and AND gates at the bottom (attached to the inputs). Following Alon and Beigel [2] , when the fan-in of the bottom AND gates is bounded by f ðnÞ; we refer to these as ''MAJ } MOD } AND f ðnÞ '' circuits. These circuits are important for a number of reasons. Recall, for example, that they are very powerful. Allender [1] , using ideas from Toda's theorem [25] , showed that all of AC 0 can be simulated by quasi-polynomial (2 log Oð1Þ n )-size MAJ } MOD 2 } AND ðlog nÞ Oð1Þ circuits. It is well-known (e.g. [17] ) that both parity and the majority function require exponential size AC 0 -type circuits, so MAJ } MOD 2 } AND ðlog nÞ Oð1Þ circuits are strictly more complex than AC 0 : On the other hand, Yao [27] has shown (again, using many of the ideas and some of the methods of Toda's theorem) that depth-3 threshold circuits of quasi-polynomial size can simulate ACC. In fact, one can do this simulation with apparently weaker circuit models [7, 14] that still are at least as powerful as quasi-polynomial size MAJ } MOD 2 } AND ðlog nÞ Oð1Þ : However, the relationship between MAJ } MOD 2 } AND ðlog nÞ Oð1Þ circuits and ACC remains unresolved. This is the central motivating problem we address.
(See [12, 13] for somewhat different perspectives.) This problem shares some of the difficulties of finding lower bounds for depth-2 and depth-3 threshold circuits. Among the strongest lower bounds of this type is the result of H( astad and Goldmann [18] that says that the generalized inner-product function requires exponential-size MAJ } MAJ } AND Oðð1=2ÀeÞ log nÞ circuits. This implies, of course, a similar lower bound against MAJ } MOD 2 } AND ð1=2ÀeÞ log n circuits computing generalized inner product. We suspect that even the simpler MOD 3 function cannot be computed by such circuits, however, and the technique underlying the Ha˚stad-Goldmann result is unlikely to resolve the central problem via this function (more detail is given below). A number of authors (e.g., [6, 15, 19] ) have considered other depth-2 and depth-3 combinations of MAJ and MOD's and AND's, but to date little progress has been made on the combination with MOD's in the middle layer.
Another important reason to investigate MAJ } MOD m } AND circuits is that, by the ediscriminator method of Hajnal et al. [16] , lower bounds for such circuits are equivalent to upper bounds on the ability of MOD m } AND circuits to approximate given Boolean functions. This problem is interesting in its own right and a resolution may lead to a deeper understanding of ACC circuits. For example, there are still gaps in our understanding of the classes ACCðpÞ where p is prime. Smolensky [24] showed that if p is an odd prime, then ACCðpÞ-type circuits of ''small'' size (those that are below a certain exponential-size) can agree with parity for at most a fraction 1 2 þ n oð1Þ = ffiffi ffi n p of the input settings. By contrast, H( astad and Boppana, as reported by H( astad [17] showed that small AC 0 -type circuits can agree with parity for at most a fraction [9] , and later (in a more general setting) Green [12] , considered the case in which the MOD } AND subcircuits compute symmetric functions. They showed that the MOD q function requires 2 n Oð1Þ -size MAJ } MOD m } AND ðlog nÞ Oð1Þ circuits, provided the MOD m } AND subcircuits compute symmetric functions. Recently, Alon and Beigel [2] took a step toward extending this to the nonsymmetric case. They did this by reducing the non-symmetric case to the symmetric case via a Ramsey-Theoretic argument. The result was that MOD q requires 2 ðlog nÞ
Oð1Þ
-size MAJ } MOD m } AND 2 circuits, and oð1Þ-size MAJ } MOD m } AND Oð1Þ circuits. It seems unlikely, however, that Ramsey-Theoretic arguments will yield appreciably stronger results. Also note that Smolensky's technique [24] (which only works when m is a prime power) does not imply a stronger lower bound than ffiffi ffi n p =ð2n oð1Þ Þ even if we restrict the fan-in on the AND-gates to be 2 and m to be 3.
In this paper, we introduce a technique that improves the bound exponentially in this case. We extend Smolensky's bound when the AND-gates have fan-in 2 to an exponential lower bound in the case that q ¼ 2 and m ¼ 3: we show that parity requires MAJ } MOD 3 } AND 2 circuits of size 2
OðnÞ (see Corollary 3.9). As in previous work, we accomplish this by putting an exponentially small upper bound on the ability of MOD 3 } AND 2 circuits to approximate the parity function: such circuits can equal the parity function for at best a fraction
ÀOðnÞ of all input settings (see Corollary 3.8) . This answers a special case (q ¼ 2; m ¼ 3; AND fan-in 2) of a question posed recently by Alon and Beigel [2] . It represents the first extension of Smolensky's [24] nonapproximability results for parity by quadratic polynomials mod 3 to a value that is exponentially close to 1 
:
Note that for composite m; the lower bound of Alon and Beigel [2] remains the best that is known. Likewise, if m is any prime power other than the number 3, Smolensky's bound [24] remains the best known.
Our approach is very different from that of [24] or [2] . We directly evaluate the exponential sums originally introduced by Cai et al. [9] . In [9] , it was shown that the correlation between parity and a MOD 3 } AND circuit can be written as an exponential sum (also variously known as a character sum or a generalized Gaussian sum). Evaluations of such sums were also instrumental in the communication complexity lower bound of Babai et al. [3] on which the Ha˚stad-Goldmann [18] result is based. Character sums, which originated with Gauss in the study of cyclotomic fields and quadratic reciprocity, have been intensively studied in the number theoretic literature (see, e.g., [20, 23] ). Here we develop a new technique for evaluating the type of sums that arise in computing correlations. The Cauchy-Schwarz method used to great effect in [3] , while very powerful, appears not to be sufficiently refined for our purposes. Instead we observe some very specific symmetry properties of the sum that can be exploited, via the triangle inequality and various identities involving the additive and multiplicative characters over Z 3 ; to obtain accurate estimates inductively. The power of these simple symmetry arguments is a bit surprising. In fact, our bounds on the exponential sum as well as the correlation itself are the best possible.
The organization of the paper is as follows. In Section 2, the terminology and notation for the paper is established, and we review how the problem of computing the circuit lower bounds reduces to the problem of computing upper bounds on correlation [16] . In turn, we also review
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how the latter reduces to the evaluation of an exponential sum [9] . In Section 3, the evaluation of the exponential sum is presented, along with the main results. Tight upper bounds on the correlation itself are also given; while the main results do not require this, it underscores the exactness of the technique. In Section 4, we address the question as to whether symmetric polynomials yield the highest correlation, which was posed in [2] . Finally, it is curious that the technique of this paper at present appears to work only for parity versus MOD 3 ; and even then, only in the quadratic case. We explain and discuss these issues in Section 5.
Preliminaries
A MOD m gate takes n Boolean inputs x 1 ; y; x n and outputs 1 if P n i¼1 x i c0 ðmod mÞ; and 0 otherwise. A MAJ gate also takes n inputs and outputs 1 iff more than half of the inputs are 1. Our results also apply to general threshold gates with weights bounded polynomially in the size of the input.
We adopt the convention that an n-tuple such as ðx 1 ; y; x n Þ is represented as a vector x: Thus xAf0; 1g n denotes that x ¼ ðx 1 ; y; x n Þ is an n-tuple of Boolean values. As in [2] , if G is a type of Boolean gate and C a class of circuits, G } C denotes the class of circuits with C-type circuits serving as inputs to G-type gates. In measuring the size of such circuits, the size of the C-type subcircuits is to be regarded as a function of the number of inputs to the global G } C circuit.
The correlation C n ð f 1 ; f 2 Þ between two Boolean functions f 1 ; f 2 : f0; 1g n -f0; 1g is the number of agreements between f 1 and f 2 minus the number of disagreements, normalized by 2
Àn :
The e-discriminator lemma of Hajnal et al. [16] shows that the problem of proving lower bounds for a Boolean function f against circuits with a MAJ gate over subcircuits of a certain type, reduces to the problem of obtaining upper bounds on the correlation between f and one of the subcircuits. We use the lemma in the following form.
Lemma 2.1. Let T be a threshold circuit consisting of a majority gate over subcircuits c 1 ; y; c s ; each taking up to n inputs. Thus, T outputs 1 on input xAf0; 1g n if and only if P s i¼1 c i ðxÞ4s=2: Let T compute the Boolean function f : f0; 1g n -f0; 1g: Define the correlation C n ð f ; c i Þ as in Eq. (1). If
Let Z m denote the ring of integers mod m: A MOD m } AND circuit is one consisting of a MOD m gate over AND gates attached to the inputs. It is clear that for any MOD m } AND circuit over the inputs x 1 ; y; x n ; there is a polynomial tAZ m ½x 1 ; y; x n such that the circuit outputs 1 iff tðx 1 ; y; x n Þc0 ðmod mÞ: We call t the defining polynomial of the circuit.
It should generally be understandable from the context when quantities (e.g.) x; y are meant to be in Z m ; or if they are meant to be reduced mod m; for some m: In this case, we replace the notation x y ðmod mÞ and xcy ðmod mÞ by x ¼ y and xay; respectively. Let F be a finite field. A multiplicative character is a homomorphism w : F Ã -C from the multiplicative group F Ã ¼ F À f0g to the complex numbers. By definition, for non-trivial characters one extends the domain of w to include all of F by taking wð0Þ ¼ 0: (For the trivial character EðF Ã Þ ¼ 1; we take Eð0Þ ¼ 1:) When F ¼ Z 3 (which will be true for most of this paper), there are only three field elements, which we write as f0; 1; À1g; and the unique non-trivial w takes a particularly simple form, namely, wð0Þ ¼ 0; wð1Þ ¼ 1; and wðÀ1Þ ¼ À1: Since w 2 ¼ 1 (when restricted to the domain Z Ã 3 ), we refer to it as the quadratic character of Z 3 : An additive character is a homomorphism c from the additive group of F to the complex numbers. In the case of Z 3 ; we use the additive character cðxÞ ¼ o x ; where xAZ 3 ; and o is the primitive complex cube root of unity e 2pi=3 : Note that
where % o denotes the complex conjugate of o: Also recall the fact that, for kAZ 3 ;
(Refer to [20] for more information regarding characters.) In [9] , when f 1 is the parity function MOD 2 and f 2 is the function computed by a MOD 3 } AND circuit, the correlation C n ð f 1 ; f 2 Þ is written as an exponential sum involving the multiplicative and additive characters. Denote the function computed by the MOD 3 } AND circuit as f ; and suppose the defining polynomial of f is r: By (2), it is easy to see that ðÀ1Þ
f ðxÞ ¼ ð (1) and noting that the constant terms drop out, we obtain
where ''Re'' denotes the real part. Again as in [9] , making the change of variable x i ¼ ð 1 2 Þð1 À y i Þ where y i Af1; À1g; the polynomial r becomes a new polynomial s in the y i variables, of the same degree:
Note that the sum can range over all of Z 3 rather than just f1; À1g; because the relation wð0Þ ¼ 0 eliminates any terms with any y i ¼ 0: Finally, note that the polynomials r and s are multilinear. Now if the AND's in the original MOD 3 } AND circuit have fan-in at most 2, then the defining polynomial r is quadratic. Hence s is quadratic as well. We break up s into a homogeneous quadratic piece (i.e., a quadratic form) tðyÞ; and a linear form k Á y:
where for all 1pi; jpn; the coefficients k ij ; k i AZ 3 : There may also be a constant term cAZ 3 : Thus, with this notation established, our task is to find an upper bound on correlations of the
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following form:
Cðt; k; c; nÞ
where Sðt; k; nÞ is of the form
The reason for not including the constant c in the definition of Sðt; k; nÞ is that, as in [9, 12] , we prove exponentially small upper bounds on the norm of Sðt; k; nÞ: This immediately implies exponentially small upper bounds on the real part of Sðt; k; nÞo c ; and hence (via Eq. (4)) on the correlation.
The notation Sðt; k; nÞ will always mean that t is a quadratic form and that kAZ n 3 : Sometimes the vector k will consist entirely of the 0 element of Z 3 ; in which case we use the boldface notation 0: Similar conventions hold for Cðt; k; c; nÞ:
Evaluation of the exponential sum
We now obtain tight upper bounds on the norm of the exponential sum Sðt; k; nÞ as defined at the end of the previous section. Note that since by definition wð0Þ ¼ 0; we can also write S as,
It will be convenient to work with this form, although we will ultimately return to the original (Eq. (5)). For typographical reasons it will often be convenient to omit the explicit range of summation of a vector y: In this case a sum over y where y is of length n is a sum over all yAf1; À1g n : Our main theorem is as follows.
Theorem 3.1. For all n; the exponential sum Sðt; k; nÞ obeys
Furthermore, this upper bound can be achieved.
The proof of this theorem, which proceeds by induction on n; rests on a number of relations, given in the following lemmas. We start by noting some useful identities involving the additive and multiplicative characters. Proof. Let n be even. In formula (6) for Sðt; k; nÞ; make the change of variable y i / À y i : Then, since n is even and the terms in tðyÞ are all of even degree, under this change of variable Q n i¼1 y i / Q n i¼1 y i ; and tðyÞ/tðyÞ; whereas k Á y/ À k Á y: Hence Sðt; k; nÞ ¼ Sðt; Àk; nÞ: On the other hand, if n is odd, under the same change of variable, Q n i¼1 y i / À Q n i¼1 y i ; while tðkÞ and k Á y transform as they did before. Hence Sðt; k; nÞ ¼ ÀSðt; Àk; nÞ: & Observe that, as a consequence of Lemma 3.3, if n is odd then Sðt; 0; nÞ ¼ 0: Hence for odd n; a MOD 3 } AND circuit whose defining polynomial expressed in terms of the y i variables is quadratic and homogeneous, has zero correlation with parity. In fact, the proof of Lemma 3.3 says that the resulting polynomial need not be quadratic; any polynomial all of whose terms are of even degree has zero correlation with parity if n is odd. Taking t 0 to be t þ or t À ; depending on which of jSðt þ ; 0; nÞj or jSðt À ; 0; nÞj is the maximum, the lemma follows. & Lemma 3.4 shows that the inhomogeneous (quadratic plus linear) case reduces to the homogeneous quadratic case for even n: The next lemma shows that there is an intimate connection between the homogeneous quadratic case for even n and the inhomogeneous case for n À 1: Lemma 3.5. Let n be even, and let a quadratic form tAZ 3 ½y 1 ; y; y n be given. Then there is a quadratic form t 0 AZ 3 ½y 2 ; y; y n and a kAZ Conversely, given any quadratic form t 0 AZ 3 ½y 2 ; y; y n and a kAZ nÀ1 3 ; there is a quadratic form tAZ 3 ½y 1 ; y 2 ; y; y n such that the above equality holds.
Proof. For convenience, we introduce some notation. Write t as tðy 1 ; y; y n Þ ¼ t 2 ðy 2 ; y; y n Þ þ y 1 ðk 1 Á yI 2 Þ; where t 2 is the homogeneous part of t that only involves the variables y 2 ; y; y n ; k 1 denotes the vector of coefficients k 1j ; yI 2 denotes the vector of variables ðy 2 ; y; y n Þ; and thus k 1 Á yI 2 denotes P n j¼2 k 1j y j :
We write the sum for Sðt; 0; nÞ and do the sum over y 1 :
where, noting that n À 1 is odd, we applied Lemma 3.3 to obtain the last equality. Now taking t 0 to be t 2 and k to be k 1 ; the result follows.
To see the converse, note that the above chain of equalities holds in reverse if we start with an arbitrary quadratic form t 2 AZ 3 ½y 2 ; y; y n and k 1 AZ nÀ1 3 : Then the required t is given by t 2 ðyI 2 Þ þ y 1 ðk 1 Á yI 2 Þ: & Lemma 3.4 implies that we can always find a homogeneous maximal polynomial for even n: Taking this together with Lemma 3.5, we see that the maximal sums for even n are equal to the maximal sums for n À 1: Thus, in our inductive proof we gain no factors of ffiffi ffi 3 p =2 in going from
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odd n to (even) n þ 1: These factors arise in going from even n to n þ 1; and thus the following lemma is the cornerstone of the proof.
Lemma 3.6. Let n be odd. Then there is a quadratic form t 0 AZ 3 ½y 2 ; y; y n such that
Proof. Proceeding as in the proof of Lemma 3.4, by Lemma 3.3, Sðt; k; nÞ ¼ 1 2 ðSðt; k; nÞ À Sðt; Àk; nÞÞ
Apply the identity from Lemma 3.2(ii), with a ¼ k Á y: Then,
Now since Sðt; 0; nÞ ¼ 0 (as we conclude either from Lemma 3.3 or the above relation, since wð0Þ ¼ 0), we may assume that some k i is non-zero, since if all of the k i are 0 the bound is trivially satisfied. Without loss of generality we may assume that k 1 a0: To simplify the expressions further, we may assume that k 1 ¼ 1; if k 1 happens to be À1; we can flip the sign of y 1 and obtain a sum of exactly the same type with k 1 ¼ 1: Now to reduce this sum to n À 1 variables, we first break up t as we did in the proof of Lemma 3.5. That is, write tðyÞ ¼ t 2 ðyI 2 Þ þ y 1 k 1 Á yI 2 ; where as before yI 2 denotes ðy 2 ; y; y n Þ; and k 1 Á yI 2 denotes P n i¼2 k 1j y j : Next do the sum over y 1 : Since Q n i¼1 y i is really wð Q n i¼1 y i Þ; we may write wðk Á yÞ Q n i¼1 y i ¼ wðy 1 k Á yÞ Q n i¼2 y i : When y 1 ¼ 1; we have y 1 k Á y ¼ 1 þ k Á yI 2 ; and when y 1 ¼ À1; we have Applying the triangle inequality as in Lemma 3.4, and using the fact that jo À % oj ¼ ffiffi ffi 3 p ; the result follows. &
We can now present the proof of the main theorem.
Proof of Theorem 3.1. We obtain an upper bound on jSðt; k; nÞj by induction on n: First consider n ¼ 1: In this case, there is no quadratic piece and our sum has the form 1 2
where kAZ 3 : If k ¼ 0; this sum is 0. If ka0; this is readily seen to have the value 7ðo À % oÞ=2 which, in turn, has norm ffiffi ffi 3 p =2; thus establishing the result for n ¼ 1: Now suppose n is even, and that the result holds for m ¼ n À 1: By Lemma 3.4, there is a quadratic form t 0 such that jSðt; k; nÞjpjSðt 0 ; 0; nÞj:
By Lemma 3.5, there is a quadratic form t 00 and a kAZ ; which establishes the desired result for even n: Now suppose n is odd, and that the result holds for m ¼ n À 1: Lemma 3.6 says there is a quadratic form t 0 such that
By the inductive hypothesis, jSðt 0 ; 0; n À 1Þjpð ffiffi ffi 3 p =2Þ m=2 : Thus,
; which establishes the result for odd n:
It is easy to see that the bound is tight, since we can meet it as follows. For even n; the quadratic form tðy 1 ; y; y n Þ ¼ y 1 y 2 þ y 3 y 4 þ y 5 y 6 þ ? þ y nÀ1 y n ð8Þ
yields a maximum jSðt; 0; nÞj (and therefore, by Lemma 3.4, a maximum jSðt; k; nÞj). The computation is easy since the sum factors into n=2 pieces, each of the form 1 4 X y 1 ;y 2 Af1;À1g
which has norm ffiffi ffi 3 p =2: Similarly, for odd n; the (non-homogeneous!) polynomial,
yields the maximum norm for the exponential sum. &
It is interesting to observe that while the maximal quadratic polynomials for even n are quadratic forms (as indeed they must be in accordance with Lemma 3.4), the maximal quadratic polynomials for odd n have only one linear term. It is also notable that precisely the same polynomials arise in computing the number of zeroes of quadratic polynomials in finite fields of characteristic 2 (see, e.g., [20, Chapter 6, Theorem 6.30]).
By Eq. (4), Theorem 3.1 immediately implies an exponentially small upper bound on the correlation.
Corollary 3.7. For all n; jCðt; k; c; nÞjp
We thus obtain the circuit lower bounds that result from the main theorem. By Corollary 3.7, we obtain immediately the following corollary.
Corollary 3.8. Any MOD 3 } AND 2 circuit can agree with parity for at most a fraction
ÀOðnÞ of the input settings.
By Corollary 3.7 and Lemma 2.1, we obtain the following corollary.
Corollary 3.9. Circuits of type MAJ } MOD 3 } AND 2 must have size 2
OðnÞ to compute parity.
We conclude this section with a result of a more technical nature. It is a fortuitous by-product of the proof that the bound in Theorem 3.1 is tight. However, the upper bound on the correlation in Corollary 3.7 is not tight, since the right-hand side can be irrational, whereas Cðt; k; c; nÞ is always rational. In the interest of completeness, and to do full justice to the title of this paper, we feel compelled to ask if it is possible to push through tight upper bounds for the correlation as well. Indeed, this can be done using the results and techniques of this section, as we now explain. It turns out that this is not as straightforward as one might think a`priori. Indeed, the proof that follows also illustrates why the norm of the exponential sum appears to be a much more convenient quantity to work with than its real part. We arrive at the following refinement of Corollary 3.7. Furthermore, this bound can be achieved.
Proof. We begin by explicitly evaluating Sðt; k; nÞ when the polynomials are the maximal ones given in Eqs. (8) and (9) . In these cases, we have simply,
First consider the case in which n 0 ðmod 4Þ: Then the maximal polynomial has k ¼ 0; the quantity Sðt; 0; nÞ is real, and has absolute value,
Hence in this case
which establishes the result for n 0 ðmod 4Þ: Now, since n is even, it follows from Lemma 3.5 that the maximal value for Sðt 0 ; k 0 ; n À 1Þ is the same as for Sðt; 0; nÞ: Since Jðn À 1Þ=4n ¼ Jn=4n; this also establishes the result for n À 1: Thus the assertion holds if n 0 ðmod 4Þ or n 3 ðmod 4Þ:
We now consider the case in which n 1 ðmod 4Þ: Again, as above, by Lemma 3.5 this takes care of the case n 2 ðmod 4Þ as well, so the assertion holds for all values of n: We prove the result for n 1 ðmod 4Þ by induction on n such that n 1 ðmod 4Þ: For n ¼ 1; we work directly with Eq. (1). Let f 1 ðx 1 Þ ¼ x 1 and f 2 ðx 1 Þ ¼ x 1 ; which is also 1 iff x 1 c0 ðmod 3Þ in this case. Then we easily verify that Cð f 1 ; f 2 Þ ¼ 1; which proves the result for n ¼ 1:
Now suppose the result is true for n À 4 where n 1 ðmod 4Þ: That is, suppose, for any quadratic form t 0 in n À 4 variables, k 0 AZ nÀ4 3 and c 0 AZ 3 ; that
Consider the quantity Sðt; k; nÞ: Since n is odd, by the proof of Lemma 3.6, in particular equation (7), there are quadratic forms s ð1Þ ; s ð2Þ in n À 1 variables and constants c 1 ; c 2 AZ 3 such that
Sðs ðcÞ ; 0; n À 1Þo c c :
Note that n À 1 is even. By Lemma 3. We multiply both sides of the above equation by ð which establishes the upper bound on jCðt; k; c; nÞj: To meet the bound, let t be the maximal polynomial (9) . Then note that, for n 1 ðmod 4Þ;
This concludes the proof. &

Symmetric and reducible polynomials
Alon and Beigel [2] (and, independently, this author) have asked if symmetric polynomials give the highest correlation, the degree being fixed. If this were the case, then the results of [9, 12] would imply exponential lower bounds for MAJ } MOD m } AND polylog circuits. Note that the optimal polynomials written down in (8) and (9) are not symmetric. Is it nevertheless the case that some symmetric polynomial could give as high a correlation as the known maximal ones?
The answer is no. In this section, we examine the case in which tðyÞ and k Á y are symmetric forms. In this case the correlation is much smaller than the tight upper bound of Theorem 3.1.
Theorem 4.1. If t is a symmetric quadratic form and k Á y is a symmetric linear form, then
Proof. If tðyÞ is symmetric, then by a well-known theorem it can be written as an elementary symmetric polynomial:
for some cAZ 3 : Assume that the y i AfÀ1; 1g; which suffices for the evaluation of Sðt; k; nÞ: Now observe that
by virtue of the fact that y 2 i ¼ 1: Thus, without loss of generality,
If k Á y is symmetric, then (similarly) we can write it as k P n i¼1 y i for kAZ 3 : Now the sum Sðt; k; nÞ can be written as
We ''reduce'' this to the linear case as follows. Let aAZ 3 : Then, using Eq. (2),
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Then, using the above relation with a ¼ P n i¼1 y i ;
where the last equality follows from the fact that P y Q n i¼1 y i ¼ 0: It is straightforward to evaluate the resulting sum exactly, since the sum over y breaks up into n factors:
The right-hand side consists of six terms each of norm ð Thus non-symmetric polynomials can yield a strictly greater correlation than symmetric polynomials. Note that in the course of the proof of the preceding theorem, we found that t is reducible (up to a constant term; see Eq. (12)). Using this fact, it was then possible to reduce the evaluation of the sum to the evaluation of a sum involving a linear polynomial, via Eq. (13) . The technique can easily be generalized to prove that jSðt; k; nÞjpcð ffiffi ffi 3 p =2Þ n for some constant c whenever t is reducible. Hence the bound of Theorem 3.1 can only be met by irreducible polynomials.
Although symmetric polynomials do not necessarily give the highest correlation, the maximal polynomials nevertheless have a special form. In the terminology of [12] , they are block symmetric, that is, symmetric in pairwise disjoint subsets of the inputs. In [12] , it is shown that low-degree block-symmetric polynomials give an exponentially small correlation in general. Thus if it can be shown that block-symmetric polynomials give the highest correlation (the degree being fixed), the main problem of this paper will be solved.
Discussion
We believe that it will be possible to generalize the techniques of this paper to higher-degree polynomials, as well as to other moduli than 3. Our motivation for reporting on the special case of parity versus MOD 3 here is, in part, because the proof is simple enough to indicate, in broad outline, how a more general proof would proceed, but also sufficiently subtle so as to indicate where exactly the problems lie.
What are the difficulties? They exist on two fronts. Let us first consider extending the MOD 3 result to higher-degree polynomials. For example, consider polynomials of degree 3. In this case, we immediately lose most of the nice symmetry properties (e.g., Lemma 3.3) that were instrumental in the proof. We need to exploit other properties of the sum. It is not clear what those properties are. The nature of the identity in Lemma 3.2(iii), and if some suitable generalization might be useful, is also unclear. The fact that Lemma 3.3 also holds when t is a polynomial with terms all of even degree strongly suggests there are other things to be discovered. Now consider the case of other moduli, for example MOD 5 : Here, as elaborated in [12] , the relevant sums (over Boolean variables) are of the following form:
S ¼ X xAf0;1g n ðÀ1Þ P n i¼1 x i z tðxÞ ;
where z ¼ e 2pi=5 is a primitive complex fifth root of unity. We can once again make the change of variable x i ¼ ð 
If we start with a MOD 5 } AND 2 circuit, t 0 will be quadratic. Now in fact Lemmas 3.3 and 3.5 hold for this type of sum. But the proofs of Lemmas 3.4 and 3.6 no longer work. Part of the problem is that S as given in Eq. (14) is a partial sum, i.e., the variables y i do not range over the entire field Z 5 : It is possible to re-formulate the discriminator so as to obtain character sums that range over the complete field, by encoding field elements in the Boolean variables along the lines of [5, 19, 13] . However, the degrees of the polynomials are then higher than 2, and we are back to the problem of higher-degree polynomials.
Despite these problems, we believe at this point that they are not particularly difficult and that an appropriate algebraic setting will resolve them.
