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SMALL GRAINS FEATURE SELECTION
 
INTRODUCTION
 
Separation of spring wheat (SW) from compe­
ting small grains (SG) hrs been the subject of several
 
studies. In this project we wish to approach the problem
 
from an emperical point of view, using nonparametric
 
discriminate function methods to investigate the feasi­
bility of SW/SG separation. A limited-data set consis­
ting of five segments with multiple acquisitions was
 
used to illustrate the software and to make preliminary
 
conclusions with respect to appropriate features. The
 
data sets used are given in Table 1.
 
Segment Acquisition data in 1976
 
1 2 3 4 5 6 7
 
1614 130 183 201 219
 
1618 127 163 199 235
 
1624 128 146 236
 
1642 127 145 163 182 199 236
 
1645 127 145 164 181 235
 
Table 1. Acquisitions use in experiment.
 
2.
 
LINEAR DISCRIMINATE FUNCTIONS
 
Several methods including Principal Components,
 
Fischer's linear discriminate function, minimization of
 
the Perceptron criteria function, and Minimum Squared
 
Error (MSE) procedures were considered and tested. The
 
MSE procedure using the Ho-Kashyap algorithm was chosen
 
as the most consistent, based on limited testing. A brief
 
discription of the procedure follows.
 
Xi)T 
Let Xi = (ill xi2, ... x ) be the 
measurement vector for the ith prototype. Define 
1i,XT for X in class 1 
-Y = -, -XT for X in class 2 
The problem is to select a (p+l) vector a , such that 
Y. a > 0 for all i= 1, ... , n. 
Or, failing that, minimize the number of errors. A
 
more tractable problem is the MSE criteria which is
 
defined as follows.
 
3.
 
Let
 
T
 
YT
 
=A 
yT 
n n x (p+l) 
Now find a solution (if possible) to the equation
 
Aa = 8 >0. 
or, minimize tljAa - 811 over all a and B • For 
each fixed S , the minimum norm solution is given by 
A#
a= 8,
 
A#
where is the pseudo-inverse of A So the
 
difficulty is one of determining the appropriate S
 
The Ho-Kashyap algorithm solves this problem in the
 
following'way; Define the initial values of two vector
 
sequences a and B by
 
... , 1)T8(0) = (1, 
a(O) = A7 8(0). 
4.
 
For k = 1,2,.... define
 
e(k) = A a(k) - 8(k)1 
e+(k) = 1(e(k) + Ie(k)j ). 
and 
8(k+l) = 8(k) + pe+ (k) 
a(k+l) = a(k) + pA#e+ (k) 
where p > 0. If the prototypes are separable, then
 
IJe(k)jl converges to 0. If not, then JIe(k)II converges
 
to c > 0. 
THE EXPERIMENT 
In this test we have used the Ho-Kashyap 
algorithm to determine three discriminant functions for
 
each of five segments over various pass combinations.
 
The three discriminant functions are defined as follows.
 
4-CH The original four channel LANDSAT measurements
 
are used for each acquisition.
 
L(B,G) The Tassel Cap coordinates B and G are
 
computed for each acquisition.
 
Q(B,G) The Tassel Cap coordinates B and G plus the
 
quadratic terms B2 , G2 , and BG are computed for each
 
acquisition. In Tables 2-6 the error rates are given for
 
each of the above discriminant functions, calculated by
 
the Ho-Kashyap algorithm.
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SEGMENT 1614 
ERRORS (SW/SG) 
ACQ. 4-CH L(B,G) Q(B,G) 
1 1/5 1/11 1/11 
4 3/7 2/7 1/7 
5 2/5 1/6 0/6 
6 2/3 0/6 0/4 
1,4 1/4 1/6 1/6 
1,5 0/0 1/5 0/5 
1,6 0/1 2/5 0/4 
4,5 3/4 1/5 2/5 
4,6 2/3 1/4 0/2 
5,6 1/3 0/4 0/1 
1,4,5 0/0 1/5 1/2 
1,4,6 0/0 0/3 0/2 
1,5,6 0/0 0/5 0/2 
4,5,6 2/3 1/5 0/1 
1,4,5,6 0/0 2/4 0/0 
Labeled Dot Distribution': SW-31 / SG-13 
Acquisition Dates: 1 76130 
4 - 76183 
5 - 76201 
6 - 76219 
Table 2. 
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SEGMENT 1618 
ERRORS (SW/SG) 
ACQ. 4-CH L(B,G) Q(B,G) 
1 0/22 0/22 2/21 
3 3/21 2/21 4/14 
5 3/10 3/15 3/4 
7 4/9 2/13 2/13 
1,3 2/20 2/20 6/13 
1,5 3/10 3/15 2/3 
1,7 5/9 2/12 4/11 
3,5 3/10 3/15 1/4. 
3,7 4/7 1/13 2/7 
5,7 3/8 3/13 1/5 
1,3,5 3/9 3/13 1/3 
1,3,7 5/7 4/11 5/5 
1,5,7 4/5 3/9 0/2 
3,5,7 3/4 3/12 1/2 
1,3,5,7 3/3 3/9 0/2 
Labeled Dot Distribution: SW-60 / SG-22 
Aaquisition Dates: 1 - 76127 
3 - 76163 
5 - 76199 
7 - 76235 
Table 3. 
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SEGMENT 1624 
ERRORS (SW/SG) 
ACQ. 4-CH L(B,G) Q(B,G) 
1 4/18 0/22 1/20 
2 0/22 0/21 1/21 
7 5/16 5/16 5/13 
1,2 3/16 0/21 1/19 
1,7 6/11 5/14 4/13 
2,7 5/13 5/13 5/13 
1,2,7 4/12 4/14 4/11 
Labeled Dot Distribution: SW-62 / SG-22 
Acquisition Dates: 1 - 76128 
2 - 76146 
7 - 76236 
Table 4. 
SEGMENT 1642 
ERRORS (SW/SG) 
ACQ. 4-CH L(B,G) Q(B,G) 
1 0/18 0/19 0/18 
2 2/14 2/18 1/13 
3 3/16 2/15 3/12 
4 0/19 0/19 0/16 
5 0/18 0/19 3/16 
7 1/19 1/18 0/18 
1,2 3/14 1/18 1/12 
1,3 2/9 2/12 4/11 
1,4 1/17 0/19 0/16 
1,5 3/16 2/18 4/9 
1,7 1/17 1/17 1/16 
2,3 3/11 3/12 1/9 
2,4 3/18 2/18 2/11 
2,5 2/14 2/18 5/10 
2,7 4/15 1/18 1/10 
3,4 3/13 3/14 3/10 
3,5 5/10 3/14 4/8 
3,7 4/13 4/14 2/8 
4,5 2/16 0/18 2/19 
4,7 1/19 1/18 0/15 
5,7 0/17 0/18 3/14 
1,2,3,4,5,7 7/7 4/9 0/0 
Labeled Dot Distribution: SW-58 / SG-19 
Acquisition Dates: 1 - 76127 
2 - 76145 
3 - 76163 
4 - 76182 
5 - 76199 
7 - 76236 
Table 5. 
9.
 
SEGMENT 1645 
ERRORS (SW/SG) 
ACQ. 4-CH L(B,G) Q(B,G) 
1 0/20 0/20 0/20 
2 0/20 0/20 0/20 
3 1/20 0/20 0/19 
4 1/19 0/20 0/20 
7 0/19 0/20 2/16 
1,2 0/19 0/20 0/20 
1,3 0/18 0/20 1/19 
1,4 0/17 0/20 0/20 
1,7 1/12 2/17 2/11 
2,3 0/20 0/20 0/19 
2,4 1/18 0/20 0/20 
2,7, 0/18 0/20 3/11 
3,4 4/16 2/20 1/18 
3,7 2/16 1/17 3/11 
4,7 3/10 3/13 3/10 
1,2,3,4,7 3/10 6/11 2/6 
Labeled Dot Distribution: SW-75 / SG-20 
Acquisition Dates: 1 - 76127 
2 - 76145 
3 - 76164 
4 - 76181 
7 - 76235 
Table 6. 
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CONCLUSIONS
 
The first observation must be, that, in these
 
segments, the separation of SW from SG is not an easy
 
task. A reasonable error rate was achieved with one
 
pass only in segment 1614. Reasonable two pass error
 
rates were achieved in segments 1614 and 1618, and to a
 
lesser degree in 1642. Segment 1624 had inadequate
 
acquisitions and segment 1645 gave poor results even
 
when all acquisitions were used. Segment 1645 and 1642
 
did not have acquisitions in windows 5 or 6. These two
 
windows provided the best results in the other three
 
segments in single pass or two pass combinations.
 
The other observation is that generally the
 
Q(B,G) features provided as good or better separation
 
as did the 4-CH features. The L(B,G). features did not
 
compete as well. The advantage of the Q(B,G) features
 
is that the two dimensional quadratic discriminant
 
function can be plotted on a per pass basis, making the
 
prospect of generating graphical Al aids a possibility.
 
In conclusion, it appears that windows 5 and 6
 
play an important role in the SW/SG separation problem.
 
(The corresponding crop indices should be determined
 
for this strata.) In addition we recommend further
 
testing of the Q(B,G) features over a broad range of
 
spring wheat blind sites.
 
APPENDIX
 
UHLDF Program 
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oLD o 
C PROGlRAM4 UHLD' -UHLDOO1O 
C 
C ....................................... 

-rHLD0020
 
C THIS PROGRAM COMPUTES THE 2-CLASS NONPARAMETRIC UHLD0030 
C DISCRIMINATE FUNCTION. THE HO-KASHYAP ALGORITHM UHLD0040 
UHLD0050
C IS IMPLIMENTED. 

UHLDO060C 
C . IUHLDO070 
UHLD0080
C 

DIMENSION D(4000) ,DINV(4000) A(40) ,ICLASS (500) ,B(500) ,Y(500) UHLD0090 
DIMENSION Z (500),C(500),IQ (500) ,V(40),E(500) UHLD0100 
DIMENSION T (40,40) ,AFLAG (40) ,ATEMP (40) ,W(2500) UHLD0110EQUIVALENCE (U(i,i),B(1)) I (AFLAG (1) ,Z (i1) 	 UHLD0120 
* 	 ,(ATEMP(l),Y(51)), (W(1),B(1)) UHLD0130 
DATA YES/'Y'/ UHLD0140 
66 WRITE(108,6600) UHLD0150 
READ(105,6666) YESS UULD0160 
6600 FORMAT(' AGAIN?') URLD0170 
6666 FORMAT(AI) UHLD0180 
IF (YESS.NE.YES) STOP UHLD0190 
UHLD0200C 
C GET DATA ARRAY UHLD0210 
C D - NSAMP BY NV ARRAY CONTAINING PROTOTYPES AS ROWS. UHLD0220 
C DINV - TRANSPOSE OF THE PSEUWO-NVERSE OF D. (NSAMP BY NV)UHLD0230 
URLD0240
C 

UHLD0250
REWIND 1 
CALL GETD (DINV,NSAMP ,NV, ICEASS) UHLD0260 
IF(NSAMP.EQ.O) GO TO 500 UHLD0270 
UHLD0280NSIZE=NSAMP*NV 
UHLD0290OUTPUT,NSIZE 
CALL TRANS (DINVT,D,NV,NSAMP) UHLD0300 
CALL MOVE (D,DINV,NSIZE) UHLD0310 
UHLD0320C 

UHLD0330
C 
UHLDO0340
C 
UHLD0350C 
UHLD0360C 
UHLD0370
MAXITR=100 

UHLD0380C 
C COMPUTE PSEUDO-INVERSE OF D. (TRANSPOSE) UHLD0390 
C INITIALIZE B-VECTOR UHLD0400 
C INITIALIZE A-VECTOR. (LINEAR DISCRIMINATE FUNCTION) UHLD0410 
C COMPUTE MISSCLASSIFICATIONS FOR INITIAL DF., UHLD0420 
UHLD0430C 
CALL GINV2M (DINV,NSAMP, NV,NSAMP,NV,KZ,U,AFAG,ATEMP, 1.E-12) UHLD0440 
CALL FILL (B,NSAMP,1.) UHLD0450 
CALL TPRD(DINV,B,A,NSANIP,NV,0,0,1) UHLD0460 
WRITE (108,8800) (A(J) ,J=1,NV) UBLD0470 
CALL MPRD(D,A,Y,NSAMP,NV,0,0,1) URLD0480 
CALL MISSCL (Y,NSAMP, 4ISS1, MISS2,ICLASS) UULD0490 
6 ISpAGOR1W~g q UOV Fo 
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MISS=MISS1+MISS2 UHLD0500 
OUTPUT MISSI,MISS2,MISS UHLD0510
 
C UHLD0520
 
C CALL HO-KASHYAP ALGORITHM. UHLD0530 
C UHLD0540
 
CALL HOKASH (D,DINV,A,B,Y,E,NV,NSANP,MAXITR,ICLASS) UHLD0550 
8800 FORMAT (2X,5F10.4) UHLD0560 
GO TO 66 UHLD0570 
END UHLD0580 
C UHLD0590 
C COPY ARRAY X INT ARRAY Y UHLD0600 
C UHLD0610 
C uHLD0620 
SUBROUTINE MOVE (X,Y,N) UH0LD630 
DIMENSION X(1) ,Y() UHLD0640 
DO I 1=,N UHLD0650 
1 Y(I)=X(I) UHLD0660 
RETURN UHLD0670 
END UHLD0680 
C UELDO690 
C INITIALIZE N LOCATIONS IN ARRAY X WITH VALUE C EJHLD0700 
C UHLD0710 
C UHLD0720 
SUBROUTINE FILL (X,N,C) UHLD0730 
DIMENSION X(1) UHLD0740 
DO 1 I=1,N UHLD0750 
1 X(I)=C UHLD0760 
RETURN UHLD0770 
END UHLD0780 
C UHLD0790 
C MOVE TRANSPOSE OF MATRIX A INTO B. UHLD0800 
C UHLD0810 
C UHLD0820 
C UHLD0830 
SUBROUTINE TRANS (A,B,N,M) UHLD0840 
DIMENSION A(N,M) ,B(M,N) UHLD0850 
DO 1 I=1,N UHLD0860 
DO 1 J=1,M UHLD0870 
1 B(J,I)=A(I,J) UHLD0880 
RETURN UHLD0890 
END UHLD0900 
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C ........................................................... HOKAOOOO 
C HOKA0010 
C HO-KASHYAP ALGORITEM. HOKA0020 
C HOKA0030 
C . HOKA0040 
C HOFA0050 
SUBROUTINE HOKASH (D,DINV,A,B,Y,E,NV,NSA-MP,MAXITR, ICLASS) HOKA0060 
DIMENSION D (1) ,DINV (1) ,A (1) ,B (1) ,Y (1) ,E (1) ,ICASS (1) HOKA0070 
ITR=0 HOKA0080 
10 ITR=ITR+1 HOKA0090 
CALL MPRD(D,A,Y,NSAMP,NV,0,0,1) HOKA0100 
CALL MSUB(Y,B,E,NSAMP,1,0,0) HOK01!0 
CALL MISSCL (Y,NSAMP,MISS1,MISS2,ICLASS) HOKA0120 
IF(ITR.GT.MAXITR) GO TO 200 HOKA0130 
CALL TEST (E ,NSAMP, KEY) HOKA0140 
C 
IF(KEY) 100,100,100 
ORIGINAL PAGE tS 
HOK40150 
HOKA0160 
C ONE MORE TIME O PAE HOKA0170 
c OF POOR QUALITY HOKA0180 
100 CALL POS (E,NSAMP) HOK0190 
CALL iADD(B,E,B,NSAMP,1,0,0) HOKA0200 
CALL TPRD (DINV,E ,Y,NSAMP,NV, 0,0,1) HOKA0210 
CALL MADD (A, Y,A,NV,1,0,0) HOKA0220 
GO TO 10 HOKA0230 
C HOKA0240 
C TER4INATE HOKA0250 
C HOKA0260 
200 CONTINUE HOK40270 
OUTPUT, ITR,MISSI,MISS2 HOKA0280 
WRITE (108,8800) (A(J) ,J=1,NV) HOKA0290 
8800 FORMAT(2X,5F10.4) HOKA0300 
RETURN HOKA0310 
END HOKA0320 
C HOK40330 
C HOKA0340 
C HOKAO350 
C HOKk0360 
C HOKA0370 
SUBROUTINE TEST (Y,N ,KEY) HOKA0380 
DIMENSION Y(N) HOKA0390 
KEY=O HOKA0400 
LN=0 HOKA0410 
LP=O HOK0420 
CALL NORMI (Y,N,YNORM) HOKA0430 
DO 10 I=1,N HOKA0440 
IF(Y(I)/YNORM-1.E-50) 1,1,2 HOKZ0450 
1 LN=l HOK-NO460 
G TO 3 HOK40470 
2 LP=1 HOKA0480 
3 IF(LN.EQ.1.AND.LP.EQ.1) RETURN HOKA0490 
15. 
10 CONTINUE HOKE0500 
KEY=I HOKA0510 
IF(LP.EQ.0) KEY=-1 HOKA0520 
RETURN HOKA0530 
END HOK40540 
C HOKA0550 
C HOKA0560 
C HOK40570 
C HOKA0580 
C HOKA0590 
SUBROUTINE POS (Y,N) HOKA0600 
DIMENSION Y (N) HOKA0610 
DO 10 I=1,N HOK40620 
10 Y(I)=(Y(I)+ABS(Y(I)))/2. HOKA0630 
RETURN HoK40640 
END HOK'k0650 
C HOKA0660 
C HOKA0670 
C HOKA0680 
C HOKA0690 
C HOKAO?00 
SUBROUTINE MISSCL (Y,NSA-MP ,MISS1 ,MISS2, ICLASS) HOKA0710 
DIMENSION Y(1),ICLASS (1) HOKA0720 
MISS1=0 HOKA0730 
MISS2--0 HOKA0740 
DO 30 I=I,NS.A7MP HOK0750 
IF(Y(I).GE.O.) GO TO 30 HOKA0760 
IF(ICLASS (I).EQ.i) MISS1I=ISS1+1 HOKA0770 
IF (ICLASS(I).EQ.2) MISS2=MISS2+1 HOKA070 
30 CONTINUE HOKA07S0 
RETURN HOKA0800 
END HOKA0810 
C HOKA0820 
C HOKA0830 
C HOKA0840 
C HOKk0850 
C HOKA0860 
SUBROUTINE NORM (Y,N,XNORM) HOKA08-0 
DIMENSION Y(1) HOKA08B0 
YNORM=0. HOK0890 
DO 10 I=I,N HOKA0900 
10 YNORM=YNOPM+Y (I) *Y (I) HOKA0910 
YNORM--SQRT (YNORM) HOKA0920 
RETURN HOKA0930 
END HOKA0940 
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C ............................................................. GDO10000 
C GD010010 
C * 4 CHANNEL LANDSAT * GDO10020 
C GDO10030 
C THIS VERSION OF GETD USES THE 4 LANDSAT CHANNELS AS GDO10040 
C FEATURES. (UP TO 7 PASSES) GD010050 
C GD010060 
C D - THIS IS THE DATA ARRAY WHICH IS RErUNED TO THE GD010070 
C CALLING ROUTINE. THE DIMENSION IS NV BY NSAMP. GD010080 
C GD010090 
C THE COLUMN VECTORS OF D CONSIST OF GD010100 
C GD010110 
C (1. , Xl, X2, ... ,XN) GD010120 
C GDO10130 
C IF THE PROTOTYPE IS IN CLASS 1 AND THE NEGATIVE GD010140 
C OF THE ABOVE VECTOR IF THE PROTOTYPE IS IN GD010150 
C CLASS 2. GD010160 
C GD010170 
C NSA?P- THE -NUMBER OF PROTOTYPES. THIS VALUE IS RETURNED TO GD010180 
C THE CALLING PROGRAM. GD01019D 
C GD010200 
C NV - THE NUMBER OF VARIABLES PLUS ONE FOR THE GDO10210 
C CONSTANT TERM. THIS VALUE IS RETURNED TO THE CALLING GD010220 
C PROGRAM. GD010230 
C GD010240 
C ICLASS- THIS IS A VECTOR, RETURNED TO THE CALLING PROGRAM WHICH GD010250 
C IDENTIFIES (1OR 2) THE CLASS ASSIGNMENT OF EACH GD010260 
C PROTOTYPE. GD010270 
C 	 GD010280 
C.	 ................................................................ GD010290
 
C GD010300 
SUBROUTINE GETD (D,NSAMP ,NV, ICLASS) GD010310 
DIMENSION D(1),ICLASS(i) ,X(28),IP(7) GD010320 
DATA IBL,IO,IW/' ','O','W'/ GD010330 
88 WRITE(108,4000) 	 GD010340
 
4000 FORMAT(- INPUT NUMBER OF PASSES. 1-7') GD010350
 
READ (105,3000,ERR=88) NPASS GD010360
 
OUTPUT NPASS G010370
 
WRITE (108,2000) GDO10380
 
2000 	FORMAT(' INPUT PASS NO. 1-7') GD010390 
READ (105,3000,ERR=88) (IP (KK) ,KK=1,NPASS) GDO10400 
WRITE(108,2500) (IP(KK),KK=1,NPASS) GD010410 
2500 	FORMAT(7X,713) GD010420
 
3000 FORMAT (7II) GD010430
 
NSAMP=0 GD010440
 
N1=0 GD010450
 
N2=0 GD010460
 
IND=0 GD010470 
NV=NPASS*4+1 GD010480 
DO 100 K=1,209 GD010490 
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C 00010500 
C READ LABELED DIS (UNDER FOR9AT 1000) GD010510 
C G0010520 
READ(1,1000,END--999) IG1,IG2,X GD010530 
1000 FORMAT(2A,8F5.1,/,2X,SFS.,/,2X,8F5.1,/,2X,4F5.1) G0010540 
IF(IGI.NE.IBLK) GO TO 100 GD010550 
IF(IG2.EQ.IBUK.OR.IG2.EQ.IO) GO TO 100 GD010560 
DO 10 KK=1,NPASS GD010570 
Ii= (IP (KK) -1)*4+1 GD010580 
IF(X(II).GT.98.5) GO TO 100 G0010590 
10 CONTINUE GD010600 
NSAMP-NSA-MP+1 GD010610 
ICLASS (NSAMP)=1 GD010620 
IF(IG2.NE.IW) ICLASS (NSANP)=2 GD010630 
IND=IND+1 GD010640 
D (TND)=1. GD010650 
IF(ICASS(NSMP) .EQ.2) D(IND)=-I. GD010660 
DO 30 NPP=1,NPASS GD010670 
I1=(IP(NPP)-) *4+1 GD010680 
12=Ii+3 G0010690 
DO 20 J=I1,12 G0010700 
IND=IND+1 GD010710 
D (IND)=X (J) GD010720 
IF(ICLASS(NSAMP) .EQ.2) D(IND)=-D(IND) GD010730 
20 CONTINUE GD010740 
30 CONTINUE GD010750 
IF (ICLASS(NSAMP) .EQ.I) N=N14-1 GD010760 
IF (ICLASS (NSAMP) .EQ. 2) N2=N2+1 GD010770 
100 CONTINUE GD010780 
999 CONTINUE GD10790 
OUTPUT N1 ,N2, NSAMP GD010800 
RETURN GD010810 
END GD010820 
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C ............................................................ GD020000 
C GD020010 
C * B,G * GD020020 
C GD020030 
C THIS VERSION OF CETD USES THE FIRST 2 TASSEL CAP VARIABLES (B,G) GD020040 
C FEATURES. (UP TO 7 PASSES) GD020050 
C GD020060
 
C D - THIS IS THE DATA ARRAY WHICH IS RETURNED TO THE GD020070 
C CALLING ROUTINE. THE DIMENSION IS N1 BY NSANMP. GD020080 
C GD020090 
C THE COLUMN VECTORS OF D CCXQSIST OF GD020100 
C GD020110 
C i.1 , Xl, X2, ... , XN) GD020120 
C GD020130 
C IF THE PROTOTYPE IS IN CLASS 1 A!ND THE NEGATIVE GD020140 
C OF THE ABOVE VECTOR IF THE PRI0TYPE IS IN GD020150 
C CLASS 2. GD020160 
C GD020170 
C NSAI'P- THE NUMBER OF PROTOTYPES. THIS VALUE IS RETURNED TO GD020180 
C THE CALLING PRFGRAM. GD020190 
C GD020200 
C NV - THE NUMBER OF VARIABLES PLUS ONE FOR THE GD020210 
C CONSTANT TER4. THIS VALUE IS RETURNED TO THE CALLING GD020220 
C PROGRAM. GD020230 
c- GD020240
 
C ICLASS- THIS IS A VECTOR, RETURNED TO TEE CALLING PRC)GRM WICH GD020250 
C IDENTIFIES (1 OR 2) THE CLASS ASSIG.MENT OF EACH GD020260 
C PROTOTYPE. Go020270 
C GD020280 
C G..................................................................D020290
 
C GD020300
 
SUBROUTINE GETO (D,NSAMP,NV,ICLASS) GD020310 
DIMENSION D(1) ,IClASS (1) ,X(28) ,IP(7) GD020320 
DATA IBLK,IO,IW/' ,'O',W/ GD020330 
88 WRITE (108,4000.) GD020340 
4000 FOR.AT(' INPUT NUMBER OF PASSES. 1-7') GD020350 
READ(105,3000,ERR=88) NPASS GD020360 
OUTPUT NPA-SS GD020370 
WRITE (108,2000) GD020380
 
2000 FORMAT(' INPUT PASS NO. 1-7',) GD020390 
READ (105,3000,ERR=88) (IP(KK) ,KK=1,NPASS) GD020400 
WRITE(108,2500) (IP(KK) ,KK=1,NPASS) GD020410 
2500 FORMAT (7X,713) GD020420 
3000 FORMAT(71l) GD020430
 
NSK-fP=0 GD0120440 
N1=0 GD020450
 
N2=0 GD020460 
IND=0 GD020470 
NVNPASS*2+1 GD020480 
Do 100 K=1,209 GD020500
 
C GD020510 
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C READ LABELED DOTS (UNDER FOR4AT 1000) 
C 
READ(1,1000,END=999) IG1,IG2,X 
1000 FORMAT(2A1,8F5.1,/,2X,SF5.1,/,2X,8F5.1,/,2X,4F5.) 
IF(IG1.NE.IBLK) GO TO 100 
IF(IG2.EQ.IBLK.OR.IG2.EQ.IO) GO TO 100 
DO 10 KK=I,NPASS 
I1=(IP(KK)-1)*4+1 
IF(X (II) .03.98.5) GO TO 100 
10 CONTINUE 
NSAMP=NSAMP+1 
IClASS (NS.MP)=I 

IF (IG2.NE.IW) ICLASS (NSAMP)=2 
IND=IND4-1 

D(IND) =1. 
IF(ICIASS(NSAMP) .EQ.2) D(IND)=-i. 
DO 30 NPP=1,NPASS 
I1= (IP (NPP)-i) *4+1 
CALL KAUtTH(X(I1) ,B,G) 
D (IND+1)=B 
D(IND+2)=G 
DO 20 J=l,2 

IF (ICLAS (NS.AMP) .EQ. 2) D(IND+J)=-D (IND+J) 
20 CONTINUE 

IND=IND+2 

30 CONTINUE 

IF (ICIASS (NSAMP) EQ. 1) Nl-N4-1 
IF (ICIASS (NS.AlP) EQ. 2) N2--N2+1 
100 CONTINUE 

999 CONTINUE 
OUTPUT N1,N2,NSA-MP 

RETUP-N 
END 

GD020520
 
GD020530
 
GD020540
 
GD020550
 
GD020560 
GD020570
 
GD020580
 
GD020590
 
GD020600
 
GD020610
 
GD020620
 
GD020630
 
GD020640
 
GD020650
 
GD020660 
GD020670 
G0020680 
GD020690 
GD020700 
GD020710 
GD020720-
GD020730
 
G0020740 
G0020750
 
GD020760 
GD020r0
 
GD020780 
GD020790 
GD020800
 
0D020810 
GD020820
 
GD020830 
GD020840
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C ............................................................ GD030000 
C GD030010 
C **** B,G QUAD * GD030020 
C GD030030 
C THIS VERSION OF GETD USES THE FIRST 2 TASSEL CAP VARIABLES PLUS GD030040 
C QUADRATIC TERMS AS FEATURES. (UP TO 7 PASSES) GD030050 
C GD030060 
C D - THIS IS THE DATA ARRAY WHICH IS RETURNED TO THE GD030070 
C CALLING ROUTINE. THE DIMENSION IS NV BY NSAMP. GD030080 
C GD030090 
C THE COLUMN VECTORS OF D CONSIST OF GD030100 
C GD030110 
C (1. , Xl, X2, ... , XN) GD030120 
C GD030130 
C IF THE PROTOTYPE IS IN CLASS 1 AND THE NEGATIVE GD030140 
C OF THE ABOVE VECTOR IF THE PROTOTYPE IS IN GD030150 
C CLASS 2. GD030160 
C GD0301 70 
C NSAMP- THE NUMBER OF PROTOTYPES. THIS VALUE IS RETURNED TO GD030180 
C THE CALLING PROGRAM. GD030190 
C GD030200 
C NV - THE NUMBER OF VARIABLES PLUS ONE FOR THE GD030210 
C CONSTANT TERM. THIS VALUE IS RETURNED TO THE CALLING GD030220 
C PROGRAM. GD030230 
C GD030240 
C ICLASS- THIS IS A VECTOR, RETURNED TO THE CALLING PROGRAM WHICH GD030250 
C IDENTIFIES (1 OR 2) THE CLASS ASSIGNMENT OF EACH GD030260 
C PROTOTYPE. GD030270 
C GD030280 
C 	 GD..................................................................030290
 
C GD030300 
SUBROUTINE GETD(D,NSAMP ,NV,ICLASS) GD030310 
DIMENSION D(1),ICIASS (1),X(28),IP(J) GD030320 
DATA IBLK,IO,IW/' ','O','W'/ GD030330 
88 WRITE(108,4000) 	 GD030340
 
4000 	FORMAT(' INPUT NUMBER OF PASSES. 1-7') - GD030350 
READ(105,3000,ERR=88) NPASS GD030360 
OUTPUT NPASS GD030370 
WRITE (108,2000) GD030380
 
2000 FORMAT(' INPUT PASS NO. 1-7') GD030390
 
READ(105,3000,ERR=88) (IP(KK),KK=1,NPASS) GD030400
 
WRITE(108,2500) (IP(KK) ,KK=1,NPASS) GD030410 
2500 FORAT(7X,7I3) GD030420 
3000 FORMAT (7I1) Gr030430 
NSAMP=0 GD030440 
NI=0 GD030450 
N2=0 GD030460 
IND=O GD030470 
NV=NPSS*5+1 GD030480 
21.
 
DO 100 K=1,209 GD035000 
C GD030510 
C READ LABELED DOTS (UNDER FORMAT 1000) GD030520 
C GD030530 
READ(1,1000,END=999) IG1,IG2,X GD030540 
1000 FORMAT(2A1,8F5.1,/,2X,8F5.1,/,2X,8F5.1,/,2X,4F5.1) 0D030550 
IF(IGI.NE.IBK) GO TO 100 GD030560 
IF(IG2.EQ.IBIX.OR.IG2.EQ.IO) GO TO 100 GD030570 
DO 10 KK=1,NPASS GD030580 
Ii= (IP (KK) -I)*4+1 GD030590 
IF(X(I1).GT.98.5) GO TO 100 GD030600 
10 CONTINUE GD030610ORIGINAL PAGE ISNSXMP=NSAMP+I 
ICL4SS (NSAMP)= pF pOOR QUALITY GD030630 
IF (1G2.NE.IW) ICLASS(NSAMP)=2 GD030640 
IND=IND+1 GD030650 
D(IND)=I. GD030660 
IF(ICLASS(NSAMP) .EQ.2) D(IND)=-1. GD030670 
DO 30 NPP=I,NPASS GD030680 
Ii=(IPF(NPP)-I)t 4+1 GD030690 
CALL KAUTH(X(I1) ,B,G) GD030700 
D(IND+1)=B GD030710 
D(IND+2)=G GD030720 
D(IND+3)=B*B GD030730 
D(IND+4)=G*G GD030740 
D(IND+5)=B*G GD030750 
IF(ICLASS(NSAMP).EQ.1) GO TO 25 GD030760 
DO 20 J=IND+1,IND+5 GD030770 
20 D(J)=-D(J) GDO30780 
25 IND=IND+5 GD030790 
30 CONTINUE GD030800 
IF(ICLASS(NSAMP) .EQ.1) N1=NI+1 GD030810 
IF (ICLASS (NSAMP) EQ. 2) N2.412+1 GD030820 
100 CONTINUE GD030830 
999 CONTINUE GD030840 
OUTPUT N1,N2,NSAMP GD030850 
RETURN GD030860 
END GD030870 
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c .......................................................... KAUr000 
C KAUrO010 
C THIS ROUTINE COMPUTES THE TASSEL CAP COORDIIATES KAUr0020 
C B AND G FROM THE FOUR LANDSAT CHANNELS IN THE VECTOR X. KAUT0030 
C KAUT0040 
c .......................................................... KAtr0050 
P KAU10060 
SUBROUTINE KAUTH (X,B,G) K.AUT0070 
DIMENSION X(1) ,FB(4) ,FG(4) KAUT0080 
DATA FB,FG/.33231,.60316,.67581,.26278, KAUTOO90 
* -.28317,-.66006,.57735,.38833/ KAUrOOO 
B=0. KAUTO110 
C=0. KAUTO120 
DO 1 I=1,4 KAUT0130 
B=B+X(I)*FB(I) KAUT0140 
1 G=G+X(I)*FG(I) KAUr0150 
RETURN KAUT0160 
END KAUT0170 
23.
 
SUBROUTINE GINV2M(A,MR,MC,NR,NC,KZ,U,AFLAG,ATEMPEOK) GINV0000
 
C-7-.... -- GINV0010 
C GINV0020 
C THIS ROUTINE COMP-UTES THE TRANSPOSE OF THE GENERALIZED INVERSE GINVO030 
C OF A AND STORES IT IN A GINV0040 
C MR IS THE MAXIMUJM ROW DIMENSION OF A GINVO050 
C MC IS THE MAXIMUM COLUMN DIMENSION OF A GINV0060 
C NR IS THE NUMBER OF ROWS INA GINVO070 
C NC IS THE NUMBER OF COLUMNS IN A GINVO080 
C KZ OUTPUT, KZ= 0 IMPLIES THAT A IS SINGULAR GINVO090 
C KZ = I IMPLIES THAT A IS NON.SINGULAR GINVO100 
C U TEMPORARY WORKING STORAGE, DIMENSIONED MC BY MC GINVO110 
C AFLAG TEMPORARY WORKING STORAGE, DIMENSIONED MC GTNV0120 
C ATEMP TEMPORARY WORKING STORAGE, DIMENSIONED MC GINV0130 
C TOK TOLERANCE FOR INNER PRODUCT ZERO GINVO140 
C TOL TOLREANCE FOR THE RATIO OF TWO INNER PRODUCTS GINVO150 
C GINV0160 
DOUBLE PRECISION SUM , FAC GINVO180 
DIMENSION A(MRMC) ,U (FC,.MC) ,AFIAG (MC) ,ATEMP (MC) GINVO190 
KZ = 1 GINV0200 
DO 10 I=IC GINVO210 
DO 5 J=l jC GINV0220 
5 U(I,J) = 0.0 GINV0230 
10 U(II) = 1.0 GINVO240 
DO 12 L=I,NZ GINV0250 
FAC = DOT (MR,NR,A,L,L) GINV0260 
K=L GINVO270 
IF(FAC.GT.'DK) GO TO 11 GINV0280 
DO 13 J=I,NR GINVO290 
13 A(J,L)=0.0 GINVO300 
KZ=0 GINV0310 
12 AFLAG(L)=0.0 GINV0320 
GO TO 1000 GINV0330 
11 FAC= 1.0/SQr (FAC) GINVO340 
L=K GINV0350 
AFLAG (L)=1.0 GINV0360 
DO 15 I=1,NR GINVO370 
15 A(I,L) = A(I,L)*FAC GINVO380 
DO 20 I=I,NC GTNVO390 
20 U (I,L) = U(I,L)*FAC GINV0400 
C GINVO410 
C DEPENDENT COL TOLERANCE FOR N BIT FLOATING POINT FRACTION GINVO420 
C GINV0430 
N=27 GINVO440 
TOL= (10.'0.5**N)**2 GINVO450 
LI=L+1 GINVO460 
IF(Ll.LE.NC) GO TO 21 GINV0470 
DO 22 I=1,NR GINV0480 
22 A(I,L) = A(I,L)*FAC GINVO490
 
24.
 
G TO 1000 GINVO500 
21 DO 100 J=2,tC ORIGINAL PAGE IS GINV0510 
DOTl = DOT(MR,NR,A,J,J) 
JM1 = J-1 P ALITY 
GINVO520 
GINV0530 
DO 50 L=J.,2 GINV0540 
DO 30 K=I,JMl GINVO550 
30 ATEMP(K) = DOT(MR,NR,A,J,K) 
DO 45 K=I,JM1 
GINVO560 
GINV0570 
DO 35 I=1,NR GINV0580 
35 A(I,J) = A(I,J) -AMP(K)*A(I,K)*AFIAG(K) GINVO590 
DO 40 I=1,NC GINV0600 
40 U(I,J) = U(I,J)-ATE4P(K)*U(I,K) GINVO610 
45 CONTINUE GINV0620 
50 CONTINUE GIN%0630 
DOT2 = DOT (MR,NR,A,J,J) GINV0640 
IF((D1T2/D1T1)-TOL) 55,55,70 GINVO650 
55 DO 61 I=IJMl GINVO660 
SUM=o.0 GINV0670 
DO 60 K=I,I GINV0680 
60 STM = SUM + U(K,I)*U(K,J) 
61 ATEMP(I) = SUM 
GITNV0690 
GINVW700 
DO 63 I=!,NR 
SUM = 0.0 
GINV0710 
GINV0 7 20 
DO 65 K=1,JMI GINVO730 
65 SUM = SUM - A(I,K) *ATERP(K)*AFIAG(K) GINVO740 
63 A(I,J) = SUM GINVO'50 
AFIAG(J) = 0.0 GIt.OV060 
KZ = 0 GINV0770 
FAC = DOT(MCC,U,J,J) 
IF(FAC.Gr.1OK) GO TO 66 
GINV0780 
GINVO790 
DM 67 I=I,NC GINVO00 
67 U(I,J) = 0.0 GINV0810 
GO To 100 GINVO820 
66 FAC = 1.0/SQRT(FAC) GTNV0830 
GO TO 75 GINV0840 
70 IF(DOT2.GT'. IOK) GO TO 71 GINVO850 
KZ = 0 GINV0860 
AFIAG(J) = 0-0 
DO 72 I=I,NR 
GINV0870 
GINV0880 
72 A(I,J) = 0.0 GINVO890 
GO TO 100 GINV0900 
71 AFLAG(J) = 1.0 
FAC = 1.0/SQRT(DOT2) 
GINVO910 
GINV70920 
75 DO 80 I=1,NR GINV0930 
80 A(I,J)=A (I,J)*FAC 
DO 85 I=l,lC 
GINV0940 
GINVO950 
85 U(I,J) = U(I,J)*FAC 
100 CONTINUE 
GINV0960 
GINV0970 
DO 130 J=1,\C GINVO980 
DO 130 I=1,N;R GINVO990 
25.
 
FAC = 0.0 GINV1000 
DO 120 K=J,NC GINV010 
120 FAC = FAC+A(I,K)*U(J,K) GINVI020 
130 A(I,J) = FAC GINVIO30 
1000 RETURN GINVIO40 
END GINVI050 
FUNCTION DOT (MR,NR,A,JC,KC) GINVIO60 
C GINV1070 
C COMPUTES THE INNER PRODUCT OF COLU4IE JC AND KC GINVIO80 
C OF MATRIX A GINVIO90 
DIMENSION A(MR,i) GINVI100 
DOT = 0.0 GINVilI0 
DO 5 I=1,NR GINVII20 
5 DOT = DOT+ A(I,JC)*A(I,KC) GNV1130 
RETURN GINV1140 
END GINV1150 
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C MADD 10
 
C .................................................................. ADD 20
 
C AD 30
 
C SUBROUTINE MADD MADD 40
 
C MADD 50
 
C PURPOSE MADD 60
 
C ADD TWO MATRICES ELEMENT BY ELEMET TO FORM RESULTANT MADD 70
 
C MATRIX MADD 80
 
C MADD 90
 
C USAGE MAEDD 100
 
C CALL MADD (A,B,R,N,M,MSA,MSB) MAkDD 110
 
C MADD 120
 
C DESCRIPTION OF PARAMETERS MADD 130
 
C A - NAME OF INPUT MATRIX MADD 140
 
C B - NAME OF INPUT YATRIX MADD 150
 
C R - NAME OF OUTPUT MATRIX MADD 160
 
C N - NUMBER OF RCYIS IN A,B,R MADD 170
 
C M - NUMBER OF COLUIVINS IN A,B,R MADD 180
 
C MSA - ONE DIGIT NUMBER FOR STORAGE MODE OF MATRIX A MADD 190
 
C 0 - GENERAL MADD 200
 
C 1 - SYMMETRIC MADD 210
 
C 2 - DIAGONAL mADD 220
 
C MSB - SAME AS MSA EXCEPT FOR MATRIX B MADD 230
 
C MAUD 240
 
C REMARKS MADD 250
 
C NONE MADD 260
 
C MADD 270
 
C SUBROUTINES AND FUNCTION SUBPROGRA'S REQUIRED MADD 280
 
C LOC MADD 290
 
C MADD 300
 
C METHOD 1,=AD 310
 
C STORAGE MODE OF OUTPUT MATRIX IS FIRST DETERMINED. ADDITION MADD 320
 
C OF CORRESPONDING ELEMENTS IS THEN PERFORMED. MADD 330
 
C THE FOLLCXING TABLE SHa4S THE STORAGE MODE OF THE OUTPUT NADE 340
 
C MATRIX FOR ALL COMBINATIONS OF INPUT MATRICES MADD 350
 
C A B R MADD 360
 
C GENERAL GENERAL GENERAL MADD 370
 
C GENERAL SYbf='RIC GENERAL MADD 380
 
C GENERAL DIAGDNAL GENERAL MADD 390
 
C SYMMETRIC GENERAL GENERAL MADD 400
 
C SYMMETRIC SYM,.ETRIC SYMMETRIC MADD 410
 
C SYMMETRIC DIAGONAL SYMMETRIC MADE 420
 
C DIAG3!lAL GENERAL GENERAL MADE 430
 
C DIAGONAL SYMM.EIRIC SYMMETRIC MADD 440
 
C DIAGONAL DIAGS.MAL DIAGONAL MADD 450
 
C MADD 460
 
C ................................................................... MADD 470
 
C MADD 480
 
SUBROUTINE MADD (A,B,R,N,M,MSA,MSB) MADD 490
 
DIMENSION A(1) ,B(1),R(1) MADD 500
 
ORIGINAL PAGE IS 27. 
OF POOR QUALITY 
C MADD 510
 
C DETERMINE STORAGE MODE OF OUTPUT MATRIX MADD 520
 
C MADD 530
 
IF(MSA-MSB) 7,5,7 MADD 540
 
5 CALL LOC(N,M,M,N,M,MSA) MADD 550
 
GO TO 100 MADD 560
 
7 MTEST-MSA*MSB MADD 570
 
MSR=0 MADD 580
 
IF(4EST) 20,20,10 MADD 590
 
10 MSR=4 MADD 600
 
20 IF(MTEST-2) 35,35,30 MADD 610
 
30 MSR=2 MADD 620
 
C MADD 630
 
C LOCATE ELEMENTS AND PERFORM ADDITION MADD 640
 
C MADD 650
 
35 DO 90 J=1,M MADD 660
 
DO 90 I=1,N MADD 670
 
CALL LOC(I,J,IJR,N,M,MSR) mADD 680
 
MADD 690
IF(IJR) 40,90,40 
40 CALL LOC(I,J,IJA,N,M,MSA) MADD 700
 
AEL=.0 MADD 710
 
wDD 720
IF(IJA) 50,60,50 
50 AEL=A(IJA) MADD 730
 
60 CALL LOC(I,J,IJB,N,M,MSB) MADD 740
 
BEL=0.0 MADD 750
 
IF(IJB) 70,80,70 MAD 760
 
70 BEL=B(IJB) MADD 770
 
MADD 780
80 R(IJR)=AEL+BEL 
90 CONTINUE MADD 790
 
R %ERN MADD 800
 
C MADD 810
 
C ADD MATRICES FOR OTHER CASES MADD 820
 
C MADD 830
 
100 no 110 I=1,NM MADD 840
 
110 R (I) =A (R)+B (I) MADD 850
 
RETURN mADD 860
 
END MADD 870
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C MPRD 10
 
C .................................................................. MPRD 20
 
C MPRD 30
 
C SUBROUTINE MPRD MPRD 40
 
C MPRD 50
 
C PURPOSE MPRD 60
 
C MULTIPLY TWO MATRICES TO FORM A RESULTANT MATRIX MPRD 70
 
C MPRD 80
 
C USAGE MPRD 90
 
C CALL MPRD(A,B,R,N,M,MSA,MSB,L) MPRD 100
 
C MPRD 110
 
C DESCRIPTION OF PARAMETERS MPRD 120
 
C A - NAME OF FIRST INPUT MATRIX MPRD 130
 
C B - NAL4E OF SECOND INPUT MATRIX MPRD 140
 
C R - NAME OF OUTPUT MATRIX MPRD 150
 
C N - NUMBER OF ROX S IN A AND R MPRD 160
 
C M - NUMBER OF COLUMNS IN A AND R(WiS IN B MPRD 170
 
C MSA - ONE DIGIT NUMBER FOR STORAGE CX)E OF MATRIX A MPRD 180
 
C 0 - GENERAL MPRD 190
 
C 1 - SYM1METRIC MPRD 200
 
C 2 - DIAGONAL MPRD 210
 
C MSB - SAME AS MSA EXCEPT FOR MATRIX B MPRD 220
 
C L - NUMBER OF COLUMNS IN B AND R MPRD 230
 
C MPRD 240
 
C REMARKS MPRD 250
 
C MATRIX R CANNOT BE IN THE SAME LOCIATION AS MATRICES A OR B MPRD 260
 
C NUMBER OF COLUMNS OF MATRIX A MUST BE EQUAL TO NUMBER OF R0,7PRD 2"70
 
C OF MATRIX B MPRD 280
 
C MPRD 290
 
C SUBROUTINES AND FUNCTION SUBPROGRAMS REQUIRED MPRD 300
 
C LOC MPRD 310
 
C MPRD 320
 
C METHOD MPRD 330
 
C THE M BY L MATRIX B IS PREMULTIPLIED BY THE N BY M MATRIX A MPRD 340
 
C AND THE RESULT IS STORED IN THE N BY L MATRIX R. THIS IS A MPRD 350
 
C RCq INTO COLUMN PRODUCT. MPRD 360
 
C THE FOLLWING TABLE SHaS THE STORAGE MODE OF THE OUTPUT MPRD 370
 
C MATRIX FOR ALL COBINATIONS OF INPUT MATRICES MPRD 380
 
C A B R MPRD 390
 
C GENERAL GENERAL GENERAL MPRD 400
 
C GENERAL SM4METRIC GENERAL MPRD 410
 
C GENERAL DIAGONAL GENERAL MPRD 420
 
C SYUEfTRIC GENERAL GENERAL MPRD 430
 
C SYMMETRIC SYMMETRIC GENERAL MPRD 440
 
C SYMMETRIC DIAGONAL GENERAL MPRD 450
 
C DIAGONAL GENERAL GENERAL MPRD 460
 
C DIAGONAL SYMMETRIC GENERAL MPRD 470
 
C DIAGONAL DIAGONAL DIAGONAL MPRD 480
 
C MPRD 490
 
C ................................................................ MPRD 500
 
O)RIGINAL PAGE 15
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29.C MPRD 510
C 
MPRD 520
SUBROUTINE PERD(A,B,R,N,M,MSA,MSB,L) 
MPRD 530
DIMENSION A(1) ,B(1) ,R(1) 
MPRD 540
C MPRD 550
C SPECIAL CASE FOR DIAG)NAL BY DIAGDMAL 
MPRD 560
C MPRD 570
MS=MSA*10+ISB 
MPRD 580
IF(MS-22) 30,10,30 
MPRD 590
10 Do 20 I=1,N MPRD 600
20 R(I)=A(I)*B(I) 
MPRD 610
RETURN 

MPRD 620
C 
mPRD 630
C ALL OTER CASES 
MPRD 640
C 
 MPRD 650
30 R=1 

MPRD 660
DO 90 K=1,L 
MPRD 670
DO 90 J=I,N 
MPRD 680
R(IR)=0 
 MPRD 690
DO 80 I=1,M MYPRD 700
IF(MS) 40,60,40 
MPRD 710
40 CALL LCr(J,I,IA,N,M,MSA) 
MPRD 720
CALL LOC(I,K,IB,M,L,MSB) 
MPRD '730 
MPRD 740

IF(IA) 50,80,50 
50 IF(IB) 70,80,70 
 MPRD 750
60 IA=N*(I-1)+J 

MPRD 760
IB=M* (K-i)+1 

MPRD 770
70 R (IR)=R (IR)+A (IA)*B(IB) MPRD '780 
MPRD 790
80 CONTINUE 
90 IR=IR+1 

MPRD 800
RETUIN MPRD 810
END 
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C TPRD 10
 
C ................................... TPRD
*...............................20
 
C TPRD 30 
C SUBROUTINE TPRD TPPD 40 
C TPRD 50 
C PURPOSE TPRD 60 
C TRANSPOSE A MATRIX AND POSThULTIPLY BY ANOTHER TO FORM TPRD 70 
C A RESULTANT MATRIX TPRD 80 
c TPRD 90 
C USAGE TPRD 100 
C CALL TPRD(A,B,R,N,M,MSA,MSB,L) TPRD 110 
C TPRD 120 
C DESCRIPTION OF PARAMETERS TPRD 130 
C A - NAME OF FIRST INPUT MATRIX TPRD 140 
C B - AME OF SECOND INPUT 4ATRIX TPRD 150 
C R - NAME OF OUTPUT MATRIX TPRD 160 
C N - NUMBER OF EONS IN A AND B TPRD 170 
C M - NUMBER OF COLUMNS IN A AND RCZ7S IN R TPRD 180 
C MSA - ONE DIGIT NUMBER FOR STORAGE MODE OF MATRIX A TPRD 190 
C 0 - GENERAL TPRD 200 
C 1 - SYMMETRIC TPRD 210 
C 2 - DIAGDNkL TPRD 220 
C MSB - SAME AS MSA EXCEPT FOR MATRIX 13 TPRD 230 
C L - NUMBER OF COLUMNS IN B AND R TPRD 240 
C TPRD 250 
C REMARKS TPRD 260 
C MATRIX R CANNOT BE IN THE SAME ICATION AS MATRICES A OR B TPRD 2'70 
C TPRD 280 
C SUBROUTINES AND FUNCTION SUBPROGRAMS REQUIRED TPRD 290 
C [OC TPRD 300 
C TPRD 310 
C METHOD TPRD 320 
C MATRIX TRANSPOSE OF A IS NOT ACTUALLY CALCULATED. INSTEAD, TPRD 330 
C ELEMENTS IN MATRIX A ARE TAKEN COLUMNWISE RATHER THAN TPRD 340 
C ROWAISE FOR MULTIPLICATION BY MATRIX B. TPRD 350 
C THE FOLIQING TABLE SHOWS THE STORAGE MODE OF THE OUTPUT TPRD 360 
C MATRIX FOR ALL COMBINATIONS OF INPUT 14ATRICES TPRD 370 
C A B R TPRD 360 
C GENERAL GENERAL GENERAL TPRD 390 
C GENERAL SYMMETRIC GENERAL TPRD 400 
C GENERAL DIAGCNAIL GENERAL TPRD 410 
C SYMMETRIC GENERAL GENERAL TPRD 420 
C SYMMETRIC SY.ETRIC GENERAL TPRD 430 
C SYMMETRIC DIAGONAL GENERAL TPRD 440 
C DIAGONAL GENERAL GENERAL TPRD 450 
C DIAGONAL SYMMETRIC GENERAL TPRD 460 
C DIAGONAL DIAGONAL DIAGNAL TPRD 470 
C TPRD 480 
C .................................................................. TPRD 490 
C TPRD 500 
31.
 
SUBROUTINE TPRD(A,B,R,N,M,MSA,MSB,L) TPRD 510
 
DIMENSION A(1) ,B(1) ,R(1) TPRD 520
 
C TPRD 530
 
C SPECIAL CASE FOR DIAGONAL BY DIAGNAL TPRD 540
 
C TPRD 550
 
MS=MSA*10+MSB TPRD 560
 
IF(MS-22) 30,10,30 TPRD 570
 
10 DO 20 I=I,N TPRD 580
 
20 R(I)=A(I)*B(I) TPRD 590
 
RETURN TPRD 600
 
C TPRD 610
 
C MULTIPLY TRANSPOSE OF A BY B TPRD 620
 
C TPRD 630
 
30 IR=1 TPRD 640
 
DO 90 K=I,L TPRD 650
 
DO 90 J=I,M TPRD 660
 
R(IR)=0.0 TPRD 670
 
DO 80 I=i,N TPRD 680
 
IF(MS) 40,60,40 TPRD 690
 
40 CALL LOC(I,J,IA,NM,MSA) TPRD 700
 
CALL LOC(I,K,IB,N,L,MSB) TPRD 710
 
IF(IA) 50,80,50 TPRD 720
 
50 IF(IB) 70,80,70 TPRD 730
 
60 IA=N*(J-1)+I TPP.D 740
 
IB=N* (K-i)+I TPRD 750
 
70 R(IR)=R(IR)+A(IA)*B(IB) TPRD 760
 
80 CONTINUE TPRD 770
 
90 IR=IR+1 TPRD 780
 
RETURN TPRD 790
 
END TPRD 800
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c 1OC 10 
C ................................. ................................LOC 20 
C LOC 30 
C SUBROUTINE LOC LOC 40 
r LOC 50 
C PURPOSE L0C 60 
C CO4PUTE A VECTOR SUBSCRIPT FOR AN ELEMENT IN A MATRIX OF LOC 70 
C SPECIFIED STORAGE MODE LOC 80 
C OC 90 
C USAGE LOC 100 
C CALL LOC (I,J,IR,N,M,MS) LOC 110 
C LOC 120 
C DESCRIPTION OF PARAMETERS mOC 130 
C I - ROW NUMBER OF ELEMENT IOC 140 
C J - COLUMN NUMBER OF ELEMENT LOC 150 
C IR - RESULTANT VECTOR SUBSCRIPT LOC 160 
C N - NUMBER OF ROWS IN MATRIX LOC 170 
C M - NUMBER OF COLUMNS IN MATRIX LC 180 
C MS - ONE DIGIT NUMBER FOR STORAGE MODE OF MATRIX LOC 190 
C 0 - GENERAL LOC 200 
C 1 - SYMMETRIC LOC 210 
C 2 - DIAGDJAL LOC 220 
C LOC 230 
C REMARKS LC 240 
C NONE LC 250 
C mOc 260 
C SUBROUTINES AND FUNCTION SUBPROGRAMS REQUIRED LOC 270 
C NONE LOC 280 
C LOC 290 
C METHOD mC 300 
C MS=0 SUBSCRIPT IS CO4PUTED FOR A MATRIX WITH N*M ELEMENTS LOC 310 
C IN STORAGE (GENERAL MATRIX) LOC 320 
MS=1 SUBSCRIPT IS COMPUTED FOR A MATRIX WITH N*(N+1)/2 IN LOC 330 
C STORAGE (UPPER TRIANGLE OF SYMMETRIC MATRIX). IF LOC 340 
C ELEMENT IS IN LONER TRIANGULAR PORTION, SUBSCRIPT IS LOC 350 
C CORRESPONDING ELEMENT IN UPPER TRIANGLE. LmC 36 
C MS=2 SUBSCRIPT IS CO4PUTED FOR A MATRIX WITH N ELEMENTS LOC 370 
C IN STORAGE (DIAGDNAL ELEMIEfS OF DIAGONAL MATRIX). LC 380 
C IF ELEMENT IS NOT ON DIAGONAL (AND THEREFORE NOT IN IOC 390 
C STORAGE) , IR IS SET TO ZERO. L0C 400 
C LOC 410 
C .................................................................. L0 420 
C LOC 430 
SUBROUTINE LOC(I,J,IR,N,M,MS) LOC 440 
SLOC 450 
IX=I LOC 460 
JX=J LOC 470 
IF(MS-1) 10,20,30 L0C 480 
10 IRX=N*(JX-1)+IX LOC 490 
GO TO 36 LOC 500 
20 IF(IX-JX) 22,24,24 LoC 510 
22 IRX=IX+ (JX*JX-JX)/2 L0C 520 
GO TO 36 LOC 530 
24 IRX=JX+(IX*IX-IX)/2 LOC 540 
GO TO 36 LDC 550 
30 IRX=0 LOC 560 
IF(IX-JX) 36,32,36 LOC 570 
LOC 580
32 IRX=IX 

36 IR=IRX DOC 590
 
RETURN L0C 600
 
END LOC 610
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C MSUB 10
 
C .MSUB 20
 
C MSUB 30
 
C SUBROUTINE MSUB MSUB 40
 
C MSUB 50
 
C PURPOSE MSUB 60
 
C SUBTRACT WIO MTRICES ELEMENT BY ELEMENT TO FORM RESULTANT MSB 70
 
C MATRIX MSUB 80
 
C MSB 90
 
C USAGE MSUB 100
 
C CALL MSUB (A,B,R,N,M,MSA, MSB) MSUB 110
 
C MSUB 120
 
C DESCRIPTION OF PARAMETERS MSUB 130
 
C A - NAME OF INPUT MATRIX MSUB 140
 
C B - NAME OF INPUT MATRIX MSUB 150
 
C R - NAME OF OUTPIT MATRIX MSUB 160
 
C N - NUMBER OF ROWS IN A,B,R MSUB 170
 
C M - NUMBER OF COLUNS IN A,B,R MSUB 180
 
C NSA - ONE DIGIT NUMBER FOR STORAGE MODE OF MATRIX A MSUB 190
 
C 0 - GENERAL MSUB 200
 
C 1 - SYM4ETRIC MSUB 210
 
C 2 - DIAGONAL MSUB 220
 
C MSB - SAME AS MSA EXCEPT FOR MATRIX B MSUB 230
 
C MSUB 240
 
C REMARKS MSUB 250
 
C NONE MSUB 260
 
C MSUB 270
 
C SUBROUTINES AND FUNCTION SUBPROGkAM3 REQUIRED MSUB 280
 
C Lc0 MSUB 290
 
C MSUB 300
 
C METHOD MSUB 310
 
C STRUCTURE OF COUTPUT MATRIX IS FIRST DETERMINED. SUBTRACTION MSUB 320
 
C OF MATRIX B ELEMNTS FROM CORRESPONDING MATRIX A ELEMENTS MSUB 330
 
C IS THEN PERFORMED. MSUB 340
 
C THE FOLLOWING TABLE SHaIS THE STORAGE MODE OF THE OUTPUT MSUB 350
 
C MATRIX FOR ALL C4BINATIONS OF INPUT MATRICES MSUB 360
 
C A B R MSUB 370
 
C GENERAL GENERAL GENERAL MSUB 380
 
C GENERAL SYMMETRIC GENERAL MSUB 390
 
C GENERAL DIAGDNAL GENERAL MSUB 400
 
C SYMMETRIC GENERAL GENERAL MSUB 410
 
C SYMMETRIC SYMmEtRIC SYMMETRIC MSUB 420
 
C SYMMETRIC DIAGONAL SYMM TRIC MSUB 430
 
C DIAGONAL GNERAL GENERAL MSUB 440
 
DIAGONAL SYMMETRIC SYM.METRIC MSUB 450
 
C DIAGON5AL DIAGONAL DIAGONAL MSUB 460
 
C 
 '1S3B 470
 
C .................................................................. MSUB 480
 
C MSUB 490
 
SUBROUTINE MSUB (A,B,R,N,M,MSA,MSS) MSUB 500
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DIMENSION A () ,B(1),R() MSUB 510 
C MSUB 520 
C DETERMINE STORAGE MODE OF OUTPUT MATRIX MSUB 530 
C MSUB 540 
IF(MSA-MSB) 7,5,7 MSUB 550 
5 CALL LOC(N,M,NM,N,M,MSA) M5SUB 560 
GO TO 100 MSUB 570 
7 MTEST=MSA*MSB MSUB 580 
MSR=0 MSUB 590 
IF(MEST) 20,20,10 MSUB 600 
10 	 MSR=1 MSUB 610 
20 	IF(MTEST-2) 35,35,30 MSUB 620
 
30 MSR=2 MSUB 630 
C MSUB 640 
C LOCATE ELEMENTS AND PERFORM SUBTRACTION .MSUB 650 
C 	 MSUB 660 
35 	DO 90 J=1,M McuB 670 
DO 90 I=I,N MPUB 680 
CALL LOC(T,J,IJR,N,M,MSR) MSUB 690 
IF(IJR) 40,90,40 MSUB 700 
40 CALL LCC(I,J,IJA,N,M,MSA) MSUB 710 
AEL=0.0 MSUB 720 
IF(IJA) 50,60,50 MSUB 730 
50 	AEL=A(IJA) MSUB 740
 
60 CALL LCC(I,J,IJB,N,M,MSB) MSUB 750 
BEL=0.0 MSUB 760 
IF(IJB) 70,80,70 MSUB 770 
70 	BEL=B(IJB) MSUB 780
 
80 R(IJR)=AEL-BEL MSUB 790 
90 CONTINUE msuB 800 
RETURN MSUB 810 
C SUB 820 
C SUBTRACT MATRICES FOR OTHER CASES msuB 830 
C MSUB 840 
100 DO 110 I-1,RM MSUB 850 
110 	R(I)=A(I)-B (I) P15UB 860 
RETURN MSUB 870 
END MSUB 880 
EXPERIMENTAL DESIGN FOR OPTIMAL PASS SELECTIONS
 
The objective of this task is to develop and demonstrate feature
 
selection programs for the purpose of selecting a priori statistically
 
optimum subsets of LANDSAT acquisitions for analysis to separate wheat
 
from nonwheat when given an adequate sample of labelled wheat and nonwheat
 
LACIE seqment pixel, data. Throughout the remainder of this report we will
 
identffy a LANDSAT acquisition, not by its Julian date, but by a suitable
 
(e.g. Robinson) wheat growth stage index. Denote the distinct values of
 
this index corresponding to growth stages, by
 
W tl . ~ k T, u,. u9 
for winter wheat and spring wheat respectively. The problem is as follows. 
Select the subsets of size 1, 2, 3 and 4 of IW and I S which maximize the 
separations of spectral measurement of wheatand nonwheat. In the spring 
wheat areas we wish to separate small grains from other crops. 
The Data Set
 
The data set will consist of a number of blind sites, preferably
 
from more than one growing season. Multiple acquisitions will be required,
 
however, we will not require every possible acquisition from every segment.'
 
Each acquisition will be assigned the appropriate wheat growth staqe index.
 
If a segment has multiple acquisitions with the same index, only one (selected
 
at random) will be retained.
 
The data can now be arranged as follows:
 
Growth Stage Indices
 
tl t2 t3 t4 'n
 
s x x x x
 
4J 
)ll) X x X X$2

-c 4J - _ _ _ _ _ _ _ 
Qi s x x .. x 
E 3
Q-) 01
 
S x x x x 
Growth Stage Indices
 
u3 u
uI u2 u4 
s. x x x
 
. S X X X X ... X2
 
Ei x x . .. x 
' V)
 
C
 n
 
sn x . . . 
The "x"'s denote an acquisition. A "blank" will denote no acquisition
 
available.. The data will consist of labelled data as statistical signa­
tures for wheat/nonwheat categories. We recommend that the "Dots" be 
used in order to avoid dependence on signatures generated from cloustering' 
in CAMS. Furthermore, we know that all signatures will not be available 
for all acquisitions. ORIGINAL PAGE IS 
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Measure of Separation and Procedure
 
The criteria (figure of merit) used will depend on they type of data
 
available. 'The two cases are: 
11 Dots: Set s(j) =w 1 , ... , wa , o ... , Obj be the set of 
labelled dots for segment/.at crop stage t5. Let D(j) be a 
discriminant rule based on the prototypes s (tJ). The functional 
form of Dy(j) will be fixed over all segments , and crop stages 
however, the coefficients are estimated for each segment and crop 
stage separately. 
Let C(j) be the proportion of prototypes misclassified by Dg(j). 
Ifnj(j) isthe number of prototypes of s/j), then the figure of 
merit for crop stage t. is defined to be: 
nX(J) c(j)/w = 
.) N(j)2ER 

where A(j) is the index set of all segments having acquisitions
 
for crop stage ti, and N(i) =Znz(i). That isto say, A(j) is 
the misclassification rate over all segments for stage t. We
 
define the best crop stage for discriminating between wheat and
 
nonwheat (small grains and other in spring wheat areas) to be that
 
crop stage t.for which $(j) is a minimum. Inorder to choose the
 
best pair of crop stages, define sx(t i , t1 ) to be the set of two pass
 
prototypes (8 X 1 vectors) and D (i~j) the chosen discriminant rules.
 
Now A(i,j) is the index set of segments having acquisition at crop
 
stages tii and tj (note that A(i,j) A(i). Now
 
N,((i'j )C'(IJ)
P~~j) 

(j N(ij)
 
'K
 
where the definitions of n1(ij), CL(ij), and N(i,j) are extended in the
 
obvious way. The best pair of crop stages isdetermined by the maximum 
value of j. Ingeneral, we minimize 
kn, t k0)' 
'' , .. _0 N(il' "".'ik) 
to choose the best k crop stages. We are obviously constrained by the
 
availability of a sufficient number of segments with acquisition at crop
 
stages til ... , ik for all such subsets of size k of I or Is . Thew 

size of A(iI, ..., ik) must be greater than two for all i1, ..., iV 
(Interesting values of k are 1, 2, 3, 4.) This constraint will most likely
 
require use of all blind sites inthe study.
 
The next issue is the definition of the discriminant rules D (ill ... II
 
We propose two such rules. Since we have only dots, a.nonparametric discrimi­
nant rule isrecommended (although statistical attributes of the categories
 
or subcategories might be constructed).
 
Rule 1. For each segilent find the hyperplane (which may or
 
may not separate the two categories of prototypes) determined by
 
some non-parametric linear discriminate function (LDF) technique.
 
Rule 2. Use the same LOF algorithm to determine a quadratic
 
discriminant function. Specifically, transform each acquisition to
 
TACAP brightness (b)- greenness (G)space, B1 , G. , Bk I Gk'
 
Construct dummy variables Bi 0 , B.G. for each acquisition so
 
that (together with Bi and G, ) five variables are defined per
 
acqusition for application of the LDF procedure. This will yield
 
a quadratic discriminant function based on the B-G coordinate system.
 
DATA REQUIREMENTS FOR LIMITED TEST OF EXPERIMENTAL
 
DESIGN FOR OPTIMAL PASS SELECTION.
 
The University of Houston will perform a
 
limited test of the optimal pass selection experimental
 
design, described earlier in this report, in 1979
 
with the following data requirements.
 
At least 10 blind sites in winter wheat
 
strata, which have 4 - 7 acquisitions, will
 
be designated. Labeled dots along with
 
NASA specified crop indices for each segment
 
and acquisition will be supplied to UH in
 
9 track 800 BPI EDCDIC tapes.
 
We will perform the limited test and document test
 
procedures within the scope of the 1979 contract.
 
Feature Selection for Best Mean Square
 
Approximation of Class Densities
 
1. 	Introduction
 
The purpose of this note is to describe a general mean square approach
 
to linear feature selection which connects certain generalized Fisher criteria
 
in discriminant analysis with a measure of pattern class separation intro­
duced by Devijver (3 ) . The former are typical of those criteria which 
utilize only low order information about the pattern class distributions, 
while the latter requires, that the class distributions be known, or at 
least accurately estimated. 
Let X denote a random vector in real n-space R which arises from one
 
of m 	pattern classes Hi 'm, having known prior probabilities 
m 
ai,.., am, where ai > 0 and E a 1. Let F.(x) denote the jh class
i=li 	 im 
conditional distribution function of X and let F(x). = ZE i Fi(x) denote 
i=l 
the mixture distribution. For a given measureable transformation T:R 
n 
+ Rk 
let G.(y, T) and G(y, T) denote, respectively, the J-lh class conditional
J
 
distribution and mixture distribution of the random variable Y = TX. We
 
let f.(x) (resp. g (y, T) ) denote the class conditional densities of X
 
(resp. Y) with respect to their corresponding mixture distributions; i.e.,
 
dF. dG.(., T) 
f I and g(., T) = j 	 dF dG(., T) 
We will restrict our attention to the set of linear transformations T of
 
rank 	k, and assume that each pattern class Hi has a mean 11 and positive de­
m 
-finite covariance matrix 9 .* Let P = Z a ii and let
 
i i=l
 
2.
 
mT 
SB = Z ai(Pi - 1)(.i - 1T 
i=l
 
m 
SW = ii
 
i=1
 
and S = SW + SB
 
denote the between class scatter matrix, the average within class scatter
 
matrix, and the total scatter matrix respectively.
 
A number of interesting feature selection criteria can be formulated
 
using only the parameters p, vi' Qi' S, SW' SB; e.g., the criteria proposed
 
by Kittler and Young (8), Foley and Sammon(4), Fukanaga and Koontz (6 ),
 
and the discrete analogue of the modified Karhunen-Loeve expansion of Chien
 
and Fu1 . The modified K-L expansion minimizes an entropy function, and
 
also best represents the pattern vector X in an overall least squares
 
sense; however, its value for discrimination has been questioned by several
 
authors (see Kittler (7)). Fukanaga (5 ) considers several criteria of the
 
generalized Fisher type, including
 
k =-(T)tr(TTSwT)- (TTSBT).
 
Thus, according to this criterion, the best k x n matrix T of rank k is one 
which maximizes Jk(T). The solution is any T which is row equivalent to a 
k x n matrix whose rows are linearly independent principal eigenvectors 
(i.e., corresponding to the largest eigenvalues) of S B* We also consider 
a modification
 
3.
 
S )=r(TTsT)- (TTSBT) 
which admits the same maximizing T. 
The Bayesian distance corresponding to the pattern classes Hi .. , Tm, 
as defined by Devijver (3 ) , is
 
M 2 2 
B = Z a E Ef C I 
n i=l
 
m 
2 

= E ca f n f(x)2 dF(x). 
.
i=l 

Its transformed value is
 
m 2 )2
 
BkT E et, f k gi(y dO~y,T)

k i=1~ 
R
 
Devijver proves a number of interesting inequalities relating B to the
 n 
Bayes probability of misclassification, the Bhattacharrya coefficient, and
 
other measures of class separation. In addition, h& notes that Cover and
 
1 "
 (2)
Hart have shown that 1-B is the asymptotic error rate of the nearest 
u 
neighbor classifier.
 
2. Mean Square Optimality of Bayesian Distance
 
For a given k x n matrix T of rank k, let L2(T) denote the set of all
 
measureable functions T : Rk - R1 such that fRk (y)2 dG(y,T) and let
 
CT be a given closed linear subspace of L2 (T). Our general approach to
 
linear feature selection is to choose that t, if possible, which minimizes
 
4.
 
m 
nR(T) = min f [yi (Tx) - f i(x)] 2 dF(x)-., 
i=l iE I 
where the B. are positive weights. That is, we attempt to find a T which 
produces a set of approximations Y'. (Tx) to the class densities fi(x) which 
is best in an overall mean square sense. Given such approximations we may 
classify observations of X according to the pseudo-Bayes rule: decide that 
X is from class 1i. if aic i(TX) > (X.P.(TX) for each j # i. Since we are33
 
interested in classification accuracy, it seems appropriate to choose weights
 
Si which reflect the relative importance of the classes in the mixture
 
distribution; e.g., 13 = a for all i or 0i = a for all i. For the 
remainder of this section we choose = 2 and'CT = (T) 
Proposition 1: For i = 2 , 1 = 1..., m and C= L(T) for each T, 
R(T) = B - Bk(T). 
-i 
Proof: Observe that gi(y T) e L2 (T), since it is bounded by a-1 . Moreover,
, 

for each WQE L2(T),
 
fRn p(Tx)[gi(Tx, T) - f (x)] dF(x)
 
=f (Tx) gi(Tx, T) dF(x) fRn EP(Tx) dFi Wn 
0fRk'T(y) gi(y, T) dG(y, T)- fRk 9(y) d G (y, T) 
0. 
5.
 
Therefore,
 
min f [Y(Tx) - fi(x)] 2 dF(x) 
29L(T) R 
f [gi(Tx, T) - fi(x)]2 dF(x) 
S 	 f (x) 2 dF(x) - fR n gj(y, T)2 dG(y, T). 
The assertion of the proposition follows on multiplying by a2 and summing 
over i. 
We may summarize by saying that if there exists a k x n matrix T of 
rank k which maximizes Bk(T), then the functions g1 (T0x, T0), ..., gm(T0 x, TO ) 
constitute the best mean square approximation to the class densities
 
f l(x), ... , fm(x) attainable through a linear compression of the data into 
k dimensions. Since Bk(QT) = Bk(T) for each nonsingular k x k matrix Q and 
each 	k x n matrix T of rank k, Bk(T) has a maximum if and only if it has a 
maximum on the compact set {T I TTT = Ikk} In particular, if Bk(T) is
 
continuous, it has a maximum.
 
3. 	Best Linear Approximation of Class Densities
 
In this section we let CT be the set of functions q(y) = w + b Ty, where
 
w is a real number and b c R. For simplicity, we use the notation
 
T w k-U 1 k+1
y(y) = a v(y), where a = (b) 11 and v(y) = (-) c Rk. For given T, 
wi
 
a,= 	(- minimizes
 
f n [a Tv(Tx) - fi(x) ] 2 dF(x) 
= aT if v(Tx)v(Tx)T dF(x)Ja 
R 
- 2aT f v(Tx) dFi (x) + f fi(x) 2 dF(x) 
SITT T T 
= aI,-Jt-'-'-- ]a-2(111 TT)a 
+ f fi(x)2 dF(x) 
if and only if 
(TI TWTY) 
=b 
where W = E [XXT J = S + III, Solving this system gives 
w. = 1 - T (TSTT)- T(' - 1) 
and
 
b= =7(TSTT)-1 T(Pi:'- 11Y. 
The corresponding squared error of approximation is
 
-1- (pi. _ T T (TsTT)-I T(1i - 1) + fRn fi(x)2 dF(x). 
7.
 
Therefore, the criterion to be minimized is
 
R(T) = -i (j- Pi) T (TsT )- T(p. _ v) 
+ terms independent of T.
 
That is, we want to maximize
 
R(T) = trace (TSTT) - TT 
where 
SB = Z - (P(vi - J)T.i 
i=l
 
The solution is T = QTo, where T 
is a k x n matrix whose rows are linearly
 
-Ir
independent principal eigenvalues of, S 
SB and Q is an arbitrary nonsingu­
lar k x k matrix. In particular, for Bi = 
ai we obtain the same solution
 
given by Fukanaga's criterion,
 
(TSBT ).trace (TSwTT)-

4. Concluding Remarks
 
An equivalent set of criteria for feature selection are expressions
 
such as
 
m2 
R(T) = E- i min f E9(Tx) - a1 f (x)] dF(x)i=l CT i 
in which the posterior probabilities a 1fi(x) of the classes are approximated.
 
2 "
 
= If each is chosen to be 1 R(T) is the same as R(T) with 1
 
This, together with Proposition 1 and the relationship between Bayesian
 
distance and the probability of error, seems to indicate that the choice
 
2 . 
= 2 is a good one. 
In some cases it may be numerically feasible to use Bk(T) as a feature 
selection criterion when assumptions about the parametric form of the class 
distributions are made. For example, if each class distribution Fi is 
multivariate normal, then Bk(T) reduces to an expression which is continu­
ously differentiable in T and which, moreover, can be approximated by 
sample averages over an unlabeled sample from the mixture distribution. 
Thus descent algorithms might be successfully employed in maximizing Bk(T). 
Finally, we remark that there is no reason in principle why Bk(T) 
cannot be regarded as a criterion for nonlinear feature extraction. Indeed,
 
Proposition 1 remains true when T is any measureable transformation from
 
.
Rn onto Rk
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A COflEWISCEITERNIC 
FOR CVTIMAL LINEAR (IABINATION 
PROCEDURES 
I. Introduction 
foll:-; denote 
4c vill -euin Q4viil.h the ::uclidemn to-.o1o. ,-. rec-ll that V is a 
compact set. The su::uetfiof U consivtin , )f those matrices of tr 
form H = I-2xxT with x11=1, xE Lil (the :!onrhildcr transfor.ations) 
is a cornact subset of 
If Y:-R lsj)i- conL-tinuous ;e.*ill YaxJIM~b 
In -ll that "'ill the set -f n::n unitary matrices. 
define t 
and examine, for cert-.ain neruenccs [i'l in U, the convornce 
of the senuoncen fv(Ui)l ::j to "f ,ue'ces o-" this nature haove 
been constructed .:nd studied by Decell .:2.d 3-ileyf], Decell and 
"iarinilGJ, Dccell 'tn- :.ye'ir in con~lection with i certin 
class sec, .rability functin: in )-ttern cl .,-sificr-ion .,roblems. 
Throu-:hout this - "-er, Y6-md$ ,ill be .s dercribod rbove. 
Dfinitin 1. y will be c'!llcd#-sIo.,,,d r :)v ided UEC nd x 
i.tyly there exists some H (dc'ncndent on' U) such ti t 
i- U1U1 be 
provided JY(U4j c nverr-cs. 
:Definition 2. A sinacice A..ill c"!led Y-conver..ent 
Definition 3. A senuc cc in'U .ji*1 lx, ciled a t-UiMuousahQdcr 
seruence .rovided Hedfand i .n int.cr inly 
(1) (ui) Yi
 
(2) You ) p Is 
II. Converrnnce 
Y-m.,cholder 
and ila,'(Ui) = 9'U)(iUit=. orO(U) 
-
for soo-n UC'?wic_ is the of 
Pro)orsition 1. -1ach cc-xtcncc ii = is Y-conver.nent 
of fuisJ .o.-
a su bse- .uence 
Proo: Le {Utt2,b zcunc.Since, by. definii­
tion, Y i :,..on-ltone incre-..nii, r:erue'200 bounded by ,
 
it :must conv6rce to 1.?.b. 9'(Ui). Since 7ti' eomact, somae cubse­
quence Uji U:'t to U 2t. 

"..-!huse'vlder 
-. c~nvcrqe 'o'e vcr, the continuity of 
insures tht li:.'(u 1 ) (U), t is,-t is a conver­
gent subsectuence of i : ;(Ui)"d the c±.vc--nce f the lnttet 
2
 
insures the conel usion .of the iroposition. This comnletes the 
proof. 
Each ee-ehce -converges t',. 
if and only if Y i%,Lf-sloped. 
Prooonition 2. '-Iiouseholder n to 
I, p 
Proof:. Suppose each -Ulouseholder se-ence t -cver-,es to "ax 
I there e ULT'for m(U) 
and Y(HU) 4 (U) for e-ch .I i-1/ . The se-uence fUi withr Ui=U 
for each i is cle .rly -- -Householder sequence for "ich 
If Vis not eH' -.tloned tfc is so which.V 
lkiaY(U. ) 'gr 2 a cmfrtlicti on. 
If Y i s I f -sl one 0 0,~ 1 in a Y -;roucohloldor sernuence thien, 
acc)rding to Pro)oiti n 1, tnere is so'-ie UCX.2nd some subse-uence 
{U j for w'hich ltmY(Ui) = Y(') 2nd U = ]4mUi. ?fov iY Y)Z rx 
.Sincethere exists H1 in / such'- that Y(u) 4 YarnU) both V and 
the iaprinr- H->!, arc .-rtinuous it followAs that V(U) = lirnk(Ui ) 
(nuLJ-) = lirnV(,-U ) _ iIi(Uil) = Y(U). ETe latter inequ.lityj aj 
is absurd and hence ii (U) =V This coipletes the proof.
 
i
 
The next pro;oi-ion sheds some light on the nature of the 
convergence of Y-'otw'cvniacr se-uences for. c-sloped W. This re­
sult is of np-rticular i:siiortance in a.nlin-g: algorithms based upon 
construction of - !eolderse-ucnces such as thoe described 
in[Il1, [6) and [ 7) 
Proosition 3. If [. i*t! is c- Y-Houscf,!der secuence and Y is 
P-slopea then ea.oct, one of the folloiin; hold: 
(2.i~u 2 ~tiv st.rictly .noniotonic (aKconvergent to 
(2) for r-..ie intr-r k, l.u.b. Y(trn,) U)0 (in which case 
Proof: We -;ill tthat the hyi)3theses and ,(l) imp11ly (2p. 
if [Ycu i)}l.. i s 'not strictly m.-onotontfrtfii tre jis scoe irnteger 
k for which Y(mk) Y Uk+ I ) = Vol) for pacjfl1 in R and hence 
1.u.b. 	 '(HUk) ' u. o if 'r'u-). ''then for some N inf 
SfU," VOe This, of e6u" Q, conta c 
1.u.b. Y(Hk) u G hence t =u, v 
The hypothesis and -(2) im-nly, for ezoh~4it r k, thFt there exist, 
an H in J for wlich Y(Ul) ' Y(HUh-): ,'frfb. tVnisH, Tat 
Y€up CU - (u.,:Ycun)Cj -" 2 convp ' I, ,.q ;" to 
x isI a consequence Df Pro )osition [ ,max 
LIGINL pA 
 Y1
 
OPOOR QUAUVT 
ii:. Anolic;tion 
'We w.ill first -nrove t-.:o nronositions before dninc the 
aonlication. 
Pronosition 4. Let T:fP->R2 1 be'a linear tratsformation. Then 
there exists van orthonorr.l basis {V,... 'v 1 off iR satisfying 
(T(vi),T(v )> = a %-.-ever 1!-i'jK". 
m
Proof: For veR define f(v) =iT(v)1j2 Since f is continuous 
there exists v' with I1v'I=l an.id f(v) = f(v') wl'.neverlvI-. For 
v in Rm the nartinl of f in the direction v t v' is 2(T(v'),T(v)). 
If <v,v'> =0 and <T(v'),T(v)) * 0 then .J.L.O.0. <T(v'),T(v)) 2 0 
from which we cmn deco th.t there exists a,b with a2 +b2 =l and 
for which BT(av+bvd)I A IT(v')IK2 . This would contradict the choice 
of v* and it foll t!ws = 0 :-enever (v,v- =O.t.t (T(v),T(v°)) 
Since the collection [v ] of all vectors v for %hich (v,v>=0 is 
an :n-l dimensional subm,.ce of R7 then by ri inductive ar.unent we 
can assume the exi.vtence of -n orthonorml basis {vi,... ,Vm-1of 
[v'1 satisfying (T(vi),T(vj)) =0 :ienever licjm1. By letting 
=then {vl,... ,v} i',; desired orthono~v'l basis of
 
This completes the proof.
 
The collection of k-C iTen.ion-1 subs ).7cec of -I -ill be denoted 
by Let T:Rn->2n be : linear trnsfornation. For K in 
define 'T(K) = t IIT(vi)ll2 v:herc [V1 ,...,Vk} is an orthonorna 1 
basis for K. = T i-. :ell defined since 
)>tra e{(Tv )(TPv} trce{(Tiri) (tvi)
 iPl izl 2- 1
 
" 1c k Tk 
trceT'T)(vivi = tracet(T T)(vV 1 )r'd since 1 =l vivi
-
i= l 

re-revcntt the irojection P.. of Rn onto K. For K in K lot K1
 
den.ote the ortho tor..ment of K in R". le ,:ill say that 
K i- Cl .r.t. T if (T(x<),T(y)) = -henever xEK tnd yCK. If 
IT(y)ll - 1T(x)11 -e-r 7L-, y , 1 ':ion.on. -;.-ill say that 
K is C2 :.r.t.T. 
b0
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Protosition 5. -Let T:m->-,2 n be. r. lincr tur.nsfriation mid let 
K be in An. 
i) If K- - Cl 0T 2 w.r.t. T the-_ YT(K)!Y Ko) for all K. 
ii) If ,2(K0) z K in2 then there exists 11in Jf for W iPh Y( 4( ". 14 (K< 
Proof: For any K,K2 ,fn thero exists by Proioition 4 an ortho­
(1(wi)P (.)) =0normal basis Wl,...,".} of X fzr ,ich :o P~ )=3 o.. .. 

,
v'henever l-izj-k. .L.O.G. ":e :v- a.ssuac that P1C(w i )=o for 
l-:i-!p ahd P (1.7 for n.+l-j-k. 
PKhwi) 
Let vi = for lVi . . ....-­? jv n orbhonormal system 
in Ki which e:tends to tn orthonorznl basis .V,...,vj of o .
 
Far lfi-'p there exists retl numbers Pi, bi sti2f'in, C2 b2l nd
 
= ai
a vector v in K-' of nor'a 1 for w'.hich w'i" vi+bivi. Suppose now
 
tht IC0 is Cl nnd C2 T.r.t Then
 

T w±)112= TCv )112+ b2UT(vf)f2+ -2a T(v),(vi))"Ll b 
+ b lly(vi)l i) ­4 T(v)11'+ b IT(v!II2 a2IIT(v )112
for l_ iAp, a-O IJT(,,.)I = IK-(v.)2 for p4-1,:Jk. It follo-s from
 
this that T(I) - for -anyK in.;n h-e-ever K. is Cl and 02
 
w.r.t. T.
 
Suppose no-, that Y2(K0) YT(K). Then for some index i we 
must have IIT&;±)IH IIT(vi)II. Select H in R c.tisfyinr H(vi) wi 
and. (v)=vj. whenever 1-5j-5k and j*i. Such -.n . must exist since 
(wi,v 2= "henevcr j-i. V1,.. . v1 ... ,V 1 4 is arn ortho­
norm',l syste:. snannin'; "(Ko) since IIT(, i J*T(vi))t 
(Ko) -e T(!H(Ko)). 2hi- e. .xmletesthe proof. 
For -.finite f.- ii:, :f nultivri-.te ,-rv-l dcnsities erach of
 
'hore covari:e i..e , :r.trix, let {vl,...,vJ be
" idcti 

the collection o fap . ._vce of :ec'n vectors
difforences for distinct 
-iirs. For n 1 ra-,k '- Matrix B let Y(.) be the -3-ilnduced inter­
clr,0sn divergnce[l] . 2 .en,. 
6
 
Y(B) trace Bj~TJ-B(Iviv) ] - . 
It can be shown that there exists a unitan matrix U in tfar 
which Y(B) ) w([ik"Z LIkIZI is kxn= ,;here the matrix whose 
row equals e. For that U wve can determine that
 
41(B) = whore is the projection of Rn onto the 
i=l t o b h ,n m t i h s PL 
spah of the vectors fel,..,Ok. Let Ybe the rnxn matrix whose
 
T
ith row is v for 1-Ai -m. Since
 
lip ((v))Ill 2 - 2 then 
Yn . tV(Q Tei2. If we let K be the span of {el,...,ek} 
then y(B) = Y(UT(K0 )). There fore maxim-izing interolass diver­
gence in this pas6 can be done by m,.axi-izing the function 
U - YyUK 0 ) on V,. Proosition 5 implies that this f±nction 
is f-sioped. 
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