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“The only true wisdom is in knowing you know nothing.”
Socrates
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Cyber Healthcare is becoming one of the fastest growing industries in the world due to
an increasing elderly population and a more health conscious word population. On the
other hand, IoT devices are emerging from niche areas to provide new services that we
could not fathom without the technological advances made in IoT and healthcare fields
[1]. Wireless Sensor Networking (WSN) is a promising approach to cyber healthcare as it
can enable real-time monitoring of patients and early detection of emergency conditions
and diseases [2, 3]. However, there are a number of issues that need to be addressed in
order to benefit from the cyber healthcare promises.
The aim of this thesis is to develop efficient techniques for wireless sensor networks with
the objective of supporting real-time healthcare monitoring and thus enhance public
health service delivery in general by addressing the following key issues related to cyber
healthcare systems:
• Cyber healthcare systems’ field readiness
• Cyber healthcare systems’ communication
• Cyber healthcare systems’ interoperability
• Cyber healthcare systems’ security
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Chapter 1
Introduction
Growing at an exceptional pace, the Internet-of-Things (IoT) is a complex network that
connects billions of devices together with humans into a communication infrastructure
that consists of many technologies, several platforms and also different protocols [4].
It is expected that by interconnecting millions of sensor network islands, the emerg-
ing IoT will bring a new dimension to the Internet by shifting its traditional internet
“anywhere” and “any time” model of connectivity to enable access “anywhere”, “any-
time” and also using “anything” [4]. This will be achieved by outfitting the objects
and appliances that we use daily with sensor devices and endowing them with an IP
address. These IP addresses will transform these objects/appliances into smart objects
that can access or be accessed by any other smart objects through the Internet or other
emerging communication systems. As a result of recent technological advances made
in the Internet-of-Things and healthcare fields [1], Cyber Healthcare is becoming one
of the fastest growing industries in the world targeting the elderly population as well
as a more health conscious world population. Wireless sensor networking (WSN) is a
key player in Cyber Healthcare as it can enable real-time monitoring of patients and
early detection of emergency conditions and diseases [2, 3] by capturing patients’ vital
signs, mapping these signs as patients’ records and disseminating these records to cloud
infrastructures where they are stored and processed to achieve situation recognition and
decision support as services to communities. However, besides the ethical constraints
resulting from healthcare processing, there are many challenges associated with the de-
sign and implementation of Cyber Healthcare WSN. These include issues related to the
field readiness of the e-health bio-sensor devices used to capture the patients’ vital signs,
the integration of these vital signs as patient records into public healthcare systems and
the secured dissemination of these records to processing places to enable both real-time
and opportunistic access while guaranteeing data patient privacy. During this study,
we revisit the issue of electronic healthcare (e-Health) to assess the relevance of using
1
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Cyber Healthcare systems as a low cost and efficient alternative for public healthcare in
both rural and urban settings of the developing world.
This project aimed to develop an efficient e-health wireless sensor networking model to
support real-time healthcare monitoring by addressing the following issues:
• Vital signs capturing, mapping into medical records and integration into public
healthcare storage systems using the HL7 standard.
• Real-time and Opportunistic dissemination of patient records to processing places
using different wireless technologies and protocols.
• Privacy, security and confidentiality to protect medical records from being tem-
pered with.
1.1 Problem Statements
The last decade have witnessed the rise of a flourishing e-health industry with mobile
and ICT manufacturers such as Samsung, Apple and other companies releasing light
weight bio-sensor devices which can read different vital signs and display these signs
on a mobile device or a watch screen to provide services to the sport community. On
the other hand, different other devices have recently emerged from a niche area initially
focused on the elderly, namely commodity products used in the medical field to achieve
patient monitoring. The emerging Cyber healthcare field can benefit from the integration
of these bio-sensor devices to provide efficient health-care services and enhance patient
monitoring and care. However, such integration raises many issues related to software
openness, hardware and software compatibility and diversity and many others. The goal
of this research was to develop a low cost and efficient e-health system that can be freely
extended, manipulated and integrated into Cyber Health-care systems using the HL7
standard.
The following were problems that needed to be solved in this thesis:
• The field readiness of the bio-sensors (eHealth kit) needed to be determined. Given
that the proposed system was intended to be deployed with real life systems to
make real life healthcare decisions, it was very crucial to know whether this kit
can be used for real life development, or it is just just a prototyping device.
• Secondly, we needed to investigate the after data collection process given that, the
bio-sensors we used are not equipped with either storage capacities nor processing
http://etd.uwc.ac.za
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capabilities. We needed to know whether we can rely on selected communication
technologies to transport the data from collection points, to a centralized database,
where the data will be used for different healthcare purposes.
• The next problem that was investigated in this thesis was related to network
attacks. We needed to derive ways to prepare the system such that in cases of
intrusion attacks, there is a mechanism that will allow the network to recover
while excluding the corrupted node if there is any in the network.
• The last problem that was solved in this thesis was the problem of healthcare
standards integration and systems’ interoperability. We needed to know whether
we can integrate a well known healthcare standard for exchanging patients’ data
into our proposed system, and if so, what are the pros and cons.
1.2 Background and Needs
The objectives of this study are firstly to improve the following aspects of eHealth: the
security aspects, the standardization, and the systems interoperability aspects. And
secondly, the research aims through investigation of environment monitoring sensors,
to advise people with medical conditions about geographical locations with high levels
of pollution that can affect their health, so that they can avoid these area. Note that
this will be done if time is available, but mainly if resources are available, because the
pollution monitoring sensors are very costly.
As an example, let’s consider the number of elderly people and children of young ages in
need of 24-hour medical attentions which has recently increased based on the results in
[5, 6]. If the proposed system is implemented, it could solve this problem, and further
even assist in ambulatory healthcare. There are also a large number of people with
chronic health conditions [5], and if we could add air pollution mapping to the system,
this could even further improve healthcare services.
Patients’ data or Patients’ electronic health records are very important and crucial in-
formation, especially as they are personal and confidential information and, it could be
catastrophic if they get in unauthorized hands. With that in mind, comes the need
for improving data communication security, and also the need to improve systems’ con-
fidentiality, in order to ensure that the data is safe and only available to authorized
system users and medical practitioners. Given that our proposed network has nodes
which transfer collected data, the investigation of security in this research will mainly
focus on network intrusion, unwanted access detection and network recovery.
http://etd.uwc.ac.za
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1.3 Purpose of the Study
The purpose of this study is to investigate ways to improve and enhance services delivery
in healthcare industries, investigate ways to securely monitor patients remotely and also
monitor the environment, by using powerful and emerging technologies. As already
illustrated early in this chapter and as it will be noticed in the course of this thesis,
the integration of healthcare services with Internet-of-Things features or vice-versa is
refereed to as Cyber healthcare. The following are main points and also considered as
pillar of the study that is undertaken in this thesis:
• Sensing Layer and Sensors Field-readiness: The purpose of investigating this topic
is that of studying and determining the field-readiness of the eHealth sensor kit,
and all its sensors. We wish to know whether these sensors are ready to be used
in the real world and in real healthcare facilities or healthcare systems.
• The Information or Data Dissemination: This topic is investigated with a sole pur-
pose of improving the way data are exchanged across different healthcare platforms
and healthare systems. This is done by investigating the communication proto-
cols used, the data overhead and also studying the behaviour of selected network
performance parameters.
• The System Interoperability: Making patients’ data available anywhere, anytime
and to authorized persons being one of the goals of this thesis, there is also a
question of how this data if formatted in order for it to be smoothly exchanged
between various healthcare systems. Formatting data also comes with a cost,
which will be discussed in the respective chapter of this thesis.
• Security: Lastly, the security will be also investigated. In any system or application
where data is exchanged the need for security is vital to the deployment of the
system. Note that the security of systems and of data transmission is a very huge
and very wide research topic. However, this project will only focus on network
intrusion attacks.
1.4 Objective(s) of the Study
The main objective if this study as the thesis title stipulate, is to investigate ways to
improve healthcare by associating it with the internet of the thing (IoT). In order to
http://etd.uwc.ac.za
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easily conduct this research, the main objective of this thesis was divided into sub-
objectives which aligns with the purpose of the study in section 1.3. The following are
the sub-objectives of the study conducted in this thesis:
• Most of cost efficient sensors that are in the market nowadays, are prototyping
sensors and, in most cases, they are not designed to be deployed in real life appli-
cations. One of the objectives with this study is to investigate the field readiness of
the sensors we used, and this is done through intense testing of these sensors where
measurements are taken and compared with realistic facts. The field readiness will
also be investigated in this project or research through performing multiple exper-
iments and doing multiple reading with the sensors, on different subjects and in
different circumstances. For example, the behaviour of vital signs varies in differ-
ent circumstances such as, while sleeping, after physical exercises, in the morning,
in the evening and so on. Our objective in this case is to investigate whether the
readings of vital signs that we obtain from our sensors follow the same pattern
similar to the results obtained with devices currently used in healthcare.
• Secondly, we will investigate the data communication amongst different healthcare
systems and healthcare platforms. How is the data transferred from one system
or platform to another. Investigating the communication devices and technologies
used, will give to system’s developer a clear idea in terms of range of commu-
nication, signal strength, and packets throughput ratio in both rural, and urban
areas, as compared to the specifications supplied by the devices manufacturer. In
general, the objective is to investigate selected network performance parameters.
• To add to what is discussed in the paragraph above, the IoT4C system that is
proposed in this research, is a system that aims to connect multiple platforms,
applications, systems and sub-systems. All of these entities exchanges data of
different types. This research focuses on exchanging patients’ records, which are
complex, private and very confidential information. The different entity systems
and sub-systems need to speak the same language in order for them to communi-
cate. Given that our system will be interacting with other already existing systems,
we have to format the data to be exchanged in a standard format such as the HL7
which we will discuss at a later stage of this thesis. The objective is to observe
how much overhead does the process of formatting data in HL7 standards brings,
in terms of storage space and packets time delay.
• The last point that will be investigated in this thesis is the security of systems.
We will implement a defense mechanism against intrusion attacks, and test it
performance.
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1.5 Research Methods
Clifford Woody [7] stated that, research comprises defining and redefining problems,
making reasonable hypotheses or suggesting solutions with the aim of deducting and
reaching conclusions; and very carefully testing the conclusions deducted to decide
whether they best fit the hypothesis formulated [7, 8]. In short, research is therefore, an
original contribution to the existing stock of knowledge making for its advancement. It
is the pursuit of truth with the help of study, observation, comparison and experiment.
Research is the search of knowledge through objective and systematic methods of finding
solutions to problems is research [8]. As such, the term research refers to a systematic
method consisting of enunciating the problem, formulating an hypothesis, collecting the
facts or data, analyzing the facts and reaching certain conclusions either in the form of
solution(s) for the concerned problem or in certain generalizations for some theoretical
construction. This section also covers a short explanation of types of research methods
and methodologies that were used in the implementation of this proposed system [9].
There are four basic types of research, and other types can be derived from these basic
types. They are the following:
• Descriptive vs Analytical research Methods : The first includes surveys and fact-
finding inquiries of different kinds, whereas the analytical research uses facts and
data that already exist and analyses them to make evaluations
• Applied vs Fundamental research Methods: Applied research aims at finding im-
mediate solutions to any specific problem that a specific society/ business, or
community is facing, and the fundamental research is usually undertaken for the
sake of knowledge.
• Quantitative vs Qualitative research methods: As their names suggest, these types
of research are concerned with phenomena, one involving measurement of some
quantity characteristics and the other phenomena relating to quality.
• Conceptual vs Empirical Research Methods: The first methods is related to some
abstract idea(s) or theory, and the Empirical is very appropriate when there is
proof of certain variates affecting other variables in some way.
1.6 Research Question
If I may attempt to frame a research question for this thesis, I would say that this thesis
endeavors to solve the problem of service delivery in public healthcare, ambulatory
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healthcare, and environment monitoring. We wish to improve how these services are
delivered and migrate from the traditional way to a modern way or a smart way, and this
will be accomplished by coupling IoT technologies with traditional healthcare services,
to obtain what is refereed to in this thesis as Internet-Of-Things for Cyber Healthcare
(IoT4C). There are numerous areas of IoT in which research can be conducted in order
to improve public healthcare service delivery. However, this thesis will focus on four
main areas, which are aligned with our purpose of the study in section 1.3. They are
the following:
• Automatic physiologic parameters capturing, why do we need this ? This is very
important because of its automation, as it has the advantages of replacing the
manual data capturing methods which is error-prone. Automated physio data
capturing has a higher probability of providing error-free data capturing.
• After the physiological parameters have been captured, they need to be dissem-
inated to doctors, and processing places where situation recognition or patient
condition recognition are performed.
• The security of the physiological parameters during their communication from
sensors, to the doctors, and processing places.
• Finally, the integration of the proposed design system into different public health-
care systems and platforms.
The above four points establish the four main chapter of this thesis. Each of these
points is investigated separately, but their investigation converges to answering the main
research question as stated above.
1.7 Research Methodology
The research we conducted is experimental research which leads to quantitative evalu-
ation of the designed and developed prototype. This method is implemented in an in-
cremental approach in order to implement potential solutions to actual problems. This
means that the entire system is split into small manageable sub-systems, and these sys-
tems are built separately and independently as far as possible. Once these sub-systems
are completely implemented, they are then assembled together in a bottom up approach
to form the initial system, provided that they work, otherwise, they are refined. The
implementation follows the flow in figure 1.1.
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Figure 1.1: Implementation system flow
The process flow in figure 1.1, depicts the basic methodology that is used to implement
the solutions to the problems illustrated in section 1.6 above. The presented process in
figure 1.1, will assist in implementing the following solutions to the research questions:
• In our proposed solution we take advantage of the recent sensors and RFID tech-
nological advances to use an off-the-shelf eHealth kit for physiological parameters
capture. This kit(s) provides multiple advantages such as :
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– Automated physiological parameters capture
– Low probability of readings with errors
– One single person can get multiple physiological parameters readings, etc ...
• Emerging communication technologies have provided lightweight communication
platform for the wireless sensor networks (WSN) such as, Zigbee, and the lightweight
version of WiFi, which are very suitable for sensor devices. These emerging com-
munication technologies and platforms will be used in this research to achieve the
dissemination of the physiological parameters from sensors to processing places.
• While both the Zigbee and WiFi have built-in security measures to protect the
information carried by these types of communication technologies and protocols,
to the best of our knowledge, these technologies do not cater for over-the-air at-
tacks. We focused on OTAP security for the stated communication protocol and
technologies.
• Lastly, there are many standards of electronic healthcare messages or data ex-
change that have been proposed for the interoperability of healthcare systems,
which include also HL7. HL7 has been selected in this thesis as standard of inter-
est for implementing the system interoperability.
1.8 Contributions and Outline
The main contribution made by this thesis, is that of proposing a cyber-healthcare
framework and developing many of its main components to produce a prototype that
will be developed further into matured and field-ready healthcare monitoring systems.
The frame work is as depicted in figure 1.2
The depicted framework in figure 1.2 comprises 4 different layers and these layers, which
are the application layer, the middle-ware layer, the dissemination layer or networking
layer, and the sensing layer. These layers addresses the 4 research questions that we
illustrated earlier in section 1.6 above.
The outline of the rest of chapters in this thesis is as follow:
• A chapter on literature reviews and related works
• Then follow four chapters each of which discuss respectively the four layers of our
proposed frame-work (figure 1.2) which are the implementation of our proposed
solutions in accordance with our research question
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Figure 1.2: Cyber-healthcare Frame Work
• There after comes a chapter on the conclusion and the future work(s)
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Related Works
2.1 Internet-of-Things for Healthcare (IoT4C)
In [10], the authors presented a cloud centric version for a world wide implementation
of Internet-Of-Things. They discussed the key enabling technologies and application
domains that are likely to drive the Internet-Of-Things (IoT) research in the near future.
They also presented a cloud implementation using Aneka, which is based on interaction
of private and public clouds. They finally concluded their presented IoT vision by
expanding on the need for convergence of the wireless sensor network (WSN), the internet
and distributed computing directed at the technological research community.
In [11], the authors presented an implementation of a smart healthcare system in which
they integrated healthcare with Internet-of-Things features into medical devices to im-
prove the quality and effectiveness of services, bringing especially high value for elderly,
patients with chronic conditions and those that require consistent supervision. They
proposed a system which will suppress long waiting in the traditional public healthcare
by providing patients’ electronic health records available to authorized persons any-
where, anytime and also using anything. Their target was to establish 24*7 patients
monitoring.
In [12], the authors proposed systems implementation that could very much improve
healthcare service and revolutionize service delivery in elderly healthcare. They pro-
posed the system such as Assisted Ambient Living (AAL), which encompasses technical
systems to support elderly people in their daily routine to allow an independent and
safe lifestyle for as long as possible. They also proposed another technique, the keep In
Touch (KIT), which makes use of smart objects and technologies such as the Near Field
Communication and Radio Frequency Identification, to facilitate tele-monitoring pro-
cesses. They proposed systems that provides personal communication between elderly
11
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people, their environment and relevant groups of care givers in an important aspect in
Ambient Assisted Living (AAL). Through the combination of the Keep In Touch (KIT)
and closed Loop Healthcare (CLH), a central AAL paradigm can be realized through
the IoT, where the elderly live in their homes with smart objects, thus smart homes,
communicating to the outside world in an intelligent and goal-oriented manner.
In [13], the authors proposed a framework for the Internet of Things communication
as the main enabler for distributed worldwide healthcare applications. The work they
presented started from the recent availability of the wireless medical sensor prototypes
and the growing diffusion of electronic healthcare record databases, they analyze the
requirements of a unified communication framework. Their investigation took the move
by decomposing the storyline of a day in a selected subject’s life. They finally presented
the Internet of Things protocol stack and the advantages it brings to healthcare scenarios
in terms of the identified requirements.
2.2 Sensing Layer
In [3] and [2], the authors worked on sensing using the eHealth kit which is very similar.
However, the research done in this thesis concerning the sensing layer, adds more to
what the two papers we mentioned above did. Our study on the sensing layer will only
focus on the sensors’ field-readiness. The authors in the two papers namely [2] and
[3], conducted work and research on wireless sensors for healthcare and their research
focuses were sensing and communication. They conducted experiments by doing multiple
readings with sensor devices to check whether obtained values are in normal ranges, and
in cases where values were unrealistic, they performed some calibrations in order to
obtain values that are realistic or approximately close to the reality, given that the
sensor used were prototyping sensors. We however concluded that, this research could
have been done much better by performing readings or experiments in multiple scenarios
such as:
• Collecting vital sign of a single individual in the morning, before bed, after gym,
after exercising and early when he wakes up, and analysing this data taking into
consideration the normal behaviour of the vital signs in each case.
• Collecting vital signs of multiple individuals and comparing their diversities while
observing whether they all fall under normal ranges considering the health or
medical status of the volunteers.
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The authors in [14], implemented a Ubiquitous Sensor Network (USN) for pollution
monitoring, and their implementation was intended to be deployed in developing coun-
tries. They used Waspmote devices, with their sensor boards and sensors plugged on the
board to prototype this implementation. Their architecture integrates different features
that meet the requirements of developing countries [14]. Amongst these features, we
focused on those that are of interest to our work, the opportunistic dissemination of
data which is discussed in the sensing layer, and also the field-readiness of the sensors.
To assess the field readiness of the sensors and that of the communication protocols
used, the authors in [14] conducted a number of experiments in terms of pollution mon-
itoring and, they also assessed the data transmission. There are not really many ways
of testing sensors’ field-readiness, the most common way is to perform experiments and
compare the reading results to those of the readings obtained using devices that are
declared field-ready by recognized standards. In this project, similar to the work in
[14] and the other two previous papers we discussed in the previous paragraph, we con-
ducted numerous experiments and compared the obtained readings of both environment
monitoring sensors and Healthcare sensors kit, firstly with the normal ranges of these
data,(for example a normal person can not have a temperature above 50 degrees Celsius)
and secondly in cases where it was possible, compared the readings with other readings
obtained with trusted, expensive, accredited and recognized-to-be accurate devices that
serves the same purpose as our devices.
The authors in [15] and [16] conducted a study on the improvement of readings obtained
from sensors, and they used calibrations. Although the results obtained did not show
100% accuracy, the improvement on the results were very impressive and approximated
the real results with a very small error. To improve the field-readiness, we will conduct
the experiments in different conditions that can affect the readings or the performance
of the equipment.
In [17], the authors presented an irrigation management system (IMS) which they im-
plemented with wireless sensor networks (WSNs) and described in [17]. An IMS was
set up and deployed in a township in a rural area of Malawi. The authors assessed the
wireless sensor networks deployment field readiness in the proposed agricultural system,
by investigating the performance of the communication’s parameters such as the RSSI
at different distances between nodes, and in different situations such as long and short
maize plants surrounding the nodes. They also investigated other performance param-
eters such as the remaining battery power and the impact of the battery’s performance
on radio links. The experiments showed that they successfully implemented this sys-
tem, and investigated performance parameters which led them to also conclude that the
devices used were indeed field ready.
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2.3 Networking Layer
Chronologically speaking, once the data is collected by devices such as sensors with low
processing capabilities and low storage capacities, these data need to be transferred to
where is will be processed or stored, and that is what this layer, or section of the project
is about. Several scenarios of the implementation are discussed, scenarios such as the
indoor and outdoor communication, the communication protocol used, the opportunistic
and static communications and the packets throughput and packets delivery delays time.
In paper [18], the authors considered studying variables or performance measures such
as signal strength, payload, throughput and others through multiple experiments, and
compared and analysed their performances. They evaluated the IEEE802.15.4 and the
ZigBee performance with a special focus on application for industrial sensor networking
[18]. They considered a couple of scenarios cases and in both cases with a star topology
for the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) model,
while investigating performance parameters such as the throughput, latency, packets
loss and packets delivery delay time.
In [19], the authors conducted similar investigations, and also discussed a number of
performance measures most of which are those discussed in the previous paragraph.
In addition, they also added the energy consumption of the sensors. In this case they
conducted the study for the IEEE802.15.4 and investigated the above mentioned per-
formance parameters by conducting multiple experiments.
In [20], the authors proposed an accurate model for the slotted Carrier Sense Multi-
ple Access with Collision Avoidance (CSMA/CA) access scheme for the IEEE802.15.4
standard for unacknowledged transmission mode. The authors conducted this research
because the design of the 802.15.4 carrier sensing mechanism, that model the perfor-
mance of the network in cases of non-acknowledged transmissions is not a very trivial
extension. In [20] they derived a model and illustrated through simulations that could
be extremely accurate. Guidelines were derived that optimized the energy, and the
throughput performances of the sensor networks using the 802.15.4 standards.
In [21], the authors investigated the same performance parameters. The authors im-
plemented s system for monitoring a vineyard. Arduino devices were scattered and
ground-based located in the vineyard collecting information about the environment on
the farm, and a drone hosting a gateway flew by every now and then to collect agri-
cultural information collected by the sensor devices deployed in the vineyard. This
implementation is referred to as Aerial opportunistic communication. The throughput,
the packets loss and packets delivery delays were all investigated on altitudes to see
which is the a most convenient height for the drone to fly at, and what is the maximum
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and the minimum altitude it can fly at while also considering other factors such as trees
and other things that can affect the behaviour or that can act as an obstruction on the
drone’s path. This seems relevant to our research because of the fact that the commu-
nication protocols are investigated in terms of height. Another study that conducted a
similar experiment, but in terms of radius of communication, is the study in [22] and
the authors concluded that the use of communication protocols with lower frequencies
results in longer distances of coverage in term of data transfer, a claim that we will also
investigate in our specific project.
In [23] the authors implemented a network simulator for the IEEE802.15.4, with which
they conducted several sets of experiments to study its various features, which include:
(1) the beacon enabled and the non-beacon enabled mode, (2) Carrier sense multiple
access with collision avoidance (CSMA-CA), both unslotted and slotted , (3) direct,
indirect and guaranteed time slot(GTS) data transmissions, (4) association, tree forma-
tion and network auto-configuration, and (5) orphaning and coordinator relocation. The
authors in [23] also compared the IEEE802.15.4 and the IEEE802.11 under certain con-
ditions such as in the non-beacon enabled mode, and under moderate data rate. They
compared the efficiency of the communication standards, the overhead and the battery
power consumption. They also discussed some issues that affect the networks, and that
could degrade the network performance if they are not properly handled.
In [24], the authors presented a simulation-based performance evaluations of the new
medium access protocol for the IEEE802.15.4 communication protocol and standards.
They focused on the beacon-enabled mode, which they implemented in a star topology
network. Key features were also described and discussed, and they also evaluated the
performance parameters such as the throughput, the packets delivery delay, the energy
consumption, and others. Another important topic that was addressed in this paper
is the analysis that compared the energy costs of beacon tracking and non-tracking
modes for synchronization, and showed that the best choice is totally dependent on the
combination of duty cycles and data rates.
In [25] The authors in this paper presents an analysis of the IEEE802.15.4 performance,
in a low power, low data rate wireless standard. The study was done in relation to the
medical sensor body area network. An emerging application of WSN with particular
performance constraints, which include power consumption, robustness and security,
and physical size is presented by the authors. They performed their analysis in a star
topology network on the IEEE802.15.4 communication standard at 2.4 GHz, for WBAN,
which consisted of wearable or desk-mounted coordinators outside of the body with up to
10 body implanted sensors. They mainly considered the long-term power consumption
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of devices, since for practical and medical reasons, implanted medical devices and sensors
must function for 10 to 15 years without battery replacement or charging.
In this study most of the performance measures are similar to what has already been done
or investigated by other researchers, studying them in, different locations or different
cities where the atmosphere and weather may generate a different scenario which might
have an influence on the performances of these communication protocols. That is the
specific focus of this study regarding the networking layer of this implementation.
2.4 Application Layer
By definition, the application layer is the layer of the generic protocol of the TCP/IP
protocol suite, which consists of protocols which the main focus of which is the process-
to-process communication across an IP network, and provides a firm communication
interface and end-user services. The application layer itself is a vast research topic many
aspects of which can be investigated. In this research however, we mainly focus on
the network attacks, attack preventions, attack mitigation, and we also investigate the
security provided by the communication protocol devices we used, IEEE802.15.4/ZigBee
and the Wifi.
2.4.1 The Over-the-air Attacks & Security Modes on Waspmotes and
Arduino
Over-the-air programming (OTAP) is a methods of sharing configuration settings, new
software, and even updating encryption keys to devices like cellphones or secure voice
communication equipment[26]. It has important features, where one central location
can propagate updates to all the users who are not able to refuse, defeat, or alter the
update, and the update applies immediately to everyone on the communication channel
[26]. In OTAP communication a user may be able to ”refuse OTAP” but, the ”Channel
manager” can also ”remove” them from the channel automatically [26].
In [27] the authors investigated a fire emergency and gas detection system based on
WSNs project for both indoor and outdoor environments. The main challenges which
are addressed in this paper include, the management of nodes, the provision of algo-
rithms, the risk modelling and analysis, and the OTAP. The implementation is done
considering the fact that the WSNs can be deployed both indoors and outdoors. They
used remote access in order to enable users to monitor various network activities such
as retrieving sensor measurements (gas concentrations), and network status parameters
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(power levels,active nodes, etc.). These capabilities are possible with OTAP [27], they
also used Email server, twitter integration and GPRS communication for data retrieving
and acquiring information about certain performance measures (signal strength, power
level, etc ..).
In [28], the authors investigated a project titled ”A Living Smart City: Dynamically
Changing Nodes Behavior through over-the-air-programming”,and as it can be deduced
from its title, the paper discusses an implementation of an IoT smart city project, where
they use OTAP to change and modify nodes’ behaviours. They presented a deployed
facility, emphasizing on the possibility of experimenting on a larger testbed, through
the re-programming of the IoT devices deployed [28]. In our project, we considered the
implementation investigated by the authors in [27, 28] and [26] to try and see how we
can add and improve on what they did.
In our project, the use of OTAP is a bit similar to that of [28], we use the OTAP for up-
dating security and encryption keys by issuing commands and controls node behaviours,
but mainly for intrusion detection and network-nodes restructuring if an attack is de-
tected. For instance, if one node in the network is attacked or an attack is detected or
even if a node is suspected of being corrupted, a OTAP command is issued either to re-
structure the network or to reset the node. The OTAP command can also be scheduled
to be issued in cases of for example node quick depletion because of too much traffic in
data transmission. This OTAP command can be issued to restructure the network such
that all nodes with lower power do less work than the ones with higher energy level.
Firmware, update and also other data such as those in [27, 28] can also be sent using
over-the-air-programming.
In [29], the authors present a feasibility study of the performance of impersonation at-
tacks on the modulation-based and transient-based Radio Frequency (RF) fingerprinting
techniques. They also state that both of these techniques are vulnerable to imperson-
ation attacks; but the transient-based techniques are harder to reproduce due to the
effects of the wireless channel and antenna in their recording process. They assess the
feasibility of performing the impersonation attacks by doing extensive measurements
as well as a number of simulations using collected data from different wireless devices.
They then discuss the implication of their findings and how they affect current devices,
identification techniques and other related applications.
In [30], the authors present a security overhead analysis for the MAC layer in the 802.15.4
WSN. They further conducted a survey security mechanisms which they define in the
specification, including security objectives, security suites, modes, encryption, and au-
thentication. They also identify security vulnerabilities and attacks, and propose some
enhancements to improve security and to prevent from attacks such as denial-of-service
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attack, reply-protection attacks, same-nonce attacks, ACK attacks, and others. Their
results show that, for example , with the 128-bit key length and 100 MIPS, the encryp-
tion overhead reaches to up to 10.28µs micro seconds per block, and with 100 MIPS and
1500-byte payload, the encryption overhead reaches to actually higher than 5782.5s.
Security is one of the big topics researched in the IoT and especially in the WSNs [31–
34], and with that in mind, it is very important to be aware of all the short-falls that
are involved when talking or discussing the issues related to security. This work focuses
on the security at the node level and also the security in the communication between
the node and the sink-node & gateway. Cryptography is one of the regularly adopted
solutions. It could be difficult to apply longer keys for very secure communication
because longer encryption keys require more processing capabilities. However, strong
computing and processing capabilities are a short-fall that we find at the bottom level
or sensor layer when dealing with sensors. Therefore, we apply solutions proposed in the
papers [31] and also try to combine the solution proposed respectively in [34] and [33].
This is done while trying our most best to minimize the overheard of the data because
this could possibly cause other problems.
Another important type of attack for which it is very important to prepare for, is the
system attack by signal jamming. Apart from attempting to access data fraudulently,
attackers can also prevent these data from travelling from the sensors to the gateway or
from the gateway to the data storage by jamming the communication’s signal. This type
of attack has not been thoroughly researched and only a few solutions are proposed.
Most of the publications that have been written, only discuss the problems, chances
and possibilities of it occurring in a network of communicating sensors, actuators and
gateways. There are also a small number of papers that we came across, that gave us the
thumbs up for tackling this problem. Researchers such as [35], propose channel switching
as a solution to avoid signal jamming and interference. The study was conducted by
simulating certain nodes in the network to make them believe they are jammed since they
could not use a real jammer. Other researchers [36–38] discuss the topic of jamming.
However, we instead considered the research in [39] in which the researcher proposes
Multi-Channel Ration (MCR) decoding [39]. This approach consists of using multiple
antennas, in this case two, to defend and recover from a jamming attack. The receiver
and transmitter use one antenna to respectively receive and transmit data, once the
signal is jammed in the communication with that antenna, the communication switches
to the other antenna for both temporary transmission and reception, and mainly for
recovery from the attack. In this project, since the devices we use are mono-antenna
devices and they do not provide us with the possibility of self adding extra antenna,
we use two approaches, the use of two communication devices of which both are of the
same type, and the use of two communication devices of different types. One of the two
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devices is always in sleep mode until it detects unusual behaviors or jamming attack,
then it wakes up and starts transmitting and recovering the node from which ever defect
it has.
In [40] and [41], the authors present mathematical and statistical models for optimal jam-
ming attacks and network defence policies in WSN. They present a scenario in which an
advanced and sophisticated jammer jams a network, controls the jamming probability,
and affects the transmission range, which leads to defective and corrupted communica-
tion links. Once the jammer is detected, it ceases, and the detection is done by node
monitoring in the network. Their work consist of a mathematical sensor network model,
and statistical attacker model, and a model for attack detection. Based on their obtained
result, with a controllable jammer, their derived solution seems to be very useful and
interesting, but also complex and it requires strong computation capabilities if deployed.
2.5 System Interoperability and Patients’ EHR Messaging
Standards.
Another very important aspect of this research are the Systems’ interoperability and
patients electronic healthcare records messaging standards.
In [42], the authors investigated a project titled, “HL7 ontology and mobile agents for
interoperability in heterogeneous medical information systems. They proposed a system
that they called the electronic Medical Agent System (eMAGS), which is a multiple
agent system based on the HL7 messaging standards, to simplify the flow of patients’
data across healthcare organizations. Orgun and Vu [42], have illustrated a system that
uses existing healthcare messaging standards (HL7) to convert data into a frame-based
representation of this data with unique ID’s and synonyms for each type or concept [42].
They used the IDs to obtain a linking system between the message structures required
for various HL7 events and synonyms with the objective of identifying the variations by
which these concepts are referred to in the different healthcare systems.
In a work produced in [42], they also made use of open source tools and application
such as Prote´ge´-2000, which is an open source tool, as we stated, that assists users
in the construction of large scale electronic knowledge bases. This tool is a built-in
user interface that allows developers to edit and create domain ontology. Other tools
are SNOMED, UMLS, XPETAL, XSLT, etc. . . , for decision-making and some machine
learning in handling frames, HL7 frames, and messages.
In [43], the authors discuss in detail the HL7 or Health Level Seven. They explain all
the different types of HL7 and of HL7 messages, ranging from the ADT message, ACK
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message (Acknowledgement message), BAR (Add/change billing account message), to
the VXX (Response for vaccination query with multiple PID matches). There are over
100 different types of HL7 messages, and each message type is made of multiple segments.
This information is free and can be found online at the URL: https://www.hl7.org/
special/committees/vocab/V26_Appendix_A.pdf.
In [44], the authors suggest an architectural model of a system which targets two de-
partments in the healthcare industry, the Obstetric Pediatric and The Gynecology [44].
The authors, suggest systems’ interoperability or the interoperability of systems as a
solution to obtain a better access to patients’ data. With that in mind, authors decided
to deploy and test their system on a cloud, because of its scalable properties [44], and
the fact that the cloud is easily accessible and can make the access to patients’ data by
authorized persons possible, anywhere, anytime. After testing and experimenting, the
authors stated that the scalability in cloud computing makes it a perfect platform for
implementing systems’ interoperability, and especially in the healthcare domain.
In [45], the authors conducted research on an implementation such as the one in the pre-
vious paragraph by [44]. They conducted research on implementing a cloud computing
system for healthcare organizations, and the focus of this research was on an integrated
model for exchanging patient medical healthcare records, in a standard formatted and
internationally agreed manner, which are basically the HL7 standards. The study in
[45] investigated the issues that healthcare organizations encounter in their usage of var-
ious IT applications and infrastructures which are mostly in need of updates as a result
of the fast growing healthcare industry and healthcare services. They then suggest a
design of a cloud-based and integrated e-Medical records system which uses HL7. In
[46], the authors discuss the privacy, security and requirements for healthcare in cloud
computing. Another paper that we were interested in is the [47], in which the authors
discuss a case study of cloud security in healthcare.
In [48], the authors describe and evaluate the recent and ongoing large-scaled activi-
ties which are related to systems’ interoperability and system integration of networked
clinical research. The paper [48] covers the following topics: the open source/open com-
munity approach, acceptance of e-Source in clinical research, the necessity for general
IT-conception, interoperability of the electronic health record (EHR) and electronic data
capture and harmonization and the bridging of standards for technical and sematic in-
teroperability. Programs and National infrastructures have been set up to offer general
IT-conceptions with regard to the direct planning and development of software tools (e.g.
TMF, caBIG, NIHR). In order to attain technical and semantic interoperability, current
standards (e.g. CDISC) have to be coordinated and linked. Major groups have been
made to offer semantical interoperability (e.g. HL7 RCRIM under the joint leadership
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of HL7, CDISC and FDA, or BRIDG covering CDISC, HL7, FDA, NCI) and to provide
core sets of data collection fields (CDASH). The vital tasks for healthcare informatics
within the next ten years will now be the expansion and implementation of surrounding
IT conceptions, strong support of the open community and the open source approach,
the acceptance of e-Source in clinical research, the unbending continuity of standardiza-
tion and the bridging of technical standards and the prevalent use of electronic health
record systems
In the book [49], the authors presented a lot of information on the principles of interoper-
ability with the patient messaging protocol health level seven(HL7), and the SNOMED
as presented. This book contains a lot of information which can be very important when
implementing systems that are intended to be integrated into public healthcare systems
and platforms. This book provided us with a lot of information throughout the writing
of this thesis.
The authors in the paper [50] presents a solution to the integration of information
systems, because, one of the priorities of the national healthcare authority is to meet
organizational, clinical and managerial needs. Current practice indicates that the most
favorable approach to achieve a regional healthcare information system (RHIS) is to
use a health level 7 (HL7) message-based communication system implemented by an
asynchronous common communication infrastructure between healthcare systems and
platforms. The RHIS is a wide-ranging and integrated information system at a regional
level that comprises all types of healthcare levels. It can also be expanded to a na-
tional, and international level. It comprises interoperability issues that cover most of
the necessary components, and that are competent to work efficiently in a secure wide
area network to guarantee data privacy and confidentiality. The authors in [50] also
investigated another important feature of the proposed solution, which is to create an
interoperability framework that can be replicated from one healthcare institution to
another. In that sense, shared interoperability messages can be used to join heteroge-
neous information systems. In response to this approach, more than 10 different groups
have submitted proposals to the Greek government and the anticipated interoperability’
framework appears to be broadly accepted as a solution to improve information and
communication technologies developments in the healthcare sector in Greece.
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Chapter 3
Sensing Layer and Sensors’
Field-readiness
3.1 Introduction
As we stated in chapter 1, the first research question is covered in this chapter and po-
tential solutions related to the concerned research question are implemented. Their use-
fulness lies in the fact that the capturing of automatic physiological parameters presents
very high advantages, that guarantees error-free physiological data capture in contrast
to the manual data capture which is associated with a high probability of producing
error-prone readings that can be misleading. This project draws on the recent advanced
technology in wireless sensor devices and RFID technologies to create a lightweight,
cost-efficient and low-power, off-the-shelf eHealth sensor kit for capturing physiologi-
cal parameters. This kit coupled with communication technologies, provides multiple
advantages compared to the traditional manual system used to capture patients’ physi-
ological data. Some articles which are listed above the introduction have helped in the
implementation of the sensors’ field-readiness.
3.2 The Sensor eHealth Kit
The e-Health sensor kit depicted in figure 3.1, is a platform that allows Arduino and
Raspberry Pi users to implement biometric and medical applications where body mon-
itoring is needed by using 10 different sensors that measure: pulse, oxygen in blood
(SPO2), airflow (breathing), body temperature, electrocardiogram (ECG), glucometer,
galvanic skin response (GSR - sweating), blood pressure (sphygmomanometer), patient
position (accelerometer) and muscle/electromyography (EMG) [51].
22
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Figure 3.1: The e-Health sensor kit with sensors attached.
Due to the nature of certain sensors and their requirements in order to operate, we
will not be able to test certain sensors’ field-readiness. The muscle sensor and the
electrocardiogram (ECG) sensor require three different types of leads for each experiment
which cannot be sourced locally and, up to now, are merely sold together with the
whole kit. The glucometer sensor requires real blood, which would involve drawing and
handling blood from volunteer subjects, which we could not do, as this research does not
cover the insurance of this type of experiment we do not have the expertise or clearance
to conduct this type of medical experiment. For these reasons, the stated sensors could
not be investigated during this research.
3.2.1 eHealth Sensor Kit Usage Settings
Figures 3.1 and 3.2 are perfect illustrations of how the sensors are plugged into the
eHealth shield. Each sensor has its own function for reading physiological parame-
ters, and to allow all of them to read at once, their functions for reading are com-
bined in a single script. They will be able to read vital signs when placed on the
body. More details on the use of this kit can be found on the manufacturer’s website
http://cooking-hacks.com/, the document [51] and also in the documentation on the
Participatory health-care project we conducted in 2014 [3].
The Software side of the usage of this kit requires an Arduino IDE for use with Arduino,
as well as the Raspberry Pi operating system in which the e-Health library must be
imported. A GCC compiler must be installed on the machine in order for the code
to compile. The eHealth shield into which all the sensors are plugged (Figure 3.1) is
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Figure 3.2: The e-Health sensor kit usage on a human body.
compatible with both the Arduino and the Raspberry Pi via the e-Health shield to
raspberry Pi bridging shield (Figure 3.4).
The code is then compiled to check for errors and if it is found to be error-free by the
compiler, it is then cleared for upload. Once the code is uploaded on the Arduino, it
will remain embedded until another code is uploaded or, until the device is formatted.
To execute the code on the Arduino, the device needs only to be turned on for the result
to be directly displayed through the serial monitor or using an LCD display. Note that
there are many types of Arduino IDE and each one of them is compatible with a specific
Arduino hardware. For the Arduino Uno rev 3 that is used for the implementation of
this project, every Arduino IDE of version 1.0.X (where x varies from 0 to the last digit
of the last version) works and is compatible with the eHealth library.
Figure 3.3: eHealth shield
on Arduino Uno Rev 3
Figure 3.4: eHealth shield
on Raspberry Pi
The Arduino IDE is a user-friendly development tool that allows the user to write and
compile code for the Arduino micro-controller. The Integrated development tool (IDE)
that we used for this project is the version 1.0.5r. The sketch (code) is uploaded to the
Arduino via a serial port, usually a USB port. The main class of the sketch comprised
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of two parts: one that runs once when the sketch starts, and another part that loops
indefinitely until the sketch is stopped or interrupted. The top part of the sketch is
reserved for variables declarations and external class importation, see listing 3.1.
Every sensor that is used has its own specifications which are described in further detail
in the Participatory health-care project conducted in 2014[3, 52], and are also available
on the manufacturer’s website http://coocking-hacks.com. The work we conducted
on the participatory health care project [3, 52] provides very useful information concern-
ing hardware and software settings and configurations. However, in this thesis we only
provide brief descriptions which enable the reader to get a general idea of the equipment.
1
2 // Class Importat ions or i n c l u s i o n goes here
3 // Var iab le d e c l a r a t i o n s goes here
4 void setup ( ) {
5 // Code here . . . a l l that needs to run once
6 }
7
8 void loop ( ) {
9 // Al l code that needs to run in a loop goes here
10 }
Listing 3.1: Arduino skeleton code explained
The e-Health sensor kit has nine different sensors as illustrated in Figure 3.2, some of
which read more than one clinic measurement, mainly all vital signs. Each sensor is
tested individually and the results are compared, analyzed and finally a conclusion is
drawn. Table 3.1 below presents all nine sensors and the clinical measurement they
produce, including those we will not be testing as stated earlier.
Table 3.1: Sensors and vital signs
Sensor Vital Sign(s)
nasal / mouth airflow sensor ( Breathing) Breathing rate
Pulse and SPO2 Pulse and Oxygen concentration in blood
Blood Pressure Sensor Systolic, Diastolic blood pressure and Pulse
Temperature Sensor Body Temperature
Position Sensor Patient Position
Galvanic Skin response Sensor Electrical conductance of the skin
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3.3 Field-readiness Tests and Experiments
Nowadays many devices that are used in IoT research are prototyping devices. They
are mainly used due to their affordable cost, with the idea of producing good research
products with cheap equipment. In this section the experiments of sensors, some in
groups and others individually, and this in parallel with the research questions concerned
and the proposed solution in 1. The next section discusses the first concerned sensor is
discussed.
3.3.1 The Nasal/Mouth Airflow Sensor
The Airflow sensor, as listed in table 3.1, is a device used to measure the breathing
rate in a patient in need of respiratory help. This device consists of a flexible thread
which fits behind the ears, and a set of two prongs which is placed in the nostrils.
Breathing is measured by these prongs. The specifically designed cannula/holder allows
the thermocouple sensor to be placed in the optimal position to accurately sense the
oral/nasal thermal airflow changes as well as the nasal air temperature. This sensor is
comfortable, adjustable and easy to install figure 3.5.
Figure 3.5: The e-Health sensor kit’s Nasal/ Airflow sensor
Experiment Configuration and Setup
To test this sensor, the following are needed:
• An Arduino (In this case the Arduino Rev3)
• A eHealth shield (In this case eHealth kit V2.0)
• Octave or Kst for visualization and plotting.
• A nasal/mouth airflow sensor customized for the eHealth shield
• A volunteer subject to test on
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• And on the software side, the Arduino IDE, and any serial reader or monitor
software
The airflow sensor is plugged or connected to the eHealth shield by an analog input,
and when the function for reading is called, it returns values from 0 to 1024. Another
function returns values directly in wave forms when called, which can be seen using
serial monitors. This sensor can be very useful in monitoring patients with Apnea
problems, which can lead to brain failure or even death. Apnea is defined as the lack
or suspension of external breathing. It can occur voluntarily by blocking the nasal
orifices and shutting the mouth, it can also occur mechanically, by strangulation, or as
a consequence of trauma or neurological disease. The nasal/mouth airflow sensor device
can also be used to measure the rate at which a person breathes, which is particularly
pertinent to a patient in need of respiratory help.
1 #inc lude < eHealth . h >
2 void setup ( ) {
3 S e r i a l . begin (115200) ;
4 }
5
6 void loop ( ) {
7 i n t a i r = eHealth . getAirFlow ( ) ; //Returns va lue s from 0 to 1024
8 eHealth . airFlowWave ( a i r ) ; // p r i n t the va lue s in wave forms
9 }
Listing 3.2: eHealth library’s airflow functions usage
One way to find out whether there is a problem with a patient’s breathing, is by checking
the gaps between inhalation (breathing in) and exhalation (breathing out), as longer gaps
are signs of respiratory trouble. With this in mind, this sensor can be used to monitor
and record the length of the gaps between respiratory phases. If the difference is above
the threshold, an alert is then generated. Listing 3.2 is an example of a code that tracks
the air flow of an individual.
Subject One Experiment
Having prepared everything needed to conduct a reading, we then used this sensor to
collect respiratory data. The subject was in a resting position, sitting a sofa. The results
of this experiment, as depicted in figure 3.6, show that the subject successively inhaled
and exhaled, displayed by the fluctuations of the graph. The behaviour of the curve is
sufficient to say that the sensor can be used to check whether a subject is breathing or
not. However, this is not sufficient to conclude on the field-readiness of the device.
Subject Two Experiment
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Figure 3.6: First experiment and test of the airflow sensor
Figure 3.7: Second experiment and test of the airflow sensor
In addition to the previous experiment, another experiment was carried out to check
the consistency of the result that the device produces. Another subject had the airflow
sensor placed in the correct location for usage and we collected respiratory data to
compare them in terms consistencies and realism of obtained data. From figure 3.7 it
can be seen that the behavior of the curve in the graph is similar to that of figure 3.6,
with peaks and troughs. However, the axis boundaries are different from those in figure
3.6.
Observation
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The sensor seems to work with two subjects and the results appear to be consistent
in terms of data behaviors. The diversity of the amplitude in the graphs is possibly
due to the fact that every subject is unique and each person has his own unique way
of breathing. With that said, this sensor is better for prototyping, but in cases of
major necessities the airflow sensor can also be used in healthcare monitoring to produce
meaningful data that can be used. The actual design of the sensor is by far not field-
ready, but sufficient for a prototyping sensor. The wires connecting the prongs to the
Arduino could be made longer to allow patient movement without disturbing the plugged
devices.
After a number of experiments we also observed that the precision in the readings of
the sensors is very relative to the position of the prongs in the nasal orifices. Given
that the prongs of the sensors measure the pressure at which the air is exhaled from
the nasal orifices, the way they are placed is very important and plays a vital role in
the precision of the obtained data. Two experiments were carried out—one with the
prong placed directly inside the nose, and the second with the prong differently placed
to the previous. The data we obtained followed the same pattern; in both cases the
plot reassembled the sinusoid squeezed. However, these two experiments differed in the
ranges or the amplitudes that were produced; when the prongs are placed very closely
and directly in the nasal orifices, the data has higher amplitudes, and in the other case,
the data appears to have lower amplitudes.
3.3.2 The Blood Pressure, Pulse and Temperature Sensor
With the help of a specialist in public health and a healthcare specialist, the above
mentioned three sensors were also investigated at the same time. These sensors also
read measurements that are considered to be vital signs. The Blood pressure sensor
reads the systolic blood pressure, diastolic blood pressure and pulse. The pulse sensor
reads the pulse and the oxygen saturation in blood (SPO2), and finally the temperature
sensor reads body temperature.
Experiments and tests were conducted with single and multiple subjects. For one sub-
ject, the physiological measurements or vital parameters were collected at four different
points: in the morning when the subject woke up; after the subject had exercised; in the
evening; and after the subject had done some jogging and running. Table 3.2, presents
the data collected from our first subject. The blood pressure readings fell in the nor-
mal range for an average healthy person who does not have blood pressure problems.
The pulse increased with exercise and also fell under a normal range for an average
healthy person. A second experiment was conducted with a second subject (see table
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Table 3.2: Sensor Field Readiness: Daily Activities Monitoring (Subject one)
Days/ Vital signs Morning After Exercise Evening After running
Systolic blood pressure Max: 120mmHg Max: 111mmHg Max: 133mmHg Max: 111mmHg
Min: 120 mmHg Min: 110 mmHg Min: 129 mmHg Min: 111 mmHg
Av: 120 mmHg Av: 110.5 mmHg Av: 131 mmHg Av: 111 mmHg
Range:N/A Range:(110,111) mmHg Range:(129,133) mmHg Range:N/A
Diastolic blood pressure Max: 81mmHg Max: 73mHg Max: 83mmHg Max: 84mmHg
Min: 80mmHg Min: 71mmHg Min: 69mmHg Min: 77mmHg
Av : 80.5 mmHg Av: 72mmHg Av : 75mmHg Av : 80.5mmHg
Range: (80 -81)mmHg Range: (71-73) mmHg Range:(69-81) mmHg Range: (77 -84) mmHg
Pulse Max: 75 bpm Max: 62 bpm Max: 72 bpm Max: 60 bpm
Min: 58 bpm Min: 56 bpm Min: 59 bpm Min: 52 bpm
Av : 65.5 bpm Av : 59 bpm Av : 65.5 bpm Av : 56 bpm
Range: (58, 75) bpm Range: (56,62) bpm Range: (59, 72) bpm Range: (52,60) bpm
SPO2 Max: 99% Max: 93% Max: 99% Max: 94%
Min: 99 % Min: 89 % Min: 95 % Min: 89 %
Average: 99% Average: 91% Average: 97% Average: 91.5%
Range: - Range:(89-93) Range: (95-97) Range:(94-99)
Temp (oC ) Max:36.10 Max:36.83 Max:36.08 Max:36.81
Min:36.06 Min:36.65 Min:36.06 Min:36.59
Average:36.08 Average:36.75 Average:36.07 Average:36.80
Range: 36.54 – 36.80 Range: 36.65 – 36.83 Range: 36.73 – 36.75 Range: 36.59 – 36.81
3.3) and the pattern was the same, although the resulting values were not similar. This
is expected as every individual or subject is different. With exercising, most of the pa-
rameters change by mostly decreasing, but in other cases with a different subject, they
increase. In the morning they are lower than in the evening where they increase in most
cases because the subject was probably busy during the day with daily activities which
are in most cases more like exercising.
Table 3.3: Sensor Field Readiness: Daily Activities Monitoring (Subject two)
Days/ Vital signs Morning After Exercise Evening After running
Systolic blood pressure Max: 113mmHg Max: 127mmHg Max: 121mmHg Max: 120mmHg
Min: 112 mmHg Min: 119 mmHg Min: 115 mmHg Min: 117 mmHg
Av: 112.5 mmHg Av: 123 mmHg Av: 118 mmHg Av: 118.5 mmHg
Range:(112,113) mmHg Range:(119,127) mmHg Range:(115,121) mmHg Range:(117,120) mmHg
Diastolic blood pressure Max: 83mmHg Max: 79mmHg Max: 81mmHg Max: 84mmHg
Min: 77mmHg Min: 78mmHg Min: 69mmHg Min: 77mmHg
Av : 80mmHg Av: 78.5mmHg Av : 75mmHg Av : 80.5mmHg
Range: (77 -83)mmHg Range: (78-79) mmHg Range:(69-81) mmHg Range: (77 -84) mmHg
Pulse Max: 69 bpm Max: 73 bpm Max: 69 bpm Max: 79 bpm
Min: 59 bpm Min: 61 bpm Min: 59 bpm Min: 68 bpm
Av : 64 bpm Av : 67 bpm Av : 64 bpm Av : 73.5 bpm
Range: (56, 69) bpm Range: (61,73) bpm Range: (56, 69) bpm Range: (68,79) bpm
SPO2 Max: 99% Max: 93% Max: 97% Max: 99%
Min: 99 % Min: 89 % Min: 95 % Min: 94 %
Average: 99% Average: 91% Average: 96% Average: 96.5%
Range: - Range:(89-93) Range: (95-97) Range:(94-99)
Temp (oC ) Max:36.80 Max:36.83 Max:36.75 Max:36.81
Min:36.54 Min:36.65 Min:36.73 Min:36.59
Average:36.64 Average:36.75 Average:36.74 Average:36.80
Range: 36.54 – 36.80 Range: 36.65 – 36.83 Range: 36.73 – 36.75 Range: 36.59 – 36.81
To simplify the way the data in table 3.2 is visualized, we plotted the results of the
experiment in table 3.2, so that the pattern can easily be visualized. Figure 3.8 presents
a plot of averaged readings of vital parameters obtained using some eHealth sensor kits.
Normally, the desired systolic blood pressure is supposed to be greater than or equal
to 90 mm Hg and less than or equal to 120 mm Hg. Diastolic blood pressure should
normally be greater than or equal to 60 mmHg and lower than or equal to 80 mm Hg.
Note that a reading lower than this range indicates low blood pressure.
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Figure 3.8: Detailed field readiness deducted from table 3.2
In figure 3.8 above, we can see that the blood pressure is very normal in both cases,
except when the testing subject exercises. This is expected because the blood flow
increases and the pressure increases as well. After the experiments which lead us to the
above two tables 3.2 and 3.3, we conducted one more experiment, but this time over
four consecutive days. Data was collected every day between 17:00 and 19:00 and was
averaged both for each day, and for the total of four consecutive days.
Table 3.4: Sensor Field Readiness: Four days Activities Monitoring (Subject one)
Days/ Vital signs Day 1 Day 2 Day 3 Day 4
Systolic blood pressure Max: 134 mmHg Max: 131mmHg Max: 134 mmHg Max: 130 mmHg
Min: 132 mmHg Min: 129 mmHg Min: 131 mmHg Min: 126 mmHg
Av: 133.5 mmHg Av: 130 mmHg Av: 118 mmHg Av: 128 mmHg
Range:(132, 134) mmHg Range:(129,131) mmHg Range:(131,134) mmHg Range:(126,130) mmHg
Diastolic blood pressure Max: 79 mmHg Max: 82 mmHg Max: 81 mmHg Max: 83 mmHg
Min: 78 mmHg Min: 76 mmHg Min: 75 mmHg Min: 63 mmHg
Av : 78.5mmHg Av: 79 mmHg Av : 78 mmHg Av : 73 mmHg
Range: (78, 79)mmHg Range: (82, 76) mmHg Range:(81, 75) mmHg Range: (83, 63) mmHg
Pulse Max: 88 bpm Max: 79 bpm Max: 73 bpm Max: 74 bpm
Min: 82 bpm Min: 67 bpm Min: 67 bpm Min: 66 bpm
Av : 83 bpm Av : 73 bpm Av : 70 bpm Av : 70 bpm
Range: (82, 88)bpm Range: (67,79) bpm Range: (67, 73) bpm Range: (66,74) bpm
SPO2 Max: 99% Max: 93% Max: 97% Max: 95%
Min: 95 % Min: 89 % Min: 95 % Min: 93 %
Average: 99% Average: 91% Average: 96% Average: 94%
Range: (95, 99)% Range:(89-93) Range: (95-97) Range:(94-99)
Temp (oC ) Max:36.87 Max:37.06 Max:36.98 Max:36.99
Min:36.53 Min:36.64 Min:36.92 Min:36.91
Average:36.70 Average:36.85 Average:36.95 Average:36.95
Range:(36.53,36.87) Range:(36.06,36.64) Range: 36.92 – 36.98 Range: 36.91 – 36.99
Table 3.4, displays averaged readings for one subject who was recently diagnosed with
early blood pressure problems. As it can be clearly seen from figure 3.9 and which
we deduced from table 3.4, the systolic blood pressure is largely above the normal
measurement, which is of 120 mm Hg. This high blood pressure reading correlates
with the diagnosis that the subject received of early hypertension or pre-hypertension.
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However, other parameter’s readings are reliable since they fall under the normal and
valid ranges.
The sensors investigated in this section appear ready to be used in the healthcare envi-
ronment based on the results presented in tables 3.2, 3.3 and 3.4, and after consulting
couple of professional medical practitioners, the obtained results were confirmed to be
valid, reliable and appear to be fairly good. Like any other electronic devices, there
are still some little flaws that can be found in these sensors and that can be fixed to
make the devices much more reliable, but to the best of our knowledge and based on
our experiments, the devices can be used in healthcare practices.
Figure 3.9: Detailed field readiness deducted from table 3.4
3.3.3 The patient Position Sensor
The patient position sensor as seen on figure 3.1, is a sensor that tracks the position
of the patient wearing it. It is a very important sensor because the data obtained
from it can indicate, for example, whether the patient has fallen, or whether he has
taken in a position that is not good for his condition while asleep. This sensor is worn
or attached to the chest. The Patient position sensor is designed to recognize only 5
different positions as shown in figure 3.10, which are the main positions for a patient in a
hospital bed. This is also a major weakness of the sensor, because it can only recognize
the 5 positions below. More information about this sensor’s specifications can be found
in our previous work [2, 3] and more details can be also found at the sensor provider’s
website https://www.cooking-hacks.com.
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Figure 3.10: Patient position sensor
Experimentation with this sensor shows that out of 7 tests for each position the sensor
recognized 100% for each position (Fowler, Prone, Supine, right and left lateral recum-
bent). However, when we tested other positions unknown to the sensor, and which are
not lying down positions, such as squatting, the sensor detected some as unknown and
some as one of the five positions (see figure 3.10) close to the position being tested.
Table 3.5: Test of ten experiments of each specific position with the patient position
sensor
Positions Prone Supine Fowler Right LR Left LR Others
Passed 10/10 10/10 10/10 10/10 10/10 7/10
Failed 0/10 0/10 0/10 0/10 0/10 3/10
Pass Accuracy 100% 100% 100% 100% 100% 70%
Table 3.5, shows tests that we conducted with the patient position sensors. As can be
seen, all the recognized positions were passed with an accuracy of 100%, but not the
unknown positions. In the unknown positions, we had three standing positions, three
bending positions, three squatting positions, and one sitting position with the chest
leaning more forwards. The obtained results are as follows: the three standing posi-
tions, two of the bending positions and two of the squatting positions, were respectively
recognized as standing or sitting positions or Fowler position.
3.3.4 The Galvanic Skin Response Sensor (GSR-Sweating)
The Galvanic Skin Response (GSR) also known as the Skin conductance, is a method
that is used to measure the skin’s electrical conductance [53]. The skin’s electrical
conductance varies with its moisture level. The relevance of this comes from the fact
that the sweat glands are controlled by the sympathetic nervous system. Moments
such as those of strong shock and emotions, change the skin’s electrical resistance [53].
A sensor (Figure 3.11) that detects these kinds of moments can also be used in lie
detection and assist in polygraph tests. In order to obtain better results, the sensor
sometimes needs calibration and information about how to do it can be found in our
previous work in [3] and more in-depth information on calibration can also be found on
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the supplier’s website https://www.cooking-hacks.com/documentation/tutorials/
eHealth-biometric-sensor-platform-Arduino-raspberry-pi-medical/
Figure 3.11: The Galvanic Skin Response(GSR) Sensor
Testing this sensor was a difficult task because real moments of emotions or shock
need to be generated spontaneously while the sensor is connected to the user, and that
was not only difficult to get but it is also not ethical to manipulate the feelings of a
volunteer subject. For these reasons we could not actually use this sensor to get real
values. Instead, we moisturized our fingers to get them wet, and as soon as we placed
the sensors on the subject’s fingers and executed the code we obtained values. But we
still could not generate the moment that impacts on feelings or puts the body in a state
of shock or emotion.
3.4 Conclusion
To bring this chapter to a close, the eHealth kit, with all its sensors, is not yet field-
ready to be used in real hospitals and healthcare institutions. It is, however, ready for
prototyping and its implementation of application has high potential. With modification
and small improvements such as packaging and extension of wiring, the sensors could
reach field-readiness. The kit is designed to test and implement prototypes and provide
proof of concepts of eHealth application. Its main purpose is to promote the IoT and
the use of technologies in the healthcare industry. This observation is mainly based on
the following aspects:
• The way the kit is wrapped: It is almost impossible to handle all the sensors due
to the way the whole kit is wrapped and the way the cables stick out from the
Arduino micro-controller and the eHealth kit.
• The cabling of the sensors : Most of the cables that allow connections between the
sensors and the micro-controller (see figure 3.1) are too short and would not be
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long enough for an adult patient to use, given that some sensors are attached to
the head (airflow sensor) and some may be attached to the foot(body temperature
sensor).
Taking into consideration the above, an improved version of these sensors—in terms
of cabling size or length—micro-controller and eHealth shield wrapping could assist
in further developing the device to be field-ready for usage in ambulatory healthcare,
clinics, hospitals, and other healthcare facilities. That being said, some sensors which
form the kits are on their own field-ready in terms of physiological readings accuracy
and consistency.
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Networking Layer and Data
Dissemination
4.1 Introduction
Data dissemination, is an inevitable aspect in software system development especially
when dealing with devices that are low in processing capabilities and low in storage
capacities, devices such as sensors. After sensors have captured the physiological mea-
surement, this data need to be disseminated to doctors and processing places where the
data will be used for situation recognition or patient situation recognition. In this chap-
ter another research question listed in chapter 1 is discussed. Emerging communication
technologies which are considered to be lightweight are used to provide better commu-
nication platforms for wireless sensor networks (WSN), technologies such as ZigBee and
WiFi light. The last two stated emerging communication technologies and platforms are
investigated in this chapter, and a number of networking performance parameters are
investigated to assess how the data will be disseminated from the sensing layer of the
system to the processing layer.
4.2 Waspmote
In this chapter, instead of eHealth kit on Arduino, we used Waspmote devices for testing
the network performance parameters. The reason Waspmotes (see figure 4.1) were used
instead of Arduino & eHealth kit is that, eHealth kit are very expensive, and getting
enough of these kits necessary for experiments could require a lot financially. On the
other hand Waspmotes, although they are also expensive, we have in our possession
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enough to create a small testbed network for experimenting. In terms of functions,
Waspmote are just Arduino wrapped differently, which is another reason we instead
used what we have to experiment and conclude with approximations.
Figure 4.1: Waspmote device connected to a Waspmote battery, with a sensor board
By definition, Waspmote devices are open source wireless sensor platforms, specially
focused on the implementation of low consumption modes which allows the sensor nodes
(”motes”) to be completely autonomous, that is battery powered, and rechargeable by
customized solar panels [14]. Lifetime of Waspmote sensor nodes may go from 1 to 5
years depending on the duty cycle and the radio used [14].
Figure 4.2: Front view of Wasp-
mote device described
Figure 4.3: Back view of Wasp-
mote device described
As described by the front view figure 4.2, and the back view figure 4.3, Waspmote de-
vices are sensor devices which are specially oriented to developers. Similarly to the
Arduino, the Waspmote devices work with different communication protocols such as:
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the IEEE802.15.4, ZigBee, Bluetooth, WiFi, and 3G/GPRS. Necessary information re-
garding Waspmotes usage, specifications, software and hardware requirements can be
freely obtained from the libelium official website http://www.libelium.com/products/
waspmote/overview/.
4.3 The Communication Technologies
Communication technologies and protocols, are devices and protocols used to trans-
fer data. In this thesis, we used the IEEE802.11/WiFi, and the IEEE802.15.4/ZigBee
communication protocols. We used devices manufactured by ”DIGI”. Important in-
formation about these devices and their manufacturer can be found on their websites
www.digi.com.
Figure 4.4:
Xbee S1
Figure 4.5:
Xbee S2
Figure 4.6:
xbee S6
The figures above are depictions of the devices that we use as communication technolo-
gies in this research. Figure 4.4 depicts the xbee series 1 or xbee S1, which can only be
configured as IEEE802.15.4 and in a setup for mesh communication(xbee digi mesh).
The xbee S1 can act as both, router and end-device depending in how they are config-
ured. On the other-hand, the xbee series 2 or S2 as illustrated in figure 4.5, is simply
an updated version of the Se xbee device, which therefore can be configured as both
IEEE802.15.4 and ZigBee communication protocol, it can also be set to operate in all
topologies including mesh networking, and devices in the network. Like the S1, it can
be router or an end-device as well as coordinator for ZigBee mode. The last illustration
is that of the xbee S6(figure 4.6). The xbee S6 is a device that was designed to host the
IEEE802.11 communication protocol.
The xbee S1 and S2 both communicate on the physical layer, and therefore they use
media access control(MAC) address to communicate. On the other-hand, the xbee S6
communicates on the IP or networking layer, therefore they need to be assigned IP
addresses, unlike the xbee s1 & s2 that have original and unique MAC addresses which
they use to communicate. As we have already stated in the paragraph above, these
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devices can be configured in any kind of topology, including a mesh, which is mostly
used in this thesis. The devices can be configured using the xctu which is discussed in
section 4.3.1, or the devices can also be configured using any serial terminal software
which can access the machine’s USB ports.
Figure 4.7: Osi versus IEEE802.15.4 and Zigbee model
In Figure 4.7, we illustrate how the IEEE802.15.4/ZigBee stack matches the OSI stack.
The IEEE802.15.4 communicate on the physical layer using only MAC addresses. The
ZigBee stack is built on top of the IEEE802.15.4 standards, and it uses its model, in
which the network Layer has direct access to the MAC address and the MAC layer
overall. The ZigBee Network layer provides to the network with topologies, MAC ad-
dresses management, discovery protocol, routing and security services. Applications are
built on the ZigBee stack through the application interface (API). The ZigBee Alliance
also has an application profiles for specific application categories, which allow standard-
ization of the functionality, which also improve compliance and interoperability among
different vendors’ products. Note that the ZigBee stack doesn’t use all the features of
the IEEE802.15.4 standard MAC.
4.3.1 The X-CTU Software
X-CTU software is a user-friendly open source software for configuring and managing
the xbee devices. Like their xbee devices, the software is also provided by DIGI and
can be freely downloaded from http://www.digi.com/products/xbee-rf-solutions/
xctu-software/xctu. The xctu can be used to set different parameters such as network
ID, destination node MAC address and communication mode(broadcast, multicast or
unicast), enable encryption, updating firmwares, etc... [54]. The devices can also be
configured with any serial terminal in what is called the ”AT”, by issuing AT commands.
Once the command ”+++” is issued and the device returns ”OK” to the terminal, it
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means it is ready to be configured in ”AT” mode. Commands such as ”setSSID”, etc...
can be issued to set and get certain specific variables.
The software is very user-friendly and specially easy to use, and the newer the version,
the better and the more user friendly it is. Multiple devices are configured with the same
network ID, and configured to communicate in broadcast mode. With a single device
connected to a single port on a machine running the X-CTU software, it is possible to
scan all the live nodes in the range of communication. These are just couple of few
things that the X-CTU software can do. More detailed information can be found at
http://www.digi.com/products/xbee-rf-solutions/xctu-software/xctu.
Figure 4.8: Basic x-ctu layout of the home screen
When looking at figure 4.8, on the left side of the figure, we can see that multiple zigbee
devices are connected and that the zigbee device with MAC address 0013A20040A198CD,
has discovered 4 more devices or modules in its entourage. The modules labelled with
a green ”R” are routers and those with a red ”C” are coordinators. On the the top
right side of the figure, there are tabs and from the right side to the left side are the
network working mode, the console working mode, and the configuration working mode.
After the configuration working mode, there is a palette menu of 4 icons of which one
is for seeking help, one for comments and suggestion and the other two are respectively
mainly for frames generation and communication testings [54].
On the left most side of the screen in figure 4.8 are two of the principal features of the
software, namely the keys to any use of the software, as they are the way of adding
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devices once they are plugged to a machine running the software. The add ”+” sign
is for adding a device from a specific USB port. Once the button is clicked, a window
opens from which the user can choose the port to which the device they want to add
is connected, the baud-rate and other specifications. Next to the add button, is the
search button which is very helpful because once clicked, it gives the user the possibility
of adding as many devices as possible as long as they are all connected to the machine
from which the software is ran. Unlike the add ”+” button which allows the user to
select one option for every selection, the search button allows the user to select multiple
devices (from USB ports) to add at once. It is basically a multiple add button.
4.3.2 The IEEE802.15.4/ZigBee
The ZigBee is high-level communication protocol used to deploy small low-power digital
radios in a personal area network (PAN) [55]. It is a IEEE802.15.4-based communication
protocol. The Zigbee technology as defined by the ZigBee alliance, is intended to be
cost-less and simpler to use than other wireless personal area networks(WPANs), such
as the IEEE802.11, or the Bleutooth. It is also designed for short-range low-rate wireless
data dissemination [55].
On the other hand, the IEEE802.15.4 is a standard of communication that specifies
the MAC layer as well as the physical layer for low-rate WPANs. This standard is
well looked after and maintained by the IEEE802.15.4 working group, which defined
it in early 2003 [56]. These standards and specifications are the basis for the zigbee
communication protocol [57], the ISA100.11a [58], Miwi, WirelessHART, and Thread
specifications, and each of which additionally lengthens the standard by merging the
upper layers which are not defined in IEEE 802.15.4. Alternatively, it can be used with
6LoWPAN as a Network Adaptation Layer and standard Internet protocol and/or IETF
RFCs defining the upper layers with proper granularity to build a wireless embedded
Internet. See figure 4.7 above for details on the layering of the zigbee/ IEEE802.15.4.
The IEEE802.15.4 operates in multiple frequencies most of which (the 800 MHz and 900
MHz) only operate in the European and American regions). The 2.4 GHz operates all
over the world.
4.3.3 The IEEE802.11/WiFi
WiFi is a communication technology where devices of electronic nature are used to
connect to a wireless network [59]. These networks are usually password protected, but
may also be open, which allows any device within the range of the network to access the
resources of the wireless local area network (WLAN) [59]. The WiFi Alliance defines
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it(WiFi), as any ”WLAN” product based on the IEEE802.11 standards [59]. Devices
that can use the WiFi includes computers, tablets, cellphones, printers, and also devices
such as xbee S6 devices.
WiFi is a very common communication technology used nowadays for device commu-
nication and data transfer. However, because of its low cost and efficiency in battery
usage, the IEEE802.15.4 communication protocol is taking over slowly but surely as
the best communication technology for data transfer. This is because it does not also
require huge infrastructure to be deployed, especially when deployed in the IoT domain,
the zigbee and IEEE802.15.4 are much better than the WiFi even with regards to their
battery consumption as we will see in the sections to come.
4.3.4 IEEE802.15.4/ZigBee vs IEEE802.11/WiFi
Below in table 4.1, is a list of properties that seems to differentiate the 802.15.4 commu-
nication protocol from the 802.11 communication protocol. There a lot of parameters to
consider when comparing IEEE802.15.4 and IEEE802.11 but, in this thesis we consid-
ered only those listed in table 4.1. Note also that, there are many types of IEEE802.11,
there are the a, b, n and the g types of communication standards, but in this table only
the IEEE802.11n is used.
Properties 802.15.4 802.11n
Ranges 75m 240m
Frequency 800Mhz, 900MHz, 2.4GHz 2.4 and 5 GHz
channels 16 (for the 2.4 GHz) and 1 (for the rest) 14
Data rate 250 kbps(for the 2.4 GHz), 40 kbps(for the rest) 248 Mbps
Type PAN LAN
Table 4.1: IEEE802.15.4 protocol versus IEEE802.11 protocol table
4.4 Experiments & Results
4.4.1 Power Consumption
Power consumption is one of the big issues not to be overlooked when implementing and
deploying IoT applications because in most cases, devices on the network are individually
deployed and are either rechargeable by solar power storage, or a limited source of power
which, if exhausted, the device will no longer serves the purpose for which it was deployed
for. Therefore, it is very important need to implement the system in such a way that it
drains less power while doing more of the job the device was deployed to do.
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The performance parameters of the IEEE802.15.4 and the IEEE802.11 are compared in
this section especially with regard to power consumption. For these experiments, we
used waspmote devices which run on rechargeable batteries. Given the price of a single
eHealth kit, the quantity needed to conduct the experiments in this chapter, and also
the facts that Waspmote are just Arduino well wrapped, we used Waspmote devices to
experiment communication and data dissemination instead of Arduino and eHealth kit.
A code for broadcasting a simple hello packet and resending an acknowledgement once
a packet is received was implemented and uploaded on the waspmote. The motes were
then stripped from their recharging source and were left to run on their limited source
of power continually over night while storing information about their battery status in
files on the SD card.
Figure 4.9: IEEE802.15.4 vs IEEE802.11 Power Consumption
As depicted in figure 4.9, the waspmotes ran on batteries for over 10 hours. Although
the waspmote deployed with xbee S6 started with a high percentage of battery power,
it ended with lower remaining battery power. Figure 4.6 above confirms that the
IEEE802.15.4 does not consume much power while communicating and transferring
data using wireless, unlike the IEEE802.11. This can be observed by the fact that
at the time of 10 : 13 when the experiment started, the IEEE802.11 started with a slight
higher percentage of battery power, however, when the experiment was terminated, the
IEEE802.15.4 had more remaining battery power. The speed at which the power is
drained from the batteries is also very high because the motes run continuously for ten
hours or more. If they are configured to operate in a sleep and wake mode, they can
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actually achieve over 10 hours or perhaps double this if the mote is set to sleep after a
certain time of working and continue the cycle.
4.4.2 Signal Strength (RSSI)
The received signal strength indicator, also known as RSSI, by definition in telecommuni-
cation, is a measurement of the power present in the received radio signal[60]. The RSSI
is usually invisible to a human eye of the user, and cannot be physically felt by the users
of a receiving device. Yet, because it can vary greatly and have a negative effect on the
communication between wireless devices, both the IEEE802.11 and the IEEE802.15.4
often make the measurement available to the users [60]. In this section, we present an
investigation on the RSSI measurements collected while testing and comparing our two
communication protocols.
4.4.2.1 The Static Communication
The investigation consisted of sending simple packets from a single device to multiple
receiving devices situated at a certain distance, then collecting information about the
power of the signal and attaching it to the acknowledgement that is returned to the
source. Note that the packets sent in this case were made up of basic node information,
like on board waspmote temperature, remaining battery power, node MAC address,
node ID, node name and a simple hello string.
Given factors that can affect the communication and specially the communication with
the IEEE802.15.4 and the zigbee, we considered testing the communication, ”outdoors”,
with a clear line of sight for both communication protocols concerned here, then after-
wards we tested them ”indoors” introducing the factor and the impact of the number of
wall(s) between the sending devices and the device(s) on the receiving side. All the ex-
periments were conducted with the main goal of optimizing the solution by maximizing
the services in terms of better communication, while minimizing the cost of the latter.
After running a number of experiments, the average result of all experiments is as shown
is figure 4.10 below.
As can be seen in figure 4.10, for the IEEE802.15.4, as the distance increases, the signal
strength becomes weaker and the quality of communication becomes poorer. On the
other than because we connected the xbee S6 devices to an existing access point to test
the signal strength, the coverage of communication became wider. and therefore for
the first 15 m the signal strength stayed stable around -66dBm. But if the communi-
cating devices are placed further away from the access points, the signal strength start
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Figure 4.10: IEEE802.15.4 vs IEEE802.11 Indoor, and Outdoor RSSI
decreasing at a certain distance. The specifications of each device are main keys to the
indications of the approximation of the each device’s range of communication.
Although the device’s specifications may give indications on how far these devices can
range in communication, it is unlikely that you will get results similar to the ones given
by the device’s specifications, and this is because the devices were originally tested in a
controlled environment which we could not simulate or generate. Therefore, the results
obtained in this research are not definitive, and are very relative to the area in which
the device(s) is(are) tested. For this project, since the aim is to deploy these devices in
clinics, hospitals, healthcare facilities or public places, in cases of pollution monitoring,
we decided to test the devices in a very normal place where people living their day to
day lives, which means that at least one other devices that can interfere with our test
was used.
Whether it was indoor with one, two or three walls, or outdoors, every time we exper-
imented with the devices and tested the communication in terms of signal strength on
the receiving side, we obtained different results for each experiment, even if the circum-
stances were similar. The results in figure 4.10 above were obtained by averaging the
results of the six experiments conducted.
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4.4.2.2 Opportunistic Communication
After, investigating the RSSI for the static communication, we shifted our focus to in-
vestigating the behaviour of the RSSI in opportunistic communication scenarios. As we
have already indicated earlier, opportunistic communication in this study refers to the
kind of communication in which either the sender or the receiver is moving while trans-
ferring or receiving data. In this project, two types of the opportunistic communication
are considered, ground-based opportunistic communication, and aerial opportunistic
communication.
Ground-based Communication
Ground-based opportunistic communication investigates the types of opportunistic com-
munication, in which both the sender and receiver are at the ground level. A basic
example could be that of a public transport bus collecting or transmitting information
everyday as it goes through it normal daily route in which receiving or transmitting
devices are deployed alongside the bus route.
In one experiment, a transmitting device was attached to a moving person at the slow
walking, fast walking and running speed transmitting information to deployed and ready-
to-receive devices, and in the other experiment a receiving device was attached to the
person, travelling at the same speed as in the previous case, but in this case collecting
data from deployed sensors along the path. Figure 4.11 below depicts the information
about the behaviour of the devices in terms of signal strength. All experiments con-
ducted with the IEEE802.11, resulted in signal strengths with a minimum of - 41 dBm
and a maximum of -51 dBm. Therefore, once more, the IEEE802.11 out performs the
IEE802.15.4, in terms of signal strength.
Aerial Communication
Aerial communication, in this case refers to the communication where either the sender
or the receiver devices are attach to a drone or any other object flying at a lower altitude,
lower than 20 metres. The aim of this experiment was to investigate how far in terms of
altitude the different communication protocols investigated here can freely communicate.
Figure 4.12 shows the results of our investigation
With regards to the multiple experiments that we conducted, the results of the received
signal strength (RSSI) are as shown in figure 4.11. Again, it is possible that if these
experiments were conducted in a different area, they could result in obtaining differ-
ent results, but for the experiment we conducted, at each distance, the received signal
strength, fell in the range Minimum RSSI (-dBM) and maximum RSSI (-dBm)
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Figure 4.11: IEEE802.15.4 ground-based RSSI comparison
Figure 4.12: IEEE802.15.4 signal strength ranges in aerial communication using drone
4.4.3 Throughput and Packets delays
The throughput is defined as the measure of how many units of data or information
a system can process in a given amount of time [61]. This concept is broadly applied
to systems ranging from countless features of computer and networking systems, to
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organizations. Other related measures includes, the RSSI as discussed in the section
above, the packets delay, etc ... In order to study this feature, the investigation is
divided into two parts, static communication, in which, as we have already stated,
both the sending and receiving devices are static, and opportunistic communication,
where either, or both of the sending device(s) and(or) receiving devices are mobile and
constantly in motion while transmitting data.
4.4.3.1 Static Communication
Static communication covers all types of communication in which both the sending
devices and the receiving devices are fixed at one location. This communication is very
common in the IoT domain nowadays. This communication can be a point to point
communication or even a point to multiples other points communication. The topology
of the network can vary from tree, star, mesh or a mixture of different topologies. In
this project, the static communication of the IEEE802.15.4 communication protocol
of the 2.4GHz is investigated and compared to the results of the IEEE802.11. The
communication is also based on the location of either the sender or the receiver devices,
for example if this communication takes place inside buildings, we refer to it as indoor
communication and if it takes place in an open spaces with a clear line of sight, we, refer
to it as outdoor communication. In the next section, indoor communication is discussed.
Experiment results and setup
In this chapter, the setups for every experiment that aims to test the connection or any
communication’s performance parameters, are very similar. They all involve one or mul-
tiple devices sending data to one or also multiple devices. Regarding the throughput, a
fixed number of packets were sent, from one device to multiple devices situated at differ-
ent distances ranging from 1 metre to the distance where the data can not be received
anymore. The number of received packets was then recorded. In figure 4.13, a graph of
the ratio of received packets per sent packets, by distance or range of communication is
presented.
As with the RSSI, for the IEEE802.11 or WiFi, we connected to an existing access point
that we created with a mobile device, and the network coverage seemed to be far larger
than that of the IEEE802.15.4, and hence resulted in higher throughput as the distance
or communication range increased. The throughput, like with the RSSI, is relative to
the area in which the devices are deployed. It is more likely that, if this experiment was
conducted on a farm or in the mountains or somewhere where there are fewer sources
of interference, much better results could be obtained.
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Figure 4.13: IEEE802.15.4 vs IEEE802.11 Indoor, and Outdoor throughput
The WiFi/IEEE802.11 without question outperformed the IEEE802.15.4/ZigBee in terms
of throughput, more sent packets from the sender’s side arrived and were delivered
to the receiver’s side in the IEEE802.11 than in the IEEE802.15.4. However, as we
progress with the study, and after we have studied all parameters, we may discover that
the IEEE802.11 is actually better than the IEEE802.15.4. Only in certain cases, by
combining the different performance parameters and by maybe optimizing the cost of
communication.
Figure 4.14: IEEE802.15.4 vs IEEE802.11 Indoor, and Outdoor Packets delays
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Figure 4.14 depicts a summarized graph of a comparison of the packets delivery delay
time of the IEEE80.15.4 and the IEEE802.11 in both indoors with walls, and outdoors
configuration. Once again, the IEEE802.11 outperformed the 802.15.4 because of its
consistency in packets delays and the average packets’ delay time. Again it is very
important to state that these results are very relative to the time at which the experiment
was conducted, and also very relative to the area in which the experiment was conducted.
We say relative to the time and the area because, for example, if deployed in residential
areas, people often cook, and use appliances like microwaves which are very strong in
interference. and if the experiment is conducted during this time, the results could be
very different. The above results in figure 4.14 are an average of results from experiments
conducted at different times in a couple of areas. That is why we suppose that these
results are a close approximation to what can happen in most cases if a system is deployed
with the devices discussed in this research.
4.4.3.2 Opportunistic Communication
Opportunistic communication in this study refers to any sort of communication that
involves one or more communication device(s) or technology(ies) communicating or ex-
changing data with one or more other devices, while either the sender(s) or the receiver(s)
or both, are in motion while the data exchange is taking place. This type of commu-
nication can be very useful in applications such as smart parking, smart farming, or
even environment monitoring, where nodes collecting environmental data are planted
all around the area of interest, and mobile objects such as cars and buses mounted with
receiving device can, on their daily driving routing, collect information of interest about
the environment of the concerned area of interest. The study conducted here involves
opportunistic communication where a person(running, slow walking, fast walking) and
a drone(hovering over sender devices) are considered as data collectors.
Given the nature of this type of communication, it is very likely that it will take place
mostly outdoors, which is why all the experiments in this section were conducted out-
doors. Two types of experiments were carried out:
• The experiment with either transmitting or receiving devices placed on a person’s
body.
• The experiment with either the transmitting or the receiving device(s) mounted
on a drone.
Ground-based Communication(Slow walk, Fast walk, Run)
http://etd.uwc.ac.za
Chapter 4. Networking Layer and Data Dissemination 51
A. IEEE802.15.4/ZigBee
In the first experiment, we had couple of receiving devices carried by a person walk-
ing/running past sending devices, and vice-versa. In the case mobile clinics users with
eHealth kits could be moving in very remote areas collecting data about certain pa-
tients, and all along their path, gateways and xbee data receivers could be placed for
data transmission as they collected. In the same way, information about environment,
or in a smart farm can be collected and stored in a SD card, and from time to time
a gateway can pass by and if one of these devices detects the presence of a gateway,
it triggers data transfer. Series of experiments were conducted similarly to the static
experiments but this time adding the mobility of at least one communicating device.
Figure 4.15: IEEE802.15.4 Throughput experiment one
Figure 4.15 is a graph of collected information regarding data throughput, and as can
be seen from the figure, in a communication range of up to 15 metres, the throughput is
slightly higher than 50%, which is a good thing, but still not for enough for implementa-
tion in sectors like eHealth, because of the nature of the data and the use of it to make
huge decisions which could cost lives. Logically speaking, when communicating devices
are in slow motion, it is probable that they can efficiently transmit data as compared
to communicating devices in fast motion or very fast motion, and this is because, slow
motion is relatively close to no motion at all, and the higher the speed of motion, the
further it is from static or no motion. However, the data obtained in figure 4.15, does
not follow these rules in all cases. In same cases, for example at the communication
distance of 12 to 20 metres, when either one of the communication devices is in fast
motion, it actually obtained a higher percentage of throughput compared to the one in
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the middle or average speed motion, and this is probably because they might have been
interference when we experimented on the communication in slow motion, which was
probably not there when we investigated the communication while running.
To further investigate the behaviour discussed in the previous chapter, another exper-
iment was conducted on the same day, at the same time in same area, and the results
although different, followed the same pattern. Figure 4.16, is a representation of the
obtained results or the experiment output.
Figure 4.16: IEEE802.15.4 Throughput experiment two
B. The IEEE802.11/ WiFi
With the aim of comparing the performances of both the IEEE802.15.4 and the IEEE802.11,
another series of experiment were conducted, but this time with the IEEE802.11. The
setup was also similar to that of the experiment in the section above. Once again,
and in a different scenario, we have discovered that the IEEE802.11 outperformed the
IEEE802.15.4 in terms of range of communication or communication coverage. Figure
4.17 depicts the results of the first experiment.
As the figure stipulates, the coverage range in similar scenarios as in the previous section
above, has extended to up to 50 metres in open site, outdoor communication. However,
at longer distances, the throughput percentages drops and becomes very poor and intol-
erable for a system that collects critical data for critical decision-making. Note that this
experiment was conducted with the xbee S6, and they are devices that need to connect
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to an existing access point in order for them to communicate. For this specific exper-
iment we created an access point with an android device, to which we connected the
devices to allow them to exchange data. The strength and weaknesses of the properties
of the created access point may also play a major role in the behaviour of the throughput
parameters.
Figure 4.17: IEEE802.11 Throughput experiment one
To test the impacts of the access point in the communication, and in order to find out
whether the specifications of the access points influences the throughput, we conducted
another experiment in parallel with the experiment the data of which are shown in Figure
4.17, but in this case, we used an existing access point in the area, with higher quality
devices and a high performing antenna, and the results were as in figure 4.18. With a
much better access point, the results seemed to improve and much better results were
obtained. The difference might be very small in many cases, but it can turn out to be
very important in some cases. For example, if the difference is 10% or if the throughput
increased with 10%, this could mean 100% throughput for all previously 90% obtained
throughput. However in a case below 40% the difference might also turn out to be
meaningless, because the change in throughput is still below 50%, even though 50% is
not the average throughout percentage for critical decision-making data exchange.
Aerial Communication
A. The IEEE802.15.4/ZigBee
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Figure 4.18: IEEE802.11 Throughput experiment two
In this section, we explain works and experiments conducted where whether the data
transmitter or the data receiver is attached on a drone. The aim of this research or
experiments is to investigate another aspect of opportunistic communication. Two types
of experiments were conducted in which, respectively, the sending devices were attached
to the drone, and the receiving device was attached to the Drone. Data about packets
throughput per altitudes were collected as part of the experiment.
In these experiments elevations or height are considered with approximation because
drones do not fly in a straight line and at an exact height. There are factors that have
a major impact on the drone’s flight. The wind and the weight of the devices attached
to the drone make a difference and also in some cases, the drone will have to either fly
at an elevated altitude or at a lower altitude to avoid obstructions and obstacles.
Figure 4.19 shows 4 different experiments conducted with drones. In two of these ex-
periments the drone had a receiver mounted on, and in the remaining two a sending
devices was attached to the drone. The experiments were conducted per communication
technologies, and this section only covers the experiments with the IEEE802.15.4. As
figure 4.19 shows, in both cases, when the drone acts as a receiver to collect information
from deployed sensors in specific areas, it performs much better then when the drone
collects data by flying above the ground-based receivers.
Note also that these results are not definitive, because of the conditions in which the
experiment was conducted. The drones do not have a static flight, therefore information
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Figure 4.19: IEEE802.15.4 throughput results with drones
about altitudes is not very exact and accurate. Flying a drone on a straight line parallel
to the ground at a fixed altitude is nearly impossible, which is why data about the
altitude should be considered in ranges, instead of 1 metres of elevation. We for example
considered a range [1-3]. This can result in the graph shifting up or down by one unit
or 10% throughput data delivery.
B. The IEEE802.11/WiFi
After the experiment with the IEEE802.15.4 shown in figure 4.19, we them conducted
another experiment with WiFi light/IEEE802.11. Figure 4.17 depicts the results of the
four experiments conducted. Altitude wise, the results are much better compared to
the results obtained with the IEEE802.15.4 shown in figure 4.19. From the experiments
shown in figure 4.19, we noticed that, at least one of each type received up to all 100%
data transmitted either by the drone as the transmitting device, or with the drone as
receiver.The IEEE802.11 once again in this respect, performed much better than the
IEEE802.15.4.
In terms of altitudes, at an elevation of up to 15 metres above ground, at least two of the
four experiments, of which two of each type(see figure 4.20) received 100% of all the data
transmitted, and the rest received at least 90% or more of the transmitted data, which is
a very much better packets throughput, and very desirable when deploying networking
systems, especially Internet-of-Things(IoT) systems in general. However, this is not
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the only performance parameter to consider when considering the deployment of a cost
efficient wireless sensor network.
Figure 4.20: IEEE802.15.4 throughput results with drones
4.5 Conclusion
As we stated early sections of this chapter, the investigation of certain networking perfor-
mance parameters is very important because, in order to deploy any type of networking,
investigation on how it will perform in the area and conditions is very important. When
deploying IoT systems or any other smart systems especially for monitoring, it is very
important to bear in mind that, these systems are mostly deployed to work unattended
or also deployed to work attended on a very lower frequency. The reason certain perfor-
mance parameters weigh more than other was because of the way each affect the network
and how they affect other performance parameters.
If we consider the cost of regularly attending sensors which are for example deployed for
monitoring the presence of a certain gas in a certain area, we will probably come to a
point where preference will be given to applications or systems that are self sustaining.
That leads us to consider the power consumption of the motes deployed. Sensors or
devices with a low rate of power consumption can actually be classified as devices that
perform better even when in certain performance parameters they do not yield excellent
results. There is a trade-off between performance parameters that need to be satisfied
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in order to obtain a system or systems that are as efficient in power consumption as
they are in other parameters.
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Chapter 5
Application Layer and Intrusion
Detection
5.1 Introduction
Cyber-healthcare [52, 62] is emerging as a new field of medicine that relies on the sen-
sor/actuator and wireless networking technologies to collect patients’ vital signs and
disseminate these signs to processing places where situation recognition is achieved and
decisions taken about patients’ treatment. However, owing to their communication
model, wireless networks are burdened by many vulnerabilities[41]. These include ex-
posure to security attacks, which in the case of healthcare systems, can have a more
damaging than positive impact on the health of those who should benefit from these
systems. Some of these vulnerabilities include intrusion and jamming attacks [31, 32]
leading to information leaking, unauthorized access to information and data by people
with technical means to eavesdrop in an unprotected communication. Some of these
attacks simply target the stability of the network to prevent communication between
nodes, mostly for personal mischievous reasons.
Furthermore, wireless sensor networks are more vulnerable to these security vulnera-
bilities due to their limitations in computation and storage capabilities as well as their
limited battery life when deployed unattended [35]. Securing a wireless sensor network
against intrusion and other forms of attacks is therefore a more challenging endeavour
as it requires taking into account much more parameters and devising additional se-
curity measures than when dealing with other wireless networks [37]. In this chapter,
we present one of the solutions to the problems of jamming attacks and intrusions for
a network of low-cost, and low power devices. The solutions proposed in this chapter
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is implemented and tested on a network of Waspmote devices communicating over the
IEEE802.15.4 protocol and running on limited battery power.
5.1.1 Contribution
In this chapter, we revisit the issue of network security management to assess the rel-
evance of using over-the-air intrusion detection and mitigation for securing a cyber-
healthcare network infrastructure. We consider a local intrusion detection model where
each node of a cyber-healthcare sensor network can detect intrusion by using local in-
formation collected from neighbours. We apply a probabilistic mitigation model where
upon intrusion, the nodes of a sensor network compute the next channel to hop to using
a distributed method that relies on the signal strength found in the channels.
5.2 The Channel Surfing Model
Figure 5.1: The Cyber Healthcare Model
We also consider in this chapter a “Cyber Health Care” model depicted by Figure 5.1,
where sensors are grouped into separated health kiosks which are interconnected by
a wireless sensor network using the zigbee/802.15.4 or WiFi protocol. In such a net-
work configuration, potential intrusions/attacks may arise from (i) a node reporting
application parameters such as bio-sensor values which are beyond the range known by
neighbour nodes ; (ii) a node revealing abnormal communication parameters such as the
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signal strength which has moved beyond known physical parameters and; (iii) network
parameters such as the node weight, revealing abnormal routing values under periodic
updates of the network when using collection tree protocols such as in [63, 64].
5.2.1 Model Formulation
The channel surfing problem consists of finding and energy efficient routing such that:
1. The energy in the running channel is below a given threshold
2. All nodes use the same communication channel
3. The most efficient channel used by the network before intrusion is not the same
as the channel used by the network after intrusion
4. The channel used after intrusion detection is the most energy efficient channel
selected by all nodes through voting
5.2.2 The Channel Surfing Algorithm
Research work has been conducted to address security issues related to jamming at-
tacks. Solutions were proposed using channel surfing as a way of mitigating these at-
tacks. Channel surfing consists of switching to another, not only available, but also
more efficient in case of an attack or when a nodes in the network suspects a suspicious
behaviour from its neighbours. In most cases the choice of the next channel to hop
to has been made based on simple mathematical and statistical computations, baring
in mind the limited capabilities that sensors have and their inability to perform huge
and complex computations. A high level description of the preplanned channel surfing
proposed in This chapter is as follows. The channel surfing algorithm we considered in
this thesis consists of computing the next channel to hop to on the fly when intrusion
happens, and it leads to a reactive channel surfing algorithm presented below.
Channel Surfing
Build routing tables. At each beaconing time do
• Broadcast Hello messages to discover neighbours
• receive acknowledgement from neighbours
• build routing tables
Intrusion detection. Upon anomaly detection do
http://etd.uwc.ac.za
Chapter 5. Application Layer and Intrusion Detection 61
• Detect attack from neighbor
• Selectively broadcast the anomaly to selected neighbours
Compute and hop to new channel. After intrusion detection do
• Surfe all channels to detect signal strength
• Collect signal channel quality (Q)
• Compute probabilities (scores)
• Select the next channel to hop to
• Hop to new channel
5.2.3 The Intrusion detection Algorithm
In this section, we present a basic and simple algorithm for the proposed intrusion
detection protocol. The protocol consist of two basic parts, the network initialization,
and the intrusion detection part. The initializing of the network is simply the process
of each node taking notice of its neighbours and storing their information table while
avoiding duplication of entries in the later table (see algorithm 1).
Algorithm 1: Network initialization algorithm
1 Let N be the Network of n nodes and i be the current node;
2 Let k be a node in the network N ;
3 Let assume that all nodes in N are configured to communicate in the channel ch;
4 Let also assume that MAC TABLE has n entries and specifies the node i at time t ;
5 for each node k ∈ N do
// Broadcast HELLO to all neighbors
6 for All neighbors i 6= k do
7 t+ = 1;
8 if (MAC (k) ∈ MAC TABLE(i, t)) then
9 MAC TABLE (i , t)← MAC (k) ;
10 for node k in N do
11 check if all nodes has its neighbor’s MAC stored;
As is performed in algorithm 1, each and every node(s) in the network make acquittance
with its neighbors and with all other nodes in the network. To start the initialization,
each node broadcast a HELLO message signed with its MAC address, and every other
nodes in the network, which receives the broadcast message, stores the signature MAC
address in a table that will be used as a table of reference in the intrusion detection
Algorithm. Algorithm 2 is the representation of how the main processes of our proposed
protocol implementation flows. In the presented algorithm, note that certain parts are
just represented as a one line pseudo-code, where in fact they are long and complex
mathematical or statistical computations.
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Algorithm 2: Intrusion detection algorithm
1 while All node devices are ON do
2 if Suspicious behaviour or attack is detected then
3 BroadcastAttackAlert();
4 C = computeNextChannel();
5 setChannel(C );
5.2.4 Next Channel Computation
Certain important and very useful assumptions need to be made taking into considera-
tion key communication performance parameters in order to compute the next commu-
nication channel, which must also be feasible for a better communication amongst every
nodes in the network. In most communication devices and in most communication, a
RSSI of −30dBm or higher is a very feasible communication [65], which usually deliver
in almost all cases 100% of all the send packets which as much as 0% packets loss [66].
Subsequently, any communication with RSSI of −100dBm or lower is generally not such
a good communication and in most cases, it has a higher percentage of packets lot, which
reaches in certain cases, as much as 100% of packets loss [67].
5.2.4.1 Channel Quality
The Quality of the RSSI is also very much influenced in big part by the distance be-
tween communicating device. However, there are other things such as the devices’ spec-
ifications, which include the device’s range of communication, its antenna gain and its
reaction against interference [65, 66]. Let QN ,d (ch, i) denote the quality of the network
in terms of signal strength as sensed by node i when communicating using the channel
ch. Then, building upon the previous observations, QN ,d (ch, i)can be defined by:
QN ,d (ch, i) =

100% RSSI ≥ −30dBm
0% RSSI ≤ −100dBm
1.4285× (RSSI + 100)% Otherwise.
(5.1)
where QN ,d (ch, i) denote the quality of the links as sensed by node i when commu-
nicating in channel ch, N denote the network, d denote the distance between every
communicating nodes assuming that the later is equal and RSSI is the Received Signal
Strength Indicator in channel ch. Note that, as suggested earlier, these formulas are
true and usable, only if firstly all the devices in the network can communicate, and if all
the devices in the network are similar and have similar specifications and characteristics.
Note also that since the quality of the network QN ,d (ch, i) is expressed in percentages,
http://etd.uwc.ac.za
Chapter 5. Application Layer and Intrusion Detection 63
it can easily be transformed into probabilities by multiplying QN ,d (ch, i) by
1
100 to pro-
duce a probability parameterPrb(i , d , ch) expressing the goodness of the channel ch as
detected by node i . It is expressed by
Prb(i , d , ch) =
QN ,d (ch, i)
100
(5.2)
which represents positive rational number within the interval [0, 1].
5.2.4.2 Channel Scoring
Let denote by Prb(ch, d) the probability of a channel to be selected as the next channel
in case of attack intrusion. In the network N of n nodes, the average probability of a
certain channel ch to be the next channel of communication is then given by :
Prb(ch, d) =
1
n
×
n∑
i=1
Prb(i , d , ch) (5.3)
Where Prb(ch, d) is the probability of the channel ch of a node communicating to other
nodes situated in a range of d meters will be chosen, Prb(i , d , ch) is the probability that
the signal of the channel ch as sensed by node i is good and n is the total number of
nodes in the network while d is the averaged distance distance between nodes.
5.3 Experimental results
Sets of experiments were conducted using a set of five(5) waspmote devices connected
in a network with one of them playing the role of unwanted intruder trying to jam the
other four(4) devices. The objective was to investigate the performance of the proposed
distributed algorithm with respect to the following:
1. The time taken by all nodes to adapt to the new channel.
2. The intrusion detection efficiency and,
3. The channel scoring efficiency.
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5.3.1 New Channel Joining Time
As illustrated in the section above, one of the important parameter that needed to be
investigated here is the ”New Channel Joining Time” which is the time between the
detection of an intrusion, and the time that all device join the new network channel.
Waspmotes
Nodes / Experiments Node 1 Node 2 Node 3 Node 4
Experiment 1 201 ms ∞ 302 ms 326 ms
Experiment 2 292 ms 429 ms 298 ms 269 ms
Experiment 3 331 ms 317 ms 272 ms 315 ms
Experiment 4 219 ms 197 ms 308 ms 301 ms
Experiment 5 321 ms 471 ms 331 ms 306 ms
Experiment 6 421 ms 395 ms 239 ms 296 ms
Table 5.1: Channel joining time
We conducted a number of experiments but recorded and presented only a sample of 6
experiments shown in table 5.1. The joining time of nodes is dependent of different types
of interferences that can affect communication and differs from one node to another. We
considered the case where all nodes are in a star topology and can directly talk to the
sink node and gateway.
In most cases of our experiments, the channel joining time is slightly dependent of the
position of the node compared to the node that has discovered the attack first. If a
node is directly communicating in single hop with the node that discovered the attack,
then this node will compute the next channel of communication as soon as it receives
the attack notification. On the other-hand, if there is two or more hops between the
node that detected the attack first and a certain node A, the node A will probably
receive the attack notification with a small delay which will be carried out through the
whole process and cause a probable lengthening of the channel joining time. This is in
agreement with the experiments in table 5.1, which reveals that different experiments
yield different joining times for different nodes in the network.
5.3.2 Intrusion detection efficiency
One of the main aim of this chapter was to assess whether the intrusion detection
protocol implemented provided positive results. The experiments as in the previous
section, were conducted with waspmote devices(4 devices) and one more waspmote that
we used to simulate an intrusion. The results were shown in table 5.2 were produced.
Out of 10 selected experiments we conducted in urban area with people living their
day to day life, and using wireless devices that can greatly harm our communication
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through interferences. The results reveal that up the 80% of all attacks we generated
were detected. This was a great success rate for experiments conducted in an area full
of possible interferences.
Intrusion Detection
Experiments Detected By What Node Node joined
Experiment 1 Yes Node 3 & 1 All
Experiment 2 Yes Node 2 All
Experiment 3 Yes Node 1 All
Experiment 4 No(1) Node 2 1(Node 2)
Experiment 5 Yes Node 3 & 4 All
Experiment 6 Yes Node 3 All
Experiment 7 Yes Node 4 All
Experiment 8 Yes Node 4 All
Experiment 9 No(0) None None
Experiment 10 Yes Node 3 All
Table 5.2: Intrusion detection
Referring to table 5.2, the intrusion detection efficiency computed by considering the
following:
1. The number of detected intrusion over the number of experiments and,
2. The number of nodes that joined the new channel.
5.3.3 Channel Scoring efficiency
Channel scoring refers to the process by which every node in the network accurately
scores each communicating channel according to equation 5.2, and from their scoring
the average score of each channel is then computed using equation 5.3
Figure 5.2: 802.15.4 2.4 GHz channels scoring
Similarly to previous sections, we also conducted a number of experiments to evaluate
the channel scoring efficiency and reported the results in figure 5.2 which shows that:
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• A marginal different is revealed between the scores provided by different nodes
and,
• The channel surfing process will prioritize channel 19 first (see figure 5.2), then in
case of another attack, if the scoring chart remains the same, the next channel of
communication that is very luckily to be selected is either the 16th , the 17th or the
25th , and the process continues in case of another attack.
5.4 Conclusion and future work
The protocol we proposed in this chapter, as we tested with different experiments pre-
sented in figure 5.2 and in tables 5.1 and 5.2, worked as we expected. It did not however
work to our full expectation. As table 5.2 shows, out of the 10 experiments we conducted
with simulated intrusion attacks, 80% of them were successfully detected, and only 20%
where either not detected, or detected but nodes did not join the new channel.
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System Interoperability and
Patients’ EHR Messaging
Standards
6.1 Introduction
Patient data or patient health information has been nowadays made much more available
to authorized persons as a result of the fast advancing communication technologies and
the inclusion of Internet of the Things (IoT) technologies in the healthcare industry. The
inclusion and advancement of the IoT in the healthcare domain have led to the inclusion
of cloud systems and cloud infrastructures allowing patient electronic health records
(EHR) to be accessible by authorized healthcare practitioners, patients and pharmacist
anywhere, anytime and sometimes using anything. Some of the advantages of a cloud
based healthcare include the following:
1. Better patient care through a unified patient medical record
2. Cost reduction through a collaborative economic environment with shared over-
head costs
3. Resources availability through remote medical services
4. Improved healthcare quality through aggregation of medical data and online access
5. Research support through an integrated repository of millions of patients cases
uniformly and globally accessible.
6. Strategic planning support by using the eHealth budgeting for healthcare services
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However, having patient data stored in multiple cloud infrastructures and systems ex-
changing this data requires certain rules and regulation to ensure that the exchange is
performed uniformly, consistently and in a standardized way. The health level seven
(HL7), as defined in [42, 43, 68], is a set of rules, standards, formats and definitions for
exchanging and developing electronic health records (EHRs) between different medical
applications. It defines a format for the transmission of health-related information. In
this chapter, we discuss the HL7 standards and investigate the different resources and
parameters that are affected by the HL7 formatting process with the objective of eval-
uating the routing overhead associated with the HL7 when deployed in a lightweight
setting environment.
6.2 The HL7 Standards
HL7 and its members provide a framework (and related standards) for the interchange,
integration, distribution, and recovery of electronic health information. These standards
define how information is wrapped and transferred from one party to another, setting the
language, structure and data types required for all-in-one integration between systems.
HL7 standards support clinical practice and the management, delivery, and evaluation of
health services, and are acknowledged as the most frequently used in the world [42, 43].
HL7 standards are grouped into reference categories:
• Section 1: Primary Standards - They are considered the most popular standards
category for system integrations, system compliance and system inter-operability.
The most used and highly demanded standards are in this category [43].
• Section 2: Foundational Standards - These standards define the fundamental tools
and basics building blocks used to build standards, and the important technology
infrastructure that must be used by implementers of the HL7 standards [43].
• Section 3: Clinical and Administrative Domains - Information that are related
to messaging and documents standards for clinical specialties are in this section.
They are usually implemented once the section 1 standards for the organization
are in place [43].
• Section 4: EHR Profiles - The electronic health records profile standards offers
functions models and profiles that facilitate the construction of management of
EHR [43].
• Section 5: Implementation Guides - Provides guidance for implementation and/or
support documents created to be used in conjunction with standards that already
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exist. Every documents in this section, provides extra material for a parent stan-
dards [43].
• Section 6: Rules and References - Provides programming structures, guidelines for
software and standards development, and technical specifications for implementing
the HL7 [43].
• Section 7: Education & Awareness - This section covers the HL7’s Draft standards
for Trial Used (DSTU) and current projects, as well as important resources and
tools to improve the understanding and adoption of the principals of HL7 standards
[43].
The implementation discussed in this chapter, is mainly in the primary standards and
a little bit in the EHR profiles.
6.3 HL7 Message Types and Descriptions
The HL7 standards has over 150 different messages types, for example ACK (general ac-
knowledgement), an ADT(Admission discharge transfer message), BPS (Blood product
dispense status message), BRT (Blood product transfusion/disposition acknowledge-
ment message), etc. Each message type is made of segments and each segment occupy
a line or more in typical HL7 message type. Similarly to the number of message types,
there are also over hundred different segments that can be added in a single HL7 mes-
sage type. For example, the ABS (abstract segment), the ACC (accident segment), the
MSH (message header segment) which is always and must be the first part of every HL7
message, the OBR (Observation request), the OBX (Observation results), etc [44, 45].
The ADT message,is one of the most frequently used HL7 message type. It covers a lot
of use cases such as patient admissions, cancellation of admits, patient data merging,
etc [69, 70]. This is the reason this message types has a long list of event with are
technically called segments in HL7. The full list of the HL7 v2 or higher can be accessed
in [43]. Note that, this project and mainly this chapter’s discussion focuses only on the
ADT type message which implementation can be generalized to other types of message.
However it is likely a whole system for interoperable system can be build and operate
only with the ADT types of message to exchange all the necessary patients’ data.
ADT messages are made of segments, and an ADT message has 51 different message
sub-types titled A01 to A51, which can be found in [43]. The basic ADT message type
is the A01 type, which is the patient admission and visit notification message. Each
ADT message types are formed of segments and the number of total possible segment
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is large, and some of the segments can appear twice and more in a single type ADT or
other message type.
6.3.1 Mandated Structure of the ADT Message
The HL7 set of standards recommend and mandates that messages follow a specific
structure, and this structure is designed as the ”Mandated structure” [43]. The man-
dated structure mainly focuses on which segments are needed for which type of HL7
message and HL7 sub-message, and the sequences in which these segments come.
6.3.2 HL7 segments
A segment is a collection of fields that contain various types of data. Each segment
exists individually and can be used in various messages, various sequences, throughout
the HL7 standard. Segments may be required for a particular message or they may
be optional [43, 44]. Each segment is identified by a unique three-character code called
“Segment ID”. The segment ID codes beginning with the letter Z are reserved for locally
defined Z-segments that are not part of the HL7 standards [43].
Table 6.1: List of most commonly used segments
Segment ID Meaning
DG1 Diagnosis
EVN Event types
GT1 Guarantor
IN1 Insurance
MSH Message header
NTE Notes and comments
OBR Observation request
OBX Observation results
AL Allergies
COR Common order
PID Patient identification
FT1(for DFT types) Financial transaction
One or more segments from a message can be removed if desired. However, because
HL7 rules state that unused or unexpected segment should be ignored, most system will
overlook the unused segments without causing any problem. With that being said, it
is therefore not necessary to manually remove unused segment manually [43]. However,
unused segments might be removed in cases where their presence conflicts with of the
trading partners’ system when receiving a message containing this segment(s). The
most commonly utilized segments in most healthcare systems are those in table 6.1.
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A basic sample of an HL7 example of an HL7 message can be visualized in figure 6.1
where every single HL7 message start with the message header ”MSH ” which contains
the message type which in this case is ”ADT01”, the software version, the company
name, the HL7 version in this case 2.4, and other information about the system that is
sending that specific message. After the ”MSH ”, then follows the event ”EVN ” which
contains the event date and time or the date and time the event took place. In third
comes the ”PID”, the patient identification, which contain all important information of
the patient, full-name, date of birth, address, phone contact, parent ID number.
Figure 6.1: HL7 basic message
After the ”PID”, follows the ”NK 1”, which contains the next of kin information, this
segment can be repeated because, it is possible that a patient has more than one next
of kin, then comes the ”PV 1” (patient visit information segment) which can be also
repeated. Much more segments can follow the ”Mandated structure” of the specific
message.
6.4 HL7 for Cloud Computing and Interoperability
Figure 6.2 depicts a cloud-based cyber-healthcare environment where:
1. Different digital healthcare systems are used to collect patients’ data
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2. Patient data is stored in different cloud environment endowed with storage and
processing capabilities, and
3. Different stakeholders are provided with different services through the cloud envi-
ronment over the HL7 standards.
Figure 6.2: The Test Network
HL7 formatted data are very complex and formatting complex data comes with more
issues such as packets overheads in terms of size and data transmission delays. Bar-
ing this in mind, we decided that, it would be resource wasting to implement HL7 in
the communication between sensors and gateway or to database. Therefore, HL7 was
implemented at the application layer, where data is exchanged among different cloud
infrastructure with the aim of achieving more efficient interoperability of the healthcare
information systems [44].
6.4.1 What is XML data and How is it related to HL7 ?
The Extensible Markup Language (XML) is a markup language which is a description
of a set of rules for encoding documents in a format that is both human-readable and
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machine-readable [71]. The XML is discussed in this section, because, most of the
existing open source softwares take as input data into XML format before converting
them into HL7 format. Listing 7.1, present a piece of XML code that demonstrates how
data is encoded into XML. More information about XML and friendly tutorials can be
found http://www.w3schools.com/xml/
.
1 <?xml ve r s i on=” 1 .0 ” encoding=”utf−8”?>
2 <root>
3 <row>
4 <Msg header>Pat ient admin , so f tware ve r s i on xxx </Msg header>
5 <Event date> date and time </Event date>
6 <Pat ient ID> f u l l −name , DOB, sex , age , e thn i c i t y , address , t e l </
Pat ient ID>
7 <Observat ion 1>Height 184 cm</Observat ion 1>
8 <Observat ion 2>Weight 70kg</Observat ion 2>
9 <v i s i t in fo rmat ion>Name o f v i s i t o r and r e l a t i o n to pa t i en t</ v i s i t
in fo rmat ion>
10 <A l l e r g i e s>Aspi r in</ A l l e r g i e s>
11 <Diagnos i s>Chest pain f o r examples<Diagnos i s>
12 </row>
13 <row>
14 <Msg header>Pat ient admin , so f tware ve r s i on xxx </Msg header>
15 <Event date> date and time </Event date>
16 <Pat ient ID> f u l l −name , DOB, sex , age , e thn i c i t y , address , t e l </
Pat ient ID>
17 <Observat ion 1>Yellow eyes</Observat ion 1>
18 <Observat ion 2>Weight l o s s</Observat ion 2>
19 <v i s i t in fo rmat ion>Name o f v i s i t o r and r e l a t i o n to pa t i en t</ v i s i t
in fo rmat ion>
20 <A l l e r g i e s>Panado</ A l l e r g i e s>
21 <Diagnos i s>Chest pain f o r examples<Diagnos i s>
22 </row>
23
24 </ root>
Listing 6.1: Example of a XML Data format
6.4.2 XML relevance in Systems Interoperability
The XML is relevant mainly because of it relationship with most of HL7 converter
softwares. In order to transform data into HL7 format, the data needs to be in XML
form, which is a machine-readable language. For the purpose of the study, we looked at
the ”Altova MapForce” [72] because of it free trial. The altova MapForce is a any-to-any
data mapping, conversion and integration tool that maps data between any combination
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of XML, database, etc ..., then converts it into the desired format [72]. Chameleon and
Iguana interface engine [73] is also one of those applications that has been implemented
years ago for similar purposes and has been used widely world wide in most of the
healthcare applications [73]. The Iguana is also able to support several data formats to
allow you to receive, transform and route any data he/she wants [73].
The above two mentioned interfaces are special cases that show the importance and
relevant to the XML in the implementation of any HL7 friendly systems. Whether the
data is collected directly by sensors using the eHealth kit, or whether it is manually
collected by a nurse, these data, needs to be transformed into XML, to enable the two
interfaces stated above and many more to easily understand the data and convert it into
HL7. Alternatively to the conversion issue, solution could be implementing our own
application that directly convert from normal files or even from EHR files to HL7, but
this would be not only time and resources wasting but also would result in trying to
reinvent the wheel.
6.5 Performance Evaluation
As previously stated, integrating the HL7 standards into a eHealth systems comes with
high prices specially when lightweight devices and communication are at stake. We
considered two main performance parameters resulting from the increment in data size
and processing associated with the HL7 protocol:
• Data overheads and,
• Delay overheads
To evaluate the performance of the proposed system, we considered a downscaled version
of the system proposed in figure 6.2 where:
1. Patient’s data is generated by eHealth and mobiles devices and,
2. Communication between the involved entities is performed through lightweight
communication protocols such as the 802.15.4/ZigBee and the lightweight version
of the WiFi protocol.
Such a system is typical for deployments in rural areas of the developing regions where
power supply is either into meltdown or unavailable.
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6.5.1 Overhead in Terms of Data Size
The first parameter that is investigated in this chapter is the file size or data size. We
conducted an experiment to investigate how much the data is altered firstly from plain
text data to XML and then from XML to HL7. The experiment consisted of recording
sample patient information collected respectively in the plain text form, XML form and
in HL7 format. Starting with one patient’s record, then two, until we get to hundreds
patients basics EHR. The data in the later three different format were analysed to found
out the difference in packets size and how it scales.
Figure 6.3: Data size Overhead
Figure 6.3 shows the results of the experiment we conducted. As revealed by the figure,
converting the plain text data into XML format data increases the size of the data, and
the impact is the same with converting data from XML to HL7, but in the later case
the increment in data size is close to the double of the original size of the XML. This
means that, it is more than twice the original data size(in Bytes) in plain text format.
Large data do not only require large storage capacities, but also advanced and improved
data management systems as well as data handling mechanism which can easily handle
large data. Sensors are lightweight devices that do not have these these two capabilities,
enough storage capacity and the processing capability. It is therefore encouraged to
implement the HL7 standardization at the cloud layer rather that the sensing layer.
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6.5.2 Packets Delivery Delay or HL7 Over-head’s Delay
Another parameter that is investigated because of it crucial importance, is the data delay
or packets delay. We considered in this chapter investigating the data delivery delay in
both single and multiple hops communication. The experiment where conducted over
the 802.15.5/ZigBee and also over the lightweight version of WiFi protocol. All the
experiments were conducted using waspmote devices. The next subsections discuss the
packet delivery delay respectively for the single hop and multiple hops for the main two
communication protocols discussed in this thesis.
6.5.2.1 Single hop IEEE802.15.4/ZigBee vs IEEE802.11/WiFi
Figure 6.4: 802.11/WiFi Single hop Data delay Overhead
This section reports on an experiment which we conducted with all communicating nodes
or devices situated one hop away from each other. A number of devices was configured
as senders, while others were setup as receiving devices communicating with the sensors
firstly in uni-cast mode, thereafter in broadcast mode. The results were fairly similar
and the slight difference was due to the fact the experiment was undertaken in a crowded
urban environment and not in a controlled environment which would have provided us
with identical conditions every time an experiment was conducted.All the results where
closely similar and we averaged them to give an idea of how the performance pattern
looks like in terms of impact of difference.
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Figure 6.5: 802.15.4/ZigBee Single hop Data delay Overhead
The figures 6.4 and 6.5 represent the results of the experiment conducted. As it is
revealed in the two figures, exchanging data in a plain text form takes less time than
communicating data in XML format. The same applies to communicating data in XML
form which also takes less time than communicating data in HL7 form. This indeed
confirms how much overhead does mapping data from XML to HL7 brings. These re-
sults give important information that need to be taken in consideration when trying to
implement HL7 friendly systems. These results also reveal the difference between out-
bound standardization where patients’ data is transformed into plain text before being
transported to the cloud layer and inbound standardization where EHRs are transformed
into HL7 format before being transported to the cloud infrastructure where standard-
ized services are provided. Both figures reveal similar performance patterns where the
transformation process from text to XML and/or HL7 induces communication delay.
6.5.2.2 Multiple hops IEEE802.15.4/ZigBee vs IEEE802.11/WiFi
The experiments conducted with network of nodes located one hop away from each other
(figure 6.4 and 6.5) were complemented by another set of experiments of the same type,
but this time with sender and receiver node devices located more than one hop away,
communication in a crowded urban area highly exposed to interference.
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Figure 6.6: 802.15.4/ZigBee Multiple hops Data delay Overhead
Figure 6.7: 802.11/WiFi Multiple hops Data delay Overhead
The result of the experiments presented in figure 6.6 and figure 6.7 were all averaged
from a set of a sample of 5 experiments. The results reveal that multiple hops commu-
nication takes slightly more time than single hop communication. However looking at
the performance pattern, they are very similar to those of the single hop communication
respectively presented in figure 6.4 and figure 6.5.
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6.6 Conclusion
The aim of this chapter was to investigate how much overhead does the HL7 implemen-
tation brings to a cloud-based healthcare system. It was only logically obvious to assume
that as more fields and information are added to the original data, more overhead will
be observed in size, and more time it will probably take for packets to be delivered. All
the experiments that we conducted in this chapter support this hypothesis and indeed
confirms that mapping data from plain normal text to XML form, and from XML to
HL7 comes with a cost of increment in both storage size and data delivery time. The
results presented in this chapter also raise the issue of the trade-off between in-bound
and out-bound standardization which is still an open issue when dealing with lightweight
communication.
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Conclusion and Future Works
7.1 Conclusion
This thesis has revisited the issue of cyber-healthcare by raising and providing answers to
four(4) main points of this thesis’s research question which, to the best of out knowledge,
are the pillars of current research conducted in the field of cyber-healthcare. This chapter
presents the conclusions drawn from different experiments which were conducted in order
to provide answers to the research question.
Field readiness of eHealth sensor kit- On the question of automatic physiological
parameters capturing and sensors, we investigated the eHealth sensor kit to evaluate
whether the kit and all it sensors are field ready. Reading from most of the sensors
indicated that the sensors can be trusted and information obtained from these sensors
could be used to make crucial medical decision. Note however that, the physical aspect
of the kit does not tell the same story. The way these sensors are wrapped and presented
tells that the kit was designed mainly to be used in prototyping and system testing, and
not as end-products. The eHealth kit that we investigated in chapter 3, as depicted
in figure 3.1 and 3.2, does not provide proper connections and 3 out of 5 time the
connection of one or more sensors disconnected while we conducted experiments due to
test subject’s movements. With that in mind, we concluded that this kit is designed
for prototyping. However, if the sensors cabling and connections are catered for and
the eHealth shield is well packaged, the whole set could be used in public healthcare
facilities and provide reliable and accurate readings, which can be used in important
decision making to provide better healthcare services.
Data dissemination-We conducted numerous experiments in chapter 4 on the 802.15.4
and ZigBee and the IEEE802.11/WiFi communication protocols and compared their per-
formance. All the experiment in chapter 4, the RSSI, throughput, and packets delivery
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delay time as performances parameters. We compared these performance parameters in
different scenarios, both indoor and outdoor communication and using unmanned aerial
vehicles (UAV) communicating with sensors. Different types of motions were also con-
sidered like: walking and running. The results obtained in the experiments conducted
revealed that, the 802.11/WiFi outperformed the 802.15.4/ZigBee in most of the per-
formance parameters. However, the 802.15.4/ZigBee could be preferred because of its
cost efficiency, lightweight battery power usage and especially its design which is IoT
and WSNs friendly.
Cyber-healthcare security- We implemented an intrusion detection protocol for se-
curing the transmission of the physiological data from different entities such as sensors,
gateways, central databases, and other processing places. These security measures were
implemented to complement the already existing security measures available on the
IEEE802.15.4/ZigBee and the lightweight version of WiFi as they were protocol of in-
terest. To the best of our knowledge, the existing security measures do not cater for
attacks such as over-the-air attacks that we focused on in our implemented protocol in
chapter 5. The results of our experiment in table 5.1 and 5.2 shows that our protocol
performed well, although it was not 100% accurate. The algorithm behind our proposed
protocol is open to improvements, since with more resources, would have had a larger
testbed with a lot more devices to work with. This would have offered more data and
increase the protocol’s accuracy.
Cyber-healthcare interoperability- The last pillar of the research we conducted in
this thesis, which is also the last or fourth research question discussed in depth in
chapter 6. It concerns the integration of our design into public healthcare systems.
Amongst a multitude of healthcare standards that have been proposed in different pre-
vious researches for system interoperability of healthcare systems, chapter 6 of our thesis
presented a study of the impacts of HL7 in system interoperability. In chapter 6, we
also investigated performance parameters related to the overhead that formatted HL7
messages bring and how they affect the data communication process. We conducted
experiments for both single and multiple hops communication, and the results revealed
that implementing HL7 comes with a cost.
7.2 Future Work
The work presented in this thesis could be extended in the following area:
1. Cyber-healthcare security- The results presented in this chapter could be im-
proved to increase the intrusion detection accuracy because the target is to achieve
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between 98% and 100% of intrusion detection accuracy, specially because this
project’s implementation targets healthcare systems.
2. Cyber-healthcare interoperability- The research conducted in chapter 6 could
be complemented by further investigating the implementation of the interoperabil-
ity at different layer and cloud infrastructures could also be added.
3. Cyber-healthcare privacy- Beside security requirements, cyber-healthcare sys-
tems require privacy which can be achieved through anonymization, thus inte-
gration of efficient anonymization algorithms in the proposed cyber-healthcare
framework has been planned for future work.
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