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Abstract 
Washington State University, Pullman, WA 99164-2930, USA 
?.lcAvaney, K., J. Robertson and D. DeTemple, A characterization and hereditary properties 
for partition graphs, Discrete Mathematics 113 (1993) 131-142. 
A general partition graph is an intersection graph G on a set S so that for every maximal 
independent set M of vertices in G, the subsets assigned to the vertices in M partition S. It is 
shown that such graphs are characterized by there existing a clique cover of G so that every 
maximal independent set has a vertex from each clique in the cover. A process is described 
showing how to construct a partition graph with certain prescribed graph theoretic invariants 
starting with an arbitrary graph with similar invariants. Hereditary properties for various graph 
Troducts are examined. It is also shown that partition graphs are preserved by removal of any 
vertex whose closed neighborhood properly contains the closed neighborhood of some other 
vertex. 
1. Introduction 
We follow notation and terminology given in [S] and will not repeat standard 
definitions found there. A graph G is a general partition graph on a set S if we can 
assign to each of its vertices v a subset S,, of S such that: 
(1) vertices u and IJ are adjacent if and only if S,, n S,, # $4, 
(2) s - Urre”(G) St 9 
(3) for every maximal independent set M of vertices in G, the collection 
(S,: x E M} partitions S. 
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For brevity we call S the universe of graph G and say M partitions S and covers 
the elements of S. The family Z = {SK: x E V(G)} of (not necessarily distinct) 
sets is called a partitioning fcmily for G. G is the intersection graph of C. If the 
sets in Z are distinct we simply call G a partition graph. See Fig. 1 for example. 
(These graphs should not be confused with partition intersection graphs intro- 
duced in [6].) 
ParAtion graphs arise in the geometric setting of lattice polygon triangulation 
[4] and have been studied in more general settings ([2] and [3]). In particular, any 
connected triangle-free partition graph with at least three vertices is a complete 
bipartite graph. Thus the only trees which are partition graphs are the stars 
K,.,, n > 2. If the partition graph G is unicyclic then either G = C4 or the cycle 
C is a triangle and G - E(C) = K, U K,., U K,.,,,. Further, the only wheel which 
is a partition graph is W. = K, + Cd. 
There is a simple relationship between general partition graphs and partition 
graphs in terms of closed neighborhoods. The closed neighborhood N[u] of 
vertex u is the set containing u and all its neighbors, N(u), the open 
neighborhood of u. 
Theorem 1.1. For a general partition graph, S, = S,, if and only if N[u] = N[v]. 
Proof. If St, = St,, then it follows immediately from the definition that N[u] = 
w4 . 
If S,, f S,. let a s SN - S,, . Extend {v} to a maximal independent set M. Since M 
i--T<-‘2 fZ_ ” a? &;--re is a vertex w in M for which of E S,,,. Hence w E N[u] - N[v] and 
N[u] # N[v]. I-i 
Thus the following condition is necessary and suficient for a general partition 
graph to be a partition graph. 
Neighborhood Condition (N). N[u] f N[ ] f v or all distinct vertices u and v. 
The following condition is necessary for a general partition graph. 
Triangle Condition (T), If M is any maximal independent set in G and uv is an 
edge in G - M then for some m E M, uvm is a triangle in S. 
This is immediate: edge uv corresponds ;G Tome a in S which belongs to both S(, 
and S,,, so a E Sm for some m in M (since M covers S) and the triangle results. 
Condition T is implied by the stronger condition on cliques (maximal complete 
subgraphs). 
Clique Condition (C). If M is a maximal independent set in G and H is a 
complete subgrzph of G - M, then H is not a clique in G. 
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In [2] it is shown that condition C is sufficient for G to be a general partition 
graph, but not necessary (see Fig. 2 for example). Condition C is called the 
clique-kernel intersection property in [l] where it is used to characterise 
cographs. In particular, cographs arc the graphs ;n which every induced subgraph 
satisfies Condition C or, equivalently, graphs that do not contain P4 as an 
induced subgraph. Thus all cographs are general partition graphs, but the 
converse is false: for example, the triangle K3 with end vertices attached to just 
two of its vertices is a partition graph but contains P4 as an induced subgraph so is 
not a cograph. 
On the existence of partition graphs, we have the following theorem from [3]. 
Theorem 1.2. There is a connected partition graph for p 3 3 vertices and q edges if 
and only if p - 1 c q G (5) - [p/2] with the exception that for p a 5 and p odd 
there is no partition graph with ($) - [p/2] -- 1 edges. 
In this paper we establish a necessary and sufficient condition for general 
partition graphs and use the characterization to examine various products of 
general partition graphs. Further application of the characterization allows us to 
construct a partition graph with certain prescribed graph theoretic invariants 
starting with any graph with similar invariants. Finally we show that partition 
graphs are preserved by removing certain vertices. 
2. A characterization for partition graphs 
A clique cover of G is a collection of cliques such that every vertex and edge in 
G is a member of some clique in the cover. If no subset of cliques from the clique 
cover have this property the cover is minimal. We first observe the way members 
of the universe of a partition graph must be assigned to members of the 
partitioning family. 
Proposition 2.1. if C is a partitioning family for G with universe S, then for each 
element b E S there is a unique clique Ch of G such that b E Sx for all vertices x in 
Ch. Moreover, the collection (Ch: b E S> is a (not necessarily minimal) clique 
cover of G. 
Proof. Let Ch denote the complete subgraph induced by the vertices x for which 
b E SX. Suppose 6 $ S, for some vertex y in a clique C containing Ch. If M is a 
maximal independent set of G containing y, then M does not contain any vertex 
of C,, and hence does not cover 6. Thus Z would not be a partitioning family. So 
C,, is a clique. X’he collection { Ch: 6 E S} covers ail edges in G since for each edge 
uv there is an element b E S,, f~ S,. 0 
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Fig. 1 shows two different partitioning fami!ies for the same graph, in one the 
clique cover { CU: (1 E S} is minimal, in the other it is not minimal. The following 
shows that redundant elements from a partitioning may be dropped. 
Proposition 2.2. Let L;: be a partitioning family for G and suppose the family of 
cliques (C(,: a E S) is nor a minimal clique cover of edges of G. If the subfamily 
{CU,, - - * 9 Cum) is a mini.wal clique cover then the family 2.’ (S: = S.y n 
(a,, . . . , a,}: x E V(G)} is also a partitioning family for G. 
of. Since the subfamily covers all edges in G the sets still generate all edges in 
G. Let {x,,..., x,) be maximal independent in G. Then S = S,, U - - - U &, so 
S’=Sn{a, ,..., a,,}=S.i,W---US:<, 
as required. 0 
We now introduce our characterization condition. 
cidence Condition for a Clique Cover (I). There is a clique cover r of G with 
the property that every maximal independent set has a vertex from each clique in 
r. 
Note that if such a clique cover exists it can be taken to be minimal. 
earem 2.3. G is a general partition graph if and only if it satisfies Condition I. 
roof. Let Z = {S,: x E V(G); be a partitioning family for G. From Proposition 
2.1 the family {C,,: a E S} is a clique cover of G. Let M be any maxima! 
independent set in G. If C, lies in G - Ikl for some b. then M does not cover h 
contradicting Z being a partitioning family. Thus G satisfies condition I. 
Conversely, let G satisfy Condition I with r = {C,, . . . , C,,} being the clique 
cover required by Condition 1. Lt-t S = ((I,. . . . , a,,} be a set of H distinct 
elements and for each vertex x of c‘, define S, = {a,: x E V(C,)}. We complete the 
proof by verifying that C = {S,: x E V(G)} is a partitioning family for G. Now the 
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Fig. 2. 
edges of G are precisely those induced by the family C since uv is an edge in G if 
and only if uv is an edge in Cj for some i and this is the case if and only if SU n St, 
is not empty. If A4 is a maximal independent set that does not cover some ai then 
Ci lies in G - M violating I. Thus C is a partitioning family. 0 
For the graph G in Fig. 2, set Cr = (x,, x2, x6), C2 = (x2, x3, x4) and 
C3 = (x4, x5, x6)- Then (Ci, C2, C3> is a (minimal) clique cover as required by 
Condition I so G is a partition graph. Also G fails to satisfy Condition C since the 
clique (x2, x4, x,) lies in G - M where M = {x, x3, x5}. We are thus left with the 
implication diagram in Fig. 3 for general partition graphs. The status of the 
missing implication is unresolved. 
It IS clear that if S is any non-empty set then the collection .E’ of all non-empty 
subsets of S forms a partitioning family for the resulting connected intersection 
graph. Thus, if G is any partition graph defined on a set of at most n elements 
then G is a subgraph of the partition graph with partitioning family C’ where 
ISI = n. This gives an upper bound for the number of edges in G. 
Theorem 2.4. The number of edges in the intersection graph generated by all 
subsets of a set with n elements is $(4” - 3” - 2” i- 1). 
Proof. Let G be the intersection graph for all the subsets of the n element set S. 
Let qn and 4,* denote the number of edges in 5 and its complement G 
respectively. Note that G has 2” - 1 non-isolated vertices. Let vertex v 
correspond to subset A, where A has j elements. En G there is an edge from v for 
* 
C 
GENERAL 
PARTITIONGRAPH <- I 
T 
Fig. 3. 
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each of the 2”-’ subsets of S - A, unless i = 0 in which case there are 2” - 1 edges 
corresponding to the nonempty subsets of S. Since there are (;1> subsets with j 
elements, the total degree of G is 
q,, = 2 y-j(y) - 1 = y - 1. 
j=O 
Since 
qn + & = ($j = $(2”)(2’ - 1). 
we conclude that qn = $(4’* - 3” - 2” + 1). 0 
Corollary 2.5. A partition graph on a set with n elements has at most i(4” - 3” - 
2” + 1) edges. 
3. Applications of the characterization theorem 
Any connected graph G on more than two vertices can be converted into a 
partition graph by the following simple construction. For each nonpendant edge 
uu (neither u nor u has degree one), join a new vertex w to both u and V. The 
resulting graph G’ is a partition graph: Condition N is immediate and the clique 
cover consisting of all triangles uvw and all pendant edges have the property in 
Condition I. Noting that e1 is a suitable extension of Kz we have the following. 
Proposition 3.1. Any connected graph with p 2 2 vertices and q edges is a 
subgraph of a partition graph with at most p + q vertices and 3q edges. 
By a suitable 
invariants. 
choice of G we can now give a partition graph with specified 
Theorem 3.2. There is a partition graph with any one of the following properties: 
(1) Chromatic number n. 
(2) Automorphism group isomorphic to any given group. 
(3) Given planarity measure (genus, thickness, etc.). 
(4) Any given induced subgraph. 
(5) Connectivity c. 
(6) Regular of degree r # 1. 
Proof. For (1) K,, K, a? or G’ (as in the construction above) where G = K,, 
suffices. For (2), G’ where G is the required Frucht graph [S, p. 1681 suffices. For 
(3) and (4), G’ where G has the specified property suffices. For (5) choose K,..,. 
and for (6) K,.,. Cl 
We now use Theorem 2.3. to examine hereditary properties of partition graphs 
under various operations on graphs. We first look at the join. 
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Theorem 3.3. The join G, + G2 of graphs G, and Gz is a general partition graph if 
and only if G, and G2 are general partition graphs. 
Proof. Note that each clique in G, + G2 is of the form C, + C2 where C, and C2 
are cliques in G, and G2 respectively, and each maximal independent set of 
G, + G2 is a maximal independent set of G, or G2. The result readily follows by 
applying Theorem 2.3. Cl 
Corollary 3.4. G, + G2 is a partition graph if and only if G1 and Gz are partition 
graphs and not both have a vertex adjacent to all others. 0 
Recall that the Cartesian product G, x G2 has vertex set V(G,) x V(G,) and 
(u,, v,) is joined to (u2, v,) whenever u, = u2 and v, v2 is an edge in G2 or u, u2 is 
an edge in Cl and vl = v2. 
Theorem 3.5. Let G1 and G2 be connected graphs. Then G, x G2 is a general 
partition graph if and only if Cl = G2 = K,, for some n 2 1. 
Proof. Assume that there are vertices u, in G, and v, in G2 with N[u,] = 
{ u,, u2, * - * 9 u,,} in G, while N[v,] = {v,, v2, . . . , v,} in G2 with 2 d m <n. The 
set Ml = {(u,, v2)(u2, ~9, . . . , (u,,, v,,,,)} is independent in G, x G2. Extend Ml 
to a maximal independent set M, then (u, , v1)(u2, v,) is an edge in (G, x G2) - 
M and no point of M forms a triangle with this edge. Only vertices of the form 
(uj, v,), 3Sj<m, could form such a triangle and they are all adjacent to 
members of Ml, hence not in M. Since condition T fails in this case, for G, x G2 
to be a partition graph both G, and G2 must be regular of the same degree 
(n - 1). 
Thus assume N[u ,] = (u, , u2, . . . , u,,; and N[v,] = {v, , v2, . . . , v,,}. If u2u3 is 
not an edge in G, we can set 
M = ((~1, ~21, (~2, ~9, (~3, 4, hc vd - - - bm v,,)) 
and proceed exactly as in the previous paragraph to get a contradiction. It follows 
that {u,, u2, . . . , u,,} must be vertices of an n-clique in G, and by symmetry 
{ VI, v2, * - - , v,} must be vertices of an n-clique in G2. Since G, and G2 are 
regular of degree n - 1 and connected it follows that G, = G2 = K,,. 
Conversely, if G, = G2 = K,, then the only clique cover of G, X Gz are all 
cliques whose vertex set has the form {u} x V(G,) or V(G,) x {v}. Furthermore 
M is a maximal independent in the product if and only if it has one element in 
every row and column of Cl x G2. So Condition I is met for the clique cover. 0 
Corollary 3.6. G, x G2 is a partition graph if and only if G, = G2 = K,. 
The situation is more favorable for partition graphs in other products. The 
composition G,[G,] (also called the lexicographic product) has vertex set 
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cc;, c;, - - - , C,‘,} and P = {C;l, C;‘, . . . , C;:) are clique covers for >I 2nd G2 
respectively. Suppose M1 is a maximal independent set in G, which does not 
contain a vertex from clique C;. Then if M? 5s any maximal independent set in 
G2, the set M1 x M2 is maximal independent in the product but contains no vertex 
from clique C,. Thus r’ (and I”‘) satisfy the requirements of I. 
CorolPary 3.10. If the strong product of G, and G2 is a partition 
and G2. 
cl 
4. Vertex removal in partition graphs 
Call a vertex x neighborhood minimal in the graph G provided 
graph so are G, 
all y #x. The proof of Theorem 1.1 shows for partition graphs this is equivalent 
to S’ # SX for all y # x, in which case we call the set SX minimal in C. Let C,,, 
denote the collection of all minimal sets in C. 
Theorem 4.1. Let G be the intersection graph for a family 2 of distinct sets. Then 
C is a partitioning family for G if and only if 2, is a partitioning family for the 
corresponding subgraph G,, and each set in C is the disjoint union of members of 
Z,, - 
Proof. Suppose C is a partitioning family for G. Let M be a maximal 
independent set in G,,,. If M does not cover the universe for C,, then it does not 
cover the universe for C. Since G is a partition graph there will be a vertex r~ in 
G - G,,* independent of M. Since S,, is not minimal there is a vertex u in G,,, such 
that S,, c St,. This requires u to be independent of A4 in G,,,; thus M is not 
maximal, a contradiction. Hence Cm is a partitioning family for Gnl. 
Consider any vertex x in G - G,,. Let M be a maximal independent set in G 
containing x. There is a vertex y in G,,, such that S, c SX. The set M’ = 
V+-+#J{Y) is independent in G but not maximal since it does not cover 
Sx - S,. So there is a vertex z in G,,, independent of M’. Thus Sz c Sx and 
Sz n S, = 8. If SX - S,, - Sz # 0 the argument can be repeated to eventually give Sx 
as the disjoint union of minimal sets. 
The converse is immediate. Cl 
Corollary 4.2. If vertex x is not neighbwhood minimal in a partition graph G, 
then G -x is a partition graph. 
We note that the converse of Corollary 4.2 is not true, that is, if x’ is 
neighbourhood minimal or G is not a partition graph, then G -x may be a 
partition graph, For example, take G - x to be the unicyclic partition graph 
containing a triangle and just two end vertices (the graph of letter A). If x is 
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joined only to one vertex of degree three in G -x then x is neighbourhood 
minimal (but G is a partition graph). if x is joined to an end vertex, its neighbour, 
and the vertex of degree 2 in G -x, then G fails condition T hence is net a 
pa&ion graph (but x is not neighbourhood minimal). If x is joined only to the 
vertex of degree two in G - x, then x is neighbourhood minimal and G is not a 
partition graph (it fails Condition T). 
The following example shows that, in general, a neighborhood minimal vertex 
cannot be removed from a partition graph and a partition graph result. If 2 is the 
family of all subsets with k elements taken from S = { 1,2, . . . , n } it is immediate 
that the resulting intersection graph is a partition graph if ar,d only if k divides n. 
Assumen=mkwherek~2andm>3. If&=(l,2,...,k} them-Ivertices 
corresponding to sets 
(k+1,k+2,..., 2k), (2k + 1.2k +2,. . .3k), . . . , 
((m - l)k + 1, (m - l)k + 2, . . . , mk) 
are a maximal independent set M in G -xx. Also the edge between vertices with 
sets {1,2,. . . ,k-l,k+l} and {1,2 ,..., k-1,2k+l} lies in G-x but is 
part of no triangle whose third vertex is in M. Thus G -x fails to satisfy 
Condition T, hence is not a partition graph. 
Thus if G is a partition graph, any number of non-neighborhood minimal 
vertices can be removed and a partition graph results. When only neighborhood 
minimal vertices remain removal of a single vertex in general will not result in a 
partition graph. However, there are times when such further reduction is possible 
and, in contrast to Corollary 4.2, the process is reversible. 
Theorem 4.3. Let G be a graph that contains two vertices u and v with the same 
(a) closed or (b) open neighborhood. G is a general partition graph if and only if 
G - v is a general partition graph. Moreover, in case (a), if C is a partitioning 
family for G, then C\ (S, ) is a partitioning family for G - v, and if C is a 
partitioning family for G - v, then C U (S,, = St,) is a partitioning family for G. In 
case (b), if C is a partitioning family for G, then C U (Sl, = S,, U S,, ) \ (S,, , S,, > is a 
partitioning family for G - v, and if C = (S, 1 x E V(G), x f v) is a partitioning 
family for G - v, then C’ = (S: 1 x E V(G)} is a partitioning family for G where 
S:=(a;laES,),S:= S” U (a’] a c S,) forx E N(u), and S: = Sx otherwise. 
Proof. Immediate from the definitions and Theorem 1.1. Cl 
In case (b) we note further that tb all vertices in G are neighborhood minimal 
and G is a partition graph, then G - v will be a partition graph. The next 
theorem is a generalisation of this. 
eorem 
minimal. 
4.4. Let G be a partition graph in which every vertex is neighborhood 
Suppose a vertex x belongs to cliques X1, Xz, - * - , X, and for each Xi 
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with vertices {x, x;, -u;, - * - . x:,,> there is a vertex y, f x so that 
{ y;, x;, x;, . . . , xf,,) is also the vertex set of a clique yi in G and every maximal 
independent set containing x contains all (not necessarily distinct) vertices 
y,,y2* * * * 9 y,,. Then G ’ = G - x is a partition graph. 
Proof. G’ wili satisfy condition N regardless which vertex x is removed. Let N[y] 
and N’[y] denote the closed neighborhoods of y in G and G’ respectively, then 
N’[y] = N’[z] would require, without loss of generality, N[y] = N’(z] U {x} while 
N’[z] = N[z]. But then N(y] 1 N[z] contrary to assumption on G. 
To check that Condition I is satisfied by G’ suppose r = {C,, C-,, . . . , C,) is a 
clique cover of G satisfying the requirements of 1 and Ci = X, , C2 = 
X2,..., Ck = Xk while x is not a vertex of any Cj for j > k. We verify th t clique 
cover 
r’ = { Yi, Yz, . . . ) Yk, CA+,, . . . , C,} 
of G’ satisfies the requirements of I in G’. We must verify for any maximal 
independent set M’ in G’, no member of r’ lies in G’ - M’. If M’ is maxima1 
independent in G’ and contains no member of N[x] in G then M = M’ U {x} is 
maxima1 independent in G so no member of rlies in G - M. Since each y’ E M’ it 
follows that no member of r’ lies in G’ - M’. On the &her hand, if 
M’ n N[x] # 0, then M’ is also maxima1 independent in G and no member of r 
lies in G - M’. It follows again that no member of r’ lies in G’ - M’. Cl 
Fig. 4 shows a sequence of reductions of partition graphs using the above 
results starting with the graph for the octahedron which has as a partitioning 
family all 2 element subsets taken from a universe of 4 elements. 
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5. Conclusion 
This work leaves the following open questions: 
(a) Is Condition T sufficient for general partition graphs? 
(b) Is there a graph G with two minimal clique covers, one having the 
property of Condition I the other not ? The graph of Fig. 2 has a nonminimal 
clique cover failing to have the property of Condition I even though it is a 
partition graph. 
(c) If both G1 and G2 are general partition graphs, is their strong product a 
general partition graph? As noted before, the difficulty here seems to be in 
describing maximal independen: sets in the product. 
(d) Is the condition in Theorem 4.4 necessary for G -x to be a partition 
graph? 
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