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Abstract--Normal shpck.proflles~in a d~ hard sphere gas are obtained by solving numerically 
the Enslcog kinetic equation. The res'ults 6~the Enskog theory are compared with "exact" shock 
profiles obtained from molecular dynamics ymulations. It is shown that, at least in the range of the 
flow pexameters examined, the Enskog equation provides a remarkably good description of the shock 
propagation. 
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1. INTRODUCTION 
In 1921 Enskog [1] proposed the following kinetic equation for a dense gas of hard spheres: 
OF + ~o VF  = JE(F, F), (1) 
& 
/ l  ° 
× 
In equation (2), a is the molecular diameter, (r is the relative speed of the the colliding molecule 
and k is the unit vector of the line joining the centers of the molecules at the time of impact, H is 
the Heaviside step function, whereas the Y factor is a given function which depends on time and 
position through the local density n(~, t). When equation (1) is compared with the Boltzmann 
equation [2], it is clearly seen that the Enskog equation attempts a description of the behavior of 
dense gases by retaining the binary structure of the Boltzmann collision integral. However, there 
are important differences because the molecules are no longer considered imensionless points 
and the collision partners occupy different positions. Furthermore, the collision rate is modified 
by the factor Y which brings into the equation the effects of the molecular mutual shielding and of 
the reduction of volume available for molecular motion. In the original deriwtion of equation (1) 
the factor Y was obtained from simple and intuitive arguments and it had the form 
1 - (1118)b'n, (3) 
Y(n)  = 1 - 2bn 
Typ~t by .4~,~S-TsX 
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being b = (2~ra3)/3. The meaning of the factor Y is more readily understood starting from the 
pseudo-Liouville equation for a system of hard spheres [3] and the associated exact hierarchy 
of equations for the reduced distribution functions. The first equation of the hierarchy and 
the Enskog equation both describe the evolution of the one-particle distribution function. A 
comparison of the two equations hows that the factor Y plays the role of an approximated 
two-particles correlation function. Different ways of approximation led to different forms of the 
Enskog equation. In the framework of the so-called Standard Enskog Theory (SET), Y is simply 
set equal to the value of the equilibrium pair correlation function at contact. The Revised Enskog 
Theory (RET) originated from the work of Ernst and Van Beijren [4] who proposed to use the local 
equilibrium pair correlation function. This modified Enskog equation was found to possess better 
theoretical properties, but it is mathematically more complicated and its numerical solution, 
although feasible by the method described in the next section, is more involved. Hence, only the 
Enskog equation in the form given by equations (1) and (2) will be considered in this paper. 
Although not as popular as the Boltzmann equation, the Enskog equation has received con- 
siderable attention in the last few years and important results are available for the problems 
of existence, uniqueness, and asymptotic behavior of the solutions [5,6]. However, the ques- 
tion whether the Enskog equation is an adequate tool for the mathematical description of dense 
fluids has not yet received a clear answer, although the transport coefficients obtained from the 
Chapman-Enskog expansion associated with equation (1) proved to be in reasonable agreement 
with experimental data [7] and the results of linearized RET were in good agreement with more 
general theories even at high densities [8]. In order to investigate the validity of Enskog theory 
beyond the Navier-Stokes level, the propagation of shock waves in a dense gas was studied numer- 
ically in [9]. This work had mainly a numerical character and the original form of the factor Y 
was adopted. 
The aim of the present work is to take one step further and compare the shock profiles ob- 
tained from the Enskog equation with the results of molecular dynamics imulations [10]. Some 
preliminary comparisons were already presented in [11], but the number of cases studied was 
rather small and limited to a slightly dense gas. 
2. OUTLINE OF THE NUMERICAL METHOD FOR 
THE SOLUTION OF THE ENSKOG EQUATION 
A planar shock wave propagating in dense gas of hard spheres is studied by solving the following 
steady one-dimensional equation: 
OF = JE(F, F). (4) 
Equation (4) gives the fully formed shock profiles which appear stationary in a frame of reference 
moving with the shock front. Since far from the shock front the gas is in equilibrium, equation (4) 
is solved with the following boundary conditions: 
,,m ", r/ (c_,.,,):1 
:--*-c~ (27rRT1)3/2 exp [. ~1"1 'J ' 
x--.oo (2rRT2)Sl2 exp 2-R~ 'J" 
(5) 
(6) 
In equations (5) and (6), hi, U1, T1 and n2, U2, T2 are the number density, bulk velocity, and 
temperature of the upstream and downstream equilibrium distribution function, respectively, 
whereas R is the gas constant. The upstream and downstream equilibrium states are connected 
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by the following Rankine~Hugoniot relationships [12]: 
nxO'~ = n20"2, (7) 
n, [U12 + RTt (1 + bYn,)] = n2 [U22 + RT2 (1 + bYn2)], (8) 
U 2 + RTt (5 + 2bYnl) = U 2 + RT2 (5 + 2bYn2). (9) 
As is well known, the factor Y is related to the equation of state of the gas by the following 
relationship [3]: 
1 1).  10) 
A simple calculation shows that the function Y as given by equation (3) leads to the correct 
equation of state only for slightly dense gases. A better compromise between simplicity and 
accuracy can be achieved using the equation of state proposed by Carnahan and Starling [13]: 
p 1 + ~7 + ~/2 - r] 3 
nk"~ = (I - r/) 3 ' (II) 
which gives 
1 2 -~ 
Y = 2 (i - ~/)3" (12) 
The quantity ~1 in equations i l l)  and (12) is the reduced ensity defined as 7/ = bn/4. It is 
worth mentioning that equation i l l)  is not exact, but agrees extremely well with the molecular 
dynamics data by Alder and Wainwright [10], up to the phase transition. 
The numerical method adopted in the present work is the natural extension of the so-called 
"Direct Method" proposed in 1959 by Nordsieck [14] to solve the Boltzmann equation. The 
construction of the algorithm starts from the discretization of the distribution function in the 
physical and velocity spaces. In this work the region occupied by the standing shock wave Can 
interval on the x axis centered about the origin) has been divided into a number of cells of 
the same size, and the distribution function assumed to be spatially homogeneous within each 
cell. A similar procedure has been adopted to represent the distribution function in the velocity 
domain consisting of a finite cylinder. In the problem considered here computer storage is saved 
taking advantage ofthe symmetry of F which depends on the velocity through the arguments ix
f.l. = <~2 + ~z2. Accordingly, a regular net of nodes (ix, ~a_) is arranged into the rectangular and 
region whose rotation about the x axis generates the cylindrical velocity domain. It is assumed 
that the distribution function is constant within each ring-like cell of center ix and mean radius ~±. 
The discretized solution of the finite difference analog of equation (1) is advanced from one time 
level to the next by time-splitting ofthe evolution operator. First molecules move freely through 
the spatial grid according to the equation 
+ ~z = 0, (13) 
Or. 
then the collisional process takes place in each cell of the spatial grid according to the equation 
In the first step a simple first order upwind explicit finite difference scheme is used to solve 
equation (13). As far as the collisional step is concerned, at each spatial ocation x~ equation (14) 
is integrated over the cell C(I, m) of the velocity space: 
C(l,ra) 
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where F(I, m, i, t) is the mean value of F(~ x, t) in the cell C(l, m) of volume Av(l, m), centered 
around the velocity node ((l, m). As explained below, a better numerical algorithm is obtained 
if the integration domain in equation (15) is extended to the whole velocity space ~, by means 
of X~,m(~-), the characteristic function of the cell C(l, m). 
d-/ A,,(l,m) (16) 
From equation (16), making use of some fundamental properties of the collision integral [2], one 
finally obtains 
(17) 
The eightfold integral at the right-hand side of equation (17) is evaluated by a Monte Carlo 
quadrature t chnique which can be roughly described as follows. 
1. A sequence ofNwest collision partners (and ~ and collision parameters f~is generated, the 
velocities (and ~1 being uniformly distributed in )) and the vectors f~ uniformly distributed 
on the unit sphere. 
2. The post-collision velocities (* and ~ are calculated from 
_ o 
3. The integrand in equation (17) is evaluated NTest times to obtain its average value which 
estimates the collision integral at r.h.s, of equation (17). As indicated by equation (17), 
each collision contributes to the computation of the collision integral in the four cells 
containing ~, (* and ~-1, ~-~, exchanging the roles of (and  ~. 
The steps sketched above are repeated at each spatial ocation keeping the same sample of NTest 
collisions. The sample is renewed at the beginning of each time step. 
Once the collision integral has been evaluated, the solution is advanced from the qth time level 
to the next by the time explicit scheme 
F (q+l) = F q + J~)At. (18) 
As is well known, the application of the technique described above leads to systematic errors in the 
local rate of change of mass, momentum and energy. Such errors can be corrected extending [9] 
a method first proposed by Aristov and Tcheremissine [15] for the Boltzmann equation. 
A corrected value of the distribution function i~(q+l)(~-~ is computed as follows: 
(19) 
The coefficients A, ]~, and C are obtained from the mass, momentum, and energy collisional 
balance: 
(20) 
(21) 
(22) 
30.0 
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Figure 1. Position of the density front (circles) and temperature f ont (diamonds) as
a function of time. Vp = 2.582, ~/1 = 0.05. 
In equations (20)-(22) J~ and £ are the local momentum and energy collisional rate of change 
defined as 
In other words, the correction step (19) forces the distribution function to have the right density, 
momentum, and energy after completion of the collisionai step (18). The quantities 3¢f and £ are 
evaluated when computing the collision integral with a negligible increase of the computer time 
consumption. 
The accuracy of the procedure described above has been discussed in [9]. Each computation 
starts with the gas filling the half-space x < 0 in the upstream equilibrium condition and the 
half-space x > 0 in the downstream equilibrium condition as given by the Rankine-Hngoniot 
relationships. Then the necessary number of time steps is computed to obtain a steady solution. 
3. COMPARISON WITH MOLECULAR 
DYNAMICS SIMULATIONS 
In order to establish the degree of approximation i volved in Enskog's theoretical description 
of a dense gas of hard spheres, the propagation ofa plane shock has also been studied by molec- 
ular dynamics (MD). Such an approach can be considered "exact", in that it is based on the 
deterministic solution of the equation of motion of the gas molecules. In reality, approximations 
are unavoidably introduced into MD by the computer finite arithmetics and by the necessarily 
small number of particles used to simulate the real fluid. It is worth mentioning that previous 
MD investigations of shock waves in dense fluids seem to have been based on continuous po- 
tentials like Lenard-Jones 6-12 attractive-repulsive intermolecular potential [16]. The only MD 
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Figure 2. Propagation of the normalized ensity front in a shock wave. The piston 
is moving from right to left and its normalized speed is 2.582. The vertical bars 
indicate the piston positions. Vp = 2.582, ~71 = 0.1. 
study of shocks in a hard sphere fluid has been published by Mareschal and Salomon [17], but 
the gas density was rather low, since the study was aimed at comparing DSMC solutions of the 
Boltzmann equation with MD simulations. 
In the present study, the propagation of planar piston driven shock waves has been investi- 
gated setting up a numerical experiment in which a relatively small number (1000-5000) of hard 
spheres is enclosed in a tube having a square section. The two tube ends are specularly reflecting 
walls, one of which is at rest, whereas the other one is a piston moving at constant speed Vp 
during the simulation. Periodic boundary conditions are applied at the four lateral walls of the 
shock tube. At the beginning of each computational cycle, Np gas particles occupy randomly 
chosen nonoverlapping positions, whereas the particle velocities are distributed according to a 
Maxwellian distribution function with zero bulk velocity and unit normalized temperature. Then, 
the piston starts moving towards the fixed tube end and the motion of each particle is computed in 
a prescribed time interval. Since periodic boundary conditions are used in the directions normal 
to the shock velocity, particles collision partners are usually determined following the minimum 
image convention [18]. An extension of the search to more distant images was necessary only 
for the lowest density values. Each cycle is repeated a number of times (50-200) and the results 
averaged to obtain the macroscopic properties. For each case different computations have been 
performed, changing the tube dimensions and the number of particles Np. 
Shock profiles have been computed for three values of the piston speed, Vp = 1.452, 2.582, 
3.6309. The velocity values have been normalized to V~l~. In an ideal gas the piston velocities 
given above would generate shocks moving at Mach numbers of 2, 3, and 4, respectively. For 
each value of the piston speed the following values of the upstream reduced ensity ~71 ~-  bnl/4 
have been considered: 171 = 0.05,0.1,0.2. 
The numerical results show a shock wave which, starting from the piston head, propagates 
at constant speed through the undisturbed gas (see Figures 1,2). The shock front position 
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Figure 3. Shock velocities computed from molecular dynamics  imulat ions compared 
with theoretical values for various piston speeds Vp and reduced densit ies t}l. 
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Figure 4. Comparison of MD and Enskog equation calculation of shock profiles in a 
dense gas. Vp = 1.452, r/1 = 0.1, Np  = 2188. 
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Figure 5. Comparison f MD and Enskog equation calculation fshock profiles in a 
dense gas. Vp -- 2.582, ~/1 = 0.2, Np = 2297. 
and velocity are obtained from the point in which the density has the value (hi + n2)/2. As 
shown in Figure 1, the result would not change considering other flowfield quantities. The 
propagation ofthe density wave is described in Figure 2. The density profile far from the piston 
head propagates at constant speed, keeping the same shape. The density peaks and oscillations 
close to the boundaries are due to the reduced mobility of particles trapped in the vicinity of the 
walls by the asymmetry in the collision rate. As shown in Figure 3, the shock velocities obtained 
from MD simulations are in good agreement with those calculated from the Rankine-Hngoniot 
equations (7)-(9) and the equation of state (11). Beside the traveling shock profiles displayed in 
Figure 2, steady profiles have been obtained computing the macroscopic quantities in the grid 
points of a frame of reference moving with the shock front. In this frame of reference the shock 
is at rest and its is easier to obtain quantities like .M=, the momentum rate of change due to 
molecular collisions. In Enskog theory A~= is defined as 
./~4x = / ~=JE(F, F) d~ (25) 
whereas in MD simulations its value is obtained in each cell by accumulating the momentum 
changes uffered by the molecules in a collision and dividing the result by the sampling time. 
As shown in Figures 4-6, the shock profiles computed from the Enskog equation are in good 
agreement with the "exact" MD simulations. However, a slight discrepancy is observed in the 
distance ATn of the temperature profile from the density profile. The Enskog theory calculations 
predict hat such a distance slightly decreases when the gas density is increased [9]. The MD 
data seem to indicate a similar trend, but with higher values of ATn. The difference is small 
and usually amounts to 0.1 - 0.15)h, being ~1 = 1/(v~lra~nl) the upstream (nominal) mean 
free path. It is interesting to note that the discrepancy disappears for very small value of ~1, 
as indicated by a computation with Vp--2.582 and ~1 -- 0.007 in which over 5000 particles were 
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used for the MD simulations. The separation computed by MD was 1.39A1, whereas the Euskog 
equation gave a separation of 1.34A1. This result is not surprising, since the two methods hould 
give the same answer for an ideal gas. 
4. CONCLUSIONS 
Shock profiles in a dense gas have been computed by solving numerically the Enskog equa- 
tion (1) in which the Y(n) function has been deduced from an approximate equation of state for 
the hard sphere gas [13]. The Enskog theory calculations have been found to be in good agreement 
with MD simulations. Therefore, the Enskog equation seems to be a useful theoretical tool for 
the study of nonequilibrium phenomena in dense fluids. This result, if confirmed by further com- 
putations, is particularly interesting because the Monte Carlo program for the numerical solution 
of the Enskog equation runs at least 10 times faster than the corresponding MD simulation. It is 
also worth mentioning that recently Alexander, Garcia and Alder [19] have proposed a modified 
DSMC method [20] which is probably (asymptotically) consistent with the Enskog equation and 
more efficient than the Monte Carlo technique employed in the present work. The work described 
in this paper can be extended in various directions. First of all, more computations are needed to 
study the shock problem over a wider range of densities and Mach numbers. A more interesting 
aspect is connected to the simplified form of the Enskog equation used in the present work. Will 
the Revised Enskog Equation [4] give better esults? In a comparison of the Burnett equations 
for a monatomic dense gas in SET and RET, L6pez de Haro and Garz5 [21] have found small 
differences between the two formulations. Hence, it is quite possible that the simple approach 
taken here is not too bad, after all. At present MD computations of the pair correlation function 
are under way in the nonequilibrium region of the shock to better understand the reasons of the 
good performances of the Enskog equation. 
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