In this paper we show that a variant of the long-step affine scaling algorithm (with variable stepsizes) is two-step superlinearly convergent when applied to general linear programming (LP) problems. Superlinear convergence of the sequence of dual estimates is also established. For homogeneous LP problems having the origin as the unique optimal solution, we also show that 2 is a sharp upper bound on the (fixed) stepsize that provably guarantees that the sequence of primal iterates converge to the optimal solution along a unique direction of approach. Since the point to which the sequence of dual estimates converge depend on the direction of approach of the sequence of primal iterates, this result gives a plausible (but not accurate) theoretical explanation for why ~ is a sharp upper bound on the (fixed) stepsize that guarantees the convergence of the dual estimates.
Introduction
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(LP) problems. Because of its theoretical and practical importance, there are a number of papers which study its global and local convergence [4, [6] [7] [8] 12, 16, 25, 26, [28] [29] [30] [31] as well as its continuous trajectories [3, 16, 32] . For computational experiments and implementation issues related to the AS algorithm, we refer the reader to [ 1,2,5, 18, 21, 22] .
Recently, Dikin [8] and Tsuchiya and Muramatsu [29] proved global convergence of the long-step version of the AS algorithm [31] for degenerate LP problems. This longstep version is the one in which the next iterate is determined by taking a fixed fi'action A ~ (0, I) of the whole step to the boundary of the feasible region. Assuming that A = 89 Dikin [8] showed the sequence of primal iterates converges to a point lying in the relative interior of the optimal face and that the sequence of dual estimates converges to the analytic center of the dual optimal face. Independently, Tsuchiya and Muramatsu [29] obtained an analogous result under the less restrictive condition that A ~< 3" They also demonstrated that the asymptotic reduction rate of the objective function value is exactly 1 -A, under the same assumption that A ~< 3" A simplified and self-contained proof of these results can be found in the recent survey by Monteiro, Tsuchiya and Wang [ 19] .
In this paper we focus our attention on the asymptotic convergence properties of the long-step AS algorithm with variable stepsizes &. Specifically, we develop a variant which is two-step superlinearly convergent by properly choosing the sequence of stepsizes {Ak}. The algorithm is based on a centrality measure in the space of the "small" variables. When this measure is small, we show that, asymptotically, it is possible to take stepsizes sufficiently close to 1 to force the reduction rate of the objective function value as close to 0 as desired without loosing too much centrality. At the next step, if 1 necessary, we select the stepsize At = 5 to recover the centrality of the iterate. This paper is organized as follows. In Section 2, we introduce basic assumptions, terminology and notation. The long-step AS algorithm and some of its basic properties are also reviewed.
The main content of the paper is given in Sections 3, 4 and 5. The main result obtained in Section 3 is somewhat independent of (though related to) the results of Sections 4 and 5. It deals with the case of the AS algorithm applied to a homogeneous LP problem with the origin as the unique optimal solution. In this case, we show that, when the sequence of stepsizes {At} satisfies lira infk~ ~ At > 3' the direction of approach of the primal iterates towards the (unique) optimal solution always oscillates. This result contrasts with the case where At = A ~< ~ for all k ~> 0, for which it is shown that the direction of approach is unique. Since the point to which the sequence of dual estimates converges depends on the direction of approach of the sequence of primal iterates, this 2 is a sharp result gives a plausible (but not accurate) theoretical explanation for why _g upper bound on the (fixed) stepsize A that provably guarantees the convergence of the dual estimates. Specific examples illustrating that 3 is indeed sharp in the above sense were given by Tsuchiya and Muramatsu [29] and Hall and Vanderbei [ 13] .
The above result is obtained by observing that the sequence of points obtained by conically projecting the sequence of the AS iterates for the homogeneous problem onto a constant-cost hyperplane (that is, a hyperplane where the objective function is constant) is exactly the sequence obtained by applying Newton's method (with variable stepsizes) to the optimization problem defining the analytic center of the polyhedron determined by the intersection of the constant-cost hyperplane with the feasible (conical) region of the homogeneous problem. In conjunction with this, we also show that the projected I for all k>/0. sequence converges quadratically to the analytic center when 2tk = ,~ = This result suggests that the AS iteration with/~k = 89 can be used as a kind of centering step to keep the iterate "well-centered".
In Section 4, we show that the relation established in Section 3 between the AS algorithm for the homogeneous problem and Newton's method for the analytic center problem can be used to analyze the sequence of AS iterates for general LP problems. Close to a constant-cost face, it is possible to approximate the original problem by a homogeneous problem in the sense that the AS directions at a point x for the two problems asymptotically approach each other as x approaches the face. Hence, near a constant-cost face, the iterates generated by the AS algorithm applied to a general problem behave very much like the ones generated by the AS algorithm applied to a homogeneous problem. The analysis of Section 4 forms the basis for the development of the superlinear AS algorithm presented in Section 5.
We show in Section 5 that the new variant of the AS algorithm, whose sequence of stepsizes asymptotically alternate between ,~ = 89 and ,Ik ~ 1, is two-step superlinearly convergent with Q-order 1 +p with respect to the sequence of objective function values, where p is any a priori chosen constant in the interval (0, 89 Superlinear convergence of the sequences of primal iterates and dual estimates to a point in the relative interior of the optimal face and to the analytic center of the dual optimal face, respectively, with R-order 1 + p is also shown. Finally, we give some remarks in Section 6.
The following notation is used throughout our paper. We denote the vector of all ones by e. Its dimension is always clear from the context. The symbols R n, R~ and R~_+ denote the n-dimensional Euclidean space, the nonnegative orthant of N" and the positive orthant of IR n, respectively. The set of all m x n matrices with real entries is denoted by R ''x'. If J is a finite index set then ]J[ denotes its cardinality, that is the number of elements of J. For J C_ {l ..... n} and w E R ", we let wj denote the subvector
[Wi]ieJ; moreover, if E is an m x n matrix then Ej denotes the m x ]J] submatrix of E corresponding to J. For a vector w E R", we let max(w) denote the largest component of w, diag(w) denote the diagonal matrix whose i-th diagonal element is wi for i = l ..... n and w -1 denote the vector [diag(w)]-le whenever it is well-defined. The Euclidean norm, the l-norm and the c~-norm are denoted by I1" 11, II' I1~ and I1' I1~, respectively. The superscript T denotes transpose.
To avoid introducing several constants throughout the paper, we use the following notation. Given functions gl (x) and g2(x) which are defined for points on a set E, we say that gl(x) = O(g2(x)) for every x E E if there exists some constant M such that ]]g~(x)ll ~< Mllg2(x)l[ for every x E E. When the conditions gl(x) = (.Q(g2(x)) for every x E E and g2(x) = O(gl(x)) for every x E E hold then we simply write gl (x) ~ g2(x) for every x E E.
Affine sealing algorithm
In this section, we state the main terminology and assumptions used throughout our paper and describe the AS algorithm. We also review some basic properties of the AS algorithm that are needed in the subsequent sections.
Consider the following LP problem minimizex c'r.r (l) subject to Ax = b, x ) O, and its associated dual problem maximize(~. ,~ bTy (2) subject to
where A E R m• c, x, s E R" and b, y E R m. We next introduce some notation and definitions which will be used throughout our paper. Given a point x E IR", let B(x) -{i : x~ ~ 0} and N(x) -{i : xi = 0}. When N = 0, we denote the sets PN, 79~ and 79~+ by 7 9, 79+ and P++, respectively. The sets 79+ and 79++ are the sets of feasible solutions and strictly feasible solutions of problem (1). Similarly, when B = 0, we denote the sets De, D~ and D~ + by D, 73 + and 73 ++, respectively. 73+ and 73++ are the sets of feasible solutions and strictly feasible solutions of problem (2).
A constant-cost face of an LP problem is a nonempty face of the feasible polyhedron over which the objective function is constant. Every nonempty face 5 t-of 79+ is uniquely determined by a partition (N,B) in the sense that 79~ = 5 r" and 79++ 5 / 0. Every partition (N, B) which is uniquely associated with a constant-cost face of (1) is called a constant-cost partition. If (N,B) is a constant-cost partition then the constant value of the objective function cVx over 7'~ is denoted by VN. The partition associated with the optimal face of ( 1 ) is referred to as the optimal partition.
The following result can be easily shown. We impose the following assumptions throughout this paper. Assumption 1. Rank(A) = m.
Assumption 2. The objective function cTx is not constant over the feasible region of problem ( 1 ).
Assumption 3. Problem (l) has an interior feasible solution, that is 7 :'++ 4= 0, Assumption 4. Problem ( 1 ) has an optimal solution.
We now introduce important functions which are used in the description and analysis of the AS algorithm. For every x C R'.~.+, let
where X ~ diag(x). Note that Assumption 1 implies that the inverse of AX2A T exists for every x > 0. The quantities (y(x), s(x) ) and d(x) are the dual estimate and the AS direction associated with the point x, respectively. For the purpose of future reference, we note that (9c) implies
X-ld(x) = Xs(x).
(10) Algorithm 1 (Affine Scaling Algorithm)
Step O. Assume x ~ E 79 e ~ is available. Set k := 0.
Step 1. Choose At E (0, 1 ), and let
Step 2. k := k + l and return to Step 1.
We note that Assumptions 1-4 imply that, for every x C 79++, the direction d(x) must have at least one positive component so that max(X-ld(x)) > 0. Hence, the expression which determines x t+l in the AS algorithm is well-defined. Observe also that if 3.k were equal to 1, the iterate x k+l would lie in the boundary of the feasible region. Thus, since we choose &-E (0, I ), x k~l is ensured to be a point in 79++.
The following basic result whose proof can be found in Vanderbei We next summarize the main results that have been proved for the AS algorithm. Proofs of these results can be found in Tsuchiya and Muramatsu [29] and in the survey paper by Monteiro et al. [ 19] . The results below are stated in more general terms than they have been stated originally to accommodate the needs of the current paper. But their proofs follow along the same lines pursued in the above two references. Let {x k} denote the sequence of iterates generated by Algorithm 1 and let {(yk, sk)} denote the sequence of dual estimates defined as (yt, s t) = (y (xt), s(.r k) ) for all k ~> 0. 
Asymptotic behavior of the AS algorithm for a homogeneous problem
It was shown in the original version of Tsuchiya and Muramatsu [29] that the sequence of dual estimates { (yk, s k) } converges to the analytic center (.~a, ga) of the dual optimal face whenever ,~k = A C (0, 5) for all k ) 0 (see Proposition 2.5(b)). Later, Tsuchiya and Muramatsu [29] pointed out that their result holds even for )t~ = ~. Furthermore, they [29] and Hall and Vanderbei [ 13] gave specific examples showing that the bound ~ on the (fixed) stepsize is tight with respect to the property that limk-~(yk,s k) = (.9~,g"). In this section, we give a plausible explanation for the tightness of the bound _2 3" 2 Specifically, we show for any homogeneous LP problem that 5 is a sharp upper bound on the fixed stepsize that provably guarantees that the sequence {x k} converges to the optimal solution along a unique direction of approach. For an arbitrary LP problem and for A ~< 5' the uniqueness of the direction of approach of {x k} follows as a consequence of Proposition 2.5(c) and Lemma 4.9. The main result of this section shows that the direction of approach of {x ~} towards the optimal solution is not unique, whenever the Since the accumulation points of the sequence {(yt, sk)} are determined by the set of directions of approach of {x k} (this fact can be proved by using similar arguments as in Adler and Monteiro [ 3, Theorem 4.1 ] ), the above result gives a plausible theoretical explanation for why ~ is a tight bound on the (fixed) stepsize that guarantees the convergence of {(yk, st)} to the analytic center (35 a, g"). This explanation is not accurate though since existence of two or more directions of approach of {x k} does not imply (but is likely to result in) nonconvergence of the sequence {(yk, st)}.
The main observation used in this section is that the sequence of points {r k} obtained by conically projecting {x k} onto a constant-cost hyperplane (that is, a hyperplane where the objective function is constant) is exactly the sequence obtained by applying Newton's method with a sequence of variable stepsizes {~'k} to the optimization problem defining the analytic center, say r*, of the polyhedron determined by the intersection of the constant-cost hyperplane with the feasible (conical) region of the homogeneous problem. One important consequence of this observation is that the sequence {r k} converges quadratically to r* when .hi = ,~ = 89 for all k /> 0. This result suggests that 1 the AS iteration with At = 2 can be used as a kind of centering step to keep the iterates "well-centered". Another important consequence is that when At = .,l > _-} for all k ~> 0, the corresponding sequence of Newton stepsizes {~'t} satisfies lira infk~or r~. > 2 from which nonconvergence of the sequence {r k} easily follows.
The following homogeneous problem is considered in this section. Given a vector E R p and a subspace H _C RP, the problem is to minimize {gT2 : 2 E H, ~ >/0}. 
where X ~ diag(2). One of our goals in this section is to give the relationship between the direction d(2) and the Newton direction at the point r = ff/gT2 C H +~ with respect to the following maximization problem:
Given r E Hi ~+, the Newton direction of (17) at r is the (unique) solution ~7(r) of the problem
where R = diag(r) and the variable ~7 belongs to R p. With this z/(r), one iteration of the Newton method with a unit stepsize at the point r k is written as r ~+1 = r k -rl(rk). The proof of the following result is straightforward.
Lemma 3.1. Assume that H ++ ~ ~. Then, the following statements are equivalent: (a) ~ = 0 is the unique optimal solution of (15); (b) Hi ~+ is nonempty and bounded; (c) problem (17) has a (unique) optimal solution.
The optimal solution of (17), when it exists, is denoted by r*. The following result plays an important role in several parts of the paper.
Lemma 3.2. The following statements hold: (a) the function r ~ ~7(r) is continuous on H~-+; (b) for r E H~ +, rl(r) ~0 if and only if r is not the optimal solution of ( 17); (c) if the optimal solution r* of (17) exists then
Ilr -r* -~(r)II lim sup < ~,
Proof. The proof of (a) and (b) are straightforward. Relation (19) is a standard property of Newton methods and it holds whenever some reduced Hessian (see Fletcher [ 11, p. 260] ) of the objective function of (17) is nonsingular at r*. This last property follows due to the fact that the (full) Hessian of ~iP=l logri is negative definite at r*. Relation (20) follows as an immediate consequence of (19) Proof. Assume that (i) does not hold. We will show that (ii) must hold. Indeed, in view of Lemma 3.2(b), we know that if r k~ = r* for some k0 then r k = r* for all k > k0. Since we are assuming that (i) does not hold, we conclude that r k -7' r* for all k/> 0. To show that (ii) holds, assume for contradiction that {r k} converges to a point r ~ E H ++. The relation r k+l = r k -rkz/(r k) and the fact that lim inI'k~oo rk > 2 imply that limk~oo r/(r k) = 0. By (a) and (b) of Lemma 3.2, we conclude that r ~176 = r*, and hence that limk~ r k = r*. Using the relation r k+l = r k -rkrl(r k) and Lemma 3. where X = diag(.t).
Lemma 3.4.
The following relations hold for every ~ E H>+:
Proof. Let ~ C-H~ + be given. Since d(.2) is a solution of (16), we have
where H i denotes the orthogonal complement of H. Multiplying the first relation in (27) on the left by d(27) T and using the second relation, we obtain (23) . Multiplying the first relation in (27) on the left by 27T and using the fact that 27 C H, we obtain ~vy, = eT(f (-ld(27) ), which is equivalent to (24), due to (21) . Using (23) and the Cauchy-Schwarz inequality, we obtain
which clearly implies (25). It remains to show (26) . To simplify notation, let r -r(~:). Since ~7(r) is the unique optimal solution of (18), the first equality in relation (26) follows once we show that -r+ d(~)/llR-Ld(~.)]l 2 satisfies the optimality condition for (18) , that is,
where Rc = {3.c: A E R} and R = diag(r). Indeed, relations (22) and (27) imply
Since H is a subspace, 2 E H and ,'](2) ~ H, we conclude that
112-~d(~)ll 2 aY~ 112-td(~)lle
Using (22) and (23), we obtain
Hence, the first equality in (26) follows. The second equality in (26) follows from (21) and (22) . [] Given a point 2 r H> + and a scalar A E (0, 1 ), let O(~) = I1,~(~)11:
Lemma 3.5. Let 2 E HE + and a > 0 be such that 2+(h) E H+> +. Then, the following relations hold:
q(r(2)).
Proof. Let 2 + =.~+(,~). Using (21), (23), (29) and (30), we obtain ~T~q-=?'l" ~._ max(2-1d(2))'~ 07(2) =?Tk 1-(gV2) max(,~_ld(2)) =~?T~ 1 max(fi(2)) J and hence (31) follows. The first and second inequalities in (32) follow from (24) and (29) . Since ~ and 2 + are in H ++, relation (31) imply that I -3.0(~) > 0, from which the third inequality in (32) follows. We next show (33). Using (30), (21) and (29), we obtain In the remaining part of this section, we let {.~} and {Ak} denote the sequence of iterates and stepsizes for the AS algorithm applied to problem (15) and define ~ _ r(2k) = ff~/sX.~l, for all k ~ 0. When /lk = A C (3' 1) for all k >7 0, the following result shows that {~:k} can not converge to ~ = 0 along a unique direction of approach. ++ ~7~k Proof. Since, by assumption, {2 k} C H> , we have > 0 for all k ~> 0. Moreover, (32) and the assumption that Ak > 3 imply that lira infk~oo A~0(.~: k) > 0. Since, by (31), we have ~?Xyck+l = ~Xs:k(1 --AJ)(x k)), we conclude that limk~oo E'T2 k = 0. We next show (b). If/~k = r* holds for some k = k0, then, we see, in view of (33) and the fact that ~k = r* implies fik = el[N[ due to (26) , that ~k = r* holds for all k ~> k0. Now we deal with the case where ~k ~ r* for all k. Assume for contradiction that {?k} converges to some point /:oo. It follows from relation (33) that ~k+1 = ~k Ak0(x~) r/(~ k) Vk/> 0.
-a~(~ k)
This relation together with the fact that {?k} converges and liminfk~oo Aj,0(~: k) > 0 imply that lira "r/(~ k) = 0.
k~oo By (26), we have
II~kll 2
where ~k = fi(x k) and /~k = diag(Fk). We now consider two cases: 1. ~oo > 0 and 2.
7 ~176 ~ 0, and show that both of them are not possible. Consider first case 1. In this case, it follows from (35) and (36) that
k-oo II~kll2
and hence, in view of (29), we obtain lira 0(2k) -I = l~m max = 1. Proof. Assume that r* exists and that Ak = ~ for all k ) 0. We first show that {?k} converges to r*. Indeed, by Lemma 3.1 and the fact that r * exists, we conclude that 2 = 0 is the unique optimal solution of (15) . By Proposition 2.5(a), it follows that x* l-limk_oo 2k = 0 and. and hence that Using the fact that hk = 89 1or all k I> 0, it is now easy to see that the above relation implies (40). [] I would yield It is easily seen that any other fixed stepsize ,~ E (0, ~) such that hr only linear convergence of the sequence {?~} to r*. Hence, the above result shows that a = 89 is the best stepsize as far as the speed of convergence of the sequence {?k} to r* is concerned.
Technical results
In this section, we show that the relation between the conical projection of the AS sequence {2 k} for the homogeneous problem (15) and the Newton iterates for the analytic center problem (17) carries over to the context of general LP problems. The main idea is to approximate the original LP problem by a homogeneous LP problem near a constant-cost face in the sense that the AS directions at a feasible point x for the two problems approach each other as x approaches the constant-cost face. We can then apply the techniques developed in the previous section to the approximate homogeneous problem and thereby obtain conclusions about the AS sequence {x ~} for the original LP problem. The results of this section are rather technical but they form the basis for the development of the superlinearly convergent algorithm of Section 5.
Associated with a given constant-cost partition (N,B) , there is a homogeneous LP problem defined in the xu-space. Near the face 79~, the AS direction associated with this homogeneous problem provides a good approximation of dN(x) as we will see below in Lemma 4. 
maximize,.~ Y~iEN log ri subject to ANrN E Range(AB) We now introduce the notation needed ['or the development in this and the next section. Unless otherwise specified, (N, B) denotes a constant-cost partition of (I). Let
and, given x E Q~v ~, define
where du(x) denotes the (homogeneous) AS direction of problem (42) at XN, that is, the optimal solution of (43). (Note that dN(X) and fin(X) are really functions of XN but for simplicity of notation we view them as a function of x. Note also that the vector u(x) depends on (N,B) but this dependence is ignored for simplicity of notation.) Given x E Q~+, we let ~TN(X) denote the Newton direction associated with (44) at the point rN = rN(X), that is, the optimal solution of (45). (It would be more accurate to view r/N(') as a function of rN but for simplicity of notation, we view it as a function of x.) Clearly, it follows that "q(x) = rl(rN(x)) for every x E Q++. Finally, given x E 7 -9++ and A > 0, we let A
x+(h) =-x-max(X_ld(x) )d(x).
(50)
The following result provides a preliminary relation between the AS direction d(x) and the homogeneous AS direction do(x). 
ANtiS + AB69 = --ANdN(X).

Proof. The vector (tin(x) --dN(X). dB(x)) is clearly feasible for problem (51). To prove that (du(x) --dN (x), dB (x)) is optimal for (51), it is sufficient to show that ( XN2(dN(x) --dN(X) ) )
X~2 d8 ( x) E Range(AT). 
Combining (53) and (54), we obtain (52). [] The following technical lemma is well-known and is used in the proof of next result.
Lemma 4.2. Let F E g{P xq be given. Then, there exists a constant CI = CI (F) with the following property.: for any f C R v such that the system Fw = f is feasible and any z E R q, there ~ists a solution ~, of Fw = f such that
I1~-zll <<. c~llf -Fzll
Lemma 4.3. The following statements hold:
I2HUN(X)[[) for all x G Q~v + such that llx~ ~ II IIXN]I is sufficiently small.
Proof. The proof of (a) follows immediately from (47) and Lemma 2.2(b). We next show (b). Fix x > 0. Since ANdNiX) ~ Range(An) and Ande(x) = --ANdNix), it follows from Lemma 4.2 that there exists riB(x) such that
Andn(x) =--ANdN(X), Ildn(x) -dnix)ll ~ C2]tdN(X)-
where C2 is a constant independent of x. Using the second relation in (55), we obtain
IIX~' (dnix) -dn(x)) t[ ~< IIX~ * [I Ildn(x) -dBiX)I[
~< c211x~Xll Ildg( x ) --dN( X) [I <. c211x~'ll IIXNll lisa'aN(x) -XN~dNiX) II 9
(56)
The first relation in (55) implies that (6N,&B) = (O, dB(X)) is feasible to problem (51), and hence, by Lemma 4.1, we obtain
IIX~'dn ix)II 2 + IIX;' (aNix) -dNix))ll 2 <~ IIX~ ldB (x) II 2. i57)
Thus, we obtain
IIX~ ~ (dNix) -&ix))ll 2 ~< IIX~ ~& ix)II 2 -IIX~dn ix)II 2 = [X~l(dn(x) +dn(x))]T[x~l(dn(x) -dn(x))]
<~ IlX~( dn(x) + &(x) ) ll IIX~' i &ix) -dn(x))]l.
(58) 
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After dividing both sides of this relation by cTx --VN, we obtain the desired result. 
lefuN(x) --11 = (,.9( ]]X~ l I]IIXNII211.N(X)H),
for every x r Q~+ with IIx~ ~ II I/XNI/ su/ficiently small. 
Proof. Relation (59) is an immediate consequence of (24). Using (59) and Lemma
4.3, we obtain leTuN(X) --1[ = leT(uN(X) --fiN(x)
and ( tgN(X) )
rN(X+(A) ) = rN(X) l -aO(x) Ilu(x) II 2 ' for every x E Q[v + and A > 0 such that x+(,~) e Q++, where RN(X) = diag(rN(x))
and
Proof. The proof of (61) is similar to the proof of (31) and uses the fact that cTd (x) = iiX-~d(x) ]]2 Also, the proof of (62) tollows along the same line as the proof of (33).
We omit the details. [] The next lemma is the main result of this section. It generalizes relation (33) of Lemma 3.5 to the context of general LP problems. Lemma 4.6. We have:
,~O(x) rN(X + ( /~) ) = rN(X) (37N(-r) + RN( X) hN(X) ),
-AO(x)
where ( UN(X) )
for every x E Q}+ such that IIx~ III IIXNll is sufficiently small. 
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IIS~ll IIXNII sufficiently small. Hence, (65) follows. Relation (64) is an immediate consequence of (62) 
and (65). []
A natural question to be asked is: for which constant-cost partitions (N,B) does problem (44) have an optimal solution? The following result shows that the optimal partition is the only one. Recall that (9",~V ') denotes the analytic center of the dual optimal face, that is, the point defined in (13) .
Lemma 4.7. Let (N, B) be a constant-cost partition. Then, problem (44) has an optimal solution if and only if ( N, B) is the optimal partition of ( 1 ), in which case ( s~v ) -j / I NI is the (unique) optimal solution of (44).
Proof. If r~, is the optimal solution of (44) then by considering the optimality conditions of (44), we can easily show that
Hence, 79 ++ ,=' ~. Due to the assumption that (N, B) is a constant-cost partition, we have 7:'~ + ~ 0. Hence, we conclude that (N, B) is the optimal partition of (1). Conversely, by considering the optimality conditions of (13) , ( N, B) is the optimal partition of ( 1 ) and we have: 
In particular, if aN is a positive multiple of the vector of all ones then (~, ~) is equal to the analytic center (y~,g~) defined in (13).
Proof. Since (N,B) defines a constant-cost face, we have 7 :'++ :~ 0. Hence, to show that (N, B) is the optimal partition of (1) and that (70) holds, it is sufficient to show that any accumulation point (~, g) of (9 k, ~k) satisfies the optimality condition for (72), namely
ANSNl aN C Range(Ae), 
.8, we conclude that (c) holds and linlk~ (y(2k), s(2 k) ) = ( y", ~" ) . []
We observe that it is possible to give a direct proof of the implication (b) ~ (c) by using Lemma 3.7, Lenuna 3.2(b) and Lemma 4.7. The proof given above shows instead the implication (a) =:> (c) via Lemma 4.8, which is simpler in the sense that it does not need the machinery introduced in the Section 2 and in the first part of this section. It also illustrates a basic principle that has been used in the convergence analysis of the AS algorithm (see Tsuchiya and Muramatsu [29] or Monteiro et al. [ 19, Theorem 4 .3]).
A superlinearly convergent affine scaling algorithm
In this section we present a variant of Algorithm I which is globally and twostep superlinearly convergent. After we state the algorithm, its global convergence and superlinear convergence are proved.
To describe the variant of Algorithm 1 that will be studied in this section, we assume that two constants p and q are given such that
Examples of constants satisfying these conditions are: p = 0.3 and q = 0.95. Observe I that p can be chosen as close as to 5 as it is desired. For the purpose of future reference, we note that (80) implies that 2(q-p) >q.
l+p
The following variant of Algorithm 1 will be shown later to converge two-step superlinearly with order at least 1 + p < 4 3" Algorithm SLA
Step O. Assume that constants p and q satisfying (80) and a point x ~ E P++ are given.
Set k := 0.
Step
Step 2. If
then (Predictor step)
else (Corrector step)
,~k = 0.5.
Step 4. k := k + 1 and return to Step 1.
The first expression for ek is the one that should be used to compute it. The second one is used during the analysis of the algorithm and is a consequence of (47). It is easy to see that term within the square root of the first or second expression for ek is nonnegative so that e~ is well-defined.
The basic procedure is to alternate the choice of the stepsize between Ak = 0.5 and ak ~ 1. Since Algorithm SLA is a variant of Algorithm 1 in which ak >_-89 for all k/> 0, we conclude that it satisfies all the statements (a)-(e) of Proposition 2.4. As in Section 2, we denote the limit point of the sequence {x k} by x* and let (N.,B.) = (N(x*), B (x*) ). By Proposition 2.4 (d), (N., B. ) is a constant-cost partition. Recall that the constant value of cTx over the face 7 ~+. is denoted by ~'N.. Clearly, ~'N, = cTx *.
Throughout this section, the function u(.) refers to the one associated with the partition (N,, B. ) and the following notation is used: u k = u (x k),/~k = Ux, (X k), rk
=rlN.(xk), (yk, sk)=(y(xk),s(xk)),forallk>~O.
The global convergence analysis of Algorithm SLA is much simpler than its superlinear convergence analysis and is obtained in Theorem 5.3. So we next explain the underlying idea behind the superlinear convergence analysis of Algorithm SLA. It is shown in Proposition 5.1 that crk ,--, cTx ~-PN. and IIx~,. II = O(c Tx~-~'N. ) from which it is easy to conclude that Nk = Nopt for all k sufficiently large, where (gopt, Bopt) denotes the optimal partition of (1). Moreover, Lemma 5.2 shows that ek is a measure of centrality for the "small" variables x k the ones that dictate the speed of convergence g. ~ of the (or, any interior point) algorithm. When the measure of centrality ek is small, a predictor step with stepsize ,~x asymptotically approaching 1 is taken. The behavior of the predictor steps is analyzed in Lemma 5.5; the main conclusion is that the measure of progress cTx --VN. is reduced at a superlinear rate while the centrality measure "slowly" deteriorates. At the next step, if the the small variables are not well-centered (i.e., the test (83) fails), then a corrector step is taken with stepsize At = 89 The effect of this step is analyzed in Lemma 5.6; the main conclusion is that cTx-ut~'. is reduced at a linear rate while the centrality measure is improved at a quadratic rate. Lemma 5.7 shows that, asymptotically, one corrector step suffices to recover the centrality of the small variables and hence that a predictor step is taken in every two steps of Algorithm SLA. Using these conclusions, it is now easy to prove the superlinear convergence of Algorithm SLA (see Theorem 5.10).
Some basic properties of Algorithm SLA which follows almost immediately from the analysis of Section 4 are given in the following result. 
letup.
IIsw II = O((c Txk -PN. )2).
(c) Nt = N, for all k sufficiently large and the following relations hold:
k---* oo
Proof. By Proposition 2.4(b) and the fact that X~v, = 0, we have
Clearly, this implies that {rkN.} is bounded and that (86) 
Proof. Due to relations (26) and (59) To simplify our presentation, we introduce the following set of indices:
K,p = {k : a predictor step is taken at the kth iteration}. Using this observation and the fact that, by (84) and (92), we have ak = 1 --o'~ for all k E ICp sufficiently large, we obtain
Using (92), the fact that, by (80), q > p, and the above relation, we conclude that 1 -akOk "-' ~, and hence (b) follows. It remains to show (c 
for every k E K: sufficiently large. Using relations (108), (109), (110) and (111), 1 for all k E K:, we obtain by Lemmas 4.6 and 5.1(b) and the assumption that & = using an argument similar to (105), (106) and (107) that where the third inequality follows from the definition of Ll. We have thus proved that (119) holds. Using (119) and Lemma 3.2(c), we conclude that II(R~,~) -ln~,. II = Cg(cr~) for all k. This observation together with Lemma 5.2 then imply that ek = O(o-k) q for all k. Using (92) and the fact that q < 1, we conclude that ek < o-k, or equivalently, k E KTp, for every k sufficiently large. Since this conclusion contradicts our initial assumption, the result follows. [] The next result is needed in the proof that the sequence { (yk, S k ) } converges two-step superlinearly to the analytic center of the dual optimal face. ) and hence, in view of (a), it follows that {x ~} converges 2-step superlinearly to x* with R-order at least 1 + p. We This clearly implies that {SkN, } converges to ~ N. two-step superlinearly with R-order at least l+p.
[]
Concluding remarks
In this paper we have demonstrated that a variant of the long-step AS algorithm is 4 two-step superlinearly convergent with Q(R)-order as close to g as desired. Practical eff• of this algorithm is not known at this moment, but the results of this paper may suggest possible ways to implement the AS algorithm more reliably and efficiently, We believe that the analysis of this paper is important from the theoretical point of view since it shows that the AS aIgorithm with certain stepsizes is also able to keep the sequence of iterates well-centered, at least asymptotically. This is in some sense an unexpected result in view of the (pure) steepest descent nature of the AS algorithm. One interesting research problem is to improve the order of convergence of the algorithm of Section 5. It would also be interesting to develop a variant of the AS algorithm with convergence order equal to any number less than or equal to two, a property which many primal-dual algorithms (e.g. [33] and [17] ) and the Iri and Imai's algorithm [27] have been shown to have.
We believe that our analysis can be directly applied to the long-step variant of Karmarkar's algorithm [15] presented in [20] . It seems possible to show that this variant of Karmarkar's algorithm enjoys superlinear convergence without sacrificing its polynomial complexity by properly choosing the sequence of stepsizes according to the ideas suggested in this paper.
Another algorithm whose analysis could benefit from the techniques in this paper is Todd's low complexity algorithm [231. During the predictor steps, his algorithm moves along the AS direction with stepsize tess than 89 (namely 89 of the step to the boundary of the largest inscribed ellipsoid). Since the AS step with Ak ~< 89 works as a kind of corrector step, it seems possible to show that Todd's algorithm may not need any corrector step asymptotically (cf. [24] ). Moreover, it seems possible to apply our analysis to show that a variant of Todd's algorithm is superlinearly convergent without sacrificing its polynomial complexity.
