Abstract. We give an explicit description of two-term silting complexes over algebras with radical square zero in terms of tilting modules over path algebras. As an application, we prove that the number of two-term tilting complexes over Brauer line algebras (respectively, Brauer cycle algebras) with n edges is 2n n (respectively, 2 2n−1 if n is odd and ∞ if n is even).
Introduction
Tilting theory is essential in the representation theory of finite dimensional algebras over a field. Tilting theory originates from BGP(=Bernstein-Gelfand-Ponomarev) reflections [BGP] and tilting modules over finite dimensional algebras [BB] . This viewpoint is adopted by Rickard to develop a Morita theory for derived categories [Ric1] , which results in the notion of tilting complexes.
Recently, Aihara and Iyama [AI] introduce the notion of silting mutation as a generalization of tilting mutation [RS, Oku, Ric2] , which is central in the construction of tilting complexes. Mutation provides an effective method to construct silting complexes systematically. Therefore, it is desirable to understand the behavior of silting mutation. Two-term silting complexes play an important role in silting mutation theory. This class of complexes is studied by [HKM, Ai] , and the two-term silting complexes were classified for certain classes of algebras, see [AM, AAC, EJR] for example. Furthermore, it is also known that they correspond to several important objects in representation theory such as support τ -tilting modules [AIR] , cluster-tilting objects [BMRRT] and certain t-structures in the derived category [KV, IJY] .
In this paper, we study two-term silting complexes for algebras with radical square zero over an algebraically closed field k, which provide one of the most fundamental classes of algebras. Let Λ be a finite dimensional k-algebra with radical square zero and Q = (Q 0 , Q 1 ) the quiver of Λ, where Q 0 is the set of vertices and Q 1 is the set of arrows. Then Λ is presented as the path algebra of Q modulo the ideal generated by all paths of length 2. A crucial role is played by the stable equivalence F : mod Λ ∼ → mod kQ s , where the separated quiver Q s = (Q s 0 , Q s 1 ) of Q is defined by the vertex set Q s 0 := {i + | i ∈ Q 0 } {i − | i ∈ Q 0 } and the arrow set Q s 1 := {i + → j − | i → j in Q 1 }. This equivalence gives a characterization of representation-finite algebras with radical square zero [Ga] . Recently, as an analog of this result, Adachi [Ada2] gave a characterization of τ -tilting-finite algebras with radical square zero in terms of single subquivers of Q s (see also [Zha] ). The connection between path algebras and algebras with radical square zero also appears as quadratic duality or Koszul duality for positively graded algebras [BGS] .
In Section 2, we prove the main result in this paper, which further strengthens the result of [Ada2] . We need to modify the maximal single subquiver as follows (see Remark 2.15 for detail): For a given quiver Q and a map ǫ : Q 0 → {+, −}, let Q ǫ = ((Q ǫ ) 0 , (Q ǫ ) 1 ) be the subquiver of Q with vertex set (Q ǫ ) 0 = Q 0 and arrow set (Q ǫ ) 1 = {i → j in Q 1 | ǫ(i) = +, ǫ(j) = −}. Then we have the following, where tilt Λ is the set of isomorphism classes of basic tilting Λ-modules, and 2-silt Λ is the set of isomorphism classes of basic two-term silting complexes for Λ.
Theorem 0.1 (Theorem 2.3). Let Λ be a finite dimensional k-algebra with radical square zero and Q the quiver of Λ. Then there is a bijection
Moreover, for each map ǫ, the restriction of this bijection gives an isomorphism of partially ordered sets from tilt(kQ ǫ )
op to its image.
On the other hand, the study of symmetric algebras with radical cube zero can be reduced to that of algebras with radical square zero. Representation theory of symmetric algebras with radical cube zero has been studied by Benson [Ben2] , Erdmann and Solberg [ES] , and these algebras also appear in several area such as [HK, CL, Sei] . Recently, Green and Schroll [GS1, GS2] showed that this class of algebras is precisely the Brauer configuration algebras with radical cube zero. In Section 3, we see that the same result as Theorem 0.1 holds for symmetric algebras with radical cube zero (Theorem 3.3). As an application, we calculate the number of isomorphism classes of basic two-term tilting complexes for two classes of algebras, namely Brauer line algebras and Brauer cycle algebras [Ben1] .
Theorem 0.2.
(1) Let Γ n be a Brauer line algebra with n edges. Then we have
(2) Let Ξ n be a Brauer cycle algebra with n edges. Then we have
Notations. In this paper, we use the following notations. By an algebra we mean a finite dimensional algebra over an algebraically closed field k, by a module we mean a finitely generated right module unless otherwise noted. For an algebra Λ, we denote by mod Λ (respectively, proj Λ) the category of Λ-modules (respectively, projective Λ-modules). We denote by C b (proj Λ) the category of bounded complexes of proj Λ, by K b (proj Λ) its homotopy category. Then K b (proj Λ) is the triangulated category whose suspension functor is given by the shift functor [1] . For an object X, it is said to be basic if it is isomorphic to a direct sum of indecomposable objects which are mutually non-isomorphic, and |X| is the number of isomorphism classes of indecomposable direct summands of X. We denote by add X the category of all direct summands of direct sums of copies of X.
Preliminaries
1.1 Silting theory. In this section, we recall basic properties of silting complexes. Let Λ be an algebra.
(1) We say that T is presilting if Hom
(2) We say that T is silting if it is presilting and generates K b (proj Λ) as the thick subcategory. Moreover, it is called tilting if it also satisfies Hom
For example, any silting complex in a symmetric algebra is tilting [AI, Example 2.8] . Let T = X ⊕ U be a basic silting complex for Λ with X indecomposable. Take a triangle
where f is a left minimal (add U )-approximation of X, that is, f is a left minimal morphism such that
again a silting complex and called a left silting mutation of T (with respect to X). Dually, we define a right silting mutation µ + X (T ) of T . It is known that the set of isomorphism classes of basic silting complexes for Λ has a structure of partially ordered set with partial order ≥ defined as
Moreover, the Hasse quiver of this partially ordered set is given as follows:
• Each vertex is an isomorphism class of a basic silting complex.
• We draw an arrow T → U if U is a left silting mutation of T . Next we recall some facts for two-term silting complexes and g-vectors. We say that a complex T in K b (proj Λ) is two-term if it is a complex concentrated in degree 0 and −1, i.e. of the form
Up to isomorphism, we can assume the differential d T is in the radical of proj Λ. We denote by 2-silt Λ (respectively, 2-tilt Λ) the set of isomorphism classes of basic two-term silting (respectively, tilting) complexes for Λ. We need the following observations. 
Then we have the following exact sequence:
Proof. It is obvious from the definition of η.
Let Q = (Q 0 , Q 1 ) be the quiver of Λ, where Q 0 is the set of vertices and Q 1 is the set of arrows. For each vertex i ∈ Q 0 , we denote by e i the primitive idempotent corresponding to i, and P (i) := e i Λ. Let K 0 (proj Λ) be the Grothendieck group of the additive category proj Λ. Then the set of the residue classes of P (i) gives a basis of K 0 (proj Λ), and the Grothendieck group
It is known that g-vectors uniquely determine basic two-term silting complexes.
Next, let ǫ : Q 0 → {+, −} be a map. We consider the following full subcategories of proj Λ:
, where e ± := i∈Q
The importance of this category in silting theory is highlighted in the following result, where 2-silt ǫ Λ := 2-silt Λ ∩ K 2 ǫ (proj Λ). Proposition 1.7. Let Λ be an algebra and Q the quiver of Λ. Then we have
Proof. We will show the first equation. Clearly, the set in the right side is a disjoint union. Thus, it is enough to show that any two-term silting complex T is included in 2-silt ǫ Λ for some ǫ. Let T = (T −1 dT → T 0 ) be a basic two-term silting complex for Λ. Since each indecomposable projective Λ-module appears in precisely one of either T 0 or T −1 by Proposition 1.2(ii) and (iii), we can define a map ǫ := ǫ T :
. Then, we have T ∈ 2-silt ǫ Λ. The latter assertion is obvious from the former one.
In Section 2, we will investigate the category K 2 ǫ (proj Λ) in the case when Λ is an algebra with radical square zero.
1.2 Path algebras. Let Q = (Q 0 , Q 1 ) be a finite acyclic quiver and kQ the path algebra of Q. Now, we recall the famous characterization due to Gabriel of representation-finite path algebras kQ, where tilt kQ is the set of isomorphism classes of basic tilting kQ-modules. (1) kQ is representation-finite.
For Dynkin quivers, it is known that the number # tilt kQ does not depend on orientations.
Proposition 1.9. (see [ONFR] for example) Let Q be one of a Dynkin quiver. Then the number # tilt kQ is given as follows, where C n is the n-th Catalan number:
2431 17342
On the other hand, the following observation is useful for the vanishing condition of the Ext 1 -group of modules, which comes from the viewpoint of quiver representation theory. Let S := kQ 0 be a semisimple algebra spanned by Q 0 , then the vector space V := kQ 1 has a natural structure of S-S-bimodule. Proposition 1.10. [GR, 7.2] In the above notations, we have the following exact sequence:
1.3 Triangular matrix algebras. The bimodule construction of triangular matrix algebra gives a new algebra from given algebras. Let Λ and Γ be algebras and M be a Λ-Γ-bimodule. Then we can construct the upper triangular matrix algebra ∆ := Λ M 0 Γ . The category mod ∆ is described as follows: Let C ∆ be the category with the following data:
is a morphism of Λ-modules and g : X ′′ → Y ′′ is a morphism of Γ-modules such that the diagram
′′ as abelian group, and the right ∆-module structure is given by 
Main results
In this section, we study the silting theory for the algebras with radical square zero. The following quiver plays an important role in this paper.
Definition 2.1. Let Q = (Q 0 , Q 1 ) be a finite quiver. For a given map ǫ : Q 0 → {+, −}, let Q ǫ = ((Q ǫ ) 0 , (Q ǫ ) 1 ) be the subquiver of Q with vertex set (Q ǫ ) 0 = Q 0 and arrow set
Note that, for any map ǫ : Q 0 → {+, −}, the quiver Q ǫ is bipartite, that is, every vertex in Q ǫ is either a sink or a source. In particular, the path algebra kQ ǫ is an algebra with radical square zero.
Example 2.2. Let Q be the following quiver:
Then we obtain the following example of quivers Q ǫ for ǫ, where we identify ǫ with (ǫ(1), ǫ(2), ǫ(3)):
The main result in this paper is the following. It will be proved in Section 2.2. Theorem 2.3. Let Λ be an algebra with radical square zero and Q the quiver of Λ. For each map ǫ : Q 0 → {+, −}, we have an isomorphism of partially ordered sets
Therefore, the Hasse quivers of 2-silt ǫ Λ and tilt(kQ ǫ ) op are isomorphic. Furthermore, we have a bijection
2.1 Reduction of the quiver. In this subsection, we will "reduce" the problem of silting theory on the algebra Λ with radical square zero to that on kQ ǫ . We start with the following easy lemma.
Lemma 2.4. For any complexes
Proof. We will show that any morphism between complexes which is null-homotopic is zero. Let T = (T
Since both of T and U are in K 2 ǫ (proj Λ), we have add T 0 ∩ add U −1 = 0, and hence h is in the radical. Therefore,
hold since Λ is an algebra with radical square zero. Thus, the assertion holds.
Let Q be the quiver of Λ. In the rest of this subsection, we fix a map ǫ : Q 0 → {+, −} and let Λ ǫ := kQ ǫ .
Proposition 2.5.
( Proof. (1) Since Λ is an algebra with radical square zero, we have Λ = kQ 0 ⊕ kQ 1 as a Z-graded algebra. Similarly, Λ ǫ = kQ 0 ⊕ k(Q ǫ ) 1 . It is obvious that the ideal I = i → j | (ǫ(i), ǫ(j)) = (+, −) in Λ is precisely the k-vector space spanned by all arrows which are not contained in (Q ǫ ) 1 . Therefore, we have
(2) Since Λ ǫ = kQ 0 ⊕ k(Q ǫ ) 1 holds, Λ ǫ is a subspace of Λ and clearly 1 Λ ∈ Λ ǫ . Therefore, it is a subalgebra of Λ. Thus, we have ι : Λ ǫ ֒→ Λ, and it is obvious that the composition π • ι : Λ ǫ ֒→ Λ ։ Λ ǫ is the identity on Λ ǫ , where π : Λ ։ Λ ǫ is a surjection given by (1). By Proposition 2.5(2), we have the following two functors:
, and the restriction gives the full functors proj
Proof. Since Λ is an algebra with radical square zero, any morphism f : Y → X of projective Λ-modules is given as a linear combination of arrows in Q. In particular, if X ∈ proj + ǫ Λ and Y ∈ proj − ǫ Λ, then f is a linear combination of arrows from vertices in Q + 0 to those in Q − 0 , i.e., arrows in (Q ǫ ) 1 . Therefore, f can be regarded as a morphism in Hom Λǫ (Y ⊗ Λ Λ ǫ , X ⊗ Λ Λ ǫ ), and vice versa. Therefore, we obtain the desired isomorphism.
The latter assertion follows from the former one.
By Proposition 2.6, the tensor products provide the following well-defined functors:
where
′ is an equivalence of categories in general, they are enough to calculate silting complexes for ǫ.
Proposition 2.7. Let T, U be complexes in K 2 ǫ (proj Λ). Then we have an isomorphism of bifunctors (2.5)
Proof. Since T and U are two-term, we have the following diagram of exact sequences by Lemma 1.3:
where r is a surjection defined as r(f
Since the left square in this diagram commutes, we obtain the desired isomorphism.
As the consequence, we obtain the following result.
Corollary 2.8. The functor F gives an isomorphism of partially ordered sets
Proof. By Proposition 2.6, it is easy to see that the functor F gives a bijection of isomorphism classes of indecomposable objects in both categories. Then the assertion is immediate from Proposition 1.2(i) and Proposition 2.7.
2.2 Bipartite quiver. Thanks to Corollary 2.8, it is enough to consider the following situation: Let Q = (Q 0 , Q 1 ) be a bipartite quiver. Define a map ǫ : Q 0 → {+, −} as ǫ(i) = + if i is a source and ǫ(i) = − if i is a sink. Then Q = Q ǫ . Let 
On the other hand, since Q is bipartite we have the following equivalences of categories:
For any M ∈ mod S + and N ∈ mod S − , we have an isomorphism of bifunctors (2.9) (−) :
Proof. Let M ∈ mod S + and N ∈ mod S − . Note that V = e + Λ ǫ e − since Q is bipartite. By the homtensor adjoint, we have
Thus, we obtain the desired isomorphism. It is easy to check that it is a natural transformation. Now, we set a two-term complex G(X) :
The following observation is crucial. Theorem 2.10.
(1) The correspondence G gives an equivalence 
| for all i ∈ Q 0 , where dim X is the dimension vector of X and |g 
where we use Lemma 2.4 for the leftmost term in the bottom sequence. The commutativity of the middle square follows from Proposition 2.9. Thus we obtain isomorphisms p and q in the diagram. Moreover, it is easy to check that p is bifunctorial, and hence G gives a fully faithful functor mod Λ op ǫ → K 2 ǫ (proj Λ ǫ ). Furthermore, it is dense since G gives a bijection of isomorphism classes of indecomposable objects in both categories by Proposition 2.9. Therefore, it is an equivalence.
(2)-(i) The isomorphism q in the above diagram is the desired one.
(2)-(ii) It is obvious from the construction of the two-term complex G(X).
The following result follows from Theorem 2.10.
Corollary 2.11. The equivalence G gives an isomorphism of partially ordered sets
ǫ . Now we are ready to prove Theorem 2.3.
Proof of Theorem 2.3. Let ǫ : Q 0 → {+, −} be a map. We apply Corollary 2.11 for Λ ǫ = kQ ǫ . Then the composition 2-silt ǫ Λ (2.6) → 2-silt ǫ Λ ǫ (2.10) → tilt Λ op ǫ gives the desired isomorphism. The latter assertion follows from Proposition 1.7. Now, we consider the algebra Λ with radical square zero again. In silting theory, it is important to know whether a given silting complex is tilting (Definition 1.1(2)). For algebras with radical square zero, we have the following result. 
Since T is silting, P (i) and P (j) are direct summands of T 0 and T −1 respectively by Proposition 1.2. Thus we have 0
. It implies that T is not tilting.
Example 2.13. Let Λ be an algebra with radical square zero given by the following quiver:
Namely, Λ = kQ/I where I is an ideal in kQ generated by all path of length 2. Then we obtain the following figure of Hasse quivers, where we denote the Hasse quiver of a partially ordered set S by H(S):
where S(i) is the simple (kQ ǫ ) op -module corresponding to i ∈ Q 0 , and each indecomposable module is described as its composition series. By Theorem 2.3, we have an isomorphism H(2-silt ǫ Λ) ∼ = H(tilt(kQ ǫ ) op ) for each ǫ. Moreover, we can compute the number # 2-silt Λ = ǫ # 2-silt ǫ Λ = ǫ # tilt(kQ ǫ ) op = 6.
2.3 τ -tilting-finite algebras with radical square zero. In this subsection, we deduce Adachi's characterization of τ -tilting-finite algebras with radical square zero [Ada2] from our result. Recall that, by τ -tilting theory [AIR] , we have # 2-silt Λ = # sτ -tilt Λ where sτ -tilt Λ is the set of isomorphism classes of basic support τ -tilting Λ-modules. An algebra Λ is said to be τ -tilting-finite if # sτ -tilt Λ < ∞.
Definition 2.14. Let Q = (Q 0 , Q 1 ) be a finite quiver.
(1) Define a quiver
Remark 2.15. Our quivers Q ǫ for ǫ can be identified with the maximal single subquivers of Q s . In fact, vertices i ∈ Q ± 0 correspond to i ± ∈ Q s 0 . Example 2.16. Let Q be the quiver as in Example 2.2. Then the separated quiver Q s is given as follows:
For example, the subquiver Q (+−+) of Q corresponds to a maximal single subquiver of Q s with vertex set {1 + , 2 − , 3 + }. Let Λ be the algebra with radical square zero given by the quiver Q. Then we can find that Λ is not τ -tilting-finite by using the following Proposition 2.17. Now, we have the following, where the equivalence of (1) and (2) (1) Λ is τ -tilting-finite. (1) ⇔ (3): By definition, Λ is τ -tilting-finite if and only if 2-silt Λ is a finite set. By Theorem 2.3, this is equivalent to # tilt kQ op ǫ < ∞ for every map ǫ : Q 0 → {+, −}. By Lemma 1.8, this is equivalent to the condition that Q ǫ is a disjoint union of Dynkin quivers for every ǫ.
Application to symmetric algebras with radical cube zero
In this section, we study two-term tilting complexes over symmetric algebras with radical cube zero. By the following result, this is equivalent to studying two-term silting complexes over algebras with radical square zero.
Proposition 3.1. [Ada1, EJR] Let Λ be an indecomposable symmetric algebra with rad 2 Λ = 0, and let Λ := Λ/ soc Λ. Then we have an isomorphism of partially ordered sets
In Proposition 3.1, if Λ satisfies rad 3 Λ = 0, then Λ is the algebra with radical square zero.
Proposition 3.2.
[GS2] Let Λ be an indecomposable symmetric algebra with radical cube zero but rad 2 Λ = 0, and let Λ := Λ/ soc Λ. Then the following hold.
(1) The two algebras Λ and Λ have the same quiver.
For the symmetric algebras with radical cube zero, we have the following result. Here, for a given map ǫ : Q 0 → {+, −}, let −ǫ : Q 0 → {+, −} be a map defined as (−ǫ)(i) = −ǫ(i) for every i ∈ Q 0 . Theorem 3.3. Let Λ be a symmetric algebra with radical cube zero and Q the quiver of Λ. Let ǫ : Q 0 → {+, −} be a map. Then we have isomorphisms of partially ordered sets
In particular, we have
Proof. Without loss of generality, we can assume that Λ is indecomposable. . Then, we obtain the desired isomorphisms of partially ordered sets by Theorem 2.3 and Proposition 3.1:
In the rest of this paper, we calculate the number # 2-tilt Λ for two classes of algebras, namely Brauer line algebras and Brauer cycle algebras.
Brauer line algebras.
Definition 3.4. A multiplicity-free Brauer line algebra Γ n := kQ/I with n edges is defined by the following quiver and relations:
Multiplicity-free Brauer line algebras are representation-finite symmetric algebras with radical cube zero. Our claim is the following.
Theorem 3.5. Let Γ n be a multiplicity-free Brauer line algebra with n edges. Then we have
Before the proof of Theorem 3.5, we recall a few equations about Catalan numbers C n .
Lemma 3.6. [Sta] For any positive integer m, the following equations hold.
(
Proof of Theorem 3.5. Let Γ n = kQ/I be a multiplicity-free Brauer line algebra with n edges. Then, the separated quiver of Q is given by
By Proposition 2.17, Γ n is τ -tilting-finite since every connected single subquiver is of type A n . Thus, we have # 2-tilt Γ n = ǫ # 2-tilt ǫ Γ n by Proposition 1.7. To calculate this number, we only focus on maps ǫ : Q 0 → {+, −} with ǫ(1) = + since we have # 2-tilt ǫ Γ n = # 2-tilt −ǫ Γ n by Theorem 3.3. For a map ǫ : Q 0 → {+, −} with ǫ(1) = +, define integers b 1 , . . . , b r ≥ 1 by the equality
Then the quiver Q ǫ for ǫ is a disjoint union of Q b1 , . . . Q br , where Q bs is a connected bipartite subquiver with vertex set { Proof. We will show it by induction on n. i) For n = 1, we have P 1,1 = C 1 = 1. ii) Assume that n > 1 and m r=1 P m,r = 1 2 2m m holds for 1 ≤ m < n. Clearly, we have P n,1 = C n , and for 1 < r ≤ n, P n,r = b∈Zn,r r s=1 C bs = C 1 P n−1,r−1 + C 2 P n−2,r−1 + · · · + C n−r+1 P r−1,r−1 .
Therefore,
Adding last two equations, we have 2 × n r=1 P n,r = 2C n + 1 2 (n + 2)
Lem.3.6(1) = 2C n + 1 2 (n + 2)(C n+1 − 2C n )
Lem.3.6(2) = 2n n .
Thus, we obtain the desired equation for n.
3.2 Brauer cycle algebras.
Definition 3.8. A multiplicity-free Brauer cycle algebra Ξ n := kQ/I with n edges is defined by the following quiver and relations: 
If n is even, Ξ n is not τ -tilting-finite by Proposition 2.17 since Q s contains a single subquiver of extended Dynkin typeÃ n . On the other hand, if n is odd, Ξ n is τ -tilting-finite since Q s contains only connected single subquivers of type A n .
For Brauer cycle algebras, our result is the following.
Theorem 3.10. Let Ξ n be a multiplicity-free Brauer cycle algebra with odd n edges. Then we have # 2-tilt Ξ n = 2 2n−1 .
We need the following observations.
Lemma 3.11. Assume n is odd. Then, for any map ǫ : Q 0 → {+, −}, the quiver Q ǫ is a disjoint union of odd number of connected quivers of type A n .
Proof. The proof is left to the reader since it is easy.
Next one is from the proof of Lemma 3.7.
Lemma 3.12. Let P n,r be as in (3.5). Then we have r : odd P n,r = nC n−1 and r : even P n,r = (n − 1)C n−1 . (3.7)
Proof. Put O n := r : odd P n,r and E n := r : even P n,r . We claim O n − E n = C n−1 and show it by induction on n. After that, we obtain the desired equation (3.7) since we have already known O n + E n = n r=1 P n,r = C k E n−k + C n − C n−1 . Therefore, we have the desired equation O n − E n = C n−1 for n. Now, we are ready to prove Theorem 3.10.
Proof of Theorem 3.10. By Theorem 3.3, we only focus on maps ǫ : Q 0 → {+, −} with ǫ(1) = +. Let ǫ : Q 0 → {+, −} with ǫ(1) = +. Let Q ′ be a connected component of Q ǫ with l vertices containing the vertex 1 ∈ Q 0 .
