We study homomorphisms of propositional formulas in CNF generalizing symmetries considered by Krishnamurthy. If ϕ : H → F is a homomorphism, then unsatisfiability of H implies unsatisfiability of F . Homomorphisms from F to a subset F ′ of F (endomorphisms) are of special interest, since in such case F and F ′ are satisfiability-equivalent. We show that smallest subsets F ′ of a formula F for which an endomorphism F → F ′ exists are mutually isomorphic. Furthermore, we study connections between homomorphisms and autark assignments.
Introduction
We consider propositional formulas in conjunctive normal form represented as sets of clauses. Let H and F be formulas and ϕ a map from the literals of H to the literals of F . We call ϕ a homomorphism from H to F if it preserves complements and clauses, i.e., ϕ(ℓ) = ϕ(ℓ) for every literal ℓ of H, and { ϕ(ℓ) : ℓ ∈ C } ∈ F for every clause C of H. It can be shown that homomorphisms preserve unsatisfiability (see Corollary 3): (*) if there is a homomorphism from H to F , then unsatisfiability of H implies unsatisfiability of F .
Homomorphisms of formulas can be considered as a generalization of "symmetries with complementations" studied in [2, 4, 14, 25 ].
Reducing formulas by homomorphisms
Consider a formula F and some subset F ′ of F ; in general, it is hard to decide whether F and F ′ are equivalent w.r.t. satisfiability (take, for example, F ′ = ∅; then F is satisfiable if and only if F and F ′ are satisfiability-equivalent). In certain cases, however, we can give a "certificate" for equivalence-if the certificate is known, then equivalence can be checked efficiently; for example, autark assignments of F which satisfy all clauses in F \ F ′ can be used as such certificate (see [15, 18] ).
Endomorphisms (i.e., homomorphisms from a formula to itself) can be used in a similar way. If ϕ is an endomorphism of F , then ϕ(F ) := { ϕ(C) : C ∈ F } is-by definition of homomorphisms-a subset of F . If ϕ is an isomorphism, then ϕ(F ) = F . Otherwise, ϕ(F ) is a proper subset of F ; in this case we can reduce F to ϕ(F ), since F is satisfiable if and only if ϕ(F ) is satisfiable (one direction follows by (*), the other direction follows trivially from ϕ(F ) ⊆ F ). In Section 4 we study such reductions in a more general framework; in particular, we consider subsets F ′ of F such that (i) F ′ = ϕ(F ) for some endomorphism ϕ of F , and (ii) ϕ ′ (F ′ ) = F ′ for any endomorphism ϕ ′ of F ′ (i.e., F ′ is a minimal subset (w.r.t. set inclusion) of F to which F can be reduced by some endomorphism). In this case we call F ′ a core of F . Our main results about cores (see Section 4) are as follows.
• Cores of a formula are isomorphic; hence cores can be used as a normal form.
• To decide whether a formula F can be reduced by some endomorphism to a proper subset F ′ of F (i.e., F is not a core of itself) is NP-complete.
Proof by homomorphism
Assume that H is an unsatisfiable formula and, based on the specific nature of H, its unsatisfiability can be established in polynomial time. Given a homomorphism ϕ from H to some formula F , then, in view of (*), for showing unsatisfiability of F it suffices to verify that ϕ is in fact a homomorphism from H to F ; evidently, the latter can be performed in polynomial time. Hence, the triple (H, ϕ, F ) can be considered as a proof of the unsatisfiability of F .
Thus one might try to identify sets Γ of unsatisfiable formulas such that
• for every unsatisfiable formula F there exist H ∈ Γ and a homomorphism ϕ from H to F (i.e., Γ is homomorphically complete); • Γ can be recognized in polynomial time (i.e., Γ is tractable).
If Γ is a homomorphically complete and tractable set of unsatisfiable formulas, then Π Γ := { (H, ϕ, F ) : H ∈ Γ and ϕ is a homomorphism from H to F } can be considered as a proof system. We show that a well known tractable subclass of minimally unsatisfiable formulas is homomorphically complete. A formula F is minimally unsatisfiable, if it is unsatisfiable, and removing any clause from F makes it satisfiable. It is known that every minimally unsatisfiable formula has strictly more clauses than variables [1, 6] . MU(k) denotes the set of minimally unsatisfiable formulas for which the number of clauses exceeds the number of variables exactly by k. Though recognition of minimally unsatisfiable formulas is a computationally hard problem ( [21] ), formulas in MU(k) can be recognized in polynomial time for every fixed k ≥ 1 ( [7, 17] ).
A main result of this paper is the homomorphic completeness of MU(1). We pinpoint exactly the efficiency of Π MU (1) by showing that every proof (H, ϕ, F ) ∈ Π MU(1) can be transformed into a tree resolution proof of F in polynomial time, and vice versa. Hence, Π MU(1) and tree resolution are p-equivalent (c.f. [5, 24] ). Clearly, for fixed k ≥ 1, the set MU(≤ k) := k i=1 MU(i) is homomorphically complete, since MU(1) ⊆ MU(≤ k); it is conceivable that for k ≥ 2 the proof system Π MU(≤k) is stronger than Π MU (1) . We show, however, that Π MU(≤k) and Π MU(1) are p-equivalent. Further we show that for every fixed k ≥ 1, the set MU ′ (k) := MU(k) ∪ {{ }} is homomorphically complete, and that the corresponding proof system Π MU ′ (k) is p-equivalent with Π MU (1) . This result is due to Kleine Büning and Zhao [13] .
Basic Concepts and Notation

Formulas and Assignments
We think of literals as propositional variables with an assigned parity 0 or 1; a literal is called positive (negative) if its parity is 0 (1, respectively). Positive literals are called variables. For a literal ℓ we denote the literal with the opposite parity by ℓ. A set of literals is tautological if it contains literals ℓ and ℓ. A clause is a finite non-tautological set of literals. The empty clause is denoted by .
For a clause C, we denote the set of variables x such that x or x is in C by var(C), and we put lit(C) := { x, x : x ∈ var(C) }. Similarly, for a formula F , we put var(F ) := C∈F var(C) and lit(F ) := C∈F lit(C). Following [8] we define δ(F ) := |F |−|var(F )| to be the deficiency of F . The length of a formula F is defined as C∈F |C|.
A partial assignment (or assignment, for short) of a formula F is a map t : X t → {0, 1} defined on a subset X t ⊆ var(F ). If x ∈ X t then we put t(x) := 1−t(x). An assignment t of F is total if X t = var(F ). An assignment t satisfies a clause C if C contains a literal ℓ such that t(ℓ) = 1; t satisfies a formula F if it satisfies all clauses of F . A formula F is satisfiable if it is satisfied by some partial assignment; otherwise, F is called unsatisfiable. A formula F is minimally unsatisfiable if F is unsatisfiable but every proper subset of F is satisfiable. The set of all minimally unsatisfiable formulas is denoted by MU; for an integer k we define
Note that MU(k) = MU(≤ k) = ∅ for k ≤ 0, see [1, 6] .
Let t be an assignment of a formula F . We say that t touches a clause C ∈ F if var(C) ∩ X t = ∅. The assignment t is autark if t satisfies all clauses which it touches. Following [18] we call a formula lean if it has no autark assignment t such that X t = ∅. Note that if t is an autark assignment of F , then { C ∈ F : var(C) ∩ X t = ∅ } and F are satisfiability-equivalent; it follows that minimally unsatisfiable formulas are lean. Autark assignments were introduced by Monien and Speckenmeyer [20] and have been studied in depth by Kullmann [15, 18] .
Proof Systems
Cook and Reckhow [5] introduced a general concept of propositional proof systems in terms of functions on sets of strings. We use a more informal concept based on the discussion in [24] .
A proof of a formula F is a finite object x which certifies unsatisfiability of F in the sense that, if x is given, then unsatisfiability of F can be verified in polynomial time (proofs of unsatisfiability are also called refutations). A proof system Π is a set of proofs such that (i) elements of Π can be recognized in polynomial time, and (ii) a formula F is unsatisfiable if and only if Π contains a proof of F . Let Π, Π ′ be proof systems. We say that Π ′ p-simulates Π if every proof x ∈ Π can be transformed into a proof x ′ ∈ Π ′ in polynomial time such that x and x ′ prove the same formula. If Π and Π ′ p-simulate each other, then we say that they are p-equivalent.
The efficiency of (propositional) proof systems is closely related to the NP = co-NP question; this relationship is a main motivation for a systematic study of proof systems and their relative strength in terms of p-simulation ( [5, 24] ).
Resolution
If C 1 and C 2 are clauses and there is exactly one variable x such that x ∈ C 1 , x ∈ C 2 , then the clause C := (C 1 ∪ C 2 ) \ {x, x} is called the resolvent of C 1 and C 2 . We also say that C is obtained by resolving on x. A tree resolution proof T is a binary rooted tree where the vertices v of T are labeled by clauses λ T (v) such that (i) whenever a vertex v has two parents v 1 , v 2 , then λ T (v) is the resolvent of λ T (v 1 ) and λ T (v 2 ), and (ii) the root of T is labeled by the empty clause. In case (i) we call the variable on which λ T (v 1 ) and λ T (v 2 ) are resolved the resolution variable of v. A tree resolution proof T is literal-once (cf. [22] ) if distinct non-leaves v, v ′ always have distinct resolution variables, i.e., λ T (v) and λ T (v ′ ) are not obtained by resolving on the same variable. If v is a leaf of T then we call λ T (v) a premise of T ; the set of all premises of T is denoted by pre(T ). We say that T is a tree resolution proof of a formula F if pre(T ) ⊆ F .
It is well-known that a formula is unsatisfiable if and only if there is a tree resolution proof of it; thus tree resolution is a proof system in the above sense.
Homomorphisms
Let H, F be formulas and ϕ : lit(H) → lit(F ) a map. We call ϕ a homomorphism from H to F if (1) ϕ(ℓ) = ϕ(ℓ) for every literal ℓ ∈ lit(H), and (2) ϕ(C) ∈ F for every clause C ∈ H where ϕ(C) := { ϕ(ℓ) : ℓ ∈ C }. We simply write ϕ : H → F if ϕ is a homomorphism from H to F . For a homomorphism ϕ : H → F we call the formula ϕ(H) := { ϕ(C) : C ∈ H } the homomorphic image of H under ϕ.
It is immediate that if
A homomorphism ϕ from F to itself is called an endomorphism of F . Note that the set of endomorphisms of a formula F is a monoid under composition. We denote the unit element of this monoid by id F .
A homomorphism ϕ from H to F is a bimorphism if the underlying map ϕ : lit(H) → lit(F ) is bijective. In contrast to group theory, the inverse map ϕ −1 : lit(F ) → lit(H) of a bimorphism is not necessarily a homomorphism from F to H (for example, every homomorphism from H = {{x}} to F = {{y}, {y}} is a bimorphism, but there is no homomorphism from F to H).
is a homomorphism; ϕ is called automorphism if it is an isomorphism and H = F . Obviously, an endomorphism ϕ of H is an automorphism if and only if ϕ(H) = H.
Note that a renaming of a formula F (in the sense of [19] ) is nothing but an automorphism ϕ of F such that ϕ(ℓ) ∈ {ℓ, ℓ} for all literals ℓ ∈ lit(F ).
Example 2 Let H = {{x, y, z}, {x, y}} and F = {{u}, {u}, {u, v}}. We define a homomorphism ϕ : H → F by setting ϕ(x) = ϕ(y) = ϕ(z) = u; the values for the remaining literals x, y, z of H are determined uniquely by the condition ϕ(ℓ) = ϕ(ℓ). The homomorphic image ϕ(H) of H under ϕ is {{u}, {u}}. Another homomorphism ψ : H → F can be defined by ψ(x) = ψ(y) = u, ψ(z) = v. We have ψ(H) = {{u}, {u, v}}. The partial assignment t of ψ(H) with X t = {v} and t(v) = 1 satisfies the clause {u, v}. Since {u, v} is the only clause of ϕ(H) touched by t, t is autark. Applying Lemma 1 we obtain an autark assignment t ′ of H with X t ′ = ψ −1 (X t ) = {z} and t ′ (z) = t(v) = 1.
The above result is key for our subsequent considerations. From Lemma 1 the following is also immediate.
Corollary 4
The homomorphic image of a lean formula is lean. consequently, minimally unsatisfiable formulas are cores.
Retracts and Cores
and ϕ(y 0 ) = ϕ(y 1 ) = y 0 defines a retraction of F with retract F ′ := {{x 0 , y 0 }, {x 0 , y 0 }, {x 0 , y 0 }, {x 0 , y 0 }} and co-retraction id F ′ . Since F ′ is minimally unsatisfiable, it follows that F ′ is a core of F .
If we know an endomorphism of a formula, then we can find a retraction efficiently:
Lemma 6 Let ϕ be an endomorphism of F . Then there exists an integer n ∈ {1, . . . , |F |} such that ϕ n is a retraction. Consequently, a formula is a core if and only if each of its endomorphisms is an automorphism.
PROOF. Note that for every
n acts as an automorphism on F ′ . Let ψ denote the automorphism of F ′ which is inverse to ϕ n . We have ϕ n • ψ = id F ′ ; thus ϕ n is indeed a retraction. If F is a core, we have ϕ n (F ) = F , thus ϕ(F ) = F ; i.e., ϕ is an automorphism.
Example 7 Consider F = {{x 1 , x 2 }, {y}, {z}}. Setting ϕ(x 1 ) = ϕ(x 2 ) = y and ϕ(y) = ϕ(z) = z defines an endomorphism of F with F ′ := ϕ(F ) = {{y}, {z}}. Note that ϕ is not a retraction, since ϕ • ψ = id F ′ implies that ψ(y) ∈ {x 1 , x 2 }, but then ψ({y}) / ∈ F . (Nevertheless, F ′ is a retract of F with respect to the retraction defined by ϕ ′ (x 1 ) = ϕ ′ (x 2 ) = y, ϕ ′ (y) = y, and ϕ ′ (z) = z.) However, ϕ 2 is a retraction of F with retract F ′′ := {{z}}; as co-retraction we can take either ψ(z) = y or ψ(z) = z. Evidently, F ′′ is a core, but F ′ is not.
Lemma In view of Lemma 8, a core of a formula can be considered as a normal form. Unfortunately, cores are difficult to recognize. To show this we deploy the following construction.
Let
We put
Note that each clause C of F • is either positive (all literals in C are positive) or negative (all literals in C are negative). The following can be verified easily (cf. [6, Lemma 2]).
Lemma 9 For every formula F
(1) F is satisfiable if and only if F
• is satisfiable, and (2) F ∈ MU(k) if and only if F
• ∈ MU(k), for every k ≥ 1.
In the proof of Theorem 12 below we use a simple concept of connectedness: We say that clauses C, C ′ of a formula F are connected in F if there exists a sequence of clauses D 1 , . . . , D r (r ≥ 1 and D i ∈ F for i ∈ {1, . . . , r}) such that D 1 = C, D r = C ′ , and var(D i ) ∩ var(D i+1 ) = ∅ for 1 ≤ i < r. We call F connected if every pair of clauses of F is connected.
Lemma 10 Minimally unsatisfiable formulas are connected.
PROOF. Let F be a minimally unsatisfiable formula and suppose to the contrary that F is not connected. Consequently, there is a proper subset F ′ = ∅ of F such that (i) F ′ is connected and (ii) there is no connected F ′′ such that F ′ F ′′ ⊆ F . Being a proper subset of a minimally unsatisfiable formula, F ′ is satisfiable. Let t be a satisfying total assignment of F ′ . Note that
hence F ′ contains all clauses of F which are touched by t. We conclude that t is an autark assignment of F . Since X t = ∅, F is not lean. However, every minimally unsatisfiable formula is lean, a contradiction.
Lemma 11
The homomorphic image of a connected formula is connected.
PROOF. Let H, F be formulas and let ϕ : H → F be a homomorphism. We assume that ϕ(F ) = ∅; otherwise the lemma is vacuously true. Choose C, C ′ ∈ ϕ(H) arbitrarily, and let C 0 , C ′ 0 ∈ H with ϕ(C 0 ) = C and ϕ(C there is a sequence D 1 , . . . , D r (r ≥ 1 and
Hence the sequence ϕ(D 1 ), . . . , ϕ(D r ) certifies that C and C ′ are connected in F ′ . Since C, C ′ where chosen arbitrarily, the lemma follows.
Theorem 12
Recognition of cores is co-NP-complete.
PROOF. If a formula F is not a core, then by Lemma 6 there must be an endomorphism ϕ of F which is not an automorphism; i.e., ϕ(F ) = F . If such ϕ is guessed, then ϕ(F ) = F can be verified in polynomial time. Hence, recognition of cores is in co-NP.
To demonstrate co-NP-completeness, we use the following construction. In [21] it is shown that for every formula F one can construct in polynomial time a formula f (F ) such that
• F is satisfiable if and only if f (F ) is satisfiable;
• if f (F ) is unsatisfiable, then f (F ) is minimally unsatisfiable.
Let F = ∅ be an arbitrary formula and put H := f (F 
The Concept of Proof by Homomorphism
Let Γ be a set of unsatisfiable formulas. We say that Γ is tractable if Γ can be recognized in polynomial time, and that Γ is homomorphically complete (or h-complete, for short) if for every unsatisfiable formula F there exist some H ∈ Γ and a homomorphism ϕ : H → F . We call a triple (H, ϕ, F ) a proof of F by homomorphism (with respect to Γ) if H ∈ Γ and ϕ is a homomorphism from H to F . The set of all proofs by homomorphism w.r.t. Γ is denoted by Π Γ .
The next result is a direct consequence of these newly introduced concepts and Corollary 3, and is key for the subsequent considerations.
Proposition 13
If a set Γ of unsatisfiable formulas is both tractable and h-complete, then Π Γ is a proof system.
Example 14
The tractable set Γ horn of unsatisfiable Horn formulas is not h-complete: For, every unsatisfiable Horn formula contains at least one clause C with |C| ≤ 1 (see, e.g., [12, p. 205 
One may ask whether there exists some tractable and h-complete set of unsatisfiable formulas at all. Goldstern [9] observed that a trivial set Γ triv with such property can be obtained by adding an irrelevant clause C F of exponential cardinality (w.r.t. the length of F ) to every unsatisfiable formula F . This can be done in such a way that
• there is a homomorphism from F ∪ {C F } to F ;
• F ∪ {C F } is unsatisfiable.
Thus Γ triv := { F ∪ {C F } : F is unsatisfiable } is h-complete. Now, the unsatisfiability of F can be tested in polynomial time w.r.t. the length of F ∪ {C F }; hence Γ triv is tractable.
We are going to identify non-trivial sets of unsatisfiable formulas which are both tractable and h-complete.
The next lemma, which is due to an observation by Kullmann [16] , follows from the fact that if ϕ : H → F is a homomorphism and C is a resolvent of clauses
is a tautological set of literals. However, by standard transformations one can efficiently eliminate tautological sets of literals from resolution proofs (see [12] ).
Lemma 15
Let ϕ : H → F be a homomorphism. Then every tree resolution proof of H can be transformed into a tree resolution proof of F in polynomial time.
Proposition 16 Let Γ be a set of unsatisfiable formulas. Tree resolution p-simulates Π Γ if and only if for every formula in Γ a tree resolution proof can be found in polynomial time.
PROOF. Assume that tree resolution p-simulates Π Γ . Choose some H ∈ Γ and observe that (H, id H , H) ∈ Π Γ . By assumption we can obtain a tree resolution proof T of H in polynomial time.
Conversely, let H ∈ Γ and ϕ : H → F be given. By assumption we can find a tree resolution proof of H in polynomial time. In view of Lemma 15 we find efficiently a tree resolution proof of F . Hence tree resolution p-simulates Π Γ .
Proofs by Homomorphism w.r.t. MU(1)
Lemma 17 Let T be a tree resolution proof. Then we can find in polynomial time a tree resolution proof T ′ and a homomorphism ϕ :
′ is literal-once (c.f. Section 2.3).
PROOF.
We proceed by induction on the number n of vertices of T . If n = 1 then we put T ′ := T . Now assume n > 1 and choose a non-leaf v of T such that the predecessors v 1 , v 2 of v are leaves. Let x be the resolution variable of v and assume, w.l.o.g., that x ∈ λ T (v 1 ) and x ∈ λ T (v 2 ). Denote by T 0 the tree resolution proof obtained from T by removing v 1 and v 2 . Let T ′ 0 , ϕ 0 as supplied by induction hypothesis with respect to T 0 . We take a new variable y and obtain from T a tree resolution proof T ′ by replacing λ T by λ T ′ defined as follows. We put
Evidently, T ′ satisfies the claimed properties. We extend ϕ 0 to the required homomorphism ϕ by setting ϕ(y) := x.
Based on structural properties of MU(1) established in [6] , it is shown in [22, Proposition 3] that F ∈ MU(1) if and only if there is a literal-once resolution proof T with pre(T ) = F . Hence Lemma 17 implies the following (see also [17, Lemma C.5] ).
Proposition 18
To every tree resolution proof T one can find in polynomial time a formula H ∈ MU(1) and a homomorphism ϕ : H → pre(T ) such that (1) ϕ(H) = pre(T ), and (2) |H| equals the number of leaves of T .
Corollary 19 MU(1) is homomorphically complete.
Example 20 Figure 1 shows a tree resolution proof T of the formula F = {{x, y, z}, {x, z}, {x, y}, {x, y, z}, {y, z}} (the clause {x, z} appears at two leaves of T ). By the construction presented in the proof of Lemma 17 we obtain the literal-once tree resolution proof T ′ depicted in Figure 2 with 
H := pre(T ′ ) = {x 1 , y 1 , z 1 }, {x 1 , z 1 }, {x 1 , y 1 }, {x 2 , y 1 , z 2 }, {x 2 , z 2 }, {y 1 , z 2 }} ∈ MU(1) and a homomorphism ϕ : H → F defined by ϕ(x 1 ) = ϕ(x 2 ) = x, ϕ(y 1 ) = y, and ϕ(z 1 ) = ϕ(z 2 ) = z.
If F ∈ MU(1) then a tree resolution proof of F can be found in polynomial time (formulas in MU (1) can be proven by unit resolution, [6] ). Hence MU (1) By means of Proposition 18 we can generalize the following characterization of lean formulas which is due to Kullmann [18] .
Theorem 22 ([18])
A formula F is lean if and only if for every clause C ∈ F there is a tree resolution proof T such that C ∈ pre(T ) ⊆ F .
Corollary 23 A formula F is lean if and only if for every h-complete set Γ of unsatisfiable formulas the following holds. For every clause C ∈ F there is some formula H ∈ Γ and a homomorphism ϕ : H → F such that C ∈ ϕ(H).
PROOF. Assume that F is lean. Let Γ be a h-complete set of unsatisfiable formulas and choose some C ∈ F . By Theorem 22 there is a tree resolution proof T with C ∈ pre(T ) ⊆ F . Hence, by Proposition 18, there is a formula H 1 ∈ MU(1) and a homomorphism ϕ 1 : H 1 → F such that pre(T ) = ϕ 1 (H 1 ); thus C ∈ ϕ 1 (H 1 ). Since Γ is h-complete, there exist H 2 ∈ Γ and a homomorphism ϕ 2 : H 2 → H 1 . However, since H 1 is minimally unsatisfiable,
It can be easily verified that H k ∈ MU(k).
Now consider F k := H
• k for some k ≥ 1. Note that it takes only polynomial time to construct H k and F k . By Lemma 9, F k ∈ MU(k). We define a homomorphism ϕ k :
Since each clause C of F k is either negative or positive, it follows that ϕ k (F k ) = H 1 . Trivially, ϕ k is obtained in linear time for given F k .
Lemma 26 ( [13] ) For each formula { } = F ∈ MU(1) and every k ≥ 1 there is some H k ∈ MU(k) such that F = ϕ(H k ) for some homomorphism ϕ : H k → F . H k and ϕ can be obtained in polynomial time depending on the length of F .
PROOF. Consider { } = F ∈ MU(1). By [6, Theorem 12] there is a variable x such that F contains exactly one clause C 1 with x ∈ C 1 and exactly one clause C 2 with x ∈ C 2 . Consider F k and ϕ k : F k → {{x}, {x}} as defined in Lemma 25 (we assume that F k and F have no variables in common). Now put
It can be verified by a straight forward argument that H k is minimally unsatisfiable. Moreover,
Example 27 Consider the formula F = {{v, w}, {w}, {v, w, x}, {v, x}} ∈ MU(1). We look for a formula H 2 ∈ MU(2) and a homomorphism ϕ : H 2 → F . According to Lemma 25 we construct Theorem 28 ( [13] ) Tree resolution and Π MU ′ (k) are p-equivalent, for every fixed k ≥ 1.
PROOF. In view of Proposition 16, and since tree resolution proofs of formulas in MU(k) can be found in polynomial time (see the discussion at the beginning of this section), it suffices to show that Π MU ′ (k) p-simulates tree resolution. Let F = { } be an arbitrary unsatisfiable formula and T a tree resolution proof of F . By Theorem 21 we can obtain a formula F 1 ∈ MU(1) and a homomorphism ϕ : F 1 → F in polynomial time. Applying Lemma 26 we obtain H k ∈ MU(k) and a homomorphism ψ : H k → F 1 with ψ(H k ) = F 1 in polynomial time with respect to the length of F . Now ϕ • ψ is the required homomorphism from H k to F .
Concluding remarks
Our results do not imply that tree resolution p-simulates Π Γ for every tractable h-complete set Γ of unsatisfiable formulas. For example, one could consider the set MU(1) ∪ PH where PH denotes the set of so called "pigeonhole formulas." Since pigeonhole formulas require (tree) resolution proofs of exponential size [10] , it follows that tree resolution cannot p-simulate Π MU(1)∪PH .
Resolution proofs can be represented by directed acyclic graphs instead of trees; the corresponding proof system ("dag resolution" or "general resolution") is known to be stronger than tree resolution; that is, general resolution p-simulates tree resolution, but tree resolution cannot p-simulate general resolution (see, e.g., [3, 24] ). Recently we showed that there is a tractable and h-complete set Γ of unsatisfiable formulas such that Π Γ and general resolution are p-equivalent [23] . It seems to be feasible that the technique developed in [23] can be generalized such that for every proof system some p-equivalent Π Γ can be obtained.
Formulas in CNF, together with our notion of homomorphism, form a category, and there are several adjunctions which naturally arise within this framework. It is conceivable that an in-depth study of this category and its adjunctions will provide new insights into the structure of formulas in CNF and the satisfiability problem.
