PDB Reference: crambin, 3nir.
Introduction
Crambin is a small protein consisting of 46 amino acids (VanEtten et al., 1965; Lobb et al., 1996; Hendrickson & Teeter, 1981) belonging to the thionin family. While the protein as such has long been known and its sequence (and structure) is homologous to those of other small plant toxins with antimicrobial activity, such as hordothionin, purothionin and viscotoxin (Johnson et al., 2005; Debreczeni et al., 2003 and references therein), its true function has so far eluded us. Crambin occurs in the seeds of Crambe abyssinica, from which it gains its name. C. abyssinica is an oilseed plant whose oils can be used as foam inhibitors, lubricants, polymer softeners and detergents. The role of crambin in the plant, as inferred from homologous proteins (those available in the PDB have a sequence identity to crambin of about 50%; Johnson et al., 2005; Debreczeni et al., 2003) , could be a defence against fungi by lysing their membranes. However, the actual function of crambin still remains largely unclear. For viscotoxins and purothionins a binding site for the head regions of membrane lipids has been postulated (Pal et al., 2008; Debreczeni et al., 2003) , but only one of the three residues that are essential for these interactions is also present in crambin (Fig. 1 ). In addition, crambin is far less basic than its membrane-binding homologues (Fig. 2) and has been shown to be inactive towards membranes (Pal et al., 2008) . It may be speculated that crambin might be a relic of an abandoned evolutionary pathway.
Crambin exists in two isoforms that differ at two amino acids, Pro/ Ser22 and Leu/Ile25, and are called the PL and SI forms (VanEtten et al., 1965; Yamano et al., 1997; Yamano & Teeter, 1994) . The protein crystallizes readily and its crystal structure has been known for two decades (Teeter & Hendrickson, 1979; Teeter & Roe, 1993; Jelsch et al., 2000) . Interestingly, while the pure PL or SI forms both give excellent crystals that diffract to atomic resolution (i.e. to at least 1.2 Å ) or higher, the natural mixed form exhibits the best crystallization and diffraction properties (Teeter & Hendrickson, 1979) . Crambin does not contain many residues that are capable of chemical activity or a noticeable active site, suggesting that its natural role is instead accomplished by its structure, shape or surface properties. However, its potential binding partners and interactions with the environment remain a mystery and not even the structure of crambin at 0.54 Å resolution (PDB code 1ejg; Jelsch et al., 2000) could help to answer this question.
Crambin, with its lack of obvious enzymatic activity and hard-toguess biological function, might have not seemed to be the best target for an ultrahigh-resolution diffraction experiment. However, the crystals provide an excellent specimen for gauging the experimental possibilities on synchrotron beamlines. In this work, we attempted to explore the possibilities offered by the high-energy PETRA II source and to estimate the limits of diffraction that may possibly be reached experimentally. Making use of the superior beam properties at PETRA II and a specifically set up end station, we set out to establish new crystallographic frontiers.
Experimental

Crystallization and crystal preparation
Crambin crystals were grown in sitting drops from an ethanol/ water solution (water is the precipitant and purification is achieved by extraction with apolar solvents; VanEtten et al., 1965; Lobb et al., 1996) as described previously (Teeter & Hendrickson, 1979) . For cryogenic freezing two conditions were used: (i) the crystals were transferred briefly into a solution consisting of 50% PEG 200 and 50% of a solution of 30% ethanol in water and then into a solution consisting of 50% PEG 200 in water and (ii) the crystals were immersed in paraffin oil. Both setups gave good results. The 0.48 Å data set was collected from a crystal cryoprotected using PEG 200. Crystals were frozen by dipping them into liquid nitrogen.
Instrumentation and data collection
We used the previously determined 0.54 Å data set (PDB entry 1ejg; Jelsch et al., 2000) for a simulation of the attainable highresolution limits as a function of the incident X-ray beam intensity. This simulation was performed before automated strategy-prediction software, for example BEST (Popov & Bourenkov, 2003) and HKL-3000 (Minor et al., 2006) , became available. Although no detailed comparison was to hand, we had reason to believe that the intensity of the PETRA1 beamline was of the order of 100-1000 times greater compared with the intensity of the BW7A beamline used to collect the 0.54 Å data set. Assuming that the I/(I) ratio depends on the value of the incoming beam intensity only, we obtained an estimated diffraction limit of $0.40 Å (Fig. 3) . The data-collection setup and procedure were fixed according to the estimations.
Data collection was carried out on multiple crystals in two runs on beamline PETRA1 at the PETRA II storage ring, DESY, Hamburg. The beamline featured a 121-pole undulator with the storage ring operating at a maximum current of 50 mA and a particle energy of 11.3 GeV, a horizontal deflecting diamond (111) Overlay of crambin (violet) with -purothionin (PDB entry 1bhp, yellow; Stec et al., 1995) and -hordothionin (1wuw, magenta; Johnson et al., 2005) and their surface-charge representation.
Figure 3
Simulation of increased primary-beam intensity and extrapolation of the resolution limits for crambin from previous data collected on BW7A. The I/(I) ratio for the 16 bins within the resolution range 0.62-0.54 Å for the earlier data is shown in violet. The expected increase in this ratio at the PETRA1 beamline assuming a 1000-fold increase in intensity is shown in dark blue. A value of 1 on the vertical axis corresponds to I/(I) = 2.8, which was obtained for the outer shell in the earlier 0.54 Å data set. A linear extrapolation of the blue dependence gives a value of 1 at a resolution of just over 6 Å À2 , which corresponds to about 0.4 Å .
double-crystal monochromator. The wavelength was tuned to 0.5498 Å (first run) and 0.5636 Å (second run) using optimized undulator gaps. The end-station setup consisted of a Huber six-circle Eulerian cradle diffractometer and was equipped with a MAR Research CCD 165 mm detector that could be mounted face-on or inclined by 45 to the beam axis to fake a 2 setting for the highresolution pass (figure S1 1 ). The original setup for this beamline was optimized for nuclear scattering experiments and high-resolution diffraction studies. The six-circle diffractometer was specifically designed for accurate -scan rotations and high-resolution diffraction studies on small molecules as well as on protein crystals (Weckert & Hü mmer, 1997) .
The exposure times for the high-resolution pass (to the 0.40 Å limit) were set to 60 s for rotation increments of 0.15 . A total of 190 was covered. Such long exposure times were necessary owing to the low detector efficiency of the CCD detector at this wavelength. The medium-resolution pass was collected to the $1 Å limit with a rotational increment of 0.4 and an exposure time of 40 s. Although the medium-resolution data set was collected in one pass, the highresolution portion had to be completed from a second crystal in a different orientation. The low-resolution data (to $4 Å ) were used from the previously collected 0.54 Å data set. The statistics for the final merged data set are listed in Table 1 .
Data processing
Data were processed using DENZO and SCALEPACK from the HKL suite of programs (Otwinowski & Minor, 1997) . Merging of all of the data sets from the different crystals was carried out using SCALA from the CCP4 suite (Collaborative Computational Project, Number 4, 1994) . Further conversions and the truncation of intensities to structure factors, as well as data analysis, were also performed using programs from the CCP4 package.
Refinement
Refinement was carried out stepwise, extending the resolution gradually. In a first step, the protein was rigid-body refined with REFMAC (Murshudov et al., 1997) using the 1ejg structure without solvent as the starting model. Subsequently, the structure was refined against diffraction intensities with SHELXL (Sheldrick & Schneider, 1997; Sheldrick, 2008) to 0.7 Å resolution. Corrections to the model, insertion of alternate conformers and building of solvent were carried out manually using the graphics program O (Jones et al., 1991) . When the model was complete, H atoms were added at riding positions and the model was subsequently refined with individual anisotropic atomic displacement parameters included for non-H atoms. In the last round with SHELXL the resolution was extended to 0.65 Å .
Further multipole refinement was carried out against structurefactor amplitudes using MoPro (Jelsch et al., 2005) , following a strategy outlined by Guillot et al. (2008) and using default restraint settings. For this, a first round of conventional xyzB refinement was carried out. This was followed by a round of high-order B-factor refinement (resolution range 1.0-0.5 Å ) in order to avoid biasing the residual electron density of the nonspherical atomic contributions by the anisotropic atomic displacement parameters (Guillot et al., 2008) . In subsequent steps, occupancies and valence populations were refined and expansion coefficients were then included (with atomic displacement parameters kept fixed). Finally, the multipole parameters were fully used over the whole resolution range from 20 to 0.48 Å with a cutoff of 0.0 (reflections with negative intensities were excluded). Following the procedure recommended by Guillot et al. (2008) , disorder, solvent, H atoms and atoms with a displacement parameter of higher than 8 Å 2 were excluded. This resulted in an R factor of 12.7% for all data. The refinement statistics are listed in Table 2 .
Results and discussion
Comparison with the 0.54 Å data set
Apart from the different high-resolution limits the two data sets were quite similar (Table 1) and they also show similar Wilson plots (Fig. 4) . The data sets scale very well, with an R factor of 6% for all structure-factor amplitudes and with no outliers or any other problematic features.
On the resolution limit
Using our setup, we collected data to 0.40 Å resolution. However, the reflections beyond 0.48 Å showed an average I/(I) of less than 1.5, which we considered to be too weak for subsequent use and thus we did not include them in the refinement procedure (Table 2) . Nevertheless, diffraction spots were still visible on the images at about 0.4 Å resolution ( Fig. 5) and it remains to be seen how to best make use of these data. We hope that future detectors may respond better to shorter X-ray wavelengths and have smaller point-spread functions; for example, the Se flat-panel detector, which has about two times higher absorbance at the radiation wavelength used 
Figure 4
Wilson plots for the 0.48 and 0.54 Å (PDB entry 1ejg) data sets.
compared with a CCD and was not yet available at the time of this experiment. Thus, the signal-to-noise ratio for weak ultrahighresolution reflections could be improved. Nevertheless, the obtained 0.48 Å sets the current record in resolution for a protein crystal structure. It became clear that for such measurements where the blind region is large, with a maximum 2 angle approaching 90 and detectors of small size, the use of a kappa goniostat would have been of enormous advantage. While a Eulerian cradle offers almost complete freedom to move and rotate the crystal, not many degrees of freedom can actually be used for the rotation method and data collection with an area detector. The limitation here is that the crystal rotation axis must be parallel to the detector plane. Thus, when offsetting the crystal orientation (or ' axis) by one would be required to rotate the whole circle around (and not only the crystal around ') in order to achieve the desired change in crystal orientation with respect to the previous rotation axis in the same manner as a kappa goniostat ( figure S2 ). However, this was only possible over a small angular range owing to the bulky circle and the danger of collision with the cryostat, collimator and detector, all of which had to be thoroughly positioned and aligned in an already very congested space (figure S1).
Although extending the resolution limits from 0.54 to 0.48 Å seems modest, it increased the amount of measured data by a factor of 1.5. This should add considerably to a solid and almost free refinement of the parameters that goes beyond the plain elliptical description of atoms.
Structure details
Crambin is quite hydrophobic, with a generally basic surface (Fig. 6) . The molecules pack tightly in the crystal and almost all of the solvent, a mixture of ethanol and water molecules, can be located, which is extraordinary for a protein crystal structure. From a mainchain trace representation one would think that crambin displays some kind of binding groove (Fig. 6 ), but this apparent groove is filled by side chains. The molecular surface is rather flat and smooth, but features a distinct accumulation of positive charge in this area. This is matched by a region of negative charge around the C-terminus, a feature that is missing in homologous structures. H atoms became visible after isotropic ADP refinement. Indeed, about a quarter of H atoms, before they were included at their riding positions on fully occupied parent atoms, were seen in the 0.7 Å resolution difference electron density above the 3 level (1 corresponds to 0.166 e Å À3 ). The average value of difference density at the positions of H atoms is 2.8 for main chain, 2.4 for H atoms at C atoms and 2.0 for H atoms at further side-chain atoms.
Electron density and alternate conformers
At this resolution the electron-density maps were of excellent quality. Even at the early refinement stages it was apparent that the usual spherical or elliptical description of the atoms would not suffice. For example, the bonding electron density became visible along the main chain ( Fig. 7) , thus justifying multipole refinement. In part owing to the presence of two distinct sequence forms in the crystal, there is a high degree of disorder in the crystal structure, which seems at first sight to contradict the very good crystal quality. Alternate conformers demanded thorough modelling of both protein and solvent. The protein itself displays four regions with two distinct main-chain and side-chain conformers, two of which are around - † Also performed in a round of high-order refinement at 1.0-0.5 Å to prepare for subsequent steps.
Figure 5
Diffraction image with the detector set at 45 inclination. The ovals are traces of ice rings; the outermost overloads are at 1 Å resolution. The top edge of the detector is at a resolution of 0.40 Å .
Figure 6
The structure of crambin. (a) Rainbow-coloured ribbon representation starting in blue at the N-terminus; (b) surface charges. positions 22 and 25. While the occupancies of the Pro22/Leu25 and Ser22/Ile25 conformers were the expected 0.65 and 0.35, respectively, other main-chain conformers as well as solvent molecules displayed different occupancy distributions that appeared to be independent of the protein-sequence type.
Conclusions
We report the first crystallographic data collection from a protein using the PETRA II source. We showed that diffraction was obtained to a resolution of 0.40 Å , although only data to 0.48 Å could be used for refinement. With an extension of the resolution from the previously published 0.54 to 0.48 Å we could increase the amount of data available for refinement by a factor of 1.5 and thus back up the multipole parameters more firmly.
After high-order refinement and before the multipole parameters were included in the model, a residual density map was calculated that still clearly showed features such as bonding electrons that had not been accounted for. However, in comparison to the previously collected data set to 0.54 Å resolution, no fundamental additional structural features could be detected in the finally refined structure at 0.48 Å . We suspect that this is an effect arising from the way that the nonspherical features are modelled: the shapes of the electron clouds around the atoms are modelled, but not their finer structures. We thus presume that in this study we have reached a true resolution limit in terms of electron-density map interpretation and model parameterization: to the level that the currently available software and refinement protocols allow (see also Table 3 ). One striking argument is the cross R factor between the two different crambin data sets, collected from different crystals and using different beamlines and protocols. This value, 6%, is comparable to the merging R factors within the data, but is very different from the R factor of 12.7% which we obtained for the model refinement.
The observed X-ray data and the derived atomic coordinates have been deposited in PDB under accession code 3nir. Electron density (cyan) around Arg10 calculated at 0.65 Å before refinement with MoPro commenced. The F o À F c map is contoured at 2.7 (0.25 e Å À3 ) above the mean. Bonding electron density is indicated. 
