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crc41 New lﬁt, lroc, and lstat commands



















































l, which prevents anomalies that could occur if there are large numbers of





































e option produces more output; it displays predicted probabilities, observed and expected counts for


















c because their covariates determined
success or failure perfectly.
6. The commands are no longer restricted to the estimation sample; statistics can be computed for any set of observations.
This makes it possible to compute calibration and discrimination statistics for validation samples; see sbe12 (Tilford et al.
1995) in this issue.









test can be computed for a set of published coefﬁcients applied to another data set.





s produces a graph of sensitivity and speciﬁcity versus probability cutoff and optionally creates new
variables containing this data.



























































































































































































































































) which uses a slightly different grouping scheme; see the following discussion for details.












c, it is not necessary to
repeat them with these commands when you want statistics computed for the estimation sample (although there is no harm in




n,o rt h e
a
l
l option only when you want statistics computed for a set of observations







ts are allowed) when you want to use a different set of
weights.






























c because their covariates determined success or failure perfectly
























c because their covariates determined success or failure perfectly. See [5s] logit in the
















f requests that the predicted probabilities be computed using the estimated coefﬁcients ignoring any exclusion criteria or








c because their covariates determined

















) speciﬁes a row vector containing coefﬁcients for a logistic model. The columns of the row vector must be
labeled with the corresponding names of the independent variables in the data set. The dependent variable depvar is speciﬁed
















) is typically speciﬁed. If this option is not given, the Pearson goodness-of-ﬁt test is computed using the covariate












) option is used. This option determines how observations whose predicted





l is not speciﬁed, observations lying on a quantile





l is speciﬁed, observations lying on a quantile boundary
are averaged and placed into the lower and upper adjacent quantiles in the proportions required to make the number of





e displays a table of the groups used for the Hosmer–Lemeshow or Pearson goodness-of-ﬁt test with predicted probabilities,







h suppresses graphical output.















































) specify the names of new variables created to contain,


































), they should be overwritten.
The new lﬁt
























)), you will get the Pearson (or Hosmer–Lemeshow)




t command. We do this below using data from
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































t. There are 39 observations each




t keeps them together, so the ﬁrst group is comprised of




t, on the other hand, aimed to make the ﬁrst group contain exactly 12 observations, so it
randomly selected 12 of the 39 to put in the ﬁrst group. If you issued the command again, it would randomly select another 12























) option acts deterministically; it puts all observations with the same predicted probabilities











































],w h e r e
p
k is the
k-th percentile of the predicted probabilities, with
p


























0, so we only get seven groups.
This procedure, however, has its own drawbacks. If there are large numbers of ties at the quantile boundaries (as will
frequently happen if all independent variables are categorical and there are only a few of them), the sizes of the groups will be
uneven. If the totals in some of the groups are small, the
￿






l option attempts to prevent this last problem by summing the observed and expected counts for all observations
tied at a quantile boundary. It then apportions the summed observed counts and summed expected counts into the quantiles on














































































































































































































































































































































































We requested only 5 groups since we did not want the group totals to be appreciably smaller than the number of observations
tied at a particular predicted probability.

















) option (specifying the logistic model with a vector of coefﬁcients).






s produces a plot of sensitivity and speciﬁcity versus probability cutoff. The graph is equivalent
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m be the unique values of the predicted probabilities, and let
w




i be the sum of observed successes (the dependent variable not equal to zero) for those observations having predicted
probability
p















i be the total number of observations. Let
G
=





























































































































) of the groups appear next to the group number on the















































































G observations in each group.
Note that, in most cases,



















it belongs to the













)-th groups. With this


























































































i in the formula gives the expected successes. If
w





































those from a standard percentile computation.
References
Hosmer, D. W. and S. Lemeshow. 1989. Applied Logistic Regression. New York: Wiley.
Tilford, J. M., P. K. Roberson, and D. H. Fiser. 1995. sbe12: Using lﬁt and lroc to evaluate mortality prediction models. Stata Technical Bulletin 28:
14–18.





























e option is speciﬁed.










































The atanh transformation and its inverse, tanh, (used each iteration to recover
￿) are numerically smoother than tan and atan. As







n converges in fewer iterations and converges for large values of
j
￿








































n would omit observations that contained any missing values for any exogenous variable from both the







n is smarter. It doesn’t care if exogenous variables that are only part of the
regression equation (and not part of the probit equation) have missing values when the dependent variable of the regression
equation is also missing. Observations are retained as part of the sample for probit estimation as long as their values for all













n ﬁrst displays the initial probit and linear regression that give the
initial Mills’ ratio coefﬁcient estimate and then gives the details of the maximum likelihood iterations.
Example






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































n would not converge when given this example. Although this behavior may be







n that is numerically sounder.
dm35 A utility for surveying Stata-format data sets















o can be used to report the location, type, and other content information for a speciﬁc variable and content
information for each Stata data set and its variables.
Syntax







o varname8 Stata Technical Bulletin STB-28
where varname is the name of the variable you seek. To obtain summary information about all Stata data sets in the current









































































































































s number of observations
v
a
























































s number of missing observations
Discussion
In conducting a research project, many researchers construct and accumulate numerous Stata data sets in a disk directory
devoted to the project. As a result, two problems commonly arise. First, it can become difﬁcult to distinguish between data sets







o is designed to help alleviate these problems.







o provides an overview of the contents and structure of all











o offers several advantages















e ([5d] describe) by displaying the


























f ([5d] cf), the user can examine or








report the summary information sorted on any one of the reported ﬁelds. With the sorting option, the user can quickly identify
similar or dissimilar data sets by their most important features.
A second problem in working with many data sets is remembering where a particular variable is stored. To locate a variable,
the user would probably resort to describing each data set likely to contain it. If the number of data sets is large, this process







o, however, the user can rapidly locate all occurrences of a particular variable







o reports the data set
in which it is located, its variable type, the number of observations, and the number of missing observations. This information
allows the user to quickly locate where a variable is stored and to identify differences in any multiple occurrences of a variable.







































o. Suppose the user is conducting research on foreign exchange rates.
In a separate disk directory, the user has created a number of Stata-format data sets to store a large amount of data. After being































































































































































































































































































































































































































































































































































t, one of type
i
n



















































o can also provide the same information sorted on any one of its ﬁelds (except date and time). For instance, if the
























































































































































































































































































































































































































































































































































o is also useful in locating speciﬁc variables. For example, the user may remember the U.S. dollar/Canadian dollar


































































































A as a type ﬂoat variable with 3687 observations, 140 of which are
missing.







o can assist the user in many other ways. For instance, a user who wanted to know which























































































































































































































































































o is an executable ﬁle compiled from source code I wrote in C. Unfortunately, I do not have access







o for users of Stata







o by users of the Mac version of Stata, I will be happy







o in a future issue of the STB. Alternatively, ambitious Mac







o, which is included on the STB diskette.10 Stata Technical Bulletin STB-28
dm36 Comparing two Stata data sets
John R. Gleason, Syracuse University, 73241.717@compuserve.com
Stata provides the command
c
f ([5d] cf) for comparing a list of variables in memory with equally named variables in a
Stata-format data set stored on disk. However, the information provided by the
c
f command is often inadequate for the task at
hand. Consider the following situations:
1. You have collected a large and important data set. It is essential that the data be entered into Stata error-free, so you mimic
the practice of double-entry bookkeeping—two typists independently enter the data into text ﬁles or Stata’s data editor.
Afterward, you face the task of resolving the discrepancies (if any) between two supposedly identical Stata data sets.
2. You have data that were collected in three cities (say, Denver, Houston, and Omaha). You ﬁnd it convenient to keep the









































a time, you recall that some errors have been corrected in the Omaha data, but you’re uncertain about just where the



















a to identify any
discrepant data values.
3. You have two versions of what is nominally the same data set. You know or suspect that there are many places where
corresponding data values in the two versions are not exactly the same—perhaps because the two versions are based on
slightly different computational algorithms, or because they were obtained from not-quite-interchangeable sources. You’d









a, a command that offers several advantages over
c




































































a compares the varlist from the data set in memory (the master data set) with like-named variables in the Stata-format





n clause restricts the comparison to observations that satisfy those conditions; otherwise, all observations in







a. (The options are
explained in the text below.)

































e option: a list of the variables compared, with









f differ in several
useful ways.
Example 1
Consider situation (1) above. The principal task is to resolve any mismatches by editing one or both of the values entered
by the typists.
c







a can, in addition, list the mismatched




t option produces such a display for each
varlist variable whenever disagreements are found.








a that is distributed with Stata.
































































































































































































































































































































































































































































































e in the using









Now consider situation (2) above. The problem is to compare two data sets, one of which purports to be a (proper) subset
of the other. Because
c




























































































































































































































































































to merge observations from the master and using data. If varlist speciﬁes













a forms a data set with 2
p variables and







a replaces this merged







































) retains the largest relevant portion of the merged data: all
n observations on the varlist variables from the






0 variables are retained, ordered so that paired variables are adjacent to each other.



















































































































































































































































































































































































































































































































must assign new names to variables in the using data when they are merged with the master data. Its primary strategy is to







a begins at the end of the name and attempts to substitute an underscore or to toggle the case of the eighth character. If
this fails to produce an unused name, it moves one character to the left and repeats the process as necessary. (This strategy is
not guaranteed to succeed, but failures to produce an acceptable renaming should be extremely rare.)









) makes it easy to look for patterns in the mismatched data values, especially if the










t commands is available. Moreover, it may be possible to quickly




















) retains the smallest relevant portion of the merged data: Only those variables and those observations where









) creates a variable named
i
d that records the original observation
number, and sets to missing (or blank, for string variables) all pairs of retained data values that agree. This makes discrepant













t to display the

























































































































































































































































a makes the same assumption as
c
f about the ordering of observations—namely, that the master and
using data sets are to be compared using their current sort order. Thus, two identical data sets can yield many mismatches if









































































































































































































































































a’s strategy for overcoming differences in sort order can fail if there are ties among the values of the














n creates this situation.) This problem



































































y issues a warning when the master and using data sets differ



















a is usually faster than
c
f. This is because
c















needs room for about twice as many variables as does
c











h parameters cannot be set large enough, it
will be necessary to subdivide varlist and perform the comparison in stages.
ip10 Finding an observation number





n clauses to restrict the operation of a command to a subset of the data. These clauses make
it easy to locate interactively the observations that satisfy certain conditions. For example, if you
u
s
















Stata will display all the observations that contain information on foreign cars.
What if you want to ﬁnd just the ﬁrst observation on a foreign car? As it happens, these data contain all the domestic cars


































t command, it is
straightforward to locate any observation interactively, even when you don’t have any prior knowledge of the structure of the
data set.




n to restrict an operation to
a particular observation. Sometimes, though, you really need to store the observation number of a target observation, perhaps to



















s displays the observation number of the
i-th observation that satisﬁes speciﬁed
conditions. The observation number is also stored in the
S
















































































) returns the number of the observation before the ﬁrst occurrence. Negative numbers indicate that occurrences are




































) requests the number of the observation following14 Stata Technical Bulletin STB-28

























































































































































































































































































































































































s will detect it and display the
























































































































































Becketti, S. 1995. sts7.6: A library of time series programs for Stata (Update). Stata Technical Bulletin 24: 30–35.
sbe12 Using lﬁt and lroc to evaluate mortality prediction models
John M. Tilford, Paula K. Roberson, and Debra H. Fiser
University of Arkansas for Medical Sciences
EMAIL mtilfor@care.ach.uams.edu
Recent developments in illness severity scoring systems permit medical researchers to estimate a patient’s probability
of death. Information on probability of death can be useful for a number of applications including patient prognosis, quality
assessment, and clinical research.Stata Technical Bulletin 15
Accuracy of the severity scoring system is crucial for these types of analyses. Lemeshow and LeGall (1994) review
several systems that estimate the probability of death for adult intensive care patients and document methods for evaluating the
performance of these systems. Evaluation of severity scoring systems is accomplished through assessment of calibration and
discrimination statistics in developmental and validation samples (Hadorn et al. 1993).
Calibration and discrimination
Calibration measures the correspondence between estimated probabilities of death predicted by the severity scoring system













regression model). Discrimination measures the ability of the model to distinguish survivors from nonsurvivors and is measured













Assessment of model performance based solely on calibration and discrimination statistics from developmental samples
can be misleading. Developmental sample statistics tend to overstate performance because the model was calculated to provide
the best ﬁt to these speciﬁc data. Clearly, to be useful, a model must perform well on the data from which it was developed.
Evaluation on an independent (validation) sample, however, provides a more comprehensive picture of how well the model will









c permitted the calculation of calibration and discrimination statistics only on developmental








c (see crc41 in this issue), these statistics are now available to Stata users on




t procedure now includes probabilities of mortality (or other
outcomes of interest) in the output and both procedures permit researchers to substitute their own vector of coefﬁcients in place










We present a simple example to calculate the Hosmer–Lemeshow goodness-of-ﬁt statistic and the ROC curve in developmental
and validation data sets using estimated coefﬁcients from a logistic regression and using coefﬁcients from the published literature.
The example uses data from several large pediatric intensive care units (PICUs). Patient probabilities of mortality are predicted
using the Pediatric Risk of Mortality (PRISM) scoring system (Pollack et al. 1989). This scoring system assigns values to
physiologic variables routinely collected upon PICU admission and forms a PRISM score by summing the values. The PRISM score
and other variables are multiplied by coefﬁcients from a published logistic regression equation to form the logit value
X
￿.A






















In this example, we estimate our own regression coefﬁcients to illustrate Stata’s new capabilities and then compare calibration
and discrimination statistics based on our estimated coefﬁcients and the published coefﬁcients. The example uses preliminary
data and is for illustrative purposes only.
Part 1: Calibration and discrimination in the developmental sample
The ﬁrst step involves randomly splitting 11,365 observations in half. The ﬁrst half of the observations will be the









































Second, we use the developmental sample to estimate a logistic regression on PICU mortality using variables included in


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The results of this regression are displayed showing the underlying coefﬁcients so that they can be compared to the published































































c command used. We also requested the test to be calculated on ten




















































































































































































































































































































































































































































































The output gives the ten groups, their cutoff probability, the number of observed deaths, the number of expected deaths, the
number of observed survivors, the number of expected survivors, and the total observations in each group. In this test, a lower
value of the
￿
2 statistic or a higher
p-value indicates a better ﬁtting model. The
p-value of 0.31 indicates good calibration in
the developmental sample as does the close association between observed and expected mortality in the 10 probability groups.
























































































indicates the model has good discrimination in the developmental sample.Stata Technical Bulletin 17
Part 2: Calibration and discrimination in the validation sample
We now examine whether the model performs as well in the validation sample based on calibration and discrimination




t procedure and speciﬁcally requested the test to be run































































































































































































































































































































































































































































































































































































The discrimination test statistic (area under ROC curve
= 0.8885) in the validation sample was only slightly lower than the
test statistic from the developmental sample (area under ROC curve
= 0.8992). These statistics indicate the PRISM scores in our
data have excellent discrimination and calibration in both developmental and validation data sets.
Part 3: Calibration and discrimination using published coefﬁcients
Finally, we compute calibration and discrimination statistics using the coefﬁcients published by the developers of the PRISM
scoring system (Pollack et al. 1989). For comparison, we calculate these statistics on our developmental data set, but they could
be calculated on either the validation or developmental data set or on the entire data set.
First, we assign the published PRISM coefﬁcients to a row vector named
b. Then we label the columns of
b with the






























































































































































































































































































































































































































































































































































































































































































2 statistic, not surprisingly, indicates a poorer ﬁt using the published coefﬁcients than coefﬁcients
estimated from our own data. The area under the ROC curve, however, is similar to our previous estimates.
This information is useful for quality of care analyses based on this type of data. Quality of care analyses often use adjusted
mortality rates where the adjustments derive from severity models like the PRISM. Severity models that perform poorly in terms
of discrimination or calibration in either developmental or validation samples could cause such analyses to be misleading.
References
Hadorn D. C., E. B. Keeler, W. H. Rogers, and R. H. Brook. 1993. Assessing the performance of mortality prediction models. Santa Monica, CA:
RAND.
Lemeshow, S. and J. R. Le Gall. 1994. Modeling the severity of illness of ICU patients: a systems update. Journal of the American Medical Association
272: 1049–1055.
Pollack M., U. E. Ruttimann, and P. R. Getson. 1988. Pediatric risk of mortality (PRISM) score. Critical Care Medicine 16: 1110–1116.
sg43 Modiﬁed
t statistics
Richard Goldstein, Qualitas, Inc., EMAIL richgold@netcom.com
While it is widely known that
t statistics are somewhat robust, it is not usually appreciated how narrow this robustness is.
t tests generally are not robust to skewed data or to comparisons where the variance of one group is larger than the variance
of the other or to comparisons where there is heterogeneity of effect (different observations are affected in different ways). It is
particularly important to note that the rank-sum test is also not robust in many of the same situations. This insert presents two
ado-ﬁles that provide alternative tests that perform better than the classical
t test under these circumstances.
O’Brien’s generalized
t test
I have written two modiﬁed versions of the two-sample







ado-ﬁle that implements O’Brien’s generalized




















where var is the response variable and groupvar, which is required, is a two-category grouping variable.
O-Brien’s test indicates whether there may be a problem with a
t test or a ranksum test (heterogeneity of effect). A signiﬁcant
result for the quadratic term implies nonlinearity of effect and suggests the use of the generalized rather than the classical test.
It is recommended that a
p-value of 0.25 be used to determine whether there is nonlinearity. A signiﬁcant result for the joint






n presents both an adjusted version of O’Brien’s
test and the original, unadjusted version. The simple adjustment used here is to multiply the original
p-value by 1.45. This
adjustment is discussed and extensive tables are given in Blair (1991). The last row of the display presents the standard results as
per O’Brien’s suggestion. Note that the







m command due to a slightly different treatment of ties. Note also that O’Brien’s article always presents one-sided tests,
while I always present two-sided tests.Stata Technical Bulletin 19






























































































































































































































































































































































































































































































t provides another modiﬁed













































t is primarily useful for comparing the means of two groups where one group is a control group, and it is expected that
the variance of the treatment group is larger than the variance of the control group. The control should be entered as var1 in
the ﬁrst syntax. In the second syntax, the control group should have the lower value of groupvar; for instance, if the categories
of the group variable are coded as zero and one, then zero should be the control group.
For the immediate version, ﬁrst type the sample size, the mean, and standard deviation for the control group, then type the
sample size and mean for the treatment group. There is no reason to enter the standard deviation for the treatment group.
This modiﬁcation of the
t test uses only the variance of the control group, though the means and numbers of observations
from both groups are used.






























































































































































































Blair, R. C. 1991. New critical values for the generalized
t and generalized rank-sum procedures. Communications in Statistics—Simulation 20:
981–994.
Brownie, C., D. D. Boos, J. and Hughes-Oliver. 1990. Modifying the
t and ANOVA
F tests when treatment is expected to increase variability relative
to controls. Biometrics 46: 259–266.
O’Brien, P. C. 1988. Comparing two samples: extensions of the
t, rank-sum, and log-rank tests. Journal of the American Statistical Association 83:
52–61.20 Stata Technical Bulletin STB-28
sg44 Random number generators
Joseph Hilbe, Department of Sociology, Arizona State University, EMAIL atjmh@asuvm.inre.asu.edu
Walter Linde-Zwirble, Health Outcomes Technologies, EMAIL walterl22@aol.com
This insert presents ado-ﬁles we have written to implement random number generators (RNGs). These ado-ﬁles allow the
user to generate synthetic data from a variety of distributions. Many of these generators employ the rejection method using a
Lorenzean cover function.
Two different types of RNGs have been provided:
1. Standard random number generators, where the ﬁrst term following the command is the desired number of observations
and additional terms specify the parameters of the distribution.






n, which generates binomial random numbers. To generate a variable called
x
b that contains 20,000 pseudo-random draws from the binomial distribution with mean














































































































































































2. Generators that rely on previously determined data and parameters. For this second type of RNG, a linear predictor is
calculated which, using the inverse canonical link function of the distribution, determines a value of
￿, the ﬁtted value.
This value of
￿ is then used to generate a random deviate appropriate to both the distribution and the data/parameters.




























2 are independent standard normal deviates. We generate 50,000 random Poisson












































































































































































































































































































































































































































































































































































































































































































































































































































































Note how similar the estimates are to the coefﬁcients we speciﬁed in constructing the linear predictor.
Example: Constructing a probit model


























































































































































































































































































































































































































































































































































































































































































































































































































































































































Once again, the estimates are consistent with the coefﬁcients we speciﬁed in the linear predictor. Moreover, note the
￿
2
dispersion. Well-speciﬁed binomial models have a
￿
2 dispersion approximating 1.0.
List of RNGs
Generators whose commands end in ‘
x’ provide the capability to model a complete synthetic data set. RNGs of this type are
supplied for the following distributions: Poisson, binomial, gamma, and inverse Gaussian. An important caveat when working
with any RNG: care must be taken that parameters are sensible for the distribution in question.
The table below lists the RNGs now available in Stata. The ﬁrst two (uniform and normal) are part of Stata proper. The
remainder are provided on the STB-28 distribution diskette. In the syntax diagrams, obs is the number of observations desired.
The other parameters should be self-explanatory.






















































































































































b obs denom prob k
References
Evans, M. et al. 1993. Statistical Distributions. 2d ed. New York: John Wiley & Sons.22 Stata Technical Bulletin STB-28
sg45 Maximum-likelihood ridge regression
Robert L. Obenchain, Eli Lilly and Company, Indianapolis, 317-276-3150
Ridge regression is a graphically oriented methodology for analysis of ill-conditioned (multicollinear) regression models.
Ridge methods tend to be computationally intensive, especially when normal-theory maximum-likelihood estimation techniques
are incorporated to provide objective information about the most appropriate form and extent of shrinkage. This insert presents
an overview of ridge concepts along with ﬁve Stata programs to monitor the effects of shrinkage.
Ill-conditioning and ridge regression
Fitting of models to ill-conditioned data collected retrospectively poses serious obstacles to multiple regression practitioners,
particularly in such ﬁelds as economics where interest can focus on the relative sizes of estimated coefﬁcients. Consider the















￿1 vector of observations on the response variable,







￿ 2 nonconstant predictor variables,
￿ is a
p
￿ 1 vector of unknown coefﬁcients, and
￿ is an
n
￿ 1 vector of













If the predictor variables are centered by subtracting off their observed means and the resulting
X matrix of explanatory variables
is of full column rank, then the maximum-likelihood estimate of







































X is ill-conditioned. Numerical ill-conditioning occurs when exact linear relationships exist between,
say, the
i-th and















b are constants. In this case,
X
0
X is singular, and
b
￿ is not uniquely determined.
More commonly, two or more
X variables are highly correlated, and
X
0
X approaches singularity. In this situation,
b
￿ is
unique but is imprecisely estimated. In other words, the relative magnitudes of the elements of
b
￿ may be distorted (they may
even have “wrong” numerical signs), because the ﬁtted coefﬁcients are also highly correlated. As a result of this statistical
ill-conditioning, elements of
b
￿ or certain linear combinations may be insigniﬁcant primarily because their variances are relatively
large.
The topic of ill-conditioned regression models is one of the most thoroughly researched problems in statistics, and ridge
regression is one approach that has been proposed to treat the symptoms of ill-conditioning. Ridge estimators shrink the estimated
coefﬁcient vector,
b
￿, and thus provide biased estimates of
￿. But variance is also reduced by shrinking, so ridge estimators can
achieve lower mean squared error (MSE) risk than least squares.
An intuitive way to treat ill-conditioning is to increase the diagonal elements of
X
0
X before attempting to invert this inner
products matrix and to form
b






















k is a small, positive constant.




￿ as a function of
k in a graphical display called the ridge trace. They observed that the relative magnitudes of the elements
of
￿
￿ tend to stabilize as
k increases and over-optimistically conjectured that it is easy to pick an extent of shrinkage yielding
lower MSE than least squares. For more than twenty years now, a storm of criticisms, alternative proposals for choice of
k,a n d
ridge simulation studies have appeared in the statistical literature. If any sort of consensus has emerged, it may well be that
(a) ridge methods tend to shrink much too much to be anywhere close to being minimax rules (that is, you can end up eitherStata Technical Bulletin 23
winning big by reducing MSE or else losing big by increasing MSE) and (b) the generalized cross validation method of Golub,
Heath and Wahba (1979) for picking an appropriate extent of shrinkage is a consistent high-performer in simulation studies.
Classical, normal-theory maximum-likelihood estimation in generalized ridge regression has been a research interest of
mine since 1973. In my ﬁrst published ridge paper, Obenchain (1975), I derived general equations for likelihood monitoring
that generated little interest, apparently due to their complexity. However, Gibbons (1981) did evaluate this O-method and found
that it out-performed generalized cross validation in her “favorable case” MSE calculations. In Obenchain (1981), I restricted
interest to a speciﬁc two-parameter family of generalized ridge estimators, given in equation (12) below, and derived a closed
form expression for the extent of shrinkage along a given ridge path that is most likely to achieve minimum MSE risk (see
equations (15) and (16) below). This maximum-likelihood approach to shrinkage is fairly conservative in the sense that it reduces





= 0 (see equation (13) below), but this conservatism also means













:9 range. Ridge methods that shrink more aggressively than maximum likelihood tend either to
do a little better or else much, much worse on MSE, depending upon whether the application is either favorable or unfavorable
to shrinkage, respectively.
Other ridge research efforts of mine (Obenchain 1978, 1984) led to greater understanding of a variety of multivariate
risk (matrix valued MSE) characteristics of shrinkage estimators, along with corresponding normal-theory maximum-likelihood
estimates. Like ridge coefﬁcients, these risk estimates can also be plotted in traces to display the effects of shrinkage and to help
ridge practitioners decide whether to start shrinking in the ﬁrst place and, once they start shrinking, where to stop.
Principal components and generalized ridge regression
This subsection contains technical details of generalized ridge estimation that may be skipped over on ﬁrst reading. Here we
show (i) how to decompose least squares estimates into uncorrelated components and principal correlations, (ii) why regression
on principal components is a special case of generalized ridge regression, and (iii) how ridge estimators shrink least-squares
coefﬁcients along the principal axes of the given
X coordinates.
Even in cases where



















)—the singular value decomposition
of











































Although the least-squares solution is not uniquely determined when
r
<















c,w h e r e
c is the
r
























r unknown true components of


























































































i, determines whether the
i-th component is statistically signiﬁcant, and yet
c
i can be large
numerically simply because its
￿
i is relatively small rather than because its
r
o
i is relatively large.













































































m is called the multicollinearity allowance ridge parameter, introduced and discussed in Obenchain and Vinod (1974),












= 1), and all ridge coefﬁcients
approach zero as














Regression on principal components is the special case of equation (10) in which each
￿
i is either 0 or 1. Standard methods
for deciding which
￿





i , or (b) the components






Our primary focus will be on the two-parameter ridge family in which the shrinkage factor applied to the
i-th uncorrelated






















k is nonnegative and
q is a ﬁnite power that determines the shape (or curvature) of the ridge path through
p-dimensional
space (Goldstein and Smith 1974). The “ordinary” ridge estimators of equation (6) correspond to
q
= 0 in equation (12).
The two-parameter family is quite versatile in the sense that most shrinkage paths considered in ridge regression literature
are either special cases or limiting cases of this family. For example,
q
































p, and the ﬁrst









equation (12). Note that
q





















r.T h e s e
q
< 1 (declining
￿) shrinkage patterns, when favored by the
y data,






1 is optimal for the Gibbons (1981) “unfavorable case” where the true
￿ vector lies along
the eigenvector corresponding to the smallest regressor eigenvalue,
￿
r. And the limit as
q approaches
￿
1 is essentially what
Marquardt (1970) called “assigned-rank” regression. In both of these limiting cases, the shrinkage path travels along a series
of “edges” of the principal-components regression hyper-rectangle. I have found that
q
=



















































These equations can be solved to express
￿
i and
￿ as functions of
￿
i and of any trial value for the
￿





























where the last expression follows only for ridge estimators in the two-parameter family of equation (12). The likelihood that
any given ridge estimation minimizes MSE risk is then deﬁned by maximizing, by choice of the
b
￿ estimate and the
￿ signs, the
likelihood that























































































Furthermore, the most likely






) (Obenchain 1975) AND CAN be found by numerical
search. Note that these maximum-likelihood ridge estimators are more versatile than principal components regression in the sense












< 1.Stata Technical Bulletin 25
A reasonable way to plot traces for the family of equation (12) is ﬁrst to decide which
p quantities will be plotted vertically,
then to ﬁx the value of the shape parameter
q, and ﬁnally to plot with
















). In the Stata ado ﬁles, numerical values for the
k parameter are determined implicitly
given values for
m and
q. And all trace displays use
m of equation (11) on the horizontal axis instead of
k so that traces will
not only have ﬁnite width but will also be easier to compare for different choices of
q-shape.
The Stata ado-ﬁles















q searches a user-speciﬁed lattice of












e performs generalized ridge calculations and displays ﬁve types of traces of speciﬁed




of equation (10)), (ii) estimated scaled (or relative) MSE, (iii) excess MSE eigenvalues (OLS minus ridge), (iv) inferior-direction








l computes three types of likelihood criteria to determine an ideal extent of shrinkage along a path of given
q-shape:







k computes and displays, for speciﬁed true model parameters
￿ and
￿ and speciﬁed path
q-shape, ﬁve types of traces:









u generates, for given model parameters and speciﬁed path
q-shape, pseudo-random responses and a trace of the resulting
true scaled, squared-error losses from shrinkage.





















l—are the ones you should ﬁnd most useful for data















that the estimation methods incorporated in the ﬁrst three programs can be expected to work well in actual practice; in fact, this
is the approach that we will use in this insert.
Our exploration of the Stata programs for likelihood-based ridge regression is organized as follows. First, we show how
true expected risks and simulated losses, respectively, can be expected to vary upon shrinkage when the regression parameters,
￿ and
￿, have known values. Unfortunately, these two preliminary sections have little to do with the usual analysis/inference
situation in which ridge regression is actually applied, that is, when the unknown regression parameters are to be estimated
from an observed response variable conditional on given predictor variables. On the other hand, we will see later that traces of
maximum-likelihood estimates of unknown, true MSE risks can mimic the most important features of their population analogs.
And illustrating this phenomenon certainly enhances the credibility of our graphical/likelihood approach to ridge regression
analysis.
The formal syntax diagrams and listings of options are reserved for the ﬁnal section of the insert.
The Portland Cement data
The remainder of this insert uses the Portland Cement data of Hald (1952) to illustrate use of the ﬁve Stata programs. This
data set is well known and also quite small (only
n





















S.) This is the same numerical example I used in Obenchain (1984) to illustrate that one’s data can suggest use
of a relatively extreme path shape; here, our motivation for using the
q
=







































true error standard deviation is
￿
=






























display expected shrinkage results (Figures 1–4) for the
q
=
￿5 family of (12). We begin by using the Portland Cement data














a with the values assumed for
￿ and

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































a. (If data sets
with these names already exist, they are replaced.) The statistics stored in these data sets are displayed as Stata graphs, four ofStata Technical Bulletin 27








































h. (Again, previously stored graphs with these names will be
replaced.)
RXrrisk: Expected Coefficients




RXrrisk: True Scaled MSE





Figure 1. Figure 2.








A (in this, and in succeeding, ﬁgures). The line

































= 0 in Figure 1. Thus the ﬁrst two, true coefﬁcients are positive while the last two are negative. In particular,
note that bias introduced by shrinkage along the
q
=
￿5 path can tend to make
￿




Figure 2 gives the associated scaled (or “relative”) MSE risks deﬁned as follows. Risk is expected loss (or mean squared
error), and the scaled risk values plotted in Figure 2 are the diagonal elements of the mean squared error matrix each divided by
￿
2. Scaled risk values measure the uncertainty in an estimate as a multiple of the variance of a single observation. Scaled risk
values also have the advantage of being known values for least-squares estimates even when regression parameters are unknown.


















The eigenvalues of the difference in scaled risk matrices (least squares minus ridge) are displayed in Figure 3. As long as
these eigenvalues are all nonnegative, no linear combination of least squares coefﬁcients has smaller risk than the corresponding
linear combination of ridge coefﬁcients.
RXrrisk: Excess Eigenvalues












Figure 3. Figure 4.28 Stata Technical Bulletin STB-28
At most one excess eigenvalue can be negative (Obenchain 1978), and the corresponding normalized eigenvector (Figure 4)
points in the inferior-direction of
p-dimensional space along which ridge has higher risk than least squares. For example, the


















3 are thus essentially orthogonal to the inferior direction at this















have higher risk than least squares, because this linear combination has a relatively large projection onto the inferior direction.
Figures 1 through 4 indicate that our numerical example is amenable to ridge shrinkage with
q
=
￿5 in equation (12). The
trace of the scaled risk matrix decreases from 51.8 at
m
= 0 to 0.787 at
m
= 1
:0 and then starts increasing again. Thus an
m
value of about 1 is risk optimal when
q
=
￿5, and this is like saying that ill-conditioning has effectively reduced the rank of the
regressor matrix by one, from four to three. This makes very good sense in this example because the regressor matrix comes









The logical next step in exploring our numerical example is to use pseudo-random numbers to simulate a response vector














u are displayed in the listing below
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u. Both commands require that the true values of
￿ and
￿




























































































p contains the expected values.
Note that minimum overall loss occurs at about
m
= 1
:0 in Figure 5. Also, remember that the expected value of the scaled,
squared-error loss trace of Figure 5 would be the scaled MSE risk trace of Figure 2.
RXrsimu: Squared Error Loss







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Note that only the estimates of the ﬁrst and possibly third uncorrelated components are statistically signiﬁcant, but the







u-generated response vector is even more susceptible to ill-conditioning
in




t data of Hald (1952).
RXridge: Coefficients Trace






RXridge: Scaled MSE Risk





Figure 6. Figure 7.Stata Technical Bulletin 31
Note in Figure 6 that all four least-squares estimates for coefﬁcients are positive (
m
= 0) and that shrinkage to at least
m
= 1 is required to produce ridge coefﬁcients with the “right” numerical signs.
RXridge: Excess Eigenvalues












Figure 8. Figure 9.
Figures 7–9 are traces of estimates of scaled risks, excess eigenvalues, and inferior direction cosines, respectively (Obenchain
1978, 1981). These traces are all based upon normal-theory maximum-likelihood, but scaled risk estimates have ﬁrst been adjusted
using known constants that make them unbiased and then truncated, if necessary, so as to have correct range (no scaled risk
estimate is given that is below its scaled variance lower limit).
Visual examination of Figures 6–9 suggests that the ridge solution at
m
= 1
:0i nt h e
q
=
￿5 family has much more









So far we have plotted traces using only shape
q
=
￿5 in (12). This is because
q
=
￿5w a st h eMSE-optimal shrinkage























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































q uses the maximum-likelihood equations (15) and (16) to evaluate alternative
q-shapes for the shrinkage path. Here
the most likely
q-shape is








2 in the listing above. This minimum
￿
2
has two degrees of freedom and a signiﬁcance level that is zero to three decimal places. Thus the two-parameter generalized
ridge family is probably too restrictive (unlikely to contain the MSE optimal shrinkage factors) for this example.
Is there a family of shrinkage (
￿) factors “less restrictive” than equation (12) that we could consider? Not really; I know
of no proposals for, say, a three-parameter family. A full
r-parameter solution (in which each
￿ factor is estimated separately)
is possible, but this would impose no “smoothness” requirements whatsoever on shrinkage factors. (In the current example, the
data strongly suggest taking
￿











:02 is already tiny, numerically.) Besides,
r-parameter estimates are not amenable to visual display using
ridge traces.
It is a straightforward task to generate traces for several different values of
q and to make a choice (either objective or
subjective) of the shape one likes best. These traces can change shape and thus interpretation quite drastically as
q changes.
Obviously unfavorable choices of
q will have minimum SMSE risk either at or very close to
m
= 0 in Figures 2 and 7.
Furthermore, a negative excess eigenvalue will not only appear for very small
m values in Figures 3 and 8 when
q is unfavorable,
but this negative eigenvalue will also dominate the most positive eigenvalue in absolute magnitude. Anyway, the most likely
q-shape (which is










is signiﬁcantly greater than zero.
A search on a ﬁner lattice of





+5 could be considered, of course, but we must

















Other maximum-likelihood approaches besides the classical, ﬁxed-coefﬁcient approach of Obenchain (1975, 1981) are
possible, but they do not yield closed form expressions for the optimal
k or
m given
q. The empirical Bayes approach of
Efron and Morris (1977) and the random coefﬁcient method of Golub, Heath, and Wahba (1979) and Shumway (1982) are two







l. This program “monitors” all three of the above likelihood criteria
on a lattice of

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The maximum-likelihood choices for






































K is a minus two log likelihood ratio whose minimum has an asymptotic
￿
































:5. Thus, using the “2
=
r-ths
Rule-of-Thumb” of Obenchain (1978) for the extent of shrinkage likely to be good (that is, likely to dominate least-squares in










= 1 is highly
desirable.











o calculations is that they are difﬁcult to plot,








Y can also be very large as
m approaches
p. And, again, minimum
values are not comparable. However difﬁcult they may be to produce, plots of these minus two log likelihoods are of interest
because one needs to see how ﬂat each is near its minimum.
A summary of the example






























:5 when the diagonal elements of
X
0






= 12, and one might expect much less mimicry with much lower ratios. I suggest that skeptics simply try it for
themselves.
Next, I ask you to reexamine the estimated traces of Figures 6 through 9. Isn’t it remarkable how much incredibly detailed
information is contained in these traces concerning the extent and effects of shrinkage on ill-conditioned estimates of regression
coefﬁcients?
Syntax




















































































































































































































































































































) speciﬁes the number of steps per unit increase in
m, the multicollinearity allowance parameter; the default value
is 4. The total number of steps along the generalized shrinkage path from the least squares solution (
m


























) speciﬁes an integer number of








x, inclusive. The default value is 21,
and
n




























) speciﬁes the maximum


















) speciﬁes the minimum




















) controls the shape (or curvature) of the generalized shrinkage path through likelihood space; the default value is



























) controls the scaling of the response variable and all








= 1 to scale all centered variables to have sample variance 1 (sample sum-of-squares equal to one fewer than the













































) speciﬁes the search convergence criterion and defaults to 0.01.
Restrictions: Several restrictions apply to the ridge programs.
1. The regression models always contain an intercept (constant) term.
2. The number,
p, of (nonconstant) predictor variables,
X,i nt h evarlist must be at least two.
3. If






4. The dependent variable,
y, must be nonconstant.


































= 0. The implied
y-intercept at the original
X origin can, of course, be determined implicitly as the coefﬁcients
for the
p, nonconstant regressors change, but the
y-intercept is not calculated by the ridge programs.
In addition to coding these ridge programs for Stata, I have programmed my maximum-likelihood ridge algorithms in
SAS/IML, S-PLUS and GAUSS. Also, Bernhard Walter, of the Technische Universit¨ at M¨ unchen, has created splendidly interactive
routines for XLisp-Stat. However, the most complete implementation of my algorithms is provided by my stand-alone systems















































e calculates inference intervals (classical, conﬁdence and Bayes HPD) for shrunken coefﬁcients and performs
ridge residual analyses (outlying responses and/or high leverage regressor combinations). I distribute all of the above software
systems as freeware.Stata Technical Bulletin 35
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STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt data sets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology srd robust methods & statistical diagnostics
sed exploratory data analysis ssa survival analysis
sg general statistics ssi simulation & random numbers
smv multivariate analysis sss social science & psychometrics
snp nonparametric methods sts time-series, econometrics
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
In addition, we have granted one other preﬁx, crc, to the manufacturers of Stata for their exclusive use.
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