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1. Introducción
A lo largo de los últimos años, la presencia de robots móviles tanto en entornos industriales
como en nuestros hogares se ha incrementado notablemente experimentando un gran desa-
rrollo gracias a la variedad de problemas que puede solucionar esta tecnoloǵıa. El aumento
del número de este tipo de robots se ha visto facilitado por el desarrollo de capacidades de
percepción y computación que permite mejorar la habilidad de operar en zonas amplias y
heterogéneas sin necesidad de introducir cambios en la estructura del robot. Sin embargo, el
despegue no será definitivo hasta que no se incremente sustancialmente el nivel de autonomı́a
y adaptabilidad a diferentes circunstancias.
Un robot autónomo debe ser capaz de trabajar en áreas desconocidas, planear trayecto-
rias y navegar a puntos deseados. Más concretamente, un robot móvil tiene que encontrar
una buena solución a dos problemas cŕıticos: construir un modelo del entorno (mapping) y
estimar la posición del robot en el modelo (localización), si realiza ambas tareas de manera
simultanea estaremos hablando de que el robot realiza una tarea de SLAM. Además debe
resolver estos problemas de mapping y localización con una precisión y coste computacional
aceptable.
La utilización de imágenes omnidireccionales permite obtener información relevante para
solucionar los problemas de mapping y localización. La forma de extraer información de
estas imágenes ha seguido dos vertientes. La manera clásica es mediante la extracción de
puntos caracteŕısticos, una alternativa madura y bastante desarrollada. SIFT y SURF son
algunos ejemplo (aunque hay muchos más tipos). Su uso se basa en la extracción, matching
y tracking de puntos a lo largo de un conjunto de escenas, lo cual suele suponer un alto
coste computacional. Además, ciertos métodos no son demasiado robustos ante cambios de
perspectiva, cambios en el entorno, etc. Se requiere de un entorno mı́nimamente estructurado
para que estos enfoques funcionen.
Frente a ellos, más recientemente se ha propuesto el uso de descriptores de apariencia
global (Firma de Fourier, HOG, gist, PCA...). Estos descriptores se basan en la creación de
un único descriptor por imagen, que contiene información de su apariencia global. El hecho
de tener un único descriptor hace que los métodos de mapping y localización sean sencillos,
basados muchas veces un la comparación de pares de imágenes. Asimismo, la aplicación a
entornos estructurados es más directa y su coste computacional suele ser menor. Dado que
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se trata de una técnica menos madura, es interesante estudiar con profundidad su compor-
tamiento en tareas de localización y su robustez ante determinados cambios en el entorno.
De ah́ı el interés de este trabajo.
Teniendo estos datos en cuenta , el objetivo principal de este trabajo es el diseño y análisis
de un sistema de localización de un robot móvil en entornos sociales de interior cambiantes.
El sensor usado ha sido un sistema de visión catadióptrico montado sobre el propio robot,
que proporciona imágenes con un campo de visión de 360o alrededor del robot. En primer
lugar, se ha creado un modelo visual del entorno a partir de las imágenes omnidireccionales
capturadas por el robot. A continuación, se ha abordado el problema de localización. Para
ello, se compara la información visual capturada por el robot desde una posición desconocida
con la información almacenada en el modelo. El resultado, es la estimación y orientación del
robot tras haber utilizado únicamente información visual.
Durante el proceso de localización se ha realizado un estudio de la robustez de los des-
criptores de apariencia global comprobando su comportamiento cuando la apariencia visual
del entorno cambia sustancialmente ya que en entornos de trabajo reales, el robot debe ser
capaz de afrontar con éxito diversos fenómenos:
Las condiciones de iluminación en el instante en el que se va a realizar la localización
pueden ser muy distintas a las condiciones que hab́ıa cuando se creó el modelo (por
tratarse de otro momento del d́ıa o del año, o por la presencia o no de iluminación
artificial).
Las escenas pueden encontrarse parcialmente ocluidas por la presencia de personas u
otros robots móviles.
El entorno puede haber sufrido otros cambios a largo plazo, como cambios en la posición
del mobiliario.
En resumen, en este trabajo se realiza un evaluación comparativa de cuatro descriptores de
carácter global para la tarea de localización, estudiando para cada uno de ellos la precisión y
el coste computacional. La finalidad es conocer la robustez de cada uno de estos algoritmos
de descripción ante los fenómenos habituales que pueden surgir en un entorno de trabajo real
y sintonizar adecuadamente sus parámetros para llegar a un compromiso entre precisión y
coste computacional. La base de datos COLD [1] con la que hemos trabajado, ofrece cambios
de iluminación y cambios introducidos por la actividad humana (aparecen personas por
las habitaciones, objetos y muebles se mueven o reorganizan. . . ) esto ofrecerá un ambiente
comparable a la realidad.
2. Mapping y localización de robots
móviles utilizando sensores de visión
omnidireccionales
Para abordar el problema de mapping, localización y navegación es necesario que el robot
tenga información relevante de su movimiento y del entorno por el que desarrolla su tarea,
ya que este suele ser desconocido en la mayoŕıa de aplicaciones. Para realizar las tareas de
forma autónoma, los robots están equipados de diversos equipos de sensores que les permi-
ten recopilar información sobre su movimiento y el entorno por el que trabajan. Por ello,
desde los primeros trabajos en robótica móvil [2], en mayor o menor medida se ha debido de
tener cuidado e interés en el buen funcionamiento y mejora de los sistemas de captación de
información.
Siguiendo esta dinámica han surgido diferentes métodos de captación de información con-
siderando diferentes tipos de sensores, métodos o algoritmos. En los últimos años el uso de
cámaras omnidirecionales se ha convertido en un recurso bastante popular en muchos tra-
bajos de robótica móvil. Como veremos más adelante, este tipo de cámaras nos devuelven
la misma información de la escena independientemente de la orientación del robot, de esta
manera se puede estimar la posición independientemente de la orientación, pudiendo pos-
teriormente estimar también la orientación (esto con las cámaras normales no es posible).
Además, las cámaras omnidireccionales devuelven la información en modo de matriz la cual
podemos comprimir en un único vector por imagen utilizando los descriptores globales. De-
bido a esta propiedad de compresión de información esta técnica resulta muy útil para tareas
de mapping, localización y navegación.
Los métodos utilizados para captar y procesar información han tenido una evolución ex-
ponencial con la mejora de las capacidades de percepción y computación de los sistemas
y la aparición de nuevos algoritmos y métodos. En su trabajo, Paya et al. [3] hacen una
śıntesis de diferentes equipos de sensores y métodos de captación presentando los trabajos
más relevantes en la solución de mapping y localización.
Este caṕıtulo se divide en dos secciones. En la primera, se expone los tipos de sensores que
pueden ser utilizados para extraer información del entorno y del propio robot móvil. En la
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sección 2.2 se presenta una serie de conceptos relacionados con la visión omnidireccional, las
posibles geometŕıas y las transformadas que se pueden construir a ráız de los datos extráıdos
de la información visual.
2.1. Sensores en robótica móvil
Esta sección se divide en cuatro subsecciones. En la subsección 2.1.1 se analiza los sen-
sores que tradicionalmente se han utilizado en robótica móvil para trabajar en los campos
de mapping, localización y navegación. A continuación, se exponen los sistemas de visión; se
estudia su ventajas e inconvenientes en la subsección 2.1.2, sus posibles configuraciones en
la subsección 2.1.3 y se expone las últimas tendencias de creación de modelos visuales en la
subsección 2.1.4
2.1.1. Tipos de sensores tradicionales
Como se ha podido comprobar, el problema de mapping, localización y navegación de
robots móviles solo es posible de abordar con un fuerte conocimiento del estado del robot y
gran información del exterior. Aportar esta información ha sido el principal propósito de los
diferentes tipos de sensores a lo largo de los años.
Los sensores admiten una clasificación general en la que pueden ser separados en pro-
pioceptivos y extereoceptivos. Por un lado, los sensores propioceptivos ofrecen información
sobre el robot, la odometŕıa o el nivel de bateŕıa podŕıan ser ejemplos de sensores que se
incluyen en este lado de la clasificación. Por otro lado se encuentran los sensores extereocep-
tivos, como el GPS,SONAR, el laser o sensores infrarrojos; este tipo de sensores presentan
medidas con información de la distribución exterior al robot.
La odometŕıa es la principal fuente de información dentro de los sensores propioceptivos.
Habitualmente, la odometŕıa se calcula con la instalación de encoders en las ruedas y de
esta manera puede ser estimada la posición del robot gracias al conocimiento de la posición
inicial del robot y el movimiento realizado. El problema es que esta información no puede
utilizarse como absoluta debido a la acumulación de errores que puede haber: deslizamientos,
desniveles o baches, diferente rugosidad del terreno...y por ello en aplicaciones reales es usual
encontrar este tipo de sensores complementados con alguna medida extereoceptiva.
Por contraste encontramos los sensores extereoceptivos, estos tienen asociados otro tipo de
problemas. El GPS ofrece una buena localización en lugares de exterior, sin embargo dentro
de edificios o en calles muy estrechas no tiene fiabilidad. El SONAR es un instrumento de
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medida que trabaja con ondas acústicas, este sensor tiene un precio relativamente bajo y
determina la distancia de objetos y obstáculos que se encuentran próximos [4] midiendo el
tiempo de vuelo de las ondas acústicas que genera, no obstante su precisión no es muy alta
debido a la incertidumbre angular que se genera y al ruido creado por la reflexión del las
señales acústicas [5]. El laser toma medidas mediante el tiempo de vuelo de un pulso laser
cuando este es reflejado en el objeto próximo, su precisión y campo de trabajo es más alto
que los SONAR ya que permiten medir con buena resolución y precisión objetos desde pocos
cent́ımetros a decenas de metros, sin embargo el coste y el consumo de enerǵıa del equipo
es bastante alto. Los láseres permiten crear mapas 2D y 3D y habitualmente se utilizan
combinados con la odometŕıa [6].
2.1.2. Sensores de visión
En contraposición a los sensores vistos en el apartado anterior encontramos los sistemas
de percepción por visión los cuales han levantado mucho interés en los últimos años debido
a las grandes ventajas que ofrecen. Las cámaras proporcionan gran cantidad de información
exterior permitiendo extraer datos 2D e incluso 3D. La calidad de esta información es mejor
que la que puede ofrecer los sensores SONAR y el precio y consumo de enerǵıa menor que los
láseres, esta ventaja es bastante significativa cuando se desea o necesita trabajar sin grandes
bateŕıas durante grande periodos de tiempo. Por otro lado, su comportamiento es estable
tanto en zonas de interior o exterior de edificios no como los GPS donde su comportamiento
no es el adecuado en ciertas zonas. Por último, los sensores de visión ofrecen no solo venta-
jas en la tarea de mapping, localización y navegación, si no que también ofrecen otra serie
de atributos como la detección de personas, reconocimiento de caras y la identificación de
obstáculos y objetos espećıficos como puede ser puertas, escalones o luces.
Los sensores de visión pueden usarse como únicos sistemas de percepción del robot móvil
o combinados con la información ofrecida por otro tipo de sensores. En la bibliograf́ıa son
muchos los ejemplos que se puede encontrar de situaciones en las que se ha utilizado varios
sistemas de percepción cooperando para realizar tareas de mapping, localización o navega-
ción. Por ejemplo, Choi et al. [7] presentan un sistema que combina un sistema SONAR
con información visual para realizar tareas de navegación o Hara et al. [8] que combina la
información visual con medidas láser. Muchos autores han expuesto la gran variedad de so-
luciones y propuestas ofrecidas por los investigadores durante los últimos años presentando
diferentes técnicas visuales, variación en la combinación de sensores y distintos algoritmos
para procesar la información. La evolución de estas técnicas hasta mitad de los años 90
está altamente documentada en [9] donde se muestra las técnicas de mapping, localización
y navegación investigadas. Por otro lado en [10] se complementa el trabajo con la evolución
durante la década de los noventa.
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2.1.3. Configuración de los sistemas de visión
Existen varias configuraciones a la hora de utilizar un sistema de visión dependiendo del
número de cámaras y el campo de visión que ofrecen. En la literatura se ha propuesto siste-
mas basados en una sola cámara, sistemas binoculares e incluso configuraciones trinoculares.
Con los sistemas binoculares y trinoculares es posible medir la profundidad de las imágenes,
aunque se limita el campo de visión. Estos sistemas poseen un ángulo de visión delimitado y
es necesario el uso de varias imágenes para poder tener información completa del entorno y
poder crear un modelo. Sin embargo los sistemas que proporcionan información visual om-
nidireccional han ganado popularidad recientemente gracias a que proporcionan datos del
entorno con un ángulo de visión de 360o alrededor del robot. Para la obtención de imáge-
nes omnidirecionales se puede hacer uso de dos técnicas: realizar una composición de varias
imágenes tomadas con diferentes direcciones o la opción más extendida que seŕıa con una
única cámara que refleja sobre una superficie espejo, esta técnica se le denomina sistema de
visión catadióptrico.
Los sistemas catadióptricos están mucho mas extendidos. Normalmente estos sistemas
están formados por una cámara convencional y un espejo convexo que dependiendo de la
forma y tamaño ofrecerá diferentes tipos de imágenes. Las imágenes obtenidas se denominan
imágenes omnidireccionales sin embargo existen ciertas transformaciones que estas imágenes
pueden sufrir para adoptar otras formas que quizá sean más útiles dependiendo de la tarea
que vaya a realizar o los grados de libertad que el robot pueda tener. La información relativa
a este tema se podrá encontrar con mayor profundidad en el apartado 2.2.
Los sistemas de visión omnidireccionales tienen grandes ventajas respecto a los sensores
que se han descrito al inicio de la sección. Las caracteŕısticas obtenidas por la imagen son
mucho más estables ya que permanecen durante más tiempo en el campo de visión del robot
mientras este se mueve. Además este tipo de sistemas proporcionan información necesaria
para detectar la posición del robot independientemente de la orientación y mediante ciertos
procesos es posible incluso estimar la orientación. Asimismo, los sistemas omnidireccionales
contienen datos suficiente de la escena para poder extraer información si durante el recorrido
algún objeto o persona obstruye parte de la imagen. Para concluir, los sistemas de visión
omnidirecional proporcionan mayor información del ambiente que otros sistemas de visión y
permiten crear un modelo de la escena con menor cantidad de imágenes.
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2.1.4. Modelos visuales en la actualidad
Con las imágenes que el sistema de visión nos ofrece se puede crear un modelo del entorno.
Existes tres tendencias a la hora de construir un modelo que represente y organice el espacio:
los mapas métricos, los mapas topológicos y los mapas h́ıbridos o de organización compuesta.
Dentro de los mapas métricos se puede distinguir diferentes formas de representación. Los
mapas basados en celdas de ocupación dividen el entorno en celdas y a estas se les da una
probabilidad de ocupación. Por otro lado están los mapas basados en caracteŕısticas en los
que el entorno se representa por un conjunto de puntos destacados a los que se les denomina
landmarks. El robot reconoce estos puntos y conoce su posición exacta en coordenadas del
mundo por tanto se podrá posicionar relativamente a ellos. Estos mapas no hay fronteras
solo puntos detectados con sus coordenadas formando aśı una representación compacta y
escalable.
Los mapas topológicos por su parte no ofrece ninguna información estructural ni sistema
de coordenadas, son simples grafos en los que los nodos adyacentes aparecen conectados
permitiendo una navegación entre nodos consecutivos. En comparación con los mapas métri-
cos los mapas topológicos ofrecen una localización más tosca con un coste computacional
razonadamente bajo.
Por último los mapas h́ıbridos ofrecen una representación de la información compuesta
en diferentes capas con distinto nivel de detalle. El modo de utilización suele ser combinar
mapas topológicos en las primeras capas realizando una localización más basta y a continua-
ción entrar en una capa con mapa métrico para afinar la localización teniendo que comparar
un menor número de imágenes. Esta tendencia trata de combinar las ventajas de los mapas
topológicos, como el bajo coste computacional, y de los mapas métricos, como es la locali-
zación más exacta.
Cabe recordar que la creación de modelos con información visual tiene algunas desventa-
jas reseñables. Por un lado, el propio movimiento del robot puede interferir en el escenario
haciendo que el entorno se modifique. Por otro lado, otras circunstancias presentes en condi-
ciones normales como los cambios de iluminación natural entre d́ıas, alteraciones producidas
por los humanos u oclusiones pueden producir en la escena cambios substanciales que impi-
dan el buen funcionamiento de la localización. Teniendo esto en cuenta es necesario llegar a
un modelo en el que independientemente de estos fenómenos se pueda extraer información
relevante de la escena. Esta información independiente será útil para identificar la posición
y orientación del robot móvil. La obtención de esta información relevante e independiente
sigue dos vertientes: la extracción de puntos caracteŕısticos basados en caracteŕısticas locales
de la imagen, una opción bastante madura y estudiada y la otra opción es hacer uso de los
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descriptores globales y crear un descriptor de apariencia global que comprima la información
de la imagen en un único vector. En el caṕıtulo 3 se explicará y discutirá sobre este problema.
2.2. Sistemas de visión omnidireccional
Como se ha expuesto en la sección anterior, la principal ventaja de usar cámaras omni-
direccionales en aplicaciones robóticas es la posibilidad de obtener imágenes con un amplio
campo de visión. Por un lado, en esta sección se va a explicar las configuraciones que per-
miten obtener información con un campo de visión completo. Por otro lado, se exponen los
diferentes formatos con los que se puede expresar esta información y su aplicación robótica.
Actualmente hay diferentes mecanismos que permiten capturar imágenes omnidirecciona-
les: lentes de ojo de pez, sistemas catadióptricos... Por ejemplo, los sistemas ladybug hacen
varias tomas de la imagen desde diferentes puntos y con ello reconstruyen la imagen omni-
direccional. Se puede observar este sistema en la figura 2-1 y comprobar que está formado
por diferentes cámaras orientadas hacia distintas direcciones.
Figura 2-1.: Sistema de captación de imágenes Ladybug.
Otra posibilidad son los ojos de pez. Este mecanismo está compuesto únicamente por
una cámara capaz de captar imágenes con un campo de visión mayor a 180 grados. El
sistema Gear 360 que se puede ver en la figura 2-2 combina dos lentes de ojo de pez que
conjuntamente logran la imagen omnidireccional.
Estos métodos son eficaces y devuelven la información deseada. El problema es que obte-
ner imágenes esféricas por combinación de varias cámaras no es una tarea trivial y supone
un esfuerzo grade ya que los parámetros de la cámara y las condiciones exteriores como la
luminosidad deben de ser iguales. El último mecanismo que se presenta es el sensor de visión
catadióptrico. Se trata del sistema más usado y combina una cámara y un espejo convexo.
La escena se refleja en el espejo y se capta con la cámara. Dada la importancia que tiene
este mecanismo de visión en robótica se le dedica la siguiente sección a la explicación del
sistema.
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Figura 2-2.: Sistema de captación de imágenes Gear 360.
2.2.1. Sistemas de visión catadióptrico
Los sistemas catadióptricos utilizan un espejo convexo para reflejar la información del
entorno y de esta manera la cámara obtiene un campo de visión omnidireccional. La super-
ficie convexa puede tener diferentes geometŕıas: esférica, hiperbólica, parabólica, eĺıptica o
cónica. La forma, posición y orientación de esta superficie respecto de la cámara va a definir
las proyecciones de la información de la escena en la cámara.
El centro de proyección del sistema y la calibración son los grandes elementos a tener en
cuenta a la hora de usar un sistema de visión catadióptrico para realizar tareas de mapping
y localización.
Por un lado, cuando utilizamos estos sistemas es importante tener un único punto de
proyección (que constituya el centro de la cámara). En estos sistemas todos los rayos que
llegan al espejo convergen en un único punto que será en centro óptico. Esta caracteŕıstica
es importante ya que gracias a ella se obtienen las imágenes sin distorsión. De las posibles
geometŕıas que el espejo convexo puede adoptar existen dos configuraciones que satisfacen
esta caracteŕıstica. Combinar una superficie hiperbólica con una cámara con lente conven-
cional o modelo pin-hole, como se muestra en la figura 2-3 a , o un sistema formado por un
espejo parabólico y una cámara con lente de proyección ortográfica, figura 2-3 b. En ambas
opciones F y F’ son los focos de la cámara y el espejo. Con el resto de configuraciones los
rayos convergen en diferentes puntos dependiendo de su incidencia; esto no supone un gran
error si el objeto está alejado de la cámara, sin embargo si supondrá un error grande cuando
está cerca del sistema.
Por otro lado, es importante conocer los parámetros de la cámara y el sistema dado
que algunos algoritmos de mapping y localización requieren una calibración adecuada para
funcionar correctamente. [11]. El proceso de calibración puede realizarse de dos formas di-
ferentes. El primer proceso puede ser el cálculo de los parámetros intŕınsecos de la cámara,
los coeficientes de los espejos y la posición relativa entre cámara y espejo. La otra forma es
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(a) (b)
Figura 2-3.: Modelo de proyección de sistemas catadióptricos con un único punto de proyec-
ción. a: Espejo hiperbólico y lente convencional. b: Espejo parabólico y lente
ortográfica.
conocer una lista de correspondencias entre cada ṕıxel de la imagen y el rayo de luz de la
escena que se ha proyectado en dicho ṕıxel.
2.2.2. Proyecciones de la información omnidireccional
La imagen omnidireccional que se utilizará en las tareas de mapping y localización contiene
la información caturada por la cámara del sistema de visión catadióptrico.Esta información
omnidireccional puede ser adquirida y tratada de diferentes formas como veremos a conti-
nuación. La imagen final puede ser considerada como una representación polar del entorno
con origen en el que el foco se refleja en el plano imagen. La figura 2-4 muestra dos ejemplos
de sistemas catadióptricos y la imagen omnidireccional que ofrecen, ambos sistemas están
compuestos por una cámara y un espejo hiperbólico. El espejo del sistema a es el modelo
Wide 70 fabricado por Eizoh y el sistema b muestra el modelo Super-Wide View creado por
Accowle.
Scaramuzza et al. [12] describen un método que permite pasar la imagen omnidireccional
que se obtiene del sistema catadióptrico a una imagen panorámica que es más familiar para
el ser humano. El método está basado en la extracción de los radios de la imagen omnidi-
reccional y hacerlos corresponder con ĺıneas verticales de la imagen.
De la imagen omnidireccional inicial es posible obtener distintas representaciones ya que
se puede proyectar la información visual en diferentes planos y superficies generando aśı
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Figura 2-4.: Ejemplo de dos sistemas de visión omnidireccional.
diferentes perspectivas de la escena original. Cada proyección representará propiedades es-
pećıficas utiles para diferentes tareas de navegación.
En los próximos párrafos se presentan las proyecciones más importantes y los trabajos que
se han desarrollado con ellas en el campo de la robótica. Se puede encontrar una descripción
matemática completa de estas proyecciones en [13].
Una información omnidireccional puede ser proyectada en una esfera unidad con centro
en el foco del espejo. Para calcular cada ṕıxel de la esfera se toma el valor del rayo de luz que
tiene la misma dirección hacia el foco del espejo que el radio de la esfera hacia ese ṕıxel. La
figura 2-5 muestra el modelo de rayos del modelo esfera unidad cuando se utiliza un espejo
hiperbólico y una lente convencional. La ĺınea de color azul representa la superficie cóncava,
F y F’ son respectivamente los focos de la cámara y el espejo. Los ṕıxeles de la imagen son
reproyectados en el espejo convexo y cada punto del espejo se proyecta en una esfera. Para
poder realizar esta técnica es necesario una correcta calibración de la cámara.
Este tipo de proyecciones se han utilizado tradicionalmente para estudiar rotaciones 3D en
el espacio, para ello se hace uso de transformadas como la Transformación de Fourier Esférica.
La proyección ciĺındrica consiste en proyectar la escena omnidireccional en un cilindro cu-
yo eje es paralelo al eje del espejo convexo. Conceptualmente se puede conseguir este efecto
cambiando las coordenadas polares del sistema omnidireccional en coordenadas rectangula-
res. De este modo, cada circunferencia en la imagen omnidireccional será reconvertida en
ĺıneas horizontales en la nueva imagen.
La figura 2-6 muestra la proyección con el modelo ciĺındrico con un espejo hiperbólico y
una lente convencional. La ĺınea de color azul representa el espejo y F y F’ son los focos
de la cámara y el espejo. Los ṕıxeles de la imagen son reproyectados en una superficie
ciĺındrica. Para poder realizar esta técnica no es necesario realizar una calibración del sistema
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Figura 2-5.: Proyección del modelo esfera unidad.
Figura 2-6.: Proyección del modelo ciĺındrico.
catadióptrico.
El sistema de proyección ciĺındrico es comúnmente conocido como imagen panorámica y
es el más utilizado en robótica móvil para realizar tareas de mapping y localización, SLAM y
navegación visual. La razón por la cual este tipo de proyección es el más utilizado es porque
las imágenes panorámicas son más comunes y fáciles de entender para el ojo humano y ello
ha permitido que sea posible utilizar en ellas las mismas técnicas y algoritmos que se emplean
en las imágenes en perspectiva.
Por último tenemos la proyección en perspectiva que consiste en obtener imágenes proyec-
tadas en cualquier dirección. El resultado será como capturar una imagen con una cámara
virtual convencional colocada en el foco del espejo.
14
2 Mapping y localización de robots móviles utilizando sensores de visión
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La figura 2-7 muestra la proyección del modelo en perspectiva con un espejo hiperbólico
y una lente convencional. El espejo se representa con una ĺınea azul y F y F’ son respectiva-
mente los focos de la cámara y el espejo. Los ṕıxeles del plano de imagen son reproyectados
a el espejo y a continuación cada punto del espejo se proyecta en un plano deseado. Esto es
equivalente colocar una cámara convencional en F’. Para realizar esta proyección en pers-
pectiva es necesario calibrar el sistema ya que se necesita que la cámara esté calibrada para
realizar el paso de la reproyección en el espejo.
Figura 2-7.: Proyección del modelo en perspectiva.
La proyección ortográfica es un caso particular de la proyección en perspectiva. En esta
proyección el plano se sitúa perpendicular al eje de la cámara y el eje de la cámara paralelo
al eje del espejo; es decir, es equivalente a colocar una cámara virtual en el foco del espejo
apuntado hacia el suelo. La figura 2-8 muestra este tipo de proyección particular en la que
los ṕıxeles se reproyectan en un plano horizontal al suelo.
Para terminar con este caṕıtulo se presenta la figura 2-9 en ella se muestra una imagen
omnidireccional (figura a) capturada por el sistema catadióptrico descrito en la figura 2-
4(a). A esta imagen se le ha realizado una serie de reproyecciones que se muestran en (b)
proyección esfera unidad, (c) proyección ciĺındrica, (d) proyección en perspectiva con un
plano vertical, (e) proyección ortográfica.
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Figura 2-8.: Proyección del modelo ortográfico.
Figura 2-9.: (a)Imagen omnidireccional y trasformaciones calculadas sobre ella:
(b)proyección esfera unidad, (c)proyección ciĺındrica, (d)proyección en
perspectiva en un plano vertical, y (e)proyección ortográfica.
3. Descripción de la información visual
3.1. Necesidad de descriptores
Existe mucha literatura sobre la utilización de imágenes omnidireccionales o cualquiera de
sus proyecciones para la realización de tareas de robótica como mapping y localización. Las
imágenes ofrecen una gran cantidad de información. Estos datos son bastante cambiantes
tanto por cómo afecta el robot a la escena cuando se mueve como por cambios de luz en el
ambiente o el cambio en la posición de algunos objetos. Teniendo esto en cuenta es necesario
extraer información estable de la escena que permita solucionar los problemas de creación
de mapas y de localización. Existen dos soluciones que permiten extraer información que
dependen del método empleado para extraerla; las soluciones basadas en caracteŕısticas lo-
cales y las soluciones basadas en caracteŕısticas globales de la imagen. La solución basada
en caracteŕısticas locales o puntos caracteŕısticos es una solución bastante madurada y estu-
diada a lo largo de los años, sin embargo la opción de los descriptores globales está siendo
una opción bastante novedosa la cual está demostrando ofrecer una alternativa robusta.
Existen muchos algoritmos para trabajar con ambos tipo de soluciones. Cada uno de los
algoritmos tiene una serie de parámetros asociados. Al variar estos parámetros las soluciones
dadas en la creación de mapas y localización vaŕıan. En los últimos caṕıtulos del presente
trabajo se realiza un estudio sobre la variación de los parámetros en los métodos utilizados.
De momento, en las próximas subsecciones se detalla los descriptores basados en puntos
caracteŕısticos y los descriptores basados en apariencia global.
3.1.1. Metodos basados en la extracción y descripcion de
caracteŕısticas locales
La caracteŕısticas locales estan basadas en la extracción de puntos, objetos o regiones ca-
racteŕısticas de la escena. Cada caracteŕıstica se describe en un descriptor que será invariante
a cambios en la posición y orientación del robot. Una vez detectado y descrito el punto ca-
racteŕıstico se puede resolver el problema de localización. Primero se extraen caracteŕısticas
a lo largo de la escena y se detecta zonas susceptibles a que las caracteŕısticas no vaŕıen, a
continuación se realiza un método de comparación entre imágenes y se realiza la localización.
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Existen diferentes filosof́ıas a la hora de utilizar estos descriptores a la hora de elegir
caracteŕısticas o el proceso para encontrar la coincidencia. Por ejemplo, Pears and Liang
[14] extráıan esquinas localizadas en el suelo y utilizaban homograf́ıas para realizar el se-
guimiento. Otros autores detectan caracteŕısticas predeterminadas como ventanas o extraen
caracteŕısticas de forma más compleja como con el detector de esquinas Harris [15]. También
es posible que se utilicen técnicas como el filtro de Kalman para realizar el seguimiento y
correspondencia de caracteŕısticas.
Entre los descriptores de extracción de puntos caracteŕısticos destacan los descriptores
SIFT y SURF. Por un lado, el descriptor SIFT (Scale Inveriant Feature Transform) fue
desarrollado por Lowe [16, 17] y proporciona caracteŕısticas invariantes a escala, rotación,
cambios en condiciones de luz y del punto de vista de la cámara. Por otro lado, el descriptor
SURF (Speeded-Up Robust Features), desarrollado por Bay et al. [18, 19]. Los puntos SURF
están inspirados en los SIFT pero presentan un coste computación más bajo y una robustez
mayor ante transformaciones. Recientemente han aparecido otros descriptores como BRIEF
[20], el cual está diseñado para realizar operaciones en tiempo real; ORB [21], el cual se basa
en BRIEF pero mejora la invariancia ante rotaciones y ruidos, pero no es tan robusto ante
cambios de escala; BRISK [22] and FREAK [23] , que tratan de tener la robustez de los
puntos SURF pero con una mejora en el tiempo computacional.
Estos descriptores han sido muy utilizados para la creación de mapas y solucionar proble-
mas de localización. Autores como Angeli et al.[23] y Se et al.[24] utilizaron caracteŕısticas
SIFT para realizar estas tareas o Murillo et al.[25] y Valgren y Lilienthal [26] que con la
extracción de puntos SURF estiman la posición de un robot en un mapa previamente cons-
truido.
La utilización de esta técnica con puntos locales caracteŕısticos combinada con técnicas
de probabilidad permite construir mapas métricos. Sin embargo, este método presenta algún
inconveniente. El principal es que en la imagen debe haber gran cantidad de detalles suscep-
tibles de ser puntos caracteŕısticos, además, la detección de caracteŕısticas no es un método
completamente robusto ante cambios en el entorno por ello su descripción no es absoluta
e incorpora variaciones cuando hay un cambio en la posición u orientación del robot. Por
último, la extracción, descripción y comparación de puntos caracteŕısticos no es una tarea
fácil computacionalmente hablando ya que se trata de un proceso complejo que normalmente
impide realizar tarear como la creación de un mapa en tiempo real mientras el robot explora
el escenario.
Estas caracteŕısticas, junto a que la cámara debe de estar calibrada correctamente ya que
un fallo en los parámetros intŕınsecos o extŕınsecos del sistema añaden un error de medida,
hacen que durante los últimos años se haya investigado en los descriptores de apariencia
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global.
3.1.2. Metodos basados en la descripcion global de la escena
Los métodos basados en descriptores globales trabajan con la imagen completa sin extraer
ningún tipo de información local. Cada imagen se representa por un único descriptor que con-
tiene información global de la escena. Este método ofrece ventajas en ambientes dinámicos
o con pocas caracteŕısticas donde es dif́ıcil detectar puntos o regiones estables. El describir
cada imagen como un único vector favorece las tareas de localización y creación de mapas
ya que reduce la tarea a una simple comparación de vectores.
Este método de descripción y compresión permite optimizar el tamaño de la base de datos.
El almacenamiento y comparación de escenas se realizan con un coste computacional más
eficiente. Además, estos descriptores no presentan invariancias producidas por la orientación
del robot; es decir, si el robot está localizado en el mismo lugar pero con orientación diferente
el descriptor que obtenemos es el mismo. Esta será la principal ventaja en el uso de estos
descriptores.
Por otro lado, el uso de los descriptores globales supone una dificultad a la hora de extraer
datos de medida. Estas técnicas se acercaŕıan más a formar mapas topológicos pudiendo
crear únicamente mapas métricos con la combinación de otra serie de medidas como prodria
ser información laser, odometŕıa...
Entre las técnicas de descripción global de la imagen encontramos descriptores como PCA
(Principal Components Analysis) [27] una de la primeras alternativas robustas que apare-
cieron. PCA considera la imagen como un conjunto de información multidimensional que
puede se proyectada en dimensiones bajas del espacio reteniendo información original pero
únicamente la más importante. Pero el descriptor PCA tiene dos grandes desventajas. Por
un lado, el descriptor depende de la orientación del robot, caracteŕıstica que se ha comentado
con fundamental en los descriptores globales. Por otro lado, es necesario todas las imágenes
del mapa para poder crearlo lo que conlleva a no poder crear mapas online mientras el robot
explora la estancia.
Otros autores han propuesto y utilizado otros descriptores como aplicar la transformada de
Fourier a la imagen para extraer la información más relevante, de esta operación obtenemos
el descriptor FS (Fourier Signature).Existen varias alternativas a la hora de trabajar con la
transformada de Fourier. Por un lado, si se realiza la transformada a imágenes panorámicas
encontramos autores que han escrito sobre los resultado obtenidos como Payá et al. [28].
Por otro lado, también es posible aplicar la transformada de Fourier esférica (SFT) a la
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imagen omnidireccional como en el trabajo propuesto por Rossi et al. [29]. En ambos casos
el resultado del descriptor es la compresión de la información original en un menor número
de componentes.
Otros autores han utilizado otra serie de técnicas para realizar estas descripciones como
puede ser la operación gradiente o con la convolución de filtros. De esta manera aparecen
los métodos HOG (Histograms of Oriented Gradients) o gist.
Por último. Como se ha expuesto, los descriptores de apariencia global son más útiles a la
hora de crear mapas y realizar tareas de localización pero se debe considerar que la aparien-
cia global de las imágenes depende mucho de las condiciones de iluminación. Se cree que la
descripción global de las imágenes no va a tener grandes variaciones con cambios en las con-
diciones de iluminación ni con pequeños cambios en la escena como cambios en la posición
de los objetos y puertas, pequeñas oclusiones... Parte de este trabajo se dedicará a realizar
un estudio de este fenómeno comprobando si realmente es factible utilizar estos descriptores
para dicha finalidad. Estos serán los principales puntos de estudio de los caṕıtulos 5 y 6 del
trabajo.
3.2. Descripción matemática de los descriptores de
apariencia global
El objetivo de esta sección es doble. Por un lado se expone un estado del arte de los des-
criptores de apariencia global. Por otro lado, se explica una breve descripción matemática
del método utilizado. Durante este trabajo se estudian cuatro métodos los cuales se explican
en esta sección: en la subsección 3.2.1 se explica un método basado en la transformada de
Fourier, el método HOG basado en el histograma del gradiente se expone en la subsección
3.2.2, en la 3.2.3. habla sobre el método gist basado en filtros de Gabor y por último en la
subsección 3.2.4. se expone el método Radon.
Se considera que el movimiento planar de un robot móvil que captura imágenes a través
de una cámara omnidireccional en lo alto de la estructura. Este sistema de visión está com-
puesto por una cámara y un espejo convexo con sus ejes alineados con el eje vertical. Dicho
ssitema se explica más detalladamente en el caṕıtulo 4.
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3.2.1. Descriptor basado en la Firma de Fourier
La transformada de Fourier Discreta (DFT) ha sido utilizada por muchos investigadores
para extraer la información más relevante de las escenas. Cuando se calcula la transfor-
mada 2D-DFT de una escena f(x,y) se obtiene una nueva matriz F(u,v), donde u,v son
las frecuencias variables. De esta nueva matriz se puede obtener una matriz de módulos
A(u,v)=‖F(u,v)‖ y una matriz de argumentos Φ(u,v). Por un lado, la matriz de magnitudes
contiene información de la aparición o no de las caracteŕısticas principales que aparecen en
la escena sin tener la capacidad de localizar estas caracteŕısticas además ofrece otro tipo
de información ’no-localizada’ como orientaciones, suavizados y tamaño y profundidad de
contorno. Por otro lado, la matriz de argumentos contiene información local de propiedades
de la imagen (sombras y posición de los objetos que aparecen en la escena). Teniendo esto en
cuenta, A(u,v) puede considerarse como un descriptor de apariencia global de una localiza-
ción espećıfica, ya que contiene la información estructural dominante de la escena. Muchos
autores han mostrado como hacer tareas de clasificación sencillas con este tipo de informa-
ción ’no-localizada’. Sin embargo, este descriptor no es completo ya que no tiene información
espacial sobre estructuras de la imagen. Para cubrir esa falta de información algunos autores
han propuesto algún tipo de solución, por ejemplo Oliva y Torralba [30] propusieron una
ventana 2D que realizase la transformada de Fourier, esto permite la definición de venta-
nas circulares para la extracción de información espacial alrededor de ṕıxeles espećıficos en
la escena. Ishiguto y Tsuji [31] propusieron otra alternativa denominada Firma de Fourier
(Fourier Signature, FS) diseñada para usarse en imágenes panorámicas y Stürzl [32] et al
expusieron un algoritmo visual basado en la Firma de Fourier pero la imagen panorámica se
reduce antes a un vector unidimensional.
La Firma de Fourier permite obtener un descriptor invariante a rotaciones del robot en
el plano en el que este se mueve. El proceso de descripción comienza en la escena pa-
norámica f(x,y) ∈ RN1×N2 . Inicialmente la imagen puede ser submodificada para obtener
un menor número de filas k1¡N1 (k1=1 en [32]). La firma de Fourier de la escena resultante
f(x,y) ∈ Rk1×N2 es la matriz F(u,v) ∈ Ck1×N2 obtenida despues de calcular la transformada
unidimensional DFT de cada fila. En el dominio del a frecuencia la información más im-
portante se encuentra concentrada en las bandas de frecuencia más bajas y las bandas de
frecuencia altas tienden a estar contaminadas por el posible ruido existente en la imagen
original. Teniendo esto en cuenta, se puede retener las k2 primeras columnas y descartar las
demás consiguiendo una compresión bastante efectiva. La nueva matriz compleja tiene k1
filas y k2 columnas y puede expresarse cómo una matriz de módulos A(u,y)=‖F(u,y)‖ y una
matriz de argumentos Φ(u,y).
Cuando dos imágenes panorámicas han sido capturadas desde el mismo punto pero con
una orientación sobre el eje vertical diferente ambas imágenes presentan la misma matriz de
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módulo y la matriz de argumentos puede ser utilizada para estimar la orientación relativa
del robot debido a que será igual pero desplazada cierto número de columnas. Gracias a esta
propiedad, la matriz A(u,y)=‖F(u,y)‖ puede ser considerada como un descriptor de posición
del robot (debido a que es invariante a la rotación) y la matiz Φ(u,y) puede considerarse
como un descriptor de la orientación del robot (debido a que permite estimar la orientación).
De este modo se puede estimar la posición y la orientación independientemente o de forma
secuencial. Primero se estima la posición del robot con ayuda de la matriz de módulos, a
continuación se estima la orientación relativa con la matriz de argumentos.
Durante el estudio realizado no se ha hecho ninguna reducción inicial a la imagen por ello
el descriptor de posición es la matriz f(u,y) ∈ RN1×k1 y el descriptor de orientación la matriz
Φ(u,y) ∈ RN1×k2 . En los experimentos, diferentes valores de k1 y k2 son considerado para
detectar la influencia de estos parámetros en la precisión y coste computacional del proceso
de localización y estimación de la orientación.
3.2.2. Descriptor basado en el Histograma de Orientación del
Gradiente. HOG
La técnica HOG considera la orientación del gradiente en partes espećıficas de la escena
y destaca por su simplicidad, coste computacional y precisión. Sin embargo la experiencia
con este tipo de descriptores para localización de robots móviles es limitada y se restringe a
ambientes simples y pequeños.
La idea bajo este descriptor es que la apariencia y sombras de los objetos en una imagen
puede ser descrita por la intensidad de los gradientes y sus direcciones. La implementación
básica consiste en dividir la imagen en regiones (celdas) pequeñas y conectadas y compilar
un histograma de gradientes con distintas orientaciones usando la información de los ṕıxeles
conexos. En sus inicios HOG fue descrito por Dalal y Triggs [33], quienes o usaban para
detectar personas en secuencias de imágenes. Después, muchos investigadores presentaron y
mejoraron la versión tanto en detección como en coste computacional [34].
Hofmeister et al [35] dieron uso al descriptor HOG para solucionar problemas de localiza-
ción en pequeños robots móviles, en ambientes visuales sencillos y cuando la orientación del
robot era similar a la orientación que teńıa el robot en la imagen con la que se compara.
Originalmente, HOG está hecho para describir pequeñas áreas locales de la escena. Payá
et al [36] redefinen el descriptor como un descriptor de apariencia global utilizando un ex-
haustivo número de regiones que cubren toda la imagen y permite describirla globalmente.
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De la imagen panorámica inicial, un descriptor de posición y orientación se obtiene uti-
lizando la filosof́ıa del histograma del gradiente. La imagen inicial f(x,y) ∈ RN1×N2 se filtra
para obtener dos imágenes que contienen los bordes horizontales f1(x,y) y otra con los bor-
des verticales f2(x,y). De estas dos imágenes se obtiene la magnitud y la orientación del
gradiente de cada ṕıxel y se almacenan respectivamente en las matrices M(x,y) y Θ(x,y).
Desde ahora, las celdas se definen sobre la matriz Θ(x,y). Por un lado, para construir el
descriptor de posición se define una serie de k3 celdas horizontales, con anchura igual a N2,
sin superposición y con anchura y cantidad de celdas coherentes para que toda la imagen
sea cubierta. Por cada celda se completa un histograma con b1 recipientes denominados bins.
Durante el proceso cada ṕıxel de Θ(x,y) se pondera con la magnitud correspondiente en su
ṕıxel de la matrix M(x,y). Al final del proceso el descriptor de posición estará definido de
la siguiente manera ~h1 ∈ Rk5∗b1×1. Por otro lado, el descriptor de orientación se construye
usando los mismos pasos pero considerando las celdas verticales, con tamaño N1 y anchura
l1. La cantidad de celdas verticales viene definido por x1= N1/l1. Tras calcular el histograma
de orientación del gradiente y tras separar en b1 bins de la misma manera que en el descrip-
tor de posición, el resultado del descriptor de orientación es ~h2 ∈ Rx1∗b2×1, aunque durante
el estudio el parámetros que se vaŕıa es l1 y no x1, aunque x1 variará por ser dependiente de l1.
El descriptor ~h1 es invariante a rotaciones del robot aśı que se considera como un descrip-
tor visual de la posición del robot, y con la información que contiene ~h2 es posible estimar
la orientación relativa del robot respecto a una referencia.
3.2.3. Descriptor basado en Gist
El descriptor gist trata de imitar la habilidad de la percepción humana para reconocer
una escena por identificar una región concreta por tener un color y/o textura que destaca
respecto a la de sus vecinos. Este concepto fue introducido por Oliva y Torralba [37] con la
idea de crear un descriptor de imagen con dimensión global. Muestran como utilizando este
método de descripción, un espacio multidimensional puede ser creado donde las escenas que
pertenecen a la misma categoŕıa se proyectan en localizaciones cercanas. Matemáticamente,
el método codifica la distribución espacial con medias de 2D-DFT de regiones uniformemente
distribuidas por la imagen y utiliza PCA (Principal Components Analysis) para reducir la
dimensión del descriptor final. Torralba et al. [38] proponen el uso de series de pirámides
orientables en vez del cálculo de DFT.
Más recientemente el concepto ’prominencia’ aparece junto a gist. Siagian et al [39] in-
tentan establece sinergias entre ambos conceptos creando un único descriptor cuyo coste
computacional se ve reducido. Este descriptor se construye basándose en tres caracteŕısticas
de la escena: intensidad orientación y color.
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El método utilizado en este estudio está basado en el de Siagian et al [39] y está descrito
más profundamente en [36]. Está construido por información de orientación conseguida por
un banco de filtro de Gabor con diferentes orientaciones que se pasa a diferentes niveles de
resolución. Primero se consideran dos versiones de la imagen panorámica original: una como
la original y otra con una resolución menor. Ambas imágenes son filtradas con m1 filtros
de Gabor cuya orientación está distribuida entre 0 y 180 grados. Finalmente, para reducir
la cantidad de información, los ṕıxeles en cada imagen resultante se agrupan en bloques y
se calcula la media de intensidad de los ṕıxeles contenidos en cada bloque. La división de
los bloques es idéntica a las celdas en el descriptor HOG. Primero k4 bloques horizontales
definirán el descriptor de posición ~g1 ∈ R2∗k4∗m1×1, que es invariante a rotaciones. Después,
una serie de x2 bloques verticales defien el descriptor de orientación ~g2 ∈ R2∗x2∗m2×1, donde
el parámetro que se vaŕıa en este estudio no será el número de bloques verticales x2 si no la
anchura de las venatanas l2.
3.2.4. Descriptor basado en la trasformada Radon
La transformada de Radon consiste en describir una función en términos de las proyeccio-
nes de sus integrales lineales. Una ĺınea cl puede se parametrizada respecto su longitud de
arco z como cl:=(x(z),y(z))=((z*sinΦ+s*cosΦ),(-z+cosΦ+s*sinΦ)) donde s es la distancia
del punto de cl al origen y Φ es en ángulo entre el vector perpendicular a cl y el eje x.
Teniendo estos parámetros en cuenta la transformada de Radon de una imagen f(x,y) puede
obtenerse con la siguiente expresión.







Donde las coordenadas de la nueva función son (Φ,s) que pueden ser consideradas como
coordenadas de todas las ĺıneas en R2. De este modo, una nueva función 2D se obtiene por
la integración de la función original f(x,y) a lo largo de un grupo de ĺıneas paralelas con
distancia s entre cada una de ellas y diferente orientación Φ. El tamaño del nuevo descriptor
es rim ∈ RMx×My , donde Mx es el número de orientaciones considerando Φ={Φ1,Φ2,...,ΦMy}
y My es el número de ĺıneas paralelas. La transformada de Radon es invertible, la operación
inversa reconstruye la función original.
La transformada de Radon presenta interesantes propiedades. La simetŕıa y el poder para
desplazar los datos son especialmente importantes desde el punto de vista de las imágenes
omnidireccionales. Es posible obtener descriptores de apariencia global que permitan estimar
la posición y la orientación. La figura 3-1 (a) muestra la imagen omnidireccional de tamaño
Nx × Nx y la figura 3-1 (b) la transformada de Radon de esta imagen que tiene tamaño
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360×Nx. Para obtener esta transformada la distancia entre ĺıneas es igual a 1 ṕıxel, de este
modo s=1,2,3,...,Nx ṕıxeles; y las orientaciones elegidas cubren toda la imagen Φ=0,1,2...,359
grados. El resultado de la matriz es siempre antisimétrica, por ello podemos deshacernos de
la mitad de la información ya que está duplicada. La figura 3-1 (c) muestra el descriptor
final con un tamaño de 360× 0,5 ∗Nx
Figura 3-1.: Transformada Radon de una imagen omnidireccional.(a)imagen omnidireccio-
nal, (b) transformada Radon de la imagen y (c) transformada Radon final con
tamaño 360× 0,5 ∗Nx.
La propiedad de desplazamiento se puede observar en la figura 3-2. Esta figura 3-2 muestra
tres imágenes omnidireccionales capturadas por el mismo robot en el mismo punto del suelo
y con una orientación diferente alrededor del eje vertical. La figura muestra claramente
el efecto que tiene la orientación en la transformada Radon. Si el robot rota 4Φ grados,
el nuevo descriptor presenta la misma información que el descriptor original pero con un
desplazamiento de columnas igual a d=4Φ*Mx/360, con 4Φ medido en grados.
Con esta caracteŕıstica, la transformada de Radon es un descriptor que contiene informa-
ción de la posición y de la orientación del robot.
Para realizar las tareas de localización y creación de mapa la información resultante de la
transformada de Radon puede ser tratada de diferente forma, esto da lugar a dos métodos
para realizar tareas de navegación. El primer método hace uso de la Firma de Fourier y el
método número 2..
La transformada de Radon no es invariante a la rotación como se ha visto en la figura
3-2. Una rotación pura produce un desplazamiento de las columnas en el descriptor. Este
efecto debe ser tenido en cuenta durante la implementación del método de localización. En
el método 1 la Firma de Fourier (FS) se utiliza para transformar el descriptor RT y ob-
tener un nuevo descriptor que es completamente invariante a rotaciones. Del descriptor de
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Figura 3-2.: Propiedad de desplazamiento en la transformada Radon.
la transformada de Radon se obtienerj ∈ RMx×My y a este descriptor se le pasa FS. Como
resultado, cada nodo dj,j =1,...,n contiene dos matrices: una matriz de módulos Aj ∈ RMx×k
y una matriz de argumentos Φj ∈ RMx×k. La primera posee la información relevante a la
posición y la segunda información relevante a la orientación y se emplea el mismo proceso
que cuando se trabajaba únicamente con la firma de Fourier, tal y como se ha explicado en
la subsección 3.2.1.
El método 2 consiste en describir cada imagen con la transformada de Radon obteniendo
un descriptor rj ∈ RMx×My y usar el método POC (Phase Only Correlation) para comparar
dos descriptores. De este modo cada nodo dj,j =1,...,n contiene únicamente una componente.
La localización y estimación de la orientación se puede resolver con la operación POC. Es-
ta operación es llevada a cabo en el dominio de la frecuencia y proporciona un coeficiente de
correlación que permite estimar la similitud entre dos escenas. Con POC es posible calcular
tanto la similitud entre dos imágenes como el desplazamiento debido al cambio de fase.
En la figura refRadon3 observamos el resultado de la operación POC en dos descriptores
r1 y r2 que hab́ıan sido descritos con la transformada de Radon. Ambas imágenes hab́ıan sido
capturadas en el mismo punto pero con distinta orientación. El resultado de aplicar POC
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entre r1 y r2 es una matriz Cr1r2 cuyos elementos cogen valor entre 0 y 1. EL máximo calor
de la matriz Cr1r2 es el valor de similitud ente r1 y r2 (cuanto mayor sea el valor significa que
más similares son las matrices) y es independiente de los cambios de orientación. La posición
del máximo valor permite estimar la orientación relativa del robot, si se interpolación entre
el número de columnas a la que se encuentra el máximo y se pasa a grados se es capaz de
calcular el desplazamiento Φ21.
3.3. Parametros con influencia en el trabajo
Durante el estudio se va a evaluar los diferentes métodos y dentro de cada método se
examina la influencia de diversos parámetros en el proceso de localización y estimación de
la orientación. En la tabla 3-1 podemos encontrar como se denominarán dichos parámetros
variables durante el presente trabajo.
Tabla 3-1.: Parámetros con influencia en los procesos de localización y orientación
Descriptor Parámetros
Firma de Fourier k1⇒ número de columnas del descriptor de posición.
k2⇒ número de columnas del descriptor de orientación
HOG b1⇒ número de bins por histograma en el descriptor de posición.
k3⇒ número de celdas horizontales en el descriptor de posición.
b2⇒ número de bins por histograma en el descriptor de orientación.
l1⇒ anchura de las celdas verticales en el descriptor de orientación.
Gist m1⇒ número de orientaciones del filtro de Gabor en el descriptor de posición.
k4⇒ número de bloques horizontales en el descriptor de posición.
m2⇒ número de orientaciones del filtro de Gabor en el descriptor de orientación.
l2⇒ anchura de las celdas verticales en el descriptor de orientación.
Radon k5⇒ número de columnas del descriptor de posición.
p1⇒ grados entre ángulos consecutivos en el descriptor de posición.
k6⇒ número de columnas del descriptor de orientación.
p2⇒ grados entre ángulos consecutivos en el descriptor de orientación.
4. Material utilizado
En esta sección se expone la información relevante a las herramientas y equipos empleados
durante los experimentos. Los experimentos han sido realizados con una base de datos ajena
a nosotros, la base de datos con la que se ha decidido trabajar es con la base de datos COLD
[1] la cual detallaremos a continuación. El capitulo se va a dividir en dos secciones, en la
primera se describe la base de datos y como esta ha sido adquirida y en la siguiente se evalúa
el sistema de adquisición de imágenes utilizado.
4.1. Base de datos
La base de datos COLD ofrece tres entornos de trabajo diferentes: ’Autonomus Intelligent
Systems Laboratory’ en la universidad de Friburgo, Alemania; ’Visual Cognitive Systems
Laboratory’ en la universidad de Ljubljana, Eslovenia y ’Language Technology Laboratory’
en el Centro de Inteligencia Artificial alemán de Saarbrücken, Alemania. Las tres bases de
datos ofrecen secuencias de imágenes capturadas con una cámara omni-direccional tomadas
en diferentes momentos y bajo distintas condiciones e iluminación natural (durante tiempo
nublado, soleado y de noche). En cada uno de los tres entornos ofrecidos, la adquisición de
imágenes lleva un recorrido por el que pasa por estancias y habitaciones con diferente utili-
dad como podŕıan ser cocinas, despachos, pasillo, aseo... Consecuentemente, la base de datos
COLD es un banco de pruebas ideal para evaluar la robustez de los algoritmos de localiza-
ción y mapping ofreciendo no solo cambios de iluminación sino también cambios dinámicos
(actividad humana, variación en la distribución y aspecto de los muebles...)
Finalmente se escogió la base de datos de Friburgo. La figura 4.1 muestra un ejemplo de las
imágenes que se han adquirido en el interior de las habitaciones del laboratorio de Friburgo
en 4.1 a las imágenes han sido capturadas con una cámara en perspectiva y en 4.1 b se han
capturado con una cámara omnidireccional. Como se puede observar las habitaciones tienen
diferentes propósitos y por ello estarán organizadas de manera distinta y no les afectará igual
la actividad humana. Por ejemplo la cocina y una oficina tendrán organizaciones totalmente
diferentes y habitaciones como el pasillo o la habitación de la impresora permanecerán bas-
tante estables. Esto ofrece una situación que se asemeja bastante a la realidad, caracteŕıstica
ideal para la realización del proyecto. La figura 4-2 muestra el mapa del ambiente interior del
laboratorio de Friburgo. En el mapa se muestran dos rutas que se tomaron para la captura
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(a) Imágenes en perspectiva (b) Imágenes con cámara omnidireccional
Figura 4-1.: Imágenes adquiridas en la universidad de Friburgo
de imágenes, un camino corto de color azul y un camino más largo de color rojo. Para la
realización de este trabajo se han empleado las imágenes capturadas durante el recorrido
descrito por la trayectoria roja.
La base de datos COLD nos ofrece la estimación de la pose (posición ’x-y’ y ángulo de
giro) del robot para cada imagen adquirida durante el proceso. Esta información servirá de
ayuda para estudiar el error cometido en la fase de localización ya que dispondremos de la
posición real donde se adquirió la imagen y la que se ha detectado como localización. Este
proceso se explica en el siguiente caṕıtulo.
El primer paso para la realización del trabajo es crear un modelo donde se recoja el reco-
rrido del robot móvil empleando una menor cantidad de imágenes. El robot se mueve a una
velocidad media de 0.3 m/s y continuamente adquiere imágenes con un ratio de 5 imágenes
por segundo. Para la creación del modelo se decidió coger una de cada cinco imágenes de la
base de datos adquiridas durante un d́ıa nublado, de este modo nuestro modelo está creado
por la adquisición de una imagen cada 30cm.
4.2. Sistema de adquisición de imágenes
Las capturas de imágenes en el laboratorio de Friburgo fueron realizadas con un sistema
móvil equipado con una cámara omnidireccional. El móvil empleado se puede observar en Fig
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Figura 4-2.: Recorrido del robot móvil por el laboratorio de Friburgo.
Tabla 4-1.: Parámetros de las cámaras
Robot móvil ActivMedia Pioneer-3 Friburgo
Tipo de cámara Perspectiva Omnidireccional
Ratio 5 imágenes por segundo
Resolución 640x480 ṕıxeles
Campo de visión 68.9ox54.4o -
Altura de la cámara 66cm 91cm
4-3 y se denomina ActivMedia Pioneer-3. Además, el sistema está equipado con un escáner
laser SICK y encoders en las ruedas para detectar la odometŕıa del robot. En el momento
en el que se capturaron las imágenes el robot era controlado manualmente con un joystick.
La plataforma móvil estaba equipado con dos cámaras digitales ’Videre Design MDCS2’.
La perspectiva omnidireccional se construyo con un espejo hiperbólico. Las dos cámaras y
el espejo fueron montados juntos en un soporte portatil que se puede observar en Fig 4-3.
En la tabla 4-1 podemos encontrar los parámetros detallados sobre las cámara utilizadas.





Figura 4-3.: Sistema ActivMedia Pioneer-3
5. Estimación de la posición del robot
En esta sección se revisa la eficacia de los descriptores de apariencia global haciendo una
comparativa de la influencia de los parámetros principales que utiliza cada uno en la preci-
sión y coste computacional. Para la realización de este estudio se ha hecho una gran cantidad
de experimentos variando los parámetros y las condiciones de luminosidad en el ambiente.
Esta sección se va a dividir en tres subsecciones. Primero, en la subsección 5.1., se hablará
sobre los tipos de distancia y las medidas de error que se va a utilizar, es decir, el método
usado en los experimentos. Después, en la subsección 5.2., se discutirá sobre los resultados
obtenidos ante tres condiciones ambientales (Nublado, soleado y de noche). Por último, en
la subsección 5.3. se realiza un estudio sobre el coste computacional de los experimentos.
5.1. Método
Durante el proceso de localización, el primer paso es comparar nuestra posición con las
localizaciones almacenadas en la base de datos y obtener el vecino más cercano. Teniendo
esto en cuenta, se utiliza un método que evalúe la habilidad de cada descriptor para identifi-
car geométricamente la posición del vecino más cercano de la base de datos de forma correcta.
Para obtener los k-vecinos más cercanos se pueden utilizar diferentes tipos de distancias.
En este estudio se van a comparar los resultados obtenidos por cuatro distancias: d1 es la
distancia cityblock, d2 es la distancia Euclidea, d3 es la distancia de correlación y d4 es
la distancia coseno. La tabla 5-1 muestra la definición de cada tipo de distancias. En las
expresiones matemáticas de las distancias, ~a ∈ Rlx1 y ~b ∈ Rlx1 son dos vectores donde:
ai, bi, i = 1, ..., l.
Primero se estudia la eficacia de los algoritmos, es decir la habilidad de poder calcular
correctamente la localización del robot encontrando su vecino más cercano en el modelo
(identificar geométricamente la posición más cercana de las imágenes que se tienen guarda-
das en el modelo).
Una vez tenemos las imágenes descritas con el descriptor global deseado, el proceso es el
siguiente. Primero se busca la imágen más próxima de las imágenes del modelo utilizando las
cuatro medidas de distancia vistas. Una vez identificado el vecino más cercano del mapa, el
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Tabla 5-1.: Medidas de distancia
Medida de distancia Tipo de distancia Expresión matemática
d1 Cityblock d1(~a,~b) =
∑l
i=1 |ai − bi|
d2 Euclidean d2(~a,~b) =
√∑l
i=1 (ai ∗ bi)2
d3 Correlation d3(~a,~b) = 1−
~aTd ∗~bd
|ad|∗|bd|




~ad = [a1 − a, ..., al − a]; a = 1l ∗
∑
j ∗aj
~bd = [b1 − b, ..., bl − b]; b = 1l ∗
∑
j ∗bj
error de localización se estima calculando la distancia geométrica entre el punto de captura
de la imagen de test y el punto de captura del vecino más cercano.
Este proceso se repite para todas las imágenes de test, considerando los diferentes descrip-
tores y distintas configuraciones de sus parámetros más relevantes. En el siguiente apartado
se mostrarán los resultados obtenidos.
5.2. Resultados y discusión
Las figuras 5-1, 5-2, 5-3, 5-4 y 5-5 muestran los resultados del error medio en metros
entre la posición del robot y la detectada como más cercana con imágenes tomadas un d́ıa
nublado, mismo ambiente que las imágenes del modelo. Para una mejor resolución de las
gráficas se añaden las figuras 5-6, 5-7 y 5-8 . En general se obtienen buenos resultados con
errores del orden de los cent́ımetros.
El comportamiento con la firma de Fourier es prácticamente constante con un error de 0,05
y 0,06 metros. Los más bajos se obtienen con d3 además de ser los resultados con menor
varianza. Aunque los resultados son muy parecidos, para todas las distancias los mejores
han sido los obtenidos con valores de k1 entre 4 y 8 siendo los de menor error al utilizar la
distancia d4 y k1 = 4 donde el error es de 0.04967m.
Con HOG los resultados con mayor precisión los obtenemos con d3 y d4. Los peores resul-
tados se obtienen con valores de las ĺıneas horizontales k4 bajos y son especialmente malos
con d1 y d2 cuando los valores de k4 y de bins por histograma b1 son muy elevados. Si te-
nemos en cuenta las cuatro distancias, los mejores resultados se obtienen cuando los valores
de las variables son intermedios rondando k4 = b1 = 16 pero el mejor resultado absoluto se
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Figura 5-1.: FS. Error de localización con el d́ıa nublado al variar el número de columnas
k1.
Figura 5-2.: HOG. Error de localización con el d́ıa nublado al variar el número de celdas
horizontales k3 y el número de bins por histograma b3.
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Figura 5-3.: gist. Error de localización con el d́ıa nublado al variar el número de bloques
horizontales k4 y el número de filtros de Gabor m1.
Figura 5-4.: RT Método 1. Error de localización con el d́ıa nublado al variar el número
de grados entre ánguos consecutivos p1 y el número de columnas K5.
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Figura 5-5.: RT Método 2. Error de localización con el d́ıa nublado al variar el número
de grados entre ánguos consecutivos p1.
encuentra al utilizar la distancia d3 con valores k4 = 64 y b1 = 8 donde se tiene un error de
0.05057m.
Utilizando el descriptor gist los mejores resultados se obtienen con d3 y d4. El error se va
reduciendo cuando incrementamos el valor de ĺıneas horizontales k4 sin tener que aumentar
mucho la cantidad de orientaciones de mascarás de Gabor m1. Hay que tener en cuenta que
el error aumenta mucho cuando las variables k4 y m1 son bajas. En general, obtenemos gran
precisión con valores en torno a k4 = 64 y m1 = 128 pero con k4 = 32 y m1 = 256 utilizando
la distancia d4 se obtiene la mejor solución con un error de 0.0501m.
Por último se analizan los resultados obtenidos con la transformada de Radon. Utilizando el
primer método los mejore resultados se obtienen con la distancia d3. El valor se va reduciendo
cuando aumentamos el número de columnas k5 sin tener apenas influencia el parámetro p1
en los resultados de error. En general los resultados con mejor solución se obtienen con
k5=32 y p1=1 y la solución más precisa se obtiene con d3 donde el error de localización es
0.0452. Por otro lado, al utilizar el segundo método los resultados no dependen de las cuatro
distancias descritas ya que utiliza POC y por ello solo hay una gráfica. Además la solución es
unidimensional porque no depende de la variable k5. Los errores de localización son menores
que el metro y los mejores resultados se consiguen con un paso de p1=2 donde el error es de
0.446m y cuando p1=4 donde el error es de 0.4234m.
Analizando los resultados, si elegimos los valores adecuados los cuatro métodos logran
sus mejores resultados con la distancia d3 consiguiendo un error en torno a 0,05 m, con la
excepción de la transformada de Radon cuando se lleva a cabo por el segundo método que
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Figura 5-6.: HOG detallado. Error de localización con el d́ıa nublado al variar el número
de celdas horizontales k3 y el número de bins por histograma b3.
Figura 5-7.: gist detallado. Error de localización con el d́ıa nublado al variar el número
de bloques horizontales k4 y el número de filtros de Gabor m1.
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Figura 5-8.: RT Método 1 detallado. Error de localización con el d́ıa nublado al variar el
número de grados entre ánguos consecutivos p1 y el número de columnas K5.
el error mı́nimo es de 0.4234m. Teniendo esto en cuenta, y pese a haber cambio de mobilia-
rio y que las escenas puedan aparecer parcialmente ocluidas, el descriptor tiene resultados
remarcables cuando no hay cambio de iluminación entre el modelo y el momento en el que
se hace la localización.
A continuación, y utilizando la misma base de datos, se trata de localizar el robot en un d́ıa
soleado. Las figuras 5-9, 5-10, 5-11, 5-12 y 5-12 muestran los resultados. De esta manera se
puede estudiar si el robot es capaz de localizarse cuando hay un cambio de luminosidad entre
la situación actual y la que hab́ıa al crear el modelo. Como antes, para una mayor apreciación
de detalle se añaden las figuras 5-14, 5-15 y 5-16 con menos número de variables. Los datos
están dados en unidades del sistema internacional y los resultados muestran un error de unos
pocos metros.
Al utilizar el descriptor de la firma de Fourier en este caso, el error aumenta situándose
entre los 3 y 7 metros. Pero sobre todo se puede observar un aumento en la varianza, es decir
la variabilidad de los datos es grande habiendo puntos en los que se localiza bien y otros en
los que se localiza muy mal. Aunque la media del error al variar el parámetro k1 es pare-
cida, al aumentar el valor de este el error se va reduciendo teniendo los mejores resultados
cuando el valor de k1 es 64 o 128. La solución con menos error se ha conseguido utilizan-
do la distancia d1 y el valor de k1=128 donde se ha localizado el robot con un error de 3,56m.
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Figura 5-9.: FS. Error de localización con el d́ıa soleado al variar el número de columnas
k1.
Figura 5-10.: HOG. Error de localización con el d́ıa soleado al variar el número de celdas
horizontales k3 y el número de bins por histograma b3.
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Figura 5-11.: gist. Error de localización con el d́ıa soleado al variar el número de bloques
horizontales k4 y el número de filtros de Gabor m1.
Figura 5-12.: RT Método 1. Error de localización con el d́ıa soleado al variar el número
de grados entre ánguos consecutivos p1 y el número de columnas K5.
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Figura 5-13.: RT Método 2. Error de localización con el d́ıa soleado al variar el número
de grados entre ánguos consecutivos p1.
Con el descriptor de apariencia global HOG se consiguen buenos resultados con cualquie-
ra de las cuatro distancias. Con la distancia d1 se puede conseguir mejores resultados si se
excogen bien los parametros, pero una mala elección de estos puede suponer grandes errores
de localización. Sin embargo, la respuesta al utilizar las distancias d3 y d4 es mucho más
constante. En general, el descriptor empieza a tener malos resultados cuando el número de
celdas horizontales k3 es bajo o cuando el valor de k3 y b1 son altos. De esta manera, se
obtiene los mejores resultados con un valor medio-alto de la variable b1 y un valor medio de
k3. La máxima precisión se ha conseguido utilizando d1 y los valores b1 = 32 y k3 = 8 donde
el error de posición ha sido de 1,09m.
El comportamiento con el descriptor gist tiene un error en torno a 2m, teniendo los me-
jores resultados al utilizar las distancias d3 y d4 y los peores con la distancia d2 donde el
error no baja de 2,4m. De forma general, el error aumenta mucho con valores de k4 bajos o
con valores de m1 altos. Aśı, se obtienen las mejores soluciones con valores medios de k4 y
valores medio-bajos de m1. El error más bajo se ha detectado al utilizar la distancia d3 y
los valores k4=m1=16 valores con los que el error ha sido 1,69m.
Por último se evalúa los resultados ofrecidos por Radon. En este caso Radon tiene unos
resultados bastante peores ya que el error de posición está entre 5m y 6m con el método 1 y
es mayor que 6m con el método 2. Con el primer método se obtienen los mejores resultados
con la distancia d1. Como en el caso del d́ıa nublado el error no vaŕıa mucho con el cambio
del parámetro p1 y su dependencia está más ligada a k5. Los mejores resultado se obtienen
con valores altos de k5 y la mejor solución cuando k5=32 y p1=1, en este caso con la distancia
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Figura 5-14.: HOG detallado. Error de localización con el d́ıa soleado al variar el número
de celdas horizontales k3 y el número de bins por histograma b3.
d1 donde el error de localización es 4.9321m. En el caso del segundo método el resultado
empeora con valores bajos o altos de la variable p1 teniendo la mejor solución cuando p1=2
en la que el error de localización es 6.3046m.
Como conclusión se obtiene que al haber un cambio de iluminación entre el momento
que se realiza la base de datos y el momento en el que se intenta localizar al robot el error
aumenta pero este no es desorbitado ya que si elegimos adecuadamente los parámetros pue-
de suponer un error de 1,5-2m que, teniendo en cuenta que la escena no solo ha sufrido
un cambio de iluminación si no que también puede haber habido cambio en el mobiliario,
oclusiones..., se trata de un error a tener en cuenta pero no es extremo. También se puede
destacar que los resultados con el descriptor HOG son mejores, es decir, es el descriptor con
el que obtenemos los resultados de error más bajos; pero una mala elección de los parámetros
de entrada puede suponer un error bastante considerable que ronda los 7m sin embargo con
descriptores como gist, aunque los resultados no sean tan buenos, el error máximo no supera
los 5.5m. Por otro lado hay que destacar que el descriptor Transformada de Radon no ha
funcionado bien en este caso en ńınguno de sus dos métodos ya que sus soluciones mı́nimas
son 4.9321m y 6.3046m respectivamente, resultados bastante alejados a los obtenidos por los
otros tres métodos.
Por último, se realiza otra prueba con cambio de iluminación. En este ocasión se mantiene
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Figura 5-15.: gist detallado. Error de localización con el d́ıa soleado al variar el número
de bloques horizontales k4 y el número de filtros de Gabor m1.
Figura 5-16.: RT Método 1 detallado. Error de localización con el d́ıa soleado al variar el
número de grados entre ánguos consecutivos p1 y el número de columnas K5.
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Figura 5-17.: FS. Error de localización cuando ha anochecido al variar el número de co-
lumnas k1.
la base de datos que se obtuvo en un d́ıa nublado pero se trata de localizar un robot de noche.
Las figuras 5-17, 5-18, 5-19, 5-20 y 5-21 muestran graficado el resultado del error medio
al realizar la localización e ir variando los parámetros correspondientes. También se han
incluido las figuras 5-22, 5-23 y 5-24 para un mayor nivel de detalle ya que incluyen menos
parámetros. Los resultados están expresados en metros, unidades del sistema internacional.
Los resultados de localización al utilizar la firma de Fourier ofrecen un error entre los 0,6 y
2,5m (exceptuando el caso en el que k1=1 donde el error está en torno a los 8m) y se obtiene
la mejor solución con los tipos de distancias d1 y d2. Aunque se tiene mejores resultados que
cuando se realizó la localización con el d́ıa soleado, se tiene el mismo problema; la varianza
de los resultados es muy alta y solo se obtiene una varianza que podŕıamos admitir como
aceptable con valores medios de k1. La mejor solución se obtiene con la distancia d1 y un
número de columnas k1 = 4 donde se obtiene un error de 0,597m.
El comportamiento ante el descriptor global HOG trae un error de posición medio entre
0.2 y 0.6 m y los mejores resultados se obtienen con d1. El error aumenta cuando los valores
k3 y b1 son extremos, es decir con valores bajos o altos de estos parámetros, destacando que
con valores altos de k3 y b1 el error de localización aumenta mucho obteniendo errores de
4-6m. Por ello, al utilizar el descriptor HOG es mejor tener unos valores medios de k3 y b1.
El menor error se ha obtenido al utilizar la distancia d1 y los parámetros k3 = 32 y b1 = 16
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Figura 5-18.: HOG. Error de localización cuando ha anochecido al variar el número de
celdas horizontales k3 y el número de bins por histograma b3.
Figura 5-19.: gist. Error de localización cuando ha anochecido al variar el número de
bloques horizontales k4 y el número de filtros de Gabor m1.
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Figura 5-20.: RT Método 1. Error de localización cuando ha anochecido al variar el núme-
ro de grados entre ánguos consecutivos p1 y el número de columnas K5.
Figura 5-21.: RT Método 2. Error de localización cuando ha anochecido al variar el núme-
ro de grados entre ánguos consecutivos p1.
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Figura 5-22.: HOG detallado. Error de localización cuando ha anochecido al variar el
número de celdas horizontales k3 y el número de bins por histograma b3.
donde la solución tiene un error de 0.1892m.
Al utilizar como descriptor el método gist se obtiene un error de localización medio entre
0,2 y 1 m. El error aumenta su valor si se tiene como parámetros valores de k4 o m1 bajos
sin que este resultado baje mucho cuando los parámetros aumentan, es por ello es por ello
que las mejores soluciones se consiguen al tener valores intermedios en k4 y m1. El error
más bajo se ha obtenido con d3 y los parámetros k4 = 64 y m1 = 16 con los que se obtiene
un error de 0,209m. Cabe destacar que el error máximo que se obtuvo durante las pruebas
utilizando el descriptor gist y teniendo condiciones de luminosdad exterior bajas es de 1,37m
obtenido con la distancia d3 y los parámetros k4=2 y m1=256, un error bastante bajo si se
compara con el máximo error al utilizar otros descriptores.
Para finalizar, con el descriptor Radon se tiene un error de localización entre 0.4 y 1.8m.
El error aumenta con valores bajos de k5 y tiene poca dependencia de p1. Los mejores resul-
tados se obtienen con la distancia d3. Con los parámetros k5 = 32 y p1 = 1 se obtienen los
mejores resultados, en concreto cuando la distancia es d3 el error de localización es 0.3281m.
Sin embargo el método 2 sigue sin ser eficaz ya que el error medio es superior a los 5m, el
mejor resultado se obtiene con p1=4 que se obtiene un error de 5.1551m, pero sigue sin ser
un error aceptable para un localizador.
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Figura 5-23.: gist detallado. Error de localización cuando ha anochecido al variar el núme-
ro de bloques horizontales k4 y el número de filtros de Gabor m1.
Figura 5-24.: RT Método 1 detallado. Error de localización cuando ha anochecido al variar
el número de grados entre ánguos consecutivos p1 y el número de columnas
K5.
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Una vez obtenidos los resultados se observa que el error mı́nimo de localización puede
estar en torno al metro (exceptuando el segundo método de la transformada de Radon), este
error no es muy alto si se tiene en cuenta que las escenas sufren muchos cambios, el más
importante el cambio de iluminación y también otros como cambio de muebles, oclusiones
producidas por personas... En general las distancias que mejor han respondido en este caso
son d1 y d3 y como en los otros dos casos el descriptor que mejores resultados ofrece es
HOG ya que da como solución aquella con el error más bajo pero se debe tener en cuenta
que con unos parámetros no adecuados el error aumenta situándose en 4-6 metros mientras
que con los descriptores Fourier, gist y el primer método de Radon ofrecen errores algo más
altos que los de HOG pero su error no supera los 2,5m en el caso de la firma de Fourier, los
1,4m en el caso del descriptor gist ni los 2.2m en el caso de Radon.
Pese a lo que se pod́ıa pensar a priori, es reseñable que los resultados de localización ob-
tenidos con luminosidad de un d́ıa soleado son peores que los obtenidos en un dia de noche.
Este resultado puede ser debido a que las imágenes empleadas en la base de datos fueron
tomadas en una estancia en las que la mayoŕıa de las paredes son de cristal, esto puede
provocar alguna anomaĺıa a la hora de trabajar con la luz. Pero teniendo en cuenta el reto
que supońıa el poder localizar un robot empleando únicamente una cámara omnidireccio-
nal cuando hay cambios de iluminación entre el d́ıa que se creó la base de datos y el d́ıa
en el que se desea localizar el robot, se ha llegado a unos resultados remarcablemente buenos.
5.3. Coste computacional
Aparte de tener un error reducido es importante también que el tiempo de ejecución de esa
localización no sea elevado. Por ello, también es importante estudiar el coste computacional
del proceso y evaluar si la tarea de localización puede realizarse en tiempo real. Las figuras
5-25, 5-26, 5-27, 5-28 y 5-29 muestran el tiempo de procesamiento por imagen necesario
para localizar el robot en una posición. Los resultados está expresados en segundos.
Para el cálculo del tiempo de procesamiento por imagen se ha realizado la suma de tiempo
en pasarle el descriptor, tiempo que tarda en encontrar el vecino más cercano, y tiempo en
pasar a panorámica (este último sumando no se tiene en cuenta en la Transformada Radon
ya que no es necesario pasar la imagen a panorámica). Para calcular el tiempo para pasar
a panorámica una imagen se ha realizado un experimento en el que se calcula la media de
pasar 50 imágenes a panorámica y se repitió el experimento 8 veces. Finalmente se concluyó
que el tiempo para pasar una imagen a panorámica son 2.44s, el resto de tiempos se han ido
calculando recogiendo los tiempos conforme se realizaban los experimentos..
Si se utiliza la firma de Fourier se consiguen los resultados más rápidos. Contando que el
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Figura 5-25.: FS. Tiempo de localización por imagen al variar el número de columnas k1.
Figura 5-26.: HOG. Tiempo de localización por imagen al variar el número de celdas hori-
zontales k3 y el número de bins por histograma b3.
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Figura 5-27.: gist. Tiempo de localización por imagen al variar el número de bloques hori-
zontales k4 y el número de filtros de Gabor m1.
Figura 5-28.: RT Método 1. Tiempo de localización por imagen al variar el número de
grados entre ánguos consecutivos p1 y el número de columnas K5.
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Figura 5-29.: RT Método 2. Tiempo de localización por imagen al variar el número de
grados entre ánguos consecutivos p1.
tiempo para pasar la imagen a panorámica son 2.44s, observa que el resto de procesamiento
está por debajo de 0.2s para la mayoŕıa de casos y únicamente cuando aumentamos mucho
el número de columnas k1 es cuando tenemos un procesamiento algo más lento. Se observa
también un crecimiento exponencial en el tiempo al aumentar k1 lo que hace pensar que si
aumentamos todav́ıa más el número de columnas crecerá mucho más el tiempo empleado en
la localización.
El tiempo de procesamiento al utilizar el descriptor global HOG es significativamente su-
perior al de la firma de Fourier. En la mayoŕıa de experimentos el resultado está por debajode
los 3s pero con valores de parámetros altos el resultado puede llegar a los 3.6s con valores
altos de k3 y b1. Al aumentar cualquiera de los parámetros el coste computacional sube, b1 es
el parámetro que más influencia tiene en los resultados por tanto es preferible no aumentar
mucho este valor. Sin embargo, aunque influye en el proceso, la dependencia del tiempo con
el parámetro k3 es menor.
Si utilizamos el descriptor gist el coste computacional se eleva mucho y los resultados
muestran unos tiempos de procesamiento por imagen de 4s a 10s obteniendo incluso tiempos
de 13s cuando los parámetros son muy elevados. El descriptor gist no ofrece una respuesta
muy rápida, además está muy influenciado por el valor de la variable textitm1 por ello, es
muy recomendable mantener configuraciones con un valor bajo de textitm1 para tener un
coste computacional aceptable.
Por último se estudia los resultados obtenidos con el descriptor Transformada de Radon.
Con el método 1 los tiempos no son altos y se obtienen valores que vaŕıan entre los 0.3 y 2
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segundos aproximadamente. Se observa una clara dependencia del paso p1 y una dependencia
menor del número de columnas k5. Cuando los grados entre ángulos consecutivos es p1=1
los valores de tiempo son mayores a 2.1s obteniendo el mayor tiempo cuando k5=32 y el
tiempo de localización por imagen 2.312s. Cuando el paso entre ángulo consecutivos es p1=8
los resultados están por debajo de los 0.45s y el mejor resultado se obtiene cuando k5=2 y
la distancia d1 que el tiempo de localización es 0.2875s.
Cuando se emplea el método 2 y POC el coste computacional solo depende de p1. El re-
sultado es máximo con p1=1 donde el tiempo de localización por imagen es 9.094s y mı́nimo
cuando p1=8 cuando es 1.4988s.
El método de la transformada de Radon puede ser más rápido que los otros métodos ya
que un parámetro como el de pasar las imágenes a panorámica no se suma. Sin embargo tiene
mucha dependencia de el paso entre ángulos y un valor bajo de p1 tiene como consecuencia
tener valores de tiempo altos.
El coste computacional no depende de las condiciones de iluminación ya que las operacio-
nes a realizar son las mismas independientemente de las condiciones de iluminación. Por ello
solo se va a realizar la comparativa de tiempos en uno de los casos.
Los resultados de estos tiempos no son absolutos ya que dependerán de la máquina con
la que se procese los datos. Los resultados se pueden utilizar comparatiamente entre los di-
ferentes métodos ya que se han realizado con el mismo ordenador.
6 Estimación de la orientación del robot
El objetivo del trabajo no es solo evaluar la facilidad del robot para localizar su posi-
ción al variar los parámetros de los descriptores, también se considera que para realizar una
navegación adecuada es necesario conocer la orientación del robot y por ello se ha reali-
zado un estudio del comportamiento de los descriptores de apariencia global para estimar
la orientación de móvil. Para estudiar este comportamiento se ha elegido zonas en las que
hay un cambio grande de ángulo en pocos metros como explicaremos en la siguiente sec-
ción. El caṕıtulo se va a dividir en dos secciones; en la primera se va explicar el método
empleado para elegir las zonas en las que se ha calculado el error de orientación y como se
ha calculado dicho error. En el siguiente apartado se expone los resultados obtenido con los
cuatro métodos empleados y las tres condiciones de ambiente (Nublado, soleado y de noche).
6.1. Método
La idea principal para calcular el error de orientación en una aplicación real podŕıa ser
la siguiente: primero se debeŕıa buscar en una base de datos la imagen más cercana por
posición, después calcular el ángulo de giro de cada una de las imágenes y calcular el error
de orientación cometido.
Para calcular como se comporta el error en la orientación del robot no tiene sentido que
se haga un estudio con toda la bateŕıa de imágenes que se dispone ya que con imágenes
consecutivas que se detectaŕıan como cercanas la diferencia de ángulo resultante será casi
nula y no será posible detectar si es debido a que el descriptor no ha detectado el ángulo o
es debido a que realmente el error de orientación entre ambas imágenes es muy bajo.
Para solucionar el problema expuesto se decidió elegir 20 zonas por las que el robot pasa
con diferente orientación. Estas zonas se dividen en dos grupos. 10 parejas de imágenes
son de lugares en las que el robot realiza un giro. Por otro lado las otras 10 parejas de
imágenes son zonas por las que el robot móvil pasa con diferente sentido, es decir en un
principio ha pasado por dicha zona y al tiempo vuelve a pasar dirigiendo se a otro lugar con
otra orientación. En la figura 6-1 podemos observar el mapa del laboratorio de Friburgo.
De color azul encontramos todos los puntos en los que el robot ha realizado una captura
de imagen. En color verde encontramos los momentos elegidos como aquellos en los que el
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robot ha pasado por el mismo sitio con otra dirección o sentido mientras que de color rojo
encontramos parejas de imágenes que han sufrido un giro y están en una posición similar
con otra orientación.
Figura 6-1: Mapa de Friburgo y los puntos elegidos para estudiar el cálculo del cambio en
la orientación.
En las figuras 6-2, 6-3, 6-4 y 6-5 podemos observar cuatro ejemplos de imágenes en los
que se ha calculado el error de orientación. Como se puede comprobar se trata del mismo
punto o misma zona y el robot tiene una orientación distinta. En todas las figuras la imagen
(a) es la imagen del modelo, la imagen (b) una imagen capturada un d́ıa nublado, la imagen
(c) una imagen capturada un d́ıa soleado y por último la imagen (d) una imagen capturada
de noche. Como se puede comprobar la iluminación es diferente en las imágenes, factor que
afectará a que el cálculo de la orientación. También es posible observar como otros cambios
producidos por la actividad humana pueden afectar al resultado, por ejemplo en la figura
6-4 hay cambio en el mobiliario.
El objetivo de este caṕıtulo es doble. Por un lado se desea comprobar si los descriptores
son capaces de detectar que entre las dos imágenes ha habido un cambio de orientación.
Por otro lado se desea saber si, habiendo detectado un cambio de orientación, el ángulo de
rotación detectado es correcto o exite algún error de cálculo.
Como se puede comprobar en las imágenes, la estructura del robot afecta en la capta-
ción de las imágenes debido a que el soporte de la cámara se ve en ellas. Por ello, se han
realizado unas pruebas en las que se detecta la cantidad de veces que los detectores han
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Figura 6-2: Ejemplo de un cruce en el que se ha calculado cambio de orientación
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Figura 6-3: Ejemplo de un cruce en el que se ha calculado cambio de orientación
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Figura 6-4: Ejemplo de un giro en el que se ha calculado cambio de orientación
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Figura 6-5: Ejemplo de un giro en el que se ha calculado cambio de orientación
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captado una diferencia de orientación entre imágenes ya que el soporte puede ser una es-
tructura muy predominante y como resultado el descriptor optiene que no hay un cambio
de orientación. Estos resultados se muestran en una grafica en la que se expresa el porcen-
taje de acierto, es decir el porcentaje de veces en las que se detecta un cambio de orientación.
Una vez comprobado si se ha detectado que hay o no cambio de orientación se calcula el
ángulo con la información que ofrecen los detectores y con ello calculamos el error entre la
medida real y esta. Los resultados de este cálculo de error se muestran en otra gráfica.
6.2. Resultado y discusión
Las figuras 6-6, 6-7, 6-8, 6-9 y 6-10 muestran por un lado una gráfica con el porcentaje
de acierto o detección de cambio de orientación entre dos imágenes y por otro lado una
gráfica con el error entre el ángulo calculado con los descriptores y el real. Estas imágenes
muestran los resultados de el cálcuo de orientación con imágenes tomadas un d́ıa nublado,
mismo escenario que las imágenes con las que se creó el modelo. Los resultados son variantes,
encontramos que los descriptores Firma de Fourier, HOG y gist ofrecen un error de cálculo
no muy bajo que puede variar entre los 5 y 70 grados dependiendo del descriptor y los
parámetros sin embargo la tasa de detección de que ha habido un cambio de orientación no
es siempre del 100 %, sino que está entre el 80 % y 90 % de detecciones de ángulo. Por otro
lado, el descriptor Radon tiene una porcentaje de detección del 100 % pero el error medio es
muy alto.
El comportamiento con el descriptor Firma de Fourier no es del todo el deseado. Con
valores altos de k2 el porcentaje de detección de ángulo baja teniendo un porcentaje del
50 % con k2=64 y del 30 % con k2=128, sin embargo con valores bajos de k2 el porcentaje
de detección de ángulo si que es del 95-100 %. Por parte del error en el cálculo del ángulo se
obtiene un error medio alto con valores intermedios de k2 pero con k2=2 se obtiene un error
medio de 35 grado aproximadamente y con el la variable k2=128 un error de orientación de
20 grados.
Utilizando el descriptor HOG no se obtiene porcentajes de detección de ángulos tan bajos
como con la Firma de Fourier. En este caso el parámetro b2 influye más a la hora de que se
detecte ángulo teniendo que con valores altos de b2 el porcentaje de detección es del 90-100 %
y con valores de b2 bajos como podŕıa ser 2, 4 u 8 se obtiene un porcentaje de 65-80 %. Por
parte del error en la detección de los ángulos, HOG ofrece los mejores resultados con valores
bajos de ambos parámetros obteniendo el mejor resultado con b2= 2 y l1=4 donde el error
de orientación es 30 grados. Sin embargo con valores altos de los parámetros (b2 con valo-
res de 32, 64 o 128 y l1 64 o 128) el error medio en el cálculo de orientación es de 60-70 grados.
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Figura 6-6: FS. Error de orientación con el d́ıa nublado al variar el número de columnas
k2.
Figura 6-7: HOG. Error de orientación con el d́ıa nublado al variar la anchura de las
celdas verticales l1 y el número de bins por histograma b2.
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Figura 6-8: gist. Error de orientación con el d́ıa nublado al variar la anchura de las celdas
verticales l2 y el número de filtros de Gabor m2.
Figura 6-9: RT Método 1. Error de orientación con el d́ıa nublado al variar el número de
grados entre ánguos consecutivos p2 y el número de columnas K6.
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Figura 6-10: RT Método 2. Error de orientación con el d́ıa nublado al variar el número
de grados entre ánguos consecutivos p2.
Con el descriptor gist obtenemos un porcentaje de detección de ángulo muy alto están
con cualquier valor de los parámetros entre el 90 y el 1000 % de detecciones. Por otro lado
en el cálculo del error de orientación se obtienen los mejores resultados con valores me-
dios del parámetro l2 con los que se obtiene un error medio de 10 a 25 grados, destacando
el error calculado con l2=32 y m2=64 en el que el error medio calculado es menor a 10 grados.
Por último al utilizar el descriptor Transformada de Radon siempre se tiene un porcentaje
de detección del ángulo del 100 %. Sin embargo los resultados a la hora de calcular el error
de orientación son malos comparados con los obtenidos por los otros tres descriptores. Con
el método 1 el error aumenta cuando el parámetro p2 llegando a tener errores medios ma-
yores a 120 grados con un paso de p2=8, el error disminuye cuando se tiene un paso p2 sin
que el valor de k6 influya demasiado en el resultado. El menor error se obtiene con p2=1 y
k6=16 donde el error es de 80 grados, un error bastante alta para ser mı́nimo. Por su parte
el método 2 ofrece resultados nefastos no bajando ningún valor de error medio de 202 grados
aumentando este error conforme aumenta el valor de p2.
Analizando los resultados, si elegimos los valores adecuados el descriptor gist es el que me-
jor resultados ofrece cuando se juega con el error en la orientación. El resultados obtenidos
con el descriptor HOG también podŕıan considerarse adecuados al igual que los que ofrece
el descriptor Firma de Fourier pero con este habŕıa que tener cuidado de no realizar la tarea
con un valor alto de k2 ya que en ese caso el ángulo detectado por el descriptor es 0 y por
tanto se tendrá un error en la medida. Por otro lado, el descriptor Radon, en ambos métodos,
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Figura 6-11: FS. Error de orientación con el d́ıa soleado al variar el número de columnas
k2.
no es el adecuado para detectar un cambio de orientación en la navegación de un robot móvil.
A continuación se realiza el mismo estudio comparando imágenes tomadas un d́ıa soleado
con las imágenes de la base de datos las cuales estaban sacadas un d́ıa nublado. Se puede
ver los resultados en las figuras 6-11, 6-12, 6-13, 6-14 y 6-15. Aśı podemos comprobar si
los descriptores de apariencia global son un método suficientemente robusto como para dar
buenos resultados cuando hay un cambio de iluminación.
Con el descriptor Firma de Fourier obtenemos unos porcentajes de detección altos (95-
100 %) cuando el valor de la variable k2 es 32 o menor, sin embargo conforme el valor de ese
parámetro aumenta el porcentaje de detección de ángulo baja llegando a un porcentaje del
70 % con k2=128. Por su parte, el error medio con este descriptor es de variante. El mejor
resultado se obtiene con k2=4 en el que el error medio de orientación es menor a 70 grados, al
aumentar el valor de k2 el error medio aumenta y se tiene el error más alto en este estudio con
k2=128 donde se tiene un fallo medio en el cálculo de ángulo de aproximadamente 130 grados.
Al utilizar el descriptor global HOG se obtiene resultado entre un 70 y un 100 % de las ve-
ces. El parámetro que más influye en este porcentaje de detección es b2, siendo directamente
proporcional, generalmente cuanto mayor es b2 mayor es el porcentaje. Con respecto al error
de orientación se obtienen los mejores resultados con valores medio-bajos del parámetro b2
y valores bajos de l2 donde se encuentran errores medios en torno a 70 y 80 grados.
El comportamiento ante e descriptor gist es que con en este caso se obtiene resultado de
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Figura 6-12: HOG. Error de orientación con el d́ıa soleado al variar la anchura de las
celdas verticales l1 y el número de bins por histograma b2.
Figura 6-13: gist. Error de orientación con el d́ıa soleado al variar la anchura de las celdas
verticales l2 y el número de filtros de Gabor m2.
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Figura 6-14: RT Método 1. Error de orientación con el d́ıa soleado al variar el número de
grados entre ánguos consecutivos p2 y el número de columnas K6.
Figura 6-15: RT Método 2. Error de orientación con el d́ıa soleado al variar el número de
grados entre ánguos consecutivos p2.
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ángulo siempre, es por ello que el porcentaje de detección es siempre del 100 %. Respecto
a al error de orientación, se obtienen errores más bajos con valores medios de l2 y valores
medio-bajos del parámetro m2 en los que el error es de 50 o 60 grados. El error medio más
bajo se obtiene con l2=8 y m2=2 en el que el error medio en el cálculo de la diferencia de
ángulo es menor a 50 grados.
Como en el caso de las pruebas con las imágenes tomadas en d́ıa soleado, los resultados
obtenidos con el descriptor Transformada de Radon son bastante malos. Como antes, detec-
tan un cambio de ángulo el 100 % de las veces pero el error medio es con el método 1 mayor
a 80 grados llegando a resultados con error medio de 130 grados cuando el valor del paso
entre ángulos p2 es 2 y k5=4. Con el método 2 el error baja al aumentar p2 pero todos los
errores medios calculados son mayores a 160 grados.
Como conclusión se obtiene que al haber un cambio de iluminación entre el momento que
se realiza la base de datos y el momento en el que se realiza el cálculo de la orientación se
tiene un error de cálculo grande. Como en el primer caso, el descriptor que mejor resultados
ofrece es gist ya que llega a calcular un error menor a 50 grados. Por su parte el descriptor
Firma de Fourier, HOG y el primer método de Radon ofrecen uno errores medios entre 70 y
120 grados. El segundo método de la transformada de Radon no es adecuado para esta serie
de tareas ya que el error calculado es mayor a 160 grados. por otro lado, destacar que el
porcentaje de detección de que ha habido un cambio de ángulo ha aumentado respecto a los
resultados que se hab́ıan calculado con el d́ıa nublado la cual puede ser una caracteŕıstica a
tener en cuenta.
Por último se realiza la prueba cuando la iluminación natural es escasa y manteniendo
la base de datos que se obtuvo con d́ıa nublado. Los resultados pueden observarse en las
figuras 6-16, 6-17, 6-18, 6-19 y 6-20 donde se muestran los resultados al ir variando los
parámetros que se desea estudiar.
El resultado al utilizar la Firma de Fourier es un porcentaje de detección de cambio de
ángulo del 100 % hasta que el valor de k2 es 16 donde este valor de acierto empieza a ser
más pequeño llegando a ser del 65 % cuando k2=128. El resultado en el error de orientación
es variable pero se obtiene una gráfica similar a la obtenida en las pruebas de d́ıa soleado
(figura 6-11), mı́nimos locales con k2=4 y k2=64 y máximos locales con k2=16 y k2=128.
El menor error se obtiene con k2=4 y es de 25 grados.
Al utilizar como descriptor el método HOG el porcentaje de acierto está entre 60 y 100 %
y depende sobre todo del parámetro b2, cuando b2≥16 el porcentaje de existencia de un cam-
bio de ángulo es siempre mayor dl 90 %. Por parte del error de orientación, cuanto menor
es el valor de b2 mejores resultados se obtienen afectando de manera desigual el valor de l1.
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Figura 6-16: FS. Error de orientación cuando ha anochecido al variar el número de co-
lumnas k2.
Figura 6-17: HOG. Error de orientación cuando ha anochecido al variar la anchura de las
celdas verticales l1 y el número de bins por histograma b2.
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Figura 6-18: gist. Error de orientación cuando ha anochecido al variar la anchura de las
celdas verticales l2 y el número de filtros de Gabor m2.
Figura 6-19: RT Método 1. Error de orientación ccuando ha anochecido al variar el núme-
ro de grados entre ánguos consecutivos p2 y el número de columnas K6.
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Figura 6-20: RT Método 2. Error de orientación cuando ha anochecido al variar el número
de grados entre ánguos consecutivos p2.
El mı́nimo error medio se obtiene con b2=2 y l1, con estos parámetros el error obtenido es
menor de 40 grados.
Cuando se utiliza el descriptor global gist el porcentaje de detección es aproximadamente
100 % en todos los caso, exceptuando ciertas ocasiones en las que el porcentaje es del 95 %.
Por tanto se trata de un descriptor con un porcentaje de acierto bastante bueno. Si se observa
los resultados obtenidos en el error medio se observa que es bastante bajo, en torno a 10 o
20 grados de error en la mayoŕıa de los caso; exceptuando cuando m2=128 y el valor de l2 es
extremo, cuando l2=2 el error medio es de 50 grados y cuando l2=128 el error es de 55 grados.
Por último, con la Transformada de Radon se obtiene siempre un 100 % en la detección
de existencia de un cambio de orientación entre la imagen de la base de datos y la imagen
que se está estudiando. Pero al observar los resultados en el cálculo del error de orientación
nuevamente se encuentra un error bastante alto. En el método 1 el error medio mı́nimo es de
110-120 grados llegando a tener un fallo medio de 180 grados cuando p2=2 y k5=16. Con el
método 2 el error medio en todos los casos es aproximadamente 170 grados. Errores grandes
para realizar tareas de navegación.
Observando los resultados se detecta que la transformada de Radon no es un descriptor
bueno para realizar tareas en las que se precise una buena detección de la orientación. Los
descriptores de Fourier y HOG ofrecen unos resultados decentes ya que Fourier puede realizar
la tarea con un error de 20 grados y el descriptor HOG con un error menor a 40 grados. Pero
el descriptor que mejor se adecua a esta labor es el descriptor global gist que puede realizar
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la tarea con un error medio menor a 10 grados. Como en el caso de los errores calculados con
el d́ıa soleado, cuando se calcula el error de orientación cuando ha anochecido se obtiene un
porcentaje de detección de cambio de ángulo mayor que cuando se realiza la misma prueba
con el d́ıa soleado.
Realizar la tarea de detectar un cambio de orientación del robot utilizando únicamente
cámaras omnidireccionales supone un reto bastante grande. A este reto se le debe añadir que
se ha realizado cuando hay cambio de iluminación entre el d́ıa que se creó la base de datos
y el d́ıa que se quiere calcular ese cambio de orientación sumado a los cambios que el ser
humano haya podido añadir a la escena. Por tanto no se trata de una tarea trivial de la que
se ha obtenido unos resultados que según para que tarea podŕıan ser tomados como buenos.
7 Conclusión
El trabajo está enfocado al estudio de los problemas de las tareas de navegación cuando
hay cambios de iluminación en el ambiente y solo se dispone de cámara omnidireccionales
como sensor de medida. El problema se ha abordado realizando una serie de pruebas en
las que se ha resuelto tareas de localización y detección de cambios de orientación cuando
existe dicho cambio de iluminación. El robot móvil que realizaba esta tarea estaba equipado
por un sistema de visión catadióptrico montado sobre el y únicamente con las imágenes que
capturaba se han resuelto los problemas de localización y orientación.
Para la extracción de información de la imagen se han utilizado descriptores de apariencia
global como son la Firma de Fourier, HOG, gist y la transformada de Radon. Tras describir
las imágenes y observar los resultados se ha comparado los datos obtenidos con los cuatro
descriptores. Con los algoritmos nombrados se han realizado las tareas de localización y
orientación por separado de manera separada y secuencial. Primero se realiza la tarea de
localización y a continuación la tarea de estimación de la orientación.
Además, también se ha realizado una evaluación del coste computacional que supone rea-
lizar estas tareas. Por un lado FS y Radon ofrecen los valores de tiempo más razonables para
realizar tareas en tiempo real. Por otro lado los resultados obtenidos en estas tareas mues-
tran que los descriptores HOG y gist ofrecen un mejor resultado ante estas labores, ambos
tienen resultados remarcables en las tareas de localización pero en la tarea de estimación de
la orientación el descriptor gist destaca por encima del resto de descriptores.
Los resultados muestran que los descriptores de apariencia global son un método bastante
viable para realizar tareas de navegación. Con ellos un robot puede construir un modelo
y utilizarlo para estimar la posición y orientación del robot en instantes futuros. Este he-
cho puede suponer interesantes aplicaciones en le mundo de la robótica móvil. Gracias a la
flexibilidad que ofrecen los descriptores pueden utilizarse para crear mapas h́ıbridos donde
conviven diferentes mapas con diferente nivel de detalle en distintos niveles. Un nivel alto
permitirá una localización más basta y rápida mientras que un nivel más bajo ofrecerá una
localización más lenta pero de mayor precisión.
Estos hechos animan a profundizar en este campo. Un hecho importante podŕıa ser la
construcción de un sistema de navegación completamente autónomo. Para ello, primero se
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debe automatizar un proceso en el que la captura de imágenes obtenga una representación
óptima del entorno. En segundo lugar, las tareas de mapping y localización se deben integrar
en una tarea de SLAM que realice a la vez ambas actividades creando el mapa y localizan-
do desde el principio. Por último, otra ĺınea de trabajo también podŕıa ser optimizar los
algoritmos para que el coste computacional se vea reducido.
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