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Sobolev's inequality for Riesz potentials in central
Lorentz-Morrey spaces of variable exponent
By
Yoshihiro Mizuta and Takao Ohno
Abstract
In the present paper we discuss the boundedness of the maximal operator in the central
Lorentz-Morrey space of variable exponent dened by the symmetric decreasing rearrangement
in the sense of Almut [1]. Further we establish Sobolev's inequality for Riesz potentials.
x 1. Introduction
In this paper we use B(x; r) to denote the open ball centered at x of radius r > 0.
The volume of a measurable set E  Rn is written as jEj. We denote by E the
characteristic function of E.
Given a measurable function f on Rn, recall the symmetric decreasing rearrange-





where E? = fx : jB(0; jxj)j < jEjg and Ef (t) = fy : jf(y)j > tg (see Almut [1]). Note
here that
f(jB(0; jxj)j) = f?(x);
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where f is the usual decreasing rearrangement of f . The fundamental fact of the
symmetric decreasing rearrangement of f is that
jEf (t)j = jEf?(t)j
for all t  0. This readily gives the rearrangement preserving Lp-norm property such as
kfkLp(Rn) = kf?kLp(Rn)
for 1  p  1. For fundamental properties of the symmetric decreasing rearrangement,
we refer the reader to the Lecture Notes by Almut [1]; see also his papers [2, 3].
For variable exponents p; q and a constant   0, the central Lorentz-Morrey space








r p(y)jf?(y)=jp(y)jyjn( p(y)q(y) 1)dy  1

<1:
If p and q are radial and  = 0, then we refer the reader to the paper by Ephremidze,
Kokilashvili and Samko [9].
In central Lorentz-Morrey spaces of variable exponent, we establish the Sobolev





of order ; for fundamental properties of Riesz potentials, see e.g. [12].
x 2. Symmetric decreasing rearrangement
Let us recall the Hardy-Littlewood inequality for the symmetric decreasing rear-
rangement (see Almut [1, Lemma 1.6]).




















where C is a positive constant independent of f .
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Proof. Recall the denition of the symmetric decreasing rearrangement and thus
(Mf)?(x) = supfr > 0 : jB(0; jxj)j < jfz :Mf(z)  rgjg:
Set r0 = (Mf)
?(x). Then, using the covering property (see [12, Theorem 1.10.1]) and
Lemma 2.1, we have for 0 < r < r0













If fz : f?(z) > r=2g  B(0; jxj), then














when 0 < s < t, we obtain
r
2









The following is known as Riesz' inequality (see Almut [1, x1.3]).
Lemma 2.3. For all nonnegative measurable functions f; g and h on Rn,Z
Rn














(jxj+ jyj) nf?(y)dy  C(If?)(x);
where C is a positive constant independent of f .
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Proof. Set r0 = (If)
?(x). For 0 < r < r0, write
jfz : If(z) > rgj = jB(0; t)j:
We have





































which gives the required inequality.
Remark 2.5. In case  = 0, I might be replaced by the singular integral operator
(see [4] and [9, Theorem 3.14]).
x 3. Central Lorentz-Morrey spaces of variable exponent
A function p on Rn is said to be log-Holder continuous if
(P1) p is locally log-Holder continuous, namely
jp(x)  p(y)j  C0
log(1=jx  yj) for jx  yj 
1
e
with a constant C0  0, and
(P2) p is log-Holder continuous at innity, namely
jp(x)  p(1)j  C1
log(e+ jxj)
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with constants C1  0 and p(1). Let P(Rn) be the class of all log-Holder continuous
functions p on Rn. If in addition p satises
(P3) 1 < p  := infx2Rn p(x)  supx2Rn p(x) =: p+ <1,
then we write p 2 P1(Rn).
Denition 3.1. Let  2 P(Rn), p 2 P1(Rn) and   0. For an open set
G  Rn, we dene the Lp()-norm by
kfkLp()(G) = inf






for measurable functions f on G. By L;p;(G) we denote the weighted Lp()-Morrey




We write L0;p;0(G) = Lp()(G) and L0;p;(G) = Lp;(G) for simplicity; set kfkL0;p;0(G) =
kfkLp()(G) and kfkL0;p;(G) = kfkLp;(G).





. We denote by
Lq;p;(Rn) the family of measurable functions f on Rn such that
kfkLq;p;(Rn) = kf?kL;p;(Rn) <1:
Throughout this paper, let C denote various constants independent of the variables
in question. For functions f; g, we write f  g if there is a constant C > 1 such that
C 1g  f  Cg.
Lemma 3.3. Let p 2 P1(Rn);   0 and  2 P(Rn). Set
!(r) =
(
rp(0) for 0 < r  1,
rp(1) for r > 1.
Then there exists a constant C > 0 such thatZ
B(0;r)
jf(y)jp(y)jyj(y)p(y)dy  C!(r)
for all r > 0, whenever kfkL;p;(Rn)  1. Conversely, there exists a constant C 0 > 0
such that




jf(y)jp(y)jyj(y)p(y)dy  !(r) for all r > 0.
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Proof. We only show the case  > 0. If 0 < r < 1, then, noting from (P1) that






This proves the case when 0 < r < 1.
Suppose kfkL;p;(Rn)  1. If r > 1, then, since jxjp(x)  jxjp(1) when x 2





























where j0 is the positive integer such that 2




























The case r > 1 is now established, with the aid of the rst case.
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x 4. The boundedness of maximal operator in central Lorentz-Morrey
spaces of variable exponent
Theorem 4.1. Let  2 P(Rn), p 2 P1(Rn) and   0. Suppose
(T1) p(0) n < (0)p(0) < n (p(0)  1) and p(1) n < (1)p(1) < n (p(1)  1).
Then the maximal operator M : f  ! Mf is bounded from L;p;(Rn) into itself,
namely, there is a constant C > 0 such that
kMfkL;p;(Rn)  CkfkL;p;(Rn)
for all f 2 L;p;(Rn).
Our Theorem 4.1 includes the boundedness of the maximal operator in the weighted
Lp()-Morrey space as in [13], which is an extension of Diening [8] and Cruz-Uribe,
Fiorenza and Neugebauer [6] . When  = 0, Theorem 4.1 is a special case of Theorem
1.1 in Hasto and Diening [10] (see also Cruz-Uribe, Diening and Hasto [5] and Cruz-
Uribe, Fiorenza and Neugebauer [7]).
With the aid of Lemma 2.2, we nd the following result.
Corollary 4.2. Let p; q 2 P1(Rn). Then the maximal operator M : f  ! Mf
is bounded in Lq;p;(Rn).
In what follows, we prepare lemmas required for a proof of Theorem 4.1. For a








Let us begin with the following result due to Cruz-Uribe, Fiorenza and Neugebauer [6].




then there exists a constant C > 0 such that
kMGfkLp()(G)  CkfkLp()(G):
Lemma 4.4. Let p 2 P1(Rn);   0;  2 P(Rn) and 0 < r0 < 1 < R0 < 1. If
p(0) n < (0)p(0) and (1)p(1) < n(p(1)  1), then there exists a constant C > 0
such that
kMfr0;R0kL;p;(Rn)  C
for all f  0 satisfying kfkL;p;(Rn)  1, where fr0;R0(y) = f(y)B(0;R0)nB(0;r0)(y)
with E denoting the characteristic function of a measurable set E  Rn.
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Proof. Let f be a nonnegative measurable function on Rn satisfying
kfkL;p;(Rn)  1;
and 0 < r0 < 1 < R0 <1. Then note that kfr0;R0kLp()(Rn)  C.




















jxj(x)p(x)dx  Ct(0)p(0)+n  Ctp(0)
for all 0 < t < r0=2, since p(0)  n < (0)p(0).






C  Cminftp(0); tp(1)g;
since kfr0;R0kLp()(Rn)  C.














since (1)p(1) < n(p(1)   1), which completes the proof with the aid of Lemma
3.3.































for all x 2 B(0; t), r > 0 and 0 < t  2, where




Proof. Let f be a nonnegative measurable function on Rn and let x 2 B(0; t) be
xed.










If r  jxj=2 < t=2, then jyj  jxj and
jyj(y)  jyj(0)  jxj(0)  jxj(x)




















since (0) < n(1  1=p0). Hence
I Cjxj (x)Jt
when r  2jxj < 2t.
Finally, if r > 2jxj, then
I  1jB(x; r)j
Z
B(x;r)\B(0;jxj)
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by the above discussions in the case r = 2jxj.
Now the present lemma is obtained.
Next we treat the Hardy type operator H along the same manner as in [13].
Lemma 4.6. Let p 2 P1(Rn),   0,  2 P(Rn) and " > 0. For a measurable
function f on Rn and   0, set













where g(y) = jf(y)jp(y)jyj(y)p(y). If 0 <  < "   p(0) < (n + (0)p(0))=p(0)      ,
then there exists a constant C > 0 such that
H;1  Cjxj ((x)p(x)+n)=p(x)+K";1 + Cjxj ((x)p(x) +n)=p(x)+
for all x 2 B(0; 1) and f with kfkL;p;(Rn)  1.
Proof. Let f be a nonnegative measurable function on Rn with kfkL;p;(Rn)  1,
and x 2 B(0; 1). Set E = fy : f(y)  jyj ((y)p(y)+n)=p(y)+g. Noting that jyj(y) 
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and 0 < "  p(0) < (n+ (0)p(0))=p(0)    .
We next obtain by Holder's inequality and the fact that jyj(x)  jyj(y)  jyj(0)































since    ((0)p(0)  "+ n)=p(0) < (  "=p(0))(p(0)  1), where
F = (B(0; 1) nB(0; jxj)) n E:

























since (f(y)jyj((x)p(x)+n p(x))=p(x))p(x)  C(f(y)jyj((x)p(x)+n p(x))=p(x))p(y) when
jxj  jyj < 1 and jyj=p(x) < f(y)jyj((x)p(x)+n p(x))=p(x)  1, so that
H;1;2 Cjxj ((x)p(x) +n)=p(x)+ + Cjxj ((x)p(x)+n)=p(x)+K";1;
which completes the proof.
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Corollary 4.7. Let p 2 P1(Rn),   0 and  2 P(Rn) satisfy p(0) + p(0) 






for all t > 0 and f  0 satisfying kfkL;p;(Rn)  1.
Proof. Let f be a nonnegative measurable function on Rn satisfying
kfkL;p;(Rn)  1:
Take  and " such that
0 <  < "  p(0) < (n+ (0)p(0))=p(0)    :
In view of Lemma 4.6, we nd
(4.2) H;1(x)jxj(x)  Cjxj n=p(x)K";1(x) + Cjxj=p(x)+ n=p(x)
for x 2 B(0; 1); and note that H;1 = 0 outside B(0; 1).
First we consider the case  = 0. Then note thatZ
Rn
g(y)dy  C:
































g(y)dy + C  C
for 0 < t < 1.
Next we consider the case  > 0. By (4.1) and (4.2), we have
H;1(x)jxj(x)  Cjxj n=p(x)
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for 0 < t < 1, as required.
In the same manner as Lemma 4.5, we can prove the following result.

















where g1;t(y) = fjf(y)jjyj(y)gp1B(0;3t)(y). Then there exists a constant C > 0 such
that
I  Cjxj (x)Jt;1 + CH(x)
for all x 2 B(0; t) nB(0; 1), r > 0 and f such that f = 0 on B(0; 1).
Lemma 4.9. Let p 2 P1(Rn),   0 and  2 P(Rn). For a measurable function
f on Rn,   0 and  > p(1), set













where g(y) = jf(y)jp(y)jyj(y)p(y). If " > 0 and 0 < "(p(1)   1) +    p(1) <
(n+ (1)p(1))=p(1)    , then there exists a constant C > 0 such that
H  Cjxj ((x)p(x)+n)=p(x)+K + Cjxj " ((x)p(x)+n)=p(x)+
for all x 2 Rn nB(0; 1) and f  0 satisfying kfkL;p;(Rn)  1.
Proof. Let f be a nonnegative measurable function on Rn satisfying
kfkL;p;(Rn)  1;
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since  > p(1).
If jxj " < K (< C), then K p(y)  CK p(x) and jyj(y)  jyj(1) when 1 < jxj 

























since 0 <    p(1) < (n+ (1)p(1))=p(1)    .
Next consider the case K  jxj ". Since jyj(y)  jyj(1) when jyj > 1 and

























since "(p(1)   1) +    p(1) < (n + (1)p(1))=p(1)      . Thus the proof is
completed.
In the same manner as Corollary 4.7, we can prove the following result.
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Corollary 4.10. Let p 2 P1(Rn),   0 and  2 P(Rn) satisfy p(1) +






for all t > 1 and f  0 satisfying kfkL;p;(Rn)  1.
Proof of Theorem 4.1. We now show the boundedness of the maximal operator.
For this purpose, take r0; R0 and p0; p1 such that 0 < 2r0 < 1 < R0 < 1, 1 < p0 <
p(0), 1 < p1 < p(1), (0) < n(1   1=p0) and (1) < n(1   1=p1). Let f be a
nonnegative measurable function on Rn satisfying kfkL;p;(Rn)  1, and write
f(y) = f(y)B(0;r0)(y) + f(y)B(0;2R0)nB(0;r0)(y) + f(y)RnnB(0;2R0)(y)
= f0;r0(y) + fr0;2R0(y) + f2R0;1(y):
Case 1: 0 < t  2r0. If 0 < t  2r0 and x 2 B(0; t), then we have by Lemma 4.5
jxj(x)Mf0;r0(x)  CfM(g0;t)(x)g1=p0 + Cjxj(x)Hf(x);
where g0;t(y) = ff0;r0(y)jyj(y)gp0B(0;3t)(y). Here note from Lemma 4.3 that
kfM(g0;t)g1=p0kLp()(B(0;t))  kfM(g0;t)g1=p0kLp()(B(0;6r0))
Ck(g0;t)1=p0kLp()(B(0;6r0))  Ct:




Now it follows from Lemma 4.4 and Corollary 4.7 that
kjxj(x)Mf(x)kLp()(B(0;t))  Ct;
since Mf2R0;1(x)  C(Hf(x)) for x 2 B(0; R0=2).
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and
Mf2R0;1(x)  CHf(x)
for x 2 B(0; R0). Hence we nd by Lemma 4.4 and Corollaries 4.7 and 4.10
kjxj(x)Mf(x)kLp()(B(0;t)nB(0;2r0))
Ckjxj(x) nkLp()(B(0;t)nB(0;2r0)) + kjxj(x)Mfr0;2R0(x)kLp()(B(0;t)nB(0;2r0))
+ Ckjxj(x)Hf(x)kLp()(B(0;1)nB(0;2r0)) + Ckjxj(x)Hf(x)kLp()(B(0;t)nB(0;1))
Ct;
so that the rst case gives
kjxj(x)Mf(x)kLp()(B(0;t))  Ct:
Case 3: t > R0. If t > R0 and x 2 Rn nB(0; R0), then Lemma 4.8 gives
jxj(x)Mf2R0;1(x)  CfM(g1;t)(x)g1=p1 + Cjxj(x)H(x);












and the proof is completed, with the aid of the second case.
x 5. Sobolev's inequality in Lorentz spaces
Our next aim in this paper is to establish the Sobolev type inequality for Riesz
potentials.
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Theorem 5.1. Let  2 P(Rn), p 2 P1(Rn) and   0. Suppose  < n=p+ and
(T2) p(0)  n+ p(0) < (0)p(0) < n (p(0)  1) and
p(1)  n+ p(1) < (1)p(1) < n (p(1)  1).
Then there is a constant C > 0 such that
kIfkL;p];(Rn)  CkfkL;p;(Rn)
for all f 2 L;p;(Rn).
With the aid of Lemma 2.4, we nd the following result.
Corollary 5.2. Let  2 P(Rn), p 2 P1(Rn), q 2 P1(Rn) and   0. If
 < n=p+;  +  < n=q(0) and  +  < n=q(1), then there is a constant C > 0 such
that
kIfkLq];p];(Rn)  CkfkLq;p;(Rn)
for all f 2 Lq;p;(Rn).
x 6. Proof of Theorem 5.1





First we note the Sobolev's inequality for Riesz potentials of functions in Lp()(Rn).
Lemma 6.1 ([11, Theorem 6.4]). Let p 2 P1(Rn) and G be an open set in Rn.
If 1 < p (G)  p+(G) < n=, then there exists a constant C > 0 such that
kI;GfkLp]()(G)  CkfkLp()(G):










(6.1) I2(x)  CHf(x):
For Uf we have the following result in the same manner as Lemmas 4.5 and 4.8.
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for all x 2 B(0; t) with 0 < t  2 and nonnegative measurable functions f on Rn, where
gt(y) = f(y)jyj(y)B(0;3t)(y).
Proof. Let f be a nonnegative measurable function on Rn. First note that






















as in the proof of Lemma 4.5. Moreover, if y 2 B(x; 2jxj) n B(0; jxj=2), then jyj  jxj









In the same manner as Lemma 6.2, we can prove the following result.
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all x 2 B(0; t) nB(0; 1), t > 2 and nonnegative measurable functions f such that f = 0
on B(0; 1), where gt(y) = f(y)jyj(y)B(0;3t)(y).
Proof of Theorem 5.1. Take r0; R0 and p0, p1 such that 0 < 2r0 < 1 < R0 <1,
1 < p0 < p(0), 1 < p1 < p(1), (0) < n(1  1=p0) and (1) < n(1  1=p1). Let f be
a nonnegative measurable function on Rn satisfying kfkL;p;(Rn)  1, and write
f(y) = f(y)B(0;r0)(y) + f(y)B(0;2R0)nB(0;r0)(y) + f(y)RnnB(0;2R0)(y)
= f0;r0(y) + fr0;2R0(y) + f2R0;1(y):
As in the proof of Theorem 4.1, it suces to show that
kjxj(x)If0;r0(x)kLp]()(B(0;t))  Ct for 0 < t  2r0
and
kjxj(x)If2R0;1(x)kLp]()(B(0;t)nB(0;R0))  Ct for t  R0:
In the rest of the present proof, we are only concerned with f0;r0 . For this note
from Lemmas 6.1, 6.2 and Corollary 4.7 that
kjxj(x)If0;r0(x)kLp]()(B(0;t))  CkIgtkLp]()(B(0;6r0))
+ CkfIp0(gt)p0g1=p0kLp]()(B(0;6r0)) + Ckjxj(x)Hf(x)kLp]()(B(0;t))
CkgtkLp()(B(0;6r0)) + Ct  Ct
when 0 < t < 2r0, where gt(y) = f(y)jyj(y)B(0;3t)(y).
The remaining part of the proof is easily completed.
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