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Abstract
Here is a method of solving the difference-differential equations of the conﬂuent hypergeometric differential
equation using a generalized Pochhammer matrix product. This method provides a convenient analytical way to
relate various solutions of the conﬂuent hypergeometric function to each other when their parameters fall on the
same point lattice. These solutions also are of interest to the general classiﬁcation of orthogonal polynomials and
the metrics used to generate them. This method generates Laurent polynomials over the complex domain that are an
orthogonal system utilizing a 2×2 matrix weight function where the weight matrix has elements that are products of
a Kummer solution and its derivative. The index-incremented Pochhammer matrix polynomials obey a 4×4 system
of differential equations with a Frobenius solution involving non-commuting matrices that also extends these results
to non-integer values but with inﬁnite Laurent series. The termination condition for a polynomial series in the midst
of inﬁnite series sheds light on solving general systems of regular linear differential equations. The differential
equations generalize Heun’s double conﬂuent equation with matrix coefﬁcients. For a radiative transfer ﬂux integral
there is a distinct advantage of using these lattice polynomials compared to an asymptotic series/power series
combination. We conjecture similar convergence properties for evaluations of conﬂuent hypergeometric functions
of either kind and that these matrix methods can be extended to gauss hypergeometric functions and generalized
hypergeometric functions.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Conﬂuent hypergeometric functions; Independent coalescence; Orthogonal matrix polynomials; Heun’s equation;
Matrix differential equations; Pochhammer matrix product; Radiative transfer; Parametric function representation
∗ Tel.: +1 505 667 3056.
E-mail addresses: cje@lanl.gov, jimelliott5247@yahoo.com
0377-0427/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2005.05.025
90 C.J. Elliott / Journal of Computational and Applied Mathematics 193 (2006) 89–108
1. Introduction
Conﬂuent hypergeometric functions have been utilized by mathematicians and physicists for centuries
and the common basis of these two parameter functions was published by Kummer in 1836 [28]. Some of
these functions were popularized in [28,33,6,14,21,18], the Bateman manuscripts, [3], and more recently
by Luke and also by Slater in the Handbook of Mathematical Functions [HMF] [21,1], where a complex
parameter case of coulomb wave functions is also described. Refs. [22,23] has provided a Lie group
analysis of this equation. Raising and lowering operators and related factorization techniques have been
developed for operators of the hypergeometric type by several groups [19,20]. Today we might say any
family of functions that warp into each other as the two complex parameters a and b change in a ﬁnite
region of the two complex planes are homotopic over that region and any set of homotopic functions
whose parameters differ by integers are said to be on the same point lattice of the homotopy space and
are said to be associated functions. The second order ordinary differential equation (ODE) also demands
that for each homotopic solution there is a second solution, also homotopic. These solutions have been
standardized as M(a, b, z) or 1F1(a; b; z) and U(a, b, z), the latter being necessary for completeness
with positive integer indices of the parameter b where logarithmic singularities at the origin occur. The
two kinds are bound by a Wronskian with an algebraic value that on particular occasions vanishes, but
Kummer relationships ﬁll this void and permit M and U to represent all solutions.
Slater’s seminal book starts with the power series deﬁnition for contiguousM and obtains the six nearest
neighbor differential-difference equations. These give rise to the algebraic recursion equations required
to extend the included tables. The power series normalization requires M to be unity at the origin and U
to be a pure power at inﬁnity. This normalization of M has the disadvantage that it induces poles in b,
the second parameter, when b takes on negative integer values and causes M to be undeﬁned (HMF Eq.
(13.1.1)).Otherwise M(a, b, z) is holomorphic in the entire complex plane with respect to the parameters
a and b and is so everywhere except at the origin for z. MacRobert’s functions address this problem of
regularization in parameters a and b [3], as does the normalization-free differential-equation based lattice
polynomials described here.
Slater chose the unit cell for (a, b) of [−1, 1] × [0, 1] for the primary function in constructing the
HMF tables for Chapter 13 rather than utilizing [0, 1]×[0, 1] on which the functions and its derivatives is
speciﬁed. Slater’s extension alongwith theKummer relationships, allows the use of recursion relationships
to extend the tables indeﬁnitely except at isolated poles and except possibly for mathematical problems
in evaluation. The recursion relationship has been the basis of computations implementations of U by
Temme and others [32]. Muller [25] has given an overview of many other methods of evaluating M.
The solutions fall into pure-polynomial [30,10] and non-polynomial types. The polynomial solutions
that may or may not be multiplied by a power or exponential weight include Laguerre and Hermite, as
well as the non-classical associated Taylor polynomials, utilizing a ﬁnite number of terms in a Taylor
series, associatedwith the incomplete gamma function ex(n, x) and associatedwith exponential integrals
En(x). These polynomials are not those that are the topic of this paper.
Section 2 deals with the operator approach that gives rise to the Pochhammer operator relationships
and the Pochhammer matrices that are the foundation results of this presentation.
Section 3 establishes the orthogonality conditions for Kummer functions; this relationship corresponds
to an apparently new type of scalar product space for them.
Orthogonal polynomials have wide uses ranging from statistical distributions, radiative transfer, to
solutions of special problems in quantum mechanics, and are a key to establishing solution techniques of
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differential equations and generating interesting families of new differential equations. Section 4 extends
the orthogonality condition to show that the Pochhammer matrices have elements that are our novel
non-classical matrix-orthogonal polynomials.
Section 5 deals with the Temme variety of solution to the difference equations cast in matrix notation
for use in Section 6. Section 6 examines the system of differential equations the orthogonal polynomials
satisfy including the four by four form and its novel Frobenius solution involving non-commutingmatrices
and also a two by two second order form.
The penultimate section deals with a new radiative-transfer-application integral that may be considered
a typical conﬂuent hypergeometric function.Themethod shows the advantage of the polynomial technique
relative to a standard asymptotic series/power series form. It is followed by the conclusion section.
Overall we produce a useful way to relate analytical relationships between conﬂuent hypergeometric
functions. We have the added bonus that the relationships generate a new variety of orthogonal functions
that satisfy new classes of differential equations. We shed light on their solution and solution of similar
differential equations. Finally, we show that these polynomials have a computational advantage.
2. The operator equations
Here we state operator relationships that are based on the Kummer ODE for the conﬂuent hypergeo-
metric function with a, b,Kr ∈ C, the ﬁnite complex plane, and z ∈ C\0, the same but excluding the
origin.
zKr ′′(a, b, z) + (b − z)Kr ′(a, b, z) − aKr(a, b, z) = 0. (1)
The operator D differentiates a function when acting on it, so that D(zf (z)) = zDf (z) + f (z) = (zD +
1)f (z). The operator D does not commute with z but by the example shown, Dz = zD + 1. It follows
that z on the right may be moved to the left of D by augmenting the partially-commuted operator zD
by unity, or decreasing it by unity the other way. The Kummer differential equation can be expressed as
[zD2 + (b− z)D − a]Kr(a, b, z)= 0. We can deﬁne the operator La,b = zD2 + (b− z)D − a and write
La,bKr(a, b, z) = 0. By using the commutation rule just stated multiple times we ﬁnd the following six
relationships that are equivalent to the Rodriguez results [28, Eqs. 2.1.24–2.1.43].
La+1,b[(zD + a)Kr(a, b, z)] = (zD + a + 1)La,bKr(a, b, z),
La,b−1[(zD + b − 1)Kr(a, b, z)] = (zD + b − 1)La,bKr(a, b, z),
La+1,b+1[DKr(a, b, z)] = DLa,bKr(a, b, z),
La,b+1[(D − 1)Kr(a, b, z)] = (D − 1)La,bKr(a, b, z),
La−1,b[(z(D − 1) + b − a)Kr(a, b, z)] = (z(D − 1) + b − a + 1)La,bKr(a, b, z),
La−1,b−1[(z(D − 1) + b − 1)Kr(a, b, z)] = (zD − b − x − 1)La,bKr(a, b, z). (2)
These operator identities hold when acting on any thrice differentiable function Kr(a, b, z) of a complex
variable z irrespective of whether it satisﬁes the Kummer differential equation.
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If Kr(a, b, z) satisﬁes the Kummer equation, then the right hand side of the six equations is zero. This
means that the left hand sides are solutions to the Kummer equation for (a, b)=(a+1, b), (a, b−1), (a+
1, b+1), (a, b+1), (a−1, b), (a−1, b−1), respectively.That is to say, the standard difference-differential
are
Kr(a + 1bz) ∝ (zD + a)Kr(a, b, z) := E+a Kr(a, b, c),
Kr(a, b − 1, z) ∝ (zD + b − 1)Kr(a, b, z) := E−b Kr(a, b, z),
Kr(a + 1, b + 1, z) ∝ DKr(a, b, z) := E+abKr(a, b, z),
Kr(a, b + 1, z) ∝ (D − 1)Kr(a, b, z) := E+b Kr(a, b, z),
Kr(a − 1, b, z) ∝ (z(D − 1) + b − a)Kr(a, b, z) := E−a Kr(a, b, z),
Kr(a − 1, b − 1, z) ∝ (z(D − 1) + b − 1)Kr(a, b, z) := E−abKr(a, b, z). (3)
Furthermore, by adjusting the parameters on the left hand side of these equations to a, b and placing
these expressions into the previous operator relationships multiple times we will obtain expressions that
require operator Pochhammer’s symbols:
(L)nKr = (L + n − 1)(L + n − 2) · · · (L + 1)LKr ,
n(L)Kr = (L − n + 1)(L − n + 2) · · · (L − 1)LKr . (4)
In the ﬁrst case ascending increments to L are placed to the left, and in the second case descending
increments to L are placed to the left. With this notation, we have the operator version of Rodriguez’s
formula where now the Pochhammer’s subscript n appears in the differential operators,
La+n,b[(zD + a)nKr(a, b, z)] = (zD + a + 1)nLa,bKr(a, b, z),
La,b−n[n(zD + b − 1)Kr(a, b, z)] = n(zD + b − 1)La,bKr(a, b, z),
La+n,b+n[(D)nKr(a, b, z)] = (D)nLa,bKr(a, b, z),
La,b+n[(D − 1)nKr(a, b, z)] = (D − 1)nLa,bKr(a, b, z),
La−n,b[n(z(D − 1) + b − a)Kr(a, b, z)] = n(z(D − 1) + b − a + 1)La,bKr(a, b, z),
La−n,b−n[n(z(D − 1) + b − 1)Kr(a, b, z)] = n(zD − b − x − 1)La,bKr(a, b, z). (5)
With the observation that whenever Kr ′′ appears, it can be replaced by an expression that involves the
0th and ﬁrst derivatives of Kr, these relationships give us immediately a methodology of obtaining our
results from what we now have:
Kr(a + n, b, z) ∝ (zD + a)nKr(a, b, z),
Kr(a, b − n, z) ∝ n(zD + b − 1)Kr(a, b, z),
Kr(a + n, b + n, z) ∝ DnKr(a, b, z),
Kr(a, b + n, z) ∝ (D − 1)nKr(a, b, z),
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Kr(a − n, b, z) ∝ n(z(D − 1) + b − a)Kr(a, b, z)
Kr(a − n, b − n, z) ∝ n(z(D − 1) + b − 1)Kr(a, b, z). (6)
A key element of these relationships is that they apply to anyKummer equation solution. By eliminating
the normalization constants we have obtained a symmetric formalism, which we will require later. This
situation contrasts strongly with the separate difference equations required for M(a, b, z) and U(a, b, z).
In order to implement the conversion of the differential operators to a coordinate representation we
prove the following:
Lemma. Given the vector[
Kr(a¯, b¯, z)
Kr ′(a¯, b¯, z)
]
(7)
if the operator A(z) + B(z)D takes Kr(a¯, b¯) into one of its nearest neighbors Kr(aˆ, bˆ) (where for
instance with E+a , aˆ = a¯ + 1 and bˆ = b¯), then we can express the new nearest-neighbor vector
V :=
[
Kr(aˆ, bˆ, z)
Kr ′(aˆ, bˆ, z)
]
=
[ [A(z) + B(z)D]Kr(a¯, b¯, z)
D[A(z) + B(z)D]Kr(a¯, b¯, z)
]
(8)
in terms of the old by an operator-free matrix multiplication.
Proof. The ﬁrst row occurs by hypothesis. To obtain the second row we commute the ﬁrst derivative
operator to the right in D[A(z) + B(z)D] for Kˆr ′. This is facilitated by commutator notation where
[p, q]=pq−qp and [D,A(z)]=A′(z) givingD[A(z)+B(z)D]=A(z)D+A′(z)+B(z)D2 +B ′(z)D.
Next, replace the second derivative term that acts directly on Kr by an expression linear in D, using
the second order Kummer differential equation in operator form. The D2 term that goes with B gives
(1 − b¯/z)D + a¯/z; thus,
V =
[
A(z), B(z)
B(z)a¯/z + A′(z), A(z) + B ′(z) + (z − b¯)B(z)/z
]
·
[
Kr(a¯, b¯, z)
Kr ′(a¯, b¯, z)
]
. (9)
Using the ﬁrst row of Eq. (8), the values for A(z) and B(z) for each of the operators given in Eq. (3)
along with the corresponding increment matrix and operator matrix are
E+a : A(z) = a, B(z) = z,
E−b : A(z) = b − 1, B(z) = z,
zE+ab : A(z) = 0, B(z) = 1,
zE+b : A(z) = −1, B(z) = 1,
E−a : A(z) = b − a − z, B(z) = z,
E−ab : A(z) = b − 1 − z, B(z) = z. (10)
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Eqs. (9), (10) yield the matrices; their determinant and incremental matrix follow. Note that the
incremental matrix depends only on the change in the operator-free matrix induced by the changes
in the parameters a and b accorded by the operator.
E+a =
(
a z
a a + z + 1 − b
)
,  = a(a + 1 − b), +a =
(
1 0
1 1
)
,
E−b =
(
b − 1 z
a z
)
,  = z(b − a − 1), −b =
(−1 0
0 0
)
,
zE+ab =
(
0 z
a z − b
)
,  = −az, +ab =
(
0 0
1 −1
)
,
zE+b =
(−z z
a −b
)
,  = z(b − a), +b =
(
0 0
0 −1
)
,
E−a =
(
b − a − z z
a − 1 1 − a
)
,  = (a − 1)(a − b), −a =
(
1 0
−1 1
)
,
E−ab =
(
b − 1 − z z
a − 1 0
)
,  = z(1 − a), −ab =
(−1 0
−1 0
)
. (11)
These matrices appear somewhat similar to Lax matrices or monodromy matrices [17]; both relate
solutions undergoing a ﬁnite displacement from one parameter space to another but are quite different in
detail. Here there are barrier pairs where a=b, a=b+1 and the corresponding transformed barrier pairs
at a = 0 and a = 1. At these barriers the determinant, , of the lattice propagator vanishes which also
means the Wronskian for propagation of the two functions such as U and M also vanishes. Examination
of recursion equations for M and U shows that each of these functions penetrate a barrier pair in one
direction but not the inverse direction. However, only when lattice points correspond to points on the
barrier are the barriers effective. A conjecture is: if a chain of lattice propagators cross the barrier pair at
points that coincide with it in one direction and latter in the chain crosses in the opposite direction, the
chain matrix vanishes.
The matrix Pochhammer symbol requires a ﬁxed increment matrix  where the elements of , i,j , are
∈ {−1, 0, 1}. The matrix M of the same size as  is subscripted with n; the symbol requires n matrix
multiplications:
(,M)n := (M + (n − 1))(M + (n − 2)) · · · (M + 1)(M),
n(,M) := (M − (n − 1))(M − (n − 2)) · · · (M − 1)(M). (12)
Using Eqs. (6), (8), (9), (11), and (12) we obtain
Kr(a + n, b, z) ∝ (+a , E+a )n
[
Kr(a, b, z)
Kr ′(a, b, z)
]
,
Kr(a, b − n, z) ∝ n(−b , E−b )
[
Kr(a, b, z)
Kr ′(a, b, z)
]
,
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Kr(a + n, b + n, z) ∝ (+ab, E+ab)n
[
Kr(a, b, z)
Kr ′(a, b, z)
]
,
Kr(a, b + n, z) ∝ (+b , E+b )n
[
Kr(a, b, z)
Kr ′(a, b, z)
]
,
Kr(a − n, b, z) ∝ n(−a , E−a )
[
Kr(a, b, z)
Kr ′(a, b, z)
]
,
Kr(a − n, b − n, z) ∝ n(−ab, E−ab)
[
Kr(a, b, z)
Kr ′(a, b, z)
]
. (13)
Note that the elements of the Pochhammer matrix product consist of Laurent polynomials in z, each
individual matrix component being linear in z and possibly divided by z. These are the lattice polynomials
that will prove to be part of an orthogonal system. In particular, the polynomials in the ﬁrst row of the
Pochhammer matrix product are designated as pi(z), qi(z) as used in Eq. (25) the matrix orthogonality
relationship. Jódar and Córtes [15,16] utilize a Pochhammer matrix notation in another context that
corresponds to an identity increment matrix.
3. Kummer function orthogonality conditions
We focus on two functions 1 and 2 each satisfying the Kummer differential equation. To develop
orthogonality relationships, we start with two solutions
z′′1 + (b1 − z)′1 − a11 = 0,
z′′2 + (b2 − z)′2 − a22 = 0. (14)
We are developing a space of functions that is the span of functions that are solutions to the Kummer
ODE for sets of ai, bi that we will show possess orthogonal properties. To establish these properties, we
utilize the concept of integration over a straight line path in the complex plane whereupon the functions
are deﬁned. The set of functions that we are free to examine includes all of those for which the integrals
can tell us if orthogonality exists or not. Such functions must have deﬁned certain real or inﬁnite integrals.
In the language of Lebesgue integrals, the real and imaginary parts of these functions must be measurable
and quasi-integrable [4]. The measure we employ is the standard extended Lebesgue–Borel measure
on the real line with Borel sets B¯1 closed at ∞. When the Riemann integral exists or is inﬁnite, the
corresponding Lebesgue integral exists or is inﬁnite (is quasi-integrable) and has the value of the limit of
the Riemann integral. We are thus utilizing the space of Q quasi-integrable complex-valued functions, the
integrals being of either ﬁnite modulus or inﬁnite modulus. The orthogonality indicator in this paper is, for
1,2,12 ∈ Q deﬁned by the scalar product, a complex bilinear form, (1,2) :=
∫ z2
z1
12 dz ∈ C¯
with the Lebesgue integrals in their proper and improper forms on Lebesgue–Borel measure z. That is,
we permit the integrals to be taken with the limits of z1, z2 → 0,−∞,∞,−i∞, i∞. Complex-scalar
products are also well known in the representations of the Poincaré group over a real octonionic Hilbert
space [12]. Our scalar product is not an inner product unless restricted to reals and established by an
equivalence relationship.
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The extendedWronskianW determineswhether the tangents of the two functions are linearly dependent
at point z:
W(1,2) = 1′2 − ′12. (15)
In the sequence below the ﬁrst equation is rewritten using the Kummer equation. Then the relation
using (12)′ and the deﬁnition of the extended Wronskian are combined. Subsequently the Wronskian
terms are placed on the left. This expression is then written as a complete derivative. The orthogonality
relationship follows from integrating the complete derivative.
zW ′ = 1z′′2 − z′′12
=1[(z − b2)′2 + a22] − [(z − b1)′1 + a11]2,
z(D − 1)W = (a2 − a1)12 −
b1 + b2
2
W + b1 − b2
2
(12)
′
,
[z(D − 1) + 〈b〉]W = (a2 − a1)12 +
b1 − b2
2
(12)
′
,
zDe−zz〈b〉W = [(a2 − a1)12 +
b1 − b2
2
(12)
′]e−zz〈b〉, (16)
where D is the differential operator and 〈b〉 = (b1 + b2)/2. Now choosing z1 and z2 as any points in the
complex plane where the left hand side of the following equation is deﬁned, we have
e−zz〈b〉W |z2z1 =
∫ z2
z1
e−zz〈b〉−1
[
(a2 − a1)12 +
b1 − b2
2
(12)
′
]
dz. (17)
This equation can be put into a more familiar form by integrating by parts thereby giving an overlap
integral on the right hand side:
e−zz〈b〉
[
W + b1 − b2
2z
(12)
]∣∣∣∣
z2
z1
= e−zW(zb1/21, zb2/22)|z2z1 ,
Wˆ (1,2) := W(zb1/21, zb2/22),
e−zWˆ (1,2)|z2z1 =
∫ z2
z1
(12)
[
(a2 − a1) − b1 − b22 D
]
e−zz〈b〉−1 dz. (18)
Setting the left hand side to zero is equivalent to requiring either that the pair of tangents to both functions
at z1 and at z2 are linearly dependant or the value of Wˆ with the exponential is zero. We claim when the
left hand side is zero, there will be at least two general cases:
(i) ai = bi2 + ;
∫ z2
z1
e−zz(bi+bj )/2−2ij dz = Niij ,
(ii) bi = bj := b;
∫ z2
z1
e−zzb−1ij dz = Miij , (19)
where i,j is the Kronecker delta function and |Ni |, |Mi |> 0. The rest of this section will deﬁne orthog-
onality in Section 3.1 and will verify our claim related to the countable sets of functions in Section 3.2.
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Only with the below countable sets will the left hand side of Eq. (18) equal zero and we claim, justifying
Eqs. (19)(i) and (ii) for the sets below with i ∈ {0, 1, 2, . . .}, ,  ∈ C,R()1/2, and +1/2 /∈ Z, where
Z indicates positive and negative integers and zero:
(ia) z1 = 0, z2 = i∞, ai =  + 2i,M(ai, 2ai, z),
(ib) z1 = 0, z2 = −i∞, ai =  + 2i,M(ai, 2ai, z),
(ic) z1 = −i∞, z2 = i∞, ai =  ± 2i,M(ai, 2ai, z),
(iia) z1 = 0, z2 = ∞,R(b)1, ai = −i,M(ai, b, z),
(iib) z1 = 0, z2 = −∞,R(b)1, ai = 1 + i,M2(ai, b, z), (20)
where M2(1 + n, b, z) = z1−bezM(−n, 2 − b,−z), and where the path for ic is speciﬁed below.
3.1. Deﬁnition of orthogonality
We deﬁne an orthogonal set of Q functions to have the following properties: the orthogonal indicator
(it need not be an inner product) is the bilinear form for any pair of functions in the orthogonal set, ˆi , ˆj
with ˆi ˆj ∈ Q represented as the functional (ˆi , ˆj ) : Q × Q → C¯ (here C¯ maps z ∈ C¯ for |z| → ∞
into a single point corresponding to the upper pole of the complex Riemann sphere) such that for all
i, j, k ∈ {0, 1, 2 · · ·}.
1. Orthogonality: (ˆi , ˆj ) = 0, i 	= j .
2. Non-nullability: (ˆi , ˆi) 	= 0.
3. Linearity: (cˆi + ˆj , ˆk) = 	(c)(ˆi , ˆk) + (ˆj , ˆk), c ∈ C.
4. Symmetry: (ˆj , ˆk) = (ˆk, ˆj ).
We use 	(c) = c so that 1–4 are in accord with Eq. (19) in contrast to the standard deﬁnition that uses
	(c) = c∗ for an inner product space [26,31,35] or indeﬁnite inner-product space [5]. First, suppose that

 =∑Mi=0 ai ˆi and that (
, ˆk) = 0 for all kM and M0 ∈ Z. Then it follows that 
 = 0 for if it
were not so, there would have to be at least one ai 	= 0 but for that i, ai ˆi is a term in 
, and (
, ˆi )= 0
implies that ai = 0. It follows if 
 =∑Mi=0 ai ˆi that the coefﬁcients ai may be recovered by different
means in the two cases. Case (1) is for (ˆi , ˆi) <∞, then we have ai = (
, ˆi)/(ˆi , ˆi). Case (2) is for
(ˆi , ˆi) = ∞, then we have ai is determined by its value such that (
 − ai ˆi , ˆi) 	= ∞ in accordance
with condition 1.
3.2. The sets of orthogonal functions
Now we will ﬁnish the investigation of the conditions under which values of z1 and z2 and sets of ai, bi
result in the left hand side boundary condition to be zero. We will consider choices of z1 and z2 that lie
on the singularities of the ODE. In particular, they will be chosen from a set of ﬁve elements
z1, z2 ∈ {0,+∞,−∞, i∞,−i∞} (21)
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and the integrals become improper Riemann integrals that are also improper Lebesgue integrals. The
values of a fundamental set of solutions such as U and M in the ﬁrst quadrant at these points are known
asymptotically. It is possible to systematically investigate e−zWˆ (1,2) at these points. In fact, if we take
M2(a, b, z) as the second Kummer solution given by z1−bM(a+1−b, 2−b, z) it will be deﬁned almost
everywhere in the (a, b) plane except on the isolated lines where b assumes integer values. Then where
deﬁned, the asymptotic dependence of any solution is the appropriately weighted sum of the asymptotic
dependence of these two functions. We will start at the origin ﬁrst. We are looking for functions of a
particular family, such as a set of M functions or U functions, so that results of Section 4 may follow. But
each of these families can be expressed in terms of M and M2. We then need to compute
Wˆ (M + M2, M + M2) = 2Wˆ (M(a1, b1, z),M(a2, b2, z))
+ [Wˆ (M(a1, b1, z),M2(a2, b2, z))
− Wˆ (M(a2, b2, z),M2(a1, b1, z))]
+ 2Wˆ (M2(a1, b1, z),M2(a2, b2, z)). (22)
Utilizing HMF Eq. (13.1.2), we ﬁnd the Wˆ (M,M) case when b1 	= b2 that we require R(b1 + b2)> 2
or if b1 = b2, then a1 = a2 or R(b1 + b2)> 0. In the Wˆ (M,M2) case when b1 + b2 	= 2 we require
R(b1 − b2)> 2 or if b1 + b2 = 2 then when b1 = b2, we must have a1 = a2; and in the Wˆ (M2,M2) case
with b1 	= b2, 2>R(b1 + b2) or if b1 = b2, then a1 = a2 or 4>R(b1 + b2). In short, if M and M2 are
combined non-trivially, i.e. both have non-zero coefﬁcients, the conditions are contradictory even where
at b = 1, Wˆ (M,M2) reduces to Wˆ (M,M). Thus the condition at the origin is that the candidate solution
of the ODE has just one of M or M2 and is either proportional to M when R(b)1 or proportional to
M2 when R(b)1. The integer conditions for b do, however, permit a function known as Y2 that is not a
trivial linear combination of M andM2 deﬁned in [27] that meets the condition at the origin, but Y2 cannot
meet the condition at ∞ because it does not contain a 
 term involving the Euler constant  required to
achieve a U form whose necessity is described next.
At any of the four ∞ values, we utilize HMF Eqs. (13.5.1), (13.5.2) to conclude that the exponential-
tangent condition there requires, either (1) the leading asymptotic termmust cancel as the difference of two
terms or (2) the asymptotic form must contain one term, either U at z2 =+∞ or U3 = exp(z)U(a, b,−z)
at z2 = −∞. To achieve the cancellation for M we use the asymptotic form with z2 = ±i∞ is M 

c1za−b exp(±ia + z) + c2z−a where c1 = (b)/(a), c2 = (b)/(b − a). Here the two power terms
in the asymptotic sum for z−b/2 are za−b/2 and zb/2−a; only when these are equal, i.e. for b = 2a is it
possible for the condition Wˆ = 0 to be met. Otherwise we require contrary conditions reminiscent of the
situation at the origin. At the cancellation condition, to avoid the exponential growth we need z2 = ±i∞
we also require e±ia2/(a1)(a2) = e±ia1/(a1)(a2) i.e. a2 ≡ a1 mod 2, i.e. met by ai =  + 2i or
ai =  − 2i where  ∈ C and i ∈ Z+, the positive integers or zero of the orthogonal set. Combined with
the condition for M at the origin we arrive at Eq. (20)(ia) and (ib). The (ic) case has an integration path
that for instance avoids the cut in ln(z) used to deﬁne z2, and the integrals and gives no information if
 + 1/2 ∈ Z. Similar orthogonality conditions to Eq. (20)(ia) have also been obtained by [33,3] in their
treatment of Bessel functions.
In addition to the M(a, 2a, z) series that consists of all Bessel functions of the ﬁrst kind with integer,
real, or complex order, another class of orthogonal series occurs. For this second class, M(−n, b, z) ∝
U(−n, b, z) 	= 0 where the function is both of type M and type U and n is a positive integer or zero
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for members of the orthogonal set and R(b)1 and z2 = +∞. The meeting of the boundary condition
is possible because we have the constant c2 = 0 in the asymptotic expansion owing to (−n) = ∞. In
this second quadrant where a0 and R(b)1 it is impossible for 1/c1 = (b − a) = ∞. Thus we have
demonstrated Eq. (20)(iia) holds. Are there other cases? The mirror [24] of these functions in the lower
half of the ﬁrst quadrant, R(a)> 0,R(b)1, R(a)R(b − a) occurs with b − a = −n making c1 = 0,
c2 	= 0 and the pair M,U3, where U3(a, b, z) := e−zU(b − a, b,−z), are proportionate to each other;
with z2 = −∞ orthogonality is ensured. This set, M(a, a − n, z) for n = 0, 1, 2, . . . is, however, a ﬁnite
set when accounting for the condition at the origin R(a − n)1.
A third series occur forM2 in the third and fourth quadrants whereR(b)1. The asymptotic expansion
for M2 at z = ±i∞ follows from HMF Eqs. (13.5.1) and (13.1.13) with the same two power terms,
c1z−a+c2ezza−b, but different coefﬁcients, c1=(2−b)e±i(1+a+b)/(1−a), c2=(2−b)/(a−b−1)
where c1 is now the coefﬁcient ofU3 and c2 that ofU. However, only in the upper half of the third quadrant
is c1 ﬁnite and c2 zero where R(b)R(a) − 1 for integer b − a. Again the set M2(a, a + n − 1, z) is
a ﬁnite set. The reﬂection of these functions into the fourth quadrant utilizes both upper and lower
halves of the fourth quadrant. Here for integer a where R(a)> 0, c1 = 0 and c2 	= 0 and z2 = −∞ for
the functions M2(1 + n, b, z) where n = 0, 1, 2, . . . and R(b)1. These functions constitute those of
Eq. (20)(iib).
As a consequence of the modiﬁed Bessel functions of Eq. (19)(i) in combination with Eq. (20)(ia) and
(ib), we can extend both the even modiﬁed Bessel functions,  = 1/2, or odd,  = 3/2, orthogonal sets
to be a single orthogonal set including both by constructing an integral using HMF (9.6.47) for Ij (z/2)
for j, k0 ∈ Z that applies to both even and odd functions whose normalization is given in [3, Section
7.10.1, Vol. 2]:
M(ai, 2ai, z) = (ai + 1/2)ez/2
(z
4
)1/2−ai
Iai−1/2(z/2),
(0)
∫ i∞
−i∞
Ik(z)Ij (z)
dz
|z| =
j,k
j
, (23)
where (0) indicates the integral passes through the origin on its straight line path and the value of ∞
applies for j = 0. If k and j are both even or both odd the I(z)0 integral and the Iz0 integral are
equal and orthogonality follows from Eq. (19) and Eqs. (20)(ia) and (ib). If one is even and the other
odd the total integral sums to zero. This orthogonality relationship provides a direct way of expanding
any entire function deﬁned on the ﬁnite complex plane in a series of Bessel functions, without using the
Neumann polynomials [34] as a means of determining expansion coefﬁcients. Additional orthogonality
relationships can be constructed that unify the  + 2j and  + 2j + 1 sets by noting that by dividing out
the z multiple, one is left with even and odd sets.
4. Orthogonal lattice polynomials
In Section 2 we demonstrated that 2 × 2 Pochhammer matrices with lattice polynomials as elements
could be used to compute associated conﬂuent hypergeometric functions. Here we combine those results
with the orthogonality results to obtain sets of orthogonal 2 × 1 vectors and their transpose using a 2 × 2
weight function. We can write either of the relationships of Eq. (19) for the sets corresponding given in
100 C.J. Elliott / Journal of Computational and Applied Mathematics 193 (2006) 89–108
Eq. (20) or the extended orthogonality relationship of Eq. (23) in the following form:∫ z2
z1
(zbi/2i)(z
bj /2j )(z) dz = Oji,j , (24)
where (z) is one of e−z/z2, e−z/z, e−z/(z|z|). If we express i and j in terms of the same base function
Kr(a, b, z) either M(a, b, z) or M2(a, b, z) we have
i = Kr(ai, bi, z) = pi(z)Kr(a, b, z) + qi(z)Kr ′(a, b, z),
j = Kr(aj , bj , z) = pj (z)Kr(a, b, z) + qj (z)Kr ′(a, b, z),∫ z2
z1
dzzbi/2[pi, qi]Wezbj /2
[
pj
qj
]
(z) = Oji,j ,
We =
(
Kr(a, b, z)Kr(a, b, z), Kr(a, b, z)Kr ′(a, b, z)
Kr(a, b, z)Kr ′(a, b, z), Kr ′(a, b, z)Kr ′(a, b, z)
)
. (25)
These vector polynomials are different from polynomials of Refs. [11,9,7,8] that are primarily associated
with Hilbert spaces. Thus the set zbi/2[pi, qi] for i0 ∈ Z and its transpose constitute an orthogonal set
of 2 × 1 vectors with respect to the 2 × 2 weight function We.
5. Solution of the difference equations
The recursion relationships for conﬂuent hypergeometric functions are well known for U and M. The
recursion relationships for the lattice polynomials are the same for each of two independent solutions to
the differential equation. This permits another explicit representation of the polynomial coefﬁcients, p
and q, occurring for the lattice where
Kr(a + m, b + n, z) = p(m, n, z)Kr(a, b, z) + q(m, n, z)Kr ′(a, b, z), (26)
where it is understood the p and q also depend on a and b, but we do not write it. These difference
equations are used to obtain pi and qi for the orthogonality relationship of Eq. (25), but they only require
Kr(a, b, z) to satisfy the ODE and therefore also apply also to sets of a, b not directly involved in one
of the orthogonality sets. This equation for non-integral m and n connects the various lattices, but as we
will show below, then p and q are no longer polynomials. Also we should mention that the equality in
the above equation presupposes a particular path in going from a, b to a + m, b + m. We will leave this
path undeﬁned because the formalism applies to all valid paths not crossing and touching barriers. It
is an expression for any solution to the conﬂuent hypergeometric differential equation in terms of any
other solution and its derivative. Thus, it generalizes expressions of the type given by Slater and suggests
a more extensive relationship of the type given by Buchholz. Suppose we then look for the difference
equations that at p and q must satisfy. Because difference equations involve no derivatives, the difference
p(m, n, z) and q(m, n, z)must satisfy are just those ofKr(a+m, b+n, z) generated by any of the lattice
polynomials in their homotopic domain. That is to say, given two such independent Kummer functions
Kr1(a + m, b + n, z) and Kr2(a + m, b + n, z) it follows that[
p(m, n, z)
q(m, n, z)
]
=
[
A(z) B(z)
C(z) D(z)
] [
Kr1(m + a, n + b, z)
Kr2(m + a, n + b, z)
]
, (27)
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Now using the values near the starting point of n=m= 0 and n=m= 1 where the derivative resides,[
1 0
0 1
]
=
[
A(z) B(z)
C(z) D(z)
] [
Kr1(a, b, z) Kr
′
1(a, b, z)
Kr2(a, b, z) Kr
′
2(a, b, z)
]
. (28)
Inverting the matrix and substituting the values gives a direct expression for the polynomials that are,
thus, extended to non-integer m and n[
p(m, n, z)
q(m, n, z)
]
= W−1
[
Kr ′2(a, b, z) −Kr ′1(a, b, z)−Kr2(a, b, z) Kr1(a, b, z)
] [
Kr1(m + a, n + b, z)
Kr2(m + a, n + b, z)
]
, (29)
where
W = Kr ′2(a, b, z)Kr1(a, b, z) − Kr ′1(a, b, z)Kr2(a, b, z) ∝ z−bez, (30)
so that both p and q involve quantities divided by the local Wronskian. Note that these matrix results
are closely related to the scalar results previously obtained by Temme by Miller and by Gautschi [32]
although those results as reported by Temme have a primary goal of computation of a particular value of
U(a, b, z) and not a direct expression of the Laurent polynomial involved. Here we are not concerned, for
instance, with how to compute the value of the polynomial per se; rather it is the direct expression of the
polynomial itself and the implication for matrix methods that is the subject of the current investigation.
By utilizing continuity at integer b values, we may expand the elements p and q and associated deriva-
tives as a power series whose coefﬁcients can be expressed using HMF (13.1.15) and HMF (13.1.20) as
sums of hypergeometric functions. For instance,
(1 − b)q(a, b, a¯, b¯, z) = M(a, b, z)z1+b−b¯M(1 − a¯, 2 − b¯,−z)
− zM(1 − a, 2 − b,−z)M(a¯, b¯, z) (31)
and using
M(, , z)M(, ,−z) =
∞∑
n=0
()n
()n
zn
n! 3F2(,−n, 1 − n − ; , 1 − n − ; 1), (32)
where 3F2 is deﬁned in [3]. Either q can be used as a generator for the other polynomials through developed
differential relationships, or they can directly be represented in similar series for use in obtaining exact
expressions for the matrix products in the next section.
6. Differential equation for the lattice polynomials 
We now have the prescription for writing down the lattice polynomial differential equation. Take the
numerator function and note its successive derivatives along with it involve four quantities. We denote
functions for parameters a1, b1 as a, b without a bar and those for a2, b2 by a¯, b¯ with a bar. One family
such as the Kummer function M is denoted by  and the other family of functions such as U is denoted
by . The combinations that appear are ′¯−′¯, ¯′ −¯′, ′¯′ −′¯′, and ¯−¯. After obtaining
the 4 × 4 matrix connecting the operator z(d/dz) acting on these, the diagonal is reduced to account for
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dividing by the exponential part of the Wronskian. Let the 2 × 2 lattice polynomial matrix connecting
a, b and a¯, b¯ be denoted by . In terms of p and q of the last section we may write  as
 ∝
[
p(a, b, a¯, b¯, z), q(a, b, a¯, b¯, z)
p′(a, b, a¯, b¯, z) + aq(a, b, a¯, b¯, z), p(a, b, a¯, b¯, z) + q ′(a, b, a¯, b¯, z)
+(z − b)q(a, b, a¯, b¯, z)
]
, (33)
the second row arising by differentiating the ﬁrst row when used in conjunction with Eq. (25), and using
the Kummer differential equation.
Rather than pursue developing the full differential equation by these means, a more elegant matrix
method of deriving the equations without the closed form of the solution is as follows. Denote our two
basis functions ,, then using the fact the derivative is obtained using M+ab, we have
d
dz
[

(


)]
= M+
a¯,b¯

(


)
=
(
d
dz

)(


)
+ M+ab
(


)
(34)
or
z
d
dz
= G(z) − F(z), (35)
where F and G are 2 × 2 matrices that are at most linear in z and  is the 2 × 2 set of dependant variables
with
G =
(
0 z
a¯ z − b¯
)
, F =
(
0 z
a z − b
)
. (36)
If we write the elements of the 2 × 2 matrix as a 4 vector (11, 12, 21, 22)T, the equation has
the form
z
d
dz
= (A + Bz), (37)
where A and B are the constant 4 × 4 matrices
A =
⎡
⎢⎣
0, −a, 0, 0
0, b, 0, 0
a¯, 0, −b¯, −a
0, a¯, 0, b − b¯
⎤
⎥⎦ , B =
⎡
⎢⎣
0, 0, 1, 0
−1, 1, 0, 1
0, 0, 1, 0
0, 0, −1, 0
⎤
⎥⎦ . (38)
Similar work to this is by Jódar and Córtes [15,16] who consider Frobenius solutions to the hyperge-
ometric differential equation with matrix arguments two of three of which commute. Also Barnett [2]
has considered the case where the matrices are all constant using Kronecker products. We look for the
Frobenius form of solution to our equations,
 =
∑
n
Cnzn, (39)
and obtain the simple result
(n − A) Cn = B Cn−1. (40)
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When n = r the right hand side is zero and the eigenvalue equation |A − r| = 0 plays the role of
the indicial equation, but now rather than the usual two exponent values for second order differential
equations, it gives four since our equation is effectively fourth order. We are looking for a solution whose
Cn are zero below the value of r and non-zero at r. Now Cr−1 = 0 implies that (r − A)Cr = 0. If s is a
value where |A − s| 	= 0 but Cs−1 = 0, then necessarily Cs = 0. Consequently if a solution is to start at
n= r we must have |A− r| = 0 and Cr must be the eigenvector of A− r with eigenvalue of zero so that
(r − A)Cr = 0. This condition agrees with that of Ref. [13].
Suppose now a case where the eigenvalues of A do not differ by an integer, then there are four distinct
starting points corresponding to each of the eigenvalues, r. We may solve the equation by successively
inverting n−A and never encountering another eigenvalue where the inverse of n−A is not deﬁned. The
norm of n−A, the absolute value of the largest eigenvalue in magnitude of n−A, will increase without
bound as does n and will thereby set the radius of convergence to inﬁnity.
The case where the eigenvalues differ by a positive integer may be viewed as limiting cases of the
general case. Below we sketch a description showing that the eigenvalues that are separated by integers
above the starting point do not stop the continuation of the solution unless an auxiliary condition is met;
furthermore, the Pochhammer matrix solutions in the case of pure multiple E+a support this conclusion
for polynomial solutions.
To use the Frobenius solutionwe need to be able to form the inverse ofA−n; fortunately the eigenvalues
and the left and right unnormalized eigenvectors ofA are simple, being (0, b, b−b¯,−b¯). Fromour previous
expression for q and its extension to the other matrix elements, we conclude that for b> b¯ the polynomial
solution we use starts at r = 0 and otherwise at r = b − b¯ and the terms of the polynomial may extend
beyond the other eigenvalues singularities for appropriate parameters, providing their rank space is not
depleted as described below.
⎡
⎢⎣
b
a
0
0
⎤
⎥⎦
T
,
⎡
⎢⎣
0
1
0
0
⎤
⎥⎦
T
,
⎡
⎢⎣
0
−a¯
0
b¯
⎤
⎥⎦
T
,
⎡
⎢⎣
−a¯b
aa¯
bb¯
ab¯
⎤
⎥⎦
T
;
⎡
⎢⎣
b¯
0
a¯
0
⎤
⎥⎦ ,
⎡
⎢⎣
−ab¯
b¯b
−ab¯
a¯b
⎤
⎥⎦ ,
⎡
⎢⎣
0
0
−a
b
⎤
⎥⎦ ,
⎡
⎢⎣
0
0
1
0
⎤
⎥⎦ . (41)
An example is instructive here. Suppose we start at the Bessel origin, a= 12 , b=1 whereM=ez/2I0(z/2)
and end up at a¯ = 3/2, b¯ = 5. Using the Pochhammer matrix, or the lattice polynomial matrices we ﬁnd
T = (1/2,−1/2, 0, 0)z−1 + (7/4,−2,−3/4, 3/4)z−2 + (3,−6,−9/2, 3)z−3
+ (0, 0,−12, 24)z−4. (42)
Here C−4 is the null space of −4 − A, i.e. the eigenvector of A corresponding to an eigenvalue of
−4. The chain of equations 0 = (−4 − A) C−4, C−3 = (−3 − A)−1B C−4, C−2 = (−2 − A)−1B C−3,C−1=(−1−A)−1B C−2 ends atB C−1=0. The latter equation comes as no surprise because we know the
polynomialsmust terminate, but it does pose an interesting question about thesematrices.A simpliﬁcation
arises because the matrix BQB projects Q on to the rank space of B because the eigenvalues of the rank
space of B have squares of unity. How is it that B that has a two dimensional null space is able to nullify
the vector C−1? Is the whole chain cooperating to bring this action about? We have for this example:
B(−1 − A)−1B(−2 − A)−1B(−3 − A)−1B = 0 and this equation does not hold if either the ﬁrst or the
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last B is removed. It does not hold if A is replaced by a matrix with unity for all elements. It does hold if
(−2 − A)−1 is removed along with a neighboring B.
The mapping from the rank space of B to the rank space of B can be visualized as the mapping of a
square onto a parallelogram that may involve rotation but not translation. What apparently is happening
is that at either end of the chain, the square is mapped to a line and overall the square is mapped into a
point. We can show that only at n = a − a¯ and n = b − b¯ − (a − a¯) is there a mapping taking a square
into a line when A − n is not singular. This occurs here when the quadratic term in the characteristic
polynomial of the matrix B(A − n)−1B vanishes as under either of these conditions.
A complete solution to the integer-separated indices case of the indicial equation is given by Ince [13]
where powers of (log z)n may occur when n + 1 indices are congruent to each other modulo 1. The
cause of the presence of the log term is a coalescence of solutions similar to that which gives rise to
log terms at the origin in the well-known case of modiﬁed Bessel functions. Suppose that there are two
indices m and n that are congruent to each other modulo 1. Then the solution to the perturbed case of
two indices m and n +  with n>m can be written for the solution beginning at m as a(z) + b(z, )/.
If b(z, 0) 	= 0 then the solution beginning at n is b(z, 0). Then when  → 0 the perturbed solution
must be renormalized by multiplying by  and the two solutions are equivalent in that limit. A new linear
combination of the two solutions is also a solution. This is a(z)+[b(z, )− b(z, 0)]/ and in the limit
it becomes a(z) + b(z, )/ that contains a log(z) term. At this point the solution stream has four
components one of which possibly has a log(z) term.
6.1. An independent coalescence
An independent coalescence expresses the idea that two functions that are independent for a range of
values of a parameter excluding zero (that is a limit point) still give rise to two independent functions
in the limit in which the two functions become identical at a parameter value of zero. An independent
coalescence with respect to a parameter set  = {i}, i = 1, 2, . . . ,M , is deﬁned for a set of functions
fj (z, i), j=0, 1, 2, . . . , N,NM, i=1, 2, . . . ,M . The functionmapping of f is deﬁned over a compact
subset of the ﬁeld, F, onto a compact ﬁeld, G, except for points of measure zero with properties speciﬁed
below. The complex numbers C¯ we use here are those in the plane that include the limit point of inﬁnity,
or equivalently the stereographic representation of those complex numbers on a sphere. We take for our
application F = G = C¯. We explicitly remove those points of F that correspond to any singularities of
the differential equation. The parameters j we take to be complex and are derived from ordered sets of
eigenvalues with members that differ by a positive integer. A parameter is deﬁned for each non-lowest
element in the set relative to the lowest eigenvalue there.
Then an independent coalescence of f with respect to  is a set of functions g(x) = gj (x), j =
0, 1, 2, . . . , N with the following properties: (1) the Jacobian of g, theN ×N determinant, |dkgj (z)/dzk|
is non-zero (2) there exists an N × N matrix on GN2 , T (), independent of z, such that
lim
→0
T () f (z,) = g(z). (43)
The derivation of Ince is consistent with noting that an independent coalescence of {z, z+} is
{z, log(z)z}, and that one of {1, log(z), z} is {1, log(z), (log(z))2}, etc. These are generated by
taking the ﬁrst or second derivative with respect to the small parameter  and then setting  to zero.
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6.2. The generalized matrix double conﬂuent Heun equation
If we take the two column vectors of  and stack the ﬁrst over the second to get the full column vector
and rewrite differential equation we have
z
d
dz
⎡
⎢⎣
11
21
12
22
⎤
⎥⎦=
⎡
⎢⎣
G11 + F11 G12 F12 0
G21 G22 + F11 0 F12
F21 0 G11 + F22 G12
0 F21 G21 G22 + F22
⎤
⎥⎦
⎡
⎢⎣
11
21
12
22
⎤
⎥⎦ , (44)
or
z
d
dz
[ u
v
]
=
[
G − IF 11, −IF 12
−IF 21, G − IF 22
] [ u
v
]
=
[
, 
, 
] [ u
v
]
, (45)
where I is the 2 × 2 identity matrix and
u =
[
11
21
]
; v =
[
12
22
]
. (46)
This latter equation contains 2 × 2 matrices, , , ,  all of which commute with each other and are at
most linear in z. If we eliminate the variable u by writing −1(− )v= u, where = z(d/dz). We obtain
( − )−1( − )v = v, (47)
which when  is independent of z reduces to
( − )( − )v = v (48)
or
( − 1) − ( +  − 1) =  −  + z′. (49)
We note that the right hand side of Eq. (49) for some choices of , , ,  can be quadratic in z. One
may consider transforming these away using  →  + z that occurs for an exponential, ez, multiplier
of v. With the choice from our conﬂuent hypergeometric function problem, we have
 =
[
0 z
a¯ z − b¯
]
,  =
[−z 0
0 −z
]
,  =
[−a 0
0 −a
]
,  =
[
b − z z
a¯ b − b¯
]
. (50)
Now deﬁning p¯ and q¯ we have
p¯ =  +  − 1 =
[
b − 1 − z 2z
2a¯ b + z − 1 − 2b¯
]
,
q¯ =  −  + z′ =
[
z(a − a¯ − 1) (b¯ − b + 1)z
a¯(b¯ − b) (b¯ − b)(z − b¯)
]
, (51)
where p¯q¯ = q¯p¯, and p¯ and q¯ are at most linear in z. The differential equation now reads
z2
d2
dz2
v = p¯(z)z d
dz
v + q¯(z)v. (52)
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The general equation where p¯(z) and q¯(z) are any linear commuting 2 × 2 matrices has as a special
case, a limiting form of Heun’s Equation in the double conﬂuent limit [29]. In the case where p¯ and q¯
are diagonal, or p¯(z), q¯(z), p¯′(z), q¯ ′(z) form a commuting set then if the quadratic coefﬁcients in zp¯(z)
are the same or can transformed to be the same, a scalar function would satisfy the matrix equation with
a matrix argument. Heun’s equation in the double conﬂuent form is
Lz(p0, p1, q0, q1)v = z2 d
2
dz2
v − (p0 + p1z − z2) ddzv − (q0 + q1z)v = 0. (53)
7. Downwelling calculation and asymptotic series comparison
Here we apply the formalism to an integral that occurs in radiative transfer related to downwelling ﬂux
blocking by a parabolic proﬁle to be described elsewhere. The integral we wish is
J = 1
sin2
∫ /2
−/2
d
∫ ()
0
de− sin / =
∫ ∞
1
ds
e−s
s7/2
√
s − 1, (54)
where ()=sin [1−(2/)2]. The integral is done by direct integration inﬁrst followed by substitution
for s. The right hand side we recognize as 2e−U(3/2,−1, )/√ using HMF (13.2.6) which we can
convert to positive arguments as 22e−U(7/2, 3, )/√ using HMF (13.1.29). The evaluation by the
lattice polynomials gives U(7/2, 3, x) ∝ ex/2[(1/4)(2 + 1/x)K0(x) + (1 − 1/(2x) + x)(K0(x) −
K1(x))/2]/√. Utilizing the asymptotic form for U as x−7/2, we obtain U(7/2, 3, x) = 4ex/2[2x(2 +
x)K0(x/2)+ (1−2x −2x2)K1(x/2)]/(4x√), where K0 and K1 are modiﬁed Bessel functions deﬁned
by HMF (9.6.11). Other integrals of interest involving additional powers of  also can be evaluated by
these means.
7.1. Asymptotic series comparison
The asymptotic series for U(3/2,−1, x) can be developed using HMF (13.5.2). We ﬁnd that with 14
terms in the asymptotic series for x > 18 we can obtain an absolute error of a part in 6700. To increase
the precision requires going to an even larger value than x = 18. Roughly 64 terms are required in
the log-power/power series to reach that precision at x = 18 where U(3/2,−1, 18) = 0.0101632. That
contrasts strongly with the requirements for the asymptotic expansions of K0 and K1 that achieve two
parts in 107 for the asymptotic series for x/2> 2 with seven terms and better than that with the power
series of seven terms plus an initial log function multiplied by its corresponding modiﬁed Bessel function,
see HMF (9.8). Part of the better convergence may be associated with the exponential multiplier in the
K0 and K1 asymptotic expressions. Because of poor asymptotic convergence, Slater computed values
for M utilized converging factors originally developed for parabolic cylinder functions [27]. The lattice
polynomial method avoids the need to undertake that procedure.
8. Conclusion
We have shown how to construct Pochhammer matrix products to represent the lattice polynomials that
connect various pairs of conﬂuent hypergeometric functions located on a common lattice. These same
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polynomials are an orthogonal set when taken with respect to a 2 × 2 matrix weight function. Not only
do we have the closed Pochhammer product form for these polynomials but also another known direct
representation arising from the solution of difference equations that are identical for all solutions of the
Kummer differential equation. They obey differential equations of a very simple form with commuting
matrices for coefﬁcients and in other forms with non-commuting matrices. The Frobenius form is case
where we have the direct solution, and it sheds light on how to solve such problems in general when
the matrices involved are singular. These differential equations generalize a form of Heun’s equation in
the doubly conﬂuent form. An added beneﬁt of these Pochhammer matrix forms for representation of a
solution is that they use considerably fewer terms than a conventional power series/asymptotic solution
in a modiﬁed Bessel-function case.
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