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We prove some new properties of delity (transition prob-
ability) and concurrence, the latter dened by a straightfor-
ward extension of Wootters’ notation. Choose a conjugation
and consider the dependence of delity or of concurrence on
conjugated pairs of density operator. These functions turn
out to be concave or convex roofs. Optimal decompositions
are constructed. Some applications to two- and tripartite sys-
tems illustrate the general theorems.
03.65.Bz, 89.70.+c
I. INTRODUCTION
In Physics antilinearity is well known from symmetries
with time reversal operations, from second quantization,
and from representation theory of groups and algebras.
Quantum information theory oers several new interest-
ing applications of antilinearity. In the present paper we
are concerned with one of them. Antilinear operators are
intrinsically non{local. They do not share the privilege
of linear operators [1] to allow execution in one part of a
bipartite system while "doing nothing" in the other one.
It seems, therefore, quite natural to use antilinear oper-
ators to describe or to estimate eects of entanglement.
Indeed, Hill and Wootters in [2] and Wootters in [3] used
a particular conjugation, the Hill{Wootters conjugation,
in order to get an explicit expression for the entangle-
ment of formation for two qubits. The entanglement of
formation concept is due to Bennett et all [4]. Also a
peculiar basis, the so-called magic basis, with which one
can dene the Hill-Wootters conjugation, is dened in
that important paper.
In the 2-qubit case the entanglement of forma-
tion is a function of just one other quantity, called
(pre)concurrence, [3]. As a matter of fact, entanglement
of formation is essentially more complex in higher dimen-
sions. However, concurrence can be not only dened in
higher dimensional Hilbert spaces and with any conjuga-
tion, it can be calculated and enjoys properties similar
to Wootters’ case. Moreover, the idea can be extended
to include another important quantity, the delity, the
square root of the transition probability [5].
Some assorted properties of delity, old and new ones,
are quoted in the next section. Fidelity and concurrence
between a state % and its conjugate ~% will be dened. The
main proofs are in sections 3 and 4. Section 5 reviews
and extends the notation of a roof, an interesting tool if
combined with convexity or concavity. The last section
contains some extensions and several applications.
Now I shortly call attention to some notations, con-
nected with antilinearity, to prepare what follows below.
Let ϑ be an antilinear operator acting on an Hilbert space
H. Its Hermitian conjugate, ϑ, is dened by the relation
hψ, ϑϕi = hϕ, ϑψi
for all ψ, ϕ 2 H. One checks (AB) = BA whether
none or one or both operators are antilinear. With a
complex number a and antilinear ϑ one gets (aϑ) =
ϑa = aϑ, i. e. the Hermitian conjugation is linear for
antilinear operators: The set of operators which are anti-
linearly Hermitian, ϑ = ϑ, is a linear space of dimension
d(d+1)/2 if dimH = d. Indeed, ϑ is Hermitian i hψ, ϑϕi
is symmetric. With respect to a basis the condition re-
stricts the o-diagonal entries only.
A conjugation, , is an antilinearly Hermitian opera-
tor satisfying 2 = 1. One calls ϑ antilinearly unitary
or simply anti-unitary i ϑ = ϑ−1. Thus, conjugations
are operators which are as well anti-unitary as Hermitian
ones. Well known examples are bosonic time reversal op-
erations.
A conjugation  distinguishes in H a real Hilbert sub-
space, HΘ, containing all -invariant vectors. No real
Hilbert subspace in H is properly larger than HΘ. There
is a one{to{one correspondence between maximal real
Hilbert subspaces and conjugations.
In a 1-qubit space, i. e. dimH = 2, a conjugation in-
duces a reflection of the Bloch sphere at a certain plane
through its center. Selecting the 1-2{plane, the plane
perpendicular to the 3-axis, as invariant plane, the eect




(x01 + x1σ1 + x2σ2 + x3σ3), (1)




(x01 + x1σ1 + x2σ2 − x3σ3). (2)
As a building block for conjugations we also need anti--
unitaries satisfying θ2 = −1. For the purpose of the
present paper I call them fermionic conjugations, for im-
portant examples are fermionic time reversal operations.
A fermionic conjugation, θ, allows for a representation
θψ2j = ψ2j−1, θψ2j−1 = −ψ2j , (3)
1  j  n, with a certain basis, ψ1, ψ2, . . ., called a θ{
basis. Hence H is even dimensional and decomposes into
a direct sum of 2-dimensional, θ{invariant Hilbert sub-
spaces. Of course, any basis of H can serve as a θ{basis
for a certain fermionc conjugation θ. The direct product
1
of an even number of fermionic conjugations and of an
arbitrary number of conjugations is a conjugation.
In 1-qubit spaces there is up to a phase just one fermionic
conjugation θ. On the state space it induces the well
known spin flip. Remark that θ⊗ θ is the Hill{Wootters
conjugation of a 2-qubit space if θ denotes fermionic con-
jugations in its two 1-qubit parties.
Given a conjugation and a state vector, ψ, we shall
consider the absolute value of the transition amplitude
between ψ and ψ, or, what is the same, the square
root of the transition probability between them. The
quantity in question, jhψ,ψij, is well dened for pure
states. The problem addressed in the paper is to ex-
tend it to all states in a canonical way. In other words,
we look for functions on the state space which are com-
pletely determined by their pure state behaviour. This
can be convincingly done by relying on the convex nature
of the set of all density operators (states) which reflects
the process of performing Gibbsian mixtures: There is
one and only one largest convex function coinciding at
pure states with jhψ,ψij, and, following Wootters, I
call it {concurrence. And there is exactly one smallest
concave function within all functions which are concave
extensions from the chosen values for pure states to all
density operators. That function I call {delity.
II. FIDELITY AND CONCURRENCE
Let % and ω be two density operators in an Hilbert
space H. Their transition probability is denoted by
P (%, ω), their delity, the square root of the transition
probability, is called F (%, ω), see [5].
For any two vectors, ϕ, ψ 2 H ⊗ Ha, which reduce to %
and ω, the transition amplitude is bounded from above
by the delity, jhϕ, ψij  F (%, ω). Indeed, F (%, ω) is the
least number which fullls this condition. In other words,
a suitably chosen von Neumann measurement in an up-
per system can cause a transition % 7! ω with probability
P (%, ω). A larger transition probability, however, is not
possible. As is well known,√





The concavity properties of the delity are best seen from








where X runs through all positive and invertible opera-
tors X . (5) is a particular case of a theorem [6] valid for
W{algebras. It sharpens another general inequality, [7].
Often it is useful, and even necessary, to extend the
scheme to all positive trace{class operators. The simple
scaling properties of P , F , and related quantities make
this is an easy task. Of course, the physical interpreta-
tion of P as a probability is bound to normalized density
operators.
Let  be a conjugation in an Hilbert space H and
abbreviate ~% := %. It is evident from (5) that
FΘ(%) := F (%, ~%) (6)
is concave in %, [8]. (6) will be called {delity of %.
For invertible density operators the inmum in (5) is at-




tr Y %, Y = Y −1 > 0 (7)
There is a nice geometrical meaning of (6). The expres-
sion
√
(tr%− FΘ(%))/2 is the Bures distance between %
and the set of {invariant (not necessarily normalized)
density operators.
It suces to prove the assertion for invertible %. Then
there is exactly one shortest Bures geodesic arc [9] con-
necting % and ~%. The uniqueness of the arc guarantees
its invariance against . Hence its middle point is an in-
variant density operator the Bures distance of which to %
is half the distance between % and ~%. The latter is given
by the expression above. There cannot be an invariant ω
with shorter Bures distance because then a contradiction
to our assumption about the short geodesic arc appears.
In order to introduce the (pre)concurrence [4] and [3]









Having in mind Wootters’ explicit expression for the en-
tanglement of formation it is tempting to dene for any
two (unnormalized) density operators the function




and to call it concurrence of % and ω. There is an obvious
relation between delity and concurrence: If we add them
we get twice the largest eigenvalue of (8) if the latter is
large enough. The largest eigenvalue of a positive opera-












C(%, ω) = maxf0, 2 k pωp% k1 −F (%, ω)g (10)
Another useful relation can be obtained if the rank of %ω
does not exceed two. Adding P = F 2 to C2 the cross
terms in the two non-vanishing eigenvalues cancel. But
the sum of the squared eigenvalues (8) is equal to the
trace of %ω. Hence
C(%, ω)2 + F (%, ω)2 = 2Tr(%ω) if rank (%ω)  2 (11)
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Finally, given a conjugation , we call {congruence of
% the concurrence between % and its conjugate ~%,
CΘ(%) := C(%, ~%), ~% = % (12)
In contrast to the higher dimensional cases it is plain
to get explicit expressions if dimH = 2. With % given by
(1) and a conjugation acting as in (2) one obtains
FΘ(%) =
√
x20 − x23, CΘ(%) =
√
x21 + x22,
As functions on the Bloch ball, x0 = 1, x21 + x22 + x23  1,
the rst one remains constant on the planes x3 = a, the
second one does so along the lines x1 = b, x2 = c. This
evidently shows their roof property, see [10] and section
4 below.
Indeed, the next issue is to prove: FΘ is a concave and
CΘ is a convex roof for every conjugation  in every
nite dimensional Hilbert space. For the time being the
nite dimensionality of the Hilbert space is essential due
to some unexamined mathematical problems in the case
of innite dimensions. Thus, in all what follows, dimH =
d <1.
III. PROPERTIES OF –FIDELITY AND
–CONCURRENCE
In this section we derive some implications from and
start proving of







where the min and max has to run through all ensembles





The proof of the theorem will terminate in the next
section. Up to that point we consider (13) as a deni-
tion of its left-hand-sides, and we shall draw conclusions
without using (6) and (12) of the preceding section.
Consider rst the case % = jψihψj. Clearly, every de-
composition (14) is gained by φk = akψ with numbers ak
satisfying
∑ jakj2 = 1. Hence
CΘ(jψihψj) = FΘ(jψihψj) = jhψjjψij (15)
A simple consequence of (13) is homogeneity. For positive
reals
CΘ(µ%) = µCΘ(%), FΘ(µ%) = µFΘ(%), 8µ  0 (16)
Being in nite dimension the minimum (maximum) in
(13) will be attained by certain decompositions (14).
They are called optimal decompositions.
Choosing optimal decompositions for CΘ(%) and CΘ(ω),
their union is a decomposition for CΘ(%+ω), though not
necessarily an optimal one. Hence CΘ(%) + CΘ(ω) is an
upper bound for CΘ(% + ω). Similar reasoning can be
done for the {delity. Thus
CΘ(%+ ω)  CΘ(%) + CΘ(ω)
FΘ(%+ ω)  FΘ(%) + FΘ(ω) (17)
showing subadditivity of {concurrence and superaddi-
tivity of {delity. Because of its homogeneity (16) we
conclude:
CΘ is convex, FΘ is concave.
Now we can go a step further, again without using
arguments from the preceding section. Let Ω be the state
space, i. e. the convex set of normalized density operators.
If % is in this set, a decomposition (14) can be rewritten






Assuming now that our decomposition (18) is optimal




This, together with its convexity, is already enough to
show that CΘ is ane on the convex subset of Ω gener-
ated by the pure states pik which constitute the optimal
decomposition in question. This is due to [11]. A variant
of the proof will be given in section 4. Here we conclude
as following [10]. Let C 0 be another convex function on







But for a decomposition which is optimal for the {
concurrence the right hand sides coincides with CΘ(%).
A similar proof is for FΘ. It results
Theorem 2 : CΘ is the largest convex function and
FΘ is the smallest concave function on the state space
coinciding with jhψjjψij at the pure states.
To show that the right hand sides of (13) coincide with
the denitions used in section 2, optimal decompositions
will be gained in the next section.
IV. OPTIMAL DECOMPOSITIONS
In building optimal decompositions for our {delity
and {concurrence the properties of antilinear operators
play a decisive role. Fix a density operator % and dene







Obviously, ϑ = ϑ is antilinear. But ϑ2 is linear and a
positive Hermitian operator. Hence there is a conjuga-
tion, 0, depending on %, with which the polar decom-














ϑ2ψk = λkψk, 0ψk = ψk (21)
with ordered eigenvalues λ1, λ2, . . ..
The vectors constituting an optimal decomposition will
be obtained by the help of real Hadamard matrices. They












for m = 2, 4, 8, . . .. Let us denote by aki the matrix




akiakj = mδij , a1j = 1 8j (23)
The number m is adjusted to the dimension d of H by
m = 2n+1, 2n < dimH  2n+1 (24)
With an arbitrary selection of d unimodular numbers





akiiψi, k = 12, . . . ,m (25)
By the help of (25) and (23) it is straightforward to prove











The remarkable deviation from most uses of Hadamard
matrices is in the appearance of the phase factors pro-
duced by the antilinearity of ϑ. By varying the j in the
second equation arbitrarily, the absolute values of the










The maximum is reached for j = 1 for all j. With this
choice the vectors (25) are denoted by ϕ+k .
To get the lower bound in (27) we follow [3] in setting
1 = 1 and j = i for j > 1 if λ1 is not smaller than
the sum of the remaining lambdas. Otherwise we have
to choose the phase factor appropriately to reach zero in
(27), which is possible but needs some numerical eorts
depending on the values λj . In either case, with a suit-
able choice, we denote the vectors (25) by ϕ−k . From the







%ϕ+k , k = 1, . . . ,m (28)
as an ansatz for (14) saturates the min and the max of
(13) respectively. This proves theorem 1. Indeed, we
know something more:
Corollary 3 : Let dimH = d and 2n < d  2n+1.
For every % there exist optimal decompositions for the
{concurrence the length of which does not exceed 2n+1.
The same is true for the {delity.
See also [12] for the optimal length problem.
V. ROOFS
Denote by Ω the set of all normalized density opera-
tors on a nite dimensional Hilbert space. Ω is a compact
convex set of nite dimensions. The set Ωpure of its ex-
tremal points, i. e. the set of pure density operators, is
again compact.
A convex subset Ω0 of Ω will be called a convex leaf of
Ω i
Ω0 = convex hull of Ω0 \ Ωpure (29)
A convex foliation of Ω is a (not necessarily disjunct)




Ωx, x 2 X (30)
where X is an index set.
Let G = G(%) be a function on Ω. G is called a roof over
Ω if there is a convex foliation (30) such that the graph
of G is flat on every of its leaves: For every x 2 X it
follows from
pi1, pi2, . . . 2 Ω0 \ Ωpure (31)






That is, G is ane on every leaf. (32) is called an optimal
decomposition and the set Ω0 \ Ωpure an optimal set of
pure density operators (or of extremal points).
The merits of the roof concept come about if it is com-
bined with the convexity (concavity) of a function, [13].





pjpij , pk 6= 0 (33)
into pure density operators pi1, pi2, . . ..





is valid then G is ane on the convex hull of pi1, pi2, . . ..
Proof: Assume G is convex. There is an ane function
l satisfying l(%) = G(%) and, on Ω, G  l. With any








But convexity of G enforces equality. This simple argu-
ment already proves the lemma. Because −G is concave
if G is convex, the lemma remains true for concave func-
tions. Another proof has been given in [11].
As an application we learn from the optimal decomposi-
tions of the preceding section:
Corollary 4 : The {concurrence (respectively the
{delity) allows for a convex foliation such that CΘ (re-
spectively FΘ) is constant over every of its leaves.
As an immediate consequence, f(CΘ) and f(FΘ) are
roofs on Ω for any function f(x) dened on the unit inter-
val. In general the roofs so obtained cease to be convex or
concave. But there are some text book rules giving crite-
ria for a function of a convex function to be again convex.
Easily obtainable examples are: Cs with real 1 < s is a
convex roof, F s with 0 < s < 1 is a concave roof. A less
trivial example of a convex and monotonously increasing
function,








where s(y) abbreviates −y ln y, has been used in [2] and
[3] to get an expression for the entanglement of formation,
[4]. Indeed, the convex roof
EΘ(%) = E(CΘ(%)) (36)
is the entanglement of formation provided our Hilbert
space is 4-dimensional and  is the Hill{Wootters conju-
gation. In some other cases EΘ is a bound from below
for the entanglement of formation. (See next section.)
Returning shortly to the general case [10], we summa-
rize as following:
Lemma R-2 : Let g = g(pi) be a real and continuous
function on the set of pure states.
a) There is exactly one convex roof G− and exactly one
concave roof G+ on Ω which coincides on Ωpure with g.
b) G+ is the smallest concave function and G− is the









where the variations have to run through all convex de-
compositions of % with pure states.
The same reasoning that proves theorem 2 is valid here.
It is combined with lemma R-1 above. The continuity of
g guarantees the existence of optimal decompositions.
Denote by gmin (respectively gmax) the minimal (re-
spectively maximal) value of g. A crude estimate is
gmin  G  gmax. From convexity of G− follows:
The set of all ω satisfying G−(ω) = gmin is an optimal
convex leaf of G−.
Similar one gets:
The set of all ω satisfying G+(ω) = gmax is an optimal
convex leaf of G+.
Returning to the {delity and to the -concurrence,
g is equal to the absolute value of hψjjψi, and g varies
between 0 and 1. Hence FΘ = 1 denes an optimal con-
vex leaf for FΘ, while CΘ = 0 determines an optimal
convex leaf for CΘ. In a 2-qubit-system with the conju-
gation at the magic basis, FΘ = 1 is the equation for the
convex hull of the maximally entangled pure states, [14],
while, as known from [4], CΘ(ω) = 0 if and only if ω is
separable, i. e. classically correlated only, [15], [16].
VI. SOME COMMENTS AND CONCLUSIONS.
A) Let us start by asking whether more general anti-
linear operations are meaningful in (6) and (12). Going





% is Hermitian. In this case one
proves by literally the same reasoning:
Theorem 5 : Let ϑ be antilinear and ϑ = ϑ. Then
Fϑ := F (%, ϑ%ϑ), Cϑ := C(%, ϑ%ϑ)
is a concave respectively a convex roof. Theorem 1 and
Corollaries 3 and 4 remain valid for them.
B) To give an example we dene an antilinear operator
by
ϑj0i = aj1i+ bj0i, ϑj1i = bj1i+ aj0i,
a and b real, in a 2-dimensional Hilbert space. It follows
ϑ2 = (a2 + b2)1 + 2abσ1
ϑσ1ϑ = 2ab1 + (a2 + b2)σ1
ϑσ2ϑ = (a2 − b2)σ2
ϑσ3ϑ = (b2 − a2)σ3
5
From these relations one reads o the transform ~% if %
is represented by (1). With their aid one gets det ~% =
ja2 − b2j2 det % and
2Tr%~% = (ax0 + bx1)2 + (bx0 + ax1)2 + (a2− b2)(x22 − x23)
In two dimensions one knows explicit expressions for the
transition probability (delity), [17]. For the present pur-
pose an adequate one reads
P (%, ω) = Tr%ω + 2
√
det % detω (37)
We obtain for P (%, ~%), the squared ϑ{delity
Fϑ(%)2 = (ax0 + bx1)2 + (b2 − a2)x23 if a2  b2
Fϑ(%)2 = (bx0 + ax1)2 + (a2 − b2)x22 if b2  a2
By (11) and (37)
C(%, ω)2 = Tr%ω − 2
√
det % detω (38)
is valid in 2-dimensional Hilbert spaces. Hence we obtain
for the squared ϑ{concurrence:
Cϑ(%)2 = (bx0 + ax1)2 + (a2 − b2)x22 if a2  b2
Cϑ(%)2 = (ax0 + bx1)2 + (b2 − a2)x23 if b2  a2
C) In a 2-qubit system a density operator is separable
if and only if its concurrence vanishes. Could one sup-
pose similar statements in a higher dimensional or in a
multi-qubit system? Certainly not with just one func-
tional. But with suciently many, perhaps it works.
To do so, consider a direct product H = Ha ⊗ Hb of
two even{dimensional Hilbert spaces, and distinguish a
special class, F , of conjugations:  2 F if the conjuga-
tion can be written as the product  = θa ⊗ θb of two
fermionic conjugations.
It is plain that hψjjψi = 0 if ψ is a product vector.
Thus CΘ(pi) = 0 for every pure product state and for
every  2 F . But, as seen at the end of the preceding
section, the equation CΘ(%) = 0 denes a convex leaf,
i. e. CΘ vanishes for all separable density operators.
Consider now an arbitrary unit vector ψ 2 H, and assume






j ⊗ φbj , α1  α2  . . . (39)
to dene a fermionic conjugations in the two parts of our
bipartite system. θa is dened by requiring φa1 , φa2 , . . . to
be a θa{basis. In Hb we complete, if necessary, the φbj
vectors to a basis which then is used as a the dening θb{
basis for θb. After these preparations we consider  =






The sum on the right-hand-side can vanish only if all the
Schmidt coecients αj vanish with the exception of the
largest one. For a pure pi it follows: CΘ(pi) = 0 for all
 2 F if and only if pi is separable.
The set f% jCΘ(%) = 0g is a convex leaf of CΘ which
contains all separable density operators. The intersection
Ωc := \f% jCΘ(%) = 0g,  2 F (41)
is a convex set which contains a pure density operator pi
if and only if it is separable. Generally, not all extremal
points of Ωc will be pure and, therefore, it will contain
density operators which are not separable. Is there a
case, apart from the 2-qubit one, with all elements of Ωc
separable? It seems unlikely.
However, if there is a conjugation  with CΘ(%) > 0, we
denitely know % cannot be separable.
D) Assume now that one factor of a bipartite Hilbert
space H = Ha ⊗ Hb, say Ha, is 2-dimensional. In that
case we can use (40) to establish
2
√
det ρ = sup
Θ
jhψ,ψij,  2 F , (42)
ρ denotes the partial trace of jψihψij over the second







In this inequality E(ω) denotes the entanglement of for-
mation of a density operator ω. EΘ and E are explained
by (35) and (36). Indeed, the right hand side of (43) is
convex as a sup of convex functions. By (42) they coin-
cide for pure states. But the entanglement of formation
is a convex roof by its denition, see [4] and point c) of
lemma R-2. Hence the left hand side is the largest pos-
sible convex function with the described values for pure
states.
E) Now we try a similar procedure as in C) above
for a 3-qubit-system. Up to a phase factor there is only
one fermionic conjugation, θ, in a 2-dimensional Hilbert
space. Fix the phase by θj0i = j1i, θj1i = −j0i. Every
conjugation in dimension two is of the form Uθ with uni-
tary U .
Let H be the direct product of three 2-dimensional
Hilbert spaces. Consider the conjugations
Uθ ⊗ θ ⊗ θ, θ ⊗ Uθ ⊗ θ, θ ⊗ θ ⊗ Uθ (44)
Let ψ 2 H and  from this set. Then hψjjψi is zero
if ψ is a product vector. A separable % allows for a con-
vex decomposition with product states by denition. For
CΘ = 0 determines a convex leave, CΘ(%) has to vanish.
Turn now to the reverse and let be pi a pure states with
CΘ(pi) = 0 for some conjugations listed in (44). The
manifold of pure product states is 8{dimensional. We
shall prove that eight equations CΘ = 0 with conjuga-
tions from (44) are sucient to decide whether ψ is a
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product state or not.
This goes as follows. Write ψ as a sum j0ijϕ0i+ j1ijϕ1i
and start by the rst set of conjugations listed in (44).
We have to solve the equations
0 = hψjψi =
∑
hijUθjjihϕij ~ϕji
The tilde abbreviates the Hill{Wootters conjugation θ⊗θ.
With unitaries of the form U jji = j jji we see that ϕk
is orthogonal to ~ϕk. Hence ϕk is a product vector. To
come to this conclusion, we need two diagonal unitaries.
Next, with U equal to either σ1 or σ2, we see that ϕ0
is orthogonal to ~ϕ1. Because both are product vectors,
either the rst or the second one of their constituents has
to be orthogonal one to another. Hence, after checking
CΘ = 0 with 4 conjugations from our list, we arrive, up
to a local unitary, at one of two possibilities:
j0ijφij0i+ j1ijφ0ij1i, j0ij0ijφi+ j1ij1ijφ0i
Choosing now a conjugation from the second group of
(44) yields hφjUθjφ0i = 0. We need just two of them to
see that either φ = 0 or φ0 = 0 has to take place, provided
φ is located at the second position in the direct product.
To cover also the case with φ in the third position, we
need two conjugations from the third group.
Let pi be a pure state of a 3-qubit system. There are 8
conjugations of the form (44) such that pi is a product
state if and only if Cθ(pi) = 0 is valid for all of them.
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