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The emergence of commercial space, the growing use of space by universities and emerging
countries, as well as the adoption of reduced-cost missions by national space agencies have
boosted the use of small satellites with a wide range of innovative concepts and in some cases
ambitious plans ranging from Earth orbit to deep space missions. Small satellite missions
are characterized by a fast development process and low cost, in order to provide service
for the end-users, whether commercial or non-commercial. These characteristics impose
constraints on the small satellite manufacturers and developers to follow a different path
from the traditional space design, development and operation phases. One such difference
relies on the use of commercial-off-the-shelf (COTS) parts, especially for the electrical,
electronic, and electro-mechanical (EEE) components, as well as new materials that are
used to build the different satellite subsystems. The use of COTS combined with a reduced
lifetime of the missions and the increased in launch opportunities has enabled the growing
of a commercial industry market that is predicted to reach $37 000 million USD by the
year 2027. On the other hand, independently of the design strategy approach (traditional
space or new space), all spacecraft have to be able to survive the launching environment and
the natural space environment. For the last one, the space weather as the study field of the
Sun-Earth environment its effects are also considered as one of the main hazards to modern
human technology, which can affect assets located through all the Earth’s magnetosphere
and on the plant’s surface. Therefore, space weather is important from the basic science
perspective and from the pragmatic point of view as it impacts human society. For artificial
satellites operating in space, the technologies involved in their systems are constantly exposed
to energetic particles mainly from the solar origin and from the galaxy. As small satellites
facilitate the use of new technologies on-board, the adoption of a different strategy for
the assessment, testing, and validation of new devices, materials and architectures is a
fundamental step towards a mission to be successful. In this context, the present thesis
addresses a methodology for in-flight testing and evaluation from direct measurements of
the charged particles environment inside a small satellite. The case of study is based on the
development and operation of the Ten-Koh satellite, where the orbit, satellite size and its
x
structure made of composite materials represent a good opportunity for validation. As a
means of achieving the research aims, the following studies have been done:
• Study comparison of the different design strategies implemented by traditional satellite
development and small satellite development.
• Environmental models prediction variability and its impact on the satellite mission and
systems design.
• Design of an experiment for measuring the charged particles environment inside a
micro-satellite in a Sun-synchronous orbit.
• Preparation and operation of the high-energy electrons and charged particles main
mission on-board the Ten-Koh satellite to perform measurements in orbit.
• Processing of the received mission data from the Ten-Koh CPD payload.
• Results interpretation from the Liulin detector.
The results are presented together with an evaluation of the space weather effects that the
Ten-Koh satellite experienced in orbit.
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Thesis organization
The present work is organized in the following chapters sequence:
• Chapter 1: describes the introduction, the context and scope, the motivation, and
contribution of the thesis work. Preliminary results from CPD payload experiment.
• Chapter 2: includes an overview of the space weather interactions with satellite
technologies and the different radiation effects such as the total ionizing dose, single
event effects, and internal charging and discharging. Surface charging is mentioned but
is not deeply included in this thesis because the focus is on medium and high-energy
charged particles effects.
• Chapter 3: presents a comparison in the designing of satellite technologies between
big satellites and small satellites. A focus on the selection of parts and components is
addressed including the strategies implemented for testing, protection, and mitigation
of charged particles effects.
• Chapter 4: presents the adoption of COTS parts and components with no space-
grade in satellite systems, including their challenges and the comparison of ground
testing versus on-orbit testing. The radiation levels and their effects inside the Ten-Koh
satellite are presented for the case of the OBC microcontroller, together with the overall
consequences for the satellite operation.
• Chapter 5: presents the history of operations and the failures that occurred during
the operation of the Ten-Koh satellite. The failure correlation with the space weather
parameters is in detail analyzed. The link between the satellite design, the failures, and
the space weather conditions are presented. Then a scheme for the improvement in the
adoption of new technologies in small satellites is presented.
• Chapter 6: summarizes the results and provide the conclusions obtained from the
present work. The scope is reviewed and the future work and recommendations from
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1.1 Space environment and small satellites
Space radiation affects satellites by introducing anomalies such as single event effects
(SEE), component degradation due to ionizing radiation dose, and surface and internal
charging. Understanding the radiation environment is, therefore, important in order to design
satellites that can withstand the possible anomalies (Fajardo et al., 2019). The sources of
space radiation include galactic cosmic rays (GCR), solar energetic particle (SEP) events,
high energy particles trapped in the Earth’s magnetic field and the continuous radiation
background. In addition, the low-Earth orbit (LEO) region where most satellites reside is
subject to unknown mechanisms that provide it with unpredictable energy variability in the
spectra of particles (Chen et al., 2012; Sihver et al., 2016). This variability is particularly
poorly understood for electrons, which can appear with energies higher than expected.
The consequences of the presence of high-energy electrons, protons and ions for space-
craft developers vary depending on each mission design, epoch and class. The spacecraft
design should account for the effects of ionizing radiation, as well as charging and discharg-
ing effects on satellite materials. For manned missions, mission duration (Cucinotta et al.,
2018; Miyake et al., 2017) and the associated life support systems need to be tuned to account
for this unpredictability of particle populations.
Whiting the last 10 years, different missions have been launched to explore the near-
Earth region in order to provide direct measurements of charged particles, plasma, and
the magnetosphere conditions. The Van Allen Probes (RBSP) (Kirby et al., 2012; Stratton
et al., 2013), THEMIS Angelopoulos (2008), MMS (Sharma and Curtis, 2005) from NASA,
JAXA’s ERG (ARASE) satellite (Nakamura et al., 2018), Proba-2 (Santandrea et al., 2013)
and Swarm (Nils Olsen, 2018) from ESA, have been launched into specific orbits to study
space radiation around the Earth (Xapsos et al., 2013). Additionally to the mentioned missions
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with launch masses of hundreds of kilograms, dedicated small satellites offer an important
complement to the measurements because they enable a wider, more comprehensive view
of the space environment thanks to their reduced development time and cost. This class
of satellites leverages commercial off-the-shelf (COTS) components to bring cost and time
savings at the expense of an increased risk of failure. The small-satellite Ten-Koh has been
developed to demonstrate the feasibility of providing space environment measurements with
such low-cost platforms, as well as to provide readily usable data.
The present work provides a comprehensive overview of the space weather effects on
spacecraft technologies with a focus on small satellites. The Ten-Koh satellite mission is used
as a case of study showing that small satellites are able to carry out science and technology
demonstrations experiments. The radiation environment inside the Ten-Koh satellite, failures,
and small satellite selection of parts is discussed showing the applicability of small, low-
cost satellites to improve the design and implementation of future small satellites that take
advantage of the COTS components.
1.2 Thesis scope
The thesis scope is to propose a design strategy and methodology for the fast and risk-
balanced adoption of COTS components in space applications, based on the understanding
of the new space technologies philosophy.
Improve the adoption of new technologies (COTS) in space applications is necessary
due to reliability and safety. As technology changes constantly and rapidly, it is becoming
difficult, expensive, and even riskier to keep the design of new space vehicles relying on static
standards while trying to solve all the know and unknown problems. This is most notorious
in the small satellite domain where limited budget and schedule are constant constraints for
designers, besides the availability of components and parts due to export control policies in
restricted technology resources.
The use of new technologies and Electric-Electronic-Electromechanical (EEE) COTS
components in space applications requires a proper methodology for their adoption. This is
not only important in designing for small satellites and other disruptive technologies such
as small rocket applications, but also in the "traditional space" where the sustainability (in
the long term) of the availability of components is demanding a change in the applicable
methodologies.
As new applications are being implemented faster in the small satellite domain, designers
take advantage of the new EEE COTS capabilities currently in the market for Earth-based
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applications, where the big mass production catalog of the consumer electronics offers
multiple choices for a single application.
1.3 Motivation
Space exploration has been characterized by attracting many people since it was born in
the late ’50s of the XX century, and in recent years, it had a boost with the emergence of
commercial space (new space), making space exploration a topic of constant discussion.
The trend is to make space open for more actors by the exploration and exploitation of its
resources. However, the way to achieve a real open use of space is through the implementation
of relevant and innovative missions. These new missions require a change in the design and
development approach as technology changes.
EEE components and new materials are vital to building space applications. As a
consequence, the provision of parts and components becomes a relevant link in the supply
chain in the future of the industry. The manufacturers of components follow a business
regime, which is driven by profitability (Friedlander, 2018), and due to fact that space
applications are a small fraction compared to the commercial business sector manufacturers
follow the commercial and dominant component market.
Additionally to the EEE parts and material case, the adoption of COTS components
represents a challenge due to the different obstacles for their massive adoption in different
space applications and scenarios. Small satellites and their typical applications in LEO
orbit, besides the short time and reduced capabilities, have been able to exploit different
applications for commercial purposes. However, extended mission in LEO, the necessity for
in-flight high-computing capabilities, demands highly-return scientific missions, and deep
space exploration based on small satellites requires the application of new design strategies
while keeping the advantage in the use of small satellites: fast delivery and low cost.
1.4 Contribution of the thesis
The present work has the following contributions:
• Identification of the deficiencies in small satellite design approaches
• Proposing a strategy that reduces the uncertainty in the estimation of space weather
effects on new small satellite technologies through testing in space
• The selection of components is presented based on quantitative data from testing in the
real space environment
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• Proposing a design strategy that can be updated constantly
• Identifying the scope of improvement by testing satellite technologies in a reduced
uncertainty environment to identify their failures and possible causes
Finally, the preliminary results from one of the main missions on-board the Ten-Koh
satellite are presented.
Chapter 2
Space weather and its interactions with
spacecraft systems
2.1 Space environment
The space environment is formed by different regions of natural and human-made origin
conditions surrounding the Sun-Earth space. Those are most common and convenient divided
in the following groups for their study:
1. Radiation environment (Dachev et al., 2011b)
(a) Solar Energetic Particles (SEP)
(b) Trapped radiation in the Earth magnetosphere
(c) Galactic Cosmic Rays (GCR)
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4. Micro meteoroid and space debris
The conditions and variability in the space environment are driven by the space weather,
and for the close-to-Earth space also by the human activity.
For the spacecraft design and applications concern, the effects from the space environment
are presented in figure 2.1.
Fig. 2.1 Space environment effects on spacecraft technology. Source (Xapsos, 2006).
For the present work, the space radiation effects are covered as these are the main source
of concern for the small satellite internal systems design. Reliable and cost effective designs
that can be implemented in small satellite technologies are possible if the space radiation
environment is appropriate and accurately modeled. The main radiation environment sources
and background are briefly presented for the convenience of the next sections.
2.1.1 Space weather
As presented by (Plainaki et al., 2016) and according with the US National Space Weather
Program (US-NSWP) the space weather is defined as "the conditions on the Sun and in the
solar wind, magnetosphere, ionosphere, and thermosphere that can influence the performance
and reliability of space-borne and ground-based technological systems and can endanger
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human life or health”.1 It is an increasing field of study due to the impact on the modern
technological society. At national and international level different nations incorporate space
weather activities into regulations at security level. At international level exist activities
such as the International Space Weather Initiative (ISWI, 2020), which "is a program of
international cooperation to advance space weather science by a combination of instrument
deployment, analysis and interpretation of space weather data from these instruments in
conjunction with other data, and the communication of the results to the public".2 Figure
2.2 shows the different types of effects produced by the space weather on modern human
infrastructure.
Fig. 2.2 Space weather effects on human infrastructure and technology. Source https:
//www.nasa.gov/mission_pages/rbsp/science/rbsp-spaceweather.html.
1From the US-NSWP website: http://www.spaceweathercenter.org/swop/NSWP/1.html
2From the website of the ISWI: https://www.unoosa.org/oosa/en/ourwork/psa/schedule/2019/
2019-iswi-workshop.html
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2.1.2 Space radiation
The main sources of space radiation are commonly divided in 2 groups: (1) the interplanetary
space where the Heliosphere controls the radiation environment in all the solar system and
Sun sphere of influence; (2) the magnetosphere of the Earth, composed by the geomagnetic
field and the trapped radiation belts regions.
2.1.3 Interplanetary space radiation
The interplanetary space radiation is dominated by the Sun (Ley et al., 2009) in the form
of the solar wind, and the Solar Energetic Particles (SEP) generated during solar activity
events known as solar particle events. Galactic Cosmic Rays (GCR) are another source of
space radiation that also contributes to the radiation environment in the Solar system with the
capability to reach the atmosphere and even the surface of our planet.
Solar wind
The solar corona, the most outer zone of the Sun (Balogh et al., 2008), turns into the solar
wind in the interplanetary space (Charles E. Swenberg, Gerda Horneck, 1993). The solar
wind consist of a hot plasma made mainly of electrons and protons that travel outward
the Sun following the Sun’s magnetic field lines (Gombosi, 1998). Disturbances from the
Sun produce waves that in turn create shocks and waves in the solar wind. The solar wind
dynamic pressure (Dendy, 1995) is provided by equation 2.1
P = mp ·n ·V 2sw = 1.6726×10−6 ·V 2sw (2.1)
Where P refers to the solar wind pressure (in nPa units), mp is the proton mass, n is the
proton density and V 2sw is the solar wind speed. The solar wind introduces energy into the
magnetosphere that is computed using the empirical formulation developed by (Akasofu,
1981a) in the form of equation 2.2 in units of Ergs/s
ε =V 2sw ·B2 ·F(θ) · l20 (2.2)
Where V 2sw refers to the solar wind speed, B is the interplanetary magnetic field (IMF),
F(θ) is a function of the angle θ(By/Bz) (the polar angle of the IMF vector projected onto the
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Y-Z plane (Akasofu, 1981b; Ebihara et al., 2019)), and I0 = 7Re denotes the linear dimension
of the cross-sectional area I20 of the magnetosphere (Belehaki and Tsagouri, 2001).
The solar wind has effects in the Earth magnetosphere by creating geomagnetic storms
(Russel, 1974), variations in the trapped radiation around the Earth, increasing in the drag of
satellites, and affecting the ionosphere.
SEP
Solar Energetic Particles (SEP) consist of eruption events formed mainly by protons and
heavy ions, with energies ranging from MeV to GeV. These events are difficult to forecast
and can be very energetic when a Coronal Mass Ejection (CME) accelerate the charged
particles released (Pelton, Joseph N, Allahdadi, 2015). An event can last from hours to days
(Cane and Lario, 2006). SEP and CME occurrence is associated with the number of Sun
spots, which in turn depend on the solar cycle.3
Besides the charged particles produced by SEP events, X-rays and γ-rays can be released
during SEP and CME events. The energetic charged particles and electromagnetic radi-
ation affect mainly spacecraft devices such as Charge Couple Devices (CCD), optic and
optoelectronic sensitive devices and semiconductor parts.
Figure 2.3 shows an artistic representation of a SEP and CME event and the time-varying
(modulation) Sun cycle.
GCR
Galactic Cosmic Rays are generated by energetic explosions such as the ones from super-nova
and accelerated by the galactic system (Kudo, 2018). GCRs are formed by heavy ions that
stripped off all their electrons and range from hydrogen to heavier nuclei such as iron. At the
Earth location, the trajectory of GCR is modified due to the presence of the galactic magnetic
field and the IMF, being the effect of the Sun (IMF) the one that dominates (the GCRs are
modulated by the Sun’s cycle and activity) (Miyake et al., 2017). Figure 2.4 shows the effects
of the modulation of GCR by the Sun.
The energy of GCR is estimated in the range of 107 to 1020 eV. The implication for
spacecraft designers are that GCR are not possible to shield so these represent a source of
single event effects (SEE) to spacecraft and airplanes, besides the deposited dose that affect,
human spaceflight and aircrews.
3The solar cycle is a well studied period where the Sun’s activity is marked by the number of spots in
its surface. It has an average duration of 11 years (about 7 years of maximum activity and about 4 years of
minimum activity), and a 22-year cycle when the polarity switches (Pellish, 2015).
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(a) SEP and CME event illustration. Source https://www.esa.int/ESA_Multimedia/Images/2003/
04/Coronal_mass_ejection_CME_blast_and_subsequent_impact_at_Earth.
(b) Solar cycles observed and predicted from 1913 to 2031. Source (Bhowmik and Nandy, 2018).
Fig. 2.3 SEP, CME events and solar cycle.
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(a) Solar wind velocity, heliospheric magnetic field (HEF) and heliospheric current
sheet (HCS). Source (Miyake et al., 2017).
(b) Time profile and energy differential flux of GCR protons. Source (Miyake et al.,
2017).
Fig. 2.4 Effects of the Sun activity on the GCR modulation arriving to the near Earth space.
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Depending on the position around the Earth (altitude and latitude) the flux of GCRs is
also affected by the Geo-magnetic field, setting a limit of the energy needed to penetrate at
different regions. This characteristic is known as the cutoff rigidity (Størmer, 1937) or Rc,




r2E [1+(1− sinε · sinξ · cos3λ )1/2]2
(2.3)
Where rE is the Earth’s radius, M is the Earth’s dipole moment (obtained as the result
of the product of the g01 term in the IGRF model, expressed in units of G, times the mean
radius of the Earth cubed, expressed in cm), λ is the geomagnetic latitude, ξ is the azimuthal
angle measured clockwise from the direction to the north magnetic pole, ε corresponds to
the angle measured from the zenith direction (where the zenith points from the center of the
dipole in the radial direction). Rc has units of GV. If equation 2.3 is normalized from the
dipole position to distance in Earth radii and a vertical Rc in GV, then the denominator from











If the coordinate value of the McIlwain parameter (L) is used instead of the geomagnetic
latitude. Due to the approximation used for the dipole field from the real geomagnetic field,
the constant value of 14.5, can vary between 14 and 16, approximately (Smart and Shea,
2005).
The rigidity concept defines the shielding effect of the geomagnetic field against charged
particles that can penetrate the magnetosphere. From equation 2.3 to 2.4 it can be seen that
in the poles, where the horizontal component (H) of the GEO field becomes zero, allows the
penetration of more of charged particles. On the other hand, at equatorial regions where the
H component of the GEO field has its maximum value, only particles with enough energy
will penetrate.
Figure 2.5 shows a geometric visualization of the rigidity shielding concept and different
cutoff rigidity at 800 Km around the Earth.
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(a) Rigidity concept. Adapted from (Smart and Shea, 2005) .
(b) Cutoff rigidity at 800 km altitude. Source (Koga, 2017).
Fig. 2.5 Effects of the Sun activity on the GCR modulation arriving to the near Earth space.
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2.1.4 Earth’s trapped radiation
The regions of high intensity radiation trapped by the Earth magnetic field are known as the
Van Allen belts (Van Allen and Frank, 1959). Their spatial composition in the magnetosphere
allows to distinguish 3 main regions:
• The inner belt region: 1 < L < 2
• The slot region: 2 < L < 2.5
• The outer belt region: 2.5 < L < 7
L refers to the McIlwain parameter or L-shell, which was introduced as part of the
magnetic coordinates for the study and categorization of the trapped radiation (McIlwain,
1966). The L parameter describes the of magnetic field lines that cross the Earth’s magnetic
equator at a radial distance equal to multiples of the mean terrestrial equator (Earth radii
or rE). In other words, a value of L = 1 equals to 1 Re. As shown in (Shea et al., 1987) an
approximated relation for the vertical cutoff rigidity and the L-parameter has the form of
equation 2.5
Rc = K ·Lγ (2.5)
Where K is a constant that changes according to a specific epoch of the magnetic field
and that varies between 14.912 to 16.762 for the range of lower to upper vertical cutoff
rigidity, γ is a constant that also varies with respect of the magnetic field epoch and that has
values around -2, and L is the McIlwain parameter. Figure 2.6 shows the visualization of the
L-shell or McIlwain parameter for the range between 1 to 20.
In this work the L-parameter is obtained making use of the International Geomagnetic
Reference Field in its 12 version (IGRF-12).
Radiation belts
The radiation belts or Van Allen belts, are regions with a structure similar to a toroid or a
donut located around the Earth where high-energy charged particles (in the range of MeV)
are trapped by the geomagnetic field (Van Allen and Frank, 1959). These regions contained
protons and electrons in specific regions separated for their convenience study by the L-
parameter. The inner belt (1 < L < 2) has mostly high-energy protons of up to 400 MeV
and in less density electrons. The slot region (2 < L < 2.5) is characterized by the low flux
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(a) World map of the McIlwain L parameter at 600 km altitude.
(b) Visualization of the McIlwain L parameter at 600 km altitude for only L from 1 to 4.
Fig. 2.6 Visualization of the McIlwain L parameter at 600 Km altitude.
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and presence of electrons. The outer belt (2.5 < L < 7) contains energetic electrons of up to
around 10 MeV. Figure 2.7 represent a visualization of the radiation belts.
(a) Van Allen belts regions. Adapted from https://www.nasa.gov/press/2014/august/
nasa-probes-studying-earth-s-radiation-belts-to-celebrate-two-year-anniversary/.
(b) The motion of trapped electrons and protons in the Earth’s magnetic field. Source (Walt,
1994).
Fig. 2.7 Van Allen Belts regions.
The flux and energy of the trapped particles in the radiation belts vary according with
the space weather conditions. Different models such as the AE-8, CRRESELE and more
recently the AE-9 have been developed for the trapped electrons. For protons, models such
as AP-8, CRRESPRO, and AP-9 are used to estimate their energy and flux. Figure 2.8 shows
a comparison of models where the energy and flux is estimated for a Sun-synchronous orbit
at 600 km altitude, 97.8 degree of inclination, which corresponds to the orbit of the Ten-Koh
satellite presented in chapter 4.
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Fig. 2.8 Trapped particle models comparison for a Sun-synchronous orbit at 600 km altitude
and 97.8 degree of inclination during solar minimum. The values shown correspond to the
average for each model case.
It can be seen from 2.8 that there are difference between the models in some cases of up
to 1 order of magnitude. Also these models are static so that means they do not account for
the dynamically variability of the trapped particles population.
Geomagnetic storms
According with the US Space Weather Prediction Center (National Oceanic and Atmospheric
Administration, 2007), a Geomagnetic storms is a "major disturbance of Earth’s magneto-
sphere that occurs when there is a very efficient exchange of energy from the solar wind into
the space environment surrounding Earth".4 The sources of geomagnetic storms are directly
linked to the space weather conditions: (a) the speed of the solar wind and (b) CME. Both of
these space weather conditions affect the magnetosphere (plasma, currents, fields, and the
trapped radiation). The larges storms are associated with CME during periods of moderate
to intense solar activity, while low to moderate storms are associated with the presence of
coronal holes5 in the surface of the Sun that trigger fluctuations in the speed of the solar
wind.
4Definition of a geomagnetic storm from the SWPC at https://www.swpc.noaa.gov/phenomena/
geomagnetic-storms.
5"Coronal holes are regions of low density plasma on the Sun that have magnetic fields opening freely into
the heliosphere." In these regions, ionized atoms and electrons flow along the open magnetic fields to form the
highest-speed components of the solar wind. (Cranmer, 2009)
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The interaction of the solar wind with the geomagnetic field results in different space
weather phenomena such as:
• Aurora activity in mid and high latitude regions
• Auroral currents in the ionosphere
• Ionospheric and thermosphere energy injection (heating) that affects the radio signal
propagation
• Changes in the radiation belts
• Magnetic disturbance at ground level cause by the effects on the ring current6
• Geomagnetically induce currents in power systems, pipelines and submarine long
cables
Geomagnetic storms intensities are measured using parameters such as the Disturbance
Storm Time index (DST). The DST is an hourly measure of the horizontal component of
the Earth’s magnetic field at equatorial regions (Sugiura et al., 1964). It is is inversely
proportional to the energy content of the ring current energy (Banerjee et al., 2012). The ring
current increases during periods of geomagnetic storms (Hamilton et al., 1988; Nwankwo
et al., 2016). Normal conditions are considered for DST vales in the rage of ± 20 nT, while
geomagnetic storms are considered for DST values lower than -50 nT. Intense geomagnetic
storms can reach values in the order of minus hundred of nT.
Using data from different magnetic observatories, a global planetary index called the
Kp index is derived. The Kp index is a 3-hour averaged value from different ground-based
geomagnetic observatories. It has a scale from 0 to 9
When a geomagnetic storm occurs, disruption in the magnetosphere affects the cutoff
rigidity in a depressing way. If Rc is the rigidity for a quiescent magnetosphere, the effect of
geomagnetic storms can be approximated by equation 2.6 (Dorman, 2009)
Rc−storm = Rc [1−0.54exp(−Pc/2.9)] (2.6)
6The ring current is an electrical current flowing toroidally around the Earth, centered at the equatorial
plane and at altitudes of 10,000-60,000 km, mainly located in the outer Van Allen radiation belt between L =
2 and L = 10 (Daglis et al., 1999). It is produced by the drift around the Earth of charged particles (mainly
positive ions), with energies from ∼ 1 keV to a few hundred keV, which are trapped by the geomagnetic field
and undergo an azimuthal drif (Daglis, 2006). The ring current is formed by the injection of ions originating in
the solar wind and the terrestrial ionosphere (Daglis et al., 1999).
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Equation 2.6 provides an average estimation for the suppression of the rigidity and the
actual value depends on each storm.
The following sections describes the main space weather and radiation effects on small
satellites.
2.2 Radiation interaction with matter
Subatomic particles that pass through a medium lose energy in three ways:
• Coulomb interactions: interaction with electrons that produce ionization in the medium,
and with nuclei (displacement damage)
• Deceleration of charged particles: causes photo emission (Bremsstrahlung) and is
common for electrons
• Nuclear interactions: main interaction mechanism for hadrons (protons, pions, kaons)
Different ionizing particles interact with the medium in different forms that are briefly
presented below.
2.2.1 Heavy ions interaction with matter
Heavy ions interact with the medium via Coulomb interactions. They produce direct ion-
ization in semiconductor devices, which consist in the deposition of charge from a single
particle in a sensitive volume. As a charged particle moves through the sensitive volume of a
semiconductor device, the loss of its energy appears as a cloud of electron-hole pairs (Dewitt,
R.N., Duston, Dwight, Hyder, 1993). The other Coulomb interaction occurs with nuclei and
results in displacement damage. Therefore, the total energy loss from a heavy ion is the sum




















= LET +NIEL (2.7)
The NIEL and LET concepts are presented in section 2.3.2 (displacement damage), and
section 2.3.3 (SEE), respectively, later in this chapter. Another quantity of interest is the
range of a particle in a medium, which refers to the medium thickness in which the kinetic
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energy of the incident particle is deposited. The range is defined as the energy integral of the









The range represents the distance in which a particle decreases its velocity (energy loss)
via ionization and atomic excitation to a value of almost zero (Olive et al., 2014). It depends
on the target material, the type of particle’s energy and type. The definition of range above
is computed by the continuous slowing-down approximation (CSDA), which assumes that
a particles energy loss along its track is the same as its total stopping power (Mayles et al.,
2007). It is an approximation that neglects Energy-loss fluctuations.
The LET can be approximated by Bethe-Bloch equation for heavy ions where atomic
effects are not important. The reader can refer to (Bethe, 1930) and (Olive et al., 2014) for
detailed and explicit presentation of Bethe-Bloch equation used in different energy regimes
to compute the LET for different particles.
2.2.2 Protons interaction with matter
Protons can produce radiation damage in the form of SEE by nuclear reactions when direct
collision transfers part of the incident particle energy to a recoil atom in the form of an
elastic/inelastic collision or spatial mechanism (see section 2.3.3 and section 3.2.2 in chapter
3).
Protons also produce TID in semiconductor materials mainly by slowing-down energy
loss of the primary proton, assuming that only ionization loss occurs with bound electrons
(Burrell, 1964).
TID effects from protons can be evaluated by applying the theory of (Burrell, 1964) based
on a modified version of the Bethe-Bloch equation (Gaul et al., 2019), and the same concept
of range defined in equation 2.8. The energy loss can be converted into ionizing dose in the
medium by equation 2.9 (Raymond and Petersen, 1987)






Where the factor 1.610×10−8 is (in rad ·g/MeV ), dE/dx is the ionization loss (stopping
power), and φ is the proton fluence (in p/cm2). Equation 2.9 was used for evaluating the
dose from proton irradition using a synchrotron facility and is presented in chapter 4.
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2.2.3 Neutrons interaction with matter
Neutrons cannot produce ionization but they produce secondary particles by elastic or
inelastic collision that do produce ionization in a medium. Neutrons interaction with matter
that produce secondary particles (γ-rays, α , β , n, p+) can be divided in two categories:
capture and scattering (Schwarze and Frasca, 1990). These corresponds to the following
mechanisms
• Neutron capture: the nucleus in the target medium absorbs the incoming neutron and
acquires an excitation state that decays to a stable nucleus emitting a photon and a
charged particle, or another fragment, neutrons and gamma rays (Schwarze and Frasca,
1990)
• inelastic scattering: the neutron is first captured by the target atom to form a compound
nucleus from which a lower energy neutron is emitted and the excited nucleus decays
by gamma emission (Schwarze and Frasca, 1990)
• elastic scattering: the incoming neutron produces a recoil atom by transferring part of
its kinetic energy to the atom to which collides (Schwarze and Frasca, 1990)
In silicon-based devices, the dominant interaction when this occurs with fast neutrons
corresponds to a scattering process that mainly produces defect clusters (Schwarze and
Frasca, 1990).
Elastic scattering with nuclei produce displacement damage in a device, an effect in
which the collided atom is displaced from its position in the crystalline structure in the target
material.
As reported by (Raymond and Petersen, 1987) technologies that are susceptible to neutron
damage are
• MOS: degradation of minority carrier lifetime that increases the leakage current
• Bipolar: sensitivity of circuit performance to the dominant degradation in transistor
common-emitter gain
• TTL: sensitivity to minority carrier lifetime degradation
High gain-bandwidth transistor-based technologies and high-performance analog devices
(high-performance parameters) have a low failure from neutrons (Raymond and Petersen,
1987). However, due to the wide range of technologies and manufacturing processes, the
effects shall be evaluated individually for specific applications and device technology.
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The neutron effects are based on the damage function or displacement kerma function
D(E) that has units of MeV · cm2 (Leroy and Rancoita, 2007), the energy density Edis which
is the energy per cm3 deposited through atomic displacements by neutrons (Consolandi
et al., 2006), the 1 MeV equivalent fluence (Φ1MeV ), and the hardness parameter k. The
neutron displacement damage is treated extensively in (Astm, 2002; Leroy and Rancoita,
2011). Online resources such as the Screened Relativistic (SR) Treatment for Calculating the
Displacement Damage NIEL Doses and Nuclear Stopping Powers in Materials (available at
http://www.sr-niel.org/index.php) provide results for displacement damage from neutron in
Si and GaAs.
2.2.4 Electrons interaction with matter
Electrons interact with the medium of the target material by elastic and inelastic scattering,
Bremsstrahlung emission, and positron annihilation.
The electron elastic interaction consist in the scattering of the incoming projectile due to
the electrostatic field of the target (Turner, 2007). In other words, the incoming electrons are
attracted by the positive potential of the nucleus.
On the other hand, an inelastic interaction occurs when the energy of the incoming
electron is transferred into the medium (excitation and ionization of the medium formed
by an atom’s inner-shell of electrons) producing secondary electrons, photons, X-rays, and
Auger electrons (Turner, 2007). Inelastic scattering represents the dominant energy loss
mechanism of electrons. The result of this process consist in electrons that are ejected making
the ionization provided by the incident electron to be reduced. The hole generated in the
inner-shell can be occupied by another electron from an outer shell, reducing its energy by
emitting X-rays or Auger electrons (Turner, 2007).
Bremsstrahlung emission is produced by the change in acceleration of electrons from
the electrostatic field of atoms in the target medium (Turner, 2007). For each change in
acceleration event of an electron with energy E, a photon with energy W is generated and the
initial energy of the electron is decreased to E −W .
The positron annihilation occurs when positrons (the antimatter particle of an electron)
penetrate a target medium and annihilate with electrons in the medium by the emission of
two photons (Turner, 2007).
The electrons interaction with matter can be estimated as the sum of the collision stopping
power and the radiative stopping power (Ravotti, 2018; Turner, 2007)

























In practice, the total stopping power of electrons in a medium can be evaluated by the
Bethe equation (Bethe, 1930), for the collision stopping power, and for the radiative stopping
power using the procedure developed by (Seltzer and Berger, 1982).
Online tools such as the Stopping Powers and Ranges for Electrons, Protons, and Helium
Ions7 (Berger M. J. et al., 2009), enable the evaluation of the stopping power and range
for several target materials (pure elements and compounds). This resources are used when
evaluating the shielding of satellite structures made of composite materials as presented in
chapter 4.
Also, the use of radiation transport codes such as GEANT4, provides high-quality results
for both, TID, TNID, and SEE analysis from electrons, protons, and heavy ions.
2.2.5 Photons interaction with matter
Additionally to charged particles, energetic photons that interact with matter produce effects
such as the photoelectric effect, Compton effect, and pair production (Turner, 2007). These
effects from photons are not discussed in the present work, however, they shall be taken
into account when the exposition to energetic photons such as UV, X-rays and γ-rays
are expected for a target material or device since they produce dose, secondary particles
(electrons/positrons), and degradation of material properties from chemical reactions. Such is
the case of solar cells that are exposed to energetic photons, materials for coating spacecraft
systems, or optical systems, to name a few.
2.3 Space radiation effects on satellite technologies
Space radiation can produce damage in materials and electronic devices used in spacecraft
systems. Regarding electronic devices, there are 3 main effects produced by space radiation
(Label et al., 2014; Velazco et al., 2019):
• Total Ionizing Dose (TID)
• Total Non-ionizing dose (TNID)
7Available at:
https://www.nist.gov/pml/stopping-power-range-tables-electrons-protons-and-helium-ions
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• Single Event Effects (SEE)
TID and TNID refer to the mechanisms in which a particle transfers or deposit energy in
a medium. SEE on the other hand, refer to mechanisms in which charged particles lose small
amounts of energy per Coulomb collision (Velazco et al., 2019).
2.3.1 Total Ionizing Dose (TID)
Total ionizing dose (TID) is defined as the amount of energy deposited by ionization or





In the International System (IS) the unit of dose is the Gray defined as 1 Gy = 1 J/Kg
(Ravotti, 2018), however in the aerospace filed, it is common to use the radiation absorbed
dose or rad (1 rad = 1/100 Gy). Under irradiation, the dose (D) is the integral product of the










An approximation to compute the TID is when the particle intensity and spectrum do not
change significantly when travelling through the material. So TID can be computed from
the particle fluence at the surface of the material, and the electronic stopping power of the











Where ρ is the mass density of the material, Ψ is the differential energy spectrum defined
between energies E1 and E2, and dE/dx is the stopping power in units of energy loss per
unit particle length (ESA-ESTEC, 2010). In chapter 4, the discretized version of equation
2.11 and the implicit approximation of equation 2.13 are used for the estimation of the TID.
Due to the technology and radiation source dependence of the mentioned effects, the
main mechanisms of these are briefly presented below.
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TID effects
TID effects refer to the unsolved dose in a given material as a result from the energy
deposition of ionizing radiation (Pellish, 2015). Radiation induces excess of electron-hole
pairs in insulators like dielectric layers such as oxides, nitrides, etc. (ESA-ESTEC, 2010;
Velazco et al., 2019). TID occurs completely in the oxide layer in semiconductor devices.
Incoming radiation ionizes electrons from the valence band, leaving a hole, and making the
electron to go to a more energetic state (Baumann and Kruckmeyer, 2019). This occurs
throughout the bulk of the oxide so radiation creates a charge distribution in all regions within
the oxide block. Figure 2.9 shows the effect of TID mechanism of the hole trapping in the
oxide.
Fig. 2.9 TID degradation mechanism in insulator (SiO2) of silicon devices. Adapted from
(Oldham and McLean, 2003).
In figure 2.9 electrons absorbed energy from the radiation so they can move fast. Then,
when a positive gate voltage is applied, electrons are attracted to the positive gate voltage
and they lose potential energy.
In contrast, the holes are repulsed by the positive gate voltage while moving slowly. As
soon as holes are getting closer to the interface, they get trapped in regions called "hole traps"
and start populating these traps (Baumann and Kruckmeyer, 2019). The result is a positive
charge very close to the silicon.
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In oxides the mobility of electrons is higher relative to the mobility of holes. So even
though radiation creates a positive and a negative pair, they are not created equally (Baumann
and Kruckmeyer, 2019). The electrons can be removed relatively easy from the conduction
band, while the holes move slowly relative to electrons by a hopping transport mechanism
(Baumann and Kruckmeyer, 2019; McLean et al., 1989). In this hole process, protons
(hydrogen) are released creating additional damage. Trapped holes alter the surface carrier
concentrations in silicon, so holes and protons moving toward the interface introduce ad-
ditional defects (Baumann and Kruckmeyer, 2019). As a result of the trapped charge and
interface defects, local carrier populations change and reduce their lifetime near the surface
of the SiO2 −Si interface (Baumann and Kruckmeyer, 2019).
In field effect transistors devices (such as Metal-Oxide-Semiconductor Field-effect Tran-
sistor or MOSFET), the presence of positive charge affect the localized fields, and as a
result, the characteristics of the device are changed (Baumann and Kruckmeyer, 2019). The
macroscopic effects are traduced in shifting of the threshold voltage that in turn increases the
off-state leakage current (Schwank et al., 2005).
In the case of bipolar junction transistors (BJT), protons that are released in the oxide
layer create defects (Schwank et al., 2005). The presence of defects affects the recombination
rate which in turn, increases the current in the base. The result is that the h f e (or β ) of a
BJT is decreased. While the h f e is degraded over time the external circuit has to provide
more current to keep the same collector current. One thing to be aware of is that BJTs with
more base area near the surface oxide are more sensitive to TID. So this means that typically
lateral BJTs are much more sensitive than vertical BJTs.
The TID in bipolar transistors is dose rate sensitive. The rate at which the radiation is
deposited on the device changes the sensitivity of the device and this effect is counterintuitive:
at lower dose rates, the result is an enhanced effect. This response to dose rate it is known as
enhanced low dose rate sensitivity or ELDRS (Baumann and Kruckmeyer, 2019; Pease et al.,
2008).
Besides FET and BJT devices, TID affects other semiconductors such as solar cells
presented in most of spacecraft power systems. The present work do not analyze the effects
of space radiation in solar cell devices, however, it is an important part of a small satellite
system that must be taken into account, specially if non-space qualified solar cells are
intended to be used.
Other effects related with TID are the in the context of material degradation. Materials
such as polymers can suffer a significant degradation under high-irradiation doses. TID can
produce radolytic reactions in polymers in which the bouds of the polymer re broken. The
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result is a degradation in the mechanical and dielectric properties, coloration, and production
of gases that can contaminate and corrode nearby materials (ESA-ESTEC, 2010).
In summary, accumulated exposure to radiation creates trapped charge and interface
states in the oxides (Baumann and Kruckmeyer, 2019). The effects manifest as shifts in the
device parameters that lead to functional failure and decrease of performance.
2.3.2 Total Non-Ionizing Dose (TNID)
Most of the ionizing energy from charged particles produce TID and SEE, and a small
proportion is lost in non-ionizing processes that cause atoms from their lattice positions to
be removed (Label et al., 2014). This process is permanent and creates active defects and
phonons8 in semiconductor materials (Pellish, 2015).
The Non-Ionizing Energy Loss (NIEL), which consist in the loss of energy via coulumb,
nuclear elastic, and nuclear inelastic interactions, is the mechanism responsible of the remov-
ing of atoms in the lattice of semiconductors. Such atom removal is known as displacement
damage dose. NIEL is defined as the energy deposited per length unit due to non ionizing
interaction of the incoming particle with the nuclei of the lattice that cause a displacement of
the atoms from their original positions generating defects (Label et al., 2014; Velazco et al.,
2019). This interaction can be from a coulomb nature (soft interaction) or from a nuclear












(Q) ·Gd(Q) ·dQ (2.14)
Where Td is the threshold energy, η is the atomic density (atoms/cm3), Gd(Q) is the
Kinchin Pease formula, Q is the energy imparted to the primary recoil atom, and dσ/dQ is
the differential cross-section phenomenon that induces a defect.
For electrons the coulomb scattering and protons, the elastic and inelastic scattering have
to be considered for the NIEL computation as presented in (ESA-ESTEC, 2010).





8A phonon is an excited energy stated of vibrational energy due to interacting particles in arrangement of
atoms, molecules in solids, liquids and condensed matter (Schwabl, 2008).
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Where nSi is the number of atoms per cm3 in the bulk of silicon, and D(E) is the damage
function.
TNID and DDD
Displacement damage dose (DDD) is the NIEL in a given material resulting from a portion
of energy deposition by impinging radiation (Label et al., 2014; Pellish, 2015). DDD results
from cumulative parametric degradation that can lead to a functional failure. The effects of
DDD are manifested as (Pellish, 2015; Poivey, 2017):
• Degraded minority carrier lifetime (e.g. reduction in LED diodes output, optical
sensors efficiency, etc.)
• Changes the mobility and carrier concentrations
Figure 2.10 shows a representation of the DDD mechanism in a semiconductor material.
DDD is computed by equation 2.16
DDD = NIEL×φ (2.16)
Where φ is the fluence of particles (in particles/cm2.
Fig. 2.10 DDD mechanism. Source (Poivey, 2017).
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Besides the effects on microelectronic devices, DDD can also produce defects on the
properties of passive materials. These effects are very important in optical materials that are
based on alkali halides (inorganic compounds) where the production of charge traps in the
band-gap have the result of darkening of the crystal (ESA-ESTEC, 2010).
In the present work, the devices analyzed have no significant effects from TIND and
thus DDD is not considered as a threatening radiation effect, however, depending on the
technology under study, DDD is an aspect to be considered when incorporating EEE parts in
a spacecraft design.
2.3.3 SEE basic mechanisms
This section presents a briefs introduction on the SEE mechanisms for the understanding
of later testing concepts and the evaluation of SEE effects presented in Chapter 3 and 4.
The physical mechanisms that lead to SEE are described as the ionization produced by the
deposition of charge within a sensitive volume in an electronic device (ESA-ESTEC, 2010).
The region where the ionization occurs consist of a reverse-biased junction where built-in
electrical field allows charge collection (Duzellier, 2005a). Direct ionization from heavy ions
is mainly produced by the loose of energy in the medium. (Duzellier, 2005a) describes the
interaction in 2 processes:
• Generation of δ rays: secondary electrons production created by Coulomb scattering
between the electrons in the medium and the incoming particle
• electron-hole (e/h) pairs creation: the produced secondary electrons (δ rays) inter-
act with the medium and generate e/h pairs. The ion track is formed by the radial
distribution of the e/h pairs
The deposition of charge is modelled by the use of the Linear Energy Transfer (LET)
concept. The LET is the amount of ionization energy that is transferred to the medium per
unit length of distance (Duzellier, 2005b). The LET is also called electronic stopping power







Where ρ is the medium or target density (usually in mg/cm3, E is the particle energy (in
MeV), and x is the range of the particle (in cm). SEE effects are evaluated as a function of
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LET for direct ionization. The LET also allows to compute the deposited energy (Edep) in a
volume if the dimensions of the volume are known (Duzellier, 2005b).
SEE occurs when the collection of charge in a sensitive volume (sensitive node) is greater
than the critical charge (Qc) associated with the device node (ESA-ESTEC, 2010).
The critical charge (Qc) is a parameter of the device and is proportional to the critical
energy (Ec) deposited in the device sensitive volume. For Silicon based devices, Qc is





Where Qc is in pC and Ec is in MeV. For a device with a known sensitive volume, Ec can
be estimated from the LET, and thus determine if the deposited charge is greater than Qc, in
which case a SEE occurs.
SEE also occurs due to induced ionization. Induced ionization can be produced by
protons/neutrons when these experience elastic/inelastic nuclear interactions with the medium.
As a consequence, protons/neutrons transfer part of their energy to recoil atoms. The mass
of the recoil is larger than the one of the incident proton/neutron so its larger LET produces
ionization in the material (Duzellier, 2005b). Protons have too low LET to produce direct
ionization, however, the secondary particles produced from the nuclear interaction do produce
ionization. Induced ionization is not characterized by the LET of the secondaries but by the
energy of the incident protons/neutrons as described in section 3.2.2.
Figure 2.11 illustrate the SEE mechanism from direct and indirect ionization in a semi-
conductor device.
SEE effects
The effects of direct ionization can produce different failures in semiconductor devices. Such
effects are included in the different SEEs descriptions below.
On the other hand, protons and neutrons produce induce ionization from the secondary
products that bring additional energy and charge deposition in the sensitive volume (ESA-
ESTEC, 2010). Depending on the orbit designated for a spacecraft, protons can be the main
source of SEE: “the probability of nuclear reactions are low (approximately 10-5 for most
devices of interest), however fluxes of protons can be very high in the inner proton belt
or during solar particle events, and this mechanism can dominate the SEE rates in many
situations for modern devices that have a low LET threshold” (ESA-ESTEC, 2010).
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The injection of charge occurs in very short time scales (in the order of picoseconds), and
small amounts (10−14 to 10−12 coulombs), however, these magnitudes are enough to disrupt
temporarily or permanently the operation of an electronic device (Dewitt, R.N., Duston,
Dwight, Hyder, 1993).
Figure 2.11 shows the cross section schematic of a SEE produced by a heavy ion and a
proton.
The charge collection illustrated in figure 2.11 represents the typical process of a heavy ion
and a high-energy proton that hit a semiconductor device. The charge funneling mechanism
can be seen as a 3 step process (McLean and Oldham, 1982)
1. A heavy charged particle hits a p-n junction and its depletion well
2. The depletion layer is neutralized by the electron-hole plasma column created by the
pass of the heavy charged particle
3. Equipotential lines extended away from the original junction along the particle’s track
Combined effects of funneling and diffusion create the charge collection profile over a
circuit array as described in (McLean and Oldham, 1982).
SEE effects on the target device can be temporal or permanent and are divided in two
main groups (ESA-ESTEC, 2010):
• Destructive SEE: the result effect in the device disables it definitively from operating.
Single event latchup (SEL), single event snapback (SESB), single event dielectric
rupture (SEDR), single event gate rupture (SEGR), and single event breakdown (SEB)
are examples of destructive SEE
• Non-destructive SEE: the effect in the device is temporal and its operation can be
recovered after. Single event transient (SET), single event disturb (SED), single event
upset (SEU), multiple-cell upset (MCU), single-word multiple-bit upset (SMU), single
event functional interrupt (SEFI), single event hard error (SEHE)
The most commonly SEE refer in the literature are (ESA-ESTEC, 2010):
SEU: Is a change that occurs by a high-energy charged particle that flows into a memory
circuit, causing the flip of states and the change of stored information. It is recoverable by a
RESET and a REWRITE actions in the memory cell affected.
SEL: consist in an increased in the current that flows through the device triggered by a
high-energy charged particle. It can produce a a functional loss in the device and permanent
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(a) SEE mechanism. Adapted from (ESA-ESTEC, 2010; Polo, 2017).
(b) Schematic of the charge funneling mechanism. Adapted from (McLean and Oldham,
1982).
Fig. 2.11 Representation of the SEE mechanisms.
2.3 Space radiation effects on satellite technologies 33
damage. It is usually recoverable by a power cycle of the device, however, in the worst case
is unrecoverable.
SEB: occurs mainly in power devices such as MOSFET. A high-energy charged particle
produces a sudden increase in the current passing through the device that causes excessive
power dissipation resulting in burnout of the device. This effects is unrecoverable.
SEGR: this effects makes the gate of power MOSFETs to acquired an excess of energy
that makes it to burnout. The device destruction is the result of this effect.
Figure 2.12 shows a common classification of SEE types depending on the technology
according to its destructive, recoverable or transient nature.
Fig. 2.12 SEE types classification. Adapted from (Fernández Romero, 2009).
In the case of most common digital devices such as processors, microcontrollers and
solid state recorders (memories) used for space applications, the most extended tests for
SEE are the SEU and SEL (ESA-ESTEC, 2010). These are among the most common soft
errors in EEE parts used for pace applications. Soft error and in particular soft single effect
errors are errors that do not cause permanent damage and that can be recovered if new data is
written in the affected bit (Baumann, 2005). Soft errors are of particular interest in the use of
commercial EEE parts in small satellite applications (Velazco et al., 2019). In chapters 3 and
4 the reliability analysis of soft SEE errors is presented and its implication in the EEE part
selection.
Depending on the complexity, technology and device manufacturing process, specifically
designed ground tests are required for the evaluation of components and devices.
34 Space weather and its interactions with spacecraft systems
The circuit and system-level effects from TID and SEE are evaluated in the present work,
however, the basic mechanisms are the base for the understanding of radiation effects as well
as the formulation of appropriate mitigation schemes. Moreover, the basic mechanisms are
fundamental for the production of radiation-hardened parts.
Chapter 3
Small satellite design: selection of
components and radiation considerations
3.1 Designing for space radiation operation
Overview of small satellite design versus traditional satellites here . . .
3.1.1 Traditional design approach
The traditional and compliance approach for designing space system under the operation of
space radiation consist in the implementation of the Radiation Hardness Assurance (RHA).
According with (JPL, 1999) the RHA "defines the methods used to assure that microelectronic
piece-parts meet specified requirements for system operation at specified radiation levels for
a given probability of survival (Ps) and level of confidence (C)". This is implemented as the
Radiation Design Margin (RDM), which refers to the ratio of the TID level at which a part
exceeds its parametric/functonal requirement (TIDS), with respect to the calculated/expected
TID Level received by the component at the end of the mission (TIDL). In other words, RDM
is the ratio of the TID level where the EEE part fails to meet its own specifications over the








Where Rm f is the mean of the radiation failure level of the part, and Rspec is the radiation
specification level derived from the environment (Label, 2004; Xapsos et al., 2017a). The use
of the RDM concept looks to overcome the inevitable uncertainties in environmental calcula-
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tions and part radiation hardness determinations (Hersman and Fowler, 2010; Xapsos et al.,
2017a). It is applicable to big space systems ranging from LEO to deep space. According
with JPL (1999) "JPL has applied an RDM requirement to Voyager and all subsequent flight
projects".
The use of the RDM approach works for the bigger companies that need enough TIDS
margin to meet TIDL. Big companies and space agencies produce big and complex satellites
in series with similar design, in which cases around the same EEE parts are procured
periodically in batches. Moreover, recent trends in extending the satellites life in the way of
on-orbit servicing (NASA, 2010) show that RDM margins are over estimated for missions
such as GEO satellites in which the expected operational life exceeds the planed mission life
time.
The RDM controls the radiation hardness assurance process and this applies to both,
cummulative radiation mechanisms and single particle effects. RHA is driven by large design
margins and reduced risk due to the environmental uncertainty JPL (1999). RHA relies
on statistical inference to quantitative reduce risk such as the number of samples, number
of observed events, number/type or particles, etc. (Xapsos et al., 2017a). The decisions
for selecting EEE parts are typically based on a combination of data from tests, simulation
results, technical information, and expert opinion. The avoidance of risk tends to be driven
by the cost/consequences of failure in the presence of incomplete information (Xapsos et al.,
2017a). The variability of the radiation environment and the absence of EEE part radiation
information increase the RDM (Pellish, 2015). Figure 3.1 shows the traditional RHA process.
The flight qualified parts are usually done to two or three times the expected mission dose to
provide margin based on the uncertainty of the predictions (Maurer RH and DR, 2008).
3.1.2 Small satellites approach
In the previous section, the basic methodology followed by the RHA process was introduced.
Recent approaches (Xapsos et al., 2017b) to reduce the uncertainty and over sizing of the
RDM from the variability of the space radiation environment, propose the use of probabilistic
environment models to evaluate the failure probability during a space mission rather than
using the RDM.
In small satellites the causes of failure are mainly related to:
1. Weak understanding of the operation of systems and components:
• Thermal: heat and power dissipation estimations can cause the satellite to fail
early
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(a) Overview of the RHA process. Source ZADEH (2010).
(b) Typical TID analysis flow used by ESA. Source Xapsos et al. (2017b).
Fig. 3.1 Traditional RHA methodology.
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• Vacuum: outgassing of materials have the potential effects of degrading materials
use in electric and thermal insulation or affect optical systems
• Interface of systems and parts: wrong or missing considerations in mechanical
(sizing, material interface, etc.), power interface (impedance matching, inrush
current, transients, grounding, etc.) lead to failure of parts and subsystems
2. Absence of functional testing:
• It is common to do functional testing at the end of the design with less or no time
for the correction of errors
• Functional testing is cut due to budget and schedule constraints
3. Fault tolerance: small satellites tend to discard fault tolerance at hardware and software
levels
4. Manufacturing issues: defects that induce failure causes early in the mission
5. Use of commercial-off-the-shelf (COTS): COTS parts provide challenges to designers
due to the lack of supply of high quality of components, which make them difficult to
analyze and control to warranty change
The following practices provide correction of the first 3 mentioned causes of failure in
small satellites:
1. Weak understanding of systems operations −→ Follow guidelines and testing proce-
dures for the characterization and qualification of parts and systems. Implementation
of good practices in the design process such as interface control documentation (ICD)
with a full description of inputs and outputs from systems and parts
2. Absence of functional testing −→ The functional testing needs to be a fundamental
phase in the design and manufacturing stages
3. Fault tolerance −→ Incorporate the capacity of reconfigure or reset of systems
For points 4 and 5 the corrections are more complex to apply since it depends on specific
cases regarding the mission goals.
When selecting EEE parts for space applications, the NASA’s EEE-INST-002: Instruc-
tions for EEE Parts Selection, Screening, Qualification, and Derating (Sahu et al., 2003)
is often used as a guideline. However, for missions with severe constrained environment
(short schedule, low budget, etc.) it is often described as impractical (Arnold et al., 2017).
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The design process of small satellites is characterized by the non-use of radiation-hardening
components or as they are commonly referred to: COTS parts. But the screening of COTS
EEE parts is vital, in order to avoid manufacturing defects that contribute to infant mortality,
failure in subsystems and the early end of the mission.
Different efforts have been developed in recent years that alleviate the guidelines for
qualification and testing of units intended for small satellites such as the standard ISO 19683:
Space systems - Design qualification and acceptance test of small spacecraft and units (ISO-
19683, 2017). This standard has the purpose of providing the minimum test methods and test
requirements that allow an small satellite and its systems to be qualified of its final product.
It focus on achieving the reliability against infant mortality at the time the low cost and fast
delivery are maintained along the qualification process.
The qualification a part needs to go through can be assessed by considering the per-
formance whiting the time of the mission. Small satellites, and specifically nanosatellites,
are frequently operative in orbit for a few months to around 3 - 5 years. In such lifetime
conditions, the failures are divided into 4 regions Jackson (2018):
• Region 0: dead in arrival (DOA), that refers to failures in deployment mechanisms
(due to transportation or degradation in storage), lack of systems integration, and lack
of testing before launch to identify interface issues are the main causes
• Region 1: wear-in failures. Manufacturing defects are the main cause of wear-in
failures
• Region 2: constant hazard rate failure mechanism
• Region 3: wear-out failures that involve the accumulation of damage. Failures in this
region are most commonly associated with hardware, such as radiation damage, fatigue
due to thermal cycling, corrosion due to oxidizing agents, etc.
Figure 3.2 shows the bathtub curve used in the analysis of the failure rate as a function of
time in small satellites. The complete life cycle is included (from authorization to proceed or
ATP to the end of life), however, the presented bathtub corresponds only for the usage phase
of the mission right after launch.
EEE parts in small satellites present wear-out failures, however, the whole spacecraft as a
system do not wears-out, this fails due to DOA or infant mortality (Jackson, 2018). This is
true and important to all mission durations. In the case of short duration mission (< 1 year)
the focus of failures relies essentially in the regions 0 and 1. Failures such as manufacturing
and workmanship defects are behind the main failures observed in short duration missions.
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For longer mission duration (in the order of years) regions 2 and 3 represent considerable
weight factors of failures in the analysis.
On the other hand, the complexity of the mission is well known to impact the risk
and failure in a small satellite design. When incorporating complexity with a strategy of
implementing a faster, cheaper satellite approach under schedule and budget constraints, the
result is that more satellites fail as the complexity increases (Bearden, 2003).
Fig. 3.2 Bathtub curve typically employed for the small satellite reliability analysis.
Modern COTS technologies incorporate complex designs which make them susceptible
to failures in a mixture of ways. In this regard, the qualification process through testing is a
key factor for their adoption.
The use of reliability growth testing (RTG) helps to quantify and model the way reliability
grows in a system. Reliability in the prototype stages is commonly less than expected, which
reflects the weakness during design and manufacturing of the system. RTG looks for the
improvement of a part or system through successful correction/elimination of the causes of
design or production weaknesses in an iterative way (from one developed prototype to the
next) (Birolini, 2003). RTG can be considered a form of infant mortality that is applied at the
design stage of system development. RTG also reflects the need of qualification and testing
in the first stages of the design.
The next step is to find the testing levels and understanding when more or special tests
are needed.
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3.1.3 Qualification and testing process
The test conditions for any EEE part and system need to include the different operation modes
expected during the operation of the spacecraft. This includes the launch, early operations,
mission operations, decommissioning and simulation of contingency operations (ISO-19683,
2017). The ranges and duration encountered in the different operations modes need to be
characterized during the qualification process.
Constrains and limitations of what can be simulated on ground impose certain limits to the
qualification and testing process. Different methodologies are adopted for the qualification
of different environment variables and conditions.
Accelerated life testing (ALT) is a methodology used for the evaluation of relevant wear-
out failure mechanisms in a short testing time. During ALT tests, an stress that exceed that
encountered in the field of operation but below the technological limits, is applied to EEE
parts (Birolini, 2003). In EEE parts and units to be used in small satellites, the test levels and
duration are specific for each satellite case. When performing mechanical and thermal tests,
the acceptance test (AT) needs to cover the maximum ranges while for the qualification test
(QT) or proto-flight test (PFT), appropriate margins shall be added (ISO-19683, 2017).
The qualification for COTS involves the understanding of the environmental conditions
of individual parts and complete systems under real operation conditions. When selecting
COTS for space applications, the trend is to use EEE parts with industrial or automotive grade
parts, which can withstand a wide temperature range and mechanical vibration environment.
Also, the mechanical and thermal environment can be relatively controlled for the EEE parts
in satellites. However, the presence of ionizing radiation in space makes the selection of EEE
parts a more complex task.
TID and SEE qualification conditions in small satellites
The ISO 19683 standard (ISO-19683, 2017) includes the definitions for radiation testing
such as TID and SEE. For TID the level is at least 100 Gy (10 krad) with a dose rate of 0.01
Gy/s (1 rad/s). The same standard states that the typical orbital environment is in the order
of µGy/s.
In the case of SEE, the ISO 19683 standard states that for protons the fluence should be
the same as the one expected in orbit and the time duration should be adjusted to reach such
a fluence. For heavy ions, the fluence shall be 105 particles/cm2.
The condition for performing TID qualification testing are 3: (a) if the system uses
radiation hardened components; (b) if the satellite passes over the SAA region or polar region
in its orbit and; (c) if the expected dose is > 100 Gy.
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The condition for performing SEE qualification testing are 5: (a) if the system uses
radiation hardened components; (b) if the satellite passes over the SAA or polar region; (c)
if the SEE testing has been done at unit level; (d) if the the system behavior to SEE is well
known and; (e) if there are SEE test facilities available.
For both, TID and SEE qualification testing, the ISO 19683 states that electrical interface
test, integration and functional test at system level in what it is known as a flat-sat (table-sat)1,
are previously done and well known.
In order to avoid over/under estimation of the hardening of COTS when qualifying them
for space as in the typical RHA, it is important to evaluate the expected environment and its
effects on the EEE parts. In this way the testing is set as close as possible to the conditions
that reproduce failures in the EEE parts under qualification. This is the most important aspect
in the qualification of COTS: understanding the exact levels and conditions under which
COTS are a valid solution instead of hi-reliable space qualified EEE parts. The combination
of proper tests, levels and components for a specific spacecraft design, mission and risk level,
represents the most effective way to save costs and time.
Reliability estimation of EEE parts in the space radiation environment
The evaluation process of an EEE part for its operation in space is done by computing its
reliability (survivability) as a function of time. This includes evaluating the TID and SEE
reliability functions and the total reliability of the part as the sum of these. This is expressed
by equation 3.2
R(t) = e−tλspace (3.2)
Where λspace = λT ID +λSEE is the total failure rate due to space radiation, and R(t) is
the total reliability of the EEE part under evaluation. The reliability functions for each space
radiation effect are independently defined in a similar manner. For TID, the failure rate






1Table-sat is defined as a "configuration where only units, sometimes bare circuit boards, are laid out in
atmosphere on a table while not being mounted to the satellite structure" according to (ISO-19683, 2017).
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The reliability due to TID (R(t)T ID) is evaluated as the probability of a parts that fails
when the exposition to the environment exceeds its hardness. In other words is a stress-
resistant model that combines the probability distribution of failures in a device and the
probability of the environment exceeding the dose tolerance of that EEE part. A log-
normal distribution is selected as an appropriate approach for modeling the trapped radiation
environment as well as for modeling the failure distribution of an EEE part due to ionizing
radiation (Everline et al., 2008; Xapsos et al., 2017b). Following a similar procedure as
presented by (Xapsos et al., 2017b), the cumulative distribution function (CDF) corresponding
to the radiation environment is represented by H(x). Similarly, the CDF of the failure doses
of an EEE part is represented by G(x). Both CDFs have probability distribution functions of
h(x) and g(x), respectively. Then, the reliability of the EEE part due to total dose is evaluated




An explicit time-dependent version of the TID reliability has been proposed by (Everline
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Where xD is the dose distribution of the environment (equivalent to h(x) in equation 3.4),
xH is the EEE part hardness distribution (equivalent to G(x) in equation 3.4), and t is the














With the mean of the xD distribution represented by




Where D0 is the expected average dose rate, and DC is the duty cycle of the EEE part
usage. For the EEE part hardness the model has the following form





























Where COV is the coefficient of variation of the EEE part hardness.
In the present work, the modeling of the environment is done following the log-normal
approach of equation 3.6 that accounts for the time dependency in the dose exposition, and
using the approach of equation 3.4 to compute R(x)T ID which is intrinsically time-dependent.
Equation 3.11 shows the reliability function due to SEE
R(t)SEE = e−tλSEE (3.11)
Where λSEE (also found as N in literature) is the failure rate due to SEE on the EEE part
under the space environment, and R(t)SEE is the reliability due to SEE of the EEE part. The
failure rate λSEE can be evaluated in two approaches: (1) testing and analyzing data under
the real space environment; (2) predicting its value using the device cross-section and the
estimated average environment for proton and heavy ions. In this work, both approaches for
SEE failure rate were utilized and the results are presented in chapter 4 4.4.3).
3.2 Radiation testing and failure mitigation strategies
The radiation effects refer to the understanding of the observed consequences in a part or
system when energy is deposited by a specific source in a specific material.
The first step to understand the effects of radiation in EEE parts is that both, the environ-
ment and technology are variable and evolve. The environment has a wide dynamic range:
keV, MeV, GeV. On the other hand, the technology has energy levels in the order of the
silicon band (1 eV) and dimensions that can go to nanoscale.
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The concepts used in radiation testing are (AIAA, 1999; ESA-ESTEC, 2010):
• Radiation: the energy transferred by means of ionizing particles and photons (gammas
and X-rays)
• Absorbed dose (D): the energy absorbed per mass, in units of Gy. 1 Gy is equivalent
to 100 rad (1 rad = 100 erg/g)
• Flux (φ ): refers to the amount of particles crossing a surface in an specific unit of time.
Different flux are typically used in space physics and radiation engineering:
– Integral flux
– Differential flux
• Fluence (Φ): the time-integration of the flux
• Current (J): rate of particles that are transported through a boundary. The current is a
vector that depends on the direction of transportation
• Linear energy transfer (LET): it refers to the rate of deposited energy by a slowing
energetic particle that traveled a distance in matter
• Bremsstrahlung: consist of electromagnetic radiation (photons) ranging in the energy
from X-ray to γ , generated as a secondary product of incoming charged particles that
suffered a change in their acceleration by the atomic nuclei. In space the most common
source of secondary particle generation are energetic electrons
• Cross-section: it refers to the probability that a particle interacting with another one,
produce an effect. This concept is used for characterizing SEE in semiconductor
devices (see section 3.2.2)
The units employed in testing and qualification processes are those from the SI, although
in space engineering it is common to use rad when specifying total dose.
It is important to understand that not only the primaries but secondary particles generated
in a medium contribute to the deposited dose.
The dose effects depend on 2 main considerations, the radiation type (i.e. gamma
radiation, heavy ions, protons, electrons) and the device technology. In outer space around
the Earth the dose effects are mainly caused by protons and electrons (Chumakov et al., 1999).
However, depending on the orbit, solar cycle and activity, the dose from GCR can become
important, specially behind some shielding configurations that absorb primary electrons and
some low energy protons but not heavy ions.
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On the other hand, SEE are produced by protons and heavy ions. For orbits around the
Earth, trapped protons, SEP, and GCR are the main cause of SEE. For deep space missions,
GCR and SEP become the main source of SEE.
When performing radiation testing it is important to consider the laws and ordinances
concerning the prevention of radiation hazards. The rules for the use of radiation facilities
and/or safe handling of radiation and radioisotope are under control of the local authorities.
SO it is important to consider the proper training, certification requirements, and rules that
apply to each country, facility and organization.
3.2.1 TID testing
In order to perform testing on EEE parts, it is important to understand first the way TID
affects the different technologies. As introduced in chapter 2, TID affects FETs, BJT in a
particular way.
The main problem when testing for TID is the dose rate. Because devices, depending
on the technology can be sensitive to the dose rate (i.e. ELDRS), the time for testing is
important (Schwank et al., 2013). ELDRS limits the application of high dose rates, which
typically is considered in order to shorten the testing time and cost of the test. If a device has
ELDRS sensitivity, then the test needs to be conducted at lower dose rates in order to not
underestimate the damage (Pease, 2003).
The dose rate experienced inside a spacecraft, depending on the shielding, tends to be
closer to the low dose condition rather than a high dose condition. So it is more realistic to
test at a low dose rate and determine if the EEE part under test has a dose rate sensitivity. In
such a case special considerations shall be applied in order to incorporate the EEE part in a
satellite system.
On the other hand, testing at low dose rates makes the TID testing expensive. Also the
type of particle produces differences in the dose. The most common way of ground testing
for TID is by the use of gamma irradiation from Co60 at a fixed dose rate. Depending on the
facility, a relative large number of components can be tested at once. Figure 3.3 shows a
common flow process of TID testing.
The variables to observe during TID testing are:
• Dose rate by the use of a reference dosimeter
• Time of irradiation (to compute the dose received by the device)
• Current consumption of the device under test (DUT)
• Temperature
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• Device functionality (depending on the application of the device)
As it is shown in chapter 4, during an accelerated test in a ground irradiation facility,
the current consumption increases as the TID received by the device does. The temperature
increases as the power dissipation in the device increases too (as a consequence of the
increasing in the current) so these variables are important to characterise during the testing.
(a) TID testing flow process.
(b) TID testing using a source of Co-60. Source (Virtanen, 2013).
Fig. 3.3 TID testing flow process and facility example using Co60.
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The maximum TID achieved when the device fails, obtained from the average of the
total number of devices tested, is then situated as the failure level of TID. Total dose below
this value is considered as the operative region of the device, however, even though the
functionality is maintained, in space the presence of vacuum can lead to a failure due to
overheating. If the testing is performed in a vacuum environment it has to be specified in the
test report.
3.2.2 SEE testing
The SEE testing looks for the verification of the device sensitivity or tolerance to SEE.
Depending on the facility, the requirements are different. Table 3.1 shows the main ground
testing facility types for SEE and their main considerations.
Depending on the complexity of the DUT, the technology, test preparation considerations,
and cost, the use of a specific facility for SEE testing is selected.
In the case of Californium-252, the most important consideration relies on the need of
decapsulation of the device package. The decapsulation procedure shall be done ensuring
that the device die is not damaged. Chemical and laser decapsultaion are available from
different providers.
The use of proton beam for SEE tests is commonly performed in a synchrotron or
cyclotron facility. These high-energy particle accelerators are complex research facilities
that accelerate protons and heavy ions to different energies and fluxes. Decapsulation is
not required because the energy of protons is high enough to penetrate the DUT package
material. The kinetic energy and not the LET is used for the characterization of the DUT
cross-section. The characterization of the angle of the beam is not required since the indirect
ionization produced by protons is considered omnidirectional inside the device.
SEE testing with a heavy ions beam requires the knowledge of the DUT sensitive volume.
Because the deposited LET is dependent on the size of the DUT sensitive volume (Pickel,
1996), two approaches can be followed: (1) varying the angle of the beam hitting the device
or; (2) evaluating the sensitive volume by an X-ray radiography. The ion species available
in the facility shall provide enough LET in silicon in order to test the device to different
LET values. Figure 3.4 shows the typical ions used for SEE evaluation in different facilities
around the world.
Ground testing for SEE were developed for the evaluation of a microcontroller used in
small satellites as part of the present work. Carbon ions and proton beams were used in
a synchrotron facility for this purpose. The results are presented in the next chapter. The
appendix A contains the test procedure developed for both SEE tests for the completion and
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(a) Heavy ions LET curve. Image source: http://holbert.faculty.asu.edu/eee560/see.html
(b) Heavy ions LET in Si. Image source: https://www.bnl.gov/nsrl/userguide/
let-range-plots.php.
Fig. 3.4 Synchrotron facility.
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Table 3.1 SEE most common facilities.
Facility Considerations
Californium-252 The DUT shall be decapsulated to expose the die to the
irradiation source
Proton beam The use of degraders shall be characterized well to measure
the radiation field, flux and energy on the device
The proton spot size (radiation field) shall cover the size of
the DUT
Heavy ions beam Consider the DUT package material and its depth for the
evaluation of the real deposited LET in the die
Consider the volume of the device die and the angular de-
pendence of the deposited LET
Consider a wide range of ions that provide enough LET for
the cross-section evaluation of the device
The proton spot size (radiation field) shall cover the size of
the DUT
reference of this section. Figure 3.5 shows the facility used for SEE testing during the ground
irradiation test campaigns with Carbon ions and protons.
During SEE ground testing using an accelerator (synchrotron/cyclotron) the following
parameters shall be measured and/or known:
• Calibrate the beam output flux and energy by the use of a dosimetry system that mea-
sures the flux and fluence of the beam. A dosimetry can consist of a scintillator/photo-
multiplier assembly, Si surface barrier detector (SBD), parallel plate avalanche counter
(PPAC) or a Faraday cup (ESA-ESTEC, 2010)
• Calibrate the radiation field and spot size at the device surface by the use of a dosimetry
system
• Compute the fluence at the device surface by integrating the flux (measure the time of
exposition)
• When testing with heavy ions, the flux shall be between 102 to 105 ions/cm2/s,
contaminant-free and well defined in terms of the LET (energy and ion species shall
be well spatially distributed and determined)
• When testing with protons, the proton flux shall be between 105 to 108 ions/cm2/s.
The proton energy shall be well determined
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• When using degraders for obtaining lower energies, calibrate the flux and radiation
field at the device surface for each degrader thickness employed
• The fluence variation of the beam between different runs shall be known and kept
below 10 % in order to avoid repetitive calibration between LET/energy calibrated
values and runs
• Count the number of events during the irradiation time for each LET/energy and
fluence value
• For heavy ions testing estimate the size of the device sensitive volume, or vary the
angle of the beam flux with respect to the device surface to obtain the effective LET
• For heavy ions consider the package material depth before the device sensitive volume
• Compute the cross-section considering the errors per bit, byte or device, depending
on the DUT type and error measure methodology (counting changes in bits, bytes or
device states)
After computing the DUT cross-section the device SEE rate can be derived using measure
data from the environment of from trapped particles models such as those presented in
chapter 2.
The main disadvantages when performing ground tests for the qualification of EEE parts
are related to the access and cost in the use of irradiation facilities. The price of the test
is proportional to the time usage. Considering the preparations and number of devices for
testing, the cost of traditional ground testing is usually something that not every small satellite
team can achieve. TID ground testing can be done in parallel for multiple devices, however,
SEE testing is performed only for a single device at a time, making SEE ground testing
considerably more expensive than TID. SEE testing has to include a wide range of ions
in order to account for GCR (Z = 1 to Z = 92) at different energies and usually the test is
performed at one ion species at a time, which it is a challenge for ground testing.
SEE cross-section
The concept of a device cross-section represents the probability of SEE occurring and it
is experimentally evaluated as the number of events per unit of fluence (Cho, 2017). For
heavy ions, the cross-section is evaluated as a function of LET as the ratio σion(LET ) =
Numberevents/Fluenceions (Petersen et al., 2005b). For protons and neutrons has the form
of σnucleon = Numberevents/Fluenceprotons/neutrons. Depending on the device and type of
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(a) Wakasa Wan Energy Research Center. Source (WERC, 2011).
(b) Synchrotron infrastructure used for SEE testing among other uses. Source (WERC,
2011).
Fig. 3.5 Synchrotron facility.
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SEE (see section 2.3.3) the cross-section can be expressed in units of cm2/bit, cm2/byte or
cm2/device (Dewitt, R.N., Duston, Dwight, Hyder, 1993). Thus, the SEE cross-section of a





Where σ is the cross-section of the device, N is the number of SEEs per device, Φ is
the fluence to produce N events (in particles/cm2, and θ is the angle of incidence of the
particles beam.
In the case of heavy ions, the cross-section (σ ) is plotted as a function of LET or the
effective LET when the particles beam is not normal to the device. The effective LET can be
computed from the LET at norml incidence as referred in equation 3.13




The effective LET becomes important when the device has a sensitive volume with a large
aspect ratio (large horizontal dimensions when compared to the vertical one) (ESA-ESTEC,
2010). This is a natural result since a bigger LET is the result of a heavy ion when travels a
longer distance in the sensitive volume.
For protons and neutrons, (σ ) is plotted versus the beam’s energy.
Depending on the device and its role in a space system, the testing and analytical
estimations vary. Different types of SEE are used to characterized specific devices and
their sensibility to the space radiation environment. For instance, SEU rates are the most
commonly used for modelling modern digital devices since processors, memories and solid
state recorders are increasingly being used in aerospace applications. For these devices SEU
rates are modeled depending on their origin from direct or indirect ionization. In the next
subsection section SEE rates from direct and induced ionization are introduced.
SEE rates from direct ionization
The existing models for calculating the SEE rate from heavy ions makes use of the concept
of sensitive node, which is a volume where the deposited charge from an ion is collected in a
digital device causing SEE. This sensitive node (also called sensitive volume), is assumed to
be a rectangular parallellopiped (RPP). From this definition, 2 methods are commonly used:
the RPP and the IRPP or integral parallellopiped. The RPP uses a constant critical charge
(Qc) above which all the bits have the same size and upset rate. The resulted cross-section is
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a step function that is given by equation 3.14 (for more details see the Space Environment
Information System SPENVIS documentation (BIRA-IASB, 2018) and (Adams, 1983, 1986))






Where A represents to the surface area of the sensitive volume in m2, (X/e) corresponds
to the ratio of the energy X needed to create one electron-hole pair (with 3.6 eV for silicon
and 4.8 eV for Gallium arsenide materials), to the elementary charge of e = 1.602×10−19,
and that is used to convert pC into MeV units. Qc represents the minimum charge required
to produce an upset (in pC), Lmin = (X/e) ·Qc/pmax is the required minimum LET (in
MeV · cm2/g) for an upset with the largest diameter of the sensitive volume pmax (in g/cm2),
Lmax = 1.05×105 (in MeV · cm2/g) is the highest LET that any stopping ion can deliver, L
the LET in MeV ·cm2/g, F(L) is the integral LET spectrum in particles ·m−2 ·s−1 ·sr−1, and
D[p(L)] is the differential path length distribution in the sensitive volume of each memory
cell in cm2/g with p(L) = (X/e) ·Qc/L the path length over which an ion of LET L will
produce a charge Qc (BIRA-IASB, 2018). The total surface area is computed from equation
3.15 (ESA-ESTEC, 2010)
A = 2 · (lw+ lh+hw) (3.15)
Where l,w and h are the length, width and height of the sensitive volume.
The IRPP method (Petersen et al., 1983) gives a more accurate result of the SEE rate
because makes use of the device cross-section. The result is a stairs-like curve with a gradual
increase as the cross section approaches to the saturation limit σlim. The upset rate has the







Where ∆N is obtained with the RPP method that uses σi and Li as the surface area and
minimum LET. The cross-section σi can be given as a table of cross-section values (in
cm2/bit, cm2/byte or cm2/device) versus the LET (in MeV · cm2/mg, or as a Weibull fit of
4 parameters (BIRA-IASB, 2018).
Several improvements has been proposed in (ESA-ESTEC, 2010) such as:
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• Real sensitive volumes are not rectangular parallelepipeds
• The sensitive volume dimensions and the critical charge vary along the cross-section
curve (IRPP method only takes into account the critical charge distribution)
• Existence of the true saturation over the measured effective LET, and therefore whether
σsat can be estimated with enough accuracy
• Using real sensitive thickness data produce much better heavy-ion upset rate predictions
Improved algorithms such as the Cosmic Ray Effects on Micro-Electronics (CREME)
algorithm (Adams, 1986), make use of the RPP of IRPP methods to compute the SEU rate.
CREME algorithm uses the dimensions of the RPP and the IRPP method for computing the
SEU rate. CREME considers the stopping of ions over the path length in the sensitive volume
to compute the energy deposition (Reed et al., 2013). In chapter 4 the CREME algorithm is
used to obtained the SEU rate and compared the results with the observed data in orbit.
SEE rates from protons and neutrons induced ionization
The induced ionization created by high-energy protons and neutrons produce SEE as the
result of nuclear interactions. Because not all protons and neutrons produce nuclear reactions
in a device, the energy deposition and path length distribution by the use of a sensitive volume
does not provide meaningful information when estimating the device’s σ . Moreover, the
LET of recoil nucleus cannot be measure during irradiation. Therefore, instead of using
and effective LET, the incident proton’s energy or neutron beam is used to evaluate the SEE
cross-section. For ground tests, the irradiation is commonly performed with the beam normal
to the device surface (Schwank et al., 2013), however, modern devices can present angular
dependence of the cross-section in up to an order of magnitude (ESA-ESTEC, 2010). Then
using the cross-section information with the flux of particles from the environment, the SEE







Where dΦ/dE is the differential proton or neutron flux spectrum as function of energy
integrated over 4π steradians, Emin is the minimum energy of the differential energy pro-
ton/neutron spectrum, Emax is the maximum energy of the differential energy proton/neutron
spectrum, and σnucleon(E) is the proton/neutron SEE cross section as a function of energy.
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SEE cross-section data parameterization
When experimental values for a device cross-section (σ ) are available, those can be used
in the way of a table and/or by fitting the data into a 2-parameter Bendel function or a
4-parameter Weibull function (Cho, 2017). Another approach is to linearly interpolate the
data from the experimental values. In the case of Bendel and Weibul functions, the evaluation
of the SEE rate can be made by using only the values of their respective parameter values.
The 2-parameter Bendel function has the form of equation 3.18 (BIRA-IASB, 2018)






)0.5 · (E −A) (E > A)
0, (E ≤ A)
(3.19)
Where, for protons/neutrons, A is an energy threshold for upset fitted to experimental
data (around 60 MeV), E is the energy of the incident flux in MeV. σlim can be written as
(B/A)14, where B is the second Bendel parameter. For heavy ions, A, B and E have units
of LET (in MeV · cm2/g or MeV · cm2/mg). Additional details of the 2-parameter Bendel
function can be found in the SPENVIS help (BIRA-IASB, 2018).













0, (E ≤ E0)
(3.20)
Where E0 is the threshold or onset cross-section (in LET units for heavy ions and MeV for
protons/neutrons), σlim is the saturation cross-section (in cm2/bit, cm2/byte or cm2/device),
W is the width of the rising portion of the distribution curve (in LET units for heavy ions and
MeV for protons/neutrons), and S the power that determines the shape of the curve. S = 1
corresponds to an exponential distribution function, S = 2 to a Rayleigh distribution, S = 4 to
a normal distribution, and larger values of S approaches the log-normal distribution (Petersen
et al., 2005a, 1992).
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There are other parameterization functions that are used for estimating the proton cross-
section from heavy ions cross-section data. One of these is the PROFIT method (Calvel
et al., 1996) which makes use of the Weibull function parameters from heavy ions fitted
data. Another approach for estimating the proton cross-section from heavy ions is the
SIMPA method (Doucin et al., 1994). The PROFIT and SIMPA methods are not covered
in the present work however they are mentioned for the completeness of the cross-section
evaluation introduced in this section. More information about PROFIT and SIMPA methods
can be found in (Calvel et al., 1996), (Doucin et al., 1994) and the SPENVIS online help at
https://www.spenvis.oma.be/help/background/creme/creme.html#CUT (BIRA-IASB, 2018).
In the next chapter the Weibull function fit is used for the estimation of the cross-section data
from experimental values and for the evaluation of the SEE rate.
In synthesis, the methodology for estimating the SEE rate from both, direct and induced
ionization, is as follows:
1. Provide the input data (BIRA-IASB, 2018)
• The heavy ions LET cross-section shall be provided with showing the LET
threshold and saturation values, or a Weibull function parameterization if known
• The proton cross-section for energies in the range of 10 - 200 MeV for protons,
or for thermal energies up to 200 MeV for neutrons
• Integral or differential energy spectra for protons and neutrons shall be as close
as possible to the radiation environment specified by the mission profile
2. Perform an evaluation for (Cho, 2017; Ferraro et al., 2017)
• Heavy ions: Estimation of the device sensitive volume
• Heavy ions: Compute the SEE rate integrating the cross-section data as a function
of LET and the LET spectrum
• Protons/neutrons: Calculate the SEE rate by integrating the flux spectrum and
cross section as a function of energy (protons/neutrons)
3. Generate the output SEE rates:
• Heavy ions: contribution of the SEE rate for a specific environment (orbit and
epoch) and device
• Protons/neutrons: contribution of the SEE rate for a specific environment (orbit
and epoch) and device
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3.2.3 Radiation protection and mitigation strategies
COTS intended to be used in small satellites have a better opportunity to survive the radiation
environment if mitigation and protection practices are incorporated into the design phase.
The following are common practices for mitigation and protection of EEE parts against space
radiation. They can be adapted depending on the specific design, mission requirements, and
constraints. The protection strategies are divided into TID and SEE effects for convenience.
TID mitigation strategies
Shielding
Shielding is the most common practice for the protection against electrons and low-energy
protons, however, does not provide protection against GCRs. In fact, thicker shielding may
cause secondary production that in turn, increases the SEE rate from those. Innovative
shielding designs are currently being investigated for the protection of non-space qualified
manufactured parts, as well as extending the life of small satellite missions. The use of
Z-graded material shielding designs is presented as an effective technique for reducing the
TID effects (Atxaga et al., 2012).Ground testing and even CubeSat missions have been
developed for this purpose (Thomsen III et al., 2015). Not only TID can be reduced by the
use of Z-grade shielding designs but also the effects from deep dielectric charging (Thomsen
III et al., 2015).
The use composite shielding designs is a mitigation method that does not requires the
substantial increase in mass, however, the application techniques could yield to an increase
in the cost of the mission.
Conservative designs and operative conditions
The use of conservative designs have been suggested by (Maurer RH and DR, 2008)
when the system performance allows for such a practice. TID affects different systems
parameters but it can be possible that by the expense of reducing the system’s performance,
some EEE parts can be used. Limiting current consumption and reducing the temperature in
some components, allow for their operation in a spacecraft.
SEE mitigation strategies
In (Maurer RH and DR, 2008) several SEE mitigation protections are suggested. Here the
ones that can be adopted in small satellites are briefly commented.
SEL circuit protection
This protection mechanism prevents the creation of a latch-up condition in devices that
are sensible to latch-up. Figure 3.6 shows an schematic diagram of such a circuit that protects
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against SEL. The parts that form the SEL protection circuit shall be radiation resistant to
ensure the proper operation of the protected device.
Some low-frequency devices and applications may be able to be cycled by turning off
the power to the device such that only during the on state, the device is susceptible to SEL.
Other common protection method is incorporating in-series resistors with the power supply
and inputs to the device in question in order to limit the current.
In most of the cases the action of powering off a device removes the latch condition,
so a good practice is to power cycle the complete systems in a small satellite once in a
while. However, the system reset shall prevent failures in the power cycle operation, either
automatic or via command, so the communication and operation of the spacecraft is kept
under control and avoid problems such as in other small satellite cases (Kepko et al., 2018).
Fig. 3.6 SEL protection circuit. Source (Maurer RH and DR, 2008).
SEU and SET mitigation
For the protection against upsets, the most used techniques involve incorporating redun-
dancy in the design. Data storage and devices that use memory cells are among the ones that
can make use of redundancy as a mitigation strategy to avoid SEU. Depending on the size of
the system, incorporating hardware redundancy may be possible. Software correction codes
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are also implemented, but the complexity can be such that the investment in development
and testing could not justify the solution. Some hardware vendors use double and triple
redundancy in their hardware so that the designer no longer has to implement the redundancy
but the use of hardware resources in the redundancy strategy, reduce the device capabilities
for the intended application (Maurer RH and DR, 2008). Complete cold/hot redundancy in
critical systems is another alternative, where space, power, complexity, and volume are the
main constrains. A trade-off in the specific case of a system’s mission shall be performed to
implement the adequate solution.
In the case of SET mitigation, this can be achieved by the use of double or triple flip-flops
in digital systems that remove the transient from the hardware.Not only the SET produced
by radiation but also the frequency of operation in digital systems is important. If the SET
is shorter than the systems frequency then the SEL might not be noticed. As new systems
tend to operate at higher speed, SET could become the dominant SEE in digital systems but
currently is not a major concern.
Similarly that with digital circuits, in analog devices the transients are associated with the
speed of the system. Low frequency analog systems are not susceptible to SETs, however,
power management IC show modest susceptibility as presented by (Maurer RH and DR,
2008). Changing the design or the component might solve the problem.
SEB and SEGR in power devices
For power devices, a common mitigation strategy against burn-out and gate rupture are
the experimental validation of the proper region of operation of the device. Current limiting
circuits (in-series resistor for instance) can be incorporated in the design with no significant
implications in complexity. Operation below the 50% of the breakdown voltage is considered
sufficient to prevent burnout (Maurer RH and DR, 2008).
General mitigation considerations
The first step towards reducing the effects of radiation in COTS parts is the selection of
components. As previously indicated, automotive and industrial grade parts are among the
fields of application from where EEE parts are looked for. Supplementary applications fields
from where COTS components can be selected are:
• Medical instrumentation
• High energy physics such as power radiation plants, radiation equipment parts, nuclear
instrumentation
• Automotive grade parts
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• Avionics grade parts for the aviation industry
• Industrial grade parts
By incorporating parts from application fields where the reliability of EEE parts is
considered critical, the selected devices might result in an appropriate choice for small
satellite applications.
In summary, the approach implemented in the design of small satellites to account for
their operation under radiation environments is achieved through qualification and testing.
The inputs to this design phase are (1) good understanding of the expected environment and;
(2) understanding of the failure mechanisms at specific test levels. The output is a quantitative
knowledge of the reliability of the parts and systems to be incorporated in small satellites.

Chapter 4
Use of COTS components for space
vehicles
4.1 Why to use COTS components in space?
The area of electric-electronic-electromechanical (EEE) parts has evolved in the past decades
with wide technological developments and improvements, mainly driven by the demand from
commercial users. In this regard, space-qualified parts are obsolete in terms of technology,
and often their capabilities are lower when compared with the current commercial off-the-
shelf COTS technology. Manufacturers of EEE parts follow the demand for mass production,
driven by business decisions, which means more revenues. On the other hand, space-qualified
parts are specific parts that follow a customer’s specification to achieve a certain reliability
requirement, that has been traditionally derived from the military requirements and policy.
Because of this fundamental difference between COTS parts and space-qualified parts it is
common that after some time, the manufacturers stop with the production of space-qualified
parts. The low revenue that space-qualified parts represent, together with the cost of keeping
older production lines and manufacturing processes for such components, represent a problem
that many space companies, systems integrators, spacecraft designers and even space agencies
face: there is no security that warranties the availability of such components.
The aging of EEE parts and the component areas where there are no space-qualified
alternatives has motivated that many space agencies and companies decide to adopt COTS
components for space applications. Also, new experiments, applications and the technology
evolving on Earth demand different and more versatile capabilities for new space missions.
These facts mean that changes in policy should be made, together with the adoption of a
methodology for EEE parts selection.
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The exploration and exploitation of space are driven by the affordability, accessibility,
and availability of the technologies required to make these activities possible. For small
satellites, those activities translate in the open use of space for more actors. Invariably, the
availability of EEE parts that meets the requirements associated with space applications
becomes a critical parameter in the global space industry.
In the case of small satellites, the use of COTS components relies on the reduction of
cost and mass, however, this adoption is commonly implemented by the acceptance of higher
risk with low understanding in the selection process and the risk associated. This is at least a
common practice in the newest companies and university class missions encompassed in the
New space philosophy wave.
The New space refers to the emerging of a new class of private aerospace companies and
ventures focused on commercial applications, that work independently from governments to
develop faster, superior and cheaper access to the use and exploitation of space.
COTS parts stand out as a viable solution, however, there are barriers that must be
overcome before full adoption of COTS parts within an acceptable risk for the end application.
The Standardization and the share of information arise as current practices to be adopted for
a sustainable solution.
As a response in the adoption of new technologies for space applications, specifically for
the small satellites case, an analysis and a methodology are presented in this chapter.
4.2 Space heritage
The term space heritage in a EEE part is a parameter that has to be stipulated depending on
the specific application. Every mission has different conditions and requirements, so the
applicability of heritage in EEE parts must be come from real available data. In order to
select a EEE part, the following factor must be taken into account (Friedlander, 2018):
• Mission orbit
• Mission lifetime
• Mission criticality (e.g. commercial application, scientific experiments, etc.)
• Risk management (accepted risk level)
• Component/part radiation withstanding capability
• Radiation exposure depending on the amount of shielding for the specific EEE part
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• EEE part critical function in the system
• Redundancy in the design
There are studies that have shown (Swartwout and University, 2014) that the increase
in small satellite reliability occurs between the first and second satellite/mission that a
manufacturer produces. This reflects the fact that small satellites manufacturers try to use as
much as possible from previous designs, especially when the schedule constraint drives the
development. In such cases, it is common to interpret the reused modules and components
as having a heritage. From this perspective, it is common to accept in the small satellite
community that EEE parts have heritage when those have been used in previous missions,
and have been successfully operative in orbit from the available data obtained.
As previously mentioned, this does not strictly shows that a component that flown in a
previous mission can be considered with heritage. However, depending on the obtained data,
the heritage can be considered applicable for the next mission.
4.3 Challenges in the use of COTS in space
When we talk about COTS the manufacturing process plays an important role in the selection
of components as it largely determines the radiation withstanding capability of the part
compared with other parameters such as temperature or other environment variables. It
is common that batches of the same part present significant different reactions to charged
particles, established on small differences in the raw materials or inconsistencies in the
manufacturing process. Thus, the adoption of COTS for space use is challenging due to:
• Space environment knowledge and dynamism
• Fast evolution of technology in components and parts
• Missions applications demands
The pursuing in the use of advanced technologies for space applications implies the need
for new/adapted test techniques, data analysis, environmental knowledge, standardization
and exchange of information.
The testing of COTS parts is a complex process because of:
• The variability in environment knowledge that affects the operation of spacecraft
• The testing facilities are limited by: energy, species, availability and cost
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• The lack of spacecraft internal environment knowledge (radiation levels inside the
spacecraft)
• Complex COTS require different testing methods (e.g. multi-core processors, mixed
signal ICs, AI-based ICs, IC with error detection and correction - EDAC, etc.)
• The uncertainties in the testing level: component level test, system level test, satellite
level test?
One approach to overcome the inconsistencies found in COTS parts is to conceive
methods for their utilization in spacecraft together with the help of manufacturers in order to
support the mission (Jackson, 2018). The batch production and more concretely, the mass
production improves the reliability of small satellites by removing defects in an iterative way.
With the use of those components in real missions (testing in space), the process is completed
by identifying what needs to be changed for the next mission. The full process is recorded as
it evolves with each iteration providing knowledge of the EEE part, the application and the
small satellite itself.
Following the mentioned approach, that involves the manufacturers and mission designers
in a process of continuous development and improvement of EEE parts for space use has
to be addressed from a policy, business and partnership point of view, that will not be
discussed here. The present work focuses on the methodology of testing in space under real
environmental conditions, which is covered in the subsequent sections.
4.3.1 Alternatives for on-ground testing vs testing in the real space en-
vironment
Alternatives for on-ground testing
The common way to test COTS parts for space applications is by measuring their radiation
withstand capabilities for TID and SEE as mentioned in Chapter 3. Simplified methods for
TID testing have been proposed before. The method proposed in (Menicucci et al., 2018)
makes use of β particles radioactive decay sources of 90Sr instead of 60Co. According to
(Menicucci et al., 2018) the advantages of using 90Sr sources are:
• Directionality: radioactive source applied only to the device under test (DUT) and not
the auxiliary circuits (avoid the need for extra shielding)
• Reduce the need for long-distance testing cable interfaces (a problem for high-speed
devices)
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• Low cost
There are, however, some disadvantages:
• Limited dose rate caused by the maximum distance from the irradiation source
• A limited number of DUT can be tested simultaneously
• The small radiation field spot requires additional X-ray radiography to identify the die
inside the IC, which may not be available to all developers
Another method showed in (Furano et al., 2016) consist of testing for SEE and TID with
in-air low-energy protons. The advantages presented by this method are:
• Ability to perform SEE test on-air (no vacuum chamber) + TID for low LET sensitive
devices
• Directional control easier than with 60Co → no shielding of auxiliary circuits
• Low cost compared when testing with high-energy ions and protons
As in the previous method, there are also disadvantages from the proposed method:
• Energy selection, air distance selection
• Use of degrading materials (copper) for TID
• For TID dose rate is fixed, however, some technologies are strongly dependent on dose
rate
As in the case of traditional methods employed for TID and SEE components characteri-
zation, there are still some limitations in the methods presented in (Menicucci et al., 2018)
and (Furano et al., 2016). In both cases, the reliable representation of the radiation environ-
ment (radiation source), in conjunction with the testing level that serves as a representative
case of study (component level, system-level or satellite level) are the main limitations.
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Testing in space
Testing in space brings advantages compared with traditional testing because it considers
the real environment conditions. Small satellites offer an accessible way for testing in the
real space conditions and as a result, many of the main and secondary payloads incorporated
into smallsats missions are related with technology demonstration missions, including COTS
parts. A methodology proposed in (Hofman and Sharp, 2017) consist in testing for TID in
space with the use of an on-board dosimeter (tester). System level and in-flight radiation
testing represents an attractive testing methodology for CubeSat class missions. The main
advantages of this method are:
• In-situ testing considering the complete satellite model (ambient inside the satellite)
• On-board dosimetry function + temperature measurements
• Rapid development suitable for Cubesat missions
Some of the disadvantages of this methodology are:
• The system tester should be radiation hardened or have redundancy
• The limited amount of telemetry data (due to the need of high-resolution ADCs for
temperature measurements)
• The limited amount of power
Other in space testing refers to the evaluation of SEE on memories. In (Sierawski et al.,
2017) a payload instrument allowed evaluating the effects of low-energy protons SEE in
SRAM memories. The main advantages of this approach are:
• In-situ testing considering the complete satellite model (ambient inside the satellite)
• Crow-sourcing approach for collecting data (from amateur operators)
• Radiation experiment that could be adapted to various CubeSat bus providers
As in the previous reviewed methodology for TID, there are some disadvantages in this
approach:
• Only low-energy protons tested (high-energy protons are not included)
• Telemetry based on collection from radio amateur operators (limits the amount of data
collection and the locations to where amateur ground stations are located)
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In general, the main limitations of the methodologies for testing in space are related to
the constraints of small satellite missions, especially in CubeSats: the available resources
for power and telemetry. However, as the technology evolves, those limitations begin to
disappear. An example is the Chimera payload launched by the European Space Agency
(ESA) as a secondary payload on-board the GOMX4 6U CubeSat (Laura and Per, 2018). This
experiment is intended for testing 12 computer flash memories from 4 different COTS types,
in order to obtain a better knowledge about the most convenient commercial components for
new space applications (Laura and Per, 2018).
Another possible disadvantage of the mentioned in-space testing methodologies consists
in the use of radiation-hardened components for the measuring system. This is essential in
order to provide reliable information of the parts under test.
Considering the increased access to space by small satellite missions, testing under the
real conditions is being considered the most effective method to evaluate COTS and to
acquire knowledge that can be used for rising parts reliability and heritage.
A collective database from testing in the real environment conditions can offer bigger
benefits. This particular characteristic fits better when using constellations of small satellites
because more data and components can be evaluated in less time than with the use of a single
satellite.
On the other hand, terrestrial applications can have benefits from testing in space too. In
several industries and research activities with critical applications, the use of reliable parts
is a key factor. Examples of such areas are the nuclear monitoring of power plants, nuclear
medicine, high energy physics research (e.g. particle accelerators), avionics systems for the
aviation industry, self driving cars, drones and robotics.
Figure 4.1 summarizes the presented discussion about the differences and advantages of
testing in space versus on-ground testing alternatives.
4.3.2 Evaluation of the radiation environment inside a spacecraft
The evaluation of the environment inside a spacecraft consists of the identification of charged
particles, their energy, and effects to the on-board components, and astronauts for human
flight missions. In the case of small satellites, the evaluation of the radiation environment can
be done with the use of dosimeter instruments and particle spectrometers that characterize the
spectrum of the radiation environment. Such instruments have been used before in missions
like the Mars Science Laboratory (MSL) Radiation Assessment Detector (RAD), which
was embedded on-board the curiosity rover spacecraft, with the purpose of evaluating the
radiation environment in the transit from Earth orbit to Mars orbit (Guo et al., 2015).
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Fig. 4.1 Major differences between ground testing and in-space testing for COTS.
When evaluating the effects of the radiation environment for a particular mission, the
most common practice is to use the orbit of the mission and perform an evaluation of the
parts inside the spacecraft using models that represent and forecast the trapped radiation
environment around the Earth, solar particle events, the solar cycle, and the galactic cosmic
rays environment expected (Lin et al., 2012). The most common models used for evaluating
the mentioned ambient radiation sources are (Lauenstein and Barth, 2005):
• AP-8: NASA model for trapped protons (D. M. Sawyer and J. I. Vette, 1976)
• AE-8: NASA model for trapped electrons (Jordan, 1989)
• CRRESPRO: US Air Force Research Laboratory (AFRL) model for trapped protons
(Pfitzer and A., 1998)
• CRRESELE: US Air Force Research Laboratory (AFRL) model for trapped electrons
(Gussenhoven et al., 1993)
• ESA-SEE1: an updated for the AE-8 model (Vampola, 1997)
• PSB97: for low-altitude trapped proton anisotropy (Heynderickx et al., 1999)
• Flux maps of very high energy protons and electrons based on measurements from the
AMS experiment (Heynderickx et al., 2004a)
• JPL-91: for solar energetic protons
• CREME-86 and CREME-96: for cosmic rays and solar energetic ions
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• ISO15390: international standard for modelling the impact of cosmic rays on hardware
and on biological and other objects when in space (ISO15390, 2004)
• Nymmik: is similar to the ISO model except for energies below 10 MeV/nucleon
where the model estimates an increase instead of a decrease of the ion flux (Nymmik
et al., 1996)
The mentioned models are included in special tools such as the ESA’s SPace ENViron-
ment Information System (SPENVIS), which is a web-based system that provides access
to a wide variety of models of the hazardous space environment (Heynderickx et al., 2000,
2004b). The mentioned models are based on satellite data from past missions and have the
characteristics presented in table 4.1. Detailed information about the models can be found in
(Ginet et al., 2013; Sandberg et al., 2014; Sicard-Piet et al., 2008).
The first question when evaluating the radiation effects on a satellite mission is what
are the appropriate models to use. In order to evaluate COTS parts, planning and operating
spacecraft missions, accurate radiation models are needed. As described in (Lauenstein
and Barth, 2005), the current and mainly used radiation models (AP-8, AE-8, CRRESPRO,
CRRESELE) present important differences between them when are used for evaluating the
radiation environment for a specific mission. The tendency to overestimate or underestimate
radiation fluxes and energies can produce different margin errors when designing a spacecraft,
which in turn yields to an overestimating of the radiation hardening design as described in
chapter 3.
In the following section, the radiation environmental models incorporated in the SPENVIS
system are used to estimate the radiation environment for the Ten-Koh satellite case of study.
Subsequently, the measured radiation data from one of the main mission instruments is
presented. This information is used to provide a methodology for the evaluation of COTS
parts in space.
4.4 Observation of effects under real environment condi-
tion: Ten-Koh case study
4.4.1 The Ten-Koh small satellite overview
The Ten-Koh satellite is a small satellite of 23.5 Kg mass, that was developed over a period
of 16 months mainly at Kyushu Institute of Technology (Kyutech), while some payload
instruments were designed and developed in parallel in Australia, Bulgaria, and the USA
(Fajardo et al., 2019). Ten-Koh is based on the platform of a previous small deep-space
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Table 4.1 Trapped radiation models. Adapted from the SPENVIS website help (Heynderickx







AP-8 MIN 0.1-400 1.14 ≤ L ≤ 6.6
1.0 ≤ B/B0 up to
the loss cone
Internal: Jensen and Cain
[1962]
External: None
AP-8 MAX 0.1-400 1.14 ≤ L ≤ 6.6
1.0 ≤ B/B0 up to
the loss cone
Internal: GSFC 12/66, up-
dated to 1970 [Cain et al.,
1967]
External: None
CRRESPRO 1.1-90.4 1.0 ≤ L ≤ 5.5







18-500 1.1 ≤ L ≤ 2.0
α0 = 90.0o down
to the loss cone
Internal: IGRF 1995
External: None




AE-8 MIN 0.04-7 1.14 ≤ L ≤ 12
1.0 ≤ B/B0 up to
the loss cone
Internal: Jensen and Cain
[1962]
External: None
AE-8 MAX 0.04-7 1.14 ≤ L ≤ 12
1.0 ≤ B/B0 up to
the loss cone
Internal: Jensen and Cain
[1962]
External: None
CRRESELE 0.5-6.6 2.5 ≤ L ≤ 6.8







0.04-7 1.14 ≤ L ≤ 12
1.0 ≤ B/B0 up to
the loss cone
Internal: Jensen and Cain
[1962]
External: None
POLE - V1 0.03-2.5 GEO ——
POLE - V2 0.03-5.2 GEO ——
IGE-2006 0.001-5.2 GEO ——
AE-9 0.04-10 —— Internal: IGRF 2012
External: Olson-Pfitzer
[1977] quiet
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probe Shinen-2 (Bendoukha et al., 2016), developed and launched by Kyutech in 2014. The
main structure of Ten-Koh is composed of a CFRP composite shell with a rigid internal
load-bearing structure made of aluminum alloy (Al 6061-T6). The satellite was launched on
29 October 2019, as a piggyback of the GOSAT-2 launch on-board the H2-A rocket F40.
The Japanese Aerospace Agency (JAXA) offered free launch slots for the GOSAT-2
launch in early 2017, and the Ten-Koh mission design was based on general estimates and
assumptions for a Sun-synchronous polar orbit with an altitude of 613 km and 97.8 degrees
inclination (the final orbit parameters were not confirmed until a few months prior to the
launch). The previously described experiments and the associated six instruments were
conceptualised during a brainstorming process and an official proposal was submitted to
the JAXA as a bid for the GOSAT-2 launch opportunity, which was offered to Japanese
universities. After the launch, the final orbit was confirmed to have the following parameters:
• Perigee: 593 km.
• Apogee: 615 km.
• Inclination: 97.8 degree (retrograde orbit).
• Semimajor axis: 6975 km.
• Orbital period: 96.6 minutes.
• Eclipse duration: 47.7 minutes.
• Number of revisit times per day over Kyutech (Japan): 4.
• Revisit cycle: 9 days.
• Local equator crossing time of descending node: 13:00 hours.
Even though Ten-Koh can pass over the Kyutech ground station in Japan up to four
times per day (twice at around 13:00 and twice at 01:00), only passes with more than 15
degrees of elevation are used (Fajardo et al., 2019). This is done in order to establish reliable
communication between the ground station and the satellite (i.e. to avoid the loss of data
packets). Ultimately, an average of two passes per day are usable.
The Ten-Koh satellite mission has the following primary objectives (Fajardo et al., 2019):
1. To characterise the plasma environment around a spinning spacecraft.
2. To detect MeV-range electrons in LEO and investigate the space environment in the
presence of an extreme low solar activity.
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3. To investigate the change of physical properties of LATS (Lightweight Ablator series
for Transfer vehicle) and CFRP (Carbon Fiber Reinforced Polymer) material samples
exposed to the space environment.
The satellite platform was based on several components and architecture topologies used
by Shinen-2. However, the design and integration of most of the platform subsystems has
been completely redefined in order to suit the new mission objectives. The main goal when
adapting the Shinen-2 platform architecture for the purpose of Ten-Koh was to reuse as many
of the heritage electronic components as possible in order to reduce the risk of component
failure and thus increase system reliability (Fajardo et al., 2019). The development time was
also shortened by reusing the same structure, which assured both successful environmental
testing and removed the need for devoting a significant effort to design a new structure.
Figure 4.2 shows the Ten-Koh satellite in its in-orbit configuration (Fajardo et al., 2019).
The satellite platform is formed of the following subsystems (Fajardo et al., 2019):
• OBC - on-board computer and data handling subsystem,
• COMM - communication subsystem,
• EPS - electrical power subsystem,
• ADS - attitude determination subsystem.
Due to the short time allowed for the development and limited resources, attitude control
was not included in the satellite and the use of any mechanisms was discarded, even though
they were being considered until the preliminary design review (PDR). A passive attitude
control based on permanent magnets was not possible due to the influence on the CPD
and magnetometer readings. Figure 4.3 shows the block diagram of the satellite platform
subsystems and the main interfaces between them. An extensive description of the platform
subsystems is included in (Fajardo et al., 2019).
The Ten-Koh payload is briefly described below.
The Ten-Koh satellite payload
The main payload consist of five individual instruments, the main characteristics of which
are summarised in Table 4.2 (Fajardo et al., 2019). One of the main payloads is the Charged
Particle Detector (CPD), which was developed by the Radiation Institute for Science and
Engineering Prairie View A&M University, Holland-Space LLC/NASA-JSC, TX, USA, and
the Space Research and Technology Institute - Bulgarian Academy of Sciences, Bulgaria.
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(a) Ten-Koh flight model
(b) Ten-Koh external dimensions
Fig. 4.2 Ten-Koh satellite flight model configuration once in orbit. The black external
structure is made of CFRP. (a) Computer-aided design rendering on the left, flight model
photograph on the right. (b) The envelope allowed by the launch vehicle was 500 x 500 x
500 mm. Source: (Fajardo et al., 2019)
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(a) Ten-Koh system architecture.
(b) Ten-Koh payload architecture including: experiment control unit (ECU), material
mission (MM), charged particle detector (CPD), double Langmuir probe (DLP).
Fig. 4.3 Block diagrams of the Ten-Koh system as well as its payloads. Dashed lines show
the limit of each subsystem and the solid lines indicate the type of interface. Ten-Koh satellite
uses I2C as the main data bus (blue), and SPI (gray) as a backup data bus and direct interface
with sensors inside every subsystem. 5 V power lines are shown in yellow and 12 V lines
in magenta. The ADS subsystem was included inside the payload subsystems (PL) for
convenience in the physical location inside the satellite, hence it appears in the bottom block
diagram. Source: (Fajardo et al., 2019)
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This system consists of eight CMOS (Complementary Metal Oxide Semiconductor) detectors
mounted on five faces of a cube, and the Bulgarian Liulin-type detector (Dachev et al., 2017)
mounted on the top of the complete assembly. The CPD instrument contributes to all four
primary mission objectives (see 4.4.1).
Another payload of Ten-Koh is a set of Double Langmuir Probes (DLP). This experiment
is intended to study the plasma and the sheath formation around the satellite as it is spinning
along its orbit (Fajardo et al., 2019). Satellite charging, which can occur at surface and
internal level, is an important subject of study because it is related to satellite anomalies
and is directly impacted by the space weather conditions. Satellite charging depends on the
interaction of the spacecraft materials, their thickness, and charged particles energy. Fluxes
of electrons ranging from 10 to 100 keV can produce surface charging, while electrons with
energy bigger than 100 keV, can produce internal charging (deep dielectric charging) (Dorman
et al., 2005). The plasma flow around a satellite in LEO exhibits a behaviour similar to the
flow of a neutral gas: there is a region of compression on the side where the plasma flow
impinges upon the moving spacecraft, and a wake region behind the body of the satellite (see
(Bendoukha et al., 2019; Fajardo et al., 2019)). For satellites that have no attitude control,
the modelling of the plasma interaction with the satellite body becomes a complex task.
Therefore, in-situ measurements provided by the described experiment would be a valuable
source of information useful for the validation of the plasma models.
The purpose of the material mission (MM) is to expose three different samples of new
material for space applications developed by Okuyama laboratory of Kyutech made of carbon
fibre (CF) and PEEK resin (Fajardo et al., 2019):
• Sample 1: CF/PEEK with no coating.
• Sample 2: CF/PEEK with a special coating (silsesquioxane) to protect against atomic
oxigen.
• Sample 3: CF/PEEK with a special coating (yttrium oxide) to protect against UV.
The system measures different parameters, including temperature of and strain inside
the samples in order to quantify the changes in the coefficient of thermal expansion (CTE)
of the new materials (Fajardo et al., 2019). By measuring the changes in CTE, internal
micromechanical modifications in the chemical composition of the samples caused by the
effects of space environment can be discerned. Testing in this way allows assessment of
material survivability and reliability for use in space. The temperatures are sensed with
AD590 temperature transducers sampled by the AD7927 ADC. The ADS1220, a 24-bit ADC,
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Table 4.2 Main payload instruments. Source: (Fajardo et al., 2019).
Item Instrument/Sensor Measurement range
Charged particle detec-
tor based on CMOS sen-
sors
6 detectors for protons,
electrons and ions.
2 x-ray detectors
The final range will be defined
based on ground calibration and
orbital data.
Dosimeter for space ra-
diation.
Liulin type dosimeter Dose rate [Gy/h]: 1.12x10−8 to
0.188
Flux [particles/cm2/s]: 0.01 -
10000
Deposited Energy [MeV]: 0.081
- 20.833
Material mission Strain measurements
Temperature measure-
ments
Strain: 10000x10−6 to 1x10−6












and COTS strain-gauges are used to measure strain in two orthogonal directions inside the
samples.
The payloads are controlled using an experiment control unit (ECU) PIC. The MM
constantly measures the samples’ properties and, therefore, implements a dedicated controller
not to block or interrupt the CPD and DLP operations.
The last main mission instrument on-board the satellite consist of a 3-axis magnetometer,
which it serves a dual purpose of attitude determination and scientific data generation. This
instruments is based on the HMC2003 three-axis magnetometer and two 16-bit ADCs
for sampling and digitizing the analog values with a time resolution of 1 second. The
magnetometer and all the ADS sensors (12 Sun sensors and 3 gyroscopes of 3-axis each) are
sequentially sampled over a SPI data bus by one PIC microcontroller in order to ensure that
all the readings are synchronized, which is required for attitude determination. A detailed
description of the ADS subsystem is included in (Reyes et al., 2019).
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Ten-Koh general arrangement
Figure 4.4 shows the arrangement of the subsystem assemblies in the Ten-Koh structure.
Most of the subsystems parts, including the payload instruments control electronics and
several instruments, are mounted on the internal structure.
The material mission (MM) payload control electronics circuits are located inside the
structure, while the material samples are placed directly above and exposed to the space
environment. Similarly, the double Langmuir probe (DLP) electrodes are located on the
outside of the external structure of the satellite. However, its control electronics circuits
are housed in the internal structure shielded in a 3 mm-thick aluminum box (Fajardo et al.,
2019).
The magnetometer instrument is mounted on the top panel in an aluminum box. The
selection of the location and materials for the mechanical interface are not described in the
present work but can be found in (Fajardo et al., 2019).
The data from the CPD instrument are used for the evaluation of the radiation environment
inside the satellite. Therefore, a description of this instrument is presented in the next section.
4.4.2 The charged particle detector on-board Ten-Koh
The charged particle detector (CPD) is an instrument composed by 9 detectors that measure
high-energy ionizing radiation from the charged particles environment that hits the instrument.
All the 8 CMOS detectors and the Liulin spectrometer are housed in a 3D printed structure
made of polyether ether ketone (PEEK) for static guard. The CPD instrument incorporates
the following detectors:
• 8 Complementary Metal-Oxide-Semiconductor (CMOS) detectors, which are desig-
nated as
– CMOS-0: X-Ray detector
– CMOS-1: covered with a polyethylene sphere (shielding experiment)
– CMOS-2: open detector for ambient radiation measurements
– CMOS-3: covered with a polyethylene sphere (shielding experiment)
– CMOS-4: open detector for ambient radiation measurements
– CMOS-5: covered with a polystyrene sphere (tissue equivalent)
– CMOS-6: X-Ray detector
– CMOS-7: covered with a polystyrene sphere (tissue equivalent)
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(a) Ten-Koh system internal arrangement.
(b) Ten-Koh system internal arrangement.
(c) Ten-Koh system external arrangement.
(d) Ten-Koh system internal arrangement.
Fig. 4.4 The payload arrangement onboard the spacecraft: external arrangement (c); internal
arrangement (a,b) and internal structure dimensions in millimeters (d). Source: (Fajardo
et al., 2019).
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• 1 Liulin dosimeter: spectrometer based on a PIN diode
The CPD assembly has a power and data interface with the ECU board, for both, CMOS
and Liulin detectors. The data interface is implemented with an SPI bus through the use
of isolation integrated circuits hardware, in order to keep the CPD and DLP electrical SPI
interface isolated from each other (ECU controls the readings from the CPD and DLP
experiments). All the CPD assembly is powered on with a dedicated 12 V DC line. The
nominal current consumption at this voltage level is 400 mA in the flight unit.
The figure 4.5 (on the left) shows the distribution of the 9 detectors in the CPD assembly,
and the FM unit that was integrated with the satellite.
Fig. 4.5 Detectors distribution in the CPD instrument.
The CPD assembly is located close to the center of the spacecraft, behind a layer of 2.2
mm thickness made of CFRP + 1.6 mm of FR4/bakelite + 1.75 mm Al, on the four sides of
the CPD where the CMOS detectors are mounted. From the top of the spacecraft perspective
there are 5 mm thickness of CFRP + 1.5 mm of FR4/bakelite + 1.6 mm of FR4/bakelite.
Figure 4.4 shows the location of the CPD assembly in the internal Al structure of the Ten-Koh
satellite.
The experiment develops as follows:
The detection of high-energy charged particles occurs by measuring the counting rate
of the incoming particles with the use of the CMOS and Liulin detectors. Measurements of
Earth’s magnetic field is incorporated in order to complement the acquired data. When taking
charged particles and magnetic field measurements, both measurements have to be done
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during the same experiment operation time and location. The charged particles experiment
runs to cover an area surrounding each of the magnetic poles between 60 and 90 degrees
of latitude, that corresponds to a maximum time for operating this payload of 16.3 minutes
per polar cap or orbit latitude zone (32.6 minutes in total). This represents the usage of
33.6% of the total time for 1 orbit of 97 minutes of the satellite experiment time. The amount
of power to operate this experiment corresponds to 4.8 W (CPD) + 2 W (magnetometer
+ ADS sensors) + 2.9 W (Ten-Koh bus) + 0.3 W (ECU) = 10 watts. The amount of data
generated by this experiment is approximately 145004.8 bytes in 16.3 minutes or 8896 bytes
per minute. The CPD will sample data from the 8 CMOS detector (2 X-ray included) and
the Liulin detector every 30 seconds. This represents a single mission measurement from
the CPD instrument. The magnetic field measurements will be sampled with a frequency
of 1 Hz during the CPD operation. The spatial sampling frequency for the CPD (CMOS
+ Liulin detectors) is approximately 225 km along the orbit trajectory, which corresponds
to a sampling period of 30 seconds. In the case of the magnetometer readings, the spatial
sampling frequency is 7.5 km.
It is also possible to operate only the CPD without magnetic field measurements. In
such a case, the maximum power consumption is 8 W plus the satellite bus. Because the
CPD assembly is located behind the satellite’s external structure, a shielding correction of
the charged particles data must be performed to compute the ambient differential flux being
measured. On the other hand, the measurements inside of the spacecraft (after the shielding)
represent the information for analyzing the radiation environment received by the internal
components of the spacecraft in orbit. This is the information that is use in the present
research, and specifically, data from the Liulin instrument.
Table 4.3 shows the CPD detectors measuring characteristics.
Table 4.3 CPD measuring range. Adapted from: (Fajardo et al., 2019).
Detector Measuring range
X-Ray detectors 47 kV - 680 kV
CMOS detectors Will be defined based on orbital data and ground
calibration results
Liulin spectrometer Dose rate: 1.12x10−8 - 0.188 Gy/h
Flux: 0.01 – 10000 particles/cm2/s
Deposited energy: 0.081 - 20.833 MeV
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The Liulin spectrometer
For the analysis of the radiation environment inside the satellite, the data acquired from the
Liulin spectrometer is used. In this context, a brief explanation about the operation of the
Liulin spectrometer appears below.
The Liulin spectrometer consists of a detector based on a Si-diode (Hamamatsu PIN
diode model S2744-08) with a sensitive area of 2 cm2, 0.3 mm thickness, a charge-sensitive
preamplifier, and a 256-channel spectrum analyzer (Dachev et al., 2015, 2011a). The detector
measures the contribution of different types of radiation in the form of integrated dosimeter
units. It makes use of the dose definition to measure the deposited energy in the detector
and the counts of events (energy deposition). It has an on-board memory for storing the data
and 2 microcontroller units that control the data acquisition. Data from the spectrometer can
be read through SPI by the ECU controller with any time step (exposition time) between
5 seconds to 2500 seconds. The figure 4.6a shows the internal architecture of the Liulin
spectrometer.
As indicated before, the Liulin spectrometer uses the definition of the absorbed dose to
measure the deposited energy in 256 channels (Dachev et al., 2015). This definition says that
the mean energy absorbed from any type of radiation per unit mass in a material (Martz et al.,
2016). In the international system of units (SI) the absorbed dose has units of Gray (J/kg)
and is defined by equation 4.1








Where D is the measured dose (in Gray or Gy), ∆ED is the deposited energy (in joules),
and ∆m is the mass unit (in kg) of the detector or material that is exposed to ionizing radiation.
In the same way, the dose rate, that is the rate at which the absorbed dose is received,
provides a measure of the radiation intensity and has the form or equation 4.2








Where Ḋ is the dose rate (in Gy/s), ∆D is the change in deposited dose and ∆t is the
exposition time (in seconds) or time in which the change in deposited dose is measure.
So for the Liulin, which can measured the deposited dose in 256 channels, the expression
to compute the dose has the form of equation 4.3 (Dachev et al., 2015)
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(a) Liulin spectrometer internal architecture.
(b) Liulin spectrometer FM unit.
Fig. 4.6 Liulin spectrometer.
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Dose : D [Gy] =







Where D is the measured dose (in Gy); K is a coefficient that relates the conversion of
joules into MeV, Gy into µGy and time in seconds into hours; Eli is the energy loss in the
channel i in the detector, which is related to the amplitude (A) of the digitized pulses into
units of energy (MeV) from the internal preamplifier as Eli [MeV] = A [V]/0.24 [V/MeV],
where the value 0.24 V/MeV is a coefficient dependent on the preamplifier used and its
sensitivity. Equation 4.3 shows the units of the numerator and divider that lead to the Gy in
the SI units. A deeper description of the Liulin type detectors is included in (Dachev et al.,
2015).
In the Liulin, the dose rate (Ḋ) is computed by taking the dose D from equation 4.3 and
dividing it by the real exposition time. The real exposition time (∆t) is a parameter obtained
directly from the Liulin raw data (timer ticks from a counter).
The particles flux is computed as the sum of the events number in channel i divided by












Where Φ is the flux (in particles/cm2/s), Ai is the number of events in channel i, Sd is
the detector area (in cm2), and ∆t is the Liulin real exposition time.
After a period of 3 weeks where the Ten-Koh satellite was tested during the Launch
Early Operations Phase (LEOP), the normal operations of the Ten-Koh satellite started in
November 2019. A total of 27 CPD missions were performed between 19 Nov 2018 and 19
Mar 2019, however, due to a failure of the satellite that occurred on 19 Mar 2019, only data
from the first 12 CPD missions were downlinked.
The satellite uses UHF amateur band frequencies with rates of 1.2 kps for the uplink and
9.6kbps for the downlink. Because of the limited downlink capability, the CPD missions
were restricted to a time duration between 252 to 450 seconds.
The Liulin data from the mentioned period is used for the analysis in the present work.
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4.4.3 Evaluation of the radiation environment inside the Ten-Koh satel-
lite
Computing the radiation effects: TID and SEE
From equation 4.3 the total ionizing dose (TID) can be computed as the time integral of the
dose rate latitudinal distribution as a function of the L-parameter




Where DT ID is the total ionizing dose in Gy; φ̇(L) is the measured dose rate as a function
of the L-parameter (latitudinal distribution) and time of exposure; and δτ is the time of
exposure (from ti to t f ). When computing 4.5 the integral is evaluated for the dose rate in
a range of L values. In the practice, L is evaluated according to the available data, which
for the Ten-Koh data goes from 1 to a maximum value of around 20. Beyond L = 20 the is
no significant deposited dose, specially from GCR as it is presented in 4.4.3. The time of
exposure (δτ) for each range of L, (i.e. the time δτ in which the satellite transits the segment
of 1 ⩽ L > 2), is estimated from the satellite orbit for a referred epoch, and considering an
average orbit of the satellite obtained from the Two Line Elements (TLE) data.
It is important to distinguish the quantities ∆t, which refers to the real exposition time
from the Liulin detector, and the time of exposure δτ that refers to the time a component is
exposed to ionizing radiation (TID). Using equations 4.3 to 4.5 the TID effects inside the
satellite are evaluated.
The next step is the definition of the evaluation of SEE in the on-board components of
the satellite.
The parameter for the characterization of SEU is the upset rate (R), defined as the number
of events per bit, byte or device per unit of time (usually days). As shown in chapter 2
(see section 2.3.3), SEUs can be generated via direct ionization (heavy ions from GCR) and
induced ionization (from energetic protons). In the case of an LEO Sun-synchronous orbit
like the case of the Ten-Koh satellite, both direct and induced ionization can produce SEE,
however, energetic protons from the trapped inner radiation belt, represent the main source
of SEE (as presented in section 4.4.3). Thus, the SEU rate (λSEU ) is evaluated following the
proton SEU rate described by equation 4.6
SEU protons rate : λSEU =
∫
f (E) ·σ(E)dE (4.6)
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Where f (E) is the protons differential flux (in protons · cm−2 · s−1 ·MeV−1) inside the
spacecraft, and σ(E) is the cross section of the device (Cho, 2017). Sometimes is common
to find the above integral pre-multiplied by a factor of 4π that accounts for the total solid
angle, and then the differential flux f (E) has its values in protons ·cm−2 · sr−1 · s−1 ·MeV−1.
The cross section of the device can be obtained by one of the estimation methods
mentioned in chapter 2 or from experimental data.
The radiations effects inside the satellite are estimated in two ways and then compared:
• Observation data from the OBC and Liulin measurements
• Results predicted by the environmental models and employing the tools incorporated
in SPENVIS
In the case of the Liulin data, each spectrum consists of 256-channels registering the
number of events. Then, applying equations 4.3 and 4.4 the dose rate and flux are obtained
(Dachev et al., 2015). By the use of the same equations, dose rate and flux spectra are
obtained. The processed data provides with the dose rate, the total dose for the real exposition
time, the flux (and fluence) for the real exposition time, as well as the flux and the dose rate
spectra (Dachev et al., 2015).
The determination of the particle type contribution to the data was performed following
the procedure showed in (Dachev et al., 2017). Data from deposited dose and flux are used
with the dose-to-flux ratio (D/F) for the separation of the major particles contribution type
to the spectra data (Dachev, 2018). Thus, the identification of electrons, protons, GCR, and
SEP is performed applying the following conditions (Dachev et al., 2017):
• Electrons: dose rate > 15 µGy/h and D/F < 1.12 nGy · cm2 · particle−1 and flux > 7
cm−2 · s−1
• Protons: dose rate > 15 µGy/h and D/F > 1.12 nGy · cm2 · particle−1
• GCR: dose rate < 15 µGy/h
• SEP: dose rate > 15 µGy/h, from which, solar protons (SP) present a dose rate < 20
µGy/h
After applying the above conditions to the 198 Liulin spectra data available, the particle
type separation resulted in the latitudinal distribution of figure 4.7a. On the other hand, figure
4.7b shows the geographic distribution of the same data.
The averaged spectra for the dose rate and the integral flux of the separated particle
contribution, as a function of the deposited energy is presented in figure 4.8. From a total
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(a) Liulin dose rate and flux particle contribution as a function of the L-value.
(b) Liulin major particle contribution geographically distributed on a world map.
Fig. 4.7 Liulin major particle distribution from the spectra data. 198 spectra data were
measured between 19 Nov 2019 and 19 Jan 2019.
4.4 Observation of effects under real environment condition: Ten-Koh case study 89
of 198 spectra, 14 correspond to electrons, 28 to protons, 149 to GCRs, and 7 to SEP.
Several more CPD missions were performed beyond 19 Jan 2019, including continuous
measurements along the satellite orbit. However, due to the limited bandwith available for
downlinking, the time needed for other mission experiments, and a failure in the satellite
that occurred on 19 Mar 2019 (discussed in the next chapter), only the first 198 spectra were
possible to retrieve from the ECU SD card.
(a) Liulin dose rate average spectra for all particles major contribution.
(b) Liulin flux spectra for all particles major contribution.
Fig. 4.8 Liulin major particle contribution from the average spectra data. 198 spectra were
analyzed.
90 Use of COTS components for space vehicles
Comparing the average spectra for each particle in figures 4.8 and the individual spectrum
contribution for each particle type from figure 4.7a, is possible to identify the particle
contribution to the deposited dose from major to minor order, and without considering the
SAA region (1 ⩽ L > 2), as: (1) electrons; (2) protons; (3) SEP and; (4) GCR.
The shielding of the satellite structure is an important parameter to estimate the space
radiation environment received by the internal components. Then an analysis for the dose
experience inside the satellite is presented, followed by the SEE analysis. A comparison with
the environment models predictions is presented at the end of the chapter.
Satellite shielding model
As already mentioned in section 4.4.1, Ten-Koh’s external structure is made of a CFRP shell,
however, inside of the satellite there are other materials and components that provide extra
shielding. In most of the satellite faces, there is an aluminum plate or PCB made of FR4.
A common model of the satellite shielding is the one located in the top panel, exactly the
location that provides shielding to the Liulin detector. This is represented in figure 4.9. In
order to evaluate TID and SEE effects inside the satellite when using the common tools in
SPENVIS, two methodologies are used for the shielding of the satellite:
• TID evaluation: radiation transport code
• SEE evaluation: Al equivalent shielding
For the evaluation of the TID an analysis of the expected radiation dose inside the
satellite was performed using a 1-D model of the shielding in front of the Liulin detector and
then applying a Monte Carlo radiation transport simulation. This is presented in the next
subsection.
For the SEE evaluation, the Al equivalent shielding is required by several tools such as
SPENVIS, si the first step is to compute the Al equivalent of the figure 4.9 model. A typical
approximation for this is to scale the range of 50 MeV protons in Al to the range of 50 MeV





Where RAl is the range of a 50 MeV proton in aluminum, Rm is the corresponding range
of a 50 MeV proton in the material of interest, and d0 is the thickness of material in g · cm−2
(Badavi et al., 2010). Alternatively, the equivalent of Al shielding is also computed based on
the ratio of the actual mass density of the material to that of aluminum.
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In order to obtain the equivalent Al thickness of the shielding model of figure 4.9, first it
is necessary to evaluate the composite structure density (ρ0 in g/cm3), thickness (d0 in cm)
and the radiation length (X0 in g · cm−2) of the shielding structure.
The radiation length in the composite structure, which is formed by layers of different ma-
terials that have different thicknesses, densities, and different radiation lengths, is computed










Where X0 is the combined radiation length of the composite structure in g · cm−2, Xi is
the radiation length of each individual material layer in g ·cm−2, and wi = diρi/∑d0ρ0 is the
weight fraction of each layer that conforms structure shielding (Gupta, M., 2010; Olive et al.,
2014). The term ∑d0ρ0, which represents the total mass of the layered shielding (W0) can be










Where W0 is the total mass density of the layered shielding in g ·cm−2, and Wi is the mass
density of individual layers that form the composite shielding and is expressed in g · cm−2.
The shielding model of figure 4.9 has an equivalent Al shielding of 1.57098 g/cm2
(0.58206 cm), a mass density of 1.73025 g/cm3, and a radiation length of 32.79004 g/cm2
(18.95099 cm). From this information and using the CSDA range from tables (Berger M. J.
et al., 2009) for the equivalent Al shielding, electrons with more than 2.5 MeV and protons
with more than 35.2 MeV can penetrate the shielding structure of the satellite from the top
panel.
It is important to note that the combined material density of figure 4.9 is similar to that
of a typical CFRP composite with a fraction by weight of approximately 70% of carbon
fiber and approximately 30% of epoxy resin. A CFRP composite with the mentioned typical
composition has a density that varies between 1.5 to 1.7 g/cm3. Using available data from
previous studies of space radiation in composites (C. Ken Chang, 1982), the stopping power
and range of electrons and protons in CFRP with the mentioned composition has almost
the same behavior of graphite with a density of 1.7 g/cm3. Following this approximation
electrons with more than 2.2 MeV and protons with more than 37 MeV can penetrate an
equivalent shielding made of graphite (Fajardo et al., 2019). These values show similar
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results of the Al equivalent shielding. However, simplified analysis of equivalent shielding do
not consider secondary particle that are created in the structure material and that contribute
to both TID and SEE.
Fig. 4.9 Ten-Koh top panel 1-D shielding model. The dimensions are not to scale and the
sketch is for illustration purposes.
An alternative and more accurate shielding analysis for electrons and protons is performed
by simulating the shielding model from figure 4.10 to determine the electrons and protons
energy that can penetrate the Ten-Koh structure. The simulation for electrons and protons
was performed using the Geant4 Radiation Analysis for Space (GRAS) tool included in the
SPENVIS radiation tools (Santin et al., 2005). The mean values and the errors associated with
the results of the simulation are presented in figure 4.10. Figure 4.10 reveals that electrons
with more than 2.3 MeV and protons with more than 39 MeV can penetrate the satellite
structure (Fajardo et al., 2019). Because the results from the GRAS simulation provide more
accurate values than the AL equivalent shielding approach, these are selected as the values
for posterior analysis.
TID effects inside of the satellite
The TID effects are directly evaluated by computing the dose rate from the Liulin spectrometer
and presented in a latitudinal distribution along the satellite orbit. Each spectrum has an
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(a) Ten-Koh shielding for electrons.
(b) Ten-Koh shielding for protons.
Fig. 4.10 Electrons and protons shielding of a common sector of the Ten-Koh satellite
structure.
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average exposition time of 29.6 seconds, or a spatial separation of 222 km. Figure 4.11 shows
the distribution of the dose rate and flux as a function of L.
(a) Average dose rate latitudinal distribution for each major particle contribution to the dose.
(b) Flux spectra latitudinal distribution for all particles major contribution.
Fig. 4.11 Average dose rate and flux latitudinal distribution measured inside the Ten-Koh
satellite.
When considering the cumulative dose, GCRs become the second-highest source after
protons which is presented in figure 4.12. Data from the GCR dose rate and measured flux
show that the obtained distribution agrees with the expected behavior. The GCR dose rate
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Fig. 4.12 Total dose vs deposited energy for each of the 4 major particle types observed,
behind the 1-D shielding model of the satellite’s top panel.
increases with L, which means that lower values in the cutoff rigidity at higher latitudes
allow the arrival of more GCR into the magnetosphere compared with low-latitude regions.
Moreover, the dominant presence of GCR particles in the measured spectra data comes
from the shielding imposed by the satellite structure components. As previously showed,
depending on the shielding methodology applied (Al equivalent or graphite equivalent),
electrons with more than 2.2 MeV (Al) or 2.5 MeV (graphite), and protons with more than
37 (graphite) MeV, can penetrate the satellite shielding model of figure 4.9. GCRs on the
other hand, pass through the satellite external structure materials with no significant energy
change.
From figure 4.12 there were 6 proton events that triggered an increase in the dose: 3
events located at 0.8952 MeV, 2.116 MeV, and 4.74 MeV of deposited energy in Si, which
correspond to protons from the SAA region. The other 3 high-dose events were detected
at 9.928 MeV, 12.61 MeV, and 12.7 MeV of deposited energy in Si, that correspond to
high-latitude (3< L <4), high-path protons. The presence of the high-latitude high-path
protons shows that such events can significantly increase the contribution to the deposited
dose besides those from the SAA.
The dose rate distribution for electrons agrees with the presence of those in the outer belt
region. It is approximately evenly distributed for 3 < L < 7 (the outer radiation belt) and
presents an increased dose rate value for 3 < L < 4. This increased value comes from spectra
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data measured when the satellite was flying outward from the SAA. In the case of protons,
the highest dose rate occurs at 1 < L < 2 due to the inner belt trapped protons from the SAA.
This is expected even behind the shielding of the external structure of the satellite (presence
of protons with energies > 35 MeV). SEP events are present at higher latitudes (L > 3). Due
to the solar conditions at the time of the data acquisition, a low number of SEP events were
expected to encounter. From the dose rate measured data, the cumulative dose from the 198
spectra obtained provides the average dose contribution of each particle and the total dose
latitudinal distributions presented in figure 4.13. In order to compare the measured TID with
the prediction of the environmental models inside the satellite, and specifically in the same
location of the Liulin detector, a TID simulation was carried out.
Because the charged particles flux and the deposited dose inside the satellite are affected
by the shielding of the external structure an analysis of the expected total dose was performed
using the 1-D model of the shielding in front of the Liulin detector of figure 4.9. For this
model, a Monte Carlo radiation transport code was employed to perform the simulation. The
Geant4 Radiation Analysis for Space (GRAS) tool (Santin et al., 2005) was selected for this
purpose together with the radiation models included in SPENVIS. The shielding model and
the results from the simulation are presented in figure 4.14.
Two models for electrons and protons were selected for comparison purposes: AE-8,
CRRESELE, AP-8 and CRRESPRO. For GCR the CREME96 model was adopted. The
period for running the simulation is set for 3 months since the launch day on 29 Oct 2018,
in order to have similar conditions as the period in which the 198 spectra from the Liulin
detector were acquired.
The simulation results of the cumulative dose from SPENVIS AE-8, AP-8 and CREME96
gave 1.8246×10−7 Gy for electrons, 2.4338×10−6 Gy for protons, and 7.68696×10−10 Gy
for GCR. These values give a total dose of 2.617×10−6 Gy. Compared with CRRESELE and
CRRESPRO models, the total dose is 9.84279×10−7 Gy for electrons, and 6.6071×10−6 Gy
for protons, respectively. Adding the CREME96 dose, the total dose gives 7.592×10−6 Gy.
The TID behind Al shielding using the Routine Space-Shielding Radiation Dose Estimates
(SHIELDOSE2) model (Seltzer, 1994), using the AE-8 and AP-8 models for the trapped
particles, and the Al equivalent shielding of Ten-Koh’s top panel structure of 0.58206
cm (1.57098g/cm2), provides a dose of 80.93rad or 0.8093Gy for 1 year in the Ten-Koh
orbit. If the environmental models for trapped particles are changed to he CRRESELE and
CRRESPRO, then the TID using the SHIELDOSE2 model for the Ten-Koh Al equivalent
shielding gives 191.39rad or 1.9139Gy.
In contrast, the measured cumulative total dose inside Ten-Koh was 5.685×10−5 Gy,
for a cumulative time of 1.42 hours (from the 198 spectra data). This is an important result
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(a) Average dose per particle as a function of L.
(b) Measured total dose distribution from all particles as a function of L.
Fig. 4.13 Liulin major particle contribution from the average spectra data. 198 spectra were
analyzed.
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that shows the measured radiation dose inside the satellite is higher than the dose values
estimated from the SPENVIS environment models inside the satellite and using the GRAS
model for 3 months from the launch day. Even though the Liulin data is limited in the
cumulative measuring time (1.42 hours) the difference is bigger by one order of magnitude
than the GRAS + SPENVIS result. On the other hand, if the total dose measured from the
Liulin detector is extrapolated to 1 year in orbit, the TID gives 0.317544 Gy or 31.7544 rad.
This extrapolated value, when compared with results from the SHIELDOSE2 simulation, is
lower by a factor between 2.227 to 5.267. The results show that depending on the radiation
shielding tool employed for the analysis, the output can vary drastically with respect to the
real dose measured. Moreover, not only the total dose but also the dose rate is an important
parameter at the time of evaluating the effects of ionizing dose. Figure 4.15 shows the TID
values behind the Al equivalent of the Ten-Koh satellite top panel structure.
Fig. 4.14 Total dose as a function of the kinetic energy for electrons, protons and GCR behind
of the 1-D shielding model of the satellite’s top panel.
SEE effects inside of the satellite
The Ten-Koh satellite incorporate different EEE parts that can be sensitive to SEE. From the
subsystem and operation perspective, two key devices located on-board the satellite consist
of the following:
• The PIC16F877 microcontroller, used for all on-board controllers, including the OBC
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(a) TID results from SHIELDOSE2 with AE-8 + AP-8 models.
(b) TID results from SHIELDOSE2 with CREESELE + CRRESPRO models.
Fig. 4.15 TID from SHIELDOSE2 model behind AL with the environmental models AE-8 +
AP-8, and CRRESEL + CRRESPRO in the Ten-Koh orbit for 1 year mission duration.
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• The SD card S302TLN7B (2GB Delkin industrial device)
The SD card device is used in most of the subsystems with the purpose of storing payload
and housekeeping data. This storage device has been selected for space applications on-board
CubeSats (e.g. http://www.cubesatkit.com/content/links.html and https://www.delkin.com/
blog/delkin-in-space/), and because it is used for storing only the measured data from sensors,
its operation is considered important but not critical. Moreover, the satellite’s missions are
able to transmit payload data as the sensors are been read in orbit by a real-time operation
mode in the event of the storing capability in the different SD cards is lost.
On the other hand, the PIC16F877 device is used as the main controller for all the
satellite subsystems. Even though this device has been used on-board previous small satellite
missions (Bendoukha et al., 2016), its critical role in the satellite operation and the absence
of redundancy makes it the appropriate candidate for evaluation.
According with the PIC16F877 datasheet (https://www.microchip.com/wwwproducts/
en/PIC16F877A) the device consist of an 8-bit CMOS flash microcontroller. It has a RISC
CPU of 35 instructions that are executed in a single cycle. It can operate up to 20 MHz
and has 14 KB of flash program memory, 368 bytes of data memory (RAM), and 256 bytes
of EEPROM. The EEPROM is a high-endurance flash (HEF) memory which it means it
has a manufacturing process for making the section of the memory dedicated to EEPROM
capabale of writing up to 50 000 times, while the regular flash can be written up to 1000
times. It is available in an industrial grade with an operating temperature of -40 to 85 C. Its
operating voltage goes from 2 to 5.5 V. From the hardware perspective the PIC16F877 has
the following capabilities: 1 UART, 1 SPI/I2C (SPI or I2C can be used under the same pin
configuration and hardware resources, one at the time), an ADC of 8-channels with 10-bit
resolution, and 40 pin package configuration.
The communications between subsystems is implemented using the in-built hardware
for I2C communication in the PIC16F877, operating at 100 kHz using the standard I2C
mode. On the other hand, the SPI communication was implemented entirely by software
in the PIC16F877 with a maximum frequency of 147 kHz and including libraries for the
4-polarity modes of SPI. All the libraries for hardware are implemented in the PIC16F877
flash memory while the following parameters and information are stored in the 256-byte
HEF-EEPROM of the device:
• SD card storing addresses
• CPD operation commands (for the ECU microcontroller case)
• the satellite logging (SATLOG) a record located in the OBC where all the commands
received and executed by the satellite are stored with the current time of the satellite
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The inter-subsystem communication by I2C uses a buffer of maximum 68 bytes in length
for transmitting all the messages. This buffer is implemented in the RAM flash memory as
other volatile data that are generated during the normal operation of each microcontroller
main program. The OBC acts as the master of the I2C communication and all other micro-
controllers are slaves. The number of bytes to be transmitted by one slave is informed to the
master (OBC) so only the specific number of bytes are used from the 68 available.
Considering possible error events in the RAM volatile buffer dedicated for subsystem
communications a reset (power cycle) of the OBC was implemented when there is a stop
in the communication between the OBC and the EPS. The OBC request data to the EPS
controller every 60 seconds in order to transmit the beacon of the satellite with the basic
housekeeping data. If the communication between the OBC and the EPS stops for a period
of 15 minutes, then the EPS controller executes a power cycle of the entire OBC in order to
reset its operation. The power cycling of the OBC was implemented as a recovery method for
restarting the OBC operation in the case of an event that stops the OBC program execution
and/or disrupt the I2C communication. One possible cause for the stop in the OBC program
execution is due to single event effects (SEU and/or SEL) produced by the space radiation
(high energy protons and ions) on the PIC microcontroller. A second possible cause that
makes the OBC program execution to stop is a power transient in the OBC 5V power line:
a drop in the voltage of the PIC16F877 lower than 4V with a duration of around 100 µs
makes the PIC microcontroller to stop its operation (Brown-out reset condition1). I2C
communication disruption between the EPS and the OBC subsystems is a third cause for
power cycling the OBC and this problem can arise form two possibilities: (1) bits/bytes
data corruption in the I2C data bus implemented in the RAM flash memory in either of the
microcontrollers (master/slave); (2) the I2C bus gets stuck (hang out) during data transaction
in the slave as a consequence of I2C transients due to line noise, electromagnetic interference
(EMI), I2C voltage drop, I2C high-capacitance values and/or a combination of these effects.
I2C transients that disrupt the messages between subsystems are discarded to be a cause
of power cycling the OBC since such events, which must be short in time (less than the I2C
bit transmission duration), produce a full satellite communication failure, making the I2C to
enter a hang out state and stopping the uplink and downlink to/from the satellite (most of the
commands use the I2C data bus). Moreover, in the event of an I2C communication transient
failure only a power cycle of the full satellite systems or a sequence of clock transients in
the I2C clock (SCL) line, are able to release the I2C from its hang out state and restart the
communications. I2C communication issues are specially addressed in the next chapter.
1According to the PICa6F877 datasheet: a brown-out reset condition occurs when the VDD falls below a
voltage value (VBOR) for a period of about TBOR, and remains in the reset condition until VDD rises above VBOR,
if and only if, the configuration bit (BODEN) enables the brown-out reset circuit.
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Since I2C transients are not accounted for the OBC power cycling events observed in
orbit, the cause relies on either SEE or OBC 5V power line voltage drops. A voltage drop in
the Ten-Koh battery system could cause the 5V OBC line dropping to trigger a brown-out
reset in the microcontroller. A review of the battery bus voltage telemetry, since the launch
day on 29 Oct 2018 and until 15 Mar 2019, showed that the battery system operated under
full charge nominal conditions of 4V as presented in figure 4.16. Under this full charge
nominal condition in the battery bus the OBC receive its nominal 5V voltage level with no
substantial voltage drop equal or below the 4V, necessary to trigger a stop in the program
execution of the PIC microcontroller. Another power related cause for the microcontroller to
stop its program execution is a voltage transient during the turning on and off of high-power
consumption loads in the satellite, such as the CPD payload. However, such voltage transients
were never observed, neither during ground tests nor during in-orbit operation. Therefore,
the most likely possibility for triggering OBC power cycles is due to SEE on the PIC16F877
microcontroller system.
Fig. 4.16 Ten-Koh battery system voltage telemetry data since the launch day.
In order to validate the hypothesis of SEE affecting the microcontroller operation, the
PIC operation under high-energy charged particle fluxes is analyzed. Based on literature
review, high-energy charged particle fluxes produce errors in CMOS memory devices while
those are powered on, and specifically during the writing operation as compared with the
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reading operation (R. Harboe Sørensen, Müller, 1996). In order to understand how the
SEE on the OBC microcontroller could trigger the observed power cycles, an irradiation
campaign was performed using high-energy carbon ions and protons. Similarly as with the
I2C data transmission that operates using a 68-byte data buffer in the RAM memory, during
the irradiation test a data buffer was configured containing a fixed number of bytes where
data is continuously written with the same value over the same byte positions. This operation
was implemented for both, the flash RAM memory and the HEF-EEPROM memory. In order
for the test to be as representative as possible, the same PIC16F877 microcontroller from the
same lot of the flight hardware was selected.
The figure 4.17 shows a data set result obtained during the irradiation tests. From the
same irradiation tests, the cross section of the device was deducted as presented later in this
chapter.
Fig. 4.17 Irradiation effects on the PIC16F877 flash RAM and HEF-EEPROM memories by
150 MeV high-energy protons.
In figure 4.17 the left diagram shows in red, the bytes that were corrupted during the
irradiation period using 150 MeV protons. On the right the data with no corruption (original
data) is presented. In both diagrams (left and right) the top square defines the bytes section
tested of the HEF-EEPROM memory (256 bytes in total), while the bottom square defines the
bytes section tested of the flash RAM memory (274 bytes). In the case of the HEF-EEPROM
memory, a value of 0x41 (A in ASCII) was pre-loaded and only the first 3 byte positions of
each row were use to write a different value, which corresponded to 0x46 (F in ASCII). A
value of 0x58 (X in ASCII) was used at the end of each row to mark the end of the line.
Similarly, the flash RAM was pre-loaded with a value of 0x31 (1 in ASCII) for the first
and second rows, 0x32 (2 in ASCII) for the third and fourth rows, and 0x33 (3 in ASCII) for
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the fifth and sixth rows. The writing byte corresponded to a value of 0x46 (F in ASCII) for
the first position of each row. As in the case of the HEF-EEPROM, a value of 0x58 (X in
ASCII) was used at the end of each row to mark the end of the line.
For illustration purposes only a sample test result of the data for protons with energy
of 150 MeV is presented, however, the irradiation test was performed for energies of 20
MeV, 50 MeV, 100 MeV, 150 MeV, and 200 MeV. It can be seen that for the HEF-EEPROM
memory only the bytes being written during the irradiation time where affected. No effects
on the other HEF-EEPROM memory bytes were observed during the testing for all the used
energies. In the case of the flash RAM memory, corrupted bytes appear in both, bytes with
pre-loaded data values used for the reading operation and bytes being written at the time
of irradiation. After power cycling the device, the original values in both memories were
recovered, except for the HEF-EEPROM memory after the irradiation with 150 MeV, in
which case reprogramming of the device corrected the corrupted values.
The results of the irradiation test shows that when a memory position (byte) is continu-
ously written in the HEF-EEPROM memory, it is susceptible to present an error or corrupted
value, compared with the reading operation in which case no errors were observed. In con-
trast, the flash RAM memory showed errors for both, the reading and the writing operations.
The RAM memory showed substantially more errors compared with the HEF-EEPROM
memory. The conclusions of the irradiation test show that:
• performing a writing operation over a byte positions under high-energy charged par-
ticles fluxes, makes the data to be corrupted for both, the flash RAM and the HEF-
EEPROM memories
• the RAM memory resulted to be more sensitive than the HEF-EEPROM (errors in the
RAM also occur during the reading operation)
• the HEF-EEPROM memory showed relative higher immunity to SEE since only the
writing operation affected this memory. The pre-loaded data remained unaffected when
only reading them from the HEF-EEPROM memory locations
• in both memory cases, the errors appear in a relative short time
• the amount of errors and the time for these to appear depend on the particles fluence
(flux and exposition period), as well as the energy and particle species
• after a period of exposition of 30 an 60 seconds, the microcontroller was power cycled,
recovering its operation (program execution)
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• after a power cycle of the PIC16F877 the corrupted values in the flash RAM memory
were completely corrected. In the case of the HEF-EEPROM memory, it was necessary
to reprogram the device after irradiation with 150 MeV protons since the errors
remained. The possible reason is that the value being written (0x46 or F in ASCII)
became corrupted in the program memory where it is originally located
• both memories are possible to be recovered by power cycling the device and/or by
reprogramming the device
Now, translating the results from the irradiation campaign with protons to the I2C
operation in the microcontrollers, the following logic applies. The I2C software library is
manage by the PIC microcontroller and it uses a 68-byte length data buffer in the RAM
memory. When an error occurs in the I2C data buffer, and specifically in the byte position
that controls the number of bytes to be transmitted, the I2C communication is not executed.
A difference in the number of bytes to be transmitted and the real length of the data cause an
error in the I2C software library and the communication fails. During the normal operation
mode, the satellite transmits the same amount of data (bytes) for sending its beacon, so
the EPS microcontroller does not change the length in the number of bytes to transmit to
the OBC. Thus, in the presence of a corrupted byte event in the data byte that controls the
number of bytes to be transmitted over I2C, the byte position would maintain the corrupted
value. This condition continues until a different data length from the EPS or other subsystem
modifies the previous data length in the I2C number of bytes to transmit. Another and most
effective way to remove the error in the corrupted byte is by performing a power cycle, which
was implemented between the EPS and OBC communication interface.
Under real operation conditions in orbit, only two ways of recovery from a corrupted
byte in the I2C are possible:
• the OBC receiving a ground command targeting a subsystem different than the EPS
to overwrite the I2C number of bytes to be transmitted. However, this situation did
not occur during the time of operations so it was not possible to test this method of
recovery
• the EPS power cycles the OBC to recover the communication after 15 minutes of
interrupted I2C communication. This method was tested and confirmed to operate
during the ground integration and testing of the satellite
After analyzing the behavior of the microcontroller under irradiation, and the logic of
operation of the I2C communication, combining both results provides that the power cycles
observed in orbit may have an origin of upset events (SEU) in the PIC microcontroller.
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To verify the hypothesis of the nature of the OBC events, an analysis of the orbital OBC
registered events is presented, followed by an analysis of the microcontroller’s cross section
and SEU rate prediction. The measured PIC cross section is used for predicting the upset
rate using the environmental models incorporated in SPENVIS. Then, a comparison of the
two results, the OBC in-orbit observed events (upset rate under the current hypothesis) and
the predicted upset rate is presented. Both SEU rate results should present similar values
if and only if the space weather conditions for the period of evaluation are stable. The
stability of the space weather conditions can be evaluated by the use of radiation belt and
geomagnetic indices that impact the SEE on the satellite components. Due to the static nature
of the AP-8 and CRRESPRO models used for the SEU rate prediction, the space weather
stability is a important condition when comparing both results. Finally, a correlation analysis
of the distribution of the OBC events and the protons and GCR fluences observed by the
CPD-Liulin payload are shown to support the evidence of the hypothesis results.
The SEU rate for the PIC16F877 device is directly obtained from the observed number
of resets of the OBC microcontroller. The OBC resets are defined in this analysis as a power
cycle after an upset affecting either, the I2C communication or the OBC program execution,
based on the presented analysis. Data corruption in the OBC HEF-EEPROM was observed
in some of these events, however, data corruption in the HEF-EEPROM memory may occur
when the power in the microcontroller is removed during a writing operation as confirmed
during ground tests. Therefore, in order to not over estimate the upset rate only the counts in
the number of reset events are considered for the SEU rate evaluation.
The period for the OBC upset rate evaluation is from the day of the launch 29 Oct 2018
to 14 Feb 2019. The SATLOG data was used for this purpose, where a special byte indicates
when a power cycle in the OBC occurred. Using this SATLOG information, and the on-board
time when the event occurred, the geo-location of the event was determined by subtracting
the 15 minutes delay after which the EPS power cycled the OBC. Then, the time difference
between the satellite and the local Ten-Koh ground station time was used to compute the
OBC event location. Due to the time uncertainty in the EPS controller to count the 15 minutes
delay (less than 3 seconds), the exact location of the events is approximated. Also, the time
accuracy and uncertainty in the satellite time, impact the determination of the exact position
of the satellite at the time of the event. The resulting effect is an increase in the location
uncertainty of the events. However, because the time on-board was updated on every pass
over the ground station, no more than 10 seconds difference was observed on the satellite
time compared with the local time (Japan Standard Time or JST) during the operations.
Therefore, a maximum of 13 seconds difference is the degree of uncertainty considered for
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the geo-location of the events, which translates into a shift of around ±98 km along the
satellite orbit.
The total number of OBC events between 29 Oct 2018 and 14 Feb 2019 (108 days)
were 89. To obtain the SEU rate, the cumulative OBC events data were fitted into a linear
model as represented in the lower-left panel of figure 4.18. The linear model fitted with 95%
confidence bounds has the form of equation 4.10
Cumulative upsets(U) : U = 0.8869∗days−0.1523 (4.10)
The SEU rate (λSEU ) corresponds to the slope of the linear fit model and has a value of
0.8869 upsets/dev/day.
Figures 4.19 shows the approximate location where the upset events occurred. Figure
4.19a shows a comparison of the location of the OBC upsets, the location where protons, GCR
and SEP where detected, and the geomagnetic field intensity (IGRF-12) for the beginning of
2019 as a reference. The SAA region is depicted where the magnitude of the magnetic field
present its lowest values (intensity).
Data from the latitudinal distribution of the OBC event locations is presented in the
histogram of figure 4.19b. Most of the OBC upsets occurred in the region of 1 ≤ L < 2 with
44 events, followed by 2 ≤ L < 3 with 18 events, and then by 4 ≤ L < 5 with 7 events. Other
regions such as 16 ≤ L < 17 and 23 ≤ L < 24 have 2 events and the rest different than zero
have 1 event. The histogram of events agrees relatively well with the proton flux and dose
latitudinal distributions considering the previously discussed uncertainties on the OBC upsets
locations. This is further discussed and presented in figure 4.24.
In order to have a comparison of the in-orbit upset rate of the OBC microcontroller, a
ground irradiation test campaign was carried out for the PIC16F877 and other devices. The
cross-section of the PIC16F877 device was experimentally obtained by a proton beam using
the synchrotron facility at the Wakasa Wan Energy Research Center in Japan (Hatori et al.,
2005). Five energies were selected with a fluence in the range between 3× 109cm−2 and
6×109cm−2. The HEF-EEPROM and the flash-based RAM memories of the device were
tested. The results obtained are presented in table 4.4 and figure 4.20. Details of the SEE test
procedure are included in appendix A.
The data show that both memories have similar cross-sections. However, the way the
event errors (upsets) occurred are different. The errors in the HEF-EEPROM appear only
during the writing operation at the byte positions (memory locations) used to write the
predefined value of 0x46 (F in ASCII), while the memory locations that were only read did
not presented upsets. In the case of the RAM memory, this presented upsets in different
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Fig. 4.18 Ten-Koh OBC in-orbit upset analysis.
locations in both, during writing and reading operations. The RAM also showed that in
several cases, a memory location that suffered from an upset, experimented other upsets
during testing at the same fluence and proton kinetic energy that changed its corrupted value
to a new corrupted value. On the other hand, during the complete irradiation time, the device
only suffered from a program execution disruption 2 times at 150 MeV but the device was
possible to recover by itself. No watchdog or other supervisory system was implemented
during the testing. The RAM memory was possible to recover after performing a power
cycle of the device for all the proton energies used (50 MeV to 200 MeV). In the case of
the HEF-EEPROM, it was possible to recover the original information after a power cycle
up to 100 MeV. After testing the HEF-EEPROM at 150 MeV, the locations that suffered
upsets kept their corrupted values and was not possible to evaluate other changes at 200 MeV,
which explains why the cross-section value at this energy was zero in figure 4.20b. The
HEF-EEPROM was fully recovered after reprogramming the device.
The RAM memory of the PIC appears to be more sensitive at lower proton energies (it has
a lower limit energy) than the EEPROM as it can be seen from figure 4.20. Both memories
have similar saturation cross-sections, however, the HEF-EEPROM memory presents relative
bigger sensitiveness when writing. On the other hand, it presents higher immunity behavior
than the RAM during the reading operation. The 4-parameter Weibull fit for the PIC16F877
RAM and HEF-EEPROM memories are included in table 4.4.
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(a) Ten-Koh OBC upsets location showing the locations where proton, GCR, and SEP were
measured, and the IGRF-12 geomagnetic field intensity for the early 2019.
(b) OBC upsets latitudinal distribution as a function of L.
Fig. 4.19 Ten-Koh OBC upset aproximate locations and latitudinal distribution.
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SEE testing with carbon ions was carried out for the HEF-EEPROM at the same syn-
chrotron facility. The conditions and results are presented in table 4.4 while the estimated
cross-section is showed in figure 4.17. It is important to mention that due to the limited
LET available with carbon ions, the cross-section for the direct ionization consist of an
approximation and does not reflect the exact behaviour. At the time of testing with carbon
ions only the HEF-EEPROM memory was tested and no data is available for the RAM
memory case.
The experimental cross section for the RAM and EEPROM memories of the PIC16F877
are used to obtain the SEU rate of the device. The CREME model included in SPENVIS is
used for the direct ionization upset rates by taking the 4-parameter Weibull fit for carbon ions
from table 4.4 as input data. The proton experimental cross-section data is used to estimate
the proton induced upsets by the use of equation 4.6 and the AP-8 protons differential flux.
The results provides a value of 0.8558 upsets/dev/day, which is similar to the one estimated
in orbit of 0.8869 upsets/device/day (as shown in equation 4.10). If the CRRESPRO proton
model is selected, then the SEU rate obtained is 0.8555 upsets/device/day, which is also
close to the estimated SEU rate in orbit. Both values are showed in the lower-right panel of
figure 4.18, where the label Predicted 1 refers to the result from AP-8 + CREME models,
while the label Predicted 2 refers to the result from CRRESPRO + CREME models. These
obtained values show that both SEU rate evaluation methods provide similar results, which
is an expected result under space weather stable conditions. The confirmation of the space
weather SEE stable conditions is presented in chapter 5.
A secondary product from the proton and carbon ion irradiation test campaigns was the
evaluation of the total dose that the PIC16F877 can withstand at high dose rate. The TID
obtained during both irradiation campaigns correspond to:
• Proton irradiation: 63.427 Gy (6.3427 krad) at dose rates in the range of 34.9068
Gy/s (3.49068 krad/s) to 142.929 Gy/s (14.2929 krad/s).
• Carbon ions irradiation: 4.4803×103 Gy (4.4803×102 krad) at dose rates in the
range of 0.38591 Gy/s (38.591 rad/s) to 1.7989 Gy/s (179.89 rad/s).
As a comparison, previous TID values obtained for the same microcontroller device
provide the following results:
• 439 Gy (43.9 krad) using a Cobalt 60 irradiation source during 4 hours at 109 Gy/h
(10.9 krad/h) or 3.0278×10−2 Gy/s (3.0278 rad/s) as reported in (Kuroiwa et al.,
2016),
• 218 Gy (21.8 krad) as reported in (Kawano, 2016).
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20 6.009×109 1 3.59696 1.664×10−10 5.986×10−10
50 6.013×109 1 3.59696 1.663×10−10 5.982×10−10
100 6.016×109 9 3.20018 1.496×10−9 5.319×10−10
150 6.009×109 12 3.16216 1.997×10−9 5.262×10−10
200 5.999×109 13 3.15235 2.167×10−9 5.254×10−10
HEF-EEPROM
20 6.009×109 0 3.68888 0 0
50 6.013×109 2 3.46690 3.326×10−10 5.766×10−10
100 3.019×109 1 3.59696 3.313×10−10 1.192×10−9
150 6.009×109 25 3.08361 4.160×10−9 5.131×10−10
200 5.999×109 0 3.68888 0 0
Flash-based RAM Weibull fit HEF-EEPROM Weibull fit
E0 49 MeV E0 80 MeV
W 43.999 MeV W 58.999 MeV















4.42×10−1 9.810×108 2 3.46690 2.039×10−9 1.740×10−9
5.00×10−1 9.972×108 2 3.46690 2.006×10−9 1.712×10−9
5.82×10−1 6.636×108 1 3.59696 1.507×10−9 3.951×10−9
7.48×10−1 1.399×109 5 3.29182 3.575×10−9 −6.305×10−11
1.34×100 1.508×109 7 3.237038 4.641×10−9 −6.318×10−10
HEF-EEPROM carbon ions Weibull fit
L0 0.40 MeV cm2/mg
W 0.651 MeV cm2/mg
S 2.810
σlim 2×10−11 cm2/byte
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(a) OBC PIC16F877 flash-based RAM experimental cross-section.
(b) OBC PIC16F877 HEF-EEPROM experimental cross-section.
Fig. 4.20 PIC16F877 MCU SRAM and EEPROM experimental cross-sections and their
4-parameter Weibull fit curves.
4.4 Observation of effects under real environment condition: Ten-Koh case study 113
Fig. 4.21 PIC16F877 HEF-EEPROM estimated cross-section from carbon ions irradiation.
Impact of the TID and SEE on COTS
The impact of TID and SEE on the selected COTS are evaluated using the reliability analysis
introduced in chapter 3, section 3.1.3. First the TID reliability analysis is presented, followed
by the SEE reliability analysis. Then a comparison of both effects and the validity of the
analysis is discussed.
TID reliability analysis
The two TID reliability analyses presented in section 3.1.3 take into account the radiation
hardness of a EEE part and the variable (time-dependent) environment. Both analysis are
equivalent as demonstrated below:




πD(xD, t)dxD = P[0 ≤ X < ∞) (4.11)
where π(xD, t) is the probability distribution function (PDF) of the radiation environment
and its integral represents the probability of encountering certain TID levels over a specified
period of time. And the second term is represented by equation 4.12




πH(xH)dxH = 1−FX(xH) (4.12)
which after integration, gives the survivability of the EEE part (1−FX(xH)) beyond a
specified TID value.
By looking into equation 4.12 it is clear that this expression is equivalent to [1−G(x)]
in equation 3.4, being G(x) the TID cumulative distribution function of the EEE part. So
[1−G(x)] is the reliability R(x) of the EEE part.
Under the same logic, the integral of equation 4.11 is equivalent to h(x) or to be more
precise h(x, t), which represents the PDF of the environment in a period of time. Therefore,
the total reliability function of a EEE part expressed in terms of equation 3.10, when it is
exposed to different TID values that are a function of time, gives the equivalent form of
equation 3.4.
Thus, equations 3.4 to 3.10 can be combined for the evaluation of the TID reliability as
described below.
The purpose of the analysis is to estimate the TID reliability of the microcontroller
device selected for the Ten-Koh satellite at its orbit and under the spacecraft shielding. The
PIC16877 microcontroller has been used in different small satellites and is considered a
radiation tolerant device, however, this information is not based on heritage and measurable
data but on selecting parts from previous missions with no specification of the in-orbit
operational performance.
The analysis is based on the fitting to a lognormal distribution of the failure dose levels
of the selected device, the PIC16F877 microcontroller. The data of the dose levels used for
the fitting are extracted from (Kawano, 2016; Kuroiwa et al., 2016), and from the TID test
results obtained from the irradiation campaign with high-energy carbon ions and protons.
The failure dose level is established when the device completely stops its operation or the
system operates incorrectly in a permanent way. These conditions were verified for the
irradiation test campaigns by monitoring the input current of the device and by performing
a power cycle to restart the device operation. If power cycling actions are unable to restart
the device operation or the device no longer operates correctly, then the device is considered
with permanent damage, and the dose level is accounted for as the damage dose.
The data of dose failure levels coming from the test reports and the irradiation campaigns
were arranged to form a cumulative distribution function by ordering them from the minimum
to the maximum. This means 1 for the data with the lowest dose, 2 for the following, and
so on until reaching the maximum value (n) assigned to the maximum failure dose level.
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Then by dividing this ordered sequence by N +1, where N = 5 for the available TID data,
the result provides the cumulative probability of the device. The plot of these points as a
function of TID is then fitted into a lognormal distribution to obtain the CDF parameters
(µ,σ ). The correlation coefficient of the fit and the data is computed as a quality factor of
the fitted parameters to know how representative is the result. The obtained value is 0.9715,
indicating a high correlation.
Next, the same lognormal fit is applied to the measured dose obtained from the Liulin
instrument. A total of 198 dose spectra were ranked and then the CDF was computed by
applying n/(N +1), with N = 198. From the cumulative probability obtained, the lognormal
fit is performed to obtain the CDF parameters. Finally, the correlation coefficient between
the lognormal fit and the data is computed giving a value of 0.9970, which indicates a high
correlation for the CDF fitted parameters.
The lognormal fit applied to the environment and the microcontroller failure dose data
are shown in figure 4.22.
Once the lognormal parameters are obtained, the next step is to generate the model of the
environment dose as a function of time. This is accomplished by applying the equation 3.7,
and selecting the following parameters:
• D0 equal to the mean of the dose rate data measured by the Liulin instrument
• a duty cycle DC of 1, which means the device is operating all the time since the start
of the mission
• a sigma value of σD = 0.7, obtained from the parameters of the environment fitted data
• setting a period of time from 0 to 3 years
The next step is to obtain h(x, t), the PDF of the environment for the 3 year period. This
is done by applying equation 4.11, where the upper limit of the integral is set at 1×107 rad
or 1×105 Gy. This completes the first half of getting the TID reliability of the PIC16F877
and the next step is obtaining G(x) to compute the survivability function 1−G(x). This is
directly done by applying equation 4.12 with the lognormally fitted parameters of the device
failure dose data. Finally, by applying equation 3.4 the TID reliability of the PIC16F877 as a
function of time is computed. The integral in equation 3.4 is numerically computed by the
trapezoid method, using the dose range of 0 to 1×107 rad, and with a dose step of 1 rad.
Figure 4.23a shows the reliability of the PIC microcontroller due to TID. It is important to
mention that the time step employed in equation 3.7 plays an important role in the accuracy
of the TID reliability estimation. Using large time steps decreases the accuracy of low
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(a) CDF of the PIC16F877 dose failures and its lognormal fit.
(b) CDF of the environment and its lognormal fit.
Fig. 4.22 Lognormal fit applied to the PIC16F877 microcontroller failure dose and to the
measure data from the Liulin instrument.
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dose and time values. however, using very small time steps increase exponentially the
computation time of equation 3.4, so a trade-off shall be applied using the computational
resources available.
SEE reliability analysis
The SEE reliability, and in concrete the SEU reliability, is computed by introducing the
SEU rate observed in orbit (0.8869) into equation 3.2. The time period of the analysis is set
to 3 years as in the case of the TID reliability analysis. However, in order to visualize the
SEU reliability of the PIC16F877 in time, the limit is set to 0.5 years as presented in figure
4.23b.
Figure 4.23 shows that the SEU dominates by far the radiation effects on the PIC16F877.
The reliability due to SEU of the device decreases from 1 to 0.01 (100% to 1%) in 5 days
(0.012 years) and to 0 in 11 days (0.03 years). In comparison, the reliability due to the TID
decreases from 1 to 0.9993 (100% to 99.93%) in the same period of 5 days, and from 1 to
0.78 (100% to 78%) in 3 years.
TID and SEE effects comparison
For the selected period of 3 years, the reliability due to TID changed in 22 % while
the reliability due to SEU changed in 100 %. This wide difference becomes clear when
comparing the values of the failure rates from each effect: λSEU = 0.8869, and λT ID = 0.065.
The value of λT ID results by applying equation 3.3 and taking the median of the data for the
3 year period.
Beyond the reliability difference due to TID and SEU, the impact of these effects is the
final goal of the analysis. The expected total dose based on the orbital data for a 1-year
duration at the Ten-Koh satellite orbit is 31.7544 rad/year (0.317544 Gy/year), which
is well below the reported values for the PIC16F877 (ground test reports and irradiation
campaigns). On the other hand, the measured SEU rate of λSEU = 0.8869 upsets/dev/day
can lead to a potentially dangerous situation if these soft errors (upsets) are not corrected as
previously discussed in section 4.4.3. So for the Ten-Koh satellite’s microcontrollers, and
specifically the OBC one, the presence of memory upset events have a higher impact in the
device operation compared with the dose received in the short to medium term. The recovery
actions against SEU were documented and tested during the irradiation campaigns and in the
practice, these actions are implemented in the way of watchdog systems and/or power cycling
the device (either pre-programmed or by ground command). These corrective actions are
typically implemented when utilizing COTS devices such as the PIC16F877 microcontroller.
TID and SEE effects models limitations
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It is important to mention the limitations of the presented analysis. First, the 3 years period
was selected based on the validity of extrapolating the modeled TID values from the available
measured data and considering the TID variability due to space weather conditions. Secondly,
because the satellite was launched and started operations at the time of the current solar cycle
minimum, the variability of the environment is expected to maintain calm conditions during
the satellite operations. In this sense, a 1-year period for analyzing the reliability of the
device due to TID is a more representative time frame. Finally, 3 years was selected as the
maximum period of time that the satellite operations could be performed taking into account
the changes in the mission team composition. In summary, the major limitation of the TID
effects and reliability analysis is the data availability of both, longer mission measurements
and the number of devices tested.
The TID model based on the stress a device is exposed to and that includes the variability
of the environment, as well as the device failure levels, represent a relatively simple but
versatile analysis. Moreover, by considering orbital measured data inside the spacecraft,
the limitations of the environment models are removed. This TID analysis strategy offers
the designers and satellite systems developers a tool that overcomes the issues of the RHA
methodology which is employed not only in big spacecraft missions but also in small satellite
systems.
Regarding the SEU analysis, the observed events, under the hypothesis that have an origin
coming from high-energy particles, are validated by comparing the latitudinal distribution of
the OBC events presented in figure 4.19b, with the measured average fluence distribution
of protons and GCRs. The correlation coefficient is computed by normalizing the events
and fluence of each particle type. The results lead to a correlation coefficient of 0.9184
for protons and -0.2205 for GCRs. This result is visualized in figure 4.24. The correlation
result of the latitudinal distributions and the analysis of the hypothesis presented in section
4.4.3, suggest that the observed OBC events were produced by high-energy particles, and in
particular protons.
Finally, as a last verification of the nature of the failures experimented by the microcon-
troller device on-board Ten-Koh, the list of failure events is described below:
• The EPS microcontroller experimented a changed in an status flag after the satellite
was turned on for the first time. The satellite activation occurred 300 seconds after
separating from the rocket upper stage in the region of the South Atlantic Anomaly
(SAA) as shown in figure 4.25 (Polo, 2017). After a few weeks, the flag status returned
to its nominal value.
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(a) OBC PIC16F877 TID reliability as a function of time.
(b) OBC PIC16F877 SEU reliability as a function of time.
Fig. 4.23 Ten-Koh OBC PIC16F877 microcontroller TID and SEU reliability results from
orbital data.
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(a) Normalized OBC upset events and normalized average fluence from protons and GCR.
(b) OBC upset events and average fluence from protons and GCR.
Fig. 4.24 Correlation of OBC upset events and fluence of protons and GCR.
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• The ADS microcontroller failed to read the magnetometer data and to write and read
its data storage SD card.
• The EPS SD card failed to be written and read on 17 Jan 2019. The SD card is managed
by the SPI serial communication implemented by software in the microcontroller.
• The ADS PIC re-started reading magnetometer data on 4 Mar 2019.
• The EPS PIC stopped reacting to the sat-reset command (microcontroller interruption)
on 6 Sep 2019.
Fig. 4.25 Ten-Koh launch sequence and activation.
From the listed failures what they have in common is that all occurred in the RAM
and the program flash memories of the device. As discussed in section 4.4.3, the software
implemented SPI resides in the flash program memory of the device with some of its bytes
located in the RAM memory which are used for buffer data transmission purposes. The
failures of the EPS SD card, the ADS SD card, and the magnetometer readings in the
ADS microcontroller, all operate using the same SPI libraries and architecture. On the
other hand, the flag status that was affected in the EPS microcontroller is located in the
RAM memory of the device and it is first written to its nominal value after the satellite
activation. Then, the stopped in reacting to the sat-reset command action is better understood
by describing how it normally operates: (1) the EPS receives the interruption from either of
the communications microcontrollers (CCU1 or CCU2), (2) next the response is a power
cycle of all the other satellite subsystems (with the exception of the EPS and ADS), (3)
then the EPS microcontroller increases the value of a variable that serves as a counter of
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the sat-reset commands received. The counter variable is located in the RAM memory of
the device and is set to 0 after satellite activation. If the value in the counter has reached
a maximum of 1000, then the EPS microcontroller does not respond to any other sat-reset
command further.
In addition to the listed failure events, the EPS microcontroller experienced frequent
errors writing its HEF-EEPROM to save the SD address where the latest EPS telemetry
data is located. This action of writing the HEF-EEPROM is performed every 10 minutes
automatically by the EPS microcontroller. The ground station operators team took continuous
steps to manually correct the location of the data storage on the SD EPS card to prevent data
overwriting. Moreover, a common operation characteristic in the affected microcontrollers
listed above is that the power lines that feed the EPS and ADS subsystems cannot be turned
off. Once the satellite is activated after the 300 seconds from the rocket upper stage separation,
the EPS and ADS subsystems remain powered on. Only the kill-switch command, which
cuts the power coming from the solar panels to the batteries, has the ability to turn off the
satellite after the batteries are fully discharged. This action is irreversible and has the purpose
of disabling the satellite at its end of operational life.
An important operational fact to mention in this section, is that the main payload micro-
controllers (CPD, DLP, and the material mission), never suffered from any problem related
with SPI, I2C, HEF-EEPROM, or RAM memories, even though all use the same SPI, I2C,
and SD card libraries. Moreover, no errors were detected in any external hardware such as
their SD card or related sensors. The OBC, even though it presented several power cycle
events, its operation was recovered after these events occurred. The similarity between the
OBC and the main payload microcontrollers resides in the capability of power cycling them.
All the failures listed occurred randomly during the period of satellite operations from 29
Oct 2018 to 6 Sep 2019. Due to the well define failures in the affected microcontrollers, and
considering how the PIC16F877 is affected by high-energy particles, the only possible cause
of the referred failures is coming from SEU.
Lastly, from the in-orbit TID measured data, TID simulation results, in-orbit observed
SEU rate, and SEU rate estimated from ground testing + ambient radiation dose, the conclu-
sions are:
1. The TID measured differs from the dose predicted values when compared the results
using the trapped particles environmental models with the GRAS and SHIELDOSE2
tools. The measured dose is bigger one order of magnitude than the predicted GRAS
simulation trough the spacecraft shielding. However, it is lower by a factor of 2.227
to 5.267 than the Al equivalent SHIELDOSE2 results. Such differences in the ex-
pected dose impact the performance, reliability, and selection of radiation-sensitive
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components during the design phase, especially for the case of COTS parts in small
satellites.
2. During the period of normal operations of the Ten-Koh satellite (from 29 Oct 2018 to
19 Mar 2019), no degradation in critical devices was observed regarding TID. However,
there were impacts in the microcontrollers due to SEU. Other parts such as the real-time
clock on-board the OBC, the OBC microcontroller, and the microcontrollers of each of
the two communication boards kept operating until 4 Sep 2019, when another failure
in the satellite stopped the commanding and signals reception (this failure is discussed
in the next chapter).
3. Different dose rates were measured in different sections of the orbit, which are dis-
tributed as a function of latitude (L-parameter). As the dose rate changes the sensitivity
(ELDER sensitivity) in semiconductor devices such as BJT and MOSFET (NMOS and
PMOS) does, producing degradation effects in COTS devices that are more notable at
low dose rates. From this perspective, in-situ measurements of the variable dose rate
under specific shielding configurations provide the most realistic evaluation of modern
and complex ICs.
4. TID measurements behind light-weight spacecraft materials generate data that con-
tribute to the evaluation of composite materials and shielding design.
5. The Al equivalent shielding approach can lead to an increased estimation in the TID due
to an oversizing of the shielding as showed from the SHIELDOSE2 results. Thicker Al
equivalent shielding estimations increase the TID due to secondary particle generation.
6. Monte Carlo analysis with radiation transport codes through the spacecraft structures
provide a more accurate approach to shielding evaluation. However, the uncertainty in
the radiation environment is still an issue when predicting TID effects. As presented
from the comparison of trapped electrons and protons models, those produce different
TID results. The TID difference in the models is notably marked in figure 4.14.
7. From the measured data, GCR dose contribution appears as the second one behind
trapped protons in the long term. This observation indicates that for high inclination
orbits the GCR source must be considered when designing and selecting sensitive parts
and components for small-satellites. This is a relevant issue to small satellite missions
that are targeting to operate in polar orbits in applications such as Earth observation.
It is also expected that during solar maximum, the GCR dose contribution decreases
while SEP dose increases, which is a subject of evaluation in future experiments.
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8. The SEU rate observed in orbit and the predicted ones using the CREME algorithm
and the environmental proton models AP-8 and CRRESELE, provide close values
to each other. Under solar minimum conditions, this result is congruent because the
average proton flux does not change drastically, and low SEP events where observed.
9. The proton latitudinal distribution agrees relatively well with the SEU location of the
OBC microcontroller (r = 0.9184). This correlation result, the defined location of the
described failures in several microcontrollers, and the effects of high-energy particles
in the PIC16F877 device produced by the ground test results indicate that the events
observed have an SEU origin.
10. SEU rates for the PIC16F877 showed that this 8-bit, reduced-instruction RISC micro-
controller can operate in space. However, it is necessary to implement countermeasures
to keep the system operative and do not exceed the device hardware capabilities in
order for the system to be reliable for the application. Moreover, even though the
PIC16F877 presents capabilities that made it a choice for small satellite applications,
its reduced hardware resources and the fact that it is not recommended for new designs
make necessary the replacement of the part as OBC. A detailed description of the
failures and recovery methods of the OBC microcontroller selected for Ten-Koh and
the implications in the design of small satellites is presented in the next chapter.
11. TID testing with carbon ion and proton during the irradiation test campaigns was
estimated as a reference. The dose rates employed were bigger than the other reference
tests with Cobalt 60 (Kawano, 2016; Kuroiwa et al., 2016), by a factor between 12.8
to 59.4 in the case of carbon ions irradiation, and bigger by a factor between 1152 to
4720 in the case of proton irradiation.
Chapter 5
Space weather effects on the operation of
small satellites
5.1 Ten-Koh satellite on-orbit operations and failures
In this section the operations and most important, the failures experienced by the satellite
are presented. Then the causes of the failures and their relation with the space weather and
radiation is analyzed to establish the impact on the satellite systems.
5.1.1 The Ten-Koh satellite on-orbit operations history
After the launch, data started to be acquired according to the planned mission phases (Fajardo
et al., 2019). The first action was the confirmation of the beacon signal reception in several
parts of the world. After that, the operations from the Kyutech ground station started by
testing all of the subsystems individually (LEOP phase) during the three weeks following the
launch. In this period, the main payloads were turned on for a short time to verify the power
consumption and that the different experimental data can be read from the different sensors
in real-time mode.
During the LEOP phase, operation training and planning were conducted with the Ten-
Koh operators team. For three weeks, the students involved in the operations developed
procedures and scheduling tasks that were tested and verified first with the EM model of the
satellite before being executed in orbit. This procedure of testing with the EM model allowed
the correction of some ground station errors, before commanding the satellite. For example,
an error in the pointing of the antenna was corrected to enable more accurate satellite tracking
and improve the downlink data throughput. Another corrected error refers to software bugs
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in the commanding interface application, which were solved by an upgrade of the software
interface.
Once all ground systems were tested and ready, and after the confirmation of the oper-
ation status of the different Ten-Koh subsystems, the nominal operations phase started on
19 November 2018. The first main mission was to operate the CPD instrument for a total
duration of 4 min 43 s (Fajardo et al., 2019).
5.1.2 The Ten-Koh satellite on-orbit failures history
Since the launch, the LEOP phase, and during the time of the normal operations several
events were detected in different subsystems. The events can be divided in 3 categories:
• Minor failure events that partially disable specific parts/subsystems;
• Major failure events that made the satellite to stop its continuous operating condition;
• Design and testing related failure events related with the lack of testing during the
design and integration of the satellite.
The design and testing failures are related with the satellite development so those are only
included for the completeness of the satellite failures events history. However, one of these
events it is correlated with space weather conditions so it will be be included in the analysis
of the major failure events. The minor failure events occurred before the major events since
the satellite entered its orbit so these are presented first.
MINOR FAILURE EVENTS
The following is a description of the events chronologically listed as they appeared:
1. After the separation from the rocket, the satellite experienced a change in a flag byte
that shows the activation of the command designed for the total stop of the satellite at
the end of its operating lifetime (named kill switch). From the first beacon received
in Argentina, the flag byte of the kill switch showed it was "active". After several
weeks of operation, the value of this flag byte changed by itself to its nominal value
of "inactive". The kill switch command has never been executed due to the high risk
of terminating the satellite operation. The control and telemetry for the kill switch
command are controlled by the EPS microcontroller.
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2. The SD card located in the board that controls the ADS sensors (gyroscopes, Sun
sensors, and magnetometer) as well as the solar panels telemetry (voltage, current, and
temperature), operated one time when it was first tested during the LEOP phase. It was
not possible to recover its functionality.
3. The magnetometer instrument readings, which are controlled from the same microcon-
troller as the ADS subsystem SD card described in the previous point, operated one
time during the testing of all ADS sensors in November 2018. After that first test, it
continued sending data when requested but with not valid information. Then, it was
recovered by itself from 4 Mar 2019 and continue being operative until 17 Mar 2019,
when a major failure occurred.
4. The EPS SD card stopped operating around mid-January 2019 and was not recovered
until the major event on 19 Mar 2019. Telemetry from the EPS was received only by
requesting it during the pass over the ground station and from the beacon signal of the
satellite over other locations.
5. The OBC experienced several power cycle events during the operations and corrupted
values in the EEPROM were observed. The EEPROM in the OBC microcontroller
is where the SATLOG and other parameters are stored. The OBC functionality was
possible to be recovered in all cases after a power cycling action executed by the EPS.
All the minor failures listed can be summarized in the following dominant failure event
cause: SEU-triggered failures in the microcontrollers flash-based RAM and HEF-EEPROM
memories. Because the software in the microcontroller used for the Ten-Koh satellite
subsystems has critical functionalities depending on several parameters values, changes in
bits produce significant functionality errors. These are detailed for the following cases: SD
card and magnetometer readings, and the OBC and EPS HEF-EEPROM errors (Fajardo et al.,
2019).
SD Card and Magnetometer Readings Failure Description
The failures in reading the SD card and the magnetometer were caused by the controller
board, which includes a single PIC microcontroller. The same PIC is used to read the
telemetries of the 12 solar panels (voltage, current, and temperature) that are also used for
attitude determination purposes. This solution has been followed in order to synchronize
the readings of all the ADS telemetries (Fajardo et al., 2019). However, managing so many
devices with a single PIC strained the available hardware resources of the microcontroller.
The PIC did not have in-built hardware support for all the data buses that it was required to
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operate simultaneously. Thus, I2C communication with the OBC was implemented making
use of the in-built hardware in the microcontroller, while SPI communication with the sensors
and the SD card was implemented in software (Fajardo et al., 2019).
The Solar panel and magnetometer board ADCs are sequentially polled to keep their read-
ings synchronized. The acquired data are either stored on the SD card or directly transferred
to the OBC for near real-time downlink. When implementing the SPI communication proto-
col entirely in software, the timing of the clock and the data signals need to be maintained in
order to keep the system operational. Changes in the timing of these signals turned out to be
critical when operating the sensor polling sequence, and have ultimately caused the entire
SPI bus to suffer partial or complete outages for prolonged periods of time. The changes in
this timing could have been caused by either radiation effects, or by changes in temperature
of the PIC and its local oscillator. Even though all of the ADS devices have been connected
to a single SPI data bus, propagation of a hardware failure in one of these devices to the rest
of the system can be ruled out because the devices have been isolated from each other.
The SD card failed after the first test during the LEOP phase with no possibility of
recovering it later. The magnetometer was read once during the LEOP phase, and again
after 4 March 2019. Between 4 and 17 March 2019, the magnetometer readings operated
nominally in the real-time mode that did not make use of the SD card. However, operation in
real-time mode means that the magnetometer could only transmit data when the satellite was
passing over the Kyutech ground station (Fajardo et al., 2019).
Only a power cycle of the system could restore the ADS operation, which was confirmed
during ground tests. However, because the EPS and the ADS controller boards have not
been designed to be powered off once the satellite began operating, this solution cannot
be implemented in-orbit (Fajardo et al., 2019). All other subsystems can be power cycled,
including all the payloads, both COMMS boards, and the OBC board. Even though the
EEPROM in the OBC PIC has encountered errors during operation, the system has resumed
nominal operations after a power cycle. In the case of the payloads, the ECU and MM
controllers are kept off most of the time, and only receive power when an experiment is
scheduled for execution. No errors have been encountered in these microcontrollers since the
launch. Based on this microcontroller operation evidence, the lack of power cycle capability
in the EPS and ADS boards made the microcontrollers of these subsystems more susceptible
to failure and limited the number of means to recover them.
Microcontrollers EEPROM Errors and power cycle events
Errors in the microcontroller EEPROM in the OBC were detected during the operation.
The errors made changes in the log register of the commands processed by the OBC. Their
5.1 Ten-Koh satellite on-orbit operations and failures 129
origin is confirmed to be SEU events from the results of the irradiation test performed to the
microcontroller (see section 4.4.3). The OBC operation was always recovered by applying a
power cycle from the EPS and then updating the on-board time of the satellite by ground
command (Fajardo et al., 2019). During the period of the last days of December 2018 and
the first days of January 2019, more power cycles in the OBC were carried out than in the
preceding weeks (see figure 4.18). However, none of these reset events occurred during the
execution of one of the main missions. Most of the errors and OBC reset in this period caused
at most a change in the satellite time and the loss of the last received commands registry
(SATLOG).
Besides the OBC EEPROM errors, similar errors were observed in other microcontrollers’
EEPROMs. In particular, the EPS microcontroller experienced a change in the SD card
memory address value stored in the EEPROM. This value is used by the EPS microcontroller
to know the last used location of the SD card, where the most-recent housekeeping data have
been stored. The solution for the EPS EEPROM issue was a regular update of the SD address
for saving of the data following a ground command.
Both OBC and EPS microcontrollers use their HEF-EEPROM to store commands and/or
update parameters during the execution of the main software routine. From the irradiation
test results, it is clear that several errors appear in the HEF-EEPROM specifically during the
writing operation.
MAJOR FAILURE EVENTS
The first major event appeared on 19 Mar 2019, when a loss of communication between the
spacecraft and the Kyutech ground station occurred. The ground-track of the last orbits of
the satellite where the failure occurred is shown in figure 5.1. The last data from its beacon
were received over Greece on 18 March 2019 between 23:12:33 and 23:25:43 UTC (Fajardo
et al., 2019). The decoded data indicated that all the main housekeeping telemetry parameters
were inside their operating ranges, as shown in figure 5.2. According to the same beacon
data, the satellite was in the expected mission mode, i.e., nominal CPD mission scheduled
between 22:00 on 18 March and 00:20 on 19 March UTC. The mission was supposed to
finish when the satellite was coming from above the South Pole and heading northwest
towards the southeast of South Africa. After finishing the CPD mission, Ten-Koh traveled for
three more orbits, including two of them over the South Atlantic Anomaly (SAA), before the
pass over Kyutech ground station on 19 March 2019 at 13:31 JST (19 March 2019 at 04:31
UTC) when no signal was received. Irrespective of the anomaly that made the satellite fail,
it occurred during the two orbits following the CPD mission and before the pass over the
Kyutech ground station (Fajardo et al., 2019).
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The first major event made the satellite to stop transmitting its beacon and executing
commands, and only the satellite reset command (SATRESET) was successfully executed.
When this command is received by the communication hot-redundant subsystems (CCU1 or
CCU2), the first one processing the command interrupts the EPS controller and then a power
cycle is executed for the COMMS and the OBC subsystems. Only the EPS and the ADS
subsystems remain powered on during the SATRESET command execution. For almost 2
months from 19 Mar 2019, the satellite received several SATRESET commands replying
successfully to all of them but no beacon or normal operation was resumed. Then on 16 May
2019, after receiving a SATRESET command, the satellite started to operate by transmitting
its beacon and replying to other commands. However, the beacon housekeeping data only
included the OBC temperatures, missing the rest of the basic EPS housekeeping data. The
SATLOG command operated normally and the on-board time was also operating as expected.
Conducting further experiments was impossible because the microcontroller governing the
EPS was not reacting to commands or providing any telemetry. Due to the issues that the EPS
controller encountered previously, it is believed that the PIC’s EEPROM became corrupted,
which is preventing the reception of commands from the OBC via serial communication
buses. The microcontroller reacted to hardware interrupts that were used to trigger a satellite
reset, which confirms that the EPS-PIC itself was still functioning (Fajardo et al., 2019).
From 16 May 2019, the Ten-Koh satellite remained in a partially operative state, which
allowed only for the partial beacon transmission, SATLOG command, update of the on-board
time, and the SATRESET command. All other commands were accepted by the satellite,
including mission execution commands, however, no data from the mission experiments,
EPS, and ADS housekeeping data were received, and instead, empty packets were only
received.
On 4 Sep 2019, the satellite stopped again its communication with the Kyutech ground
station. No more commands were accepted except for the SATRESET command. This
new failure event made the satellite to enter the previously observed failure condition that
occurred on 19 Mar 2019. After 2 days of unsuccessful recovery operations by the use of the
SATRESET command, the satellite stopped accepting also this command and even replying
with the acknowledge flag (ACK), that is sent when the COMMS received a valid command.
A failure in the EPS is the main root cause hypothesis which is described further in the next
section.
The 2 major failure events (19 Mar and 4 Sep 2019) are associated with space weather
events and are analyzed in the next section.
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Fig. 5.1 The Ten-Koh satellite orbit ground-tracks at the time the satellite failed. Following
a beacon signal reception in Greece, Ten-Koh flew over the SA region in two consecutive
orbits (shown in orange) before passing over the Kyutech ground station (yellow mark) in
Japan on 19 March 2018. Figure source: (Fajardo et al., 2019)
Fig. 5.2 Last decoded beacon received from Ten-Koh over Greece on 19 March 2019. It has
to be noted that “Date” and “Time” correspond to the time when the beacon was decoded,
not when it was transmitted. Figure source: (Fajardo et al., 2019).
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FAILURE EVENTS RELATED TO SATELLITE DESIGN & TESTING
Three failures events occurred during the development and FM integration phases testing.
Two occurred in 2 mission experiments and others in the communication stage between
subsystems:
• The DLP inrush current triggered an OCP protection activation in the EPS line that
provides 5V to the DLP payload experiment.
• The SD card of the UCP experiment stopped operating during the integration of the
FM hardware.
• The serial I2C main communication bus between the satellite subsystems presented
communication disruption events during the FM integration.
From these events, the I2C issue has presented impacts from the space weather conditions
and is covered in the next section. The other 2 hardware failures in the payload experiments
are entirely caused by the lack of time to solve the design problems due to the launch date
fixed and are not further discussed in the present work.
5.2 Ten-Koh Failures Triggered by Space Weather Effects
As presented in section 5.1 3 types of failures appeared in the Ten-Koh satellite: minor, major,
and design failure events. In the three cases, there is a link to space radiation effects and
space weather conditions. In chapter 4, section 4.3.2 the effects of TID and SEE on some of
the critical satellite parts are covered. In this chapter, the space weather conditions affecting
the satellite subsystems are presented as the complementary factor that drives the reliability
and selection of EEE parts and spacecraft materials.
5.2.1 Ten-Koh Major Failure Events Description
A review of the geomagnetic activity parameters from the NOAA Space Weather Prediction
Center (https://www.swpc.noaa.gov/) between 15 March 2019 and 18 March 2019 revealed
that the Kp-index1, showed above the threshold value of 4 on 17 March 2019 (Fajardo et al.,
2019). As shown in figure 5.3, Kp = 4 was observed between 21:00 on 16 March 2019 and
00:00 on 17 March 2019 UTC, and increased to Kp = 5 between 00:00 and 03:00 on 17
1The K-index quantifies disturbances in the horizontal component of Earth’s magnetic field with an integer
in the range from 0 to 9, with 1 representing a calm condition and 5 or more indicating a geomagnetic storm. It
is obtained as an average of K-indices from a network of geomagnetic observatories.
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March 2019 UTC. Kp then decreased to Kp = 4 between 03:00 and 09:00 on 17 March 2019
UTC. The Kp-index with values bigger than 4 indicates a geomagnetic storm activity.
The Ten-Koh anomaly occurred approximately 50 h after the geomagnetic activity
(between 18:00 on 18 March 2019 UTC and 03:00 on 19 March 2019 UTC). This shows
a correlation between the anomaly time and the presence of a geomagnetic storm (Fajardo
et al., 2019).
Similarly, the DST index2 showed a reduction in its average value between 16 Mar 2019
and 17 Mar 2019, with peak values of -40 nT. The data for Mar 2019 was retrieved from
http://wdc.kugi.kyoto-u.ac.jp/dst_realtime/index.html.
When the satellite resumed its communication with the ground station on 16 May 2019,
the Kp and Dst indices showed values associated with geomagnetic perturbations during the
period of 3-4 days before 16 May. This is presented in figure 5.3b. The same figure shows that
2 days before the second major anomaly that made the satellite to stop its communications
on 4 Sep 2019, the Kp and DST indices presented values associated with storm conditions.
During the time when the anomalies and partial recovery events occurred, the solar cycle
which is in its lowest condition of cycle 24, did not register CME in the Sun-Earth direction
during 2019. However, several CH events triggered an increase in the speed of the solar wind,
which in turn had an impact on the radiation belts. Space weather can produce temporal
variations in the trapped radiation (Baker et al., 2018), which in turn can cause SEE, dose
increase, and charging (surface and internal) that result in anomalies experienced by satellites
(Fajardo et al., 2019).
In order to quantitatively evaluate the correlation of Space Weather impacts on the
satellite, data from the NOAA Polar-orbiting Environmental Satellite (POES) were used
(Greer and M.S., 2004). The POES satellites include the Medium Energy Proton and Electron
Detector (MEPED) that provides 22 channels with data from electrons and protons with
an energy range between 30 keV and 275 MeV as described in (add reference). NOAA
provides 3 belt index values from the 22-channels of the MEPED instrument on a daily basis
(https://satdat.ngdc.noaa.gov/sem/poes/data/belt_indices/). Three radiation belt indices for
internal charging (>300 keV electrons), SEE (35-70 MeV protons), and TID (>6.5 MeV
protons) are generated for the characteristic radiation regions (O’Brien et al., 2015):
• The inner belt zone: L < 2
• The slot belt zone: 2 < L < 2.5
• The outer belt zone: L > 2.5
2The Dst refers to disturbance field, which is axially symmetric with respect to the dipole axis, and that is
regarded as a function of storm-time (Xu et al., 2015).
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(a) The estimated planetary index during the time the first Ten-Koh anomaly occurred on 19
March 2019. Image source: (Fajardo et al., 2019)
(b) Estimated planetary K index, DST index, and the 3 major events marked with red vertical lines.
Fig. 5.3 Comparison of the planetary K index, DST index, and the 3 major events that
occurred on 19 Mar 2019, 16 May 2019, and 4 Sep 2019.
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As detailed in (O’Brien et al., 2015), for the referred belt zones, NOAA computes
the radiation indices by binning the MEPED fluxes in L-parameter and then normalizing
them in order to obtain the annual median of 1 for a reference year. The reference year
used to calculate the belt index is the immediately previous year. The resulted index is a
dimensionless quantity that is proportional to the particle flux in the associated MEPED
channel within the L-parameter bin with respect to the median of the previous year (O’Brien
et al., 2015).
The data from NOAA POES 15, 18, 19, and MetOp2 satellites were used and the index
plots are presented in figures 5.4 to 5.7 for the period of Oct 2018 to Dec 2018, where the
vertical line maks the Ten-Koh satellite launch date on 29 Oct 2018. Figures 5.8 to 5.11
show the index plots for the period from Jan 2019 to Oct 2019 and the vertical lines mark the
Ten-Koh anomaly dates (TK AN1 and TK AN2) on 19 Mar 2019 and 4 Sep 2019, and the
Ten-Koh partial recovery date (TK PR) on 16 May 2019.
The plots include the 0-degree and 90-degree channels for electrons detectors (E1, E2,
E3) and proton detectors (P1, P2, P3, P4, P5, P6), and four channels for omni-directional
protons detectors (P6, P7, P8, P9). The energies for each detector are included in table 5.1.
Fig. 5.4 NOAA MetOp2 satellite radiation belt indices between Oct 2018 and Dec 2018.
By looking into the belt index plots (figures 5.4 to 5.11) it is shown that the internal
charging index increased three times in 2 or more its value for the period starting on the
Ten-Koh’s launch date to 31 Dec 2018. Then for the period from Jan 2019 to the last anomaly
date of 4 Sep 2019, there were 9 events when the internal charging belt index increased with
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Fig. 5.5 NOAA POES 15 satellite radiation belt indices between Oct 2018 and Dec 2018.
Fig. 5.6 NOAA POES 18 satellite radiation belt indices between Oct 2018 and Dec 2018.
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Fig. 5.7 NOAA POES 19 satellite radiation belt indices between Oct 2018 and Dec 2018.
Fig. 5.8 NOAA MetOp2 satellite radiation belt indices between Oct 2018 and Dec 2019.
138 Space weather effects on the operation of small satellites
Fig. 5.9 NOAA POES 15 satellite radiation belt indices between Oct 2018 and Dec 2019.
Fig. 5.10 NOAA POES 18 satellite radiation belt indices between Oct 2018 and Dec 2019.
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Fig. 5.11 NOAA POES 19 satellite radiation belt indices between Oct 2018 and Dec 2019.
Table 5.1 POES MEPED instrument electron and proton energy bands (Greer and M.S.,
2004).
Channel identification Energy range
Electron detectors
0/90 E1 30 keV to 2500 keV
0/90 E2 100 keV to 2500 keV
0/90 E3 300 keV to 2500 keV
Proton detectors
0/90 P1 30 keV to 80 keV
0/90 P2 80 keV to 240 keV
0/90 P3 240 keV to 800 keV
0/90 P4 800 keV to 2500 keV
0/90 P5 2500 keV to 6900 keV
0/90 P6 > 6900 keV
P6 16 MeV to 1110 MeV
P7 35 MeV to 1110 MeV
P8 70 MeV to 1110 MeV
P9 140 MeV to 1130 MeV
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values higher than 2. This increased in the internal charging belt index translates into an
increase in the electron flux which is confirmed by the plot of figure 5.12 obtained from the
Van Allen belt probes (Fretz et al., 2016). The vertical lines, from left to right order, refer
to the launch date of Ten-Koh (29 Oct 2019), the first anomaly (19 Mar 2019), the partial
recovery (16 May 2019), and the second anomaly (4 Sep 2019), respectively. The differential
electron flux increased in the outer belt (L > 2.5) by up to 3 orders of magnitude, going from
an average of ∼ 103 during non-storm conditions, to an average of ∼ 106 during and after
the storm condition.
From the previous estimation of the satellite shielding in section 4.4.3, the flux of > 2.3
MeV electrons presented in figure 5.12 has the energy to penetrate the composite structure
model of the satellite (see figure 4.9). These quasi-periodic variations in the outer belt
electron population trigger the radiation current (charge deposition) on dielectric materials
inside the satellite. In order to verify if the major failure events are associated with internal
charging effects, the next section presents the analysis of deep dielectric charging in the
Ten-Koh satellite materials. Special emphasis is done on the I2C serial communication
failure.
5.2.2 Ten-Koh Deep Dielectric Charging Analysis
In this section, the impact of high-fluxes of electrons in the dielectric materials of the satellite
is analyzed to verify the correlation with the satellite anomaly events as the root cause. Figure
5.13 shows a sketch of the internal charging of dielectric materials as encountered inside
the Ten-Koh satellite. As mentioned in chapter 2, dielectrics and ungrounded metals pose a
risk of charging due to energetic electrons flux. Table 5.2 shows the dielectric materials and
their characteristics used in the different Ten-Koh subsystems. PVC is employed as insulator
material for harnesses, the 3140 RTV is used as a conformal coating for all PCBs and the
FR4 is the base material for all the PCBs.
One of the most important characteristics of deep dielectric charging is the relation of the
time it takes to build up electric fields in insulating materials or ungrounded conductors, with
respect to the time it takes for charge to leak off the material (Lai et al., 2018). As presented
in (Lai et al., 2018) the time constant for charging material is estimated by equation 5.1







Where ε is the absolute permittivity of the material, and σ is the volume conductivity
(the inverse of the volume resistivity) of the insulation material. κ is the dielectric constant
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Fig. 5.12 Van Allen plots for the averaged flux of >2.3 MeV (upper panel), Kp index (middle
panel), and DST index (lower panel). Plot retrieved from http://rbspgway.jhuapl.edu/.
of the material and ε0 is the vacuum permittivity. When using the base SI units, the time
constant has units of seconds. For the referred Ten-Koh dielectric materials, the time constant
give the following values:
• PVC: τ = 3984.3845 seconds
• DOWSIL 3140 RTV: τ = 46.8564 seconds
• FR4: τ = 41.6147 seconds
Polyvinyl chloride material has the biggest time constant, as a result of its highest volume
resistivity compared with 3140 RTV and FR4 materials. The PVC time constant is not
inside the range associated with ESD breakdown which is typical in materials with τ > 3
hours (NASA, 2017), although also in (NASA, 2017), the desired dielectric material time
constant is mentioned to be less than 1 hour. PVC volume resistivity is not in the range
associated with hazardous dielectric materials (see figure 23 of (NASA, 2017)). However,
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Fig. 5.13 Ten-Koh internal charging of dielectric materials.
Table 5.2 Ten-Koh dielectric materials.
Dielectric material Dielectric constant κ Volume resistivity ρ
PVC (polyvinyl chlo-
ride)
3.0 - 3.3 (at 1 KHz)
2.7 - 3.1 (at 1 MHz)
2.8 (at 1 GHz)
resistivity > 1010Ω
15×1015Ω · cm (min)




2.52 (at 100 Hz)
2.52 (at 100 kHz)
2.1×1014Ω · cm
FR4 4.7 (at 1 MHz) 1×1014Ω · cm
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PVC is not a common material selected for spacecraft applications (Wall et al., 1986) due
to its radiation-induced damage, such as the induce conductivity in the material (Güven,
2007), besides the change in its mechanical properties. PVC-based materials show increased
conductivity when exposed to gamma radiation. Gamma and X-ray radiation can be created
as secondary radiation products in shielding structures from primary electron irradiation.
Thus, not only the primaries but also the secondaries contribute to the change in conductivity
due to high-energy electrons.
Figure 5.14 shows the created gamma fluence inside Ten-Koh over the boundary of the
layer of PVC (labeled as plastic) material placed before the Liulin detector and represented
in the schematic of figure 4.9. In the same figure, the electron fluence at the same PVC layer
is presented. As noted, the results show that the fluence of gamma radiation is higher for
up to 2 orders of magnitude than the electron fluence at the same location. The data was
computed using the Multi-Layer Shielding Simulation Software (MULASSIS) utility from
SPENVIS and with the CRRESELE model for the period of 1-year mission duration from
the launch date.
Figure 5.15 shows the same electron and gamma fluence at the PVC layer but for 105
particles to simulate. The data shows that the electron fluence strongly depends on the
number of primaries to be considered in the radiation transport simulation. On the other
hand, the gammas change less when reducing by 1 order of magnitude the primaries. These
results show that by changing the number primaries, the electron fluence inside the spacecraft
changes drastically. Therefore, the increase in the electron flux with respect to its average
values increases the radiation current and deposited charge in the dielectric materials.
Back to figures 5.4 to 5.11, the failure and partial recovery events occurred in the 3 cases
after the maximum peak in the internal charging belt index, which is proportional to the
electron flux. The average accumulated time in terms of days that the internal charging belt
index increased to more than 2, and the average belt index prior to each event are summarized
below.
Before the event of 19 Mar 2019:
• Average of 6.5 day between 29 Oct to 30 Dec 2018
• Average of 11.5 days between 1 Jan to 19 Mar 2019
• Total of 18 days with at least 2 times the average electron flux
• Maximum belt index registered between 29 Oct Jan to 39 Dec 2019: 3.16, 5.461, 4.745,
6.763. Average = 5.032
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(a) Electron fluence at the boundary of PVC material.
(b) Gamma fluence at the boundary of PVC material.
Fig. 5.14 MULASSIS electron and gamma fluence inside Ten-Koh at the boundary of the
PVC layer before the Liulin Si detector. The CRRESELE electron model for 1 year of
mission duration is used as input and 106 particles to perform the simulation.
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(a) Electron fluence at the boundary of PVC material.
(b) Gamma fluence at the boundary of PVC material.
Fig. 5.15 MULASSIS electron and gamma fluence inside Ten-Koh at the boundary of the
PVC layer before the Liulin Si detector. The CRRESELE electron model for 1 year of
mission duration is used as input and 105 particles to perform the simulation.
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• Maximum belt index registered between 1 Jan to 19 Mar 2019: 4.947, 3.467, 2.951,
5.689. Average = 4.2635
• Number of days during which the index increased by a value of 2 or more prior to the
failure event: 3 days
The same analysis for the period between 19 Mar to 16 May 2019 gives:
• Total average of 7.75 days
• Maximum belt index registered: 7.026, 5.194, 8.974, 6.218. Average = 6.853
• Number of days during which the index increased by a value of 2 or more prior to the
partial recovery event: 5 days
The results for the period between 16 May to 4 Sep 2019 give:
• Total average of 19 days
• Maximum belt index registered: 11.03, 74.27 (16.68), 89.75 (6.222), 8.703. Average =
10.6587
• Number of days during which the index increased by a value of 2 or more prior to the
failure event: 5 days
Taking these data as reference, the GRAS module from SPENVIS is used for computing
the deposited charge in PVC with the amount of shielding of figure 4.9 for the typical integral
fluxes of 106e/cm2/s and 107e/cm2/s, and 105 particles. The result give the instantaneous
deposited charge of 15 e/cm2 for 106e/cm2/s and 150 e/cm2 for 107e/cm2/s. The average
time estimated that the satellite crosses the outer belt region per orbit is 773.6 seconds,
which for 1 day corresponds to 11 604 seconds. Then, the total charge deposited in 1 day is
1.7406×105 e/cm2. For the first anomaly event of 19 Mar 2019, which occurred 3 days after
the integral electron flux was enhanced to around 106e/cm2/s, the accumulated charge results
in 5.2218×105 e/cm2. For the partial recovery and the second anomaly events that occurred
5 days after the electron flux increased, the accumulated charge results in 8.703×106 e/cm2.
These values are not as high as the typical electron current densities of 1010 to 1011 e/cm2
that are associated with ESD (Garrett and Whittlesey, 1996). However, the electrostatic
build-up in the dielectric interfaces was observed to create noise and changes in the timing of
the I2C communication.
In order to determine whether the electron fluxes that were present around the periods
when the failures occurred can trigger internal charging, a simplified charging analysis of the
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mentioned satellite materials was carried out. The analysis is based on the estimation of the
electric field reached after electron irradiation on dielectric materials as presented in figure
5.13. As shown in (Garrett and Whittlesey, 1996; Khan et al., 2017), the equation that relates
the potential field from a charge distribution is the Poisson equation. Then, considering a
planar analysis using the simplified geometry of figure 5.16, the relation of the material
properties such as time constant, capacitance, resistivity (or conductivity) with the flux of







+σE = J (5.2)
where ε is the permittivity, which is equal to ε = εrε0 (the relative permittivity εr times
the vacum permittivity ε0), E is the electric field, σ is the volume conductivity, t is time,
and J is the electron current density note thet the relativ permittivity is also known as κ or

















where E0 is the electric field at t = 0 and τ = ε/σ is the time constant. In (Khan et al.,
2017) an equivalent model is used based on the resistance and capacitance of the material.
The capacitance models the accumulation of charge while the resistance models the leakage
of current, and surface potential is represented by V as represented by equation 5.4







∣∣I∣∣ is the electron current magnitude, ∣∣J∣∣ is the electron current density, A is the
surface area, t is time, C is the capacitance of the dielectric material, and R is the resistance
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where ε is the the permittivity, A is the surface of the interface material (dielectric), σ is
the conductivity (or inversely the resistivity ρ), and l is the thickness of the dielectric. The











Equations 5.2 and 5.7 are equivalent through the scalar relation of the electric potential
difference and the static electric field in the form of V = El, where V is the electric potential
difference at the surface of the dielectric material, E is the electric field between two points
within the dielectric, and l is the thickness of the dielectric material.
Taking the values of the electron flux observed in figure 5.12, and using the equations 5.2
to 5.7, it is possible to estimate the field produced by charging of electrons in the previously
referred materials, in particular for PVC which has the highest time constant. The result
is expressed in the way of the surface potential, so equation 5.3 is expressed in terms of

















= Jρl = RI (5.9)
where V0 is the charging potential after electron irradiation, and Vf is the final surface
potential after time t. It is important to mention that all the quantities are in scalar form, that
is, only the magnitude of J, I, and E are used for the analysis.
Assuming an initial surface potential by entering the conditions of the electron flux (
electron current density J), and the material properties (σ , l), the change in surface potential
due to charging is obtained. The final potential (Vf ) is considered for a low electron irradiation
condition of 1×102 e−/sr/s/cm2. Figure 5.17 shows the result of surface charging of PVC
inside the satellite. Different electron fluxes are considered, providing different surface
potentials. The initial potential (V0) is directly proportional to the thickness of the PVC
dielectric and the electron flux (electron current (J)). The decreasing in the potential depends
on the material current leakage characterized by the time constant (τ). The PVC surface
potential decreases to 37% of its initial value after 1 τ , to 14% after 2τ and so on, as in any
exponential decay system associated with the discharging of an RC circuit.
The charging zones for the Ten-Koh satellite orbit consist mainly of latitudes in the
outer belt (L > 2.5) where the difference with respect to the slot region and the inner belt
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Fig. 5.16 Simplified planar model for the charging analysis of the PVC dielectric materials
used in the Ten-Koh satellite.
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regions can be of up to 5 and 4 orders of magnitude, respectively. Moreover, the transit
of the satellite in these high electron irradiation regions occurs 4 times per orbit, 2 times
at the northern hemisphere, and 2 times at the southern hemisphere. Then, after electron
irradiation, the satellite is exposed to another irradiation in a period of time that is less than 1
τ (3984 seconds). This means that before the initial potential originated from the first point
of irradiation decreased completely, the satellite receives another irradiation flux of electrons
when it crosses the outer belt region again. If the enhance in the flux of electrons continues
for several hours and even days, the potential at the surface of the dielectric material can
increase significantly and produce a discharge. The threshold value for which a discharged is
produced, depends on several parameters:
• The surface potential, which is directly proportional to the electron current, the material,
and the duration of the conditions of the high flux of energetic electrons with an energy
of > 2.3 MeV.
• The interface or surrounding elements around the dielectric material. Al, FR4, and
other materials are close to the position where the PVC dielectric of the main data
harness is located.
• The satellite attitude as it travels through the outer belt regions. Variation in the
shielding can significantly change the electron current at the dielectric material position.
Due to the complex nature to evaluate the exact discharge threshold value, a simplified
approach consists of using the dielectric strength of the material as the limit for a discharge
to occur. Thus, combining the potential field and the thickness of the dielectric, the dielectric
strength can be computed. Surface potential values higher than the dielectric strength
produce a discharge so a rough approach is to set the discharge threshold equal to the
dielectric strength. For the PVC material, its dielectric strength is located in the range of 10
kV/mm to 30 kV/mm. Taking the PVC dielectric thickness of 0.5 mm the result indicates
that a potential of 5000 V can reach the dielectric strength of 10 kV/mm. Higher values of
5000 V will lead to more than the minimum dielectric strength of 10 kV/mm with 15000 V
reaching the top value of 30 kV/mm.
One of the main limitations in evaluating the PVC charging comes from the electron
flux values experienced by the satellite at its orbit. The data presented by figures 5.4 to
5.11 and by figure 5.12, correspond to orbits different to the one of Ten-Koh’s orbit. The
difference in electron flux can vary significantly from POES satellites orbit at 800 km altitude
to Ten-Koh orbit at 600 km even both are Sun-synchronous. The same applies to the electron
flux at the Van Allen probes orbit compared with Ten-Koh orbit. Therefore, the electron flux
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Fig. 5.17 Charging profile for different electron fluxes and 0.5 mm thickness of PVC material.
experience by Ten-Koh during the time of the major failure events is a missing part of the
puzzle. However, the simplified internal charging model analysis showed that high-fluxes of
electrons such as those presented in figure 5.12 and confirmed at Sun-synchronous orbit by
the POES satellites internal charging belt index are able to produce high potentials in the
PVC dielectric material.
Another factor to consider when analyzing the major failure events is the power consump-
tion of the satellite during the time of these events. During the Ten-Koh’s FM integration
and testing, it was verified that the high power consumption operation modes do affect the
logic levels of the satellite’s I2C main data bus. Moreover, when combined with the effect
of the capacitance of the I2C data bus, the waveform can be distorted leading to incorrect
logic levels. On the other hand, a discharged event caused by the presence of high-fluxes
of energetic electrons can disrupt the data bus. The description of these effects is discussed
below.
During the spacecraft integration, the I2C bus was verified to be affected by parasites
fields. The Ten-Koh I2C main communication bus has 13 devices connected. Considering
that each device provides around 10 pF of capacitance, the per-unit length capacitance of
59.058 pF/m of the ribbon cable that connects the stacked spacecraft PCBs bus with the main
payloads, its length of 40 cm, and the typical per-unit length capacitance of a PCB trace
of 0.7 pF/cm with 10 cm of trace per I2C device in a PCB, the total I2C capacitance gives
around 244.6232 pF. The I2C pull-up resistors have a resistance of 1.5 kΩ, which results in
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a time constant of 0.3669 µs. The I2C bus uses a standard mode with 100 kHz frequency,
which corresponds to a period of 10 µs or a high/low time of 5 µs.
In order to comply with the I2C logic levels using the standard mode (100 kHz), the
limits are set to VIL = 0.3VDD and VIH = 0.7VDD, these levels correspond to 1.5 V and 3.5 V,
respectively. The I2C standard (Semiconductors, 1995) recommends a maximum output fall
time, that is the time from VIHmin to VILmax, of 300 ns, which corresponds to a bus capacitance
from 10 pF to 400 pF. At 1.21RC the I2C complied with the low limit for the high logic
value of 0.7VDD, and the high limit for the low logic value of 0.3VDD. The selected maximum
value of the pull-up resistors of 1.5 kΩ gives a time constant close to the limit for the rising
time. Thus, significant changes in the bus waveform can stop the I2C operation.
In order to understand the relationship between space weather effects and the Ten-Koh’s
major failure events, the way the I2C operates and how it can fail is described (see figure
5.18):
• I2C devices wait to initiate communication in a state called Ready (Idle). Every I2C
transaction occurs at 8-bits data packets (1 byte at a time).
• The start condition initiates when the I2C slave is addressed by the master and prepares
for receiving/sending bytes until the next communication condition occurs (start or
stop).
• Synchronous data transaction occurs following the clock signal transitions: the slave
waits to receive/send bits in this state with no timeout until an acknowledge is received
(slave acknowledge & master acknowledge).
• After the 8-bit transaction finishes, the master sends the stop condition, and the I2C
device returns to the Ready state.
The operation of an I2C slave, according to figure 5.18 flowchart, once it has been
addressed, the transmission of bytes continues until a stop condition is sent by the I2C master.
If a disruption in the I2C data transmission occurs right in the middle of a transmission,
the I2C slave will keep in the waiting state for sending or receiving a bit following the
clock signal changes. This state continues until a stop condition appears. Even if a new
start condition arrives, the slave will not reply. Any situation that disturbs the I2C master
operation (e.g. a reset or power cycle) has the capability of inducing an I2C communication
disruption.
There are two ways a disruption in the I2C data bus occurs: (1) a loss of the recognition
in the logic levels; (2) a loss of synchronization of the I2C states.
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Fig. 5.18 I2C generic flowchart.
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The failure in achieving the correct logic levels can be a consequence of the I2C signals
waveform distortion as a result of the dielectric material capacitance combined with the
I2C capacitance value. This is illustrated in figure 5.19, which shows a sketch of the I2C
timing during proper operation and during a failure condition. In order to verify the I2C
waveform distortion, a simulation was developed according to the model presented in figure
5.20. In this case, the surface potential, which is set to -1000 V in the circuit simulation,
does not plays an important role due to the high resistance value of the PVC dielectric
material (1×1013ω . The important parameters in the circuit of figure 5.20 are the value of
the dielectric capacitance and the value of the I2C bus capacitance. As previously described,
the I2C bus capacitance is approximately 244.6232 pF. The PVC capacitance depends on the
geometry of the harness. Assuming it has around 0.5 m in length, a total area of 80 cm2, a
thickness of 0.5 mm, and k = 3 (for PVC), the capacitance gives a value of 425 pF. Moreover,
if a decrease in the nominal bus voltage of 5V is present due to high power consumption in
the satellite, the waveform distortion is bigger. Additionally, due to the power consumption,
the ground levels on the different boards connected by a considerable length of cable can
be sufficiently different to cause communication issues. Having the I2C bus traveling over
several centimeters of cable to different PCBs can result in a noisy signal caused by EMI,
which increases the risk of communication problems.
Regarding the I2C loss of synchronization, as already mentioned, if the I2C state machine
is interrupted during the bit transmission the full bus can get blocked. According to the
flowchart of figure 5.18 the I2C is most sensitive during the acknowledge confirmation state
and the data transmission state. The following events originated from the space weather
conditions are able to trigger a disturbance in the mentioned I2C states: SEU events, and
Electro-Magnetic Interference (EMI) produced by a discharge. From these 2 events, SEU
with a rate of 0.8869 events/day has the potential to disturb the I2C master at any of the 2
sensitive states. On the other hand, discharged events that generate EMI in the I2C bus, are
the result of charge build-up in the I2C dielectric under high fluxes of electrons present in
Ten-Koh orbit for a period ranging from hours to days. The longer the electron irradiation and
the higher the fluxes, the higher the surface potential on the PVC dielectric. Due to the lack
of electron fluxes data at the Ten-Koh satellite orbit, and considering the variability in data
from a similar satellite orbit (see POES belt indices in figures 5.8 to 5.11) it is only possible
to infer that fluxes of 1×106 e−/sr/s/cm2 and higher, lasting more than 40τ can produce
enough surface potential to reach the dielectric strength of the material. By analyzing the
belt index of figures 5.8 to 5.11, only during the major events of 16 May 2019 and 4 Sep
2019, the high-fluxes of electrons meet with a flux of ≥ 1×106 e−/sr/s/cm2 for at least 2
days (40τ). This indicates that the correlation of these events with the days when an increase
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in the internal charging belt index occurred, is not enough evidence of the failure triggered
by internal charging, however, it is certainly possible as shown by the analysis of figure 5.17.
(a) I2C correct timing and operation.
(b) I2C failure due to incorrect timing.
Fig. 5.19 I2C bus communication timing: (a) appropriate communication and (b) communi-
cation failure.
In summary, determining the exact root cause of the major failures of the Ten-Koh
satellite is not conclusive based on the available evidence. However, the failure location was
identified in the I2C main data bus based on the later satellite’s behavior. It is also possible
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(a) I2C circuit interface.
(b) Capacitance effects on the I2C waveform.
Fig. 5.20 I2C electric interface: (a) circuit model (b) I2C waveform simulation result.
5.2 Ten-Koh Failures Triggered by Space Weather Effects 157
that not one but multiple factors coming from the space environment made the system fail,
combined with design or lack of enough ground testing issues. Additionally, how failures
occurred in the system architecture allowed us to track the major failures and the subsystems
involved. These are discussed together with the system’s architecture and the proposed
recovery methods.
System architecture, failures and recovery methods
The Ten-Koh I2C communication architecture is depicted in figure 5.21. 13 devices are
connected to the same side of the bus, including the real-time clock in the OBC. The EPS
subsystem is where the pull-up resistors are connected to the I2C 5V level. The ground on
all the I2C devices is the same, which is also electrically connected to the satellite structure.
As mentioned before, all subsystems can be power cycled except for the EPS and ADS. The
reason for this is that in the ADS subsystem, the same microcontroller used for acquiring
the data of the Sun sensors and all other attitude sensors was used to acquire the data from
the solar panels as well. This approach was implemented in order to reduce the number of
harnesses connected to each solar panel. However, the regulated power of both subsystems,
with the exception of the magnetometer, were not designed to be powered off once the
satellite is turned on after separation from the second rocket stage (Fajardo et al., 2019). This
design characteristic means that in the situation that the I2C bus is blocked, there is no way
to remove the failure condition by power cycling all the I2C electric connections. Moreover,
any SEE affecting the EPS and ADS microcontrollers is not possible to be corrected by
power cycling these devices.
The first major failure (19 Mar 2019) occurred when moderate electron fluxes appeared
(internal charging index of around 3). This was not as high as the fluxes levels of the other
two failure events in the satellite where the internal charging index reached more than 5.
However, due to the failure in the I2C line, and that the fact the EPS continued replying to
the SATRESET command, it is inferred that the problem comes from: (1) an SEU, (2) a
power cycle in the OBC (the I2C master), (3) a discharge event that caused interference in
the I2C line (EMI in the form of a radiated/coupled emission) or (4) a combination of these.
Any of these situations and/or combinations have the capability of letting the slave (the EPS
or the ADS) in a blocked state, leading to a failure situation in the I2C.
The partial recovery event (16 May 2019) occurred after a power cycle in the OBC and
COMMS was performed by a ground command (SATRESET execution). Several SATRESET
operations were executed between the period of 19 Mar 2019 and 16 May 2019. It is possible
that these power cycling action in the OBC and COMMS had the effect of switching the I2C
clock line, which in turn had the effect of jumping the state in the I2C state machine, making
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it to start accepting a START condition again. It is also feasible that the appearance of a
discharge event after a SATRESET command execution occurred, had the result of cycling
temporary the I2C line, and making it to work again, as occurred on the partial recovery event
when the satellite started transmitting its beacon after executing a SATRESET command.
However, the fact that a section of the I2C data bus remains powered on made it suscepti-
ble to present similar new failures when external effects such as charging/discharging, SEU,
or a combination of both, appear. Even the execution of a SATRESET command during an
I2C communication transaction has the potential of blocking the I2C bus.
When the second failure occurred on 4 Sep 2019, the satellite replied to the SATRESET
command until 6 Sep 2019. After this day, no communication has been successful. Based
on the POES belt index information from figures 5.4 to 5.11, the SEE belt index showed
an increase of more than 1.3 and up to 2.87 for the period between 4 Sep to 27 Sep 2019.
The internal charging index also increased significantly, reaching up to 10, which is also
confirmed by the Van Allen belt probes data (figure 5.12). From the history of failures, the
registered SEU events in the flash-based RAM of the microcontroller, and the SEE test results
of the PIC16F877, the lack of communication with the satellite is associated with a failure
in the EPS PIC microcontroller due to SEE. Because it is not possible to power cycle the
EPS subsystem, the recovery of this failure status is subject to the probability of a similar
SEE mechanism (SEU) that produces a recovery in the functionality of the affected memory
sector in the EPS PIC, a situation which actually occurred with the ADS microcontroller as
reported by the magnetometer readings. However, if an SEL caused the failure and produced
permanent damage in the device, the possibility of recovery would be zero.
A key aspect of the failure analysis relies on being able of monitoring to provide a
diagnosis. The diagnosis of the satellite failures, as presented in this chapter, has taken into
account: telemetry, analysis of spacecraft operation, and analysis after anomalous events
are observed (history of events). Following this analysis, a classification of causes needs to
be implemented based on commonly known causes (Herbert Hecht, 1985): (a) Design, (b)
Environment, (c) Parts, (d) Quality, (e) Operation, (f) Other known, (g) Unknown.
In general, the mentioned failures can be grouped in three main sets: (A) design-
environment, (B) operation-other known, and (C) parts-quality-unknown. From the analysis
of the Ten-Koh satellite’s failures, these fall within the design-environment group. The
correlation of the major failures with the space weather parameters indicates that the stresses
on the satellite are seasonal. The I2C sensitivity to EMI influence was also verified during
the satellite flight model integration. Thus, the cause of failure is mostly associated with
group (A). However, other causes can induce failures due to the complex interaction between
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all the satellite’s subsystems, and hence the exact cause cannot be established, although the
system and parts in question are identified.
The system’s recovery methods rely on how the satellite systems can fail, that is, based
on the physics and logic of failure. The physics of failure refers to the random processes and
parameters that control the operation of a system while its logic implements the relationships
of principles and criteria under demonstrable inference. From the Ten-Koh satellite behavior,
and considering its applicability to university-class satellites, the deducted recovery methods
are:
1. Power cycling: all satellite subsystems shall be able to be power cycled by command
and/or automatically. Power cycling actions demonstrated to be an effective response
against system issues, especially those produced by SEE, transients, and failure states
in digital systems.
2. Power cycling of anomalous subsystems: important and critical subsystems shall be
able to be power cycled by command and/or automatically.
3. Redundancy in critical systems: this capability shall be implemented as a restora-
tion activity that returns the system to a state that allows its correct operation again,
specifically in non-repairable systems and/or parts. There are several ways to imple-
ment redundancy schemes in small satellites employing COTS parts and each specific
architecture must be evaluated and tested accordingly.
4. Inclusion of artificial immune system: based on fault-tolerant techniques an immune
system is based on the actions of monitoring, abnormality detection, and abnormality
removal. This approach is typically implemented for on-board computers however, it
is also possible to extrapolate it to hardware level (Erlank and Bridges, 2017).
5. Functional safety schemes: a system approach to implement a monitoring and recovery
method for spacecraft systems follows the scheme of functional safety. Functional
safety implements automatic protection and correction in the response to inputs and
failures. Specific standards such as MIL-STD-882E or ISO 14620-1 can be applied to
help in the implementation of functional safety in small satellites.
The first two recovery methods are the most straightforward to implement, however,
a screening of parts and risk analysis of the system architecture must be done in order to
not introduce new failure modes into the system. The third and fifth recovery methods are
related and in both cases, these need to take into account a reliability analysis in order to
select the appropriate system architecture. Moreover, a screening of parts process is also
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needed to account for the quality of EEE parts. The fourth recovery method is nowadays
incorporated in new MCUs and processors that have been adopted in small satellites, and
due to their complex architecture, the reliability analysis is not straightforward because of
the combination of hardware and software. In this case, testing is the most straightforward
approach when analyzing the reliability of a recovery method based on artificial immune
systems.






























This work presented an analysis of the space weather and space radiation effects on the EEE
technologies typically employed in small satellites, specifically for digital devices such as 8-
bit microcontrollers. The success of a small satellite mission is based on reducing/eliminating
the failures and anomalies during operations. For small satellites two main factors are found
to drive the final satellite systems reliability: (1) system architecture, (2) EEE parts selection
and use.
6.1 Systems architecture
The system architecture performance was found to be related to design practices. For
traditional space systems the system architecture follows a compliance framework approach.
Small satellites on the other hand, are recommended to follow a performance and science-
based analysis approach, such that it focuses on manufacturing quality, systems integration,
and testing. The system design approach for small satellites needs to provide the following:
• Find the causes of failures during the manufacturing and testing phase
• Building systems heritage based on proven operational performance
• Meet the requirements based on specific mission performance and not on compliance
• Compliance is a must when referring to the safety review (launching and deploying
systems)
Procedures and methods that use time-varying measurements from the energy and flux
environment represent the most accurate approach for predicting the performance of the
system design. After incorporating new knowledge and the lessons learned into new systems,
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for instance in the second, third and later versions of the system, results in an increase in the
reliability.
6.2 EEE parts selection
The selection of COTS parts (including spacecraft materials) is the most widely adopted
solution for small satellites due to cost and availability. The process is defined by selecting
devices with heritage or by the qualification of radiation-tolerant devices. In-orbit testing
versus on-ground testing is proposed and deeply analyzed as an alternative to the adoption of
modern COTS components.
The Ten-Koh satellite launched on 29 Oct 2018 provided important results about space
radiation measurements and its impact on the satellite systems. Differences in the predicted
dose from the typical radiation environment models, such as the AE-8, AP-8, CRRESELE,
CRRESPRO, with respect to the measured data confirms the need of in situ radiation
measurements. Such differences lead to potential over/under estimation during the design
process of a small satellite.
From the spacecraft design perspective, radiation environment measurements inside of
the satellite produce the most accurate data for the EEE parts evaluation. It also contributes
to the creation of component reliability metrics that can be used for the reliability evaluation
of a complete board or subsystem.
Not only the space radiation effects on COTS are evaluated but also the effects of the
satellite structure materials shielding. For small satellites that use composite materials as
main structure, in-orbit measurements provide a solution for the evaluation of complex
structural designs. Radiation data for composite materials is not widely available as it is
for Al or other common materials used in space. This becomes particularly important for
secondary radiation generation when selecting new materials for space use.
6.3 Satellite failures
The effects of the space weather and radiation environment that triggered different failures
in the satellite are presented to remark the importance of considering those in the design
process of small satellites. The abundance of radiation-related failures, with consequences as
severe as disabling the entire satellite, indicates that understanding of the space environment
and its effects remains vital (Fajardo et al., 2019). This shows that the mission objectives of
Ten-Koh served a valid scientific purpose, and should be pursued by more missions. Space
environment effects are especially important in the era where small satellites are proliferating
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because such spacecraft do not use radiation-hardened parts and thus are likely to suffer
similar issues as the satellite described herein.
The small satellite development processes need to consider two important aspects regard-
ing the system’s architecture: (1) EEE parts selection and (2) Reliability growth models.
Screening, qualification and derating of spacecraft EEE parts: Due to the extended
use of COTS components in many small satellites, and specifically university-class satellites,
the implementation of a screening, qualification, and derating processes are necessary.
Screening allows to identify failures which induce infant mortality. Qualification tests
(mechanical, electrical and environmental) demonstrate that the intended parts meet the
design requirements and include proper margin (reliability of the part in the long-term).
Derating consist in the reduction of electrical and thermal stresses on the parts to extend its
expected life.
Reliability growth models: In general, the way to achieve reliability growth is during the
development phase by testing, analyzing, and fixing. The assessment of failure modes, their
root cause, as well as identifying enhancements in the system, subsystems, manufacturing
processes, maintenance, and operations, allow to incorporate design upgrades.
Both, parts selection and growth models, represent the final goal in complex systems
such as a spacecraft, no matter what the size it is. In this regard, the knowledge of how the
space environment interacts with space systems, in conjunction with the system design, is a
fundamental understanding that requires analysis, testing, and validation. A risk assessment
shall be implemented as part of the design and validation phases. The purpose of the
risk assessment is to diagnose the hazards at the system, subsystem, and part-level so the
corrective actions to reduce or eliminate the risk are applied. At this stage the applicable
standards are suggested to be used, such as ISO 17666 (Space Systems - Risk Management),
ISO 15864 (Space systems — General test methods for space craft, subsystems and units),
ISO 19683 (Space systems — Design qualification and acceptance tests of small spacecraft
and units), ISO 14302 (Space systems — Electromagnetic compatibility requirements), MIL-
STD-975 M (NASA Standard Electrical, Electronic, and Electromechanical (EEE) Parts
List), ECSS-Q-ST-60-15C (Radiation hardness assurance – EEE components), among others.
The required standards must be determined in advance and after the analysis of the design in
order to plan for the corresponding testing. It is important to mention that the use of standards
do not has to be implemented for compliance purpose because this do not align with the rapid
development of small satellites. Instead, standards are helpful to the design of specific small
satellites and sub-assemblies for specific missions. Reliability growth comes with testing
and upgrading of the satellite, subsystems, subassemblies, and components design over time.
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Finding failure cases during the design, manufacturing, and testing processes instead of
during the satellite operation, is the final goal when designing a spacecraft (systems and parts
defects eliminated by testing). It is also important to mention that ground testing does not
always exactly replicates the expected in-orbit operations, thus an in-orbit validation needs
to be implemented.
When designing or maturing the technology of small satellites, implementing an FMEA
analysis early in the design stage will lower the possibility of failures. Therefore, the
implementation of FMEA and risk management analysis, at least for the critical systems of
the mission, is a must for a satellite reliable design and operation.
The understanding of how space weather impacts the emerging technologies used in small
satellites allows for the identification of tools and methods needed. Areas of improvement
throughout the life cycle of a satellite, from mission requirements to on-orbit operations,
increase the certainty of performance at the time sets the real impact of a hazardous envi-
ronment. In this respect, the information provided from the failures analysis is a source
of data that serves as a share anomaly information for future mission that will face similar
challenges.
6.4 Future work
Overall, there are 3 main considerations for future work:
1. Incorporating radiation monitors on-board small satellites as part of their regular
housekeeping data contribute with valuable information for both, satellite systems and
environmental models. However, the difference in small satellite form factors poses
a challenge for volume, power consumption and the telemetry bandwidth available
for such purpose. The telemetry bandwidth challenge was an important issue for the
Ten-Koh satellite case. In small satellites that use amateur bands for communication,
the design of data compressing schemes or on-orbit processing capabilities could
alleviate the bottle-neck of data transmission. Designing systems capable of being
incorporated in small satellites ranging from 1U to up to 100 kg, with on-board
processing capabilities is set as the next goal for extending the range of applications
into different satellites.
2. Improve particle type determination by the use of architecture schemes such as ∆E
detectors in order to improve the evaluation of effects of a particular type of radiation
source.
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3. Incorporate in-orbit processing capabilities that, on one hand, can reduce the telemetry
data, and on the other allow producing an online status condition. The later application
could be used to generate alarm and information status in real time.
4. Development of a guidance procedure in the adoption of the changing technology
use in small satellites. If a sensor or a part degrades in space in a known way, it is
possible to account for the failure by the use of on-ground representative tests. Then
defining appropriate specifications based on requirements and failure analysis ensures
to developers that the satellite meets the mission goals.
5. Development of protection mechanisms against failures triggered by space weather
hazards. This includes the use of new shielding materials that can be rapidly and
cost-effectively adopted in small satellites. TID and internal charging are the main
targets for this strategy.
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Appendix A
SEE test procedure using protons and
carbon ions
This test procedure plan verifies the survivability and operability of the selected electronic
devices, for single event effects, in particular single event upsets (SEU) and single event
latchup (SEL). This document describes the process and details, for the development of single
event effects testing by using a beam of energetic protons in a synchrotron facility. Exact
steps, materials, methods and instrumentation needed for performing the test are included.
Other test and post-processing of the results are mentioned but not included as part of the
test procedure.
A.1 Purpose of testing
The main objectives of the SEE testing are:
• To verify the behavior and operation of the selected devices in a high-energy radiation
environment such as the scenarios encountered in space. From the results of the tests,
the DUTs could be selected as candidates for future missions, and in such a case,
mitigation strategies can be deducted as well as operation margins
• To estimate and compare the SEE sensitivity of flight hardware with on-ground testing
versus in-orbit testing
A.2 Selection of devices under test (DUT)
The selected devices for SEE testing are:
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• PIC16F877 (MQFP 44-pin)
• Raspberry Pi Zero WH
• Raspberry Pi 3B+ or Raspberry Pi 4
• SD card Delkin industrial grade (S302TLN7B). This device is optional
The PIC16F877 will be tested for the evaluation of its internal EEPROM and flash
memories. This device was used as main the controller in Ten-Koh satellite subsystems
and even it has been used in small satellite applications before, from the Ten-Koh satellite
operations experience, several problems were found and are associated to EEPROM and
flash memory errors.
The Raspberry Pi Zero WH and Raspberry Pi 3B+/Raspberry Pi 4 will be evaluated
for their consideration in future space hardware applications. By the time of the test, the
Raspberry 4 is the newest and more capable device of the Raspberry CPUs family.
The Delkin industrial SD card was incorporated in the Ten-Koh subsystems for data
storage. No errors were detected during the operation of the Ten-Koh satellite SD cards,
however, the device will be tested to confirm its operation together with the Raspberry devices.
The industrial SD + Raspberry Pi operation is intended to provide a higher endurance for
storage and embedded applications in harsh environments such as those faced by small
satellite technologies.
A.3 Test equipment
The equipment required during the test are the following:
• 1 PC (laptop computer) for data acquisition during the experiment. The LabView
signalexpress must be installed on the computer and running by the time of the test
• 1 digital oscilloscope with 4 channels and 4 probes. USB data acquisition interface is
required in order to control and acquired the data from a PC
• 1 digital multimeter
• 1 digital thermometer with data recording capabilities and/or data interface with a PC
(optional)
• 2 power supplies with 5V and 3.3V fixed output or variable output, and at least 1A
capability
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• Dosimeter for measuring the deposited dose in the DUT
• LET/energy measuring equipment (e.g. ionization chamber) for measuring the LET
and/or energy before the DUT. The incident energy in the device die will be computed
using a Geant4-based software, SRIM code or similar application in order to account
for the IC packaging
A.4 Testing hardware
The required hardware for the test consist of the following:
• Test board with the DUTs mounted
• 1 test jig for attaching the DUT to the target point of the beam line
• 1 power supply switch to control the on/off of the DUTs remotely (Arduino based
solution)
• 1 set of jumpers for connecting the test board with the data acquisition system (laptop)
• 1 set of caiman-caiman cables (at least 10)
• 2 UART to USB devices
• Set of harnesses for powering the boards and data communications
• 10 m of ethernet cable
• Set of small through hole resistors for measuring current (0.5 to 1 ohm)
A.5 Tools and additional materials
• Kapton tape
• Regular tape
• Scissors or cutter
• 1 - 2 m of velcro tape
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Table A.1 Synchrotron protons and ions characteristics.
Parameter Value
Incident energy H+ (protons): 10 Mev (B = 0.46T m)
He2+, C6+: 2.08 to 55 MeV/u (B = 2.15T m)
Outgoing energy H+ (protons): 10 to 200 MeV/u (B = 2.15T m)
He2+, C6+: 2.08 to 55 MeV/u (B = 2.15T m)
Operation repetition frequency 0.5 Hz
Format Function separation time
Beam injection method Multiple rotation injection method
High frequency acceleration cavity Multi-Feed Untuned Accelerating Cavity
Beam extraction method Resonance extraction method (diffuse resonance
method) that applies high frequency with con-
stant electromagnet strength
A.6 Test facilities
The facility used for this testing is the synchrotron located at the Wakasa Wan Energy
Research Center, in Fukui prefecture in Japan. The synchrotron can produce protons, helium
and carbon ions with the characteristics presented in table A.1.
A.7 Test conditions: proton beam conditions
For protons, the delivered energy by the accelerator shall have in the range of 20 to 200 MeV
and it is not recommended that the primary energy of 200 MeV, with a variable flux ranging
from 105 proton/cm2/s to at least 108 proton/cm2/s is not degraded below 50 MeV for SEE
to avoid excessive energy spreading.
The beam to be used in the experiment consist of protons (H+) with the following
characteristics:
• Protons (H+) will be used to irradiate the DUT in beam energy increase steps of
approximately 50 MeV. Starting the first at 20 MeV, the following is desired to be set
at 50 MeV and then increasing in steps of 50 MeV until getting the maximum beam
energy of 200 MeV (20, 50, 100, 150, 200)
A.8 Test procedure 187
• The flux of protons shall be in the order of 1x105 to 1x108 proton/cm2/s so enough
protons produced recoil atoms. The exact flux has to be confirmed during the test at the
facility. The upper value (∼ 1x108 proton/cm2/s) is preferable, however, for sensitive
devices, the flux shall be adjusted toward the lower value (∼ 1x105 proton/cm2/s)
Because the LET of the recoil nucleus is unknown when using protons for SEE, the
characterization of the device cross-section is performed with the primary incident proton
beam energy.
It is also important to consider the total ionizing dose damage (TID). Some devices
can show an increase in SEU susceptibility of up to two orders of magnitude as a result of
TID effects from proton irradiation. In this regard, the TID received by the device shall be
accounted for a limited by adjusting the irradiation time of each device to the lowest possible
that allows the SEE cross-section characterization. The total dose received by a device from
a high-energy proton beam can be estimated from equation A.1:









Where D is the dose in gray (Gy) units, φ is the proton fluence in protons/cm2, k is a
constant to convert MeV into J (joule) with a value of 1.602×10−13, ρ is the target material
density in g/cm3, dE/dx is the deposited energy in the material thickness in MeV/cm. The
value of 1×10−3 converts g into kg. D can be converted from Gy to rad by multiplying the
result of equation A.1 by a factor of 100.
The deposited energy can be replaced by the energy loss per unit pathlength known as
the stopping power, which is approximately true if the energy along the particle path remains
constant (i.e. long-range protons).
The proton incident energy and flux desired from the beam and to be used during the
testing are shown in table A.2.
A.8 Test procedure
The SEE testing at Wakasa Wan Research Center is performed in air at room temperature.
The DUT will be tested with dynamic operating conditions (operation of software in the
PIC16F877, the Raspberry Pi Zero WH, and the Raspberry Pi 3B+/Raspberry Pi 4). Counting
the errors and failures will be performed only during the irradiation time. The dead time will
be counted too in order to estimate the time the system was under certain processes/conditions
of operation, such as reset, sending/receiving data, etc.
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Table A.2 He and C ions estimated LET in Silicon for the selected energy range.
Incident energy
[MeV ]
Flux [cm−2s−1] Dose received [cGy]
10 1×105 to 1×108 To be estimated
50 1×105 to 1×108 To be estimated
100 1×105 to 1×108 To be estimated
150 1×105 to 1×108 To be estimated
200 1×105 to 1×108 To be estimated
The PIC16F877 will be tested first, followed by the Raspberry PI devices. The test
is developed in 2 parts occurring simultaneously: testing for SEU and testing for SEL as
follows.
The first step before irradiation is to perform a beam calibration following the instructions
from the facility personnel. The calibration procedure has the purpose of verifying the
radiation field and the energy levels after different degraders to achieve the desired beam
energy. From this beam calibration procedure, the following parameters will be identified:
• Beam energy in MeV
• Degrager thickness (in mm) for each energy value
• Flux for each energy value
• Radiation field (beam spot size in cm) for each beam energy value
The obtained values from the beam calibration will be used for all the testing of all the
DUTs, except if any of the DUT presents a high sensitivity so the beam flux must be adjusted
(reduced).
After performing the beam calibration procedure, the DUT is placed in the beam line
according to the following steps:
1. Mount the DUT in the experiment setup and align it with the output of the beam source
using a set of green and red laser sources. Use a support mechanism for attaching the
DUT in a position normal to the beam output (the support mechanism is located in the
irradiation room 4, just after the output of the beam and its height can be manually
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adjusted). The distance from the output beam to the support mechanism can be adjusted
according to the test conditions (see figure 5) and will be set following the indications
of the facility personnel. Use regular tape and velcro tape for keeping the PCB with
the DUT aligned with the beam
2. In the case of using a rotation table (for varying the LET without modifying the beam
energy) set the appropriate distance from the beam source and the angle of the rotation
table to zero degrees
3. Connect a thermocouple/temperature sensor below/top of the DUT for temperature
measurements and recording. This step is optional
4. Connect the power interface to the board of the DUT and the power supply making
sure to include an intermediate relay for power cycling purposes. The control of the
power cycle switch is done manually from the control computer and the Arduino-based
control system (see figure 6)
5. Test the power interface and make sure it is possible to control the power of the board
remotely from the power control board (Arduino-based control system)
6. Connect the data interface to the board of the DTU and make sure it has communication
with the data acquisition PC. Use a UBS-UART interface for the PIC16F877 device
and the in-built communication capability of the Raspberry Pi boards
7. Test the data acquisition system and make sure all interfaces can be operated remotely
from the irradiation control room through an ethernet connection
For SEE (SEU and SEL) follow the next steps:
1. Turn on the DUT board and data acquisition system and perform a device initialization
and functional test to confirm all systems are operating as expected
2. From the control room start the DAQ system before the synchrotron operation starts
and perform another functional test
3. Verify the value of temperature before running the test and make a note: If possible
record the temperature during the test (this step is optional)
4. Verify the time before running the test and make a note of the time:
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(a) Support mechanism where the DUT is set for the testing.
(b) Arduino-based control relay for power cycling purposes of the DUT during testing.
Fig. A.1 SEE device under test (DUT) setup.
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5. Start the beam irradiation according to the facility researchers and technicians instruc-
tions. The proton initial energy will be decided according to the facility personnel
indications
6. Collect data of the bean energy applied to each device and SEUs present in the EEP-
ROM and flash memories of the PIC and the errors in the execution modules/program
of the Raspberry Pi devices, respectively. In the case of the PIC’s EEPROM and flash
testing, perform the test for the following conditions:
• Errors when performing reading operations
• Errors when performing writing and reading operations
• Program execution errors
• Bit changes of program constant values located in the EEPROM and flash memo-
ries (i.e. delay values in µs ms, integer values)
In the case of the Raspberry Pi Zero WH, Raspberry PI 3B+/Raspberry Pi 4, test for:
• Modules execution errors
• Main program execution error
• CPU error
7. For SEL, count and record the increase in current and temperature as the beam energy
increases for each of the energy steps included in table A.2. Make sure that the testing
system has the capability of limiting the current to the DUT during the test in order to
avoid permanent damage or degradation. A power cycle (reset) should be possible to
perform when a high current state remains in the device via the power switch controlled
remotely
8. If the device turn to be sensitive to beam energy and or flux values, a bigger number of
devices in the lot to be tested must be accounted when testing
Repeat SEE steps 1 to 8 for the number of DUTs to be tested.
Additional to the SEE testing, the degradation of the devices due to total dose is included
for performance evaluation purposes. This is addressed by computing the dose applied to
the device by obtaining the deposited energy in the sensitive volume per mass, from LET or
stopping power values. An estimation of the sensitive volume for each device is obtained
by the use of an X-ray radiography using the SMX micro focus X-ray TV system located in
Okuyama lab. Then, by counting the irradiation time and dose of each irradiation run test,
the TID is estimated.

Appendix B
Ten-Koh Liulin detector additional plots
This appendix contains additional plots from the data collected by the Liulin detector. The
data shows the time-varying dose rate, flux, and spectral counts for the data sets of Dec 2018
and Jan 2019. On top of the plots the magnetic coordinates and L value are display for every
spectrum measured. The x-axis refers to the time and the vertical axes are:
• Dose rate in µGy/h
• Flux in particles/cm2/s
• Deposited energy in MeV (in log scale)
• Counts per channel (in log scale)
The amount of data was restricted by the downlinking capacity using an amateur band
at 9.6 kpbs, and by the condition of having a minimum voltage in the battery bus of 3.6 V.
During operations, the downlinking capacity was the real limitation in performing longer
duration missions. From 20 Jan 2019, longer duration missions where performed, however,
the data was not downlinked before the failure of the satellite on 19 Mar 2019.
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(a) Liulin data time-lapse.
(b) Liulin spectrogram from 11 Dec 2018 data set.
Fig. B.1 Time evolution of Liulin data on 11 Dec 2018.
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(a) Liulin data time-lapse.
(b) Liulin spectrogram from 15 Dec 2018 data set.
Fig. B.2 Time evolution of Liulin data on 15 Dec 2018.
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(a) Liulin data time-lapse.
(b) Liulin spectrogram from 19 Dec 2018 data set.
Fig. B.3 Time evolution of Liulin data on 19 Dec 2018.
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(a) Liulin data time-lapse.
(b) Liulin spectrogram from 20 Dec 2018 data set.
Fig. B.4 Time evolution of Liulin data on 20 Dec 2018.
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(a) Liulin data time-lapse.
(b) Liulin spectrogram from 24 Dec 2018 data set.
Fig. B.5 Time evolution of Liulin data on 24 Dec 2018.
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(a) Liulin data time-lapse.
(b) Liulin spectrogram from 25 Dec 2018 data set.
Fig. B.6 Time evolution of Liulin data on 25 Dec 2018.
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(a) Liulin data time-lapse.
(b) Liulin spectrogram from 13 Jan 2019 data set.
Fig. B.7 Time evolution of Liulin data on 13 Jan 2019.
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(a) Liulin data time-lapse.
(b) Liulin spectrogram from 16 Jan 2019 data set.
Fig. B.8 Time evolution of Liulin data on 16 Jan 2019.
202 Ten-Koh Liulin detector additional plots
(a) Liulin data time-lapse.
(b) Liulin spectrogram from 17 Jan 2019 data set A.
Fig. B.9 Time evolution of Liulin data set A on 17 Jan 2019.
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(a) Liulin data time-lapse.
(b) Liulin spectrogram from 17 Jan 2019 data set B.
Fig. B.10 Time evolution of Liulin data set B on 17 Jan 2019.
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(a) Liulin data time-lapse.
(b) Liulin spectrogram from 19 Jan 2019 data set.
Fig. B.11 Time evolution of Liulin data set on 19 Jan 2019.
