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1. INTRODUCTION 
We recall that every m × n complex matrix A can be decomposed into 
A = vr w*, (1) 
where V of order m x m, and W of order n x n, are unitary matrices and ]E is a diagonal matrix of 
order m x n. This decomposition is called the singular value decomposition of A. The quantities 
a~(A) -- a~, i = 1, 2 , . . . ,  q, q = min {m, n}, are called the singular values of the matrix A. 
There are important relationships between the singular value decomposition f A and the Schur 
decompositions of the Hermitian matrices A*A and AA*. For our purposes, we just observe that 
the singular values of A are the nonnegative square roots of the eigenvalues of A*A if m _> n, or 
the eigenvalues of AA* if m <_ n. We also recall that the singular values of a normal matrix are 
the absolute values of its eigenvalues. Thus, bounds for the eigenvalues can be used to obtain 
bounds for the singular values. 
In Section 2, we derive an increasing sequence of lower bounds for the spectral radius of a 
matrix with real spectrum. In Section 3, we find progressively improved bounds for the largest 
singular value of a complex matrix. Finally, in Section 4, we find lower estimates for the rank of 
normal matrices with real spectrum and for the rank of normal nonnegative matrices, including 
some sufficient conditions for a matrix to be invertible. 
This work is supported by Fondecyt 1970635, Chile. 
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2. LOWER BOUNDS FOR THE 
The following result is given in [1]. 
LEMMA 1. I f  Xl,X2,. . .  ,Xn are real numbers uch that 
SPECTRAL RADIUS 
X n <~ Xn_  1 <~ . . .  <~ X l ,  (2) 
then 
n n(n -  1) i--1 
Some consequences of this lemma are as follows. 
COROLLARY 2. 
r ° 
~n 1 xi <_ xl. 
I[ yl, Y2,.. . ,  Y, are rea/numbers and k is any positive integer, then 
(a) 
[ y~=_l n y2k 1 y~k )-~n=l y2k 2 < 
+ n(n -  1) i=1 n - 
mo,x [yi[. (4) 
PROOF. Consider the numbers y~k, y2k,.. . ,y2k. There exists l such that 
[yll = m.ax lyd.  
Then, 0 _< y2k _< y~k, for all i. We apply Lemma 1 to the numbers Ul" 2k, u2" k,. . . ,  Yn2k to obtain 
~"]~i=1 y2k 1 Y~i=l y2k y~a. + y2k < 
n n(n 'L  1) i=1 n - 
(5) 
Now, the inequality (4) is an immediate consequence of (5). | 
COROLLARY 3. / f  Ul, U2,.. •, Un are  nonnegative real numbers and k is any positive integer, then 
ilk 
4 '1 Y]~i=l uk + 1 ~=1 u <_ m.ax ui. U_ n z n n (n - 1) ~=1 (6) 
PROOF. Let y2 = ui for i = 1, 2 , . . . ,  n. Now, we apply the inequality (4) to obtain (6). 
THEOREM 4. /fYl, Y2,..., Yn are tea/numbers, then the sequence (tk(y)) given by 
| 
tk (y) = ')-~ y~k + n (n -- 1----------) i=1 n 
1/2k 
(r) 
with y = (yl, y2, . . . ,  Yn) is an increasing sequence, that is, 
tk (y) _< tk+l (y), for all positive integer k. (8) 
PROOF. Let 
Let 
yl + Y2 -{- . . . -{- yn = a. 
S = {x = (xl, x=, . . . ,  x , )  e R" I xl + z2 + ' "  + =, = a}.  
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Then, y • S. In S, we define 
tk+l (x) 
I (x) - tk (x) ' h (x) = E xi - a, (9) 
i=1 
and 
The function f becomes 
/ (x )  = 
One can prove that 
L(x)  =/ (x )  + Ah(x),  A • R. 
n2 (n _ l) [x/rn-Z-l y~x2k+2 + ~/n ~ x4k+4 -- (~-~x2~k+2) 2 ] 
(I0) 
2k 
( I I )  
is an increasing sequence of lower bounds for maxi u,. 
Now, we apply the above results to the eigenvalues of a matrix with real spectrum. We have 
the following theorem. 
THEOREM 7. Let A be an n x n matrix with only real eigenvalues A1, A2,... ,  AN. Then, the 
sequence (tk(A)), 
tk(A)---- [tr(A2k) +~ 1 ( t r (A2k)  12 n(n-1)  tr A2k n I 
1/2k 
(13) 
is an increasing sequence of lower bounds for the spectral radius p(A) of the matr/x A, p(A) = 
maxi lad. 
If the eigenvalues ofA are nonnegative numbers, then 
sk(A)---- [tr (Ak) -F~ 1 ( t r (Ak)  ) n(n- ------~tr A k n I 
is an increasing sequence of lower bounds for the largest eigenvalue ofA. 
1/k 
(14) 
(12) sk (u) = + 1 u k Y~i=l ui 
n (n "- 1) ~=1 n 
a) X* ~ ~ ? . / , .o . ,  
is the unique solution of VL(x, A) = 0. Since VL(x,A) = 0 has a unique solution and, for the 
admissible point (a, 0, 0 , . . . ,  0), 
n 2 
f (a,O,... ,O) = --~ ~_ I ,  
and f(x*) = 1, we conclude that f attains its minimum value at x* and this minimum value is 1. 
Therefore, (tk+l(x))/(tk(x)) >_1, for all x • S. | 
From Theorem 4 and Corollaries 2 and 3, the results follow. 
COROLLARY 5. If yl,y2,... ,Yn and (tk(y)) are as in Theorem 4, then (tk(y)) is an increasing 
sequence of lower bounds for maxi lYi[. 
COROLLARY 6. I[ Ul,U2,... ,Un are nonnegative r al numbers, then the sequence (sk(u)), u = 
(u l ,  u2 ,  . . . , u , ) ,  g iven  by  
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PROOF. We consider the sequence (tk()~)) defined in (7), A = ( /~1, )~2 . . . .  , An). Since 
n 
ZA~ = tr (AP), 
i= l  
pEN,  
we see that the sequence (tk()~)) is given by (13). If the eigenvalues ofA are nonnegative numbers, 
we can consider the sequence given in (12) to obtain (14). Now, the results follow immediately 
from Corollaries 5 and 6, respectively. Observe that we wrote tk(A) and sk(A) instead of tk()~) 
and sk(,k), respectively. | 
EXAMPLE 8. Let 
A = 
1 1 1 ]  
-6 0.5 0.5 
0.5 0.5 0 -0.5 
0.5 0.5 0.5 10 
This matrix has a real spectrum. For k = 2J, from (13), we obtain the following bounds for the 
spectral radius of A. 
k tk 
1 8.0911 
2 8.7030 
4 9.2999 
8 9.6881 
16 9.9104 
32 10.0183 
The spectral radius is 10.1274. 
3. BOUNDS FOR THE LARGEST S INGULAR VALUE 
From Theorem 7 and the fact that the singular values of a normal matrix A are the absolute 
values of its eigenvalues, we have the following. 
THEOREM 9. Let A be an n x n normal matrix with real spectrum. Then, the sequence defined 
by (13) is an increasing sequence of lower bounds for the largest singular value of A. 
EXAMPLE 10. Let 
This matrix is normal. 
largest singular value of A. 
A = 
[1241 ] -2 2 3 
4 3 2 
5 4 -1 
From (13), we obtain the following sequence of lower bounds for the 
k tk 
1 7.4858 
2 7.9026 
4 8.2594 
8 8.5286 
16 8.7020 
32 8.7962 
The largest singular value of this matrix is 8.8920 corresponding to the eigenvalue -8.8920. 
Now, for a rectangular matrix, we have the following. 
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THEOREM 11. Let A be an m x n matr/x. Then, the sequence (pk(A)), given by 
[ t r  i 1 tr (B  k tr ~)2]  1/k Pk (A)= (Bk) + k)I , (15) 
n n (n - 1-------~ 
where B -- A* A,  if m >_ n (respectively, B = AA* i f  m <_ n) is an increasing sequence of lower 
bounds for the largest singular value (71 (A) Ol c A. 
PROOF. A*A and AA* are positive semidefinite matrices. Then, their eigenvalues are non- 
negative real numbers. Hence, we can apply (14) to the eigenvalues of the matrix B. Thus, 
(15) follows from the fact that the singular values of A are the nonnegative square roots of the 
eigenvalues of B. This finishes the proof. | 
EXAMPLE 12. Let 
i -2  3 -1+i  7 
1 
3 -1 2 2 
A= -2i  -2+i  -1 -1 . 
0.5 0 -1 - i -1  
3 l 0 2i 
We apply (15) to the matrix B = ATA to obtain the following. 
k pk (A) 
1 4.6743 
2 4.9409 
4 5.2323 
8 5.4446 
16 5.5632 
32 5.6238 
The singular value a:(A) of A is 5.6850. 
If B is a nonnegative matrix of order n x n, then by the Perron-Frobenius theorem, B has a 
real eigenvalue qual to its spectral radius. This eigenvalue is usually denoted by r(B) and it 
is called the Perron root of B. Lower bounds for r(B) have been obtained by several authors. 
Kolotilina [2] obtained the following increasing sequence (ek(B)) of lower bounds for r(B): 
e (16) 
ek (B) = n ' 
where G(C) is the matrix whose entries are go = x/cOcj~, cOcji >- O, for all i and j and 
e = (1, 1 , . . . ,  l) T. We observe that if C is an Hermitian matrix then G(C) = (IcoI). We use the 
result of Kolotilina to obtain the following. 
THEOREM 13. Let A be an m x n matrix. Let B = A*A i f  m >__ n, or let B = AA* i f  m <_ n. 
I fB  >_ O, then the sequence (6k(A)), 
k ] 2--(k+D 
is an increasing sequence of lower bounds t'or singular ve/ue a: (A). 
EXAMPLE 14. Let 
A= 1 1.5 2 1 
1 0 2 " 
1 3 0.2 
(IT) 
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Clearly, AA  T is nonnegative matrix. Then, we can use (17) to obtain the following lower bounds 
of al (A). 
k 6k 
0 6.9651 
1 7.0307 
2 7.0683 
4 7.0875 
8 7.0971 
16 7.1019 
For this matrix, at(A)  = 7.1069. 
Now, we look for upper bounds for the largest singular value. 
In [3], we construct a decreasing sequence of rectangles in such a way that all the eigenvalues 
of a matrix B are contained in each rectangle. In particular, if the eigenvalues of B, of order 
n x n, are nonnegative real numbers then they lie in the interval [0, ak], 
ak(B) t r (B )+[  (n - l )  ' ' - I  ( ~__ )2k]  I/2k 
- - -  tr B -  I (18) 
n (n - 1) 2k-i + 1 
Hence, (ak) is a decreasing sequence of upper bounds for the largest eigenvalue of B, and thus, 
we obtain the following. 
THEOREM 15. Let A be an m x n matrix. Then, the sequence (ilk), 
~k (A) = v'~-~(-~, (19) 
where B = A 'A ,  if m >_ n (respectively, B = AA* if m <_ n) and ak(B) given by (18) is a 
decreasing sequence of upper bound for the singular value al (A) of A. 
EXAMPLE 16. Let A be the matrix of Example 14. We apply (19) to obtain the following upper 
bounds for al (A). 
k flk 
1 7.1374 
2 7.1194 
4 7.1072 
8 7.1069 
4. ESTIMATES FOR THE RANK 
OF SOME NORMAL MATRICES 
In this section, we obtain lower bounds for the rank of a normal matrix with real spectrum 
and for the rank of a normal nonnegative matrix, including some sufficient conditions of such 
matrices to be invertible. We begin recalling some results given in [4]. 
THEOREM 17. Let A be an n x n complex matrix with at most r nonzero eigenvalues. Then, 
the nonzero eigenvMues of A lie in the rectangle 
[ ~ ] [ Im( t rA)  Im( t rA)  ] Re ( r A) at,  Re (rtr A) + ar x -r ~r, r + j3r , (20) 
where 
"'> 
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COROLLARY 18. Let A be an n x n complex matrix with only real eigenvalues and with at most r 
nonzero eigenvalues. Then, these nonzero eigenvalues of A lie in the interval 
t rA  t rA  ] 
-7 r ,~+7~ , (23) 
r ?" 
where 
Also, in [4], we proved that 
(24) 
Re ( tr A) Re ( tr A) 
"~- Ot r (A )  < 21- otrq_ 1 (A) 
r - r+ l  ' 
Im(trA) +fir (A)< Im(trA) +flr+l (A) 
r - r+ l  ' 
tr A tr A 
- -  + 7r (A )  _< ~ + 7r+1 (A) .  
r r+ l  
From Corollary 18, Theorem 19 follows. 
THEOREM 19. Let A be an n x n complex matrix with only real eigenvalues. I f  
t rA  
p (A) > ~ + 7~ (A) (251 
r 
for some r, then the number of nonzero eigenvalues of A is strictly greater than r. 
REMARK 1. We observe that the finite sequence (%(A)), ( ( t rA)2) / ( t r  (A2)) < r < n - 1 can 
be computed without knowing the eigenvalues of A. 
It is well known that for a normal matrix, the number of nonzero eigenvalues coincides with the 
rank of the matrix and the eigenvalues of B = 1/2(A + A*) are the real parts of the eigenvalues 
of A. Then, Theorem 20 follows. 
THEOREM 20. Let A be an n x n normal matrix with only real eigenvalues. I f  for some r 
trA 
p (A) > ~ + 7~ (A) ,  (201 
r 
then rank (A) > r. 
In particular, i f  
then A is invertible. 
t rA  
p(A) > ~ +%-I  (A), (27) 
Let A be an n x n nonnegative matrix. From Theorem 17, 
eigenvalues then the Perron root of A satisfies 
if A has at most r nonzero 
trA 
(A) <_ ~ + ~ (A), (28) 
r 
where 
~ (A) = Re Ak) 2 (29) 
Thus, Theorem 21 follows. 
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THEOREM 21. Let A be an n x n nonnegative matrix. I f  
t rA 
r CA) > - -  + aT (A)  C301 
r 
for some r, then the number of nonzero eigenvalues of  A is strictly greater than r. 
REMARK 2. The computation of the finite sequence (at(A)) requires to know the eigenvalues 
of A. However, if A is a normal matrix, then at(A) becomes 
' tr (B2--"'~ -~ r < n - 1, (31) 
with B =l /2(A + AT), which can be computed without knowing the eigenvalues ofA. 
THEOREM 22. Let A be an n x n normal nonnegative matr/x. I f  for some r 
t rA  
r( A )> ~+arCA) ,  (32) 
r 
then rank (A) > r. In particular, i f  
t rA 
r (A) > ~ + an_ 1 (A), (33) 
then A is invertible. 
EXAMPLE 23. Let A be the circulant nonnegative matrix 
A = 
[2234 1 2 3 
5 1 2 . 
4 5 1 
345 
Then, A is a normal matrix. The Perron root of A is 15, which is strictly greater than (tr A) /4+ 
a4 = 14.7708. Therefore, from Theorem 22, A is invertible. 
REMARK 3. The use of the above result requires to know the spectral radius of A or the Perron 
root of A. Hopefully, we can avoid the computation of p(A) or r(A) by using some of their 
lower bounds. In fact, if c < p(A) (respectively, c < r(A)) and if c satisfies ome of the above 
inequalities, then p(A) (respectively, r(A)) also satisfies it and then the corresponding conclusion 
follows. 
We can use the lower bounds given in Section 2 for the spectral radius of a matrix with 
real eigenvalues or the lower bounds of Kolotilina given in Section 3 for the Perron root of a 
nonnegative matrix. In particular, if we use the lower bounds e0(A) and ~I(A), given in (16), 
we obtain the following. 
COROLLARY 24. Let A be an n x n normal nonnegative matrix. I f  
E~=I E~=I ~ trA 
> + an-1 CA), (34) n n -1  
or i f  
E iL1  n n 
n 
1/2 
tr A 
> + ~n-x (A), (35) 
n- -1  
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where 
~.-1 (A) = tr (B ~) 
then A is invertible. 
(tr-A)2~] x/2' B= 1 (A +A T ) (36) 
n -1  JJ 2 ' 
EXAMPLE 25. Let A be the matrix of Example 23. We know that ( t rA) /4  + a4(A) = 14.7708. 
The left-hand sides of (34) and (35) are 14.2528 and 14.9511, respectively. Hence, by Corollary 24, 
A is invertible. 
We observe that if the nonnegative matrix A is symmetric, then it is a normal matrix and 
G(A) = A, and thus, the terms of the sequence of Kolotilina are given in this case by 
~k (A) = 
"eTA2k e" 2-k 
and 
where IIAIIF is the Probenius norm of A. 
] 1/2 
( t rA)  2 
Again, we use the lower bound ¢0(A) and el(A) for the Perron root r(A), to obtain now the 
following. 
COROLLARY 26. Let A be an n x n symmetric nonnegative matrix. I f  
n a t rA  
~-~=1 ij > + ~n-a (A), (37) 
n n -1  
or i f  
Ei----1 Ej----I Ek=l aikakj 
n 
1/2 
t rA  
> + ~n-1 (A) ,  (3S) 
n-1  
where 
then A is invertible. 
EXAMPLE 27. 
in2( (trA  )]l,2 a . -1  (A) = ~ II A II 2 n= 7 ' 
Let us consider the symmetric nonnegative matrix 
A = 
[ 113 ] 
5 1 1 
1 5 1 . 
1 1 7 
1 1 1 
For this matrix, 
n a t rA  
~-~i=1 ij =- 10 and - -  + an-1 = 8.7913. 
n n -1  
Therefore, by Corollary 26, the given matrix is invertible. 
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