The solution of a constrained linear-quadratic regulator problem is determined by the set of its optimal active sets. We propose an algorithm that constructs this set of active sets for a desired horizon N from that for horizon N − 1. While it is not obvious how to extend the optimal feedback law itself for horizon N − 1 to horizon N , a simple relation between the optimal active sets for two successive horizon lengths exists. Specifically, every optimal active set for horizon N is a superset of an optimal active set for horizon N − 1 if the constraints are ordered stage by stage. The stagewise treatment results in a favorable computational effort. In addition, it is easy to detect the solution of the current horizon is equal to the infinite-horizon solution, if such a finite horizon exists, with the proposed algorithm.
Introduction
The constrained linear quadratic regulator (LQR) is solved by a piecewise-affine feedback law [4, 17] . This solution is conceptually simple and its piecewise-affine structure is the generalization of the optimal linear feedback law in the unconstrained case [11] . The number of affine pieces, however, is often large even for low-order examples and short horizons. It is therefore not trivial to cal-culate the piecewise-affine solution explicitly. The first algorithms that were proposed for this task, which are still competitive and available in mature software tools [9, 3] , exploit the geometric structure of the solution [4, 18, 2] . A second, younger class of algorithms is based on finding all optimal active sets of the underlying parametric quadratic program [6, 5, 15, 1, 8] . The set of all optimal active sets determines the solution, since every affine piece of the solution is defined by a unique optimal active set under mild conditions (see Sect. 2 and references given there). We call approaches of the second class combinatorial quadratic programming. They are sometimes also called implicit enumeration techniques in the literature. We note there exist other approaches than the mentioned ones, notably those based on directional derivatives and vertex enumeration [16, 13] .
We propose to combine combinatorial quadratic programming with backward dynamic programming. The essential idea is as follows. An optimal active set of the constrained LQR problem with horizon N always contains an optimal active set of the same problem with horizon N − 1 [12, Prop. 1] . This implies the set of all optimal active sets for horizon N can be created by copying and extending the optimal active sets for horizon N − 1. The combinatorial complexity of this extension step depends on the number of constraints of the additional stage (denoted q U X , see Sect. 2) but not on the combinatorial complexity of all constraints (a number on the order of N · q U X ). As a consequence, the computational effort of the existing combinatorial algorithms can be reduced by building up the set of all optimal active sets by iteratively increasing the horizon to the desired value N . Moreover, it is easy to detect that the finitely determined solution has been found if such a solution exists, because, loosely speaking, all known active sets are extended by a stage of inactive constraints in this case (see Prop. 4) .
Section 2 summarizes some facts about constrained LQR and combinatorial quadratic programming. Sections 3 and 4 present the proposed algorithm and illustrate it with an example, respectively. Conclusions and a brief outlook are given in Sect. 5.
Notation
For any M ∈ R a×b and any ordered set M ⊆ {1, ..., a} let M M ∈ R |M|×b be the submatrix of M containing all rows indicated by M. Let ⊕ and ⊖ denote the Minkowski addition and Pontryagin difference, respectively.
Problem statement and preliminaries
Consider a discrete-time time-invariant linear system
that must respect constraints of the form
with input variables u(k) ∈ R m , state variables x(k) ∈ R n , matrices A ∈ R n×n and B ∈ R n×m , where (A, B) is stabilizable and U and X are compact full-dimensional polytopes that contain the origin in their interiors. The optimal control problem (OCP) treated in the present paper reads
where
., x T (N ) T ∈ R N n collect the inputs and states, respectively, Q ∈ R n×n , Q 0 and R ∈ R m×m , R ≻ 0 are the usual weighting matrices and N ∈ N is the horizon. We choose P and K to be the optimal cost function matrix and optimal feedback matrix, respectively, of the unconstrained infinite-horizon problem, which implies P ≻ 0. T is chosen to be the largest possible set with the properties T ⊆ X (state constraint satisfaction), Kx ∈ U for all x ∈ T (input constraint satisfaction) and (A + BK)x ∈ T for all x ∈ T (positive invariance under K). Let F N refer to all x(0) ∈ R n such that (2) has a solution. Since F N ⊇ T and T = ∅, F N is not empty.
We assume the order of the constraints
and call this the stagewise order with N + 1 stages k = 0, . . . , N . Let q U X and q T be the number of input and state constraints, and terminal constraints, respectively. The total number of constraints q then is N q U X + q T for horizon N . Furthermore, let Q = {1, ..., q} and Q 0 = {1, ..., q U X }. 1 By substituting the dynamics, the OCP (2) can be transformed into a quadratic program (QP) of the form
and where the assumptions on (2) imply H ≻ 0 [4] . We assume the constraint order from (3) is preserved in the constraint matrices in (4).
For any x(0) ∈ F N , let A(x(0)) and I(x(0)) refer to the optimal active set A(x(0)) = {i ∈ Q|G {i} U = w {i} + E {i} x(0)} and the corresponding inactive set I(x(0)) = Q\A(x(0)). We say A(x(0)) is an optimal active set to distinguish it more clearly from candidate active sets introduced in Sect. 2.1.
When solving (4) as a parametric program with parameter x(0), the corresponding optimal control law is a continuous piecewise affine function on a partition of F N into full-dimensional polytopes [4, Sect. 4.1] . We denote the set of all optimal active sets A such that G A has full row rank and such A defines a full-dimensional polytope by M N . We need to consider, however, active sets that define lower dimensional polytopes (such as facets and vertices). We anticipate all required optimal active sets will be collected in S N ⊇ M N , which is introduced in Sect. 3.
Combinatorial quadratic programming
Let P(Q) refer to the power set of Q and note that the set of active sets M N that define the solution is a subset of P(Q). It is the basic idea of combinatorial quadratic programming to efficiently determine those A ∈ P(Q) that make up M N . All A ∈ M N are optimal active sets by definition of M N . For clarity, we call any A ∈ P(Q) that is not known to be optimal a candidate active set. A candidate A ∈ P(Q) is optimal, if the linear program (LP)
has a solution [6, Sect. 3.1], where e i = (1 · · · 1) T , i = 1, 2 are column vectors of appropriate sizes, λ A are Lagrangian multipliers and s I are slack variables. Furthermore, we follow [6] in calling an A ∈ P(Q) feasible (resp. infeasible), if (5) without (5b) and (5c) has a solution (resp. has no solution).
Since this smaller LP involves a subset of the constraints of (5), feasibility of A is a necessary condition for optimality of A, or equivalently, an A that is infeasible is not optimal. The LP without (5b) and (5c) is particularly useful, because it typically permits to disregard many candidates A ∈ P(Q) after solving only one LP. Specifically, if A ∈ P(Q) is infeasible, then additional active constraints cannot result in feasibility and therefore every A ′ ⊃ A is also infeasible [6, Thm. 1]. An optimal active set A defines a fulldimensional polytope, if G A is of full row rank and if both G I U < w I + E I x(0) and λ A > 0 hold [18, Thm. 2] . Full-dimensional polytopes defined by active sets such that G A does not have full row rank are not required, because their polytopes are covered by the polytopes defined by the active sets in
Algorithm 1 from [6] serves as a reference to which the approach proposed here is compared. In contrast to the new algorithm stated in Sect. 3, Alg. 1 only considers candidates A such that G A has full rank. Since G A ∈ R |A|×mN , the row rank of G A is bounded from above by min(|A|, mN ). Consequently, G A does not have full row rank if |A| > mN and only the candidates A ∈ P ′ (Q) = {A ∈ P(Q)||A| ≤ mN } need to be considered (line 2 in Alg. 1). The solution t = 0 to (5) indicates that either G {i} U = w {i} +E {i} x(0) holds for an i ∈ I or λ {j} = 0 holds for a j ∈ A. In this case the active set is only added to M N if the polytope defined by A (see e.g. [10, Lem. 2]) is full-dimensional.
Dynamic programming approach
We present an algorithm that combines combinatorial quadratic programming and dynamic programming. Essentially, the optimal active sets for horizon N + 1 can be created by copying and by extending the optimal active sets for horizon N . The computational effort in this extension step is dominated by the combinatorics of the q U X constraints of the additional stage, in contrast to the combinatorics of the (N +1)q QX +q T of the total number of constraints for horizon N +1. In addition, it is easy to detect F ∞ = lim k→∞ F k has been reached for a finite horizon, i.e., F ∞ = F N , with the proposed and assume its constraints are ordered as in (3). Then, for every active set A i ∈ S N +1 , there exists an active set A l ∈ S N such that
for some A j ∈ P(Q 0 ).
It is evident from Lem. 1 that combining all active sets in S N with all combinations for a single stage A j ∈ P(Q 0 ) results in a superset of all optimal active sets for horizon N + 1. More formally,
Some of the sets in (7) that are not optimal can be removed without having to solve an LP (5) . This is stated more precisely in Cor. 3 below. We need Lem. 2 as a preparation.
Lemma 2 ([12, Lem. 4]). Consider an OCP (2) and assume its constraints are ordered as in (3) .
Let N be an arbitrary horizon, let l ∈ N be arbitrary, and let A i be a candidate active set for horizon N with no active terminal constraints, i.e.,
Then
The set S N +1 can now be constructed from S N with Lems. 1 and 2 in two steps: (i) copying all A ∈ S N with no active terminal constraints (Lem. 2), and (ii) by shifting and augmenting those A ∈ S N that result in active constraints for the terminal stage N + 1 or the respective previous stage N (Lem. 1, specifically (6)). While step (i) always yields optimal active sets for N + 1, step (ii) results in candidate active sets. Their optimality still needs to be tested with (5) . The sets constructed in steps (i) and (ii) are more formally described in the following corollary.
Corollary 3. Consider an OCP (2) and assume its constraints are ordered as in (3). Assume we know S N . Then
with
whereS N contains all elements of S N that have at least one active constraint in stage k = N − 1 or k = N , i.e.,
Proof. Recall the QP (4) with horizon N + 1 has (N + 1)q U X + q T constraints and comprises N + 2 stages k = 0, . . . , N, N + 1, where k = N + 1 corresponds to the terminal constraints (see (3) and the subsequent paragraph). The constraints with indices i > N q U X belong to the terminal stage (stage N + 1) and the last stage before the terminal stage (stage N ). 2 Now let A ∈ S N +1 be arbitrary and distinguish the following two cases from one another: Either
i.e., A has no active constraints in stages N and N + 1, or
i.e., A has at least one active constraint in these two stages. In case (i), condition (8) is fulfilled. Since A ∈ S N +1 by assumption, Lem. 2 applies, which yields A ∈ S N . Together A ∈ S N and (i) imply A ∈ R (1) . In case (ii) we need to show A ∈ R (2) . For this purpose, we partition A into
and because A contains at least one constraint of the stages N and N + 1 by assumption (ii),Ā l contains at least one constraint of the stages N and N + 1, and A l contains at least one constraint of the stages N −1 and N . The last statement implies A l ⊆ {1, . . . , (N −1)q U X }. Since this is the defining condition ofS N in (11), we have
Together (12) and (13) imply A ∈ R (2) . We so far showed A ∈ R (1) or A ∈ R (2) for arbitrary A ∈ S N +1 . It remains to show that the equality in (10a) holds. Since all elements of the right hand side of (10a) fulfill (8) and A ∈ S N , Lem. 2 applies and (8) holds and all these elements are also elements of S N +1 , which completes the proof.
Note that active sets A ∈ S N with no active terminal constraints and at least one active constraint in stage N − 1 are treated with both (10a) and (10b). Nevertheless, R (1) ∩ R (2) = ∅ holds, because the concerned active sets are treated differently (copied in (10a) and extended in (10b)).
If a finite horizon N exists such that the F ∞ = F N , it is easy to detect this N has been reached. More precisely, the following statement holds. IfS N = ∅, then the solution for the finite horizon N defined by S N is the solution for all horizons N ≥ N . Furthermore, the corresponding optimal control law is identical for all horizonsÑ ≥ N .
Proof. First note thatS N = ∅ implies that the right hand side of (10b) and therefore R (2) is empty. It follows that
with (9) . Secondly, by definition ofS N in Cor. 3, S N = ∅ implies there exist no active sets in S N with active terminal constraints, which yields
Combining (14) and (15) 
Implementational aspects
Assuming the set S N is known for some horizon N , the set S N +1 can be determined with Alg. 2, which essentially implements Cor. 3. Specifically, lines 4,5 correspond to (10a) and lines 8,9 correspond to (10b) in Cor. 3 . Candidate active sets are tested for optimality for the OCP with horizon N + 1, unless they can be disregarded because they are supersets of a known infeasible active set (line 10). Candidate active sets are added to S N +1 if they are optimal (lines 12,13) and tested for feasibility otherwise (line 17). Sets known to be infeasible are stored (lines 18,19) in order to be able to quickly dismiss supersets that appear later. The set S degen. N collects all A ∈ S N such that the solution to (5) is t = 0. S degen.
N +1 is then determined by collecting all A ∈ S degen. N that were copied with (10a) (lines 6,7) and all candidate active sets such that the solution to (5) is t = 0 (lines 14, 15) . Since active sets that is initialized with the empty set in line 2.
The initial sets S 1 and S degen.
1 can be determined with Alg. 3, which proceeds analogously to Alg. 1 but does not discard candidate active sets such that G A is not of full rank. In case the solution to (5) is t = 0, the candidate active set is added to both S 1 and S degen. In contrast to Alg. 1, Alg. 4 does not consider all A ∈ P ′ (Q), but it generates candidate active sets with Cor. 3, thus reducing their number. On the other hand, candidate active sets such that G A is not of full rank are discarded in Alg. 1, but not in Alg. 4. In fact, an A i ∈ S N +1 such that G Ai is of full rank may result with (6) from a A l ∈ S N such that G Al is not of full rank This is illustrated in Fig. 1 . The results in Sect. 4.2 show that considerable overall savings result with the method proposed here even though active sets such that G A is not of full rank are no longer discarded.
Example
We illustrate Cor. 3 and Prop. 4 in Sect. 4.1 and subsequently analyze the computational effort of the new approach in Sect. 4.2. We use the double Figure 1 : Solution for OCP (2) with the example from Sect. 4, N = 6. Red lines and green polytopes mark sample closed-loop trajectories and the polytopes they pass through, respectively. Polytopes with active terminal constraints are gray. Top: A i = {12, 13, 19, 25, 31} ∈ S 6 where G Ai is of full rank defines a full-dimensional polytope (leftmost green polytope). A i ∈ S 6 results with (6) from A l = {6, 7, 13, 19, 25} ∈ S 5 . A l ∈ S 5 does not exceed the maximal cardinality for horizon N = 5 but G Al is not of full rank. The corresponding polytope is a 1-dimensional facet. Bottom: The active set A i = {7, 12, 13, 19, 25, 31} where G Ai is of full rank defines a full-dimensional polytope (leftmost green polytope). A i ∈ S N is constructed with (6) from the active set A l = {1, 6, 7, 13, 19, 25} ∈ S 5 . A l exceeds the maximal cardinality for horizon N = 5. Therefore G Al is not of full rank and A l defines a 1-dimensional facet. horizon S 3 . For example, A 1 and A 2 exists for both N = 2 and N = 3 according to Lem. 2 and (10a). All elements inS 2 (blue and gray polytopes) are the basis for the generation of candidate active sets for S 3 according to (10b) in Cor. 3. For example, the blue polytopes with active sets A 2a , ..., A 2c in S 3 result with (10b) from A 2 , and the gray polytope A 3a results with (10b) from A 3 . Proposition 4 states the solution will not change for horizonsÑ > N , ifS N = ∅. The horizon N = 16 is the shortest horizon such thatS N = ∅. The resulting solution set F ∞ = F 16 is shown in Fig. 3 . All polytopes belong to active sets with no active constraints in stages N −1 and N (i.e., white polytopes) as expected. We note that F ∞ Figure 4 compares the computational costs of the existing approach (Alg. 1) and the approach proposed here (Alg. 4). The figure shows the numbers of generated candidate active sets, pruning tests, rank tests, optimality tests with (5) , and feasibility tests with (5) without (5b) and (5c) for both algorithms. In Alg. 1, the number of generated candidate active sets equals the cardinality of P ′ (Q). In Alg. 4, the number of generated candidate active sets is equal to the sum of the cardinalities of P({1, ..., q U X + q T }) and all R (2) for horizons N = 1, ..., N max − 1.
Computational effort
All curves in Fig. 4 intersect for small values of N , which implies Alg. 1 outperforms Alg. 4 for small N . The point of intersection is enlarged in Fig. 5 . For larger N , Alg. 4 is more efficient than Alg. 1 and it is evident from Fig. 4 this difference gets more pronounced as N increases.
Algorithms 1 and 4 mainly differ with respect to the fundamentally different procedures for generating candidate active sets. This difference becomes evident in Fig. 4a . Most importantly, a plateau results for Alg. 4 in Fig. 4 because F ∞ = F 15 . Since fewer candidate active sets entail fewer rank, pruning, optimality and feasibility tests, the qualitative difference of the curves in Fig. 4a is inherited by the remaining curves.
In both algorithms, the optimality tests with LP (5) only need to be carried out for a subset of the candidate active sets (compare Figs. 4a and 4d ). In Alg. 1, candidates can be dismissed because they are supersets of known infeasible active sets and because of the rank test (line 3). In the new approach, in contrast, candidates are only dismissed with the first criterion (line 10 in Alg. 2). However, even though two criteria can be used in Alg. 1 to reduce the number of optimality tests, a smaller number of optimality tests still results in Alg. 4 (Fig. 4d) , because a considerably smaller number of candidate active sets must be tested to begin with (Fig. 4a ). This effect carries over to the number of feasibility tests (Fig. 4e) .
Rank tests appear only in the last step of Alg. 4 (line 9). Consequently, their overall number is also smaller than in Alg. 1 (Fig. 4b) .
We note the LPs solved in Alg. 4 have fewer constraints than the LPs that are solved in Alg. 1, because the number of constraints increases with the horizon, which is always N in Alg. 1 while it increases from 1 to N in Alg. 4. Finally, it should be noted that Alg. 4 requires more memory than Alg. 1, because the set S N ⊇ M N is required in Alg. 4 but not in Alg. 1.
Conclusions
We introduced a new algorithm for determining the set of optimal active sets that determine the solution to the constrained LQR problem. It is the central idea of the proposed algorithm to build active sets by iteratively increasing the horizon of the constrained LQR problem. In doing so, the combi- Fig. 4a ).
natorial complexity of existing algorithms is greatly reduced. The anticipated reduction was illustrated with an example.
Extending the optimal active sets for horizon N − 1 to those for N formally corresponds to a backward dynamic programming step [12] . It is an obvious question to ask whether also the geometric approaches (see Sect. 1 for a brief summary) could built up the solution by iteratively increasing the horizon. This is hampered by the fact that the optimal feedback law and its state space partition for horizon N − 1 is not in general contained in the optimal feedback law for horizon N [14] . Since it is easy to identify the persistent polytopes with Lems. 2 and 1, future work will reconsider combining backward dynamic programming with the existing geometric approaches.
