Recent experiments [D. Pengel, S. Kerbstadt, L. Englert, T. Bayer, and M. Wollenhaupt, Phys. Rev. A 96 043426 (2017)] have measured the photoelectron momentum distribution for three-photon ionization of potassium by counter-rotating circularly polarized 790-nm laser pulses. The distribution displays spiral vortices, arising from the interference of ionizing wavepackets with different magnetic quantum numbers. The high level of multidimensional detail observed in the distribution makes this an ideal case in which to demonstrate the accuracy of emerging theoretical techniques applicable to such problems. We use the R-matrix with time dependence approach to investigate this process. We calculate the full-dimensional photoelectron momentum distribution, and compare against a set of planar projections of this distribution previously measured in experiment.
I. INTRODUCTION
Laser polarization provides a natural means of steering electron dynamics in atoms and molecules. The field of 'programmable pulse shaping', in which the laser polarization can be tuned, provides avenues for multidimensional quantum control of ultrafast laser-driven electron dynamics [1] [2] [3] . Foundational techniques for laser polarization shaping [4] [5] [6] [7] exemplified control of the twophoton ionization yield in Rb, and multiphoton ionization yields in I 2 and K 2 molecules. Many similar demonstrations have been presented since these initial studies, and more will inevitably follow as polarization-tailored pulses become more widespread [8, 9] .
One particularly useful arrangement of pulses, namely a pair of time-delayed counter-rotating circular pulses, has become a prominent tool for influencing ionization dynamics in a range of atomic and molecular targets. Such a setup creates interference between wavepackets of differing magnetic quantum number, which is manifest in photoelectron momentum distributions in the form of spiral vortices [10] [11] [12] . When the pulses are of different colors, this scheme also has important implications for high-order harmonic generation (HHG), and has long been recognized as a source of elliptically polarized attosecond pulse trains [13] [14] [15] [16] [17] [18] [19] [20] .
In recent years, experimental analysis of such problems has been enhanced by the development of tomographic reconstruction techniques, with which the full threedimensional momentum distribution of the ejected electrons may be built from a large set of planar projections [21] . This technique, originally applied to atomic targets [22] , has also been extended to investigate arbitrarilyoriented polyatomic molecules [23, 24] .
Ab initio treatment of the dynamics driven by circularly polarized fields generally requires large-scale com- * gregory.armstrong@qub.ac.uk puting resources. This is primarily due to the necessary inclusion of magnetic sublevels, which quickly scales calculation size. For this reason, few ab initio methods have been developed with such pulses in mind. However, recent theoretical work has begun to uncover the dynamics of one-and two-electron systems in circularly polarized pulses. In particular, these studies have investigated ionization of hydrogen [25] [26] [27] [28] , single-and double-ionization of helium [29] [30] [31] [32] , and double ionization of H 2 [33, 34] . Studies of strong-field single-ionization of the H + 2 , H 2+ 3 , H 5+ 6 , H 6+ 7 , and HeH 2+ molecular ions in bichromatic, circularly polarized pulses are also becoming available [35] [36] [37] . These calculations have provided salient insights into the nature of electronic dynamics induced by arbitrarilypolarized fields. The response of larger molecules, such as benzene, to circular fields has also been investigated in the context of HHG using Floquet-based approaches [38] and time-dependent density-functional theory [39] .
However, when attempting to treat the interaction of multielectron systems with such fields, many theoretical methods rely on the single-active-electron (SAE) approximation [40] [41] [42] [43] [44] [45] , despite the suggestion of several studies [46] [47] [48] [49] that accurate capture of the dynamics requires a correlated, multielectron approach. The ab initio modeling of laser interactions with multielectron atoms is a demanding theoretical and computational task, requiring an accurate description of both the target electronic structure, and the ensuing strong-field ionization dynamics. Currently, one of the few methods capable of this is the R-matrix with time dependence (RMT) theory [50] [51] [52] [53] . RMT has been used to analyze the strong-field dynamics of a variety of atoms and ions, particularly in HHG by noble-gas atoms at near-IR wavelengths [54] , strong-field rescattering in F − [55] , as well as extreme-ultraviolet-initiated HHG in Ne [56] and Ar + [57] . Recently, RMT calculations of photoelectron momentum distributions for two-photon ionization of helium using counter-rotating circularly polarized pulses [52] were compared against those from time-dependent close-coupling calculations [30] . A further study addressed the influence of the bound-electron magnetic quantum number on detachment yields from F − in circularly polarized pulses [58] .
In this work, we use RMT to study resonanceenhanced multiphoton ionization (REMPI) of potassium by counter-rotating circularly polarized, 790-nm laser fields. At this wavelength, ionization occurs via a threephoton process, with a near-resonant 4s → 4p transition induced by the first photon absorption. We present a comparison of the measured photoelectron momentum distribution of Ref. [11] with that predicted using RMT. More specifically, we compare our calculated distributions with those measured in a set of planes in momentum space, which are ultimately used for tomographic reconstruction of the entire three-dimensional momentum distribution. The distributions vary strongly throughout momentum space, with spiral features dominating in the polarization plane and in several neighboring planes. In the planes perpendicular to the polarization plane, the distribution acquires a different character. Accurate capture of the measured features in full dimensionality represents a stringent and detailed test of the RMT method for atoms in arbitrarily-polarized laser fields, and enables a thorough assessment of its reliability in studies of photoelectron tomography.
II. THEORY

A. Numerical methods
The RMT method for atoms and molecules in arbitrarily polarized laser fields is described in Refs. [52] and [53] . RMT solves the multielectron time-dependent Schrödinger equation in the electric dipole and nonrelativistic approximations. The method divides configuration space into two distinct regions (inner and outer), according to radial distance of the outermost electron from the nucleus. The inner region is confined to small radial distances, such that all electrons are close to the target nucleus. In the outer region, a single outermost electron is allowed to extend from the end of the inner region to large radial distances -typically a few thousand atomic units -from the nucleus. In the outer region, the system can be considered as an electron subject to the long-range potential of the residual ion, as well as the laser field.
RMT uses a hybrid numerical scheme, that employs both basis-set and finite-difference techniques. In the inner region, the time-dependent, (N + 1)-electron wave function is expanded in R-matrix basis functions, with time-dependent expansion coefficients. The basis functions are generated from the wave functions of the residual-ion states, as well as a complete set of oneelectron continuum functions describing the ionized electron. The outer-region wave function is constructed as a multichannel expansion, using residual-ion wave func-tions and radial wave functions of the ejected electron in each channel. We solve the resulting time-dependent Schrödinger equation for the reduced radial wave function of the ejected electron, in each channel, using a finite-difference discretization scheme.
In both regions the laser-atom interaction is treated in the length gauge. This choice is merited by previous calculations [59] , which demonstrated that the length gauge reduces the necessary level of atomic-structure detail by minimizing the role of short-range excitations near the nucleus.
B. Electric field
In this work, we compare against the measurements of Ref. [11] using 20-fs, 790-nm, 5 × 10 10 W/cm 2 , counterrotating, circularly polarized laser pulses. We adopt an electric field, polarized in the xy plane, of the form
where E 0 is the peak electric field strength, N c is the total number of cycles in each pulse, ω = 1.56 eV is the laser frequency, and t = t + τ , where τ is the time delay between the maxima of the pulse envelopes. The peak laser intensity I 0 is related to E 0 using I 0 = cE 2 0 /4π, where c is the speed of light in vacuum. The pulses are 20-fs in half-width, and last for N c = 20 laser cycles, consisting of a ten-cycle ramp-on and ramp-off. The majority of the calculations used a peak intensity of 5 × 10 10 W/cm 2 , in line with the measurements of Refs. [10, 11] , though a number of calculations were performed at somewhat lower intensities, to investigate the effect of focal-volume averaging.
III. CALCULATION PARAMETERS
Within the inner region, the K + ion is described using a set of Hartree-Fock 1s, 2s, 2p, 3s, and 3p orbitals for the K + 1s 2 2s 2 2p 6 3s 2 3p 6 1 S e ground state, employing the data of Clementi and Roetti [60] . We also include 4s, 5s, 4p, 3d and 4d orbitals, as well as ad pseudo-orbital, originally obtained in Ref. [61] using the CIV3 atomic structure code [62] . Using this set of orbitals, we calculate the ground state of K + through a configuration-interaction calculation that includes the [Ne]3s 2 3p 6 ground configuration, as well as excited configurations of the form 3s 2 3p 5 nl, 3s 2 3p 4 (nl) 2 , and 3s3p 6 nl.
The neutral K basis is then obtained by combining these target states with a set of continuum functions. These functions are generated using a set of 100 B-splines of order 9 for each available orbital angular momentum of the outgoing electron. The maximum total angular momentum retained in the calculation is L max = 19, a value which ensures a high level of convergence in the photoelectron momentum distributions for the three-photon ionization processes of interest in this work. We have performed a series of convergence checks using a larger basis with L max = 29, and observed negligible change in the resulting momentum distributions. The radial extent of the inner-region is set at 50 a.u., which suffices to confine the neutral K orbitals. We have verified that our results are well converged with respect to both the inner-region boundary radius, as well as the number of splines used in this range. We obtain an ionization potential of 4.26 eV for the initial 3s 2 3p 6 4s 2 S e K ground state, which is shifted to 4.34 eV to agree with the experimental value [63] . Excitation energies of higher-lying states are given in Table  I . Additional excited states of the atom are not included, since they lie at least 20 eV above the ground state, and would require at least 14 790-nm (1.55 eV) photons for excitation. At the laser intensities used in this work, such high-order processes are of negligible probability.
In the outer region, the radial motion of the ejected electron is treated using a one-dimensional finitedifference grid, whose points are uniformly spaced by a distance of 0.08 a.u.. We adopt a fifth-order finitedifference scheme, which ensures a high degree of accuracy in describing the spatial properties of the ionizedelectron wavepacket. The outer-region grid extends to large radial distances, in this case up to 4800 a.u., enabling the asymptotic characteristics of the ionizedelectron wavefunction to be faithfully determined. The photoelectron momentum distribution is, of course, particularly sensitive to these characteristics.
To propagate the wave function in time, we use an Arnoldi propagator of order 8 [51] , with a timestep δt = 0.01 a.u., to ensure a highly-accurate final wave function. To provide ionizing wavepackets with sufficient time to reach the outer region, the wave function is prop- agated for a significant length of time after the pulse has terminated. In all cases, we set a total propagation time of 7000 a.u. (close to 170 fs). This setting provides ample time for even low-energy electrons to reach the outer region.
Following the time propagation, we obtain the radial part of the ejected-electron wave function in each channel, once its angular momentum has been decoupled from that of the residual system [64, 65] . The wave function is then transformed, for r > 50 a.u., into the momentum representation by performing a Fourier transform. Analysis of the channel wave functions shows that even the lowest-energy wavepackets have reached radial distances of at least r > 50 a.u. by the final propagation time, and possess continuum character, indicating that the full photoelectron wave function is faithfully described in momentum space. In particular, by the end of the time propagation, the dominant f ±3 photoelectron wavepackets are localized between radial distances of 300 a.u. and 2000 a.u.. Further details on this procedure are given in Appendix A.
IV. RESULTS AND DISCUSSION
The spiral distributions induced by counter-rotating circularly polarized pulses can now be observed exper- imentally [10] [11] [12] in full dimensionality, through tomographic reconstruction techniques. In Ref. [11] , such a distribution was measured for ionization of K driven by a pair of 790-nm, 20-fs, 5×10 10 W/cm 2 , counter-rotating circularly polarized laser pulses. Fig. 1 presents the result of an RMT calculation that aims to replicate this experimental capability. The figure shows the energy-space isosurface for ionization of K, driven by a pair of counterrotating laser pulses with a time delay of 40 fs between them. The distribution assumes the form of a six-arm, helical vortex structure, with a two-dimensional spiral cross section in the laser polarization plane, and a finite extension across neighboring planes. The source of these features is well known, namely the interference between outgoing electrons with different magnetic quantum numbers. As outlined in Ref. [11] , they arise in this case from interference between f 3 and f −3 continuum electrons. An additional REMPI process is possible, where the 4p −1 state is populated by one photon absorption from the first pulse, and the second pulse then induces two-photon ionization from this state, leading to the ejection of an f 1 electron. However, at low intensity this pathway is strongly suppressed, with the yield of f ±3 electrons exceeding that of f 1 electrons by two orders of magnitude. Using a perturbative analysis, and considering only f ±3 photoelectrons, the full-dimensional energy-space distribution P (E, θ, φ) takes the form (similar to Eq. (4) of Ref. [11] )
where E is the photoelectron energy, τ is the time delay between the two pulses, and g(E) is the energy distribution. Figure 2 presents slices of this distribution in the laser polarization plane. The measured distribution, shown in Fig. 2(a) , was first presented in Ref. [11] , where it was also demonstrated, by a simple perturbative analysis, that this distribution is sensitive to the time delay between the laser pulses. Here, we investigate this sensitivity by performing a set of three calculations, scanning over time delays τ between 38 fs and 42 fs. The resulting distributions are shown in Fig.2 
The overall agreement between the calculated and measured distributions appears good. Each arm is confined to an annular energy range, from approximately 0.2 eV to around 0.5 eV. In the measured distribution, the low-energy tails of the spiral arms begin at around φ ≈ (40 + 60n) • , for n = 0 − 5, with each arm sweeping out around 150 • . The RMT calculation of Fig.2(b) , in which τ = 40 fs, displays very similar features, with both the energy span and angular extent of the spirals closely matching those of the measurement. However, a small angular offset relative to the measurement is visible, with the arms of the calculated distribution appearing at approximately φ ≈ (45 + 60n) • , for n = 0 − 5.
Figs. 2(c) and (d) show analogous distributions, obtained for values of τ within the experimental error estimate. Clearly, the time delay affects the orientation of the spirals, shifting it by around 45 • in an anti-clockwise direction as the delay is decreased from 40 fs to 38 fs, and causing a similar clockwise shift of 45 • as the delay is increased to 42 fs. The distribution shown in Fig.2(d) , in which τ = 42 fs, displays an orientation that very closely resembles that of the measurement. The sensitivity to time delay observed here is an important factor. Measured time delays may have uncertainties of around 5 -10%. A natural method of reducing such uncertainties, and thereby of calibrating the measured delay, is through examination of the distributions calculated at a number of individual time delays. The variations in the calculated distributions of Fig. 2 suggest that the measured time delay may be further fine-tuned within a range centered close to 42 fs.
In the calculated distributions, the spirals present a strong six-fold symmetry, with nearly commensurate peaks. This symmetry arises partly due to the large temporal separation of the two pulses, which negates any significant ejection of f ±1 electrons due to the overlap of the two pulses. Furthermore, at the intensity used here, the near-resonant 4s → 4p transition is not strongly driven, meaning that ejection of an f 1 electron is suppressed. However, in all cases, two of the spiral arms attain a marginally lower magnitude than the others. For example, for τ = 40 fs, the smaller maxima appear at around 100 • and 280 • . Such deviations from six-fold symmetry are due to weak emission of an f 1 electron via the REMPI pathway.
The angular locations of the maxima in the RMT calculations closely resemble those appearing in experiment. However, a minor degree of asymmetry is visible in the measured distribution, with the two peaks around φ ≈ 135 • and 315 • rising noticeably higher than the others. We note, however, that aside from these rather localized maxima, the measured distribution presents a strong symmetry, particularly in the spiral tails, that is very reminiscent of that displayed in the calculations.
Clearly, the symmetry properties of the distribution are largely unaffected by time delays in the range shown, with a high degree of six-fold symmetry persistent in all cases. Further calculations (not shown) demonstrate that an asymmetry is not apparent in the distribution until the time delay is reduced to around 30 fs, which is well outside the error estimate of the measured delay. This asymmetry induced by ionization pathways involving both pulses is well known, and has been observed and analyzed in previous work [30, 52] .
We have also investigated the pulse-length dependence of the distributions. We find that the pulse duration mainly affects the length of the spiral arms, and has a negligible effect on the positions of the maxima along each of the arms. As the laser pulse is shortened, the annulus to which the spirals are confined broadens in energy, and retracts as pulse length increases. The width of the bounding annulus is therefore directly linked to the bandwidth of the laser pulse, in a similar fashion to typical above-threshold ionization peaks in photoelectron spectra.
At this point we must consider whether or not a comparison between calculations at a single laser intensity and experiment is valid. In strong-field processes, observables such as photoelectron spectra may depend sensitively on the laser intensity, and therefore focal-volume averaging is necessary for a rigorous comparison of theoretical data with experiment. However, despite the nearinfrared (790 nm) wavelength used here, the process of interest involves only three photon absorptions from each pulse, and the energy distribution consists of a single significant peak, in contrast to typical above-threshold ionization spectra containing multiple peaks spanning a wide range of energies. Furthermore, in this comparison we consider the normalized photoelectron distribution. While we expect the laser intensity to affect the total ionization yield, normalization of the distribution removes this obvious source of intensity dependence. It is therefore unclear if focal-volume averaging is warranted in this case. To proceed, we investigate the effect of intensity (focal-volume) averaging on our calculated distributions. Fig. 3 compares the normalized distribution at a fixed peak laser intensity of 5 × 10 10 W/cm 2 , with that obtained following an averaging over a set of peak intensities, for a time delay of τ = 42 fs. Evidently, the distributions are weakly sensitive to the laser intensity averaging. The orientation of the spirals is largely unaffected, and their position and width in energy are also unaltered. In fact, the main intensity-dependence appears to be confined to the central part of the spiral arms that extend from around 120 • to 180 • , and from 300 • to 0 • . Here, the intensity-averaged yield is a few percent lower than that obtained at the peak intensity. An even weaker sensitivity is visible in the arm whose largest magnitudes extend from around 45 • to 90 • . Given the weakness of the intensity dependence, we proceed with the comparison at a single laser intensity. We now compare slices of the photoelectron momentum distributions through planes away from the laser polarization plane. We begin with Fig. 4 , where we compare measured ( Fig. 4(a) ) and calculated ( Figs. 4(b)-(d) ) distributions in the yz plane (perpendicular to the laser polarization plane). The distributions are plotted as a function of energy and polar angle θ in the yz plane, with the positive z axis lying along θ = 0 • and the positive y axis along θ = 90 • . The measured distribution consists of two sets of three maxima, located either side of the z (vertical) axis. The origin of these features may be visualized using Fig. 1 , with a maximum arising from each of the six spiral arms. The innermost feature, close to E = 0.25 eV, is rather weak, since the y axis cuts through a spiral tail at this energy, as can be seen in Fig. 2(a) . The strongest feature appears at around E = 0.35 eV, and maintains significant magnitude over a 90 • sector before dying away. The same is true of the outermost feature at around E = 0.45 eV. Note that in the perturbative limit, the yz plane distribution may be obtained from Eq. (2), and takes the form
which again implies a strong time-delay dependence within restricted angular ranges close to θ = ±π/2. The distributions calculated using RMT (Figs. 4(b) -(d)) also present these features, but their respective magnitudes and energy locations display the expected sensitivity to time delay between the pulses. At τ = 40 fs, the outermost feature is rather weak, and all of the peaks appear at marginally higher energies than those of the measurement. At τ = 38 fs, the peaks shift to a higher energy still, with the outermost feature now appearing very weakly at around E = 0.5 eV. However, at τ = 42 fs, all features shift towards lower energies, and the relative magnitudes show a noticeably improved agreement with experiment. The time-delay dependence of both the energy shift and relative prominence of each of the features may be trivially related to the time-delay dependence in the spiral orientation, as can be visualized using Figs. 1 and 2 . The variation in the location of the maxima may also be inferred from the cosine term in Eq. (3): as τ increases, the energy at which a maximum occurs decreases. Hence, in this case, since the dominant features in the calculation using τ = 38 fs lie at a higher energy than those in experiment, the time delay should be progressively increased to improve the level of agreement.
Although the distributions in Fig. 4 display less structure than those of Fig. 2 , they are potentially more useful for the purpose of time-delay calibration. The main features in the yz plane are clearly well localized in angle, due to the helpful sin 6 θ dependence, and their intensity varies strongly as a function of energy and time delay, thereby providing three strong categories of correspondence with measurement. In the xy plane, the distribution spans the full angular range, oscillates strongly in angle and energy due to the cos(6φ + Eτ ) term, and rotates as a function of time delay, meaning that comparison with measurement involves a detailed assessment of the angular extent of the spiral arms, and the yield variation along them. Therefore, analysis of the distribution in planes perpendicular to the laser polarization provides an effective means for calibration of measured time delays between two pulses.
To explore this application further, we show in Fig. 5 the projection of the distribution on the xz plane. Six maxima are again expected in this plane, though their relative prominence may differ from those in the yz-plane projection. This is indeed the case, as the measured distribution of Fig. 5 (a) displays two sets of two, almost commensurate maxima, and a third, much weaker feature on either side of the z (vertical) axis. The weak-ness of the third feature (at around 0.2 eV) may be expected given the distribution measured in the xy plane ( Fig. 2(a) ), in which the innermost spiral arm tails off as it approaches the x axis (φ = 0 • , 180 • ). In this case, the calculation using a 42-fs delay agrees very well with the measurement, with the stronger feature, centered close to E = 0.4 eV, sweeping out roughly a 90 • sector, and the feature around E = 0.3 eV sweeping round a slightly smaller angle.
We note that the difference between the distributions in the xz and yz planes may be explained using the perturbative analysis embodied by Eq. (2) . In contrast to the predicted distribution in the yz plane, given by Eq. (3) , in the xz plane the distribution is given by
Thus, in the perturbative limit, the energies at which maxima are observed in one plane will be those at which minima are observed in the other. This phase difference is clearly manifest in both the measured and calculated distributions (at all time delays). Eq. (4) indicates that the trend seen in Fig. 4 , where the dominant features shift to lower energies as time delay increases, should be preserved in the xz plane distributions. Such a trend is indeed apparent in Fig. 5 , with the dominant features progressively shifting into line with those of the measurement as time delay is increased.
In fact, such shifts can play a critical role in calibrating the time delay between the laser pulses. Given the form of Eqs. (3) and (4), the time-delay dependence may be effectively isolated by fixing θ, and considering slices of the distribution in given directions. To characterize these distributions, we consider the energy dependence in the x and y directions, both of which consist of a set of three maxima (see Figs. 4 and 5) . At each time delay, we compare the energy locations of the maxima appearing in our calculations with those observed in experiment. We then calculate the average deviation in these energies from the experimental values. Figure 6 shows the average energy shift relative to experiment of the maxima located along the x and y axes as a function of time delay (including calculations with τ = 39, 41, 43 fs not shown in Figs. 2, 4 and 5) . Over this range of delays, the relationship is approximately linear in both cases. The estimated time delay is therefore the zero of the average shift, and can be found simply through linear interpolation. The energy shifts in the x direction yield an estimated time delay of 42.27 fs. Using the data in the y-direction, the estimate is 42.14 fs. With this method, we are able to achieve a significant improvement on the experimental uncertainty, which in these cases is around 2 fs.
Finally, we note that the potential for time-delay calibration could be further enhanced by additional photon absorptions. If ionization is achieved through n photon absorptions from each pulse, the xy-plane distribution will display a cos(2nφ + Eτ ) dependence in the perturbative limit, yielding a 2n-arm spiral. In the yz or xz planes, the distribution will contain a sin 2n θ dependence, providing increasing localization of the main features as n increases, and the cos Eτ term will be maintained for all n. Therefore, as n increases, the xy-plane distributions become ever more complex, while those in perpendicular planes reduce in complexity. These distributions should generally offer the best opportunities for calibration of measured time delays, with quality likely to increase with the number of photons absorbed.
V. CONCLUSION
In this work, we have demonstrated the accuracy of the RMT approach for arbitrarily polarized laser fields through comparison with recent experimental tomographic measurements [11] . Specifically, we have investigated the multiphoton ionization of potassium by a pair of counter-rotating circularly polarized pulses, and calculated the full-dimensional energy-space probability distribution using solutions of the multielectron timedependent Schrödinger equation. Calculations have been performed for a range of laser intensities and time delays between the two pulses, covering the experimental uncertainty in these quantities.
A clear comparison with the measured data presented in Ref. [11] is achieved by examining planar slices of the measured and calculated distributions. We compare the respective results in the laser polarization plane, and in planes perpendicular to it. We find that our calculations agree well with the measurement over the experimental range of laser intensities and time delays, with particularly strong agreement achieved for a time delay of 42 fs between the pulses. The characteristics of the calculated distributions might therefore be used as a means of calibrating measured time delays between counter-rotating circularly polarized pulses.
The physical character of the distribution naturally varies strongly from plane to plane. In the laser polarization plane, the well-known spiral features emerge, whereas perpendicular to the laser polarization, a multilobe structure appears. Our calculations show strong agreement with each of these features, indicating an accurate, full-dimensional characterization of the dynamics. Further investigation of the time-delay dependence of the calculated distributions may enable effective calibration of the measured time delay, allowing it to be fine tuned within the experimental error estimate.
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Appendix A: Photoelectron momentum distribution
In atomic RMT, the outer-region wave function is expanded in channels, p, labeled by the total angular momentum, L, and its projection, M L , the residual-ion state with total angular momentum, L T , and its projection, M T , as well as the angular momentum, l, of the photoelectron with projection, m. The photoelectron momentum distribution, ρ(k N +1 ), is given by
where (L T M T lm|LM L ) is a Clebsch-Gordan coefficient, Y lm is a complex spherical harmonic conforming to the Fano-Racah phase convention [68] , and G L T M T lmLM (k N +1 ) is the Fourier transform of the position-space photoelectron wavefunction F L T M T lmLM (r N +1 ) (integrating from a minimum radial distance r 0 to the maximum radial extent of the outer region r max ),
In this work, we have chosen r 0 to be the distance at which the outer-region begins, so that r 0 = 50 a.u., and r max = 4750 a.u.. We have verified that all contributing photoelectron wavepackets have reached far beyond the inner-region radius, r 0 .
