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Binaural hearing enhances multiple functions of human audition, including sound localization. In the mammalian auditory 
circuitry, the first neurons responsible for comparing sound from the two ears are found in the Medial Superior Olive (MSO). 
While there have been many studies on MSO neuron physiology, details concerning how these neurons generate meaningful 
patterns of activity in response to synaptic input are poorly understood. In this study, we used dynamic clamp to study neurons 
from acute brain slices from Mongolian gerbils in vitro. Whole cell dynamic clamp provides naturalistic synaptic input that 
neurons are predicted to receive in vivo. We simulated synaptic input to MSO neurons evoked by acoustic stimuli at both 100 
Hz (low frequency) and 1000 Hz (high frequency). We found that with lower frequency stimuli, the cells respond significantly 
more when signals to the two ears were 180 degrees out of phase in comparison to 90 degrees out of phase. At the higher 
frequency, the 180 degree response is less than the 90 degree response (which is the situation in vivo.) We attempted to 
eliminate “out of phase” response in low frequency by changing the strength of the synapse. Neither increasing nor decreasing 
the strength of each synapse eliminated the out of phase spiking. We also changed the number of inputs per side, and while the 
sample size is small, the data show a trend toward no effect on out of phase spiking. These results suggest that inhibition may 
be required to process low frequencies compared to higher frequencies. We speculate that this could be a result of the 
interaction between stimulus frequency and the refractory period of the neuron. Future studies will include adding monaural 
and binaural inhibition to the dynamic clamp protocols in order to observe the changes to the out of phase stimuli.   
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Introduction 
 Hearing loss is a prevalent disease throughout our population. The majority of those 
considered “deaf” suffer from presbycusis, or age-related hearing loss. This disorder tends to 
start around age 65, as 30 to 35 percent of adults between the ages of 65 to 75 have hearing 
loss of this nature (Brown & Balkany, 2007). This type of hearing loss is gradual and occurs 
equally in both ears. Treatment for presbycusis is the external hearing aid, which serves as an 
amplification device. While a large portion of the population will suffer from presbycusis, there 
is another type of deafness, sensorineural hearing loss, which is not as easily treated. 
Sensorineural deafness occurs in a much smaller population and is most commonly caused by 
infection, physical trauma due to loud sounds, or genes (Brown & Balkany, 2007). It can affect a 
variety of different locations of the hearing system, including the inner hair cells, the auditory 
nerve, or other neurons in the circuitry. The traditional treatment, the external hearing aid, is 
not possible for this type of hearing loss because the sound does not get transduced by the 
inner hair cells and thus no level of amplification can fix the problem. Currently the only 
treatment is the cochlear implant. 
Cochlear implants (CI) give those who have lost their hearing, or never had it, the ability 
to hear.  The CI has been referred to as a bionic ear. The device consists of an external 
microphone, speech processor, and transmitter. The internal structure is composed of a 
receiver and a stimulator (see figure 1). Sound travels to the microphone, is converted to 
electrical signal transmitted to the stimulator in patterns determined by embedded 
programming within the device. The output to the stimulator is thus highly predictable based 
on the particular programming algorithms. The stimulator mimics the electrical input provided 
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by hair cells directly stimulating the auditory nerve. While frequency discrimination with CI is 
not equivalent to normal listeners, patients are able to discriminate language and 
communicate.  According to the National Institute on Deafness and Other Communication 
Disorders (NIDCD) there have been over 200,000 individuals worldwide that have received at 
least one CI, as of December 2010 (Brown & Balkany, 2007).   
 
Figure 1: Schematic of Cochlear Implant (Cochlear Implant for Children, 2012) 
1) Microphone to receive sounds. 2) Transmitter to internal portion of device.  
3) Receiver/Stimulator to send signal to the electrode array (4). 
 
A major debate in the CI field is whether patients should receive unilateral or bilateral 
implantations. Unilateral implantations improve patient’s ability to recognize sentences 
dramatically. Children that receive one implant can improve their language skills on some 
measures to be on the same level as normal hearing children in their age range (Brown & 
Balkany, 2007). These data suggest that one implant may be sufficient to restore normal 
hearing, however, the restoration of hearing decreases dramatically when the patient is 
exposed to moderate levels of background response. This is due to the fact that many 
        2 3 
4 
1 
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secondary abilities of the auditory system are dependent on binaural hearing. These features 
include: 1. the head shadow effect: the attenuation of a sound that occurs when it travels 
around the listener’s head to the opposite ear 2. binaural squelch: improvement in the signal-
to-response ratio due to central comparison of time and intensity differences arriving at the 
two ears 3. binaural summation: the sensation that a signal is perceptually louder when hearing 
with two ears 4. sound localization: the ability to determine where a sound derives from on the 
horizontal (azimuth) plane (Grothe et al., 2010). There have been a variety of different studies 
that have shown that all four of these features are significantly improved with implantation of 
bilateral CIs (Brown & Balkany, 2007, Grothe et al., 2010). A combination of all of these features 
contribute to what is known as the cocktail party effect, which refers to the ability of the 
listener to focus and hear the sound they wish to hear when background response exists 
(something unilateral implant patients struggle with) (Brown & Balkany, 2007,Grothe et al., 
2010). The argument against bilateral implants, usually with respect to pediatric implantation, 
is that destruction of both cochleas (a result of the surgery) leaves the patient unable or 
unlikely to receive future treatments that currently do not exist but are potentially more 
successful, such as gene therapy or stem cell implantation (Grothe et al., 2010). While there is 
still a debate about unilateral versus bilateral implantation, the research shows bilateral 
implantation is more advantageous for a patient. 
 Sound localization is largely a binaural capability, which means in order to optimize this 
process in deaf patients they would be best served by cochlear implants in both ears. Sound 
localization on the horizontal plane, in mammals, is achieved through two separate 
mechanisms; the interaural level difference (ILD), which is used for high frequencies (above 2 
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KHz), and the interaural time difference (ITD), which is used for low frequencies (under 2 KHz). 
This study focused on ITDs, and ILDs will not be considered further (for more information see 
Grothe et al., 2010). 
An ITD is created from every sound position along the horizontal plane, such that sound 
may arrive at the two ears at different times. ITDs are diminishingly small (on the order of 
microseconds) and are limited by the speed of sound and the width of the head.  This 
difference in time may be minute but can be interpreted by the auditory circuitry into 
information about where the sound is coming from. The time difference also creates what is 
known as a phase difference, as at a given time the sounds will be in different phases (see 
figure 2). When the sound waves are at 180 degrees out of phase, they are considered to be 
completely out of phase. Completely out of phase input to neurons results in the weakest 
response. For different frequencies the point that the sound waves are 180 degrees out of 
phase exists at different ITDs because of the differences in period length. 
 
 
Figure 2: ITD creation 
An ITD is due to sound arriving at the two ears at different times. This creates 
the time difference in arrival to the auditory circuitry. The sound waves will then 
be “out of phase” with each other, as at any given time they will not be in the 
same phase.  
 
    
 
time amplitude 
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The neurons that process ITDs in mammals are found in the Medial Superior Olive 
(MSO). This nucleus receives excitatory information from both ipsilateral and contralateral 
spherical bushy cells found in the anterio-ventral CN. The neurons in this region also receive 
inhibitory input from the ipsilateral MNTB (driven by the opposite ear) and LNTB, making a total 
of 4 classes of inputs (See figure 3). (Grothe et al., 2010) 
 
Figure 3: MSO circuitry 
The MSO circuitry involves 4 types of input. Excitatory information is received 
from both the contralateral and ipsilateral anterio-ventral cochlear nuclei. 
Inhibitory information is received from the ipsilateral MNTB and LNTB. 
 
The MSO neurons have a stereotypical response profile. The neurons are driven to fire 
by coincident excitatory synaptic input. The MSO neuron (see figure 4) has two primary 
dendrites by which it receives the excitatory information from each of the AVCNs, and it 
receives its inhibitory information (from the MNTB and LNTB) directly on the soma (cell body). 
During development, the neurons in the MSO will become tuned to a certain degree of the 
azimuth (horizontal) plane and will develop what is called a spatial tuning curve (see figure 5). 
Coincidence detecting circuitry of the mammal
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This spatial tuning curve is a representation of the response of the neuron to different 
interaural time differences. The point of highest response on an ITD curve indicates the 
difference in time the neuron is tuned for, which is also is an indication of the location in the 
plane the neuron is tuned for (Brand et al., 2002). 
 
 
 
Figure 4: Schematic of MSO neuron inputs (Grothe et al., 2010)  
Here the excitatory information from the AVCNs is represented in red and is 
making connection on the dendrites of the MSO neuron. The inhibitory 
information from the MNTB or LNTB is represented in blue and is making a 
connection on the soma (cell body) of the neuron. 
 
 
 
 
Figure 5: MSO neuron tuning curve (Grothe et al., 2010)  
This is a schematic of an ITD spatial tuning curve. The higher rate of spiking 
indicates a preference of the MSO neuron for an ITD that favors the contralateral 
ear. The width of this curve is an indication of the precision of the neuron as it 
shows the range of ITDs that cause a response. 
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 In this study, cochlear implant driven synaptic input was simulated and provided to the 
MSO via in vitro electrophysiology. Based on the programming of cochlear implants, CI input is 
predictable with high precision. This study attempted to better understand how MSO neurons 
respond to this input, and what modifications could be made to optimize cochlear implant 
programming to take advantage of binaural circuitry, specifically those arising during sound 
localization. This study utilized dynamic clamp, a type of electrophysiology that allows the 
computer software to simultaneously inject input, monitor output, and modify the input based 
on the current voltage of the cell. This type of recording system best mimics in vivo situations 
while performing in vitro experiments. (Sharp et al., 1993) see methods. 
The study shows that MSO neurons respond to low frequency input derived from 
cochlear implants with “out of phase” responses that are not observed during in vivo recordings 
of MSO responses (Yin and Chan, 1990). These atypical responses are not seen during high 
frequency stimuli. Modifying the strength of the synapse (size of the input) or the number of 
synapses (number of inputs) does not alleviate the response.  
  
Methods 
In vitro brain-slice preparation 
All procedures were approved by Lehigh University's Institutional Animal Care and Use 
Committee. Mongolian gerbils postnatal age P9-P18 were anesthetized with isofluorane and 
rapidly decapitated. The brainstem containing auditory nuclei was removed, blocked, and 
submerged in oxygenated artificial cerebrospinal fluid (ACSF) (containing in mM: 125 NaCl, 
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2.5 KCl, 25 glucose, 1.25 NaH2PO4, 25 NaHCO3, 2 CaCl2, 1 MgCl2, 0.4 ascorbic acid, 3 myo-
inositol, 2 pyruvic acid) at 27°C. The brainstem (see figure 6 for representation of where the 
slices were made) was placed dorsal surface (4th ventricle) down on the stage of a vibrating 
microtome (Microm 650V, Walldorf, Germany). Horizontal sections (130-150 μm) containing 
the MSO were obtained and submerged in an incubation chamber of continuously oxygenated 
ACSF and incubated at 37°C for approximately 45 minutes. Slices were then kept at room 
temperature until used for recording. Brainstem slices were placed in a custom recording 
chamber on a retractable chamber shuttle system (Siskyou Design Instruments, Oregon, USA) 
and neurons were visualized with a Nikon FN-1 Physiostation microscope using infrared 
differential interference contrast optics. Video images were captured using a CCD camera 
(Hammamatsu C7500-50, Hamamatsu City, Japan) coupled to a video monitor. The recording 
chamber was continuously perfused with ACSF at a rate of 2-4 ml/min. An inline feedback 
temperature controller and heated stage were used to maintain chamber temperature at 35 ± 
1°C (TC344B, Warner Instruments, Hamden, CT, USA). 
 
  
 
A B 
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Figure 6: Brain Stem and Location of MSO 
On the left is the location of the MSO shown in the whole brain, represented by 
the green oval. It is located in the ventral portion of the brain stem. On the right, 
in the red circle, are MSO neurons stained with biocytin. 
 
 
PSC Recordings 
For a summary of whole cell patch clamp, please refer to figure 7. Patch pipettes were 
pulled from thick walled borosilicate glass capillary tubes (WPI 1B120F-4) to a resistance of 4-8 
MΩ using a two-stage puller (Narishege PC-10, Tokyo, Japan) and back-filled with internal 
solution (containing in mM: 145 K-Glu, 5 KCl, 1 MgCl2, 10 HEPES, 5 EGTA [pH adjusted to 7.2 
with KOH]) used for both current and voltage clamp recordings. For PSC recordings, 5 mM 
QX314 was added to the internal solution to prevent antidromic action potentials. In many 
cases, 0.4% biocytin was added to the internal solution to label the neurons following the 
protocol of Scott et al. (2005). This was to ensure patching of proper MSO cells post recording.  
Voltage and current clamps were controlled via a Multiclamp 700B amplifier routed to 
the G-clamp software (Horn Lab, University of Pittsburgh) which runs on the LabviewRT 
software. The RT software was run using a National Instruments (“NI-PXI-8184RT Celeron 850 
MHz Controller w/ Real-Time Embedded”) computer system. 
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Figure 7: Whole Cell Patch Clamp Guide (Whole Cell Patch Clamp, 2012)  
Here is a representation of what occurs when patching an MSO neuron. The 
pipette is placed very close to the neuron. Then the operator uses suction to 
draw the cell membrane into the pipette until a strong seal is made and current 
cannot travel from the pipette to the ground wire. The operator then uses a 
pulse of rapid suction to rupture the membrane. The pipette is then controlling 
the electrical activity of the cell. 
 
 
 
G-clamp recordings 
The conductance curve that was used to inject current into MSO cells follows the 
following equation: g = [(t/0.2)*exp(1-(t/0.3))]. This is based on modeling experiments 
performed by Fischl et al., 2012. 
G-clamp software and hardware were set up and used according to the protocols 
determined by Kullman et al. (Kullman et al., 2004). 
Event files, the directions to the software, were created using a MATLAB file that 
allowed for specifications of length of file, number of inputs, spike rate, stimulus frequency, 
synchronization index (jitter), and phase delay. For all event files the number of inputs was 4, 
spike rate was 250 spikes per second, and length of event file was 500 ms. We modulated 
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stimulus frequency (using 100 Hz and 1000 Hz), and phase delay (using 0, 90, and 180 degree 
shifts), and the number of inputs (using 4, 5, and 7 inputs per side). Modulation of the synaptic 
strength was performed by setting the strength of the conductance in each event file on G-
clamp. 
The reversal potential was set at 0 mV, mimicking the AMPA channels found in the MSO 
cells. (Fischl et al., 2012) We recorded at 16 Hz for both threshold and synaptic testing.  
Once a cell was patched, resting potential was observed to be 54 mV ± 12 mV, and the 
membrane test was observed to be “MSO-like” based on experimenter experience. A threshold 
test was performed and the threshold was recorded in nS. For the first set of experiments 
(which were determining the differences in the low and high frequency input from a cochlear 
implant) the threshold was set. Twenty-five percent of this threshold was used as the 
conductance for the experimental protocols (to account for the 4 inputs per event file). A 
protocol called “1 through 6” was then run, which had increasing number of inputs per second 
from 1 input to 6. This protocol would indicate at which number of inputs the cell would elicit 
an AP. The testing protocols would be run at three different strengths, 5 inputs required (20% 
of threshold), move to 4 (25%), and then to 6 (16.6%) (these changes account for the strength 
of each input on to the MSO neuron.) For each number of inputs the following set of protocols 
were run:  
  100 Hz Monaural 
 100 Hz 0 degree phase 
 100 Hz 90 degree phase 
 100 Hz 180 degree phase 
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 1000 Hz Monaural 
 1000 Hz 0 degree phase 
 1000 Hz 90 degree phase 
 1000 Hz 180 degree phase 
n≥4 was obtained for each protocol. For each frequency an ITD spatial tuning curve would be 
obtained, see results. 
 
Determining Number of Action Potential in a Given Trace 
 
Figure 8: Sample Trace for In Phase Response 
This is an actual trace from an in phase stimuli. Arrows represents an action 
potential and triangles represent an EPSP 
 
The traces received from G-clamp had to be analyzed for number of action potentials in 
a given trail. As seen in figure 8, a threshold line was set and any maximum above this line was 
considered one action potential. The line was set per trial and was based on experimenter 
experience, in most cases the difference between action potential and EPSP was clear and the 
threshold line was simple to set. The values for each protocol were averaged and ITD spatial 
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tuning curves were constructed. The -90 and -180 degree points on the curves were taken from 
the 90 and 180 degree experimental points. 
 
Results 
MSO staining 
 During several experiments, whole cell patch pipettes contained biocytin in order to 
stain the MSO neurons that were being patched. This was performed in order to confirm that 
MSO neurons were in fact being patched and not other neurons or glial cells. Figure 9 shows a 
few of the different slices with stained MSO neurons. Note the stereotypical structure of have 
two separate dendrites heading towards both sides of the slice, with few dendritic spines. Using 
the staining only one cell was found to not be an MSO neuron, but there was no 
electrophysiological data collected from this cell. 
 
 
Figure 9: MSO cells stained using biocytin 
On the left is a slice using during the experiments at 4x magnification. The red 
circle is around the MSO neuron recorded. The right picture is the same MSO 
B A 
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neuron at 40x magnification. The stereotypical football shaped soma and two 
branching dendrites can be seen. 
 
Low frequency input simulated from cochlear implant shows “out of phase” response 
The first experiment was to test the limitations of the simulated cochlear implant input 
to the MSO neurons. Only excitation was used for these experiments. As shown in figure 10, the 
low frequency input (100 Hz) had higher levels of activity in the 180 degree out of phase 
stimulus than in its 90 degree out of phase stimulus. This is not the expected result for an ITD 
tuning curve (as shown in Figure 10A), as with moving completely out of phase should elicit the 
least response (which is seen in the high frequency data (1000 Hz)). 
 
 
Figure 10-A: ITD tuning curve from a cat (from Yin and Chan, 1990)  
Note the x axis is in time for their graph (our data is in degree shift). The 3500um 
point coincides with our 180 degree out of phase and here there is no response. 
The apparent side peaks in Figure 10A occur because the stimulus has made one 
complete rotation through the phases, so the point at about 500 μsec is the 
same stimulus as -5000 μsec. 
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Figure 10-B: ITD tuning curve for low frequency (100 Hz) (n=17)  
Note the greater response at 180 degree phase difference than at 90 degrees. 
 
 
 
Figure 10-C: ITD tuning curve for high frequency (1000 Hz) (n=16) 
Note the similarity to the ideal ITD tuning curve seen in A. 
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Changing the size of the synapse does not alleviate the “out of phase” response in low frequency 
The next experiment attempted to eliminate the “out of phase” response in the low 
frequency input by improving the resolution of the cell. One way this was attempted was by 
modifying the strength of the inputs to the MSO neuron, by changing the size of the 
conductance being injected into the cell (mimicking changing the strength of a synapse to the 
cell.) As seen in figure 11, this had no effect on the ITD tuning curves, with “out of phase” 
response remaining in the low frequency.  
  
Figure 11-A: Low frequency (n=7) 
The strength of the conductance was changed to mimic a change in the strength 
of the synapse. It was an attempt to eliminate “out of phase” response in low 
frequency. The “out of phase” response is observed for all strengths of synapse. 
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Figure 11-B: High frequency (n=7) 
The high frequency stimulus shows continued decrease in response as the phase 
change increases. 
 
Preliminary data show that changing the number of synapse does not affect “out of phase” 
response 
The next step that was taken to attempt to improve resolution and reduce “out of 
phase” response in the low frequency input was to change the number of synapses to each side 
of an MSO neuron. This was done by modulating the variable in our MATLAB script so that the 
end result was a higher frequency of inputs in the event files. In order to compensate for this 
increase (which at previous conductance levels would cause over activation), the strength of 
the synapses was lowered and the protocol was run at three different levels. Figure 12 shows 
single cell data for this protocol in which in all of the experimental situations the low frequency 
input still reflected “out of phase” activity while the high frequency maintained its more normal 
ITD curve. 
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Figure 12: Changing the number of synapses per side (single cell data) 
##% TH: Refers to the percent of the threshold for the strength of the synapse. 
For all strengths, the low frequency stimuli (on the left side) have the “out of 
phase” response, while the high frequency (on the right) maintains the 
decreasing response. 
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Discussion 
 In this study the limitations of the cochlear implant programming were being studied by 
using simulated input from the devices and injecting it into MSO neurons using dynamic clamp. 
Using excitation only, it was found that in at low frequency (100 Hz) input that there was “out 
of phase” response when this was not expected based on in vivo recordings (Yin and Chan, 
1990). Even with using an excitation only model, it was not predicted to see such a high out of 
phase response (or at least not greater than the 90 degree response). Attempting to modify the 
resolution of the cell by changing the strength of the synapse or the number of inputs per 
synapse was predicted to reduce the response by making it more difficult for the cell to fire an 
action potential during “out of phase” stimuli. This was not supported; rather there was no 
significant change in the response in the two experimental conditions. Below we consider 
factors that we have not tested but may play a role in ITD coding. 
One possible factor contributing to the “out of phase” response in low frequency is the 
refractory period of the cell. During the low frequency input, the cell receives the first set of 
stimuli 5ms before the “out of phase” stimuli. This time is predicted to be longer than an MSO’s 
refractory period and thus when the next set of stimuli arrives, the cell is prepared to respond 
again. While in the high frequency input the “out of phase” stimuli arrive only .5 ms after the 
first set (most likely still in the refractory period) and the cell is hyperpolarized and not 
prepared to respond. In the future, a study will include a larger variety of frequency inputs in 
order to determine the length of the refractory period. 
 Another possible feature not simulated in this study was the known inhibitory synaptic 
input that MSO neurons receive from the LNTB and MNTB.  It is possible that the “out of phase” 
Maloney; Oline; Brughera; Burger 
 
 Page 20 of 23 
response may be alleviated through “phase locked” inhibitory information that arrives via the 
LNTB or MNTB.  This hypothesis is illustrated in figure 13. In the left panel, the neuron 
responses in the absence of inhibition are displayed with “non-coincident” discharges. In the 
right panel, inhibitory input is represented in red and is place in time with the “out of phase” 
input. The inhibition, if arriving at the same time as the “out of phase” stimuli would prevent 
the cell from responding to this stimuli and prevent the response. It is likely that this 
mechanism of inhibition may be more important in the low frequencies in comparison to high 
frequencies. 
 
 
 
 
Figure 13: Addition of “phase locked” inhibition may alleviate “out of phase” 
response in low frequency input. 
On the left is a representation of what is thought to be occurring in this study. 
“Out of phase” input is causing “non-coincident” discharges. On the right is the 
prediction that “phase-locked” inhibition occurring in time with the “out of 
phase” input would eliminate the abnormal responses by reducing offsetting 
excitation at “out of phase” ITDs. 
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While the cochlear implant may be one of the best bionic devices available for use, it is 
important to try and understand how processing at various levels of the auditory system are 
affect by its use. The device gives the ability to hear back to those that have lost it, but there 
still remain limitations, including those in sound localization. This study shows that these 
limitations may exist due to the programming of the processor involved in the device, by 
showing that the input derived from the device causes abnormal response in MSO neurons 
when focusing on excitation. The next step in this study is to experiment using inhibitory 
signaling and observe the reaction of the MSO neurons. The ideal situation is to modify the 
input from a cochlear implant to best mimic the natural reaction of MSO neurons. This may 
involve making the cochlear implant less “perfect.” In normal hearing, the MSO neuron does 
not receive input at exactly the peak of each wave, rather the input may arrive from slightly off 
the peak. This fluctuation in input can change for each period of the wave, creating an 
imperfect “phase-locked” signal. The cochlear implant currently sends a signal at each peak 
perfectly. It is possible that adding a variable of fluctuation into the input of the cochlear 
implant may mimic the normal hearing better. 
 This study has shown that cochlear implant programming does not illicit the same 
response in MSO neurons as the normal hearing structure. Knowing that cochlear implant 
patients have deficiencies in their sound localization capability, it is possible that the 
programming of the device is not ideal. With future experiments, we may be able to determine 
how to modify the programming to alleviate any issues in sound localization and create a more 
normal hearing situation for those with the implants. 
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