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Abstract
Fuzzy model-based adaptive control, unlike traditional fuzzy control, extracts expert
knowledge from data by using model identiﬁcation techniques. In this paper, we pro-
pose an analysis of the contradiction in this knowledge as an additional search criterion
during the model identiﬁcation process. In order to do so, we ﬁrst deﬁne a measure of
contradiction between fuzzy rules. Then, we assume that a minimum degree of con-
sistency exists in the rule base, and a process of attenuation is carried out between the
rules that do not comply with this degree. This allows conﬂicting situations to be de-
tected without having to wait for the learning dataset to reveal it. Finally, the results
obtained from the method proposed are compared with those of a fuzzy model-based
adaptive controller which is not sensitive to the contradiction.  2002 Elsevier Science
Inc. All rights reserved.
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1. Introduction
One of the main ﬁelds of application for knowledge-based systems is cur-
rently intelligent control. Unlike traditional control techniques, which are
based on the mathematical modeling of the process, or in most cases, a sim-
pliﬁed version of it, fuzzy control [1] is based on the integration of expert
knowledge by means of a set of rules which is similar to those a human expert
would use to govern the process, freeing the controller from the necessity to
know a detailed physical description of this process.
The usual techniques of expert knowledge acquisition arise from knowledge
engineering and require the existence of a human expert in order to extract the
rules describing the behavior of the system or the way of controlling it (the
control laws).
In recent years, other techniques have been added which are based on the
methods of fuzzy system identiﬁcation from data [2–5]. Their operation focuses
on the identiﬁcation of a fuzzy model of the system to be controlled from a set
of input–output pairs, in order to obtain the control laws that govern the
process. This group of techniques has been called fuzzy model-based control.
Nevertheless, it is still possible to distinguish two main strategies in this scheme
of operation.
In the ﬁrst, identiﬁcation is carried out oﬀ-line, that is to say, the model is
obtained from a set of data which is available in advance and the control laws
are then extracted from the identiﬁed model. This strategy, however, is not
suitable for time variant processes, since the model learned is unable to adapt
to these modiﬁcations.
In the second, identiﬁcation is made on-line, i.e. the model is obtained
from input–output pairs generated during the identiﬁcation task. In order to
do so, the partially learned model is used to send control actions over the
system and the following pair of data is built from the generated infor-
mation. This strategy can therefore be described as a symbiotic scheme
where identiﬁcation and control act cooperatively, the control using the
partially identiﬁed model, and the identiﬁcation using the data result-
ing from every control action. This allows both the model and the control
actions to be adapted to any possible changes in the behavior of the
system, since these changes will be reﬂected in the input–output pairs used
in the identiﬁcation. This strategy is called fuzzy model-based adaptive
control.
Nevertheless, in the case of the extraction of expert knowledge by means
of traditional knowledge acquisition techniques, as well as in the case of the
application of learning methods (either adaptive or non-adaptive) for the
identiﬁcation of the fuzzy process model, little attention has been paid to
the consistency of the knowledge ﬁnally or in the course of being acquired.
In the ﬁrst of these cases, this analysis can warn of the existence of
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anomalous situations introduced by the knowledge engineering or the ex-
pert. In the second case, it can help and accelerate the search for the op-
timal model.
In this paper, we propose a method that integrates the analysis of knowledge
consistency as an additional criterion in the evolutive environment of fuzzy
model-based adaptive controllers.
2. Fuzzy model-based adaptive control
As we have mentioned above, the construction of the knowledge base of a
fuzzy controller has traditionally required a human expert to provide the
control laws in the form of fuzzy rules. This could be troublesome, due to
the lack of availability of the expert or the incorrect translation which the
knowledge engineer must perform.
An alternative to the traditional method of acquisition consists in making
use of identiﬁcation techniques from data, so that the control laws are estab-
lished on the basis of a set of identiﬁed fuzzy rules that model the process to be
controlled [2,4]. The so-called fuzzy model-based adaptive control is included
in this variant. As well as overcoming the diﬃculties caused by its dependence
on an expert in the development of the controller, the adaptive nature of the
method makes it applicable to environments which are usually problematic,
such as systems subject to great disturbances or, in general, those with time
varying parameters or conditions.
2.1. General scheme of fuzzy model-based adaptive control
Fuzzy model-based adaptive controllers focus their scheme of operation on
the simultaneous development of two tasks: identifying the process to be
controlled and applying the control actions on it (Fig. 1).
On one hand, the aim of the identiﬁcation task will consist in obtaining a set
of fuzzy rules which describe the process output depending on its state and the
control action applied to it at each moment, and will shape the fuzzy process
model. In general, the fuzzy process model will therefore be represented by a
set of fuzzy rules Rði1im;j1jnÞ in the following form:
if X1 is LX1;i1 and    and Xm is LXm;im and
U1 is LU1;j1 and    and Un is LUn;jn
then Y is LYk
where Xi are process state variables and take their values from the fuzzy do-
mains fLXi;1; LXi;2; . . . ; LXi;pig, Ui are process input variables (control actions)
and take their values from the fuzzy domains fLUi;1; LUi;2; . . . ; LUi;qig and Y is
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the process output variable (controlled variable) and takes its values from the
fuzzy domain fLY1; LY2; . . . ; LYrg.
On the other hand, the selection of the action to be taken by the controller at
each moment will be determined by the state of the system and the fuzzy
process model available at that time, since it is possible to take the control
action which produces the output process closest to the desired one from both
of them.
In short, the operation of a fuzzy model-based adaptive controller can
therefore be described as the continuous repetition of the following two steps,
where t  1, t and t þ 1 are the previous, the current and the following instants,
respectively, of the adaptive process:
1. Update the fuzzy process model from the previous state vector fLX ðt1Þ1;i1 ;
. . . ; LX ðt1Þm;im g and process input vector fLU ðt1Þ1;j1 ; . . . ; LU
ðt1Þ
n;jn g and also from
the process output value LY ðtÞk which they produce, using some identiﬁcation
mechanism.
2. Select the new controller action fLU ðtÞ1;j1 ; . . . ; LU
ðtÞ
n;jng using the fuzzy process
model updated in the previous step and the current state vector fLX ðtÞ1;i1 ;
. . . ; LX ðtÞm;img, so that the new process output value LY ðtþ1Þk approaches the de-
sired process output as far as possible.
The initial process model is usually constructed by using generic logical
considerations. However, the design of this initial model plays a secondary
role, since it is the development of the identiﬁcation process which will deter-
mine the modiﬁcations on the model to ﬁnd a more accurate description of the
process behavior.
Fig. 1. Fuzzy model-based adaptive control scheme.
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2.2. An example: Graham and Newell’s approach
Identiﬁcation mechanisms associated with adaptive fuzzy control are often
based on modiﬁcations to the knowledge base consisting of changes in the
consequents of the rules (e.g. [6–8]). In the case of fuzzy model-based adaptive
control, this strategy amounts to redeﬁning the process output associated to a
given process state and input.
For example, in [6], Graham and Newell propose the following identiﬁca-
tion algorithm:
(1) Let fLX ðt1Þ1;i1 ; . . . ; LX
ðt1Þ
m;im g and fLU ðt1Þ1;j1 ; . . . ; LU
ðt1Þ
n;jn g be the previous state
and process input vectors, respectively, and let LY ðtÞk be the output fuzzy va-
lue they produce.
(2) IF the rule
if X1 is LX1;i1 and    and Xm is LXm;im and
U1 is LU1;j1 and    and Un is LUn;jn
then Y is LYl
exists THEN replace it by
if X1 is LX1;i1 and    and Xm is LXm;im and
U1 is LU1;j1 and    and Un is LUn;jn
then Y is LYk0
where k0 ¼ roundðð1 aÞ  lþ a  kÞ; a 2 ½0; 1
ELSE add the rule
if X1 is LX1;i1 and    and Xm is LXm;im and
U1 is LU1;j1 and    and Un is LUn;jn
then Y is LYk
ENDIF
If a rule with the same antecedents and a consequent with the value LYl
already exists, determining the new value LYk0 by means of the above function is
a way to preserve a combination of the previously acquired knowledge and the
recently learned one in the rule base. It can be seen that the closer a is to one,
the faster the algorithm adaptation speed, and the less robust the identiﬁcation
process is.
3. Contradiction in a fuzzy environment
Traditionally, the ﬁeld of software engineering has been responsible for
veriﬁcation and validation tasks in the development of computational meth-
ods. However, as computational methods have become more complex, these
techniques have shown themselves to be insuﬃcient. Such is the case of
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knowledge-based systems, which often have a strong component of impreci-
sion, subjectivity and others features underlying the very nature of knowl-
edge.
For these types of systems, the state-of-the-art in veriﬁcation and validation
is still being developed and lacks generalizable results, reﬂecting an insuﬃ-
ciently mature theoretical base [9]. Nevertheless, in order to tackle this prob-
lem, several techniques have been developed which are associated with certain
types of knowledge-based systems, mainly aimed at rule-based expert systems,
either in their classical version [10–12] or containing some type of represen-
tation of the uncertainty [13–15].
In [16], the structural deﬁciencies that can be found in a knowledge-based
system are divided into four groups: redundancy, circularity, deﬁciency and
ambivalence. In this paper, we will focus on the latter, the analysis of which, as
will be seen, could be beneﬁcial in the fuzzy control framework. The concept of
ambivalence refers to the coexistence of inconsistent information in the
knowledge base. In the case of rule-based systems, this is equivalent to the
coexistence of contradictory rules.
In classical logic, two rules are contradictory if their antecedents are iden-
tical and their consequents are opposite. Several solutions have been proposed
to try to translate this binary feature into the concept of contradiction between
fuzzy rules, classifying them as completely contradictory when the antecedents
are identical and the consequents disjoint, or absolutely non-contradictory in
all other cases. However, it seems more appropriate to provide this concept
with a multivalued nature, in harmony with the fuzzy environment where the
rules are located. Thus, the concept of contradiction should be replaced by the
concept of degree or level of contradiction.
One way of achieving this goal consists in extending the classical deﬁnition
of contradiction to the theory of fuzzy logic. In order to do so, the concepts of
identical antecedents and opposite consequents are replaced by the concepts of
similarity between antecedents and dissimilarity between consequents. In the
following section, we will analyze the concept of similarity between fuzzy sets
and its special features when it is associated to the study of contradiction. We
will then deﬁne a measure of the contradiction between fuzzy rules based on
this concept.
3.1. Similarity between fuzzy sets
The exact deﬁnition of similarity between fuzzy sets depends on the context
where this deﬁnition is to be used. Examples of areas where the concept of
similarity has been used are linguistic approximation [17], fuzzy rule base
simpliﬁcation [18], similarity graphs [19], pattern recognition [20], the ranking
of fuzzy sets or in obtaining the degree of fulﬁllment between fuzzy inputs and
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the antecedent of a rule during the inference process. Also according to the
context, the set of desirable properties for a similarity relation between fuzzy
sets will be one or another.
When the objective is to analyze the contradiction in a fuzzy environment,
the concept of similarity must be interpreted as an indicator of the non-con-
tradiction among the objects evaluated. Consequently, we will consider the
following properties to be desirable for a similarity measure S between a pair of
fuzzy sets X and Y:
1. Symmetry: the contradiction between two concepts or linguistic statements
must be reciprocal. In terms of similarity, SðX ; Y Þ ¼ SðY ;X Þ.
2. Reﬂexivity: the degree of similarity will be highest when two identical fuzzy
sets are compared (i.e. if S is normalized, SðX ;X Þ ¼ 1), since there can be no
contradiction between identical concepts or statements.
3. Sensitivity among diﬀerent pairs of fuzzy disjoint sets: the measure must dif-
ferentiate between pairs of fuzzy disjoint sets according to their position in
the domain of discourse on which they are deﬁned, providing a higher value
for those that are closest. Informally, the convenience of this property is de-
rived from the observation that the concurrence of propositions such as ‘‘the
error is very small’’ and ‘‘the error is very big’’ generate a ‘more pronounced’
situation of contradiction than propositions such as ‘‘the error is big’’ and
‘‘the error is very big’’.
Numerous similarity measures between fuzzy sets can be found in the
literature [21,22]. In [22] an analysis of diﬀerent similarity measures between
fuzzy sets is carried out and their properties are studied. All of these mea-
sures can be grouped together in two large categories: geometrical similarity
measures, based on the classical concept of metric space and its associated
distance function, and set theoretical measures, based on the use of operators
on sets (e.g. t-norms and t-conorms). None of those in the second group
satisfy the sensitivity between pairs of fuzzy disjoint sets, as they are artic-
ulated in terms of membership degrees, without considering the underlying
real domain in which the sets are deﬁned. On the other hand, those of the
ﬁrst group, since their deﬁnition is based on functions of distance, coincide
with the meaning of dissimilarity, instead of similarity (i.e. DðX ;X Þ ¼ 0).
However, when they are normalized, the transformation between one concept
and another is trivial.
A geometrical similarity measure that satisﬁes the three properties listed
above is the dissemblance index [23] which is deﬁned below.
Deﬁnition 1. Let A and B be two fuzzy sets deﬁned on R. The dissemblance
index is deﬁned as
DðA;BÞ ¼
Z 1
0
DðAa;BaÞda;
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where Aa ¼ ½aa1; aa2 and Ba ¼ ½ba1; ba2 are the a-cuts of the fuzzy sets A and B,
respectively, DðAa;BaÞ is deﬁned as
DðAa;BaÞ ¼ ja
a
1  ba1j þ jaa2  ba2j
2ðb2  b1Þ
and ½b1; b2 is an interval containing the supports of both fuzzy sets, i.e.
b16 minðaa1; ba1Þ and b2 P maxðaa2; ba2Þ.
There are other possible candidates to represent the concept of similarity in
the environment that we are dealing with, such as the extensions to the metrics
of Hausdorﬀ proposed by Goetschel and Voxman [24] and Ralescu and
Ralescu [25]. The drawback that they all suﬀer from is their high computa-
tional cost when making an exhaustive use of the a-cuts of both fuzzy sets or of
the points that form the areas of their membership functions. However, in the
case of the dissemblance index, when the evaluated fuzzy sets comply with
certain conditions, it is possible to deﬁne an easy simpliﬁcation that is equiv-
alent to the original dissemblance index.
Deﬁnition 2. Let A and B be two trapezoidal fuzzy sets deﬁned on R such that
the right (left) side of one does not intersect the right (left) side of the other.
Then, the simpliﬁed dissemblance index is deﬁned as
DsðA;BÞ ¼ DðA1:0;B1:0Þ þ DðA0:0;B0:0Þ
2
;
where Aa, Ba and DðAa;BaÞ are the same as those in Deﬁnition 1.
In the case of bell-shaped fuzzy sets, an approximation can be obtained by
considering the ð1 eÞ-cut and the e-cut as the core and the support of every
set, respectively, for e close to 0.
The dissemblance index is a normalized dissimilarity measure if the interval
½b1; b2 is taken as the domain of discourse on which the compared fuzzy sets
are deﬁned. In this case, the complementary similarity measure can easily be
obtained as DðA;BÞ ¼ 1 DðA;BÞ.
3.2. Contradiction measure between fuzzy rules
A measure is proposed below for the contradiction between fuzzy rules that
stems from the deﬁnition of contradiction extracted from classical logic. This
measure will give the bivalued deﬁnition a gradual component that transfers it
to the multivalued framework of fuzzy logic.
For the description of the measure, the following generic representation of a
fuzzy rule will be used:
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Ri : if X1 is Ai1 and    and Xm is Aim then Y is Bi;
where the fuzzy variables Xk and Y are associated to the respective fuzzy sets Aik
and Bi in the antecedent and in the consequent.
Deﬁnition 3. Two classical rules are contradictory when their antecedents are
identical and their consequents are opposite. Formally, two rules pðxÞ ! qðxÞ
and pðxÞ ! rðxÞ are contradictory if qðxÞ ^ rðxÞ ! ?.
The key to the redeﬁnition lies in replacing the concept of equivalence be-
tween boolean propositions with the degree of similarity between fuzzy sets, for
which we will rely on the deﬁnitions presented in the previous section.
In a ﬁrst approach, suppose that the pair of fuzzy rules to evaluate have
antecedents formed by identical fuzzy propositions. In this case, the greater the
diﬀerence (dissimilarity) in the consequents, the more contradictory the rules
will be, being minimum when both are also identical and maximum when they
present a maximum degree of dissimilarity. This can be obtained with the
following deﬁnition:
C1ðRi;RjÞ ¼ DðBi;BjÞ;
where D is the dissemblance index.
Let us now suppose that the antecedents of the rules being treated are not
identical, but there is some degree of similarity between them. Should we
consider that there is no contradiction at all? It is evident that a more reﬁned
solution would consist in establishing a relationship between the degree of
contradiction of the rules and the similarity between the antecedents so that the
latter modiﬁes the degree of contradiction C1 of the previous deﬁnition. This is
expressed in the following deﬁnition for the contradiction between two fuzzy
rules.
Deﬁnition 4. Given any two fuzzy rules of the form
Ri : if X1 is Ai1 and    and Xm is Aim then Y is Bi;
Rj : if X1 is A
j
1 and    and Xm is Ajm then Y is Bj;
their degree of contradiction is deﬁned as
CðRi;RjÞ ¼
Pm
k¼1 DðAik;AjkÞ
m
 DðBi;BjÞ; ð1Þ
where D is the dissemblance index and D is its associated similarity measure.
It should be noted that the ﬁrst factor of the measure represents the simi-
larity between the antecedents. The use of the averaging operator arithmetic
mean enables the appropriate combination of the partial similarity degrees
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between every pair of premises. The second factor represents the dissimilarity
between the consequents. Both values are combined using a t-norm in order to
obtain the ﬁnal degree of contradiction.
4. Contradiction sensitive fuzzy model-based adaptive control
As we have seen, the identiﬁcation algorithm presented in Section 2.2 as well
as others used in the design of adaptive fuzzy controllers are based on the
change of the consequent of the rules included in the knowledge base or the
addition of new rules.
Nevertheless, the extent to which these changes are consistent with the
knowledge already included in the system is not considered at all in these
algorithms. This can result in the coexistence of highly contradictory rules in
the knowledge base, mainly during the initial learning stage or during those
stages following changes in the system operation caused by disturbances or
alterations in any of its parameters, since it is in these stages that the extent of
the changes in the consequents tends to be more signiﬁcant.
In order to overcome this deﬁciency, it would be convenient to integrate in
the identiﬁcation algorithm aspects related to the degree of contradiction in the
rule base along the adaptive process. This could restrict the space of models to
those that satisfy certain constraints of consistency.
4.1. General scheme of CS-FMBAC
The generic solution proposed here consists in studying the level of con-
sistency existing in the rule base after every step of the identiﬁcation process
that leads to a change in the knowledge base. In order to do so, the degree of
contradiction between the modiﬁed or added rule and the other rules will be
examined and, when it becomes too high, the latter will be changed in order to
attenuate it.
Therefore, a contradiction sensitive fuzzy model-based adaptive controller
will include an attenuation process in order to smooth any possible con-
tradictions introduced in the rule base, within the model identiﬁcation task and
after every identiﬁcation step.
A preliminary algorithm is presented below to attenuate the contradiction
between the rules of the knowledge base, where Rði1im;j1jnÞ is the modiﬁed/
added rule during the identiﬁcation process and C is the measure of con-
tradiction deﬁned in (1).
attenuate (Rði1im;j1jnÞ) algorithm:
for x1 ¼ 1; . . . ; p1; . . . ; xm ¼ 1; . . . ; pm;
u1 ¼ 1; . . . ; q1; . . . ; un ¼ 1; . . . ; qn do
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if CðRði1im ;j1jnÞ;Rðx1xm ;u1unÞÞ > l then
repeat
replace in Rðx1xm;u1unÞ the consequent
. . . then Y is LYz
by the consequent
. . . then Y is LYz1; if LYk < LYz
or
. . . then Y is LYzþ1; if LYz < LYk
until CðRði1im;j1jnÞ;Rðx1xm;u1unÞÞ6 l
attenuate(Rðx1xm;u1unÞ)
end if
end for
This algorithm begins by examining the degree of contradiction between the
modiﬁed/added rule in the identiﬁcation, Rði1im;j1jnÞ, and each of the already
existing ones in the rule base, replacing the value LYz in the consequent of the
rule Rðx1xm;u1unÞ that exceeds a threshold of contradiction l by the adjacent
value LYzþ1 or LYz1 nearest to the consequent value LYk of Rði1im ;j1jnÞ, in order
to diminish the contradiction between both rules (see Fig. 2). After every at-
tenuation, the process is applied to the modiﬁed rule Rðx1xm;u1unÞ again, con-
sequently resulting in a recursive procedure.
We can now observe the recursion tree example in Fig. 3 which originates
from the attenuation of the rule base after the modiﬁcation/addition of a rule in
the adaptation process. For reasons of clarity, a system with only one state
variable X and one process input variable U is considered. Every non-terminal
node Rðx
a
i ;u
a
j Þ represents a call to the attenuate(Rðxi;ujÞ) procedure in a re-
cursion level a (in the recursion level 0, the attenuator rule will be the one
modiﬁed/added by the adaptation mechanism, Rði;jÞ). An edge between the
nodes labeled Rðx
a
i ;u
a
j Þ and Rðx
aþ1
k ;u
aþ1
l Þ means that in the attenuation process of the
rule Rðxi ;ujÞ its degree of contradiction according to the rule Rðxk ;ulÞ has been
examined.
Analyzing Fig. 3, the non-terminal feature of the node Rðx
1
1
;u1
1
Þ shows that the
rule Rðx1;u1Þ was modiﬁed in the attenuation process of the rule Rði;jÞ, which
provoked a new call to the process in order to attenuate the degrees of
Fig. 2. Attenuation strategy.
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contradiction of the rule Rðx1;u1Þ. Afterwards, the rule Rðx1;u2Þ was modiﬁed in this
new call. It is now possible that in the attenuation process of the new rule
Rðx1;u2Þ, the level of contradiction according to the initial rule Rði;jÞ exceeds the
threshold l, which would lead to a readjustment of the rule adapted in the
identiﬁcation process.
Moreover, regardless of the rule that has just been identiﬁed, has or has not
been modiﬁed by the attenuation process in progress, it would still be possible
for a rule which has been adapted (learned) previously to be modiﬁed during
the current process of attenuation.
However, a rule identiﬁed should remain unaltered if it comes from data
obtained directly from the behavior of the system as it represents an existing
relationship between the input and the output. All in all, it seems clear that it
would be necessary to distinguish between diﬀerent categories of rules ac-
cording to the degree of evidence about the accuracy of them. In this way, rules
obtained through the identiﬁcation process and, therefore, from data extracted
from the system behavior (or, possibly, from knowledge provided by an expert)
would have a degree of evidence higher to those obtained heuristically through
the attenuation process.
This appreciation can easily be transferred to the proposed algorithm,
modifying the condition in order to carry out the attenuation of a rule. Now,
the degree of contradiction to surpass would not only depend on the allowed
threshold, but also the degree of evidence of the rule on which the comparison
is established. If we denote the normalized degree of evidence of the rule
Rðx1xm;u1unÞ as eðx1xm;u1unÞ, the condition could now be expressed as
ð1 eðx1xm;u1unÞÞCðRði1im;j1jnÞ;Rðx1xm;u1unÞÞ > l, in this way excluding all the
rules with a maximum degree of evidence (equal to 1) from the attenuation and
only considering the degree of contradiction between both rules when the de-
gree of evidence is minimum (equal to 0). This would only allow rules with a
degree of contradiction higher than the threshold to coexist in the rule base if
this corresponds with a behavior conﬁrmed by the process to be modeled.
Fig. 3. Recursion tree of attenuate(Rði;jÞ).
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Furthermore, the association of a degree of evidence to every rule would
allow the modeling of situations of uncertainty caused by the existence of noise
during the measuring, by a time-variant behavior of the system or by an un-
certain knowledge of the expert (for example, when it comes to providing an
initial rule base).
In addition, the recursive feature of the attenuation algorithm can imply a
too severe computational cost. This is specially true when it comes to systems
with a high number of variables in the antecedent that give rise to big rule
bases, since the number of rules to be explored and, if needed, modiﬁed in a
single attenuation step can be excessive. However, it must be noticed that,
frequently, such a recursive feature does not aﬀect the ﬁnal result of the at-
tenuation: observe that if a rule R0 increases its contradiction with respect to
another rule R00 due to the attenuation with respect to the identiﬁed rule R, this
implies that the consequent of R0 lies between the consequents of R and R00, and
because of that it is likely that R also modiﬁes R00 during the ﬁrst level of re-
cursion. Thus, in many cases, the recursion could be removed and the non-
recursive version will, at least, attenuate considerably the contradiction of the
model, besides reducing drastically the computational cost.
In fact, the initial inclusion in the algorithm is an attempt to clarify the
attenuation philosophy more than a requirement to reach good results, as it
will be shown in the example below.
4.2. An application: contradiction sensitive G&N’s approach
Below, an application of the contradiction sensitive scheme will be applied
to Graham and Newell’s algorithm. It will result in the inclusion of a third step
after the addition or modiﬁcation of the aﬀected rule in the rule base and it will
consist of a call to the attenuation process, taking that rule as the argument.
Thus, the algorithm will be as follows:
1. Same Step 1 deﬁned in Section 2.2.
2. Same Step 2 deﬁned in Section 2.2.
3. Call to attenuate(Rði1im;j1jnÞ).
5. Experimental results: rocket velocity control
In order to analyze the eﬀectiveness of the proposed method, we will present
its application to the problem of controlling the velocity of a single stage rocket
in this section. This process has been modeled mathematically in [26,27], and
results in the following diﬀerential equation:
dvðtÞ
dt
¼ cðtÞ m
M  mt
 
 g0 RRþ yðtÞ
 
 0:5v2ðtÞ qaACd
M  mt
 
; ð2Þ
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where vðtÞ, yðtÞ, and cðtÞ are the velocity of the rocket, the altitude of the rocket
(above sea level), and the velocity of the exhaust gases at time t, respectively; m
is the exhaust gases mass ﬂow rate;M is the initial mass of the rocket (including
fuel); g0 ¼ 9:8 m/s2 is the acceleration due to gravity at sea level; R ¼ 6:37 106
m is the radius of the earth; qa ¼ 1:21 kg/m3 is the density of air; A is the
maximum cross-sectional area of the rocket; and Cd ¼ 0:3 is the drag coeﬃ-
cient for the rocket. For our simulation, we set m ¼ 100:0, M ¼ 15; 000 kg and
A ¼ 1:0 m2.
For reasons of simplicity, we will assume the altitude of the rocket is de-
termined by the equation yðtÞ ¼ 5t2.
Although the mathematical model in (2) was developed on the dynamics of
a point mass, thus simplifying the rocket dynamics, it must be stressed that
the modeled dynamics of the process have characteristics that make control
diﬃcult, such as the time-varying mass of the rocket and the non-linear be-
havior.
The control objective consists in maintaining the velocity of the rocket at a
desired value, taking into account the velocity of the exhaust gases cðtÞ, as the
only input to the process. Furthermore, a reference model vm is used which will
allow the performance objectives of the process (such as stability, rise time,
overshoot, etc.) to be established according to the desired output vs. This
reference model is expressed by the following diﬀerential equation:
dvmðtÞ
dt
¼ 0:2vmðtÞ þ 0:2vsðtÞ: ð3Þ
5.1. The fuzzy process model
The discrete-time representation of the process modeled in (2), obtained by
diﬀerence approximation to the derivative, is given by
vðt þ T Þ ¼ TcðtÞ m
M  mt
 
 Tg0 RRþ yðtÞ
 
 0:5Tv2ðtÞ qaACd
M  mt
 
þ vðtÞ; ð4Þ
where T is the sampling time.
When the steady-state value, vs, is the required setpoint of the process, the
output, vðtÞ, can be replaced by the setpoint error, eðtÞ ¼ vs  vðtÞ. In our
simulation, due to the use of a reference model, eðtÞ ¼ vmðtÞ  vðtÞ, where
vmðtÞ ¼ ð1 0:2T Þvmðt  T Þ þ 0:2Tvs ð5Þ
is the discrete-time representation of the reference model in (3).
As a result, a functional relationship can be described by a set of fuzzy rules
of the form
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if EðtÞ is LEi and DEðtÞ is LDEi and CðtÞ is LCi
then Eðt þ T Þ is LEj
i.e. given the current values of the error in the velocity of the rocket, the change
in error and the current value of the velocity of the exhaust gases, we can
determine the next error.
The fuzzy domains depicted in Fig. 4 are those of the linguistic variables E,
DE and C, with fuzzy values being represented by means of triangular mem-
bership functions and giving a meaning to the linguistic labels {LN, MN, SN,
Z, SP, MP, LP} for the variables E and DE, and to the linguistic labels {XXS,
XS, S, M, L, XL, XXL} for the variable C (since this last one is always pos-
itive). In order to translate the real values of the physical variables into the
corresponding values over the associated fuzzy domain (normalization) and to
do the inverse operation (denormalization), scaling factors sfE, sfDE and sfC are
used, which will act as divisors in the normalization process and as multipliers
in the denormalization process.
Fig. 4. Fuzzy domains of the variables.
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5.2. Fuzzy control using an a priori fuzzy model
Because the rocket velocity will increase as the velocity of the exhaust gases
increases, a rule base can be constructed a priori based only on logical con-
siderations. Table 1 shows this three-dimensional rule base as a sequence of
two-dimensional tables, and for each of them variable C takes a diﬀerent value.
This rule base can be used as a starting point in the control/identiﬁcation
process, so that the modiﬁcations required in the learning process are applied
over it.
A sampling time T ¼ 0:1 and scaling factors sfE ¼ 40, sfDE ¼ 20 and
sfC ¼ 10000 were chosen, in order to ensure a suitable distribution of the error,
change in error and control action values over their respective normalized
domains. The performance index used is the integral of absolute error (IAE) of
the rocket velocity from the reference model vm. A step change of 250 m is
added to the desired rocket velocity every 30 s, in order to make the control
problem more demanding.
Firstly, we will analyze the results obtained with the non-adaptive scheme,
which can be obtained by excluding the identiﬁcation task from the adaptive
scheme presented in Section 2.1 and making use of the initial model in Table 1.
That is to say, given the current error and change in error and the rule base in
Table 1, the controller will select the control action which predicts a next error
which is closest to zero. The set of possible actions was restricted in order to
avoid excessively large control actions by setting the range of actions heuris-
tically as an interval of the real domain centered on the value of the last action
and with a radius proportional to the current magnitudes of error and change
in error, so that the number of possible actions to consider will increase when
error and change in error are high. The control results can be seen in Fig. 5,
having obtained a rocket response which is quite near the reference model, with
an IAE of 4:0177. This good behavior is due partly to the considerable quality
of the rule base, and partly to the good choice of the scaling factors.
Below, we will analyze the repercussions which the inclusion of the adaptive
scheme described in Section 2.1 has on the previous control problem. In par-
ticular, we will use Graham and Newell’s algorithm which was presented in
Section 2.2. Because of the absence of noise, a weighting factor a of one was
considered. The results are depicted in Fig. 6, with an improvement when
compared to the non-adaptive version, obtaining an I.A.E. of 3.0841. This
leads us to believe that the initial rule base was not good enough throughout
the whole control process. It can be seen that the error values close to zero are
reached faster, and that the error is generally maintained in a narrower band
around zero than in the case of non-adaptive control. Nevertheless, it can also
be seen that there is a larger oscillation in the control, possibly due to changes
having been caused in the rule base during the identiﬁcation process. The
majority of these changes occur with values of DE equal to Z, since the band
122 P. Carmona et al. / Internat. J. Approx. Reason. 30 (2002) 107–129
Table 1
An a priori fuzzy rule base
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Fig. 5. Fuzzy model-based non-adaptive control.
124 P. Carmona et al. / Internat. J. Approx. Reason. 30 (2002) 107–129
Fig. 6. Fuzzy model-based adaptive control.
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where the change in error moves is quite narrow. It must also be highlighted
that the use of an adaptive scheme reduces the eﬀect that the good or bad
choice of the initial rule base of the scaling factors could have on the control
process.
Lastly, let us observe the results given by the contradiction sensitive version
of the fuzzy model-based adaptive control proposed in Section 4.1. In order to
do so, we will apply Graham and Newell’s modiﬁed scheme presented in
Section 4.2 to the example being dealt with. In order to examine the inﬂuence
that the choice of the allowed contradiction threshold has on the control
process, several experiments were carried out with values for l between 0.40
and 0.65 in steps of 0.1. The results are summarized in Fig. 7, where the I.A.E.
obtained from the contradiction non-sensitive version (broken line) is com-
pared with those obtained from several thresholds (solid line). As can be seen,
thresholds between 0.42 and 0.50 provide a clear improvement in the mean
error when compared to the contradiction non-sensitive version, with an I.A.E.
of 2.0058. Thresholds over 0.50 reported the same result as the contradiction
non-sensitive version, due to the fact that none of the identiﬁed rules presented
a degree of contradiction higher than the one allowed. Thresholds below 0.42,
in contrast, excessively restrict the space of possible models. Fig. 8 shows the
behavior of the contradiction sensitive FMBAC with a threshold l ¼ 0:46.
As it was mentioned before, the recursiveness of the attenuation algorithm is
often unnecessary. In fact, the results shown in Fig. 7 are the same in the
Fig. 7. I.A.E.’s for contradiction sensitive (solid line) and non-sensitive (broken line) FMBAC.
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Fig. 8. Contradiction sensitive fuzzy model-based adaptive control.
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non-recursive version of the algorithm for thresholds between 0.42 and 0.65.
The results are even better for thresholds under 0.42 due to the diminishing in
the number of changes in the rule base when low thresholds are used in the
non-recursive version.
6. Conclusions
In this paper, we have proposed that the attenuation of the high degrees of
contradiction between rules in the knowledge base be considered as an addi-
tional searching heuristic criterion during the learning stage in the FMBAC
framework. It is therefore possible to eliminate the existing conﬂicts between
rules without having to wait for these rules to reveal their inconsistencies
during the control process. Theoretically therefore, there will not only be a
reduction in the number of identiﬁcation/control iterations required to reach
the desired conﬁguration, but also in the errors made when the controller
operates on the system during the learning process.
A solution is presented to determine the degree of contradiction between the
rules of the knowledge base. In order to do so, the classical deﬁnition of
contradictory rules (identical antecedents and opposite consequents) is ex-
tended by taking into account the degree of similarity between antecedents and
the degree of dissimilarity between consequents. In this way, a gradual hint is
incorporated into the deﬁnition, bringing it closer to the imprecise character of
fuzzy controllers.
The attenuation process proposed here is applied after every identiﬁcation
step which leads to a change or addition in the rules. The algorithm must take
into account the degree of evidence of the rules to be attenuated, in order to
enable the existence of certain degrees of inconsistency when required by the
system to be modeled. Although a recursive algorithm has been initially de-
signed in order to clarify the philosophy of the attenuation process, it has been
noticed that the non-recursive version usually oﬀers equivalent results and
decreases the computational cost of the algorithm.
Finally, the proposed method has been applied on an example with features
that make it ideal to be solved by means of adaptive schemes. The results reﬂect
a clear improvement when the proposed consistency analysis is added to these
schemes.
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