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ABSTRACT. We introduce the notion of Fermi flow for hypersurfaces in Riemannian
manifolds. It turns out that this is a powerful tool to study the geometry of distance
surfaces about a given initial hypersurface. Some of the results in this paper are
known in one form or another, however the aim is to demonstrate how they can all
be derived by the same method and proved in a very simple manner. In addition
we obtain some new results and results that are stronger than those stated in the
literature.
1. Introduction and preliminary results
Let Nn+1 be a Riemannian manifold and Mn be an orientable manifold (possibly
with boundary) that is smoothly immersed by a local diffeomorphism F into Nn+1 .
Further assume that ν is a normal vector field on M0 := F (M
n) . Then we say that
Mn evolves under the Fermi flow if there exists a smooth family of local diffeomorphisms
Ft : M
n →Mt := Ft(Mn) ⊂ Nn+1 such that
(1)
d
dt
Ft(x) = ν(x, t) , F0 = F .
If Mn is compact, then a smooth solution of this nonlinear first order PDE exists at least
on some short time interval. Indeed the solutions of (1) are simply given by the foliation
arising from Fermi coordinates about M0 since the surfaces are moving by constant speed
in their normal direction (see section 2 for details).
Remark: A more familiar expression for Fermi coordinates in codimension 1 is Gaussian
normal coordinates. But the notation “Gaussian flow” would be rather confusing, since
this could be mistaken for the flow defined by the Gaussian curvature on M .
If F˜ : M˜n → Nn+1 is another immersion such that F˜ (y) = F (x), ν˜(y) = ν(x) for a
fixed pair (y, x) ∈ M˜n ×Mn then F˜t(y) = Ft(x) as long as a smooth solution of (1)
1 Supported by a Feodor Lynen Fellowship of the Alexander von Humboldt Foundation
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exists. Roughly speaking, this means that the solutions of (1) depend only on the exterior
geometry. In a more general setting, in [S], evolution equations have been derived for
various curvature flows given by speed functions −f . Here we have f = −1 . Usually
one allows f to depend on the second fundamental form of Mt . Here it does not, so
“curvature” function is somewhat misleading. However, this flow measures the effect of
exterior curvature on the motion of hypersurfaces. In the forthcoming we will assume that
Mn is compact and we also set r = t , since
Mt = {y ∈ N |y can be joined with M0 by a geodesic of length t with initial speed ν}
as long as a smooth solution of (1) exists.
Let g¯αβ be the metric on N , σij , τij be the pullbacks of the metric and second
fundamental form on Mr (e.g. σij = g¯αβ
∂Fα
∂xi
∂Fβ
∂xj
). Latin indices range from 1 to
n , greek from 0 to n and we will always sum over repeated indices. In particular
to avoid confusion let us denote the initial pullbacks of the induced metric and second
fundamental form on M0 with ρij , λij resp. Upper indices are always meant (if not
otherwise mentioned) with respect to the metric σij , e.g. τ
i
k = σ
ijτjk where as usual
upper indices for metrics denote the inverse.
For 1 ≤ k we define
Ak := τ
i1
i2
· · · τ ik−2ik−1τ
ik−1
ik
τ iki1
Then the calculations in [S] immediatly imply the following evolution equations
Lemma 1.1 :
(a) d
dr
σij = 2τij
(b) d
dr
dµ = τdµ
(c) d
dr
ν = 0
(d) d
dr
τij = τ
k
i τkj −R0i0j
(e) d
dr
τ ij = −τ ilτ lj −R
i
0 0j
(f) d
dr
Ak = −kAk+1 − kτ i1i2 · · · τ
ik−1
ik
R
i1
0 0ik
τ is the mean curvature, dµ the volume form on Mr and R is the Riemann curvature
tensor on N .
In the following let r0 denote the maximal distance (time) for which a smooth solution
of (1) exists. We will abbreviate derivatives with respect to r with a prime. Now for any
fixed x let ηij(x, r) be the solution of the pointwise second order ODE
ηij´´ +R0j0kη
klρli = 0
2
ηij(0) = ρij ; ηij´ (0) = λij .
Here ηkl denotes the inverse of ηij . Note that there exists a unique, invertible solution
up to some distance since ηij(0) is invertible. Then we have
Theorem 1.2 :
(a) σij = ρ
klηkiηlj ; σ
mn = ηmsηntρst
(b) τij = ρ
klηki´ ηlj = ρ
klηkiηlj´
(c) dµt = det(ρ
ikηkj)dµ0 .
Proof: σij and aij := ρ
klηkiηlj both satisfy the pointwise second order ODE
yij´´ =
1
2
yik´ y
klylj´ − 2R0i0j
yij(0) = ρij ; yij´ (0) = 2λij .
From the theory of ODE it follows therefore that σij = aij . For (b) we first look
at the tensor ρkl(ηki´ ηlj − ηkiηlj´ ) and by differentiating this we see that it vanishes
identically. Thus ρklηki´ ηlj is symmetric in i and j , then (b) is obtained by
differentiation of σij . (c) is a direct consequence of (a), since locally
dµt =
√
det(σij)dx =
√
det(ρikηkj)2 det(ρij)dx = det(ρ
ikηkj)dµ0 ,
where the last equality is true since ηij is invertible and therefore positive definite
( ηij(0) is positive definite). Furthermore det(ρ
ikηkj) does not depend on the choice
of a coordinate system.
For a constant κ define the function
sκ :=


1√
κ
sin(
√
κr) κ > 0 ;
r κ = 0 ;
1√−κ sinh(
√−κr) κ < 0 .
Let symk be the k-th elementary symmetric function, i.e. for all a1, . . . an ∈ IR
symk(a1, . . . , an) :=
∑
1≤i1<···<ik≤n
ai1 · · ·aik , 0 ≤ k ≤ n
and set
Sk := symk(λ1, . . . , λn) ,
where λ1, . . . , λn are the principal curvatures on M0 .
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Corollary 1.3 (Steiner formula) :
If the sectional curvature κ is constant and if we denote the area of Mr by
|Mr| , then
ηij = sκ´ ρij + sκλij
|Mr| =
n∑
l=0
sκ´
ls n−lκ
∫
Mn
Sn−l(0)dµ0 .
Proof: That ηij satisfies the above equation follows from the fact that it satisfies the ap-
propriate evolution equation. The area formula is then a consequence of Theorem 1.2
(c).
Remark: For an excellent book on Weyl’s tube formula and Steiner type formulas see [G].
Proposition 1.4 :
(a) Assume that R0i0j ≤ µ(r)σij , λij ≥ blρij and that fµ is any function with
fµ´´ + µfµ ≤ 0 , fµ(0) = 1 and fµ´ (0) ≤ bl . Then
τij ≥ fµ´
fµ
σij ,
as long as fµ > 0 .
(b) Assume that R0i0j ≥ ν(r)σij , λij ≤ buρij and that fν is any function with
fν´´ + νfν ≥ 0 , fν(0) = 1 and fν´ (0) ≥ bu . Then
τij ≤ fν´
fν
σij ,
as long as fν > 0 .
Proof: We prove only part (a) since the proofs for (a) and (b) are almost the same. Assume
that for positive ǫ, fǫ is the solution of the Jacobi equation
fǫ´´ = −(µ+ ǫ)fǫ , fǫ(0) = 1 , fǫ´ (0) = bl − ǫ ,
and let cǫ :=
fǫ´
fǫ
. Define the symmetric tensor Mij := τij−cǫσij . Assume that r0 is
the first distance where a zero eigenvector v of Mij at one point x ∈M occurs and
let us assume that at this point we have chosen normal coordinates with respect to
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σij such that Mij (and therefore also τij ) becomes diagonal and we can also assume
(after a rotation of the coordinate frame) that at this point vi = δi1 . Now since r0
is the first distance where Mijv
ivj vanishes we must have d
dr |r0Mijv
ivj ≤ 0 . But
on the other hand we calculate from Lemma 1.1 that
d
dr |r0
Mijv
ivj = (τilσ
lmτmj −R0i0j − 2cǫτij − cǫ´ σij)vivj
= τ211 −R0101 − 2cǫτ11 − cǫ´
= −(cǫ´ + c2ǫ +R0101) > −(cǫ´ + c2ǫ + µ+ ǫ) = 0 .
This contradiction proves that τij >
fǫ´
fǫ
σij as long as fǫ > 0 . Since the solution of
the above Jacobi equation depends continously on ǫ we have
τij ≥ f0´
f0
σij ,
as long as f0 > 0 , where
f0´´ = −µf0 , f0(0) = 1 , f0´ (0) = bl .
Now let τµ := max{r ∈ (0, R)|fµ(r) > 0} , τ0 := max{r ∈ (0, R)|f0(r) > 0} . Define
the function h := fµf0´ −fµ´f0 . Then we have h(0) ≥ 0 and h´ = f0´´ fµ−f0fµ´´ ≥ 0
for r ∈ min{τ0, τµ} . Thus
(
f0
fµ
)
´ = h
f2µ
≥ 0 on [0,min{τ0, τµ}) . But since
f0
fµ
(0) = 1 , this implies that f0 ≥ fµ on [0,min{τ0, τµ}) and thus τ0 ≥ τµ . So
h(r) ≥ 0 for r ∈ [0, τµ) and consequently also f0´f0 ≥
fµ´
fµ
for r ∈ [0, τµ) . This proves
the proposition.
Corollary 1.5 :
f2ν ρij ≥ σij
as long as fν > 0 and
σij ≥ f2µρij
as long as fµ > 0 .
Proof: We have d
dr
( 1
f2µ
σij − ρij) = 2f2µ (τij −
fµ´
fµ
σij) ≥ 0 and ddr ( 1f2ν σij − ρij) ≤ 0 .
Corollary 1.6 (Rauch comparison theorem) :
Let N1, N2 be two Riemannian manifolds with sectional curvatures κ1, κ2
and let c1, c2 be two geodesics parametrized by arclength and assume that along
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these geodesics the inequality κ1 ≥ κ2 holds. Assume J1, J2 are two Jacobi
fields along these geodesics such that 〈Ji(0), ci´ (0)〉 = 〈Ji´ (0), ci´ (0)〉 = 0 and
|J1(0)| = |J2(0)|, |J1´ (0)| = |J2´ (0)| . Then as long as there are no conjugate
points on c1 we have the estimate
|J1(r)| ≤ |J2(r)| .
Proof: First assume that wi := Ji(0) 6= 0 . Let Mi be a small hypersurface, normal to
the geodesic ci such that ∇⊤wiνi = vi := Ji´ (0) (it is clear that such surfaces exist).
Furthermore let γi(s) be curves on Mi such that γi(0) = ci(0), γi´ (0) = wi and
define a family of geodesics ci(s, r) := exp|γi(s)rνi(s), where νi(s) is that unit normal
vector field along γi with νi(0) = ci´ (0) . Then we have Ji(r) =
∂
∂s |s=0ci(s, r) . Now
choose κ such that κ1 ≥ κ ≥ κ2 and solve the Fermi flow for both Mi . Using
Corollary 1.5 we see that |J1(r)|2 ≤ f2κ |J1(0)|2 = f2κ |J2(0)|2 ≤ |J2(r)|2 as long as
both solutions exist. That shows that no conjugate point on c2 can occur before one
occurs on c1 . If we now choose the initial hypersurfaces smaller and smaller, we see
that the maximal time for which both solution exist tends to the maximal time for
which there are no conjugate points on c1 .
In the case where wi = 0 we set w˜i := ǫzi for some arbitrary fixed unit vectors zi
and let ǫ tend to zero. This gives the result since the solution of the Jacobi equation
depends continously on initial data.
The evolution equations for the mean curvature and the volume form immediately imply
an estimate for the volume of a geodesic ball, if the Ricci curvature is bounded below. This
well known result is due to Heintze and Karcher (see for example [GHL]). Unfortunately,
almost no results are known when the Ricci curvature is bounded above. We are able to
prove such a result under an additional assumption on the curvature tensor.
Definition 1.7 :
We say that the sectional curvature σ is ǫ−Ricci pinched, if for any vector X
and any two-plane X ∧ Y the estimate |σ(X ∧ Y ) − 1
n
Ric(X,X)| ≤ ǫ holds,
where the dimension of N is n+ 1 .
We are now going to show, that the ǫ−Ricci pinching is strongly related to the umbilicness
of a convex surface.
Proposition 1.8 :
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Assume σ is ǫ−Ricci pinched and M0 is the immersion of a convex hypersur-
face such that |τij − τnσij | ≤ cσij . Then as long as Mr stays convex, we have
the estimate
|τij − τ
n
σij | ≤ (c+ ǫr)σij .
Proof: Define the tensor
Mij := τij − τ
n
σij + (c+ ǫ˜r)σij
and
Nij := τij − τ
n
σij − (c+ ǫ˜r)σij ,
where ǫ˜ > ǫ As in the proof of Proposition 1.4 we look at the first time where a zero
eigenvector of Mij or Nij occurs. With the conventions as above assume that v
is a zero eigenvector of Nij (the case Mij will be analogous). Then we have
d
dr |r0
Nijv
ivj = (τilσ
lmτmj−R0i0j−2( τ
n
+c+ǫ˜r)τij+
1
n
(|τij|2+Ric(ν, ν))σij−ǫ˜σij)vivj
= −τ211 +
1
n
|τij |2 −R0101 + 1
n
Ric(ν, ν)− ǫ˜
If Mr is still convex, we have |τij |2 ≤ nτ211 and therefore using the ǫ−Ricci
umbilicness
d
dr |r0
Nijv
ivj ≤ ǫ− ǫ˜ < 0
which is a contradiction. For ǫ˜→ ǫ we get the desired result.
Proposition 1.9 :
Let N be ǫ−Ricci pinched with Ric ≤ d . Let m := d
n
− ǫ and define
R0 :=
π
2
√
d
n
+ǫ
, if d
n
+ ǫ > 0 and otherwise set R0 :=∞ . Then any geodesic
sphere of radius smaller than R0 is convex, and if we assume that Sr1 , Sr2
are two geodesic spheres with 0 < r1 < r2 < R0 such that on Sr1 τ > τ−
and |τij − τnσij | ≤ cσij , then we can estimate the enclosed volume between these
spheres, as long as the function u(r) := ( τ−
n
+ c)sm(r) + sm´ (r) is positive, by
V (r1, r2) ≥ |Sr1 |
∫ r2−r1
0
un(r)e−ncr−
nǫ
2
r2dr .
Proof: The assumptions on the curvature imply that the sectional curvature is bounded
between d
n
− ǫ < κ < d
n
+ ǫ . Using Proposition 1.4 with µ = d
n
+ ǫ one easily
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checks that any geodesic sphere of radius smaller than R0 is convex since all principal
curvatures tend to infinity as the radius tends to zero, and therefore bl can be chosen
to be arbitrarily large. Now we use Proposition 1.8 and obtain
|τij|2 ≤ n( τ
n
+ c+ ǫr)2 .
Define y := τ
n
+ c+ ǫr . Then we calculate
y´ = − 1
n
(|τij |2 +Ric(ν, ν)) + ǫ ≥ −y2 −m .
Let f be the solution of f´ = −f2 −m , f(0) = τ−
n
+ c , i.e. f = (lnu)´ with u
as above. Then (y − f )´ ≥ −(y + f)(y − f) and consequently y ≥ f as long as
r1 + r < R0 and f is defined, i.e. u is positive. This implies
|Sr1+r |´ =
∫
τdµ ≥ n|Sr1+r|(lnu− cr −
ǫ
2
r2)´ ,
thus
|Sr1+r| ≥ |Sr1 |un(r)e−ncr−n
ǫ
2
r2 .
Integration from 0 to r2 − r1 gives the result.
2. Short- and longtime existence results for the Fermi flow
So far we have not proven that a solution exists for some short time interval. In this section
we prove the existence of a unique solution and also derive estimates for the maximal time
interval on which it is admitted. In particular we show that in some cases we obtain eternal
solutions.
Proposition 2.1 :
Let F0 : M
n → Nn+1 be a smooth immersion of an orientable and compact
manifold and let ν be one of the unit normal vector fields on M . Then there
exists an ǫ > 0, a unique family of smooth submanifolds Mr and a smooth family
of local diffeomorphisms Fr : M
n → Nn+1 such that
dFr
dr
= ν , Mr = Fr(M
n) ∀ r ∈ [0, ǫ)
Proof: Let cx(r) := exp|F0(x)rν(F0(x)) and define Fr(x) := cx(r) . This is well defined
since Mn is compact and therefore the geodesic equation can be solved uniformly
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for all x ∈ Mn on some short time interval [0, ǫ) . Moreover, Fr is smooth since
the solution of the geodesic equation depends smoothly on the initial conditions. If
we assume ǫ to be so small that the exponential map at each point on the initial
hypersurface is injective, then Fr becomes a local diffeomorphism. From the Gauss
lemma it follows that dFr
dr
= dcx
dr
is a unit normal to the hypersurfaces defined by
Fr . This proves existence. Uniqueness follows from Lemma 1.1(c) and the fact that
the solution of the geodesic equation is unique.
Remark: We have just proved that it is possible to reduce the nonlinear system of first
order PDE’s that is defined through (1) to an n-parameter family of nonlinear systems of
second order ODE’s modeled over Mn .
Definition 2.2 :
Let M be an embedded, orientable hypersurface with unit normal vector field
ν and let Γ be the set of all geodesics γ parametrized by arclength with
γ(0) ∈M, γ´ (0) = ν . The self distance dν of M with respect to ν is defined
as
dν := sup{ρ|Γ|(0,ρ) ∩M = ∅} .
Lemma 2.3 :
Assume that M0 is the embedding of a closed, orientable hypersurface in a
Riemannian manifold N such that N is connected and N−M0 is disconnected
and consists of two components A and B and let dν be the self distance of
M0 with respect to the normal vector field that points in direction of A . Then
dν
2 is the first time where Mt fails to be an embedding (provided the flow exists
this far) and for all t ≤ dν
2
and all p ∈Mt we have d(p,M0) = t .
Proof: Let us first remark that since M0 is compact and smooth, it is clear that there exists
an ǫ > 0 such that d(p,M0) = t for all t ≤ ǫ and all p ∈Mt .
Now let T be the first time where this property fails to be true, i.e. the first
time such that there exists at least one point p ∈ MT and two distance-minimizing
geodesics γ1, γ2 between MT and M0 , parametrized by arclength with γi(0) = p
and γi(T ) ∈ M0 . These geodesics are both normal to both surfaces and moreover
γi´ (T ) = −ν(γi(T )) . This follows from the above remark and the fact the N −M0
is disconnected; therefore,
d(p,M0) = inf{l(γ)|γ ⊂ N connects p with M0}
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= inf{l(γ)|γ ⊂ A connects p with M0} .
Thus γ1∪γ2 is a smooth geodesic arc connecting M0 with itself. Therefore dν ≤ 2T .
Since both geodesics γi satisfy γi´ (T ) = −ν(γi(T )), γi(0) = p , this also shows that
MT touches itself and cannot be more than immersed. On the other hand if T˜ < T
were the first time where M
T˜
becomes immersed, then M
T˜
would touch itself at
some point p ∈M
T˜
, and from the definition of T we would obtain a contradiction.
Proposition 2.4 :
Let Nn+1 be geodesically complete and connected and let F0 : M
n → Nn+1
be a smooth embedding of an orientable closed manifold such that Nn+1 −Mn
is disconnected and consists of two components A and B . Assume that ν is
a unit normal vector field on M0 that points in direction of A , that dν is
the self distance of M0 , and that at any point y ∈ A the sectional curvature
σ(y) is bounded above or below by functions µ(d(y)) =
cµ
(1+aµd(y))2
, or ν(d(y)) =
cν
(1+aνd(y))2
respectively, where aµ, aν > 0 , cµ, cν are fixed constants and d(y)
is the distance to M0 . Further, let bl, bu be bounds for the second fundamental
form on M0 , i.e. buρij ≥ λij ≥ blρij , and let mi := 4cia2
i
− 1 for i = µ, ν
Then we have, with |a, b| := min{a, b} ,
(a) mµ ≤ 0 and 2aµ bl − 1 ≥ −
√−mµ ⇒ r0 = |dν2 ,∞|
(b) mµ = 0 and
2
aµ
bl − 1 < −√−mµ ⇒ r0 ≥ |dν2 , 1aµ (e
2aµ
aµ−2bl − 1)|
(c) mµ < 0 and
2
aµ
bl − 1 < −√−mµ ⇒ r0 ≥ |dν2 , 1aµ (
√
−mµ
√
aµ−2bl+aµ
√
−mµ
aµ−2bl−aµ
√
−mµ
− 1)|
(d) mµ > 0 and
2
aµ
bl − 1 = 0⇒ r0 ≥ |dν2 , 1aµ (e
π√
mµ − 1)|
(e) mµ > 0 and
2
aµ
bl − 1 < 0⇒ r0 ≥ |dν2 , 1aµ (e
2√
mµ
arctan
aµ
√
mµ
aµ−2bl − 1)|
(f) mµ > 0 and
2
aµ
bl − 1 > 0⇒ r0 ≥ |dν2 , 1aµ (e
2√
mµ
(π+arctan
aµ
√
mµ
aµ−2bl
) − 1)|
(g) mν = 0 and
2
aν
bu − 1 < −√−mν ⇒ r0 ≤ 1aν (e
2aν
aν−2bu − 1)
(h) mν < 0 and
2
aν
bu − 1 < −√−mν ⇒ r0 ≤ 1aν (
√
−mν
√
aν−2bu+aν
√−mν
aν−2bu−aν
√−mν − 1)
(i) mν > 0 and
2
aν
bu − 1 = 0⇒ r0 ≤ 1aν (e
π√
mν − 1)
(j) mν > 0 and
2
aν
bu − 1 < 0⇒ r0 ≤ 1aν (e
2√
mν
arctan
aν
√
mν
aν−2bu − 1)
(k) mν > 0 and
2
aν
bu − 1 > 0⇒ r0 ≤ 1aν (e
2√
mν
(π+arctan
aν
√
mν
aν−2bu
) − 1) .
Proof: First we obtain from lemma 2.3 that d(Fr(x)) = r, ∀ x ∈ Mn , as long as r ≤ dν2 .
Now we can use Proposition 1.4 with µ(r) =
cµ
(1+aµr)2
, or ν(r) = cν(1+aνr)2 resp. Since
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N is geodesically complete, the maps Fr(x) := exp|F0(x)rν(Fr(x)) are welldefined,
and as in the proof of proposition 2.1 it follows that this is a smooth family of maps
and a family of diffeomorphisms provided r is small enough. So the only thing that
can go wrong is that σij could degenerate, i.e. the eigenvalues of σij could tend
to infinity or zero. Using Proposition 1.4 and the fact that the solution of the Jacobi
equation f´´ + c
(1+ar)2
f = 0 , f(0) = 1, f´ (0) = b is explicitly given by
f(r) =
√
1 + ar
(
(
2
a
b− 1)sm ln
√
1 + ar + sm´ ln
√
1 + ar
)
,
with m := 4c
a2
− 1 , we see that no eigenvalue of the metric can tend to infinity in
finite time. So an estimate for the distance, where fµ, fν become zero for the first
time, gives lower and upper bounds for r0 . One easily checks that these estimates
are given by those stated in the proposition.
Proposition 2.5 :
Under the assumption of Proposition 2.4 assume that a lower bound for the sec-
tional curvature is now given by ν(r) = c
(1+ar)2−ǫ
, where a, c, ǫ > 0 . Then
there exists no eternal solution, i.e. r0 <∞ .
Proof: Assume that r0 = ∞ and choose R0 so that 4c(1 + aR0)ǫ > a2 . Then we define
c˜ := c(1 + aR0)
ǫ and conclude that for all r ≥ R0
ν(r) =
c
(1 + ar)2
(1 + ar)ǫ ≥ c˜
(1 + ar)2
.
Using Proposition 2.4 we see that since m˜ν > 0 , a further extension of the flow can
only be made for some finite time, contradicting to r0 =∞ .
Remark: Proposition 2.5 means that a manifold cannot admit an asymptotically flat end
if the curvature does not decay fast enough. One could also try to give estimates for
r0 in the case, where the functions µ, ν are given by
c
(1+ar)α
with some constant
α . However, it turns out that the corresponding Jacobi equation admits a much more
complicated solution (see [K], 2 · 14). By Proposition 1.4 it would be enough to give
estimates for sub- or supersolutions of the Jacobi equation.
Let us finally prove a statement concerning the gradient growth of the second fundamental
form
Proposition 2.6 :
11
Assume that
fµ´
fµ
> 0 on [0,R) and that there exist positive constants c1, c2
such that |∇kR0i0j |2 ≤ c1
( fµ´
fµ
)2
and |〈τkp, R0jpi〉|2 ≤ c2
( fµ´
fµ
)2
. Then for any
ǫ > 0 there exist constants a1, a2 such that for all r ∈ [0, R)
|∇kτij |2 ≤ a1f5ǫ−6µ + a2 ,
with a1 and a2 given by
a2 =
c1 + 4c2
ǫ(6− 5ǫ) , a1 = minr=0 |∇kτij |
2 − a2 .
Proof: First we calculate
d
dr
∇kτij = ∇k(τiuσuvτvj −R0i0j)− τpjσpq(∇kτqi +∇iτqk −∇qτki)
−τpiσpq(∇kτqj +∇jτqk −∇qτkj)
= −∇kR0i0j − τkpσpqRqi0j − τkpσpqR0iqj
−σpq(τpj∇iτqk − τpj∇qτki + τpi∇jτqk − τpi∇qτkj)
= −∇kR0i0j − σpq(τkpR0jqi + τkpR0iqj + τpjR0kqi + τpiR0kqj)
where we have used the Codazzi equations ∇iτkq − ∇qτki = R0kqi (Note that
d
dr
∇kτij = 0 in the case where N is a space form), and then
d
dr
|∇kτij |2 = −2σksσltσinσjmτst∇kτij∇lτnm − 4σklσisσntσjmτst∇kτij∇lτnm
+2σklσinσjm∇lτmn d
dr
∇kτij
= −2σksσltσinσjmτst∇kτij∇lτnm − 4σklσisσntσjmτst∇kτij∇lτnm
−2(∇kR0i0j + 2τkpσpqR0jqi + 2τpjσpqR0kqi)σklσinσjm∇lτmn .
Using Schwartz’s inequality we obtain, for any positive η ,
d
dr
|∇kτij |2 ≤ −2σksσltσinσjmτst∇kτij∇lτnm − 4σklσisσntσjmτst∇kτij∇lτnm
+η−1(|∇kR0i0j|2 + 4|〈τkp, R0jpi〉|2) + 5η|∇kτij |2 .
Now we use Proposition 1.4 (a) and obtain
d
dr
|∇kτij |2 ≤ −6fµ´
fµ
|∇kτij |2 + η−1(|∇kR0i0j |2 + 4|〈τkp, R0jpi〉|2) + 5η|∇kτij|2 ,
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and if we choose η = ǫ
fµ´
fµ
, then we get
d
dr
|∇kτij |2 ≤ (5ǫ− 6)fµ´
fµ
|∇kτij |2 + c1 + 4c2
ǫ
fµ´
fµ
.
Thus we have shown
d
dr
(
ln
(
(|∇kτij|2 − a2)f6−5ǫµ
)) ≤ 0 ,
and consequently the result.
The same calculations prove the following
Proposition 2.7 :
Assume that
fµ´
fµ
< 0 on [0,R) and that there exist positive constants c1, c2
such that |∇kR0i0j |2 ≤ c1
( fµ´
fµ
)2
and |〈τkp, R0jpi〉|2 ≤ c2
( fµ´
fµ
)2
. Then for any
ǫ < 0 there exist constants a1, a2 such that for all r ∈ [0, R)
|∇kτij |2 ≤ a1f5ǫ−6µ + a2 ,
with a1 and a2 given by
a2 =
c1 + 4c2
ǫ(6− 5ǫ) , a1 = minr=0 |∇kτij |
2 − a2 .
.
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