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Abstract
We consider different iterative methods for computing a Hermitian or maximal Hermitian solution of two types rational Riccati
equations arising in stochastic control. The classical Newton procedure and its modification applied to equations are very expensive.
New less expensive iterations for these equations are introduced and some convergence properties of the new iterations are proved.
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1. Introduction
This paper is concerned with the numerical solution of the stochastic rational matrix Riccati equations. The solution
of the stochastic linear quadratic (LQ) control problem leads to the different cases of Riccati equations. It is well
known that when the control weighting matrix R in the cost functional is positive definite and the state weighting
matrix Q is nonnegative, the LQ problem is well-posed and could be solved via the classical algebraic Riccati
equation:
A∗X + X A + Q − XDX = 0,
where D = BR−1B∗ = D∗ ≥ 0. The more general equation
A∗X + X A + Q +Π (X)− XDX = 0,
where Π is a positive linear operator from Hn into itself and iterative methods for finding the maximal Hermitian
solution are considered by Guo in [1]. The notation Hn stands for the real vector space of Hermitian matrices of size
n. For any X, Y ∈ Hn , we write X > Y or X ≥ Y if X − Y is positive definite or X − Y is positive semidefinite. The
spectrum of any complex matrix A will be denoted by σ(A). A matrix A is said to be stable if the all eigenvalues of
A lie in the open left half plane. We denote the Frobenius inner product 〈Z , Y 〉 = trace(ZY ). For a linear operator L
onHn , let ρ(L) = max{|λ| : λ ∈ σ(L)} be the spectral radius and β(L) = max{Re(λ) : λ ∈ σ(L)}.
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A stochastic LQ control problem is indefinite when the cost weighting matrices for the state and the control are
allowed to be indefinite. Indefinite stochastic LQ theory has found interesting applications for solving real finance
problems. A stochastic LQ problem in an infinite time horizon have been studied in [2,3] and a Riccati equation
approach has been used for the investigation. In the stochastic case Freiling and Hochhaus [4] have considered the
stochastic rational Riccati equation
A∗X + X A + Q +Π1(X)− (L + XB +Π12(X))(R +Π2(X))Ď(L + XB +Π12(X))∗ = 0, (1)
where ZĎ is the Moore–Penrose inverse of a matrix Z and A, B, Q, R and L are given matrices of sizes n × n, n ×
m, n × n,m × m and n × m, respectively, such that
T =
(
Q L
L∗ R
)
is Hermitian. We allow that the linear operators Π1(X),Π2(X) and Π12(X) form a positive linear operator Π : Hn →
Hn+m with
Π (X) =
(
Π1(X) Π12(X)
Π12(X)∗ Π2(X)
)
.
So, if X ≥ 0 then Π (X) ≥ 0. In special case Π1(X) = C∗XC,Π12(X) = C∗XD and Π2(X) = D∗XD Eq. (1) is
considered as a generalized Riccati equation in [2]. Other stochastic Riccati equations
A∗X A − X + Q +Π1(X)− (L + A∗XB +Π12(X))
× (R + B∗XB +Π2(X))Ď(L + A∗XB +Π12(X))∗ = 0 (2)
have been analysed in [5].
Let us define
SX = L + XB +Π12(X) and RX = R +Π2(X).
We re-write Eq. (1) in the form
A∗X + X A + Q +Π1(X)− SX RĎX S∗X = 0.
There are two cases. First, we consider Eq. (1) for all Hermitian matrices X for which RX = R+Π2(X) is positive
definite, i.e. RX > 0 and then R−1X exists. Second, we consider the equation for all Hermitian matrices X for which
RX = R + Π2(X) is positive semidefinite, i.e. RX ≥ 0 and then RĎX is the Moore–Penrose inverse matrix. In this
paper, the recurrence equations based on the solution of a Lyapunov equation are proposed for solving (1) in both
cases. The iteration for solving Eq. (2) leads to the need to solve a Stein linear matrix at each step and it is investigated
in [5] when (R + B∗XB +Π2(X)) is positive definite for all Hermitian X .
2. The Riccati equation with RX positive definite
Damm and Hinrichsen [6] have investigated Eq. (1) when RX is positive definite and Newton’s method is applied
for solving the equation in this case. In this paper, a new much less expensive iteration for solving this equation is
introduced and several convergence properties similar to the Newton method are proved.
We start with some definitions and properties of positive and resolvent positive operators.
Definition 2.1. A linear operator L onHn is called positive if L(H) ≥ 0 whenever H ≥ 0. L is called inverse positive
if L−1 exists and is positive. L is called resolvent positive if the operator α I −L is inverse positive for all sufficiently
large α > 0.
Given a complex square matrix A the Lyapunov operator LA is defined by
LA : Hn → Hn, LA = A∗X + X A.
Lyapunov operators play an important role in stability theory. It is well known that LA is inverse negative. We use the
next property of LA.
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Lemma 2.2 ([1]). For any complex matrix A, the linear operator LA : Hn → Hn is resolvent positive. Then adjoint
operator of LA is given by
L∗A(H) = LA∗(H) = AH + H A∗.
We introduce the rational matrix function
R(X) = A∗X + X A + Q +Π1(X)− SX R−1X S∗X (3)
and will study the equation
R(X) = 0 (4)
for existence of a Hermitian solution. We denote domR = {X ∈ Hn and RX > 0}. Note that X ∈ domR implies
Y ∈ domR for all Y ≥ X and that domR is open and convex. Now we consider the mapR(X) : domR→ Hn .
We begin with the Fre´chet derivativeR′(X) of the matrix functionR(X). Since
R′X (H) = limt→0
R(X + t H)−R(X)
t
we have the following lemma
Lemma 2.3 (Proposition 5.2, [6]). For X ∈ domR the derivative of R at X is a resolvent positive operator on Hn
given byR′X = LA+BFX +ΠX .
Thus, we obtain
R′X (H) = (A + BFX )∗H + H(A + BFX )+ΠX (H) (5)
or
R′X (X) = R(X)− TX
where
FX = F(X) = −R−1X S∗X ,
TX =
(
I
FX
)∗
T
(
I
FX
)
, ΠX (H) =
(
I
FX
)∗
Π (H)
(
I
FX
)
.
So, the Fre´chet derivativeR′(X) is a linear mapHn → Hn .
Definition 2.4. A matrix X ∈ domR is called stabilizing for R if eigenvalues of R′X lie in the open left half plane.
We callR stabilizable if there exists a stabilizing matrix X forR.
We define the matrix function
WX (H) =
(
I
−R−1X S∗X
)∗ (
SH R−1H S
∗
H SH
S∗H RH
)(
I
−R−1X S∗X
)
.
It is easy to compute (see [6])
WX (H) = (SH R−1H − SX R−1X )RH (SH R−1H − SX R−1X )∗.
The next property of WX (H) follows by definition. WX (H) ≥ 0 for all Hermitian matrices X, H and WX (X) = 0.
Lemma 2.5. Let Y, Z be Hermitian matrices. Then:
(i) R′Y (H)−R′Z (H) = TZ − TY +WY (H)−WZ (H)
(ii)
R(Y ) = R′Z (Y )+ TZ −WZ (Y )
= (A + BFZ )∗Y + Y (A + BFZ )−WZ (Y )+ TZ +ΠZ (Y )
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(iii)
R(Z)−R(Y ) = R′Z (Z − Y )+WZ (Y ) ≥ R(Y )
R(Z)−R(Y ) = (A + BFZ )∗(Z − Y )+ (Z − Y )(A + BFZ )+WZ (Y )+ΠZ (Z − Y ).
Proof. These properties follow immediately from Proposition 5.5 in [6]. 
A solution XL of (4) is called maximal if XL ≥ X for any solution X . Newton’s method can be applied to the
rational matrix equation R(X) = 0 under the conditions that R(X) is stabilizable and that the inequality R(X) ≥ 0
is solvable. Under these conditions, Damm and Hinrichsen [6] have proved the convergence of the Newton method if
the method starts at any stabilizing initial point X0. The standard Newton algorithm is
Xk+1 = Xk −
(R′Xk )−1R(Xk), (6)
which is equivalent to
(A + BFXk )∗Xk+1 + Xk+1(A + BFXk )+ΠXk (Xk+1)+ TXk = 0, (7)
where R′Xk is defined by (5) and FXk = −R−1Xk S∗Xk . On the k-th iteration step the matrix Xk+1 is a solution to the
linear matrix equation (7).
Convergence properties of iteration (6) for the equation R(X) = 0 are studied by Damm and Hinrichsen [6]. The
following theorems are proved by them.
Theorem 2.6 (Theorem 6.1 [6]). Assume that there exist a solution Xˆ ∈ domR toR(X) ≥ 0 and a stabilizing matrix
X0. Then the iteration scheme (6) defines a sequence {Xk} in domR with the following properties:
(i) ∀k = 1, 2, . . . : Xk ≥ Xk+1 ≥ Xˆ and R(Xk) ≤ 0.
(ii) ∀k = 0, 1, 2, . . . : R′Xk is stable.
(iii) {Xk} converges to a limit matrix X∞ ∈ domR that satisfiesR(X∞) = 0.
(iv) X∞ is the greatest solution of R(X∞) ≥ 0 and the eigenvalues of R′X∞ lie in the closed left half plane.
Theorem 2.7 (Theorem 7.2 [6]). The following are equivalent:
(i) R is stabilizable and ∃Xˆ ∈ domR : R(Xˆ) > 0;
(ii) There exists a stabilizing solution of the equationR(X) = 0.
Moreover, a stabilizing solution of the equation R(X) = 0 is necessarily the greatest solution of the inequality
R(X) ≥ 0 and is thus unique; it coincides with X∞ as given by Theorem 2.6.
Let us to consider a new iterative method, introduced by the iteration:
(A + BFXs )∗Xs+1 + Xs+1(A + BFXs )+ TXs +ΠXs (Xs) = 0. (8)
Iteration (8) results from using iteration (7) with the term ΠXs (Xs) instead of ΠXs (Xs+1). We will study this new
iteration. In order to use iteration (8) it is necessary to solve a Lyapunov matrix equation. We need the following
known properties of a Lyapunov equation (see [7]).
Lemma 2.8. Let A,C be n × n complex matrices with A stable and C Hermitian. Then the Lyapunov equation
A∗X + X A = C has a unique solution for which:
(i) If C ≤ 0, then X ≥ 0.
(ii) If C < 0 and X > 0, then A is stable.
Lemma 2.9. Suppose C ≤ 0 and A∗X + X A = C has a solution X ≥ 0. If C < 0, then A has all eigenvalues in the
open left half plane and we have X > 0.
We prove the following theorem:
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Theorem 2.10. Assume there exist Hermitian matrices Xˆ and X0 such that R(Xˆ) ≥ 0 and X0 > Xˆ ,R(X0) < 0 and
A + BFX0 is stable where FX0 = −R−1X0 S∗X0 . Then for the matrix sequence {Xs} defined by (8) are satisfied
(i) Xs > Xs+1, Xs > Xˆ ,R(Xs) < 0, s = 0, 1, 2, . . .;
(ii) A + BFXs is stable for s = 0, 1, 2, . . .;
(iii) lims→∞ Xs = X˜ is a solution of R(X) = 0 with X˜ > Xˆ . Moreover, if X0 > X for all solutions X of R(X) = 0,
then X˜ is the maximal solution;
(iv) the eigenvalues of A + BFX˜ lie in the closed left half plane. In addition, if R(Xˆ) > 0, then all eigenvalues of
A + BFX˜ lie in the open left half plane.
Proof. We begin with comments on iteration (8). Applying Lemma 2.5(ii) with Y = Z = Xs we have
(A + BFXs )∗Xs + Xs(A + BFXs )+ TXs +ΠXs (Xs)−R(Xs) = 0. (9)
Combining the last equality and iteration (8), we have:
(A + BFXs )∗(Xs − Xs+1)+ (Xs − Xs+1)(A + BFXs )−R(Xs) = 0. (10)
Next, from property Lemma 2.5(ii) with Y = Xˆ and Z = Xs we have
R(Xˆ) = (A + BFXs )∗ Xˆ + Xˆ(A + BFXs )−WXs (Xˆ)+ TXs +ΠXs (Xˆ). (11)
Combining the last equation and iteration (8), we have:
(A + BFXs )∗(Xs+1 − Xˆ)+ (Xs+1 − Xˆ)(A + BFXs )+WXs (Xˆ)+ΠXs (Xs − Xˆ)+R(Xˆ) = 0. (12)
Using iteration (8) we construct three matrix sequences
X0 > X1 > X2 > · · · > Xs > Xˆ
FX0 , FX1 , . . . , FXs = −R−1Xs S∗Xs
and
A + BFX0 , A + BFX1 , . . . , A + BFXs .
We prove by induction the following for s = 0, 1, 2, 3 . . .
(A) R(Xs) < 0 and A + BFXs is stable
(B) Xs > Xs+1
(C) Xs+1 > Xˆ .
For s = 0 we already have X0 > Xˆ ,R(X0) < 0 and A+ BFX0 is stable. For s = 0 recurrence equation (10) gives:
(A + BFX0)∗(X0 − X1)+ (X0 − X1)(A + BFX0)−R(X0) = 0.
Since A+ BFX0 is stable and (−R(X0)) > 0, there exists a unique positive definite solution X0 − X1, i.e. X0 > X1.
Consider Eq. (12) in the case s = 0. Since WX0(Xˆ) ≥ 0,ΠX0(X0 − Xˆ) > 0 andR(Xˆ) ≥ 0, we have that the solution
X1 − Xˆ of (12) is positive definite, i.e. X1 − Xˆ > 0. Hence, the statements (A)–(C) are true for s = 0.
Assume that R(Xk−1) < 0, A + BFk−1 is stable and Xk−1 > Xk > Xˆ . First we will prove R(Xk) < 0 and
A+ BFXk is stable. Second we will compute Xk+1 as a unique Hermitian solution of (8) and FXk = −R−1Xk S∗Xk . Third
we will prove that Xk > Xk+1 > X˜ .
By Lemma 2.5(ii) for Y = Xk and Z = Xk−1 we have
R(Xk) = (A + BFXk−1)∗Xk + Xk(A + BFXk−1)−WXk−1(Xk)+ TXk−1 +ΠXk−1(Xk).
According to formula (8) for computing Xk we have
(A + BFXk−1)∗Xk + Xk(A + BFXk−1)+ TXk−1 +ΠXk−1(Xk−1) = 0.
Thus
R(Xk) = −ΠXk−1(Xk−1 − Xk)−WXk−1(Xk) < 0.
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Next, we subtract (11) from (9) with s = k and obtain:
(A + BFXk )∗(Xk − Xˆ)+ (Xk − Xˆ)(A + BFXk )+ Vk = 0
where
Vk = ΠXk (Xk − Xˆ)+WXk (Xˆ)−R(Xk)+R(Xˆ) > 0.
Since Xk − Xˆ is positive definite then A + BFXk is stable.
We compute Xk+1 as a unique Hermitian solution of the equation
(A + BFXk )∗Xk+1 + Xk+1(A + BFXk )+ TXk +ΠXk (Xk) = 0.
We will prove Xk+1 > Xˆ .
Consider Eq. (12) with s = k. Since WXk (Xˆ) ≥ 0,ΠXk (Xk − Xˆ) > 0 and R(Xˆ) ≥ 0, we have that the solution
Xk+1 − Xˆ of (12) is positive definite. So, Xk+1 > Xˆ .
For proving Xk > Xk+1 we consider (10) for s = k. From positive definiteness of (−R(Xk)) we conclude that
Xk − Xk+1 is a positive definite solution, which means Xk − Xk+1 > 0. Hence, the induction process is complete.
Thus the sequence {Xs} is monotonically decreasing and bounded below by Xˆ . We denote lims→∞ Xs = X˜ . Thus
X˜ ≥ Xˆ . By taking limits in (8) it follows that X˜ is a solution ofR(X) = 0. In addition, if X0 > X for all solutions X
ofR(X) = 0, then X˜ ≥ X and X˜ is the maximal solution.
Since A + BFXs is stable for each s = 0, 1, 2 . . . , we have that the eigenvalues of A + BFX˜ lie in the closed left
half plane. Now assumeR(Xˆ) > 0. Passing to the limit in (12) when s →∞ we obtain
(A + BFX˜ )∗(X˜ − Xˆ)+ (X˜ − Xˆ)(A + BFX˜ )+WX˜ (Xˆ)+ΠX˜ (X˜ − Xˆ)+R(Xˆ) = 0.
We know X˜ − Xˆ ≥ 0. Since WX˜ (Xˆ)+ΠX˜ (X˜ − Xˆ)+R(Xˆ) > 0 according to Lemma 2.9 we have that A+ BFX˜ has
eigenvalues in the open left half plane.
The theorem is proved. 
To study the convergence properties of the new iteration (8) we need some known results from [6].
Theorem 2.11 (Corollary 3.8, [6]). Let L : Hn → Hn be resolvent positive and Π : Hn → Hn be positive. Then
L+Π is also resolvent positive. Moreover, the following are equivalent.
1. L+Π is stable;
2. −(L+Π ) is inverse positive;
3. L is stable and ρ(L−1Π ) < 1.
Theorem 2.12 (Theorem 3.7(i), [6]). If L : Hn → Hn is resolvent positive, then β(L) ∈ σ(L) and there exists a
nonzero matrix V ≥ 0 such that L(V ) = β(L)V .
Note that, if L is resolvent positive, then the adjoint operator L∗ is also resolvent positive and β(L∗) = β(L).
Lemma 2.13 (Lemma 4.3 [6]). Let K be a convex subset of Hn and assume G : U → Hm to be Fre´chet differentiable
on an open neighborhood U of K and concave on K. If for some V ≥ 0 and X, Y ∈ intK:
〈V,G(Y )− G(X)〉 = 〈V,G′X (Y − X)〉,
then 〈V,G′X (.)〉 = 〈V,G′Y (.)〉, i.e. (G′X )∗(V ) = (G′Y )∗(V ).
Now, we are ready to prove the following theorem:
Theorem 2.14. Assume there exist Hermitian matrices Xˆ and X0 such that R(Xˆ) ≥ 0 and R(X0) < 0 and R′X0 is
stable. Then the matrix sequence {Xs} defined by (8) has the properties:
(i) Xs > Xs+1, Xs > Xˆ ,R(Xs) < 0, s = 0, 1, 2, . . .;
(ii) R′Xs is stable for s = 0, 1, 2, . . .;
(iii) lims→∞ Xs = XL is the maximal solution of R(X) = 0;
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(iv) the eigenvalues of R′XL lie in the closed left half plane.
Proof. According to Theorem 2.6, we compute Y1 = X0 − (R′X0)−1R(X0) using Newton iteration (6) and Y1 ≥ Xˆ .
We know
R′X0(H) = (A + BFX0)∗H + H(A + BFX0)+ΠX0(H)
= LA+BFX0 (H)+ΠX0(H)
and then LA+BFX0 is resolvent positive by Lemma 2.2. Hence, R′X0 is also resolvent positive by Theorem 2.11.
Since R′X0 is stable, it follows that −R′X0 is inverse positive by Theorem 2.11. Together with R(X0) < 0 we obtain
X0 > Y1 ≥ Xˆ . Moreover, according to Theorem 2.11 it follows that the operator LA+BFX0 is also stable. Hence
A+ BFX0 is a stable matrix. Consequently, all conclusions of Theorem 2.10 are satisfied. Thus lims→∞ Xs = X˜ ≥ Xˆ
and Xˆ can be considered to be any solution ofR(X) = 0. We have X˜ = XL . We have proved items (i) and (iii) of the
theorem. We need to prove item (ii), i.e. we need to prove thatR′Xk+1 is stable.
Assume that R′Xk is stable for some k. We know R′Xk+1 is resolvent positive by Lemma 2.2 and thus the adjoint
operatorR′∗Xk+1 is also resolvent positive and β
(
R′Xk+1
)
= β
(
R′∗Xk+1
)
by Theorem 2.12. IfR′Xk+1 is not stable, then
R′∗Xk+1(V ) = βV for some nonzero V ≥ 0 and β ≥ 0. Hence
〈V,R′Xk+1(Xk+1 − Xˆ)〉 = 〈βV, Xk+1 − Xˆ〉 ≥ 0, (13)
since Xk+1 − Xˆ > 0.
Using
R(Xk+1) = −WXk (Xk+1)−ΠXk (Xk − Xk+1) < 0
and property (iii), Lemma 2.5 with Y = Xˆ and Z = Xk+1 we have
0 ≤ R(Xˆ) ≤ R(Xk+1)−R′Xk+1(Xk+1 − Xˆ)
0 ≤ −WXk (Xk+1)−ΠXk (Xk − Xk+1)−R′Xk+1(Xk+1 − Xˆ)
R′Xk+1(Xk+1 − Xˆ) ≤ −WXk (Xk+1)−ΠXk (Xk − Xk+1) ≤ −WXk (Xk+1)
〈V,R′Xk+1(Xk+1 − Xˆ)〉 ≤ −〈V,WXk (Xk+1)〉.
Thus, according to (13) and positive definiteness of WXk (Xk+1) we obtain
0 ≤ 〈V,R′Xk+1(Xk+1 − Xˆ)〉 ≤ −〈V,WXk (Xk+1)〉 ≤ 0
and hence
〈V,R′Xk+1(Xk+1 − Xˆ)〉 = 〈V,WXk (Xk+1)〉 = 0.
From Lemma 2.5(iii) with Z = Xk+1 and Y = Xk we have
〈V,R(Xk+1)−R(Xk)〉 = 〈V,R′Xk+1(Xk+1 − Xk)〉 + 〈V,WXk (Xk+1)〉
〈V,R(Xk+1)−R(Xk)〉 = 〈V,R′Xk+1(Xk+1 − Xk)〉.
By Lemma 2.13 (domR is a convex set) we have R′∗Xk (V ) = R′
∗
Xk+1(V ) = βV , which is contradictory to the
stability ofR′Xk . Hence,R′Xs is stable for all integer s ≥ 0 and the eigenvalues ofR′XL lie in the closed left half plane.
The theorem is proved. 
We compare conditions and conclusions between Theorems 2.6 and 2.14. To apply the Newton algorithm described
in Theorem 2.6 it is important to find a stabilizing matrix X0. In this theorem, R(X0) ≤ 0 is not assumed, while
R(X1) ≤ 0 is necessarily true. So, in Theorem 2.14 is assumed the existence of a stabilizing matrix X0 for which
R(X0) < 0. The conclusions in these two theorems are almost the same. The first conclusion is generally not
true for k = 0 in Theorem 2.6, because R(X0) ≤ 0 is not assumed. The matrix sequence {Xk}∞k=1 obtained in
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Theorem 2.6 is monotonically non-increasing while the matrix {Xs}∞s=0 obtained in Theorem 2.14 is monotonically
strictly decreasing. If it is difficult to find an initial point X0 with R′X0 is stable and R(X0) < 0 (as is assumed in
Theorem 2.14) we may get such an X0 obtained by one Newton iteration (6) which is applied on a Hermitian matrix
Z0 stabilizing forR.
Remark 2.15. Consider Eq. (4) with X ∈ domR in the next special case. When R = 0, B = 0, A = − 12 I,Π1(X) =
Π12(X) = 0 and Π2(X) = X, Q > 0, then this equation is reduced to
X + LX−1L∗ = Q.
The standard Newton method (6) leads to solving the linear matrix equation
Xk+1 − LX−1k Xk+1X−1k L∗ = Q − 2LX−1k L∗
in each step. The last iteration is derived and described in [8]. The iteration (7) is equivalent to
Xk+1 = Q − LX−1k L∗, (14)
which is a fixed point iteration for solving the nonlinear matrix equation X + LX−1L∗ = Q. This iteration is well
known and it has been studied by many authors (see references in [8,9]). Properties of the fixed point iteration and the
choice to an initial point X0 have been investigated in [9].
3. The Riccati equation with RX positive semidefinite
Continuing, we consider the second case whereRX is positive semidefinite. Eq. (1) can be written as
G(X) = A∗X + X A + Q +Π1(X)− SX RĎX S∗X = 0. (15)
Let us define the set
D(G) = {X ∈ Hn : RX ≥ 0 and Ker RX ⊆ Ker SX }.
In [4] the rational operator G : D(G) → Hn defined by
G(X) = A∗X + X A + Q +Π1(X)− SX RĎX S∗X
has been investigated. We need some useful lemmas from [4].
Lemma 3.1 (Lemma 4.1 [4]). If Xˆ ∈ D(G) and Ker RXˆ ⊆ Ker B, then X ∈ D(G) for all X ≥ Xˆ .
The matrix function G(X) is the Schur complement of the following matrix
H(X) =
(
A∗X + X A + Q +Π1(X) SX
S∗X RX
)
.
As noted in [4], the matrix inequality G(X) ≥ 0 and the linear matrix inequality H(X) ≥ 0 are equivalent in D(G).
Lemma 3.2 (Lemma 4.2 [4]). If X is a Hermitian matrix such that
Ker RX ⊆ Ker SX ,
then
G(X) = (A + BFX )∗X + X (A + BFX )+ TX +ΠX (X), (16)
where
FX = −(R +Π2(X))Ď (L + XB +Π12(X))∗ = −RĎX S∗X .
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Lemma 3.3 (Lemma 4.3 [4]). Let Z1 and Z2 be Hermitian matrices such that
Ker RZi ⊆ Ker SZi , i = 1, 2.
For i = 1, 2 define
FZi = F(Zi ) = −(R +Π2(Zi ))Ď (L + Zi B +Π12(Zi )) = −RĎZi S∗Zi .
Then the following identities hold:
G(Z1) = (A + BFZ2)∗Z1 + Z1(A + BFZ2)+ TZ2 +ΠZ2(Z1)
− (FZ2 − FZ1)∗[R +Π2(Z1)](FZ2 − FZ1) (17)
and
G(Z2)− G(Z1) = (A + BFZ2)∗(Z2 − Z1)+ (Z2 − Z1)(A + BFZ2)+ΠZ2(Z2 − Z1)
+ (FZ2 − FZ1)∗[R +Π2(Z1)](FZ2 − FZ1).
Freiling and Hochhaus [4] have considered a matrix sequence {X i } defined by the recurrence equation
(A + BFX i )∗X i+1 + X i+1(A + BFX i )+ TX i +ΠX i (X i+1)+
1
i + 1 I = 0 (18)
with
FX i = −RĎX i S∗X i
and X0 is a suitable matrix. The solution of the above recurrence equation can be considered as a modification of the
Newton iteration described by (7). This matrix sequence {X i } converges to a Hermitian matrix X+ ∈ D(R) such that
X+ is a solution to G(X) = 0.
In this section we will consider the iterative method
(A + BFX i )∗X i+1 + X i+1(A + BFX i )+ TX i +ΠX i (X i ) = 0 (19)
and will prove the theorem:
Theorem 3.4. Assume there exist X0 and Xˆ such that Xˆ ∈ D(G) with Ker RXˆ ⊆ Ker B for which G(Xˆ) ≥ 0 and
X0 > Xˆ ,G(X0) < 0 and A + BFX0 is stable. Then iteration (19) defines a matrix sequence {X i } such that:
(i) X i > X i+1, X i+1 > Xˆ and G(X i ) < 0 for i = 0, 1, 2, . . .;
(ii) A + BFX i is stable for i = 0, 1, 2, . . .;
(iii) the sequence {X i } converges to a solution X˜ of G(X) = 0 and X˜ ≥ Xˆ ;
(iv) For FX˜ = −RĎX˜ S∗X˜ the eigenvalues of A+ BFX˜ lie in the closed left half plane. In addition if G(Xˆ) > 0 then the
eigenvalues of A + BFX˜ lie in the open left half plane.
Proof. We begin with some comments on iteration (19). According to formula (16) for X = X i we have
(A + BFX i )∗X i + X i (A + BFX i )+ TX i +ΠX i (X i )− G(X i ) = 0. (20)
Combining the last equality and iteration (19) yields
(A + BFX i )∗(X i − X i+1)+ (X i − X i+1)(A + BFX i )− G(X i ) = 0. (21)
Letting Z1 = Xˆ and Z2 = X i in (17) we have
G(Xˆ) = (A + BFX i )∗ Xˆ + Xˆ(A + BFX i )+ TX i +ΠX i (Xˆ)
− (FX i − FXˆ )∗
[
R +Π2(Xˆ)
]
(FX i − FXˆ ). (22)
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Combining the last equation with recurrence equation (19), we obtain:
(A + BFX i )∗(X i+1 − Xˆ)+ (X i+1 − Xˆ)(A + BFX i )+ (FX i − FXˆ )∗
[
R +Π2(Xˆ)
]
(FX i − FXˆ )
+ TX i +ΠX i (X i )− TX i −ΠX i (Xˆ)+ G(Xˆ) = 0
or
(A + BFX i )∗(X i+1 − Xˆ)+ (X i+1 − Xˆ)(A + BFX i )+ Hi = 0 (23)
where
Hi = (FX i − FXˆ )∗
[
R +Π2(Xˆ)
]
(FX i − FXˆ )+ΠX i (X i − Xˆ)+ G(Xˆ).
Beginning with X0 and using iteration (19) we construct three matrix sequences
X0 > X1 > X2 > · · · > X i > Xˆ
FX0 , FX1 , FX1 , . . . , FX i
and
A + BFX0 , A + BFX1 , A + BFX2 , . . . , A + BFX i .
We will prove by induction the following for i = 0, 1, 2, 3 . . .
(A) G(X i ) < 0 and A + BFX i is stable
(B) X i+1 > Xˆ
(C) X i > X i+1.
For X0 we already have X0 > Xˆ ,G(X0) < 0 and A + BFX0 is stable. Recurrence equation (21) for i = 0 gives:
(A + BFX0)∗(X0 − X1)+ (X0 − X1)(A + BFX0)− G(X0) = 0.
Since A + BF0 is stable and (−G(X0)) > 0, then X0 − X1 is a unique positive definite solution, which means that
X0 > X1. Consider recurrence equation (23) with i = 0. Since X0 > Xˆ , we have H0 > 0 and Lemma 2.8 gives that
X1 − Xˆ > 0 and Lemma 3.1 confirms that X1 ∈ D(G). Thus, the statements (A)–(C) are true for i = 0.
Assume that G(Xk) < 0 and A + BFXk is stable and Xk > Xk+1 > Xˆ . First we will prove G(Xk+1) < 0
and A + BFXk+1 is stable and next compute Xk+2 by (19) with FXk+2 = −RĎXk+2 S∗Xk+2 . Second we will prove that
Xk+1 > Xk+2 > X˜ .
Note that statements (B) and (C) mean that X i ∈ D(G) and X i+1 ∈ D(G).
We take Z1 = Xk+1 and Z2 = Xk in (17). We get
G(Xk+1) = (A + BFXk )∗Xk+1 + Xk+1(A + BFXk )+ TXk +ΠXk (Xk+1)
− (FXk − FXk+1)∗
[
R +Π2(Xk+1)
]
(FXk − FXk+1).
Using the iteration (19) with i = k we obtain
G(Xk+1) = −(FXk − FXk+1)∗
[
R +Π2(Xk+1)
]
(FXk − FXk+1)+ TXk +ΠXk (Xk+1)− TXk −ΠXk (Xk)
G(Xk+1) = −(FXk − FXk+1)∗
[
R +Π2(Xk+1)
]
(FXk − FXk+1)−ΠXk (Xk − Xk+1)
G(Xk+1) < 0.
Subtracting (22) from (20) with i = k + 1 we obtain
(A + BFXk+1)∗(Xk+1 − Xˆ)+ (Xk+1 − Xˆ)(A + BFXk+1)+ TXk+1 +ΠXk+1(Xk+1)− G(Xk+1)
+ (FXk+1 − FX˜ )∗
[
R +Π2(Xˆ)
]
(FXk+1 − FXˆ )− TXk+1 −ΠXk+1(Xˆ)+ G(Xˆ) = 0
or
(A + BFXk+1)∗(Xk+1 − Xˆ)+ (Xk+1 − Xˆ)(A + BFXk+1)+ Vk+1 = 0
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where
Vk+1 = ΠXk+1(Xk+1 − Xˆ)− G(Xk+1)+ (FXk+1 − FXˆ )∗
[
R +Π2(Xˆ)
]
(FXk+1 − FXˆ )+ G(Xˆ).
Since Xk > Xk+1 > Xˆ and the matrix Vk+1 is positive definite, thus according to Lemma 2.8 the matrix (A+BFXk+1)
is stable.
Using the iteration (19) we define Xk+2 as a unique Hermitian solution to
(A + BFXk+1)∗Xk+2 + Xk+2(A + BFXk+1)+ TXk+1 +ΠXk+1(Xk+1) = 0.
Consider Eq. (23) for i = k + 1. Since Hk+1 is positive definite and A + BFk+1 is stable, then Xk+2 − Xˆ > 0.
We will show that Xk+1 > Xk+2. We use Eq. (21) with i = k + 1 and obtain:
(A + BFXk+1)∗(Xk+1 − Xk+2)+ (Xk+1 − Xk+2)(A + BFXk+1)− G(Xk+1) = 0.
Since A + BFk+1 is stable and (−G(Xk+1)) > 0, then Xk+1 > Xk+2. Hence Xk+1 > Xk+2 > Xˆ , which means
Xk+1 ∈ D(G) and Xk+2 ∈ D(G).
Thus, a monotone matrix sequence {X i } is obtained of Hermitian matrices bounded below by Xˆ which converges
to X˜ and X˜ ≥ Xˆ . Hence, X˜ ∈ D(G) by Lemma 3.1. Passing to the limit in (19) when i →∞, we obtain:
(A + BFX˜ )∗ X˜ + X˜(A + BFX˜ )+ TX˜ +ΠX˜ (X˜) = 0
and according to Lemma 3.2 the last equality can be written as G(X˜) = 0.
Since A + BFX i is stable for all integer i ≥ 0, the eigenvalues of A + BFX˜ lie in the closed left half plane. Now
assume G(Xˆ) > 0. Passing to the limit in (23) when i →∞, we obtain:
(A + BFX˜ )∗(X˜ − Xˆ)+ (X˜ − Xˆ)(A + BFX˜ )+ H˜ = 0,
where
H˜ = (FX˜ − FXˆ )∗
[
R +Π2(Xˆ)
]
(FX˜ − FXˆ )+ΠX i (X˜ − Xˆ)+ G(Xˆ).
We know X˜ − Xˆ ≥ 0. Since H˜ > 0 according to Lemma 2.9 we have that A + BFX˜ has eigenvalues in the open left
half plane.
The theorem is proved. 
Remark 3.5. Consider Eq. (15) in the next special case. When R = 0, B = 0, A = − 12 I,Π1(X) = Π12(X) = 0 and
Π2(X) = X ≥ 0, Q ≥ 0, then this equation is reduced to
X + LXĎL∗ = Q.
The above equation can be considered as a generalization of the equation X + LX−1L∗ = Q. The recurrence
equation (18) leads to solving the linear matrix equation
X i+1 − LXĎi X i+1XĎi L∗ = Q − 2LXĎi L∗ +
1
i + 1 I
in each step. The iteration (19) is equivalent to
X i+1 = Q − LXĎi L∗,
which can be considered as a generalization of fixed point iteration (14).
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