Hamiltonian discontinuous Galerkin FEM for linear, stratified (in)compressible Euler equations: internal gravity waves  by van Oers, Alexander M. et al.
Journal of Computational Physics 330 (2017) 770–793Contents lists available at ScienceDirect
Journal of Computational Physics
www.elsevier.com/locate/jcp
Hamiltonian discontinuous Galerkin FEM for linear, stratiﬁed 
(in)compressible Euler equations: internal gravity waves
Alexander M. van Oers a,∗, Leo R.M. Maas b,a, Onno Bokhove c
a NIOZ Royal Netherlands Institute for Sea Research and Utrecht University, P.O. Box 59, 1790 AB Texel, The Netherlands
b Imau, Inst. for Marine and Atmospheric research Utrecht, Utrecht University, Princetonplein 5, 3584 CC, Utrecht, The Netherlands
c School of Mathematics, University of Leeds, LS2 9JT, Leeds, United Kingdom
a r t i c l e i n f o a b s t r a c t
Article history:
Received 26 August 2015
Received in revised form 14 September 
2016
Accepted 12 October 2016
Available online 19 October 2016
Keywords:
Linear stratiﬁed Euler equations
Hamiltonian structure
Discontinuous Galerkin method
Internal gravity waves
Wave attractors
The linear equations governing internal gravity waves in a stratiﬁed ideal ﬂuid possess 
a Hamiltonian structure. A discontinuous Galerkin ﬁnite element method has been 
developed in which this Hamiltonian structure is discretized, resulting in conservation 
of discrete analogs of phase space and energy. This required (i) the discretization of the 
Hamiltonian structure using alternating ﬂux functions and symplectic time integration, 
(ii) the discretization of a divergence-free velocity ﬁeld using Dirac’s theory of constraints 
and (iii) the handling of large-scale computational demands due to the 3-dimensional 
nature of internal gravity waves and, in conﬁned, symmetry-breaking ﬂuid domains, 
possibly its narrow zones of attraction.
© 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC 
BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
In geophysical ﬂuid dynamics internal gravity waves play an important role in the vertical transport of energy and 
momentum through the ocean. Internal gravity waves have their maximum displacement in the interior of a ﬂuid. This is 
different from surface waves, which have their maximum displacement at the surface, or interfacial waves, which have their 
maximum displacement at the interface between two ﬂuids. These internal gravity waves can only exist when the ﬂuid in 
which they propagate is stratiﬁed in density, i.e. the density increases continuously in the direction of gravity. Fluid bodies 
in nature are often stably stratiﬁed in density due to differences in temperature or salt concentration. This provides these 
ﬂuid bodies with a restoring force in terms of gravity that is absent in homogeneous ﬂuids. This restoring force points 
in a particular direction, which renders the ﬂuid anisotropic. Perturbations of such stably stratiﬁed ﬂuids appear as waves 
that orient themselves to the anisotropic direction; they propagate under a particular ﬁxed direction that is inclined with 
the anisotropy direction. Waves of given frequency (e.g. tides) preserve this inclination when reﬂecting from any boundary, 
also when reﬂecting from a sloping boundary. The consequence of this constraint is that for almost any shape of basin, 
these waves are focused onto a limit orbit, called a wave attractor [1,2]. The focusing on an attractor is accompanied by 
an intensiﬁcation of the wave ﬁeld, such that intense shearing motion is conﬁned to the immediate vicinity of the wave 
attractor.
Wave attractors resulting from internal gravity waves have been numerically solved before. In [3–6] the equations of 
motion were discretized using well-established techniques. However, the equations governing internal gravity waves in an 
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well-established discretization techniques do not take into account the underlying Hamiltonian structure of the equations. 
In [7] the importance of Hamiltonian dynamics in the construction of sophisticated numerical models for geophysical ﬂows 
is underlined. In geophysical ﬂuid dynamics there exist conserved quantities that are embedded in the equations of motion. 
Such quantities play a fundamental role in the description of the state and the dynamics of the system. By incorporating a 
discrete version of the conservation laws for these conserved quantities, we hope to see an improvement in the eﬃciency 
of our numerical models and to prevent spurious diffusive behavior. For example, in the case of Burgers equation, conser-
vation of momentum is crucial to capture accurately the speed of any shocks that form [8]. In [9], Sadourny shows that 
conservation of energy and enstrophy is important for accurately capturing nonlinear transfers of energy to small scales. 
Each conservation law that is obeyed by the discrete system constrains the numerical solution. When both the numerical 
discretization and the differential equations obey analogs of the same conservation laws, the numerical solution behaves 
closer to the exact solution. The numerical solution will always have an error, but the error does not violate the enforced 
conservation laws.
Recently, the importance of Hamiltonian dynamics for the numerical approximations to wave attractors has been real-
ized. As argued in [10], wave attractors are governed by linear equations, yet their behavior is reminiscent of a nonlinear 
system. Due to this nonlinear behavior, only few analytical statements can be made about wave attractors and only few 
analytical solutions are known [11]. We try to incorporate the analytical properties we do know about, like conservation 
of energy, to ensure our numerical simulations correctly capture the behavior of wave attractors. The focusing of internal 
waves onto limit cycles leads to the formation of small scales and to a build up of energy at the limit cycles. Hamilto-
nian techniques can ensure that energy is conserved and thus that energy build up at the attractor is correctly simulated. 
In [12] a ﬁnite difference method was developed for two-dimensional linear incompressible internal gravity waves with a 
uniform stratiﬁcation. In [13] a discontinuous Galerkin ﬁnite element method was developed for three-dimensional linear 
(in)compressible inertial waves in a homogeneous, uniformly rotating, ﬂuid. In both papers the Hamiltonian dynamics were 
identiﬁed and the equations were discretized such that the discrete system possessed discrete Hamiltonian dynamics. The 
preservation of the Hamiltonian structure ensured energy conservation.
We expand the work of [13] and [14] by applying their methodology to a new type of phenomenon, internal gravity 
waves. The stratiﬁcation in background density forms a complicating factor. We show that the Hamiltonian dynamics can 
still be inherited by the discrete system, even in a three-dimensional domain and with non-uniform stratiﬁcation. This 
required the incorporation of the background density in the construction of a discrete Poisson bracket.
A discontinuous Galerkin ﬁnite element method (DGFEM) has been chosen as numerical method since it allows for com-
plex domain geometries, h-adaptivity (reﬁnement of the mesh), p-adaptivity (reﬁnement of the order of approximation) as 
well as r-adaptivity (movement of the nodes of the mesh) and is ideally suited for conservation laws. By discretizing the 
Hamiltonian structure of the compressible stratiﬁed Euler equations, phase space conservation and exact conservation of 
energy are ensured. Applying Dirac’s method of constrained Hamiltonian dynamics [15–17] to the discretized compress-
ible, stratiﬁed Euler equations enforce the incompressibility constraint and the velocity ﬁeld stays divergence-free. This 
approach is preferable to discretizing the Hamiltonian structure for incompressible ﬂuids directly since the discretization of 
the compressible Hamiltonian formulation is an intermediate check point. In addition, the Hamiltonian discretization of the 
compressible ﬂuid equations and subsequent use of Dirac’s theory appeared easier (to us) than discretizing the incompress-
ible ﬂuid equations directly in a Hamiltonian manner. By applying a symplectic time discretization the discrete Hamiltonian 
structure is conserved in time. The computational linear algebra demands are handled by using the Portable, Extensible 
Toolkit for Scientiﬁc Computation (PETSc) [18,19] in the DGFEM software environment hpGEM [20].
The outline of this paper is as follows. In Section 2, we review the equations of motion for stratiﬁed ﬂuids, both for 
compressible and incompressible ﬂuids, and their Hamiltonian formulations. In Section 3, we derive the Hamiltonian DGFEM 
for a compressible ﬂuid and we use Dirac’s theory to derive the Hamiltonian DGFEM for an incompressible ﬂuid. In Section 4, 
we apply the modiﬁed midpoint rule, a symplectic time integrator, to our Hamiltonian DGFEM and discuss some of the 
properties of the resulting numerical schemes. In Section 5, we compare simulations with exact solutions of linear stratiﬁed 
ﬂuids in closed and periodic, two- and three-dimensional domains. In Section 6, we draw our conclusions.
2. Continuum theory for stratiﬁed ﬂuids
2.1. Governing equations
Internal gravity waves in a compressible inviscid ﬂuid are governed by the Euler equations in primitive form:
∂(ρˆ vˆ)
∂t
= −ρˆ(vˆ · ∇)vˆ − vˆ∇ · (ρˆ vˆ)− ∇ pˆ − gρˆ zˆ,
∂ρˆ
∂t
= −∇ · (ρˆ vˆ),
∂ pˆ = −vˆ · ∇ pˆ − c2s ρˆ∇ · vˆ,
(1)∂t
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pˆ(x, y, z, t) the scalar pressure ﬁeld, g the gravitational acceleration and c2s = (∂p/∂ρ)s the speed of sound. The subscript s
means taking the derivative while keeping the entropy s constant. Cartesian coordinates x = (x, y, z) and time t are used. 
The direction of gravity is aligned with the z-axis, indicated by the unit vector zˆ. We denote the domain by  and the 
domain boundaries by ∂.
We linearize (1) around a hydrostatic background state. The background density ρ0(z) consists of a mean background 
density ρ∗ and a varying background density ρ¯(z). We linearize such that vˆ = 0+ v , ρˆ = ρ0(z) + ρ and pˆ = p0(z) + p, 
where p0 is the hydrostatic pressure related to ρ0. The quantities v, ρ and p are perturbation quantities and  is a small 
parameter. Linearization yields the compressible stratiﬁed Euler equations
∂(ρ0v)
∂t
= −∇p − ρgzˆ,
∂ρ
∂t
= −∇ · (ρ0v),
∂p
∂t
= ρ0gw − c20ρ0∇ · v,
(2)
where c20 = c20(z) is the linearized speed of sound and we employed hydrostatic balance in (2)-3. The strength of the 
background stratiﬁcation is characterized by the buoyancy frequency or Brunt–Väisälä frequency,
N2(z) = − g
ρ0
dρ0
dz
− g
2
c20
. (3)
For the stratiﬁcation to be stable N2 > 0, which says that denser liquid must lie below liquid of lesser density (and that the 
rate of change of background density with depth is larger than the adiabatic lapse rate, g/c20).
Taking the limit of zero Mach number, Ma = U/c, with U a constant reference velocity and c a constant reference speed 
of sound for the ﬂuid, the incompressible stratiﬁed Euler equations arise from (2) as
∂(ρ0v)
∂t
= −∇ P − ρgzˆ,
∂ρ
∂t
= −wdρ0
dz
, ∇ · v = 0.
(4)
The pressure is no longer a thermodynamic variable but an arbitrary function that ensures the velocity ﬁeld is divergence-
free; hence the pressure is now denoted by P . The destabilizing, second term in the deﬁnition of the buoyancy frequency, 
(3), disappears in the limit of zero Mach number.
When the varying part of the background density, ρ¯(z), is much less than the constant part of the background density, 
ρ∗ , the Boussinesq approximation is made. In the Boussinesq approximation the varying part of the background density is 
neglected in the inertia terms and in the denominator of the buoyancy frequency:
∂(ρ∗v)
∂t
= −∇ P − ρgzˆ,
∂ρ
∂t
= N
2
g
ρ∗w, ∇ · v = 0,
(5)
with buoyancy frequency
N2(z) = − g
ρ∗
dρ0
dz
. (6)
Two types of boundary conditions are used for systems (2), (4) and (5): periodic or solid wall boundary conditions. In the 
inviscid case, for the solid wall boundary conditions the velocity normal to the boundary has to vanish, nˆ · v = 0, where nˆ
is the outward normal.
2.2. Hamiltonian framework
Hamiltonian dynamics describe the evolution of conservative physical systems. In general, a Hamiltonian system consists 
of a phase space and two geometric objects, an energy functional H and a Poisson bracket {·, ·} [21,22]. The Hamiltonian 
dynamics is given by the time evolution of a general state functional F via the bracket form
dF
dt
= {F,H} . (7)
The Poisson bracket {F ,H} has to satisfy
A.M. van Oers et al. / Journal of Computational Physics 330 (2017) 770–793 773• skew-symmetry: {F ,H} = − {H,F},
• linearity: {αF + βG,H} = α {F ,H} + β {G,H},
• Jacobi identity: {F , {G,H}} + {G, {H,F}} + {H, {F ,G}} = 0,
• Leibniz rule: {FG,H} =F {G,H} + {F ,H}G ,
where α and β are constants and F , G and H are functionals.
For a function u(x, t) in a domain , with (x, y, z) = x ∈  and time t , a functional F [u(·)] maps real-valued functions 
u(x, t) into real numbers [23]. Then δF/δu, the functional derivative of F with respect to u, is deﬁned to be that function 
of x and t for which the change in F due to a small variation δu in the function u is given by [22]
δF = lim
→0
F[u + δu] −F[u]

= d
d
F[u + δu]
∣∣∣∣
=0
=
∫

δF
δu
δu(x, t)dx. (8)
2.3. Poisson bracket for linearized compressible ﬂuid
The Hamiltonian dynamics corresponding to (1) in  ⊂ R3 is found in [24,25] after a transformation of variables. The 
Hamiltonian dynamics corresponding to (2) is found by adapting the Poisson bracket for the linear equations [26,27]:
dF
dt
= {F,H} =
∫

δH
δρ
∇ ·
(
ρ0
δF
δ(ρ0v)
)
− δF
δρ
∇ ·
(
ρ0
δH
δ(ρ0v)
)
+ δF
δp
(
ρ0g
δH
δ(ρ0w)
− c20ρ0∇ ·
δH
δ(ρ0v)
)
− δH
δp
(
ρ0g
δF
δ(ρ0w)
− c20ρ0∇ ·
δF
δ(ρ0v)
)
dx
(9)
with Hamiltonian [27,28]
H=
∫

1
2
ρ0|v|2 + 1
2
g2
ρ0N2
(
ρ − p
c20
)2
+ 1
2
p2
ρ0c20
dx. (10)
Functional derivatives of H follow from (8) as
δH=
∫

δH
δ(ρ0v)
· δ(ρ0v) + δH
δρ
δρ + δH
δp
δp dx (11)
and are
δH
δ(ρ0v)
= v, δH
δρ
= g
2
ρ0N2
(
ρ − p
c20
)
,
δH
δp
= g
2
ρ0N2
(
p
c40
− ρ
c20
)
+ p
ρ0c20
. (12)
To obtain (2), we ﬁrst substitute these variations into the Poisson bracket (9),
dF
dt
= {F,H} =
∫

g2
ρ0N2
(
ρ − p
c20
)
∇ ·
(
ρ0
δF
δ(ρ0v)
)
− δF
δρ
∇ · (ρ0v)+ δF
δp
(
ρ0gw − c20ρ0∇ · v
)
−
(
g2
ρ0N2
(
p
c40
− ρ
c20
)
+ p
ρ0c20
)(
ρ0g
δF
δ(ρ0w)
− c20ρ0∇ ·
δF
δ(ρ0v)
)
dx.
(13)
Then we choose functionals as [13]
Fρ =
∫

ρ(x, t)φρ(x)dx, Fp =
∫

p(x, t)φp(x)dx, Fρ0v =
∫

(ρ0v)(x, t) · φρ0v(x)dx, (14)
with φρ, φp ∈ V and φρ0v ∈W arbitrary test functions, where
V =
{
φ ∈ L2()
}
, W =
{
φ ∈
(
L2()
)3 : ∇ · φ ∈ L2() and nˆ · φ = 0 at ∂} (15)
and L2() is the space of square integrable functions on . The space of restricted test functions, W , ensures the satisfaction 
of the solid wall boundary condition. The functional derivatives of (14) are
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δρ
= φρ(x), δFp
δp
= φp(x), δFρ0v
δ(ρ0v)
= φ
ρ0v
(x), with
δFρ0v
δ(ρ0v)
· nˆ = 0 at ∂. (16)
Using these functionals in (13) and the arbitrariness of the test functions yields (2). To evaluate the momentum equa-
tions, we split the contributions in the horizontal directions, denoted by the subscript H , and the vertical direction. The 
momentum equations obtained from the bracket are
∂(ρ0vH )
∂t
= −ρ0∇H
[
g2
ρ0N2
(
ρ − p
c20
)]
− ∇H
[
c20ρ0
(
g2
ρ0N2
(
p
c40
− ρ
c20
)
+ p
ρ0c20
)]
,
∂(ρ0w)
∂t
= −ρ0 ∂
∂z
[
g2
ρ0N2
(
ρ − p
c20
)]
− ∂
∂z
[
c20ρ0
(
g2
ρ0N2
(
p
c40
− ρ
c20
)
+ p
ρ0c20
)]
− ρ0g
[
g2
ρ0N2
(
p
c40
− ρ
c20
)
+ p
ρ0c20
]
,
(17)
where ∇H is the gradient acting in the horizontal directions. Since the background density only varies in the vertical 
direction, the horizontal gradient does not act on the background density. Using g2dρ0/dz/(ρ0N2) = −g − g3/(c20N2) in 
(17)-2 yields (2)-1.
3. Discrete Hamiltonian formulation
In this section, we introduce a discontinuous Galerkin FEM discretization that preserves the Hamiltonian structure of the 
linear, compressible and incompressible ﬂuids.
3.1. Finite element space
The physical domain  is approximated by a computational domain h , consisting of nonoverlapping elements K . The 
set of all edges of the computational domain is 
, with 
i the set of interior edges. Let e ∈ 
i be a face between a “left” 
element, KL , and a “right” element, KR , with corresponding outward normals nˆL and nˆR . When f is a continuous function 
on KL and KR , but possibly discontinuous across the face e, let f L = ( f |KL )|e and f R = ( f |KR )|e . Let PNp (K ) be the space 
of polynomials of at most degree Np on K . The ﬁnite element spaces required are
Vh =
{
ψ ∈ L2() : ψ |K ∈ PNp (K ),∀K ∈ h
}
,
Wh =
{
ψ ∈
(
L2()
)3 : ψ∣∣∣
K
∈
(
PNp (K )
)3
,∀K ∈ h and nˆ · ψ
∣∣∣
∂
= 0
}
,
(18)
where L2() is the space of square integrable functions on . The speciﬁc functional F [(ρ0v)h] =
∫

(ρ0v)h · ψ dx is chosen 
to obtain the discretized momentum equations in a Hamiltonian framework, with ψ ∈ Wh an arbitrary test function. The 
functional derivative with respect to the momentum equals
δF
δ(ρ0v)h
= ψ. (19)
Likewise, functionals F [ρh] =
∫

ρhψ dx and F [ph] =
∫

phψ dx, with ψ ∈ Vh , are needed [13].
The equations (2) and corresponding Poisson bracket (9) and Hamiltonian (10) are scaled such that we introduce the 
Mach number and we can take g = c20 = 1. We assume that the speed of sound is constant. The discrete Hamiltonian is
H =
∑
K∈h
∫
K
1
2
1
ρ0
(
ρ0v
)2
h +
1
2
1
ρ0N2
(
ρh −Ma2 ph
)2 + 1
2
Ma2 p2h
ρ0
dK , (20)
where 
(
ρ0v
)
h ∈ Wh and ρh, ph ∈ Vh are the discrete variables. The parameters ρ0, dρ0/dz and N2 are taken in the same 
function space Vh . The variational derivatives are
δH
δ(ρ0v)h
= vh,
δH
δρh
= 1
ρ0N2
(
ρh −Ma2 ph
)
,
δH = 1
2
(
Ma4 ph −Ma2 ρh
)
+ Ma
2 ph
.
(21)δph ρ0N ρ0
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(ρ0v)h, ρh and ph are viewed as ﬁnite-dimensional expansions, then function derivatives with respect to the expansion 
coeﬃcients emerge.
3.2. Hamiltonian DGFEM discretization for linearized compressible stratiﬁed ﬂuid
We limit the functionals in the Poisson bracket (9) to ones on the approximate ﬁnite element space to arrive at an 
interim discrete Poisson bracket,
[F ,G]=
∑
K∈h
∫
K
δG
δρh
∇h ·
(
ρ0
δF
δ(ρ0v)h
)
− δF
δρh
∇h ·
(
ρ0
δG
δ(ρ0v)h
)
+ δF
δph
(
ρ0
δG
δ(ρ0w)h
− ρ0
Ma2
∇h ·
(
δG
δ(ρ0v)h
))
− δG
δph
(
ρ0
δF
δ(ρ0w)h
− ρ0
Ma2
∇h ·
(
δF
δ(ρ0v)h
))
dK ,
(22)
with element-wise differential operator ∇h . This interim bracket is incomplete because there is no connection between the 
elements, an issue that is repaired next. Working out the terms involving density variations and integrating by parts allows 
the introduction of numerical ﬂuxes into the Poisson bracket,
[F ,G]=
∑
K∈h
∫
K
−∇h
(
ρ0
δG
δρh
)
· δF
δ(ρ0v)h
+ ∇h
(
ρ0
δF
δρh
)
· δG
δ(ρ0v)h
dK
+
∑
K∈h
∫
∂K
ρ0
δG
δρh
nˆ · δ̂F
δ(ρ0v)h
− δ̂G
δ(ρ0v)h
· nˆρ0 δF
δρh
d

+
∑
K∈h
∫
K
dρ0
dz
(
δG
δρh
δF
δ(ρ0w)h
− δF
δρh
δG
δ(ρ0w)h
)
dK
−
∑
K∈h
∫
K
ρ0
(
δG
δph
δF
δ(ρ0w)h
− δF
δph
δG
δ(ρ0w)h
)
dK
+ 1
Ma2
∑
K∈h
∫
K
−∇h
(
ρ0
δG
δph
)
· δF
δ(ρ0v)h
+ ∇h
(
ρ0
δF
δph
)
· δG
δ(ρ0v)h
dK
+ 1
Ma2
∑
K∈h
∫
∂K
ρ0
δG
δph
nˆ · δ̂F
δ(ρ0v)h
− δ̂G
δ(ρ0v)h
· nˆρ0 δF
δph
d
,
(23)
where wide hats indicate numerical ﬂuxes. Remarkable about this discretization is that the numerical ﬂuxes also work on 
the test functions. When choosing the numerical ﬂux δ̂F
δ(ρ0v)h
the same as for δ̂G
δ(ρ0v)h
, the discrete bracket is skew-symmetric. 
We choose the following alternating ﬂuxes
δ̂F
δ(ρ0v)h
= (1− θ) δF
δ(ρ0v)Lh
+ θ δF
δ(ρ0v)Rh
,
δ̂G
δ(ρ0v)h
= (1− θ) δG
δ(ρ0v)Lh
+ θ δG
δ(ρ0v)Rh
, (24)
where the superscript L indicates the element to the left of the boundary and the superscript R indicates the element to 
the right of the boundary. The parameter 0 ≤ θ ≤ 1 controls the type of ﬂux function.
Substituting expressions (24) for the numerical ﬂuxes in (23) and rewriting the summation over all elements for the 
boundary ﬂuxes into a summation over all interior boundaries yields
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∑
K
∫
K
−∇h
(
δG
δρh
ρ0
)
· δF
δ(ρ0v)h
+ ∇h
(
δF
δρh
ρ0
)
· δG
δ(ρ0v)h
dK
+
∑
e∈
i
∫
e
(
ρL0
δG
δρLh
− ρR0
δG
δρRh
)
nˆL ·
(
(1− θ) δF
δ(ρ0v)Lh
+ θ δF
δ(ρ0v)Rh
)
−
(
ρL0
δF
δρLh
− ρR0
δF
δρRh
)
nˆL ·
(
(1− θ) δG
δ(ρ0v)Lh
+ θ δG
δ(ρ0v)Rh
)
d

+
∑
K
∫
K
dρ0
dz
(
δG
δρh
δF
δ(ρ0w)h
− δF
δρh
δG
δ(ρ0w)h
)
dK
−
∑
K
∫
K
ρ0
(
δG
δph
δF
δ(ρ0w)h
− δF
δph
δG
δ(ρ0w)h
)
dK
+ 1
Ma2
∑
K
∫
K
−∇h
(
ρ0
δG
δph
)
· δF
δ(ρ0v)h
+ ∇h
(
ρ0
δF
δph
)
· δG
δ(ρ0v)h
dK
+ 1
Ma2
∑
e∈
i
∫
e
(
ρL0
δG
δpLh
− ρR0
δG
δpRh
)
nˆL ·
(
(1− θ) δF
δ(ρ0v)Lh
+ θ δF
δ(ρ0v)Rh
)
−
(
ρL0
δF
δpLh
− ρR0
δF
δpRh
)
nˆL ·
(
(1− θ) δG
δ(ρ0v)Lh
+ θ δG
δ(ρ0v)Rh
)
d
,
(25)
where nˆL is the exterior normal vector connected with element KL . All numerical ﬂuxes across the exterior boundaries are 
zero due to the periodic or solid wall boundary conditions. In a periodic domain, no exterior boundaries are present, so 
there is no numerical ﬂux at the exterior boundaries. In a domain with solid walls, the boundary condition of no normal 
ﬂow across a boundary is nˆ · v = 0 at ∂. The same should hold for the corresponding numerical ﬂux in the numerical 
domain. From (21) it follows
nˆ.
δ̂H
δ(ρ0v)h
= 0 at ∂h. (26)
To ensure the skew-symmetry of the bracket a similar boundary condition is required for the arbitrary functions F
nˆ.
δ̂F
δ(ρ0v)h
= 0 at ∂h, (27)
conform (15).
On each element the numerical solution is expanded using local basis functions,
(
ρ0v
)K
h (x, t) =
Np∑
β=1
(
ρ0v
)K
β
(t)φKβ (x), ρ
K
h (x, t) =
Np∑
β=1
ρKβ (t)φ
K
β (x), p
K
h (x, t) =
Np∑
β=1
pKβ (t)φ
K
β (x), (28)
where 
(
ρ0v
)K
β
(t), etc. are the expansion coeﬃcients. Dropping the superscript K again and using the summation convention 
simpliﬁes the notation. Variational and function derivatives can now be related by [13,14]
δF =
∑
K
∫
K
δF
δ(ρ0v)h
δ(ρ0v)h + δF
δρh
δρh + δF
δph
δph dK
=
∑
K
∫
K
δF
δ(ρ0v)h
δ(φβ(x)(ρ0v)β(t)) + δF
δρh
δ(φβ(x)ρβ(t)) + δF
δph
δ(φβ(x)pβ(t))dK
=
∑
K
⎛
⎝∫
K
δF
δ(ρ0v)h
φβ(x)dK
⎞
⎠ δ(ρ0v)β(t) +
⎛
⎝∫
K
δF
δρh
φβ(x)dK
⎞
⎠ δρβ(t) +
⎛
⎝∫
K
δF
δph
φβ(x)dK
⎞
⎠ δpβ(t) (29)
=
∑ ∂ F
∂(ρ0v)β
δ(ρ0v)β(t) + ∂ F
∂ρβ
δρβ(t) + ∂ F
∂pβ
δpβ(t).K
A.M. van Oers et al. / Journal of Computational Physics 330 (2017) 770–793 777We deﬁne the local mass matrix MKαβ = Mαβ as
Mαβ =
∫
K
φαφβ dK , (30)
then, using (28)-1, the following holds
Mαβ
(
ρ0v
)
β
=
∫
K
φα
(
ρ0v
)
h dK . (31)
From (29), it follows that
δF
δ(ρ0v)h
= M−1βγ
∂ F
∂(ρ0v)β
φγ ,
δF
δρh
= M−1βγ
∂ F
∂ρβ
φγ ,
δF
δph
= M−1βγ
∂ F
∂pβ
φγ . (32)
Substituting these relations into (25) yields the ﬁnite-dimensional Poisson bracket
[F ,G]=
∑
K
(
∂G
∂(ρ0v)β
∂ F
∂ρα
− ∂ F
∂(ρ0v)β
∂G
∂ρα
)
· EγμM−1αμM−1βγ
+
(
∂G
∂(ρ0w)β
∂ F
∂pα
− ∂ F
∂(ρ0w)β
∂G
∂pα
)
NγμM
−1
αμM
−1
βγ
−
(
∂G
∂(ρ0w)β
∂ F
∂ρα
− ∂ F
∂(ρ0w)β
∂G
∂ρα
)
NˇγμM
−1
αμM
−1
βγ
+ 1
Ma2
(
∂G
∂(ρ0v)β
∂ F
∂pα
− ∂ F
∂(ρ0v)β
∂G
∂pα
)
· EγμM−1αμM−1βγ
+
∑
e∈
i
(
∂G
∂ρLα
∂ F
∂(ρ0v)Lβ
− ∂ F
∂ρLα
∂G
∂(ρ0v)Lβ
)
· (1− θ)GLLγμM−LαμM−Lβγ
+
(
∂G
∂ρLα
∂ F
∂(ρ0v)Rβ
− ∂ F
∂ρLα
∂G
∂(ρ0v)Rβ
)
· θGRLγμM−LαμM−Rβγ
−
(
∂G
∂ρRα
∂ F
∂(ρ0v)Lβ
− ∂ F
∂ρRα
∂G
∂(ρ0v)Lβ
)
· (1− θ)GLRγμM−RαμM−Lβγ
−
(
∂G
∂ρRα
∂ F
∂(ρ0v)Rβ
− ∂ F
∂ρRα
∂G
∂(ρ0v)Rβ
)
· θGRRγμM−RαμM−Rβγ
+ 1
Ma2
(
∂G
∂pLα
∂ F
∂(ρ0v)Lβ
− ∂ F
∂pLα
∂G
∂(ρ0v)Lβ
)
· (1− θ)GLLγμM−LαμM−Lβγ
+ 1
Ma2
(
∂G
∂pLα
∂ F
∂(ρ0v)Rβ
− ∂ F
∂pLα
∂G
∂(ρ0v)Rβ
)
· θGRLγμM−LαμM−Rβγ
− 1
Ma2
(
∂G
∂pRα
∂ F
∂(ρ0v)Lβ
− ∂ F
∂pRα
∂G
∂(ρ0v)Lβ
)
· (1− θ)GLRγμM−RαμM−Lβγ
− 1
Ma2
(
∂G
∂pRα
∂ F
∂(ρ0v)Rβ
− ∂ F
∂pRα
∂G
∂(ρ0v)Rβ
)
· θGRRγμM−RαμM−Rβγ
(33)
with elemental (vector) matrices
Eγμ =
∫
K
φγ ∇h
(
ρ0φμ
)
dK and GRLγμ =
∫
e
nˆLφRγ ρ
L
0φ
L
μ d
, (34)
and similar relations for the other boundary terms, and matrices
Nγμ =
∫
φγ ρ0φμ dK and Nˇγμ =
∫
φγ
dρ0
dz
φμ dK . (35)K K
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H =
∑
K
1
2
M˜αβ
(
ρ0v
)
α
· (ρ0v)β + 12 M˘αβραρβ −Ma2 M˘αβρα pβ + 12 Ma4 M˘αβ pα pβ + 12 Ma2 M˜αβ pα pβ, (36)
with
M˜αβ =
∫
K
φαφβ
ρ0
dK and M˘αβ =
∫
K
φαφβ
ρ0N2
dK . (37)
The matrices (30), (34), (35) and (37) are calculated using Gaussian quadrature rules of the same order as the numerical 
solution.
A global formulation is introduced, using global coeﬃcients U i = (U , V ,W )Ti , Ri and Pi . These represent the expansion 
coeﬃcients from (28) and the index i runs over their global ranges. All elemental matrices extend to global matrices. The 
global formulation becomes
[F ,G]= ∂ F
∂Ri
(
∂G
∂U j
· DIV klM−1ik M−1jl −
∂G
∂W j
NˇklM
−1
ik M
−1
jl
)
− ∂G
∂Ri
(
∂ F
∂U j
· DIV klM−1ik M−1jl −
∂ F
∂W j
NˇklM
−1
ik M
−1
jl
)
+ ∂ F
∂ Pi
(
∂G
∂W j
NklM
−1
ik M
−1
jl +
1
Ma2
∂G
∂U j
· DIV klM−1ik M−1jl
)
− ∂G
∂ Pi
(
∂ F
∂W j
NklM
−1
ik M
−1
jl +
1
Ma2
∂ F
∂U j
· DIV klM−1ik M−1jl
)
(38)
with divergence operator
DIV kl = Ekl − (1− θ)GLLkl − θGRLkl + (1− θ)GLRkl + θGRRkl (39)
and global Hamiltonian
H = 1
2
M˜i jU i · U j +
1
2
M˘i j Ri R j −Ma2 M˘i j Ri P j + 12 Ma
4 M˘i j P i P j + 12 Ma
2 M˜i j P i P j . (40)
Note the correspondence of the formulation of the discrete bracket (38) with the continuum bracket (9). The discrete bracket 
(38) is a Poisson bracket: all four properties listed in Subsection 2.2 are satisﬁed. Skew-symmetry, linearity and the Leibniz 
rule follow directly from the bracket and the Jacobi identity follows after a straightforward but tedious calculation. The 
discretization method presented in this paper ensures more than anti-symmetry of the discrete bracket: it also ensures 
phase space conservation.
Substituting (40) into (38) yields the equations of motion
U˙ j =
(
M˘il Nˇkl +Ma2 M˘ilNkl
)
zˆRlM
−1
ik M
−1
jl
+
(
−Ma2 M˘il Nˇkl zˆ −Ma4 M˘ilNkl zˆ −Ma2 M˜ilNkl zˆ − M˜ilD IV kl
)
PlM
−1
ik M
−1
jl
R˙l = U j · DIV jkM˜i jM−1l j M−1ik − W jNˇ jkM˜i jM−1l j M−1ik
P˙ l = W jM˜ijN jkM−1l j M−1ik +
1
Ma2
U j · DIV jkM˜i jM−1l j M−1ik ,
(41)
where the dot denotes a time derivative.
3.3. Hamiltonian DGFEM discretization for linearized incompressible ﬂuids
The discrete equations of motion for the incompressible case are obtained using Dirac’s theory of constraints [29,30,
13]. Dirac’s theory introduces Lagrange multipliers to enforce a constraint onto the Hamiltonian dynamics. In a consistent 
theory, the constraint must be preserved by the evolution of the system [13]. This leads to four possible outcomes: (i) the 
consistency requirement results in, module constraints, an equation of the form 1 = 0. This implies an inconsistency, caused 
by enforcing a constraint that is inconsistent with the dynamics; (ii) it leads to an equation of the form 0 = 0; this means 
the constraints and the dynamics are consistent and we are done; (iii) we obtain an expression for the unknown Lagrange 
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dynamics.
A Mach number analysis reveals that passing to the incompressible limit is equivalent to a zero perturbation pressure 
[32]. The zero pressure perturbation is enforced as primary constraint in every element:
Dk = Mkl Pl = 0. (42)
A Lagrange multiplier λl is introduced to enforce the primary constraint. This constraint must be preserved in time. Hence, 
we require that
D˙k = [Dk, H]+ λl [Dk, Dl]= 0. (43)
From (38) it follows that [Dk, Dl] = 0 such that in (43) λl remains undetermined and a secondary constraint arises 
[Dk, H]= 0,
[Dk, H]= M˜ jkWkMilNklM−1ik M−1jl +
1
Ma2
M˜ jkUkMil · DIV klM−1ik M−1jl = 0. (44)
The second term is a discrete version of the divergence of the velocity ﬁeld. A difference in the order of the Mach number 
is present. Multiplying with Ma2 and taking the limit of zero Mach number, Ma → 0, the ﬁrst term disappears. Therefore, 
we will use
Lk = M˜ jkUk · DIV klM−1jk = 0 (45)
as second constraint, instead of (44).
Enforcing both constraints to be conserved in time simultaneously requires
0 = D˙k = [Dk, H]+ μl [Dk, Ll] ,
0 = L˙k = [Lk, H]+ λl [Lk, Dl]+ μl [Lk, Ll] .
(46)
From (38), [Lk, Ll] is zero and [Dk, H] is zero after using the constraints, again in the asymptotic limit Ma = 0. Equations 
(46) decouple and a solution to (46)-1 is μl = 0. The other Lagrange multiplier is determined from (46)-2,
0 = [Lk, H]+ λl [Lk, Dl]
0 = − ∂H
∂Ri
(
∂Lk
∂U j
· DIV kl −
∂Lk
∂W j
Nˇkl
)
M−1ik M
−1
jl −
∂H
∂ Pi
(
∂Lk
∂W j
Nkl + 1
Ma2
∂Lk
∂U j
· DIV kl
)
M−1ik M
−1
jl
− λl ∂Dl
∂ Pi
(
∂Lk
∂W j
Nkl + 1
Ma2
∂Lk
∂U j
· DIV kl
)
M−1ik M
−1
jl
= M˘il Rl zˆ · M˜i j D IV jkM−1i j
(
Nˇkl +Ma2 Nkl
)
+ λl M˜i j D IV jkM−1i j ·
(
−zˆMilNml − 1
Ma2
MilD IVml
)
M−1ik M
−1
jl ,
(47)
where the constraint (42) was used. This equation determines the Lagrange multiplier λl . Again, a difference in the order 
of the Mach number is present. Scaling the Lagrange multiplier with the Mach number squared, such that λ˜l = λl/ Ma2 and 
taking the limit of Ma → 0 yields
0= M˘il Rl zˆ · M˜i j D IV jkM−1i j Nˇkl − λ˜l M˜i j D IV jkM−1i j · MilD IVmlM−1ik M−1jl . (48)
The Lagrange multiplier λ˜l plays the role of pressure. If we deﬁne l as M˜illMil = λ˜l = λl/ Ma2, l is the discrete pressure.
The resulting discrete, linear, incompressible Hamiltonian dynamics are given by
dF
dt
= −
(
∂H
∂W j
∂ F
∂Ri
− ∂ F
∂W j
∂H
∂Ri
)
NˇklM
−1
ik M
−1
jl − M˜illM−1il
∂ F
∂U j
· DIVmlM−1jm
0 = M˘il Rl zˆ · M˜i j D IV jkM−1i j Nˇkl − M˜i j D IV jkM−1i j M˜illMil · MilD IVmlM−1ik M−1jl
(49)
with constrained Hamiltonian
H = 1
2
M˜i jU i · U j +
1
2
M˘i j Ri R j . (50)
The equations of motion arising from the dynamics (49) are
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R˙l = −M˜i j Nˇ jkW jM−1jl M−1ik ,
(51)
combined with (49)-2.
3.4. Hamiltonian DGFEM discretization for Euler–Boussinesq ﬂuids
The Boussinesq approximation consists of replacing the background density by a constant background reference density, 
ρ∗ , in the inertia terms and the deﬁnition of the buoyancy frequency. We nondimensionalize such that ρ∗ = 1. The discrete 
momenta, U , are redeﬁned to
U = (v)h . (52)
The Hamiltonian structure is slightly modiﬁed. From (10) it follows that the ﬁrst term, the kinetic energy term, of the 
Hamiltonian no longer is a function of the background density. Since the deﬁnition of the buoyancy frequency changed, see 
(6), the potential energy term, (37), is also changed. The varying background density is replaced by a constant reference 
density:
M˘αβ =
∫
K
φαφβ
N2
dK . (53)
The discrete Hamiltonian (50) is changed to
H = 1
2
MijU i · U j +
1
2
M˘i j Ri R j. (54)
In the Poisson bracket (49) the U j are replaced by their new deﬁnition. Since the ﬁrst term in the Hamiltonian no longer 
depends on the background density, the numerical ﬂuxes (24) show that the discrete divergence operators DIVml no longer 
depend on ρ0. The equations of motion obtained from the bracket are
U˙ j = zˆM˘il Nˇkl RlM−1ik M−1jl − l D IV mlM−1jm ,
R˙l = −Nˇ jkW jM−1lk .
(55)
4. Time integrator
The derivation of the discrete equations of motion ensured that the Hamiltonian structure is preserved by the spatial 
discretization. We used a symplectic time integrator to ensure the Hamiltonian structure is preserved in time [31]. As sym-
plectic time integrator the implicit midpoint scheme was chosen, as this is the most simple time integrator that conserves 
quadratic invariants.
4.1. Linearized compressible stratiﬁed ﬂuids
Applying the modiﬁed midpoint scheme to (41) yields, after scaling such that Ma = 1,
Un+1j − Unj
t
=
(
M˘il Nˇkl + M˘ilNkl
)
zˆ
Rn+1l + Rnl
2
M−1ik M
−1
jl
+
(
−M˘il Nˇkl zˆ − M˘ilNkl zˆ − M˜ilNkl zˆ − M˜ilD IV kl
) Pn+1l + Pnl
2
M−1ik M
−1
jl ,
Rn+1l − Rnl
t
= U
n+1
j + Unj
2
· DIV jkM˜i jM−1l j M−1ik −
Wn+1j + Wnj
2
Nˇ jk M˜i jM
−1
l j M
−1
ik ,
Pn+1l − Pnl
t
= W
n+1
j + Wnj
2
M˜i jN jkM
−1
l j M
−1
ik +
Un+1j + Unj
2
· DIV jkM˜i jM−1l j M−1ik .
(56)
Multiplying (56)-1 with 12 M˜i j
(
Un+1i + Uni
)
, (56)-2 with 
[
1
2 M˘kl
(
Rn+1k + Rnk
)
− 12 M˘kl
(
Pn+1k + Pnk
)]
and (56)-3 with[
− 12 M˘kl
(
Rn+1k + Rnk
)
+ 12 M˘kl
(
Pn+1k + Pnk
)
+ 12 M˜kl
(
Pn+1k + Pnk
)]
, and adding over all elements yields (Hn+1 − Hn)/t = 0. 
So the numerical scheme (56) is exactly energy conserving.
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Applying the modiﬁed midpoint scheme to (51) yields
Un+1j − Unj
t
= zˆM˘il Nˇkl
Rn+1l + Rnl
2
M−1ik M
−1
jl − M˜iln+1l M−1il D IV mlM−1jm ,
Rn+1l − Rnl
t
= −M˜i j Nˇ jk
Wn+1j + Wnj
2
M−1l j M
−1
ik ,
M˜i j D IV jkM
−1
i j · zˆM˘il Nˇkl
Rn+1l + Rnl
2
M−1ik M
−1
jl = M˜i j D IV jkM−1i j M˜iln+1l M−1il M−1jm · DIVml.
(57)
Assume that the velocity at time level n is divergence-free, so M˜i j D IV jkM
−1
i j · Unj = 0. To show that the velocity stays 
divergence-free, multiply (57)-1 by M˜i j D IV jkM
−1
i j to obtain
M˜i j D IV jkM
−1
i j ·
Un+1j − Unj
t
= 1
t
M˜i j D IV jkM
−1
i j · Un+1j =
M˜i j D IV jkM
−1
i j ·
(
zˆM˘il Nˇkl
Rn+1l + Rnl
2
M−1ik M
−1
jl − M˜iln+1l M−1il D IV mlM−1jm
)
= 0,
(58)
by (57)-3. To show that the Hamiltonian is preserved, multiply (57)-1 with 12 M˜i j
(
Un+1i + Uni
)
and (57)-2 with 
1
2 M˘kl
(
Rn+1k + Rnk
)
and add over all elements to obtain
Hn+1 − Hn
t
= −1
2
M˜i j
(
Un+1i + Uni
)
· DIVmlM˜iln+1l M−1il M−1jm = 0, (59)
by the zero divergence of the velocity ﬁeld. So the numerical scheme (57) conserves the divergence of the velocity ﬁeld 
and, if the divergence is zero, the energy.
4.3. Euler–Boussinesq ﬂuids
Applying the modiﬁed midpoint scheme to (55) yields
Un+1j − Unj
t
= zˆM˘il Nˇkl
Rn+1l + Rnl
2
M−1ik M
−1
jl − n+1l D IV mlM−1jm ,
Rn+1l − Rnl
t
= −Nˇ jk
Wn+1j + Wnj
2
M−1lk ,
DIV jk · zˆM˘il Nˇkl
Rn+1l + Rnl
2
M−1ik M
−1
jl = DIV jkn+1l M−1jm · DIVml.
(60)
The scheme is again exactly energy conserving and exactly velocity-divergence conserving.
4.4. Initial conditions
The last two discretizations, (57) and (60), conserve the discrete divergence of the velocity exactly. Even though the 
continuous initial condition is divergence-free, the discrete initial condition is not: the projection of the initial, divergence-
free velocity ﬁeld on the chosen discontinuous Galerkin ﬁnite element space only satisﬁes discrete zero-divergence up 
to the order of accuracy. A new initial velocity, 
(
U0k
)
0, is sought such that the discrete divergence of the velocity, (45), 
is zero, M˜ jk
(
U0k
)
0 · DIV klM−1jk = 0, and the distance between the old initial velocity, 
(
U 0k
)
∗ , and the new initial velocity, ∣∣∣∣(U0k)0 − (U0k)∗∣∣∣∣, is minimal. A projection of the vector (U0k)∗ on the space kernel of the discrete divergence matrix oper-
ator is sought. Denote this projection with π(·). Then(
U0k
)
0
= π
((
U0k
)
∗
)
=
(
U0k
)
∗ +
(
U0k
)
⊥ , (61)
where 
(
U 0k
)
⊥ is perpendicular to the kernel. Applying the discrete divergence operator to (61) yields (cf. [13])
0= M˜ jk
(
U0k
)
· DIV klM−1jk + M˜ jk
(
U0k
)
· DIV klM−1jk , (62)∗ ⊥
782 A.M. van Oers et al. / Journal of Computational Physics 330 (2017) 770–793Fig. 1. The P-matrix for a three-dimensional (incompressible) Euler–Boussinesq ﬂuid. All nonzero elements are shown. The letters indicate the discrete 
variables. nz denotes the number of nonzero entries. The number of elements in each direction was four and the polynomial order was two.
Fig. 2. The eigenvalues λ of the matrix P , with (right picture) and without (left picture) preconditioning. The ILU preconditioner moves the eigenvalues 
closer together and makes the real part of the eigenvalues positive. The matrix P was obtained from the test problem discussed in Subsection 5.4 with 128 
elements and a polynomial order of two.
where the discrete divergence of the new initial velocity, 
(
U0k
)
0, being zero, was used. (62) is solved for 
(
U0k
)
⊥ via a 
least-square approximation. Then the new, divergence-free, initial velocity, 
(
U0k
)
0, is computed with (61). Now that the 
initial velocity is divergence-free, the solution stays divergence-free due to the conservation of divergence of the velocity as 
a result of the Hamiltonian dynamics and the time integration.
4.5. Properties of the discrete system
From (56), (57) or (60) global matrices are assembled. All terms multiplying the coeﬃcients at the next time step are 
collected in a matrix P and all terms multiplying the coeﬃcients at the current time step are collected in a matrix Q . The 
matrices P and Q are time independent. Denoting the vector of coeﬃcients with X the constructed system is
P Xn+1 = Q Xn. (63)
Fig. 1 shows the P-matrix for a three-dimensional (incompressible) Euler–Boussinesq ﬂuid. The symbols on the right and the 
bottom correspond to the discrete variables. The exact preservation of the Hamiltonian dynamics as well as the constraints 
make the system unconditionally stable.
The discretizations were implemented in the hpGEM C++ software framework [20]. The computational linear algebra 
demands were handled by using PETSc [19]. This tool kit PETSc, a “Portable, Extensible Toolkit for Scientiﬁc Computation”, 
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Extreme eigenvalues of the non-preconditioned and preconditioned matrix.
Matrix max
(λ) min
(λ) max(λ) max |λ| min |λ|
Non-preconditioned 1.0000 −32.6746 0.5554 32.6746 ∼0
Preconditioned 1.5753 ∼0 0.0069 1.5753 ∼0
Fig. 3. The number of iterations per time step using GMRES with (dashed lines) and without (solid lines) preconditioning as a function of the total number 
of elements for a two-dimensional problem. DG(Np ) means using polynomials up to and including order Np . For DG(1) and DG(2) the ILU preconditioner 
reduces the number of iterations by a factor of ten. For small problem sizes, preconditioning for DG(0) does not decrease the number of iterations. For 
larger problem sizes, preconditioning for DG(0) does decrease the number of iterations. The time step t was equal to the spatial step x.
consists of a number of sparse matrix storage routines and both iterative and direct sparse linear solvers. A GMRES iterative 
solver was used to reach the desired tolerance of 10−14. To speed up the computations an ILU preconditioner was added.
The performance of the GMRES iterative solver depends on the spectrum of the matrix P . The eigenvalues λ obtained 
from the matrix P , for the test problem discussed in Subsection 5.4, are shown in Fig. 2. In Table 1 the extreme eigenvalues 
are presented. In this case, there are two eigenvalues near (0, 0), originating from the elliptic equations (60)-3, correspond-
ing to the bottom right block matrix in Fig. 1. To improve the spectrum of the matrices and to decrease the number of 
iterations in the iterative solver, we applied an ILU preconditioner. Preconditioning the matrix moved the eigenvalues closer 
together and made the real part of the eigenvalues positive. The left image of Fig. 2 shows the eigenvalues before precondi-
tioning and the right image of Fig. 2 shows the eigenvalues after preconditioning.
The number of iterations of the GMRES iterative solver per time step is shown in Fig. 3. The number of iterations 
required by the GMRES iterative solver to reach the desired tolerance of 10−14 is shown as a function of the total number 
of elements for the two-dimensional problem discussed in Subsection 5.4. In general, the use of a preconditioner decreases 
the number of required iterations to reach convergence by a factor 10. The improvement of the spectrum, shown in Fig. 2, 
makes the discrete system better suited to be solved using the GMRES iterative solver.
5. Tests of the numerical scheme
In this section we perform several tests of the numerical scheme. Although our main goal is to simulate internal gravity 
waves in an incompressible ﬂuid, including the Boussinesq approximation, we have also performed tests for compressible 
ﬂuids and incompressible ﬂuids, excluding the Boussinesq approximation. These extra test cases veriﬁed the approaches 
and techniques used and provided intermediate check-points during the development. Each test consisted of two parts: 
a convergence analysis of the error, found by comparing our numerical solution to available exact solutions, and a check on 
the energy conservation law. The ﬁrst two tests, in Subsections 5.1 and 5.2, handle compressible ﬂuids in cuboids. The ﬁrst 
test concerns a modal solution for internal gravity waves and the second test concerns Lamb waves. These tests provide 
a proof of concept and show that our numerical model can handle three-dimensional geometries. The third test, found in 
Subsection 5.3, concerns a modal solution for internal gravity waves in an incompressible ﬂuid in a square. Here, the velocity 
ﬁeld must remain divergence-free. The remaining tests all concern the discretization of the Euler–Boussinesq equations (5). 
In Subsection 5.4 a beam of internal gravity waves is simulated. This beam is a superposition of modes; each of these modes 
travels at its own phase speed, while the beam stays in place. In Subsection 5.5 non-uniform stratiﬁcation is considered. 
The stratiﬁcation is chosen such that in the upper part of the water column internal gravity waves can propagate while in 
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the pressure. The number of elements in each direction was 16 and the polynomial order was three.
the lower part of the water column they cannot. In Subsection 5.6 we demonstrate the ability of the code to simulate wave 
attractors, the limit cycles of internal gravity waves. For all reported test cases, θ = 1/2 was used in the numerical ﬂux. For 
other constant values of 0 ≤ θ ≤ 1 the results are similar [32].
5.1. Compressible stratiﬁed waves with solid wall boundary conditions
Consider a linear compressible stratiﬁed ﬂuid with a background density ﬁeld of ρ0 = exp(−3z) in a rectangular domain 
 = [0, 1]3 with solid walls. A solution to (2), after scaling such that g = c20 = 1 is
ρ0u = exp
(
−3
2
z
)
2π
σ 2 − 8π2 [2π cos(2π z) + sin(2π z)] sin(2πx) cos(2π y) sin(σ t + 0.1),
ρ0v = exp
(
−3
2
z
)
2π
σ 2 − 8π2 [2π cos(2π z) + sin(2π z)] cos(2πx) sin(2π y) sin(σ t + 0.1),
ρ0w = exp
(
−3
2
z
)
sin(2π z) cos(2πx) cos(2π y) sin(σ t + 0.1),
ρ = exp
(
−3
2
z
)
σ
σ 2 − 8π2 cos(2πx) cos(2π y)
[
2π cos(2π z) −
(
3
2
− 16π
2
σ 2
)
sin(2π z)
]
cos(σ t + 0.1),
p = exp
(
−3
2
z
)
σ
σ 2 − 8π2 [sin(2π z) + 2π cos(2π z)] cos(2πx) cos(2π y) cos(σ t + 0.1)
(64)
with frequency σ , obtained from
2σ 2 = 12π2 + 9
4
+
√(
12π2 + 9
4
)2
− 64π2. (65)
This solution describes a standing pattern of internal gravity waves.
The numerical discretization is initialized at time t = 0. Fig. 4 shows the numerical solution after three periods. By 
comparing the numerical solution with the exact solution (64) we determined the L2-error and order of convergence of 
the numerical solution after three periods. To ensure the solution is nonzero, we added a phase shift in (64). Table 2
presents the L2-error and order of convergence for the different variables as a function of the number of elements in a 
direction, K , and the polynomial order of the approximation, Np . With decreasing element size, we decrease the time step 
such that it has the same order of convergence as the spatial discretization. For an increasing number of elements and 
an increasing polynomial order, the error in the numerical solution decreases. The results for the different variables are 
similar. The total energy is conserved up to machine precision. Fig. 5 shows the error in the total energy for 100 periods 
for a polynomial order one, Np = 1. The discretization ensures conservation of energy. The total mass (the summation of all 
density perturbations) and momentum in three directions are also conserved up to machine precision.
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L2-error and order of convergence of the numerical solution after three periods for three-dimensional waves in a solid wall domain for a stratiﬁed com-
pressible ﬂuid. The number of elements in each direction, K , is varied from four to 64. The polynomial order, Np , is varied from zero to three. Due to 
symmetry the error in the horizontal velocities is equal.
Np = 0
K
ρ0u,ρ0v ρ0w ρ p
L2-error Order L2-error Order L2-error Order L2-error Order
4 2.63E−1 – 1.93E−1 – 1.13E+0 – 1.21E+0 –
8 5.70E−1 −1.11 5.49E−1 −1.11 1.07E+0 0.07 1.08E+0 0.16
16 2.60E−1 1.13 2.50E−1 1.13 3.47E−1 1.63 3.49E−1 1.63
32 6.88E−2 1.92 6.75E−2 1.92 1.74E−1 0.99 1.76E−1 0.99
64 1.81E−2 1.93 1.82E−2 1.93 8.74E−2 1.00 8.79E−2 1.00
Np = 1
K
ρ0u,ρ0v ρ0w ρ p
L2-error Order L2-error Order L2-error Order L2-error Order
4 2.67E−1 – 4.21E−1 – 8.74E−1 – 8.77E−1 –
8 9.49E−2 1.49 1.03E−1 1.49 4.60E−1 0.93 4.69E−1 0.90
16 5.08E−2 0.90 5.72E−2 0.90 1.96E−1 1.23 2.01E−1 1.22
32 2.55E−2 0.99 3.38E−2 0.99 8.62E−2 1.19 8.85E−2 1.18
Np = 2
K
ρ0u,ρ0v ρ0w ρ p
L2-error Order L2-error Order L2-error Order L2-error Order
4 1.94E−1 – 2.20E−1 – 5.01E−1 – 4.87E−1 –
8 2.35E−2 3.05 2.35E−2 3.05 7.20E−2 2.80 7.30E−2 2.74
16 7.30E−3 1.68 5.42E−3 1.68 2.90E−2 1.31 2.61E−2 1.49
32 5.78E−4 3.66 3.78E−4 3.66 7.97E−3 1.86 7.29E−3 1.84
Np = 3
K
ρ0u,ρ0v ρ0w ρ p
L2-error Order L2-error Order L2-error Order L2-error Order
4 4.54E−2 – 5.86E−2 – 2.78E−1 – 2.87E−1 –
8 7.73E−3 2.56 7.71E−3 2.56 3.08E−2 3.17 2.68E−2 3.42
16 9.68E−4 3.00 1.17E−3 3.00 2.55E−3 3.59 1.86E−3 3.85
Fig. 5. The relative error in total energy for the numerical solution for three-dimensional waves in a solid wall domain for a stratiﬁed compressible ﬂuid 
during 100 periods. The total energy was 0.1805. Also the mass and momenta in three directions were conserved up to machine precision. The number of 
elements in each direction and the number of time steps in a period was 8 and the polynomial order was one.
5.2. Lamb waves with mixed boundary conditions
Consider a linear compressible stratiﬁed ﬂuid with a background density ﬁeld of ρ0 = exp(−3z) in a rectangular domain 
 = [0, 1]3 which is periodic in the horizontal directions and has solid walls in the vertical direction. A solution to (2), with 
g = c2 = 1, is0
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L2-error and order of convergence of the numerical solution after three periods for three-dimensional Lamb waves for a stratiﬁed compressible ﬂuid. Due 
to symmetry the error in the horizontal velocities is equal.
Np = 0
K
u, v w ρ p
L2-error Order L2-error Order L2-error Order L2-error Order
4 9.68E−1 – 1.72E−1 – 1.35E+0 – 1.37E+0 –
8 1.46E+0 −0.59 1.26E−1 −0.59 2.04E+0 −0.60 2.06E+0 −0.59
16 5.03E−1 1.53 6.34E−2 1.53 7.01E−1 1.54 7.11E−1 1.53
32 1.74E−1 1.53 2.61E−2 1.53 2.43E−1 1.53 2.45E−1 1.53
64 7.28E−2 1.26 1.28E−2 1.26 1.03E−1 1.24 1.03E−1 1.25
Np = 1
K
u, v w ρ p
L2-error Order L2-error Order L2-error Order L2-error Order
4 7.29E−1 – 6.87E−1 – 1.12E+0 – 1.12E+0 –
8 2.74E−1 1.41 1.18E−1 1.41 4.38E−1 1.35 4.35E−1 1.37
16 9.82E−2 1.48 4.90E−2 1.48 1.80E−1 1.28 1.78E−1 1.29
32 4.02E−2 1.29 2.15E−2 1.29 7.02E−2 1.36 6.96E−2 1.35
Np = 2
K
u, v w ρ p
L2-error Order L2-error Order L2-error Order L2-error Order
4 3.27E−1 – 1.64E−1 – 4.82E−1 – 4.76E−1 –
8 6.71E−2 2.28 4.11E−2 2.28 9.40E−2 2.36 8.94E−2 2.41
16 1.22E−2 2.46 9.55E−3 2.46 1.80E−2 2.39 1.52E−2 2.55
32 2.04E−3 2.58 2.26E−3 2.58 3.20E−3 2.49 2.14E−3 2.83
Np = 3
K
u, v w ρ p
L2-error Order L2-error Order L2-error Order L2-error Order
4 8.52E−2 – 1.25E−1 – 1.23E−1 – 1.16E−1 –
8 8.60E−3 3.31 1.63E−2 3.31 1.23E−2 3.33 6.81E−3 4.10
16 1.58E−3 2.44 1.77E−3 2.44 2.06E−3 2.57 1.28E−3 2.41
Fig. 6. The numerical solution for the three-dimensional Lamb waves in a stratiﬁed compressible ﬂuid after three periods. The left image shows the 
horizontal velocity in the x-direction and the right image the density. The number of elements in each direction was 64 and the polynomial order was 
zero.
u = v = − 1√
2
exp(−z) cos
(
2πx+ 2π y + 2√2πt
)
,
w = 0,
ρ = p = exp(−z) cos
(
2πx+ 2π y + 2√2πt
)
.
(66)
Table 3 presents the L2-error and order of convergence of the numerical solution after three periods. The total energy 
is conserved up to machine precision. The mass and momentum in three directions are also conserved up to machine 
precision. Fig. 6 shows the numerical solution after three periods.
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L2-error and order of convergence of the numerical solution after three periods for two-dimensional waves in a solid wall domain for a stratiﬁed incom-
pressible ﬂuid.
Np = 0
K
ρ0u ρ0w ρ P
L2-error Order L2-error Order L2-error Order L2-error Order
4 7.34E−1 – 6.64E−1 – 1.43E+0 – 1.29E−1 –
8 8.31E−2 3.14 1.30E−1 2.36 7.76E−1 0.88 6.72E−2 0.95
16 3.39E−2 1.29 5.98E−2 1.12 3.76E−1 1.05 3.13E−2 1.10
32 1.67E−2 1.02 2.94E−2 1.03 1.87E−1 1.01 1.54E−2 1.02
64 8.28E−3 1.01 1.46E−2 1.01 9.35E−2 1.00 7.70E−3 1.00
128 4.13E−3 1.00 7.29E−3 1.00 4.67E−2 1.00 3.84E−3 1.00
Np = 1
K
ρ0u ρ0w ρ P
L2-error Order L2-error Order L2-error Order L2-error Order
4 7.40E−2 – 1.90E−1 – 8.67E−1 – 6.74E−2 –
8 6.48E−2 0.19 5.60E−2 1.76 2.52E−1 1.78 2.42E−2 1.48
16 4.02E−2 0.69 2.60E−2 1.11 1.12E−1 1.17 1.07E−2 1.17
32 1.99E−2 1.01 9.76E−3 1.41 4.95E−2 1.18 5.18E−3 1.05
Np = 2
K
ρ0u ρ0w ρ P
L2-error Order L2-error Order L2-error Order L2-error Order
4 1.55E−1 – 1.74E−1 – 6.23E−1 – 2.92E−2 –
8 3.11E−2 2.32 6.12E−2 1.51 8.88E−2 2.81 6.09E−3 2.26
16 7.89E−3 1.98 1.51E−2 2.02 1.72E−2 2.37 1.40E−3 2.12
Np = 3
K
ρ0u ρ0w ρ P
L2-error Order L2-error Order L2-error Order L2-error Order
4 2.35E−1 – 2.63E−1 – 3.54E−1 – 1.34E−2 –
8 1.19E−2 4.31 1.95E−2 3.75 1.68E−2 4.40 5.89E−4 4.50
16 8.22E−4 3.85 2.46E−3 2.98 3.64E−3 2.21 2.84E−5 4.37
5.3. Waves in an incompressible stratiﬁed ﬂuid with solid wall boundary conditions
Consider a linear incompressible stratiﬁed ﬂuid with a background density ﬁeld of ρ0 = exp(−2z) in a rectangular do-
main  = [0, 1]2 with solid walls. A solution to (4), after scaling such that g = 1, is
ρ0u = −exp(−z)
[
1
2π
sin(2π z) + cos(2π z)
]
sin(2πx) sin(σ t + 0.1),
ρ0w = exp(−z) sin(2π z) cos(2πx) sin(σ t + 0.1),
ρ = −exp(−z) 2
σ
sin(2π z) cos(2πx) cos(σ t + 0.1),
P = −exp(−z)
[ σ
4π2
sin(2π z) + σ
2π
cos(2π z)
]
cos(2πx) cos(σ t + 0.1)
(67)
with frequency σ , obtained from
σ 2 = 8π
2
1+ 8π2 . (68)
Table 4 presents the L2-error and order of convergence of the numerical solution after three periods. The total energy is 
conserved up to machine precision. Fig. 7 shows the maximum error (L∞-error) in the divergence of the velocity for 100 
periods for a polynomial order zero. Fig. 8 shows the numerical solution after three periods.
5.4. Beam of internal gravity waves
Consider a linear incompressible Euler–Boussinesq ﬂuid with a background density ﬁeld of ρ0 = exp(−2z) in a rectan-
gular domain  = [0, 2] × [0, 1], which is periodic in the horizontal direction and has solid walls in the vertical direction. 
A solution to (5), after scaling such that g = 1, is
u =
10∑
n=1
cos (nπ z) cos (nπx− t) , ρ =
10∑
n=1
2 sin (nπ z) cos (nπx− t) ,
w =
10∑
sin (nπ z) sin (nπx− t) , P =
10∑ 1
nπ
cos (nπ z) cos (nπx− t) .
(69)n=1 n=1
788 A.M. van Oers et al. / Journal of Computational Physics 330 (2017) 770–793Fig. 7. The maximum divergence of the velocity ﬁeld of the numerical solution for two-dimensional waves in a solid wall domain for a stratiﬁed incom-
pressible ﬂuid during 100 periods. Energy is also preserved up to machine precision. The number of elements in each direction and the number of time 
steps in a period was 16 and the polynomial order was zero.
Fig. 8. The numerical solution for two-dimensional waves in a solid wall domain for a stratiﬁed incompressible ﬂuid after three periods. The left image 
shows the vertical velocity ﬁeld and the right image the pressure ﬁeld. The number of elements in each direction was 128 and the polynomial order was 
zero.
Fig. 9. The numerical solution for the two-dimensional internal gravity waves for the Euler–Boussinesq equations, (69), after three periods. The left image 
shows the density ﬁeld and the right image the pressure ﬁeld. The number of elements in the vertical direction was 128 and the polynomial order was 
zero.
By superposing ten modes a beam of internal gravity waves is simulated. Table 5 presents the L2-error and order of con-
vergence of the numerical solution after three periods. The energy and divergence of the velocity ﬁeld are conserved up to 
machine precision. Fig. 9 shows the numerical solution after three periods.
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L2-error and order of convergence of the numerical solution after three periods for the two-dimensional internal gravity waves for the Euler–Boussinesq 
equations. The number of elements in the x-direction is twice the number of elements in the z-direction.
Np = 0
Kx × Kz
ρ0u ρ0w ρ P
L2-error Order L2-error Order L2-error Order L2-error Order
8 × 4 6.70E+0 – 6.09E+0 – 5.12E+0 – 6.28E−1 –
16 × 8 6.62E+0 0.02 5.99E+0 0.02 6.54E+0 −0.35 3.98E−1 0.66
32 × 16 3.46E+0 0.93 3.46E+0 0.79 6.93E+0 −0.08 2.31E−1 0.79
64 × 32 1.88E+0 0.88 1.88E+0 0.88 3.75E+0 0.88 1.03E−1 1.16
128 × 64 9.57E−1 0.97 9.57E−1 0.97 1.91E+0 0.97 5.12E−2 1.01
256 × 128 4.81E−1 0.99 4.81E−1 0.99 9.62E−1 0.99 2.61E−2 0.97
Np = 1
Kx × Kz
ρ0u ρ0w ρ P
L2-error Order L2-error Order L2-error Order L2-error Order
8 × 4 6.96E+0 – 7.10E+0 – 6.12E+0 – 4.45E−1 –
16 × 8 5.13E+0 0.44 6.59E+0 0.11 7.77E+0 −0.34 2.43E−1 0.87
32 × 16 2.28E+0 1.17 2.40E+0 1.46 4.59E+0 0.76 9.32E−2 1.38
64 × 32 9.01E−1 1.34 7.07E−1 1.76 1.44E+0 1.67 3.48E−2 1.42
Np = 2
Kx × Kz
ρ0u ρ0w ρ P
L2-error Order L2-error Order L2-error Order L2-error Order
8 × 4 5.82E+0 – 5.46E+0 – 1.05E+1 – 2.98E−1 –
16 × 8 3.27E+0 0.83 3.43E+0 0.67 1.06E+1 −0.01 1.46E−1 1.03
32 × 16 9.45E−1 1.79 8.08E−1 2.09 1.60E+0 2.72 4.84E−2 1.59
64 × 32 1.25E−1 2.92 1.26E−1 2.68 2.51E−1 2.68 1.97E−2 1.29
Np = 3
Kx × Kz
ρ0u ρ0w ρ P
L2-error Order L2-error Order L2-error Order L2-error Order
8 × 4 7.42E+0 – 1.03E+1 – 1.58E+1 – 4.70E−1 –
16 × 8 5.66E+0 0.39 7.17E+0 0.52 1.28E+1 0.30 2.35E−1 1.00
32 × 16 1.57E+0 1.85 1.71E+0 2.07 3.46E+0 1.89 3.80E−2 2.63
64 × 32 1.24E−1 3.66 6.01E−2 4.83 1.23E−1 4.82 1.81E−2 1.07
5.5. Internal gravity waves in non-uniform stratiﬁcation
We consider continuous proﬁles of the buoyancy frequency, N(z), and assume that the ﬂuid is stably stratiﬁed, N(z) > 0. 
We choose a rectangular domain  = [0, L] × [0, 1], which is periodic in the horizontal direction and has solid walls in the 
vertical direction. Suppose that at some depth z∗ we ﬁnd a ‘turning point’, the depth where internal gravity waves turn 
from oscillatory behavior, N(z) > σ , to exponentially decaying behavior, N(z) < σ . Performing a Taylor expansion around 
this depth and retaining only the ﬁrst two terms yields
N2(z) = N20 + λ(z − 1), (70)
where N20 = N2(z∗) − λ(z∗ − 1) is the buoyancy frequency at the surface and λ = N2′(z∗) is the gradient of the buoyancy 
frequency. Choosing N20 = 1, λ = 12 and a frequency σ =
√
2
3 yields a turning point at depth z∗ = 1/3.
A solution to (5), after scaling such that g = 1, is found in terms of Airy functions [33]
u = k
k1
⎛
⎝−Ai′ [−k(z − 1
3
)
]
+
Ai
[
− 23k
]
Bi
[
− 23k
] Bi′ [−k(z − 1
3
)
]⎞⎠ cos(k1x−
√
2
3
t),
w =
(
Ai
[
−k(z − 1
3
)
]
− Ai(−
2
3k)
Bi(− 23k)
Bi
[
−k(z − 1
3
)
])
sin(k1x−
√
2
3
t),
ρ =
√
3
2
N2(z)
(
Ai
[
−k(z − 1
3
)
]
− Ai(−
2
3k)
Bi(− 23k)
Bi
[
−k(z − 1
3
)
])
cos(k1x−
√
2
3
t),
P =
√
2
3k
k21
(
−Ai′
[
−k(z − 1
3
)
]
+ Ai(−
2
3k)
Bi(− 23k)
Bi′
[
−k(z − 1
3
)
])
cos(k1x−
√
2
3
t),
(71)
where Ai is an Airy function of the ﬁrst kind, Bi is an Airy function of the second kind, k = 3
√
3/4k21 and k1 is the wavenum-
ber of the ﬁrst mode. The wave numbers are found by applying the boundary conditions in the vertical direction, yielding a 
dispersion relation
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L2-error and order of convergence of the numerical solution after three periods for the two-dimensional internal gravity waves for the Euler–Boussinesq 
equations in a non-uniform stratiﬁcation. The number of elements in the x-direction is chosen such that the element dimensions in both directions is 
approximately equal.
Np = 0
Kx × Kz
ρ0u ρ0w ρ P
L2-error Order L2-error Order L2-error Order L2-error Order
4 × 4 2.99E−1 – 5.88E−1 – 5.85E−1 – 4.29E−2 –
7 × 8 1.28E−1 1.22 2.65E−1 1.15 2.66E−1 1.14 1.50E−2 1.51
13 × 16 5.78E−2 1.15 1.25E−1 1.08 1.24E−1 1.09 6.26E−3 1.26
26 × 32 2.77E−2 1.06 6.04E−2 1.05 6.01E−2 1.05 2.92E−3 1.10
52 × 64 1.37E−2 1.02 2.99E−2 1.01 2.98E−2 1.01 1.43E−3 1.03
103 × 128 6.85E−3 1.00 1.50E−2 1.00 1.49E−2 1.00 7.15E−4 1.00
206 × 256 3.43E−3 1.00 7.50E−3 1.00 7.46E−3 1.00 4.20E−4 0.91
Np = 1
Kx × Kz
ρ0u ρ0w ρ P
L2-error Order L2-error Order L2-error Order L2-error Order
4 × 4 1.20E−1 – 3.22E−1 – 3.11E−1 – 1.04E−2 –
7 × 8 4.22E−2 1.51 1.13E−1 1.51 1.13E−1 1.46 2.77E−2 -1.41
13 × 16 1.80E−2 1.23 4.77E−2 1.24 4.76E−2 1.25 2.09E−3 3.73
26 × 32 8.59E−3 1.07 2.24E−2 1.09 2.22E−2 1.10 1.02E−3 1.03
52 × 64 4.24E−3 1.02 1.10E−2 1.02 1.09E−2 1.03 5.06E−4 1.01
Np = 2
Kx × Kz
ρ0u ρ0w ρ P
L2-error Order L2-error Order L2-error Order L2-error Order
4 × 4 2.99E−2 – 9.22E−2 – 9.28E−2 – 4.35E−3 –
7 × 8 5.40E−3 2.47 1.14E−2 3.02 1.15E−2 3.01 3.13E−3 0.47
13 × 16 7.39E−4 2.87 1.48E−3 2.94 1.55E−3 2.89 2.26E−4 3.79
26 × 32 9.30E−5 2.99 1.84E−4 3.01 1.93E−4 3.00 5.49E−5 2.04
52 × 64 1.17E−5 2.99 2.30E−5 3.00 2.41E−5 3.00 1.36E−5 2.01
Np = 3
Kx × Kz
ρ0u ρ0w ρ P
L2-error Order L2-error Order L2-error Order L2-error Order
4 × 4 3.86E−2 – 1.21E−1 – 1.12E−1 – 2.98E−2 –
8 × 7 4.13E−3 3.23 1.61E−2 2.90 1.59E−2 2.81 7.89E−4 5.24
13 × 16 6.35E−4 2.70 2.17E−3 2.89 2.12E−3 2.91 2.67E−5 4.88
26 × 32 6.74E−5 3.24 2.67E−4 3.02 2.58E−4 3.04 6.40E−6 2.06
Ai
[
1
3
k
]
Bi
[
−2
3
k
]
− Bi
[
1
3
k
]
Ai
[
−2
3
k
]
= 0. (72)
The wavenumbers are incommensurable: kn/kl = n/l. We cannot ﬁt a beam of internal gravity waves (by adding multiple 
modes) into a channel of length L which is periodic in the horizontal direction. We choose to use the ﬁrst mode: the ﬁrst 
root of (72) yields the value of the ﬁrst wavenumber, k1 ≈ 7.822. Choosing the length of the domain as L = 2π/k1 ≈ 0.803
ensures the solution is periodic in the horizontal direction.
Table 6 presents the L2-error and order of convergence of the numerical solution after three periods. The energy, diver-
gence of the velocity ﬁeld, mass and momentum in two directions are conserved up to machine precision. Fig. 10 shows 
the error in total mass during 100 periods.
Fig. 11 shows the numerical solution after three periods. The right image shows the density ﬁeld. Above the turning 
depth, z > 0.33, the solution shows oscillatory behavior. Looking in the vertical direction, the density ﬁeld shows half an 
oscillation in the vertical, with a local extremum at z = 2/3. Below the turning depth, z < 1/3, the solution is decaying.
5.6. Wave attractors
In the previous test cases, the walls were either parallel or perpendicular to the direction of gravity. Wave attractors 
appear when there is a geometric asymmetry with respect to the direction of gravity. A slight tilt in one of the walls results 
in symmetry breaking and hence in wave focusing and defocussing. Focusing dominates and wave attractors appear. Here, 
as in [4,12] the symmetry is broken by rotating the direction of gravity with respect to the geometry.
Consider (5) in a two-dimensional geometry. When we rotate the direction of gravity by an angle γ , gravity also has a 
component in the x-direction: g = g (sin(γ ), cos(γ )). For γ = 0 the direction of gravity is aligned with the geometry and 
the symmetry is not broken. No wave attractors can appear. For γ = 0 the direction of gravity is inclined with respect to 
the geometry and the symmetry is broken. Wave attractors can appear.
The qualitative behavior of the numerical solution is checked. In [12] the free evolution of wave attractors is discussed. 
The authors use a Hamiltonian ﬁnite difference scheme to study wave attractors. We use the same initial condition as in 
one of the cases discussed in [12]. This initial condition is a (1, 1) Fourier mode in the velocity,
u = −π sin(πx) cos(π z), w = π cos(πx) sin(π z), ρ = 0, P = 0. (73)
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polynomial order was zero.
Fig. 11. The numerical solution for the two-dimensional internal gravity waves for the Euler–Boussinesq equations in a channel with a non-uniform stratiﬁ-
cation after three periods. The left image shows the horizontal velocity ﬁeld and the right image the density ﬁeld. The number of elements in the horizontal 
direction was 103, the number of elements in the vertical direction was 128 elements and the polynomial order was zero.
The initial condition evolved into a set of (1, 1) wave attractors for the case γ = 0. Fig. 12 shows the evolution of the 
solution. The structure of the solution completely changed due to the asymmetry in the geometry. Since the system is 
unforced, no frequency is forced onto the system. Waves propagate within a continuous frequency band, resulting in a 
whole family of (1, 1) wave attractors. For the same parameters (N2 = 1 and γ = π/20) and the same initial conditions the 
resulting wave attractors are the same as those in [12].
6. Concluding remarks
A DGFEM discretization has been developed for the Hamiltonian dynamics of stratiﬁed compressible and incompress-
ible linear ideal ﬂuids. The continuous Poisson bracket and continuous Hamiltonian corresponding to a linear compressible 
stratiﬁed ﬂuid were discretized, yielding a discrete Poisson bracket and discrete Hamiltonian. These discrete objects yielded 
the discrete equations of motion for compressible stratiﬁed ﬂuids. By constructing these discrete equations from a Poisson 
bracket, the discrete equations possessed a Hamiltonian structure. Together with a symplectic time integration, the modiﬁed 
midpoint rule, this Hamiltonian structure ensured phase space preservation and exact preservation of the discrete energy. 
This discretization of Hamiltonian dynamics of a compressible ﬂuid was implemented and tested against exact solutions. 
This provided an intermediate check point for the introduced discretization. Dirac’s method of constraints was applied to 
the discrete Poisson bracket, to enforce the incompressibility of the ﬂuid. Performing a discrete Boussinesq approximation 
792 A.M. van Oers et al. / Journal of Computational Physics 330 (2017) 770–793Fig. 12. The time evolution of the numerical solution for an asymmetric domain relative to the direction of gravity, which points downwards. The evolution 
goes from the top left to the bottom left and continues from the top right to the bottom right. The left images (ﬁrst and third columns) shows the vertical 
velocity and the right images (second and fourth columns) the pressure. The number of elements in each direction was 64 and the polynomial order was 
two.
preserved the discrete Hamiltonian dynamics and the discrete equations of motion for an Euler–Boussinesq ﬂuid were de-
rived. The construction using Poisson brackets and Dirac’s method of constraint ensured the conservation of phase space and 
the exact conservation of energy and divergence of the velocity ﬁeld. The developed numerical method is unconditionally 
stable and does not require a stabilization common to some direct (DG)FEM discretizations of incompressible ﬂuids.
This DGFEM discretization has been veriﬁed with analytical solutions. Convergence tables for several tests in stratiﬁed 
ﬂuids were presented. Compressible and incompressible stratiﬁed wave solutions in two-dimensional and three-dimensional 
domains with periodic and solid wall boundary conditions were tested. Global h-reﬁnement and global p-reﬁnement were 
used and the order of convergence was satisfactory. For all tests the discrete energy was conserved up to machine precision.
By changing the direction of gravity in the model a geometric asymmetry was introduced. Starting from a Fourier mode 
as initial condition the asymmetry led to a focusing of wave energy and the evolution of wave attractors. Despite the 
focusing of wave energy, the energy of the system was conserved up to machine precision by construction.
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