Abstract-One problem faced in knowledge engineering for Bayesian networks (BNs) is the exponential growth of the number of parameters in their conditional probability tables (CPTs). The most common practical solution is the application of the so-called canonical gates and, among them, the noisy-OR (or their generalization, the noisy-MAX) gates, which take advantage of the independence of causal interactions and provide a logarithmic reduction of the number of parameters required to specify a CPT. In this paper, we propose an algorithm that fits a noisy-MAX distribution to an existing CPT, and we apply this algorithm to search for noisy-MAX gates in three existing practical BN models: ALARM, HAILFINDER, and HEPAR II. We show that the noisy-MAX gate provides a surprisingly good fit for as many as 50% of CPTs in two of these networks. We observed this in both distributions elicited from experts and those learned from data. The importance of this finding is that it provides an empirical justification for the use of the noisy-MAX gate as a powerful knowledge engineering tool.
I. INTRODUCTION

B
AYESIAN networks (BNs) [1] provide a convenient and sound framework for encoding uncertain knowledge and for reasoning under uncertainty. A BN consists of an acyclic directed graph encoding a factorization of the joint probability distribution over a set of random variables and a set of conditional probability distributions. The structure of the graph represents the variables and independences among them, while the probability distributions over the individual variables conditioned on their direct predecessors (parents) represent individual components of the factorization.
When a node of a BN and all its parents are discrete (this is most common in practice due to the existence of general-purpose efficient algorithms for reasoning with discrete variables), the conditional probability distributions are stored in conditional probability tables (CPTs) indexed by all possible combinations of states of the parents. The CPT of a node with ten binary parents will be indexed by 2 10 = 1024 combinations of the parents' states and will contain as many conditional probability distributions. This poses considerable difficulties for knowledge engineering, learning BNs from data, and BN inference algorithms. An ingenious practical solution to this problem has been the application of parametric conditional distributions, such as the noisy-OR gates or their multivalued generalization, the noisy-MAX gates. By taking advantage of independence of causal influences (ICI), these gates offer a reduction in the number of parameters required to specify a conditional probability distribution from exponential to linear in the number of parents.
The two most widely applied ICI distributions are the binary noisy-OR model [2] , [3] and its extension to multivalued variables, the noisy-MAX model [4] , [5] . Noisy-OR and noisy-MAX gates have proven their worth in many real-life applications (e.g., [6] - [8] ). Their foremost advantage is a small number of parameters that are sufficient to specify the entire CPT. This leads to a significant reduction of effort in knowledge elicitation from experts [4] , [6] , improves the quality of distributions learned from data [9] , and reduces the spatial and temporal complexities of algorithms for BNs [10] - [12] .
Our research aims at better understanding the applicability of noisy-MAX gates in practical BN models. We achieve this by developing a technique for fitting noisy-MAX relationships to existing fully specified CPTs. Having this technique, we can examine CPTs in existing practical BN models for whether they can be suitably approximated by the noisy-MAX model. The models that we selected for our study, first of all, contain many nodes with multiple parents and with CPTs obtained by full specification without apparent systematic patterns. Obviously, the models that are built on noisy-OR gates are not of interest here. It turns out that finding models which fulfill the aforementioned criteria is relatively difficult, and we were able to find only three: ALARM [13] , HAILFINDER [14] , and HEPAR II [9] . We apply two measures of distance between two CPTs-one based on Euclidean distance and one based on Kullback-Leibler (KL) divergence. We prove that the Euclidean distance between any CPT and a CPT that is generated from a set of noisy-MAX parameters has exactly one minimum. We apply this result to an algorithm that, given a CPT, finds a noisy-MAX distribution that provides the best fit to it. We 2168-2216/$31.00 © 2012 IEEE show that the noisy-MAX gate provides a surprisingly good fit for a significant percentage of distributions in these networks. We observed this both in distributions elicited from experts and in those learned from data, and for two measures of distance between distributions. We tested the robustness of this result by fitting the noisy-MAX distribution to randomly generated CPTs and observed that the fit in this case is poor. Obtaining a randomly generated CPT that can be reasonably approximated by a noisy-MAX gate is extremely unlikely, which leads us to the conclusion that our results are not a coincidence. Finally, we investigate the effect of approximating CPTs in BNs by means of noisy-MAX gates on the accuracy of posterior probability distributions obtained by means of these BNs.
We envisage two applications of our results. The first is providing a justification for refocusing knowledge engineering effort from obtaining an exponentially growing number of numerical probabilities to a much smaller number of noisy-MAX parameters. While a parametric distribution may be only an approximation to a set of general conditional probability distributions, the precision that goes with the latter is often only theoretical. In practice, obtaining large numbers of numerical probabilities is likely to lead to expert exhaustion and result in poor-quality estimates. Focusing the expert's effort on a small number of parameters of a corresponding parametric distribution should lead to a better quality model. The second application of our results is in approximate algorithms for BNs. Whenever the fit is good, a CPT can be replaced by an ICI gate, leading to potentially significant savings in computation [10] , [11] .
The remainder of this paper is organized as follows. Section II reviews those properties of BNs that are relevant to our work. Section III introduces the noisy-OR and the noisy-MAX gates. Section IV proposes our algorithm for fitting noisy-MAX parameters to an arbitrary CPT. Section V presents the results of our experiments that test the goodness of fit of noisy-MAX gates to CPTs in several existing practical networks. Section VI proposes an explanation of the observed results.
II. BNs
A BN is a compact representation of a joint probability distribution over a finite set of random variables. Its qualitative part is an acyclic directed graph, in which vertices represent random variables and edges indicate direct statistical relationships among these variables. Its quantitative part consists of probability distributions associated with variables (vertices in the graph).
A BN captures a joint probability distribution over the variables that it models by means of factorization, using the chain rule of probability, and taking advantage of statistical independences between variables in a domain. However, explicit representation of independences alone is insufficient for creating complex BN models in practice. The main reason for this is the number of distributions in CPTs that grow exponentially with the number of parents of a node in a graph. We will introduce BNs and explain the problem with large CPTs informally by means of a simple example, a BN modeling several possible causes of problems with starting a car engine (Fig. 1) . This simple network models three causes that can prevent an engine from starting: 1) dead battery; 2) dirty connectors between the battery and the rest of the electrical system, which prevent current from flowing; and 3) a short in the wiring caused by water (e.g., after a rainy day and driving through pools of water). It is relatively easy to obtain prior probability distributions for nodes Dead Battery, Dirty Connectors, and Shortcut Caused by Water from an expert. More problematic is obtaining a CPT for the variable Engine does not Start. This requires an explicit specification of eight conditional probability distributions-one for each combination of states of the parent nodes. The exponential growth of CPTs in the number of parent nodes is a major problem with knowledge engineering for BNs. The resulting large number of probabilities makes the elicitation process time consuming, as it increases the costs (the expert's time easily translates into money) and decreases the quality of estimates. In addition, in our example, the expert may have difficulties with estimating the probability that the engine does not start, given that the battery is charged, but connectors are dirty and there is water in the electrical system. This is because some combinations of parent states may be very unlikely, and typically, the expert may have no experience with them.
The knowledge engineer should notice in this situation that it is not necessary to specify the entire CPT for the variable Engine does not Start. He can take advantage of the observation that the three causes operate independently in preventing the engine from starting. This type of independence is typically referred to as ICI. In this case, he can apply the noisy-MAX model because the three modeled causes act independently on the ability of the engine to start (none of them interferes with other causes in producing the effect) and the presence of one cause is sufficient to prevent the engine from starting. The ICI assumption allows us to reduce the number of probabilities required to specify the CPT from exponential to linear in the number of parents. In the literature, we can find different approaches to the problem of simplifying specification of CPTs. Examples based on the ICI assumption include temporal and atemporal representations [12] , and independence of causal inputs [15] . Examples of non-ICI approaches to the problem include linear potential functions [16] or context-specific independence [17] . An explicit representation of ICI can lead to considerable savings in belief updating algorithms for BNs [11] , [12] . In this paper, we concentrate on the most commonly used model for ICI-the noisy-OR model and its generalization, the noisy-MAX model. 
III. NOISY OR AND NOISY MAX
In what follows, we will represent random variables by upper-case letters (e.g., X) and their values by indexed lowercase letters (e.g., x). We use Rng(X) to denote the range (the set of possible values) of a variable X. We assume that all variables are discrete.
An interaction can be approximated by a noisy-MAX gate if it meets the following three assumptions [6] : 1) The child node and all its parents must be variables indicating the degree of presence of an anomaly; 2) each of the parent nodes must represent a cause that can produce the effect (the child node) in the absence of the other causes; and 3) there may be no significant synergies among the causes.
Let there be n binary nodes X 1 , . . . , X n , each with values of Rng(X i ) = {x i , x i }. Let the variables X i be the parents of an effect variable Y that assumes values y and y. The noisy-OR model can be thought of as a probabilistic extension of the deterministic OR model of interaction of inputs in producing the output. The noisy-OR model assumes that the presence of each single cause X i is able to produce the presence of the effect Y and that its ability to produce that effect is independent of the presence of other causes. However, the presence of a cause X i does not guarantee that the effect Y will occur.
A useful concept for modeling the noisy-OR by means of the deterministic OR is that of the inhibitor nodes [1] , [12] , which model the probabilistic relation between each cause and the effect individually [4] , [5] is basically an extension of the noisy-OR model to multivalued variables. The noisy MAX assumes that the variable Y has n y states and that these states are ordered. In practice, the states are ordered according to increasing (or decreasing) severity, for example, none, low, medium, high. The inhibitor nodes Y i take values from the same domain as Y , and their states follow the same ordering. Every parent variable X i has n i values.
For the convenience of further discussion, we introduce a notation that is similar to the (ijk)-coordinate notation commonly used in the BN literature. We use q ijk to denote the element of 
The CPT of Y is a deterministic MAX defined by the ordering relation over states of Y . It is common practice to add a leak term to the noisy-OR and noisy-MAX models. The leak is an auxiliary cause that serves the purpose of modeling the influence of causes that are not explicitly included in the model. However, the leak can be mathematically modeled as an additional cause X leak and the corresponding inhibitor node Y leak , making all consequent discussion applicable to the case with the leak cause present. In our experiments, we always assume that the noisy-MAX model includes the leak probability.
IV. CONVERTING A CPT INTO A NOISY-MAX GATE
In this section, we propose an algorithm that fits a noisy-MAX distribution to an arbitrary CPT. In other words, it identifies the set of noisy-MAX parameters that produces a CPT that is the closest to the original CPT. Let C Y be the CPT of a node Y that has n parent variables X 1 , . . . , X n . Let y j be the jth value of Y and also of Y i , i = 1, . . . , n. Each variable X i can take one of n X i possible values.
Let X be an n-dimensional variable composed of a vector of variables X 1 , . . . , X n . Let . There exist several measures of similarity of two probability distributions (for a good overview, we refer the reader to [18] ), of which two are commonly used: Euclidean distance and KL divergence. The main difference between the two is that the Euclidean distance is based on absolute differences and hence is insensitive to large relative differences in very small probabilities, which can be a major drawback in some contexts. The KL divergence addresses this problem but, on the other hand, the problem with KL divergence is that it is undefined for cases when the estimated probability is zero and the goal probability is nonzero. In our experiments, we used a common approach that amounts to replacing zeros with a constant close to zero.
The problem of defining a distance between two CPTs is somewhat more complicated, because a CPT is a set of probability distributions. The easiest approach is to define the distance between two CPTs as a sum of distances of corresponding probability distributions in both CPTs. However, in practice, not all distributions in the CPT are equally important. This is because, typically, some of the configurations of the parents' states are far more likely than the others. In our example, the probability of the instantiation of parents, i. 
where
is a weighting constant for each distribution in the CPT.
Analogously, we define the distance between two CPTs based on KL divergence as follows.
Definition 2 (KL Divergence Between CPTs):
The divergence D KL between the goal CPT Pr A (Y |X) and its approximation Pr B (Y |X) is a weighted sum of KL divergences between their corresponding probability distributions
where w i x = P (x i ) is a weighting constant for each distribution in the CPT.
In the case of the KL divergence, it is possible to show that, under the assumption that the weights w i x = P (x i ), the defined measure of divergence between two CPTs is equivalent to the KL divergence defined for the joint probability distribution over Y ∪ X.
Definition 3 (MAX-Based CPT):
A MAX-based CPT Pr q (Y |X) is a CPT constructed from a set of noisy-MAX parameters q using the noisy-MAX equations.
Let q ijk be defined as follows:
Our goal is to find, for a given CPT Pr cpt (Y |X), a set of noisy-MAX parameters q that minimizes the Euclidean distance between the original CPT and the MAX-based CPT Pr q (Y |X). For simplicity, we will use θ ij to denote the element of the CPT that corresponds to the ith element of X and the jth state of Y
When this parameter is given in a CPT, we use upper index cpt (e.g., θ cpt ij ), and when the parameter was obtained from the MAX-based CPT, we use upper index max (e.g., θ max ij ). We can now rewrite (1) as
Because subsequent discussion relies heavily on cumulative probabilities, we introduce cumulative probability distributions based on the parameters θ ij and q ijk . We define Θ ij as
which constructs a cumulative probability distribution function for Pr(Y |x i ). It is easy to notice that θ ij = Θ ij − Θ i(j−1) . The next step is to express the MAX-based CPT parameters θ max ij in terms of the noisy-MAX parameters. In a similar manner, we define the cumulative probability distribution of the noisy-MAX parameters Q ij as
and for j = 0, define Q ijk = 0. Pradhan et al. [7] proposed an algorithm exploiting cumulative probability distributions for efficient calculation of the MAX-based CPT that computes parameters of the MAX-based CPT as follows:
In (3), the values of parent node X k are components of vector x i . Equation (4) shows how to compute the element θ max ij from the noisy-MAX parameters
However, parameters θ max ij have to obey the axioms of probability, which means that we have only n Y − 1 independent terms and not n Y , as the notation suggests. Hence, we can express θ max ij in the following way:
Theorem 1:
The distance D E between an arbitrary CPT Pr cpt (Y |X) and a MAX-based CPT Pr q (Y |X) of noisy-MAX parameters q as a function q has exactly one minimum.
Proof: We prove that, for each noisy-MAX parameter q ∈ q, the first derivative of D E has exactly one zero point. We will subsequently show that the second derivative is always positive, which indicates that D E has exactly one minimum. The first derivative of D E over q is
Each of the three products contains, at most, one term q, and hence, the expression takes the following form:
where A ij and B ij are constants. At least some of the terms B ij have to be nonzero (because the external sum in (5) runs over all elements of the CPT). The derivative
is a nontrivial linear function of q. The second-order derivative is equal to 2 i,j B 2 ij and always takes positive values. Therefore, there exists exactly one local minimum of the original function.
In our approach, we try to identify the set of noisy-MAX parameters that minimizes the distances D E or D KL for a given CPT. The problem amounts to finding the minimum of the distance as a multidimensional function of the noisy-MAX parameters. Theorem 1 states that, for the Euclidean distance, there exists exactly one local minimum. Therefore, we can use any mathematical optimization method ensuring convergence to a single minimum. In the case of KL divergence, we have no guarantee that there exists exactly one local minimum. However, the assumption that there exists only one local minimum is conservative, because if there exist multiple local minima, the algorithm may find a suboptimal solution. Finding the global minimum in this case would make our results stronger.
We implemented a simple hill-climbing algorithm outlined in Fig. 3 that takes a CPT as its input and produces noisy-MAX parameters and a measure of fit as its output. In every step of the inner loop (3b), we introduce a change in the noisy-MAX parameters by adding/subtracting a small value of step from a single noisy-MAX parameter (procedure ChangeMAX). When one parameter is changed, the other parameters have to be changed as well in order to obey the constraints imposed by the probability axioms. In our algorithm, we distribute the change proportionally to the value of each parameter. The procedure CalculateDistance returns a measure of distance between two CPTs. We decided to test several sizeable real-world models in which probabilities were specified by an expert, learned from data, or obtained by a combination of both. Three models that fit the needs of our experiments were available to us: ALARM [14] , HAILFINDER [13] , and HEPAR II [9] . The basic characteristics of these networks are presented in Table I (each of these models can be accessed at http://genie.sis.pitt.edu/networks.html). We verified by contacting the authors of these models that none of the CPTs in these networks were specified using the noisy-OR/MAX assumption. For each of the networks, we first identified all nodes that had at least two parents, and then, we applied our conversion algorithm to these nodes. HEPAR contains 31 candidate nodes, while ALARM and HAILFINDER contain 17 and 19 such nodes, respectively. We applied the algorithm in Fig. 3 to each of the nodes using both D E and D KL measures and ε = 10 −4 . It is important to note that the procedure, as described earlier, assumes that the states of variables are already appropriately ordered to meet the noisy-MAX assumptions. Not surprisingly, for conditional probability distributions created without the noisy-MAX model in mind, this is necessarily true. We resolved this problem by making the assumption that the order of values in nodes is always ascending or descending (i.e., states are never ordered as {hi, low, med} but rather {low, med, hi} or {hi, med, low}) and tested both the ascending and the descending order for each variable (parents and the child) in looking for the best fit.
A. Simple and Weighted Fit
Because we were interested in the question "How common are the noisy-MAX interactions in practical models?" we decided to fit the noisy-MAX model to CPTs without taking into account the probabilities of parent instantiations. In other words, we assumed that the constants w p i in (1) and (2) are always equal to one. We decided to report these results together with the weighted distances. In the sequel, we will refer to uniformly weighted distributions as simple and the weighted according to probabilities of parent combinations as weighted.
We used two criteria to measure the goodness of the fit between a CPT and its MAX-based equivalent: 1) Average, which is the average Euclidean distance (simple, i.e., not weighted by probabilities of parent instantiations) between the two corresponding parameters, and 2) MAX, which is the maximal absolute value of the difference between two corresponding parameters, which is an indicator of the single worst parameter fit for a given CPT. Fig. 4 shows the results for the three tested networks for Euclidean and KL divergence measures (without weighting by parent state probabilities), respectively. In this and all subsequent figures, the x-axis shows the percentage rank of each node according to the node's fit to the noisy-MAX distribution (from the best to the worst fit). The y-axis shows the Euclidean distance of the node's CPT from the node's MAX-based CPT. It shows, thus, either the average or the maximum distance between the parameters of the two CPTs. Using the Euclidean distance in all plots (we refer to it as absolute distance) allowed us to have an intuitive common denominator that has a clear interpretation on the probability scale.
The figures show the distance for all networks on one plot. The nodes in each of the networks are sorted according to the corresponding distance (Average or MAX), and the scale is converted to percentages. We can see for the MAX distance that, as many as roughly 50% of the variables in two of the networks, the greatest difference between two corresponding values in the compared CPTs was less than 0.1. We present the fit using the weighted measures of distances D E and D KL in Fig. 5 . We present an example of a fitted CPT with a MAX distance around 0.05 in Table II .
B. Influence of the Size of CPT
We checked whether there is any dependence between the size of a CPT and the goodness of fit. Fig. 6 shows the goodness of fit as a function of the size of CPT (measured in the number of parameters). There seem to be no obvious patterns in the plot. Table III shows the distribution of the number of parents for nodes under consideration. Generally, large CPTs tend to fit the noisy-MAX model just as well as smaller CPTs, although there are too few large CPTs in our networks to draw definitive conclusions.
C. Random CPTs
One possible explanation of our findings is that the noisy-MAX model is likely to fit well any randomly selected CPT. We decided to verify this by generating CPTs for binary nodes, with two to five parents (10 000 CPTs for every number of parents, for a total of 40 000 CPTs), whose parameters were sampled from the uniform distribution. To fit the noisy-MAX parameters, we used the Euclidean distance (a nonweighted version). Fig. 7 shows the results. On the x-axis, there are generated CPTs sorted according to their fit to the noisy OR using average and MAX measures. Except for the cases with two parents, the results are qualitatively different from the results that we obtained using real models. They clearly indicate that a close approximation of a randomly generated CPT by the noisy OR is highly improbable. In addition, these results can provide an empirical basis for interpretation of values of distance measures. A relatively good fit for nodes with two binary parents is not surprising, because in this case, we are dealing with approximating a function of four parameters with a function of three parameters. There are only 7 out of 16 noisy-MAX nodes with two parents that involve only binary variables (i.e., noisy-OR nodes) in the HEPAR II model.
D. Implications on Inference
Small differences in the conditional probabilities do not necessarily imply small differences in the posterior probability distributions, the main output of BNs. We decided to test the accuracy of models in which a fraction of nodes has been converted into noisy-MAX gates. For each of the tested networks, we converted an increasing number of nodes (this was the independent variable) on the order of their fit to noisy-MAX gates using Euclidean and KL measures in both weighted and simple variants. In this way, after each node had been converted, a new model was created. For each such model, we generated evidence for a randomly selected 10% of nodes in the network. In generating evidence, we repetitively selected a state of each evidence node according to the node's posterior probability distribution in the model, conditional on the evidence entered so far. We subsequently calculated the posterior probability distributions over the remaining nodes. We compared these posterior probabilities to those obtained in the original model (with the same evidence), which we treated as the gold standard. We repeated the procedure described previously 1000 times for each of the three models. Fig. 8 shows the results of tests for accuracy of posterior probabilities for the three networks. The x-axis shows the percentage of nodes converted (always those with the best fit are converted). On the y-axis, there is absolute average maximal error between posterior probabilities for 1000 trials. We observe a consistent tendency that the accuracy of the posterior probabilities is decreasing with the decreasing goodness of fit of the noisy MAX to the CPT. From these results, one can conclude that the weighted KL divergence is superior to other distances, when it comes to CPTs which are good fits to the noisy MAX (these at the left-hand side of the x-axis). The nodes on the right-hand side are usually not of much interest, as they represent nodes that are not a good fit. The nature of maximal error can explain the weighted distances' worse performance in the case of the HEPAR II network. The HEPAR II network has many small probabilities, and these lead to orders of magnitude differences in probabilities of the parents' instantiations. The weighted distances work well on the average; however, their performance can be worse for less likely scenarios, and this additionally can be amplified by using the maximal measure, which captures the worst case scenario.
E. Comparison With the Expert's Knowledge
In the later version of the HEPAR II model, a domain expert's knowledge was used to identify variables that are candidates for the noisy-MAX distributions [9] . We had access to this later Table IV . Apparently, the expert's strategy was to convert as many variables as possible with large CPTs to the noisy MAX, even though they were not a good fit. The surprising part is that the expert did not identify variables that were the best fit-she listed only four of the ten variables with the best fit. Upon a closer investigation, we concluded that the remaining six nodes that were not identified by the expert are indeed a good fit to the noisy MAX, but they required reversing the order of states, a manipulation that was probably beyond the expert's modeling skills. The other interesting observation was that the expert rejected using the noisy MAX when gender node was a parent-because it seemed to be a disabling factor which cannot be modeled by the noisy MAX. However, it turned out that, after reversing the child node's states, the interaction TABLE IV  VARIABLES IN THE HEPAR MODEL IDENTIFIED BY A DOMAIN  EXPERT AS NOISY MAX AND THEIR FIT TO THE NOISY-MAX  DISTRIBUTIONS ACCORDING TO THE ALGORITHM can be modeled successfully by the noisy-MAX model. The conclusion is that experts can have difficulty in identifying noisy-MAX relations when it comes to nontrivial meaning of variable outcomes.
F. Learning From Data
Even though this work does not touch on the learning from data aspect, it may be worth noting that the results for the weighted KL divergence can provide some insights into learning the noisy-MAX models from data. The log-likelihood methods can be used to find a set of noisy-MAX parameters that minimizes the weighed KL divergence. As discussed in [19] , for a certain class of BN that includes the noisy MAX, the set of parameters that maximize the log likelihood of the data also maximizes the conditional log likelihood.
VI. DISCUSSION AND CONCLUSION
In this paper, we have introduced two measures of distance between two CPTs-one based on the Euclidean distance and one based on the KL divergence. We proved that the Euclidean distance between any CPT and a MAX-based CPT, as a function of the noisy-MAX parameters of the latter, has exactly one minimum. We applied this result to an algorithm that, given a CPT, finds a noisy-MAX distribution that provides the best fit to it. Subsequently, we analyzed CPTs in three existing BN models using both measures. Our experimental results suggest that the noisy-MAX gate may provide a surprisingly good fit for as many as 50% of CPTs in two of the three analyzed networks. We demonstrated that this result was unlikely to be observed in randomly generated CPTs. It should be made clear that this result does not need to hold in the general case. In fact, different BN models can have diverse characteristics, in terms of both graphical structure and encoded probability distributions, making it difficult to generalize results of studies like this one. However, the fact remains that, based on a sample of three models, a substantial number of local probability distributions can be fitted to noisy-MAX distributions.
We tested the influence of accuracy of the approximation of CPTs by noisy-MAX gates on the accuracy of posterior probabilities, showing that converting some CPTs to noisy-MAX gates can provide a good approximation to the original models. Our results provide strong empirical support for the practical value of the noisy-MAX models. We showed that the relation defined by the noisy MAX often approximates interactions in the modeled domain reasonably well.
We might expect such result in networks that were elicited from human experts (HAILFINDER and ALARM). One of the reasons for that may be that humans tend to simplify their picture of the world by conceptualizing independences among causal mechanisms. The fact that we observed as many as 50% noisy-MAX gates in a model whose parameters were learned from a data set (HEPAR II) is puzzling. In fact, the goodness of fit for the HEPAR II network was better than that of the HAILFINDER network. It seems to us, based on this result, that the independence of causal interactions may be fairly common in real-world probability distributions.
We envisage two applications of the proposed technique. The first is using our algorithm to discover noisy-MAX relationships in initial versions of CPTs elicited from experts, or directly from data when such are available, and then refocus knowledge engineering effort to noisy-MAX distributions. The second is in approximate algorithms for BNs. Whenever a fit is good, a CPT can be replaced by an ICI gate, leading to potentially significant savings in computation. It is possible that a small change in the CPT parameters can affect the accuracy of such a transformed network. Therefore, we suggest using sensitivity analysis techniques to test possible effects of converting nodes to the noisy MAX.
