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Abstract
This paper is on improving the training of binary neu-
ral networks in which both activations and weights are bi-
nary. While prior methods for neural network binarization
binarize each filter independently, we propose to instead
parametrize the weight tensor of each layer using matrix or
tensor decomposition. The binarization process is then per-
formed using this latent parametrization, via a quantization
function (e.g. sign function) applied to the reconstructed
weights. A key feature of our method is that while the recon-
struction is binarized, the computation in the latent factor-
ized space is done in the real domain. This has several ad-
vantages: (i) the latent factorization enforces a coupling of
the filters before binarization, which significantly improves
the accuracy of the trained models. (ii) while at training
time, the binary weights of each convolutional layer are
parametrized using real-valued matrix or tensor decompo-
sition, during inference we simply use the reconstructed (bi-
nary) weights. As a result, our method does not sacrifice
any advantage of binary networks in terms of model com-
pression and speeding-up inference. As a further contribu-
tion, instead of computing the binary weight scaling factors
analytically, as in prior work, we propose to learn them
discriminatively via back-propagation. Finally, we show
that our approach significantly outperforms existing meth-
ods when tested on the challenging tasks of (a) human pose
estimation (more than 4% improvements) and (b) ImageNet
classification (up to 5% performance gains).
1. Introduction
One key aspect of the performance of deep neural net-
works is the availability of abundant computational re-
sources (i.e high-end GPUs) during both training and in-
ference. However, often, such models need to be deployed
on devices with limited resources such as smartphones, FP-
GAs or embedded boards. To this end, there is a plethora
of works that attempt to miniaturize the models and speed-
up inference with popular directions including matrix and
tensor decomposition [25, 19], weights pruning [11] or net-
work quantization [6, 26]. Of particular interest in this work
is the extreme case of quantization – binarization, where all
the weights and features are restricted to 2 states only. Such
networks can achieve a compression rate of up to 32× and
an even higher order speed-up that can go up to 58× [31, 7].
Despite these attractive properties, training binary networks
to a comparable accuracy to that of their real-valued coun-
terparts is still an open problem. For example, there is
∼ 20% accuracy drop between real and binary networtks
on ImageNet [31], and ∼ 9% difference for human pose
estimation on MPII [4].
Most current works that attempt to improve the accu-
racy of binary network fall into two broad categories: a)
methodological changes and b) architectural improvements.
The authors of [7] propose to binarize the weights using the
sign(x) function, with encouraging results on a few selected
datasets. Because the representational power of binary net-
works is very limited, the authors of [31] propose to add a
scaling factor to the weights and channels of each convolu-
tional layer, showing for the first time competitive results on
ImageNet. From an architectural point of view, the method
of [4] proposes a novel residual module specially designed
for binary networks, while in [38], the authors incorporate
densenet-like connections into the U-Net architecture.
In this work, we propose a simple method to improve
the accuracy of binary networks by introducing a linear
or multi-linear re-parametrization of the weight tensor dur-
ing training. Let’s consider a 4–dimensional weight tensor
W ∈ RO×C×w×h. A common limitation in prior work is
that each filter Wi ∈ RC×w×h (a slice of W) of a given
convolutional layer is binarized independently as follows:
Bi = sign(Wi).
In contrast, our key idea in this work is to model the filters
jointly by re-parametrizing them in a shared subspace using
a matrix or tensor decomposition, and then binarizing the
weights. A simplified version of our idea can be described
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as follows:
W = UV
Bi = sign(Wi).
This allows us to introduce an inter-dependency between
the to-be-binarized weights through the shared factor U ei-
ther at a layer level or even more globally at a network level.
A key feature of our method is that the decomposition fac-
tors (i.e U,V) are kept real during training. This allows us
to introduce additional redundancy which, as we will show
facilitates learning.
Note that this latent parametrization is used only during
training. During inference, our method only uses the re-
constructed weights, which have been binarized using the
sign function (the decomposition factors are neither used
nor stored). Hence, our method does not sacrifice any of the
advantages of binary networks in terms of model compres-
sion and inference speed-up.
In summary, we make the following contributions:
• We are the first to propose parameterizing the binarized
weights of a neural networks using a real-valued lin-
ear and multi-linear decomposition (at training time).
In other words, we enforce a shared subspace between
the filters of the convolutions, as opposed to prior work
that model and binarize each filter independently. This
novel approach allows us to further improve the ac-
curacy of binary networks without sacrificing any of
their advantage in terms of model compression and
speeded-up inference. (Section 4.2).
• We revise the convolutional approximation proposed
in [31]: (I ∗ W = (sign(I) ∗ sign(W))α, where the
scaling factor α is computed analytically from α =
1
n ‖W‖l1 and propose to instead learn it discrimina-
tively via back-propagation at train time (Section 4.3).
• We explore several types of decomposition (SVD and
Tucker) applied either layer-by-layer or jointly to the
entire network as a whole (Section 4). We perform
in-depth ablation studies that help shed light on the ad-
vantages of the newly proposed method.
• We show that our method significantly advances the
state-of-the-art for two important computer vision
tasks: human pose estimation on MPII and large-scale
image classification on ImageNet (Section 5).
2. Related work
In this section, we review the related work, in terms
of neural network architectures (2.1), network binariza-
tion (2.2) and tensor methods (2.3).
2.1. Efficient neural network architectures
Despite the remarkable accuracy of deep neural net-
works on a large variety of tasks, deploying such networks
on devices with low computational resources is highly im-
practical. Recently, a series of works have attempted to al-
leviate this issue via architectural changes applied either at
the block or architecture level.
Block-level optimization. In [12] He et al. proposes
the so-called bottleneck block that attempts to reduce the
number of 3 × 3 filters using 2 convolutional layers with a
1 × 1 kernel that project the features into a lower dimen-
sional subspace and back. The authors from [42] intro-
duce a new convolutional block that splits the module into
a series of parallel sub-blocks with the same topology. The
resulting block has a smaller footprint and higher represen-
tational power. In a similar fashion, MobileNet [14] and
its improvement [34] make use of depth-wise convolutional
layers with the later proposing an inverted bottleneck mod-
ule. In [44], the authors combine point-wise group convo-
lution and channel shuffle incorporating them in the bottle-
neck structure.
Note, that in this work we do not attempt to im-
prove the architecture itself and simply use the already
well-established basic block with pre-activation introduced
in [13] (see Fig. 1).
Network-level optimization. The Dense-Net architec-
ture [16] proposes to inter-connect each layer to every other
layer in a feed-forward fashion. This results in a better gra-
dient flow and higher performance per number of parame-
ters ratio. Variations of it were later adopted for other tasks,
such as human pose estimation [38]. In [32] and its follow-
up [33] the authors introduce the so-called YOLO architec-
ture which proposes a new framework for object detection
and an optimized architecture for the network backbone that
can run real-time on a high-end GPU.
2.2. Network binarization
Another direction for speeding-up neural networks is
network quantization. This process reduces the number of
possible states that the weights and/or the features can take
and has become increasingly popular with the advent of
low-precision computational hardware.
While normally CNNs operate using float-32 values, the
work of [6, 26] proposes to use 16– and 8-bit quantization
showing in the process insignificant performance drop on
a series of small datasets (MNIST, CIFAR10). Zhou et al.
[46] proposes to allocate a different numbers of bits for the
network parameters (1 bit), activations (2 bits) and gradi-
ents (6 bits), the values of which are selected based on their
sensitivity to numerical inaccuracies. [41] propose a two-
step n-bits quantization (n ≥ 2), where the first step con-
sists of learning a low-bit code and the second in learning
a transformation function. In [10], the authors propose to
learn a 1-2 bit quantization for the weights and 2-8 for acti-
vations by learning a symmetric codebook for each particu-
lar weights subgroup. While such methods can lead to sig-
nificant space and speed gains, the most interesting case is
that of binarized neural networks. Such networks have their
features and weights quantized to two states only. In [35]
the authors propose to binarize the weights using the sign
function. Follow-up work [7, 8] further improve these re-
sults, by binarizing both the activations and the weights. In
such type of networks the multiplications inside the con-
volutional layer can be replaced with XOR bitwise oper-
ations. The current state-of-the-art binarization technique
is the XNOR-Net method [31] that proposes a real-valued
scaling factor for the weights and inputs. The proposed
XNOR-Net method [31] is the first to report good results on
a large scale dataset (ImageNet). In [4], the authors propose
a new module specifically designed for binary networks.
The work of [28] explores ways of increase the quantized
network accuracy by increasing its width (i.e number of
channels) motivated by the idea that often the activations
are taking most of the memory during training. In a similar
fashion, in [27] the authors use up to 5 parallel binary con-
volutional layers to approximate a real one, as such increas-
ing the size and computational requirements of the network
up to 5×. [45] proposes a loss-aware binarization method
that jointly regularizes the weights approximation error and
the accompanying loss, however this method quantizes the
weights while leaving the features real. [15] proposes a
semi-binary decomposition of the binary weight tensor into
two binary matrices and a diagonal real-valued one which
are used (instead of the actual binary weights) during test
time. As mentioned by the authors the proposed binary-
to-(semi-)binary decomposition is a difficult optimization
problem and hence harder to train. More importantly, and
in contrary to our method, in this approach, the activations
are kept real.
In this work, we propose to improve the binarization
process itself, introducing a novel approach that increases
the representation power and flexibility of binary weights
at train time via matrix and tensor re-parametrization while
maintaining the same structure and very large speed gains
during inference.
2.3. Tensor methods
Tensor methods offer a natural extension of the more tra-
ditional algebraic methods to higher orders that naturally
arise in convolutional networks. As such, this family of
methods is actively deployed, both for compressing and
speeding-up the networks via re-parametrization [25, 18, 2,
18], or by taking advantage directly of the higher order di-
mensionality present in the data [22, 23].
Separable convolutions, recently popularized in [5], are
one such example that can be obtained by applying a CP
decomposition to the layer weights. In [25], the weights
of each convolutional layer are decomposed into a sum of
rank–1 tensors using a CP decomposition in an attempt to
speed-up the convolutional modules. At inference time this
is achieved by replacing the original layers with a set of
smaller ones where the weights of each newly introduced
layer represent the factors themselves. Similarly, in [18] the
authors re-parametrize the layer weights using a Tucker de-
composition. At test time, the resulting module resembles a
bottleneck [12] block. [36] propose to decrease the redun-
dancy typically present in large neural networks by express-
ing each layer as the composition of two convolutional lay-
ers with less parameters. Each 2D filter is approximated by
a sum of rank–1 tensors. However, this can be applied only
for convolutional layer which have a kernel size larger than
1. While most of the works mentioned above are applied to
convolutional layers other types can be parameterized too.
In all the aforementioned works, tensor decompositions are
applied to individual convolutional layers. More recently,
the work of [21] proposed a simple method for whole net-
work tensorization using a single high-order tensor.
To our knowledge, none of the above methods have been
applied to binary networks. By doing so, our approach
allows us to combine the best of both words: take ad-
vantage of the very high compression rate and speed-up
typically offered by binarized networks while maintaining
the increased representational power offered by the tensor
re-parametrization methods. A crucial aspect of this re-
parametrization is that it enables us to enforce an inter-
dependency between the binary filters, which were pre-
viously treated independently by prior work on binariza-
tion [31, 8].
2.4. Human pose estimation
While a complete review of recent work on human pose
estimation goes beyond the scope of this paper, the current
state-of-the-art on single person human pose estimation is
based on the so-called ”Hourglass“(HG) architecture [29]
and its variants [3, 37, 17, 43]. Most of this prior work
focuses on achieving the highest performance without im-
posing any computational restrictions. Only recently, the
work in [38] and [4] study this problem in the context of
quantized neural networks. In [38] the authors propose an
improved HG architecture that makes use of dense connec-
tions [16] while [4] introduces a novel residual block spe-
cially tailored to binarized neural networks. In contrast with
the aforementioned methods, in this work, instead of im-
proving the network architecture itself, we propose a novel,
improved binarization technique that is independent of the
network and task at hand.
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Figure 1: The original residual basic block proposed in [12]
with the changes introduced [31].
3. Background
LetW ∈ RO×C×w×h and I ∈ RC×win×hin denote the
weights and respectively, the input of theL-th convolutional
layer, where O represents the number of output channels,
C the number of input channels and (w, h) the width and
height of the convolutional kernel. win ≤ w and hin ≤ h
represent the spatial dimension of the input features I. In its
simplest form the binarization process can be achieved by
taking the sign of the weights and respectively, of the input
features where:
sign(x) =
{
−1, if x ≤ 0
1, if x > 0
(1)
However, such approach leads to sub par performance on
the more challenging datasets. In [31], Rastegari et al. pro-
poses to alleviate this by introducing a real-valued scaling
factor that boosts the representational power of such net-
works:
I ∗W = (sign(I)©∗ sign(W)) α, (2)
where αi = 1n ‖W(i, : , : , : )‖`1 , i = {1, 2, · · · , O} and
n = C × w × h.We denotes as ∗ the real-valued con-
volutional operation and ©∗ its binary counterpart, imple-
mented using XNOR bitwise operations. Note, that while
in [31] a scaling factor is proposed for both input features
and weights, in this work we use only the later since remov-
ing the first significantly speeds-up the network at a negli-
gible drop in accuracy [31, 4].
4. Method
In this section, we present our novel binarization method
that aims to increase the representational power of the bi-
nary networks by enforcing for the first time an inter-
dependency between the binary filters via a linear or multi-
linear over-parametrization of the weights. We start by in-
troducing some necessary notation (Section 4.1). We then
continue by describing the main algorithm and its variations
(Section 4.2). Finally, in Section 4.3 we describe how to
further improve the proposed binarization technique by op-
timizing the scaling factor with respect to the target loss
function via back-propagation.
4.1. Notation
We denote vectors (1st order tensors) as v, matrices
(2nd order tensors) as M and tensors of order ≥ 3, as
X . We denote element (i0, i1, · · · , iN ) of a tensor as
Xi0,i1,··· ,iN or X (i0, i1, · · · , iN ). A colon is used to de-
note all elements of a mode, e.g. the mode-1 elements of X
are denoted as X (:, i2, i3, · · · , iN ).
Tensor contraction: we define the n–mode product (con-
traction between a tensor and a matrix), for a tensor X ∈
RD0×D1×···×DN and a matrix M ∈ RR×Dn , as the tensor
T = X ×n M ∈ RD0×···×Dn−1×R×Dn+1×···×DN , with:
Ti0,i1,··· ,in =
Dn∑
k=0
Min,kXi0,i1,··· ,in . (3)
4.2. Matrix and tensor re-parametrizations for
training binary CNNs
A key limitation of prior work on training binary net-
works is that each of the filters of the weight tensor in each
convolutional layer is binarized independently, without im-
posing any relation between the filters explicitly. To allevi-
ate this, we propose to increase the representational power
of the binary network via re-parametrization. During train-
ing, we propose to express the to-be-binarized weights W
of each convolutional layer using a linear or multi-linear
real-valued decomposition:
W = ReconstructWeights(Θ0,Θ1, ...,ΘN), (4)
where the function ReconstructWeights(;) is specific to the
decomposition used, there exists at least one decomposition
factor Θk which is shared among all filters inW , and the set
of all decomposition factors Θi, i = 1, . . . , N are all real-
valued. Using a real-valued decomposition is a key feature
of the proposed approach as it allows us to introduce addi-
tional redundancy which as we show facilitates learning.
Note that when training is done, our method simply uses
the reconstructed weights which are converted to binary
numbers using the sign function. Hence, during inference
the factors Θi, i = 1, . . . , N are neither used nor need to be
stored, only the reconstructed binarized weights are used.
Hence, our method does not sacrifice any advantage of bi-
nary networks in terms of model compression and speeding-
up inference.
In the context of this work, we explore two different de-
compositions: SVD and Tucker. We apply these decompo-
sitions in two different ways: layer-wise and holistically.
Layer-wise decomposition refers to modeling the weight
tensor of each convolutional layer separately, i.e. perform-
ing a different decomposition for each convolutional layer
(e.g. [25, 18, 36]). We note that this is the standard way in
literature that SVD and Tucker decomposition have been
applied for neural network re-parametrization. More re-
cently, the work of [21] proposed a single method for whole
network tensorization using a single high-order tensor. We
refer to this tensorization approach as holistic.
Note, that unlike other binarization methods where two
set of weights are explicitly stored in memory and swapped
at each iteration [31] our method can deal with this implic-
itly without a secondary copy. This is due to the fact that
the factors are always real-valued and are reconstructed and
binarized on-demand during training.
The entire proposed method for binarization is described
in Algorithm 1:
4.2.1 Layer-wise SVD decomposition
Let W ∈ RO×(Cwh) be the reshaped version of weightW
of the L-th layer. By applying an SVD decomposition we
can express W as follows:
sign(W) = sign(UΣVT), (5)
where Σ ∈ RM×M ,M ≤ min(O,Cwh) is a diagonal ma-
trix and U ∈ RO×K , V ∈ RK×(Cwh). By substituting
eq. (5) in (2) we obtain:
I ∗W = (sign(I)©∗ sign(UΣVT)) α, (6)
where U and V are learned via backpropagation.
When evaluated on the validation set of MPII, re-
parametrizing the weights layer-wise using SVD improves
the performance by 0.3% (see Table 1).
4.2.2 Layer-wise Tucker decomposition
While the SVD decomposition shows some benefits on the
MPII dataset, one of its core limitation is that it requires
reshaping the weight to a 2D matrix, those losing the im-
portant spatial structure information present in them.
To alleviate this, we propose using the Tucker decompo-
sition, a natural extension of SVD for higher order tensors.
Using the Tucker decomposition we can express the binary
weights as follow:
sign(W) = sign(G×0U(0)×1U(1)×2U(2)×3U(3)), (7)
where G ∈ RO×C×w×h is a full-rank core and
(U(0),U(1),U(2),U(3)) a set of factors.
The results from Table 1 and 2 confirm the proposed hy-
pothesis, showing an improvement of more than 0.7% on
top of the gains offered by the SVD decomposition.
Algorithm 1 Training an L-layer CNN with binary weights
via matrix or tensor decomposition. The rows colored in
blue are the changes introduced by our method when com-
pared against the approach proposed in [31].
Input: A minibatch of inputs and targets (I,Y), cost func-
tion C(Y, Yˆ), current set of matrices from which the
weights can be reconstructed Θ0t,Θ1t, · · · ,ΘNt (ob-
tained using one of the methods described in Sec-
tions 4.2.1-4.2.3) and current learning rate ηt. Option-
ally, if the scaling factor is computed using the method
described in Section 4.3, the current weights scales αt.
Output: updated factors Θ0t+1,Θ1t+1, · · · ,ΘNt+1 and
updated learning rate ηt+1. If α is computed using the
method from Section 4.3, also return the updated αt+1.
1: Binarizing weight filters:
2: for l = 1 to L do
3: Wl = ReconstructWeights(Θl0t,Θl1t, ...,ΘlN
t
)
// Using Eqs. 5 or 7 or 8
4: if α is defined then
5: Bl = sign(Wtl )
6: W˜l = αlBl // If using method proposed in Section 4.3
7: else
8: for kth filter in lth layer do
9: αlk =
1
n‖Wtlk‖`1
10: Blk = sign(Wtlk)
11: W˜lk = αlkBlk
12: Yˆ = ForwardPass(I, W˜) // standard forward propagation
where the convolutional operations use the reconstructed binarized weights W˜
13: ∂C∂Θ = BackwardPass(
∂C
∂Yˆ
, W˜) // standard backward propaga-
tion where gradients are computed using the reconstructed binary weights with
respect to the factors
14: Update the matrices using an update rule (i.e ADAM,
RMSprop):
15: for i = 0 to N do
16: Θt+1i = UpdateParameters(Θti,
∂C
∂Θi
, ηt)
17: if α is defined then
18: αt+1 = UpdateParameters(αt, ∂C∂α , ηt)
19: ηt+1 = UpdateLearningRate(ηt, t)
4.2.3 Holistic Tucker decomposition
Motivated by the method proposed in [21] and our finding
from Section 4.2.2, where we re-parametrized the weights
using a layer-wise Tucker decomposition, herein we go
one step further and propose to group together identically
shaped weights inside the network in a higher-order tensor
in order to exploit the inter relation between them holisti-
cally.
For ResNet-18 [12] used for ImageNet classification, we
create 3 groups of convolutional layers based on the macro-
module structure characterizing the architecture. Each of
Figure 2: Distribution of the scaling factor α for various layers from the bottom to the top of the network (left to right) on
a ResNet-18 trained until convergence on ImageNet. First row: α is computed using the analytical form proposed in [31];
Second row: α is computed using our proposed method (see Section 4.3). Notice that our method allows for a more spread
out distribution, that can take both positive and negative values, with significantly higher values that lead both to faster and
more stable training.
Decomposition Holistic Learn. alpha PCKh
None - 7 78.4%
None - X 79.3%
SVD 7 7 78.7%
SVD 7 X 79.0%
Tucker 7 7 79.3%
Tucker 7 X 79.9%
Tucker X 7 82.0%
Tucker X X 82.5%
Table 1: PCK-h based results on the validation set of MPII
for different variations of the proposed binarization method.
Notice that the proposed holistic approach significantly out-
performs the baseline.
these groups is then parameterized with a single 5-th order
tensorW ′ ∈ RN×O×C×w×h obtained by concatenating the
weights of the N convolutional layers in this group. The
resulting decomposition is then defined as:
sign(W ′) = sign(G′×0 U(0)×1 U(1)×· · ·×4 U(4)). (8)
The individual weights of a given layer l can be obtained
fromW =W ′(l, :, :, :, :).
For the hourglass network used in our experiments for
human pose estimation, we follow [21] to derive a single
7-th order tensorW , the modes of which correspond to the
number of HGs, the depth of each HG, the three signal path-
ways, the number of convolutional blocks, the number of in-
put features, the number of output features, and finally the
height and width of each of the convolutional kernels. The
remaining few layers in the architecture are decomposed us-
ing a layer-wise Tucker decomposition.
When tested on MPII, the proposed representation im-
proves the performance with more than 3% in terms of ab-
solute error against the baseline and more than 1% when
compared with its layer-wise version (see Table 1). Similar
results are observed on ImageNet (Table 2).
Decomposition Holistic Learn. alpha Top-1 Top-5
None - 7 52.3% 74.1%
None - X 53.0% 74.7%
SVD 7 X 52.5% 74.2%
Tucker 7 7 54.0% 76.9%
Tucker 7 X 54.7% 77.4%
Tucker X 7 55.2% 78.2%
Tucker X X 55.6% 78.5%
Table 2: Top-1 and Top-5 accuracy on the ImageNet dataset
for different variations of the proposed binarization method.
4.3. Learnable scaling factors
One of the key ingredients of the recent success of bina-
rized neural network was the introduction of the α weight
scaling factor in [31] (see Eq. 2), computed analytically
as the average of absolute weight values. While this es-
timation generally performs well, it attempts to minimize
the difference between the real weights and the binary ones
W ≈ αsign(W) and does not explicitly decrease the overall
network loss. In contrast, in this work we propose to learn
Figure 3: Distribution of the weights before binarizing them using the sign function for various layers from the bottom
to the top of the network (left to right) on a HourGlass trained on MPII. First row: the weights are obtained using no
parameterization method (i.e using the method from [31, 4]) Second row: the weights are computed using our proposed
method and reconstructed using a holistic Tucker parameterization (see Section 4.2.3).
Hourglass module
Heatmaps
Figure 4: The hourglass architecture as introduced in [29]
using binarized basic blocks as building modules.
the scaling factor by minimizing its value with respect to
the networks cost function, learning it discriminatively via
back-propagation.
Fig. 2 shows the difference between the scaling factors
learned using our proposed method vs the ones computed
using the analytic solution from [31]. Note that our method
leads to (a) a more spread out distribution that can take both
positive and negative values, (b) has significantly higher
magnitude, thus leading to a faster and more stable train-
ing.
Table 1 and 2 show that the newly proposed method for
learning the scale factor offers consistent gains across all
decompositions and tasks (both human pose estimation and
image recognition), with the largest gain observed for the
MPII dataset (more than 1%).
5. Experimental evaluation
This section firstly presents the experimental setup, net-
work architecture and training procedure. We then empiri-
cally demonstrate the advantage of our approach on single
person human pose estimation and large-scale image recog-
nition where we surpass the state-of-the-art by more than
4% (Section 5.3).
5.1. Human pose estimation
Datasets. MPII [1] is one of the most challenging human
pose estimation datasets to-date consisting of over 40,000
people, each annotated with up to 16 keypoints and visibil-
ity labels. The images were extracted from various youtube
videos. For training/validation split, we used the same par-
titioning as introduced in [40]. The results are reported in
terms of PCKh [1].
Network architecture. The Hourglass (HG) [29] and its
variants represent the current state-of-the-art on human pose
estimation. As such, in this work, we used an hourglass-like
architecture (Fig. 4) constructed using the basic blocks in-
troduced in [12, 31] (see also Fig. 1). The HG network as a
whole follows an encoder-decoder structure with skip con-
nections between each corresponding level of the decoder
and encoder part. The basic block used has 128 channels.
Training. During training, we followed the best practices
and randomly augmented the data with rotation (between
−30◦ and 30◦ degrees), flipping and scale jittering (between
0.7 and 1.3). All models were trained until convergence
(typically 120 epochs max). During this time, the learning
rate was dropped multiple times from 2.5e − 4 to 5e − 6.
We used no weight decay.
All of our models were trained using pytorch [30] and
Figure 5: Qualitative examples produced by our binary method on the validation set of MPII. Notice that our method can
cover a large variety of poses and across a large number of different activities.
RMSProp [39]. The tensor operations were implemented
using tensorly [24].
5.2. Large-scale image classification
Datasets ImageNet [9] is a large scale image recognition
dataset consisting of more than 1.2M images for training
distributed over 1000 object classes and 50,000 images for
validation.
Network architecture. Following [31, 7], we used a
Resnet-18 [12] architecture for our experiments on Ima-
geNet. The ResNet-18 consists of 18 convolutional lay-
ers distributed across 4 macro-modules that are linked via
a skip-connection. At the beginning of each macro-module
the resolution is dropped using a convolutional layer with a
stride > 1. The final predictions are obtained by using an
average pooling layer followed by a fully connected one.
Training. During training, we resized the input images to
256× 256px and then a random 224× 224px crop was se-
lected for training. At test time, instead of random cropping
the images, a center crop was applied. The network was
trained using Adam [20] for 90 epochs with a learning rate
of 1e − 3 that was gradually reduced (dropped every 30
epochs) to 1e − 6. The weight decay was set to 1e − 7 for
the entire duration of the training.
5.3. Comparison with state-of-the-art
Method #parameters PCKh
HBC [4] 6.2M 78.1%
Ours 6.0M 82.5%
Real valued 6.0M 85.8%
Table 3: Comparison with the state-of-the-art method of [4]
on the validation set of the MPII dataset. Our method im-
proves upon the state-of-the-art approach of [4] by mote
than 3% further bridging the gap between the real and bi-
nary domain.
In this section, we report the performance of our method
on the challenging and diverse tasks of human pose estima-
tion (on MPII) and large scale-image recognition (on Ima-
genet), and compare it with that of published state-of-the-art
methods that use fully binarized neural networks (i.e both
the weights and the features are binary).
On human pose estimation, the only other work that
trains fully binarized networks is that of [4]. As the results
from Table 3 show, our method offers an improvement of
more than 4% on the MPII dataset when compared against
the state-of-the-art method of [4]. Qualitative results are
shown in figure 5.
As Table 4 shows, for ImageNet classification, our
method improves upon the results from [31] by up to 5%
in terms of absolute error.
Method Top-1 accuracy Top-5 accuracy
BNN [8] 42.2% 69.2%
XNOR-Net [31] 51.2% 73.2%
Ours 55.6% 78.5%
Real valued [12] 69.3% 89.2%
Table 4: Top-1 and Top-5 accuracy on ImageNet using a
ResNet-18 binarized architecture. Notice that out methods
surpass the current state-of-the-art by a large margin, up to
5% improvement in terms of absolute error.
6. Conclusion
In this paper, we proposed a novel binarization method
in which the weight tensor of each layer or group of lay-
ers is parametrized using matrix or tensor decomposition.
The binarization process is then performed using this latent
parametrization, via a quantization function (e.g. sign func-
tion) applied to the reconstructed weights.
This simple idea enforces a coupling of the filters be-
fore binarization which is shown to significantly improve
the accuracy of the trained models. Additionally, instead
of computing the weight scaling factor analytically we pro-
pose to learn them via backpropagation. When evaluated on
single person human pose estimation (on MPII) and large
scale image recognition (Imagenet) our method surpasses
the state-of-the-art by 4%, and respectively 5% while re-
taining the speed-up (up to 58×) and space saving (up to
32×) typically offered by binary networks.
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