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Abstract
The purpose of this paper is to provide links between matroid theory and the theory of subcode weights and supports in linear
codes. We describe such weights and supports in terms of certain matroids arising from the vector matroids associated to the linear
codes. Our results generalize classical results by Whitney, Tutte, Crapo and Rota, Greene, and other authors. As an application of
our results, we obtain a new and elegant dual correspondence between the bond union and cycle union cardinalities of a graph.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Since Victor Wei’s paper [20] in 1991, much interest in coding theory has been focused on the subcode weights
and supports of linear codes. Since the support of a codeword v is also the support of the one-dimensional subcode
〈v〉 that it spans, it follows that the new ‘higher-dimensional’ coding theory broadens the usual focus in coding theory
on weights and supports of codewords. Not surprisingly, this has led to generalizations of classical results in coding
theory; for instance, KlZve [12] and Simonis [16] independently generalized theMacWilliams identity [14] for subcode
weights. However, new and unexpected results have also emerged from the ‘higher-dimensional’ coding theory, most
remarkable of which is the Duality Theorem by Wei [20] (see Theorem 11 below).
In 1976, Greene [11] advertised several connections between matroid- and coding theory, and demonstrated the
utility of these connections by proving a coding theorem (the MacWilliams identity) through matroid theory. Inspired
by this work, other authors, including this author, have since used matroid theory to prove coding-theoretical results,
and have also obtained matroid generalizations of such results (see [3–5,7] for example). To date, the most useful
connections between matroid- and coding theory are expressed in the classical results by Whitney [22, Lemma 10],
Tutte [19, 1.21], Crapo and Rota [9, Chapter 16], and Greene [11, Corollary 4.5], each of which describes the codeword
supports of a linear code in various terms of the associated vector matroid.
The purpose of the present paper is to provide connections between matroid theory and ‘higher-dimensional’ coding
theory. We do this by generalizing the classical results alluded to above; see Lemma 2 and Theorems 3, 5, and 9,
respectively. These new results describe the supports of the linear subcodes (of ﬁxed dimension r) of a linear code C
in terms of an appropriate matroid, which turns out to be the (r − 1)th truncation T r−1(MC) of the associated vector
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matroid MC . In order to illustrate the utility of our results, we apply them to the Duality Theorem by Wei [20] and
directly obtain an unexpected new and elegant dual relationship between the minimal cardinalities of unions of bonds
and unions of cycles in a ﬁnite graph; see Theorem 13. Furthermore, our results imply the surprising new fact that,
for any integers 1r ′r , the minimal supports of the r ′-dimensional linear subcodes of a linear code C determine
uniquely the supports of the r-dimensional linear subcodes of C; see Theorem 16.
The rest of the paper is structured as follows. Section 2 presents generalizations of the four classical results with
respect to subcode supports. In Section 3, we apply our results to the Duality Theorem by Wei [20] in order to obtain
Theorem 13. Finally, in Section 4, we discuss the signiﬁcance of our results and their relation to previous results in
[5,9,13].
Basic knowledge of matroid theory is assumed. For excellent introductions to this topic, see [15,21].
2. Four new links between matroid- and coding theory
Let F be a ﬁeld and let E denote a set of n1 distinct elements. A linear code on E over F is a subspace of the vector
space FE , i.e., a vector space over F with coordinates indexed by the elements of E. The elements of a linear code are
called codewords. If v = {ve : e ∈ E} is a codeword of FE , then let the (Hamming) support and weight of v be given,
respectively, by
S(v) := {e ∈ E : ve = 0} and w(v) := |S(v)|.
The support and weight of a set of vectors V ⊆ FE is given, respectively, by
S(V ) :=
⋃
v∈V
S(v) and w(V ) := |S(V )|.
LetC ⊆ FE be a linear code with dimension k1. For each r =0, . . . , k, deﬁne the multiset of linear subcode supports
Sr (C) := {S(D) : D is a linear subcode of C with dim D = r}
and the set of minimal supports
sr (C) := min Sr (C).
The support of a nonzero codeword v is identical to that of its span 〈v〉. Conversely, each member of S1(C) is the
support of some nonzero codeword. Therefore, the setsS1(C), . . . ,Sk(C) extend the notion of codeword support.
Let G be a generator matrix for C. The vector matroid MC = M[G] is the matroid on E whose independent sets
are the linearly independent columns of G. Clearly, MC does not depend on the choice of the generator matrix G, and
(MC)
∗ = MC⊥ . Fundamental results by Whitney [22], Tutte [19], Crapo and Rota [9], and Greene [11] describe the
codeword supports of C in various terms of the vector matroid MC . The purpose of the present section is to generalize
these results with respect to the subcode supports of C.
Let M be a k-rank matroid on E. The rth truncation T r(M) is the matroid on E with rank function
T r (M)(X) := min{M(X), (M) − r}. (1)
Deﬁne T (M) := T 1(M) and note that T 0(M)=M and T i+1(M)= T (T i(M)). The result below is straightforward to
prove (cf. [8, Proposition 7.4.9.]).
Proposition 1. The independent setsI, basesB, circuits C, hyperplanesH, closed setsF, and the cocircuits C∗ of
the rth truncation T r(M) are given below, in terms of corresponding properties of M:
I= {I ∈ I(M) : |I |k − r};
B= {B − X : B ∈ B(M), X ⊆ B, |X| = r};
C= {C ∈ C(M) : |C|k − r} ∪ {I ∈ I(M) : |I | = k − r + 1};
H= {F ∈F(M) : M(F) = k − r − 1};
F= {F ∈F(M) : M(F)k − r − 1};
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C∗ = {C∗ : C∗ is minimal among unions C∗1 ∪ · · · ∪ C∗r+1 where
C∗1 , . . . , C∗r+1 ∈ C∗(M) and C∗i+1C∗1 ∪ · · · ∪ C∗i for i = 1, . . . , r}.
Lemma 2 and Theorem 3 below generalize the fundamental results byWhitney [22, Lemma 10] and Tutte [19, 1.21],
respectively, with respect to subcode supports. To obtain the latter results from the former results, set r := 1.
Lemma 2. Each element ofSr (C) is a union of cocircuits of T r−1(MC).
Proof. Let D be an r-dimensional linear subcode of C. To prove Lemma 2, it sufﬁces to show that for each element
e ∈ S(D), there exists a cocircuit C∗ of T r−1(MC) that contains e and that is contained in S(D). By row operations,
C has a generator matrix, the r ﬁrst rows of which generate D. It is clear from this matrix that MC(E − S(D))k − r
and that E − S(D) is a closed set in MC . Since e /∈E − S(D), it is possible to extend E − S(D) to a closed set F ⊂ E
in MC with rank k − r that does not contain e. By Proposition 1, the set F is a hyperplane of T r−1(MC). Thus, E − F
is a cocircuit of T r−1(MC) that contains e and that is contained in S(D). 
Theorem 3. The minimal supports of the r-dimensional linear subcodes of C are precisely the cocircuits of T r−1(MC),
i.e., sr (C) = C∗(T r−1(MC)).
Proof. To prove that each cocircuit of T r−1(MC) is contained in sr (C), let C∗ ∈ C∗(T r−1(MC)). By Proposition 1,
F =E −C∗ is a closed set in MC with rank k − r . Let I ⊆ F be an independent set in MC with |I | = k − r , and let B
be a basis of MC that contains I. By row operations, there exists a matrix representation A of MC in which the columns
that correspond to B are standard basis vectors. Let D denote the span of the r rows of A that contain the 1-entries of
the columns of A corresponding to the elements B − I . Since F = E − C∗ is closed, C∗ = S(D). Suppose that D′ is
an r-dimensional linear subcode of C with S(D′) ⊆ S(D). Since S(D′) ⊆ C∗, and S(D′) is a union of cocircuits of
T r−1(MC) by Lemma 2, it follows that S(D′) = C∗ = S(D). Hence, C∗ ∈ sr (C).
Conversely, let X ∈ sr (C). By Lemma 2, X is the union of some cocircuits of T r−1(MC). Since each of these is
contained in sr (C), the minimality of X implies that X is itself a cocircuit of T r−1(MC). 
Example 4. Consider the linear code C generated over F2 by the matrix[1 1 0 0 0
1 0 1 0 0
1 1 1 1 1
]
and let the coordinates of C be labelled by a, b, c, d, and e, respectively (thus, C ⊆ FE2 , where E = {a, b, c, d, e}). The
two-dimensional linear subcodes of C are each generated by one of the matrices[
1 1 0 0 0
1 0 1 0 0
] [
1 1 0 0 0
1 1 1 1 1
] [
1 0 1 0 0
1 1 1 1 1
] [
0 1 1 0 0
1 1 1 1 1
] [
1 1 0 0 0
0 1 0 1 1
]
×
[
1 0 1 0 0
0 0 1 1 1
] [
0 1 1 0 0
0 0 1 1 1
]
.
Therefore, the set of minimal supports of the two-dimensional subcodes of C is
s2(C) =
{{a, b, c}, {a, b, d, e}, {a, c, d, e}, {b, c, d, e}} .
This is also the set of cocircuits of T (MC), as asserted by Theorem 3.
Now let q be a prime power and set F := Fq . For all integers a, b, l, r0, deﬁne
[a]b :=
b−1∏
i=0
(qa − qi) and
[
l
r
]
:= [l]r[r]r =
r−1∏
i=0
(
ql − qi
qr − qi
)
.
Note that
[
l
r
]
is equal to the number of distinct r-dimensional linear subcodes of an l-dimensional linear code over
Fq . The following theorem generalizes the celebrated Critical Theorem by Crapo and Rota [9, Chapter 16] for subcode
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supports and also generalizes a theorem in Dowling [10]. For a number of alternative analogues and generalizations of
the Critical Theorem, see [2,5,13].
Theorem 5. For each subsetX ⊆ E andeach integer r ′ with1r ′rk, the numberof orderedm-tuples (C1, . . . , Cm)
of r-dimensional linear subcodes C1, . . . , Cm ⊆ C with⋃mi=1 S(Ci) = X is
∑
Y⊆X
(−1)|Y |
[
′(E) − ′(Y ∪ (E − X)) + r ′ − 1
r
]m
,
where ′ denotes the rank function of T r ′−1(MC).
Proof. Let N denote the number of ordered m-tuples to be counted. By applying [5, Theorem 5] to the family of such
ordered m-tuples, we see that
N =
∑
Y⊆X
(−1)|Y |
[
MC(E) − MC(Y ∪ (E − X))
r
]m
.
The proof now follows from Proposition 1 and the identity
[
r ′ − 1
r
]
= 0. 
Example 6. Consider the linear code C ⊆ FE2 in Example 4. By Theorem 5, the number of two-dimensional linear
subcodes C′ ⊆ C with S(C′) = E is
∑
Y⊆E
(−1)|Y |
[
MC(E) − MC(Y )
2
]
=
[
3
2
]
+ (−5 + 1)
[
2
2
]
+ 0 + 0 = 3
(here q=r=2,m=r ′ =1,X=E, T r ′−1(MC)=MC , and MC(E)=3). These three linear subcodes are each generated
over F2 by one of the matrices[
1 1 0 0 0
1 1 1 1 1
] [
1 0 1 0 0
1 1 1 1 1
] [
0 1 1 0 0
1 1 1 1 1
]
.
As a corollary to Theorem 5, we obtain the following necessary conditions for a matroid to be representable over Fq .
Corollary 7. Let M be a k-rank matroid on E that is representable over Fq . Then for each subset X ⊆ E and integers
m, r ′1 with r ′rk,
∑
Y⊆X
(−1)|Y |
[
′(E) − ′(Y ∪ (E − X)) + r ′ − 1
r
]m
0,
where ′ denotes the rank function of the matroid T r ′−1(M).
Proof. Without loss of generality, M  MC . By Theorem 5, the sum in the corollary counts certain ordered m-tuples
of linear subcodes and is therefore a nonnegative integer. 
Example 8. It is obvious that the uniform matroid M := U3,8 on E is not representable over F2. However, let us prove
this fact by using Corollary 7. Set X := E, q := r := 2, and m := r ′ := 1, and note that T r ′−1(M) = M . Then
∑
Y⊆E
(−1)|Y |
[
M(E) − M(Y )
2
]
=
[
3
2
]
+ (−1)
(
8
1
)[
2
2
]
+ 0 + 0 + 0 + 0 + 0 + 0 = −1.
By Corollary 7, the uniform matroid M = U3,8 is not representable over F2.
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Associate to each element e ∈ E a variable ze, and deﬁne z := {ze : e ∈ E}. The rth higher support enumerator of
C is given by
A
(r)
C (z) :=
∑
X⊆E
A
(r)
X
∏
e∈X
ze,
whereA(r)X denotes the number of r-dimensional linear subcodesD ⊆ C with support S(D)=X. Note that if 1r ′r ,
then by Theorem 5,
A
(r)
X :=
∑
Y⊆X
(−1)|Y |
[
′(E) − ′(Y ∪ (E − X)) + r ′ − 1
r
]
, (2)
where ′ denotes the rank function of the matroid T r ′−1(MC). By setting ze = z for all e ∈ E in the rth higher support
enumerator, we obtain the rth higher weight enumerator
A
(r)
C (z) :=
n∑
i=0
A
(r)
i z
i
,
where A(r)i denotes the number of r-dimensional linear subcodes D ⊆ C with weight w(D) = i. These enumerators
generalize the weight enumerator AC(z) := 1 + (q − 1)A(1)C (z) =
∑n
i=0Aizi , where Ai := |{v ∈ C : w(v) = i}|. For
more information on the above enumerators, see [3–5,12,16].
From (2), it is clear that A(r)C (z), and thus A(r)C (z) and AC(z), is uniquely determined by the matroid MC .
Theorem 9 below states that these polynomials are, in fact, determined explicitly by certain matroid polynomials
that we will now deﬁne. Let M be a matroid on E, and let g and h be functions on Q(X), the ring of rational forms over
the rational numbers Q. The generalized rank generating function with respect to g and h is given by
Rg,h(M; x, y, z) :=
∑
X⊆E
xM(E)−M(X)y|X|−M(X)
(∏
e∈X
g(ze)
) ∏
f∈E−X
h(zf ).
The rank generating function R(M; x, y) of M is obtained from Rg,h(M; x, y, z) by setting ze = 1 for all e ∈ E and
letting g and h both equal the identity function id : x → x. In the following, let g and h be the functions x → 1 − x
and id : x → x, abbreviated 1 − x and x, respectively. For information on generalized rank generating functions and
closely related polynomials, see [4,18,23].
Theorem 9. For each integer r ′ with 1r ′r ,
A
(r)
C (z) =
r∑
i=0
(−1)r−i
[r]r q
(
r − i
2
)
+i(r ′−1) [
r
i
]
R1−x,x(T r
′−1(MC); qi, 1, z) and
A
(r)
C (z) = zn
(
1 − z
z
)k−r ′+1 r∑
i=0
(−1)r−i
[r]r q
(
r − i
2
)
+i(r ′−1) [
r
i
]
R
(
T r
′−1(MC); q
iz
1 − z ,
1 − z
z
)
.
Theorem 9 generalizes Greene’s celebrated result [11, Corollary 4.5] with respect to subcode supports and also
extends [5, Corollary 18].
Proof. Let ′ denote the rank function of T r ′−1(MC). By (2),
A
(r)
C (z) =
∑
X⊆E
∑
Y⊆X
(−1)|Y |
[
′(E) − ′(Y ∪ (E − X)) + r ′ − 1
r
]∏
e∈X
ze
=
∑
Y⊆E
∑
X⊇Y
(−1)|Y |
[
′(E) − ′(Y ∪ (E − X)) + r ′ − 1
r
]∏
e∈X
ze.
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By substituting X → Y ∪ (E − X) in the second sum, we see that
A
(r)
C (z) =
∑
X⊆E
∑
Y⊆X
(−1)|Y |
[
′(E) − ′(X) + r ′ − 1
r
] ∏
e∈Y∪(E−X)
ze
=
∑
X⊆E
[
′(E) − ′(X) + r ′ − 1
r
]⎛⎝∑
Y⊆X
∏
e∈Y
(−ze)
⎞
⎠ ∏
f∈E−X
zf
=
∑
X⊆E
[
′(E) − ′(X) + r ′ − 1
r
](∏
e∈X
(1 − ze)
) ∏
f∈E−X
zf .
From the identity (see [1, Corollary 3.38], for instance)
[
s
r
]
=
r∑
i=0
(−1)r−i
[r]r q
(
r − i
2
) [
r
i
]
(qi)s ,
it follows that
A
(r)
C (z) =
r∑
i=0
(−1)r−i
[r]r q
(
r − i
2
) [
r
i
] ∑
X⊆E
(qi)
′(E)−′(X)+r ′−1
(∏
e∈X
(1 − ze)
) ∏
f∈E−X
zf
=
r∑
i=0
(−1)r−i
[r]r q
(
r − i
2
)
+i(r ′−1) [
r
i
]
R1−x,x(T r
′−1(MC); qi, 1, z).
To obtain the second identity in Theorem 9, set ze = z for all e ∈ E. Then
A
(r)
C (z) =
r∑
i=0
(−1)r−i
[r]r q
(
r − i
2
)
+i(r ′−1) [
r
i
] ∑
X⊆E
(qi)
′(E)−′(X)(1 − z)|X|z|E|−|X|.
Since ∑
X⊆E
(qi)
′(E)−′(X)(1 − z)|X|z|E|−|X|
= (1 − z)′(E)zn−′(E)
∑
X⊆E
(
qiz
1 − z
)′(E)−′(X)(1 − z
z
)|X|−′(X)
= (1 − z)′(E)zn−′(E)R
(
T r
′−1(MC); q
iz
1 − z ,
1 − z
z
)
,
the proof follows. 
Example 10. In order to calculate the second higher support enumerator A(2)C (z) of the linear code C ⊆ FE2 in
Example 4, one may ﬁrst calculate the polynomial R1−x,x(T r
′−1(MC); , 1, z) for some choice of r ′ and then apply
Theorem 9. However, the following alternative method is more efﬁcient. Choose r ′ := 1, let q := r := 2, and k := 3,
and apply Theorem 9:
A
(2)
C (z) =
2∑
i=0
(−1)2−i
[2]2 2
(
2 − i
2
) [
2
i
]
R1−x,x(MC; 2i , 1, z)
=
∑
X⊆E
F(MC(X))
(∏
e∈X
(1 − ze)
) ∏
f∈E−X
zf ,
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where
F(t) = 13 (1 − 12 · 2−t + 32 · 4−t ).
Since F(2) = F(3) = 0, we may ignore all terms in the above sum that correspond to subsets X ⊆ E with rank
MC(X) ∈ {2, 3}. Then A(2)C (z) equals
7zazbzczdze + (1 − za)zbzczdze + (1 − zb)zazczdze + (1 − zc)zazbzdze
+ (1 − zd)zazbzcze + (1 − ze)zazbzczd + (1 − zd)(1 − ze)zazbzc,
since F(0) = 7 and F(1) = 1. Therefore,
A
(2)
C (z) = 3zazbzczdze + zbzczdze + zazczdze + zazbzdze + zazbzc.
In other words, three of the two-dimensional linear subcodes ofC have the support {a, b, c, d, e}, and the four remaining
two-dimensional linear subcodes each have one of the following supports (cf. Example 4):
{b, c, d, e}, {a, c, d, e}, {a, b, d, e}, and {a, b, c}.
3. Bond and cycle numbers of a graph
The main result of this section is Theorem 13 below that describes an extraordinary relationship between the
cardinalities of unions of bonds and unions of cycles in a graph. This result follows from Theorem 3 and the elegant
Duality Theorem by Wei [20], presented as Theorem 11 below, and demonstrates the easy and useful applications of
the results in Section 2.
Let C ⊆ FEq be a linear code of dimension k1 and let r be an integer with 1rk. Deﬁne the rth generalized
(Hamming) weight of C by
dr := min{|X| : X ∈Sr (C)}.
Let d1, . . . , dk and d⊥1 , . . . , d⊥n−k be the generalized weights of C and of C⊥, respectively.
Theorem 11 (Wei [20]). Set U := {d1, . . . , dk} and V := {n + 1 − d⊥n−k, . . . , n + 1 − d⊥1 }. Then U and V partition{1, . . . , n}, i.e., U ∪ V = {1, . . . , n} and U ∩ V = ∅.
Let M be any k-rank matroid on E that is representable over some ﬁnite ﬁeld. For each integer i = 1, . . . , k, deﬁne
the ith bond number i =i (M) of M to be the minimal cardinality |B1 ∪ · · ·∪Bi | of a union of i cocircuits B1, . . . , Bi
in M, none of which is contained in the union of the other i − 1 cocircuits. Similarly, for each integer j = 1, . . . , n− k,
deﬁne the jth circuit number j = j (M) of M to be the minimal cardinality |C1 ∪ · · · ∪ Cj | of a union of j circuits
C1, . . . , Cj in M, none of which is contained in the union of the other j − 1 cocircuits.
Corollary 12. Set U := {1, . . . , k} and V := {n + 1 − n−k, . . . , n + 1 − 1}. Then U and V partition {1, . . . , n},
i.e., U ∪ V = {1, . . . , n} and U ∩ V = ∅.
Proof. Without loss of generality, suppose that M = MC . By Theorem 3 and the cocircuit characterization in
Proposition 1, i = di and j = d⊥j for all i = 1, . . . , k and j = 1, . . . , n − k. Theorem 11 concludes the
proof. 
Let G be any (multi)graph on n edges and let k denote the number of edges in any spanning forest of G. For integers
i=1, . . . , k and j=1, . . . , n−k, deﬁne the ith bond number bi=bi(G) and the jth cycle number cj =cj (G) analogously
to the cocircuit and circuit numbers i (M) and j (M) above, and note that bi(G) = i (M) and cj (G) = j (M) when
M=M(G). From Corollary 12, we immediately obtain the following theoremwhich describes a surprising and elegant
dual relationship between the bond- and cycle numbers of G.
Theorem 13. Set U := {b1, . . . , bk} and V := {n + 1 − cn−k, . . . , n + 1 − c1}. Then U and V partition {1, . . . , n},
i.e., U ∪ V = {1, . . . , n} and U ∩ V = ∅.
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Example 14. For the graph
the bond and cycle numbers are (b1, b2, b3) = (2, 4, 5) and (c1, c2) = (3, 5), respectively. Set U := {b1, b2, b3} =
{2, 4, 5} and V := {6 − c2, 6 − c1} = {1, 3}. Then U ∪ V = {1, 2, 3, 4, 5} and U ∩ V = ∅, as asserted by Theorem 13.
There does not currently seem to be any obvious connection between Theorem 13 and previous results in graph
theory. An interesting problem for future research would therefore be to explore the implications of this new result.
4. The subcode supports of a linear code
Not all properties of a linear code C are necessarily determined by the associated vector matroid MC . For instance,
the covering radius of C is not always determined by MC (see [6,17]). In order to successfully apply matroid theory to
problems concerning linear codes, it is therefore critical to know precisely which of the code properties are determined
by their respective vector matroids. An important implication of the Critical Theorem [9, Chapter 16] is that the vector
matroid MC of a linear code C determines the complete multiset of codeword supports of C. Generalizations of the
Critical Theorem in [5,13] show that MC determines not only these supports but also the supports of a great multitude
of substructures of C, including the supports of the linear subcodes of C. This is remarkable from a coding-theoretical
point of view since the matroid MC is itself determined by the set of minimal non-empty codeword supports (cf.
Theorem 3).
The results of Section 2 above demonstrate that the supportsSr (C) of the r-dimensional linear subcodes of C are
determined by theminimalmembers among such supports, sr (C), or, equivalently, thematroidT r−1(MC). Furthermore,
Lemma 2 and Theorem 3 indicate that sr (C) and T r−1(MC) are the natural objects to determine the supportsSr (C).
The results of Section 2 therefore form the appropriate links between matroid theory and the theory of subcode supports
and weights. As demonstrated in Section 3, these links are simple to use and can lead to good results.
Theorem 16 below summarizes how the objects
sr (C), Sr (C), T
r−1(MC), R(T r−1(MC); x, y), and A(r)C (z)
determine each other. It follows from Theorems 3, 5 and 9, and the following proposition in which M is a matroid on
E with rank (M)1.
Proposition 15. R(T (M); x, y) = x−1R(M; x, y) + (y − x−1)R(M; 0, y).
Proof. Let P(E) denote the family of subsets of E and let S(M) denote the family of spanning sets of M. By (1),
R(T (M); x−1, y) equals
∑
S∈P(E)
x−(T (M)(E)−T (M)(S))y|S|−T (M)(S)
=
∑
S∈P(E)\S(M)
x−(M(E)−1−M(S))y|S|−M(S) +
∑
S∈S(M)
y|S|−(M)+1
= x
⎛
⎝R(M; x−1, y) − ∑
S∈S(M)
y|S|−(M)
⎞
⎠+ y ∑
S∈S(M)
y|S|−(M)
= xR(M; x−1, y) + (y − x)R(M; 0, y),
and the proof follows. 
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Let the notation A → B indicate that object A determines object B uniquely. Similarly, let the notation A C→B
indicate that objects A and C together determine object B uniquely. For instance, it follows from Theorem 9 that
R(MC; x, y) q→AC(z) for any linear code C ⊆ FEq .
Theorem 16. For each linear code C ⊆ FEq with dimension dim C = k,
MC → T (MC) → · · · → T k−1(MC)
↓ ↓ ↓
R(MC; x, y) → R(T (MC); x, y) → · · · → R(T k−1(MC); x, y)
↓ q ↓ q ↓ q
A
(1)
C (z) A
(2)
C (z) · · · A(k)C (z)
.
Furthermore,Sr (C) → sr (C) ↔ T r−1(MC) q→Sr (C) for all r = 1, . . . , k.
Note that for all integers 1r ′rk, Theorem 16 implies that the set of minimal supports sr ′(C) determines the
set of minimal supports sr (C). Indeed, the set sr ′(C) determines (together with the value of q) the multiset of supports
of the linear subcodesSr (C); this is quite remarkable from a coding-theoretical point of view.
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