Abstract-The use of network-based streaming applications such as YouTube and BBC iPlayer is rapidly increasing. These applications consume data at very high rates and so qualityof-service (QoS) support is necessary to ensure that they do not stall. Since the access pattern of streaming applications is highly sequential, prefetching can be employed to improve overall performance. For network access, clustering can be used to optimize prefetching. In addition, it is necessary to satisfy demand missses promptly or else non-streaming applications will be delayed. Designing a new high-performance storage system to meet these demands require the development of new analytical models. These models will be used to explore new algorithms for network-based storage that can deliver the required QoS to support streaming environments.
I. INTRODUCTION
The continuous increase in network and CPU speeds is fostering the development of a new class of network applications based on streaming, for example, YouTube and BBC iPlayer. Unlike traditional client-server applications which use besteffort transport mechanisms, these new applications require QoS support to deliver acceptable performance. In addition, since the access patterns of these applications are highly sequential, prefetching techniques, in which blocks of data are brought into memory before they are needed, can be used to maintain a steady access rate and prevent stalling.
However, for prefetching to be effective, it must be relatively inexpensive, such that the cost of bringing in additional blocks is small compared with fetching these blocks when they are needed by the application. One of the ways to ensure that prefetching is cheap is to use clustering in which the cost-perblock is kept low as several blocks are fetched at the same time. It should be expected that high performance networkbased servers would make use of clustering.
Storage systems are also expected to support demand misses which occur when a block of data is needed by a program to continue its execution. Demand misses must therefore be promptly satisfied or else applications will experience severe execution delays. So it is necessary to balance the demands of prefetching using clustering and the need to promptly satisfy demand misses. This paper attempts to address this issue by developing an analytical model which can be used to study clustering in networks. It can be shown that such environments can be modelled using a gate-limited bulk service queueing model. Based on certain heuristics, an approximate solution is attempted. The algorithm is then applied to the design of a high perfomance file server. Quantitative results from the analytical model are obtained and compared with results from simulation.
II. THE CONTEXT
The environment that we are trying to support can be represented by the queueing model shown in Figure 1 . A more detailed description of this environment is given in [1] . There are 2 queues, a demand queue and a prefetch queue with arrival rates λ d and λ p respectively. Requests from both queues are clustered into a buffer, b, which is then sent over the network to a high performance storage server that returns the requested blocks. This setup can therefore be viewed as a type of bulk service. In addition, since there is one buffer for requests, once that buffer has been sent to the server, all other requests must be queued until the results are returned from the server. This corresponds to traditional gated service in which the server only servers up to K requests that it finds in the queue. Any request arriving after the server begins service, i.e., once the buffer goes off to the server, must wait until a response is obtained from the server. 
A. Related Work on Gate-Limited Service
The system shown in Figure 1 can rightly be described as a cyclic queueing system with 2 queues. There have been several approaches used to analyse these systems [2] . Cyclic systems with probabilistically-limited service were examined in [3] . The authors in [4] , explored pseudo-conservation laws to examine cyclic systems with several limited service policies, including gated-limited ones. In both cases, solutions were found but several iterations were required to yield a useable result. Recent work explored new algorithms to improve accuracy and speed with moderate sucess [5] , [6] . However, it is fair to say that practical numeric solutions for gate-limited service remain fairly rare. In that regard, we think this paper and its explicit use of Markov chains may point to a new approach.
B. Our Approach
In order to simplify the analysis into prefetching and demand misses, we first make a key assumption. Since we are in complete control of the prefetching queue, we can determine the rate of prefetching by starting and stopping streams. Hence λ p is not a random variable. In addition, for prefetching we are only interested in knowing how many blocks denoted by the variable, p, to prefetch at any instant, such that the prefetch rate is always more than the rate at these blocks are consumed, hence preventing stalling. In this analysis the demand miss rate is truly random. Given these observations we can therefore reduce the two-queue system to a single server system based on demand misses. However, the service time for d demand miss blocks will also include the time to prefetch blocks p as well.
Another key observation is the need to consider different strategies associated with prefetching. We can divide prefetching into three basic strategies. The first is called conservative prefetching where blocks are only prefetched when there is a demand miss. The second type of prefetching is called Justin-Time or JIT prefetching. In JIT prefetching, blocks are brought into memory just before they are needed so they are not cached for long periods. Finally the third type of prefetching is called aggressive prefetching. With aggressive prefetching the system continually prefetches blocks, even if there are no demand misses and even if blocks need to be cached before being consumed. In this paper, we look at conservative prefetching; i.e., blocks are prefetched only when demand misses occur. This approach was explored by Pei Cao [7] for disk access. We also think this strategy should be investigated for network-based servers as it uses the network more efficiently. We refer to this as the PonD model.
III. ANALYTICAL MODELS

A. Standard Approach (Partial Batch Model)
As a first step in analysing the average waiting time experienced in the demand queue, we will examine the Partial Batch Model described in [8] . In this model a server can serve up to a maximum of K requests. If there are less than K requests in the system, the server begins to serve these requests. Furthermore, when there are less than K requests being serviced, new arrivals enter service until K requests are served or the queue is empty. The amount of time required to service requests is an exponentially distributed random variable with mean 1 μ . This model is represented in Figure 2 . Each state of the model is represented in terms of n and s where n is the total number of requests in the system and s is the number of requests being served. It can be seen from the figure that any new arrival enters service immediately as long as there are less than K number of requests being served. The time taken to service those requests is exponentially distributed to a mean value of A stochastic balance equation for the model can be written as:
This equation can be rewritten as:
where p n represents state probability and n = 0, 1, 2... etc. By finding the root r 0 of this equation that is between 0 and 1, one can work out the mean queue length (L) and average waiting time (W ) for the queue, using the equations below.
This approach is extremely accurate for very heavy traffic, since on these occasions the server will almost always be serving the maximum batch size. However, for lighter traffic loads the model is inaccurate because according to this approach new requests immediately enter service when the server is serving less than the maximum batch size, which is not the case in our scenario. For network-based services, once the network buffer is sent to the server, requests arriving after this point must be serviced in the next cycle regardless of whether or not the maximum batch size is being served in the current cycle. Hence, the scenario is gate-limited and not exhaustivelimited as seen in the Partial Batch Model. However, we make use of the approach taken here in our gated model below.
B. Towards A Gated Model
We now present a Markov model for gated service. The model is based on Markov states represented by same two parameters used in the Partial Batch Model, n and s. For each cycle, we serve a maximum of d requests, so s max = d. The model is shown in Figure 3 . We start off with the empty state 0, 0. If a request arrives, the system moves to state 1, 1 as the request is immediately sent to the server. If more requests arrive before the server has returned, they are not served until the server returns. So we can represent this by the first chain in our model. When the first request is served, the number of people served in the next cycle will depend on the number of requests in the queue when the service time has been completed. So for example, if the state when a service ends is 3, 1, the next state will be 2, 2 as the remaining two requests will be handled at once if d ≥ 2. Again if requests arrive during this service, the system changes state which is represented by the second chain. Thus for high instantaneous arrival rates, the system moves up the chains and for lower instantaneous arrival rates, it descends the chains. 
C. A Simple Gated Model
In order to pursue this further, we look at a simple scenario, when d = 2 as shown in Figure 4 . We analyse the system by defining two chains: Chain 1 starting from 1, 1 to n, 1 and Chain 2, starting from 2, 2 to n, 2. 
D. Looking at Chain 1
Let us consider Chain 1 in Figure 4 . For Chain 1, s = 1 and for n > s i.e. n > 1, we will have:
This implies that for any n > 1, in Chain 1:
And for n = s, we have:
Finally, for n = s = 0, i.e. p 0,0 will be:
E. Looking at Chain 2
Similarly, for Chain 2 where s = 2, we will derive equations for n = s and n > s, using Figure 4 . when n > s, we have:
In order to solve these equations, we need to be able to relate all the states of a chain back to the first element of the chain. So for Chain 1 there is already a relationship which is represented by Equation (5). We now need an equation for the second chain. To do that we first obtain an equation that only has elements of Chain 2 only. We can do so by summing up the rates of the flows into point p 3,2 1 .
From Equation (5), p 4,1 can be expressed as ( λ λ+μ1 ) 3 p 1,1 . Further from the equation (7), μ 1 p 1,1 can be expressed as λp 0,0 − μ 2 p 2,2 . Therefore,
Substituting the value of p 4,1 into Equation 10 and rearranging, we get:
IV. SOLUTION
We can now find the roots of these equations using the same technique that was used in the Partial Batch Model. Thus the state probabilities of Chain 2 for n >= 2 can be given by:
In order to solve this equation we imagine the second chain to be identical to a Partial Batch Model represented by Equation (12). This is an imaginary Chain as shown in Figure 5 . However, for states where n > 2, there is no real difference between the real or imaginary Chains as Equation (13) is valid in both scenarios. This means we can use the same approach taken in the Partial Batch Model to calculate r. Once this is done we can represent any state in the second Chain by Equation (13). In addition, using the previous equations, it will also be possible to represent p 0,0 and Chain 1 in terms of p 2,2 . A previous attempt by the authors to solve these equations revolved around solving other probabilities in terms of p 0,0 [9] . However, this new approach yields more accurate results. Using Equation (7), we substitute for λp 0,0 in Equation (6) . In addition, we note that according to Equation (13): p 3,2 = rp 2,2 . Rearranging, we get: p 1,1 = C 1,1 p 2,2 where C 1,1 is given by the equation:
By substituting for p 1,1 in Equation (7), we can get an equation for p 0,0 in terms of p 2,2 ; i.e., p 0,0 = C 0,0 p 2,2 where C 0,0 is given by:
The sum of the all the state probabilties must be equal to 1. Let S 1 be the sum of the state probabilities for Chain 1 and S 2 be the sum of the state probabilities in Chain 2. So we can write:
where:
For S 1 , let m = n − 1 and substituting for p 1,1
Similarly for S 2 , let m = n − 2
Summing to one we get:
Using the value of p 2,2 in Equation (21), we can find values for p 1,1 and p 0,0 .
The average number of people in the queue can be expressed as:
The average waiting time in the demand queue,
In order to explore the design of high-performance storage servers, a Network Memory Server (NMS) has been developed at Middlesex University. A more detailed presentation of the architecture is given in [10] . The NMS provides network storage by using the memory of a server with a large amount of RAM. It emulates commercial environments in which multimedia content is first loaded into memory and then served over the network. We first investigated clustering in which several blocks are fetched simultaneously using the NMS for a lightly-loaded network and found that this can be represented by a simple equation given by:
where T net is the time taken to fetch y blocks over the network, where L is a latency cost, i.e., the cost of going up and the protocol stacks on the client and server as well as the cost of transmitting and receiving packets over the network. For very fast networks and fast processors, L can be very small. Finally, C is the per-block cost. So this is the cost of finding the block in memory and copying the data to and from the network buffer. For the NMS, C has been measured and has a value of around 30 microseconds. This value is dependent on the load on the server as well as its processor speed.
In terms of prefetching we can represent the time to consume y block as:
where T process is the time taken to consume y blocks and T cpu is the time taken to consume one block. In order to prevent stalling for streaming applications, the time taken to fetch y must be less than or equal to the time taken to consume these blocks so:
However, since we are using conservative prefetching in which demand blocks d and prefetch blocks p are fetched simultaneously, Equation (25) must be modified to:
Finally we look at demand misses. Since demand misses must be satisfied promptly, we would like to ensure that demand misses over the network experience better performance compared to local disk access to justify the use of network storage. So we can represent this by the equation:
where the fetch time for d blocks is L + C(p + d) and T wait is the average waiting time in the demand queue.
VI. SIMULATION AND RESULTS
We have used values measured from the NMS to explore the analytical model presented in this paper. Simulation results for p = 1 and d = 2 were obtained for different demand miss rates. The simulation results are then compared with results for our analyical model. This is shown in Figure 6 . The two results are quite close in value over a wide operational range. This indicates that the model will be useful in developing practical algorithms for high-performance network-based servers. It should be noted that the model is approximate as it depends on which state of the imaginary Chain is used to calculate r. This is because the solution for r varies slightly depending on which state is used. The best results were obtained using the state 2, 2 which, in this case, is equal to K, the maximum batch size. Whether this holds for other values of K is being investigated.
VII. EXPLORING AN OPERATIONAL SPACE
We are also attempting to explore an operational space. This is shown in Figure 7 . This region can be viewed as a 3D object. The 3 axes of the space consists of the prefetch rate, Fig. 7 : Exploring the Operational Space represented as the number of block p that must be prefeteched to maintain a given rate (x-axis), the demand miss rate, λ d , (y-axis) and the average waiting time experienced by demand misses, W d (z-axis).
VIII. CONCLUSIONS AND FUTURE WORK
In this brief paper, an analytical model for gate-limited service was explored and applied to a high-performance server doing prefetching using clustering techniques. The model shows a high level of accuracy for simple gate-limited service at operational loads. More work is being done to develop equations for higher orders of bulk service. In addition, a testbed is being built to compare these results with real network measurements. Finally, on a practical level, we are exploring how these results can applied under different network conditions.
