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Short wavelength ion temperature gradient turbulence
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The ion temperature gradient (ITG) mode in the high wavenumber regime (kyqs > 1), referred to
as short wavelength ion temperature gradient mode (SWITG) is studied using the nonlinear
gyrokinetic electromagnetic code GENE. It is shown that, although the SWITG mode may be
linearly more unstable than the standard long wavelength (kyqs < 1) ITG mode, nonlinearly its
contribution to the total thermal ion heat transport is found to be low. We interpret this as resulting
from an increased zonal flow shearing effect on the SWITG mode suppression. VC 2012 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4759458]
I. INTRODUCTION
Mitigation of anomalous transport of particles and energy
has been a longstanding issue in the field of magnetically con-
fined fusion plasmas. The loss of particles and heat from the
core of the toroidal device, holding ions and electrons in
plasma state, reduces the efficiency of such a system and thus
remains to be one of the hindrances on the way to the con-
struction of fusion reactors. Various low frequency and fine
scale length unstable drift waves1 are considered to be respon-
sible for degradation of confinement, leading to the so-called
anomalous loss of particles and energy. The free energy avail-
able in the density and temperature inhomogeneities inherent
to a confined plasma is known to feed these instabilities and
leads to ion and electron losses through different channels
characterized by different length scales. The heat loss via the
electron channel takes place mainly through the electron tem-
perature gradient (ETG)2–4 mode, toroidal universal drift
mode,5,6 and trapped electron mode (TEM).7–9 The heat loss
via the ion channel, on the other hand, is observed to take
place by the ion temperature gradient (ITG)1,10,11 mode.
However, of late, a new mode propagating in the ion
diamagnetic direction, on the intermediate scale between the
ITG and ETG modes with k?qs > 1, where k? and qs are the
perpendicular wave number and ion Larmor radius evaluated
at the sound speed, respectively, has been identified12–16 lin-
early. This mode is found to be driven by the temperature
gradient of ions in the presence of the Landau resonance/
inverse resonance in a slab geometry and by the toroidal drift
resonance in a toroidal geometry, in combination with the
non-monotonic behavior of the mode frequency with respect
to the perpendicular wave number. Because of its occurrence
in the short wavelength limit and due to the non-adiabaticity
of ions, the mode is referred to as the short wavelength ion
temperature gradient (SWITG) mode to distinguish it from
the standard ITG mode at longer wavelength. It is generally
speculated that in the limit ðk?qsÞ2  1 there should be no
mode intrinsic to the ion non-adiabaticity, since ion dynam-
ics in this limit is expected to be adiabatic-like. However, if
the scale length of inhomogeneity is such that xi, the ion
diamagnetic drift frequency, becomes larger than the mode
frequency x, there can be an instability related to the pres-
sure inhomogeneity of the ions even in this shorter wave-
length limit.12–16
Initially, the mode was thought to be of hybrid type,13,14
requiring both gi and ge (ratio of the density to temperature
scale length of the ions and electrons, respectively) to be
above a threshold. Later a parametric study by Gao et al.15
demonstrated that the electron non-adiabaticity is not an
essential ingredient for the mode to develop. Effects of mag-
netic shear on this mode have been studied in the sheared
slab geometry and found to have strong stabilizing impact on
the mode.18 Dependence of the critical gradient on the vari-
ous physical parameters such as the electron to ion tempera-
ture ratio, toroidicity, magnetic shear, and safety factor has
been studied for this mode linearly.19 It is to be noted that
the typical double hump behavior of growth rate (first hump
corresponding to the standard ITG mode and second hump
corresponding to the SWITG mode) was pointed out a long
way back by Pu et al.20 while studying the ion mixing mode.
Thus, it is inherently an ion mode and exists even if the elec-
trons are adiabatic;15 toroidicity has a strong stabilizing
effect on the mode; magnetic shear has a destabilizing effect
and the growth rate is approximately proportional to
ﬃﬃﬃﬃﬃjs^jp ,13
where s^ stands for magnetic shear; similar to the standard
ITG, it is also stabilized by a modest a, the ballooning pa-
rameter; non-adiabatic circulating electron dynamics provide
destabilization; E B flow shear has a strong stabilizing
effect on the mode.18 With adiabatic electrons, in the limit
xni > x > ðxdi þ kkvkÞ, where xdi is the ion magnetic drift
frequency, the quasineutrality equation, in the frame of a
local gyrokinetic formulation, gives the following dispersion
relation for SWITG:15
x ¼ s
sþ 1
 
gi
2
 1
 
xniI0ðk2?q2s Þexpðk2?q2s Þ; (1)
where xni ¼ ðvthi=LnÞðk?qsÞ is the ion diamagnetic drift
frequency, s ¼ Te=Ti; Ln is the density scale length, and I0 is
the modified Bessel function of order zero.
Although detailed studies have been pursued in the linear
behaviour (for example, one can see Refs. 13, 15, 16, and 18),
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there is to our knowledge no systematic nonlinear study on
the SWITG mode. It is therefore important to investigate
how this mode behaves nonlinearly and if there is any signifi-
cant contribution of this mode to the net ion transport in the
core of the system. To this end, we carry out a systematic
nonlinear study of the mode using the flux tube version of the
well benchmarked, massively parallel, nonlinear, gyrokinetic
code GENE.8,21,22 We have found that although linearly the
growth rate of the SWITG mode is equally strong as the one
of the standard ITG mode and the ky spectrum of the nonlin-
ear turbulent state bears signature of the mode, there is only a
very weak contribution to the overall ion thermal transport
from the SWITG mode.
The remainder of the paper is arranged as follows. In
Sec. II, the simulation model is presented. Section III dis-
cusses the results. Finally, conclusions are drawn in Sec. IV.
II. THE MODEL
A. Coordinate system
The set of equations for the electrostatic case are cast in
the Clebsch-type field-aligned coordinate system (x, y, z),
such that (x, y) represents the plane perpendicular to the mag-
netic field given by B ¼ B0rxry, where x stands for the
flux surface label, simply the radial coordinate in units of
length, y is the binormal direction in units of length that labels
the field line on a given flux surface and z is the straight field
line poloidal angle that labels the position along a field line
and thus represents the parallel direction. B0 is the reference
magnetic field on axis. The velocity space is represented by
(vk; l), where, vk is the velocity component parallel to ~B and
l ¼ mv2?=2B stands for the magnetic moment.
As the present nonlinear simulation uses the local ver-
sion of GENE, the system considered is therefore a flux tube,
where system size is a box of dimension Lx  Ly  Lz in con-
figuration space as well as Lvk  Ll in velocity space. In the
flux-tube model, all equilibrium profiles and their gradients
are approximated to be constants. In the perpendicular direc-
tion, i.e., radial x and binormal y directions, periodic bound-
ary conditions are applied.
B. Discretization scheme
The discretization scheme used is based on the so-called
“method of lines,” that is, the phase space operators are dis-
cretized first, and then the resulting ordinary differential
equations for the phase space grid values of the particle dis-
tribution(s) are solved as an initial value problem using a
fourth order Runge-Kutta scheme. The differential operators
related to the field-line following coordinate z or the parallel
velocity vk are discretized using a fourth-order finite differ-
ence scheme. The invariance of profiles and their gradients,
as well as the periodic boundary conditions in the perpendic-
ular x and y directions allow one to treat x and y in the frame-
work of a pseudo-spectral approach, that is, all linear terms
as well as spatial derivatives are evaluated in kx  ky space,
while the nonlinearities are computed in real space with the
help of Fourier transforms and a proper dealiasing method.
The velocity space integrations are performed using Gauss
and trapezoidal rules in l and vk space, respectively. For the
time stepping, the fourth-order explicit Runge-Kutta method
is used.
C. df splitting
In order to separate the macroscopic evolution of the
plasma from the microturbulence, the full ion distribution
function is considered to be composed of two parts, namely,
the static background distribution function f0 and a perturbed
part f1 of the order of jf1=f0j  qref=Lref  1, where qref and
Lref , respectively, stand for a reference Larmor radius and
equilibrium scale length. We consider
f0iðvk; lÞ ¼ n0ð2pTi=miÞ3=2
exp 
miv2k=2þ lB
Ti
" #
;
to be a local Maxwellian distribution function, n0 and Ti
being the background density and ion temperature. The
perturbed distribution function f1 is, on the other hand, a
function of the five gyrocenter phase space coordinates
(x; y; z; vk; l) and time t.
D. Normalizations
The normalizations of the various equilibrium and
fluctuating quantities are displayed in Table I, where vTi ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2Ti=mi
p
and cs ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ZiTe=mi
p
stand, respectively, for the ion
thermal velocity and sound speed, qs ¼ cs=Xi is the ion Lar-
mor radius at the sound speed and U1 is the electrostatic
potential related to the fluctuations.
The spirit behind the choice of the normalizations is to
make each normalized quantity of order unity. Furthermore,
all gradient scale lengths of the equilibrium quantities, viz.,
n0; Ti, B, are normalized to R0.
E. Model equations
With the above defined coordinate system and normal-
izations, and with the suffix defining particle type and the hat
for normalized quantities being dropped to ease the notation,
the gyrokinetic equation for ions can formally be written as
@f1
@t
þ 1
Ln
þ 1
LT
ðv2k þ lB 3=2Þ
 
f0
@ U1
@y
þ @
U1
@x
@f1
@y
 @
U1
@y
@f1
@x
 
þ 1
B
lBþ 2v2k
r
ðKxGx þ KyGyÞ
þ
v2kb
rB
dp
dx
Gy þ a
vk
JB
Gz  la
2JB
@f1
@vk
@B
@z
¼ 0; (2)
where Gj¼@jf1ðr=vkÞ@j U1@f0=@vk for j¼ x;y;z, ai¼ vTi=cs
and ri ¼ ZiTe=Ti and U1 ¼ J0ðkÞU1 is the gyroaveraged
potential with k2 ¼ k2?ð2l=BÞ and J0 being the Bessel
TABLE I. Normalization of dependent variables.
f^ i0 f^ i1 U^1
fi0v3Ti
n0
fi1v3Ti
n0
 
R0
qs
 
eU1
Te
R0
qs
 
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function of order zero. Also, 1=LT ¼ dðln TÞ=dx and 1=Ln
¼ dðln nÞ=dx are the inverse gradient scale lengths of
temperature and density, respectively. The second term in
Eq. (2) thus represents the equilibrium gradients that drive
the instability. The third term is the nonlinear E B drift
term. The fourth and fifth terms contain the effect of mag-
netic curvature and rB, with
Kx ¼  g
xxgyz  gyxgxz
B2
@B
@z
;
and
Ky ¼ @B
@x
 g
xygyz  gyygxz
B2
@B
@z
;
where the metric tensor elements are defined as gij ¼ rui
ruj, ui; uj ¼ x; y; z. The total plasma pressure appearing with
a radial derivative in the fifth term is normalized to
pref ¼ n0Te, the reference pressure (at the center of the flux
tube). Also b ¼ 2prefl0=B2, where l0 is the permeability in
vacuum. Finally, the last two terms take into account the
effect of particle trapping in the low magnetic field side of
the tokamak and include the Jacobian J ¼ Jxyz ¼ ½ðrx
ryÞ  rz	1. Integrating the perturbed distribution f1 over
velocity, solution to Eq. (2), provides the perturbed ion
density, which can be inserted in the quasineutrality condi-
tion with adiabatic electrons, thus leading to the following
equation:
Z2s½1 C0ðbÞ	U1 ¼ pZB
ð
J0ðkÞf1dvkdl ðU1  hU1iÞ:
(3)
Equation (3) can then be solved numerically, to get the self
consistent electrostatic potential U1. Note that in Eq. (3), one
defines s ¼ Te=Ti, b ¼ ½1=ðZ2i sB2Þ	k2?, k2? ¼ gxxk2x þ gyyk2y
þgxykxky and C0ðbÞ ¼ expðbÞI0ðbÞ is the scaled modified
Bessel function. The term hU1i represents the flux surface
averaged value of U1. Note that in a flux-tube simulation, the
x-dependence of all equilibrium quantities across the simula-
tion domain is neglected. Thus, all coefficients relative to the
magnetic equilibrium ½BðzÞ; JðzÞ;KxðzÞ;KyðzÞ; gijðzÞ	 as well
as equilibrium profiles and their gradients ð1=Ln; 1=LTÞ are
independent of x and represent values at the flux tube center
defined by x ¼ x0.
F. Geometry
The GENE code is capable to interface with the general
geometry MHD equilibrium obtained from the numerical so-
lution of the Grad-Shafranov equation. It can, in addition,
also be run using an ad hoc analytical model which is an ap-
proximate solution of the Grad-Shafranov equation in the
limit of axisymmetric, circular, and concentric flux surfaces.
In the present investigation, we use this ad hoc equilibrium,
which is defined in the (r; h;/) (radial, poloidal, and toroi-
dal) coordinate system, related to the cylindrical coordinate
system (R; z;/) by the relations R ¼ R0 þ r cos h ¼ R0ð1
þ  cos hÞ and Z ¼ r sin h, with R0 the major radius of the
toroidal coordinate system and  ¼ r=R0 being the inverse
aspect ratio. The axisymmetric magnetic field can always be
written as B ¼ r/rwþ RB/r/, where in the ad hoc
model B/ ¼ R0B0=R, W ¼ WðrÞ and dW=dr ¼ rB0=q. The
function qðrÞ is related to the true safety factor q by the
relation
qðrÞ ¼ 1
2p
ð2p
0
B  r/
B  rhdh ¼
qðrÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
p :
More details related to this ad hoc model are found in
Ref. 24.
G. Physical parameters
Our main focus is to study the nonlinear short wave-
length ion temperature gradient mode using the flux tube ver-
sion of GENE. Note that a detailed parametric study of the
linear SWITG mode has been carried out in Ref. 16 using
the global spectral gyrokinetic code EM-GLOGYSTO17
considering q ¼ qs=a ¼ 0:017, inverse aspect ratio a=R0
¼ 0:25, and steepest gradients at s ¼ r/a¼ 0.6. Inspired by
this linear study, we have chosen the inverse aspect ratio
r0=R0 ¼ 0:15 in the present nonlinear flux tube simulations,
corresponding to the limit q ! 0. Also in the present simu-
lation, we have considered s ¼ Te=Ti ¼ 1; q0 ¼ qðr0Þ ¼ 2:0;
s^ ¼ 1:0 and gi ¼ Ln=LTi ¼ 2:5, where Ln and LTi are, respec-
tively, the density and temperature gradient scale lengths.
The density gradient is varied over R=Ln ¼ 5 10. Note that
these kind of steep profiles are usually found in transport
barriers.25
H. Numerical parameters
The simulation is carried out in a box of size Lx  Ly
¼ 133:3qs  209:4qs in the perpendicular direction. One
connection length of 2pRq is considered in the parallel
direction ðLz ¼ 2pÞ. This 3-dimensional spatial domain is
resolved by using 200 120 16 grid points, respectively,
in the x, y, and z directions. The velocity space, on the other
hand, is resolved with 32 16 grid points, respectively, for
vk and l with the limit for vk from –3 toþ 3, and 0 to 9 for l
in normalized units (see Table II).
III. RESULTS
In this section, we will delineate our results for linear
and nonlinear runs obtained using the flux tube version of
GENE and the physical and numerical parameters introduced
above.
A. Linear spectrum
We have first carried out a linear simulation with param-
eters considered above. Figure 1(a) shows the real frequency
TABLE II. Normalization of independent variables.
t^ x^ y^ z^ v^k l^
cst=R0 x=qs y=qs z vk=vthi lB0=Ti
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versus kyqs for different values of R=Ln ranging from 5 to
10. The real frequency rises monotonically with kyqs for
kyqs 
 1 but then remains virtually constant for 1 
 kyqs

 2. It is clear from the expression of the dispersion relation,
Eq. (1), that the mode frequency x behaves as xniI0ðk2?q2s Þ
expðk2?q2s Þ which for small k2?q2s scales as k?qs and for
larger k2?q
2
s scales almost as a constant as I0ðk2?q2s Þexp
ðk2?q2s Þ ! 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pðk2?q2s Þ
p ¼ 1=ð ﬃﬃﬃﬃﬃ2pp k?qsÞ for k?qs  1
(recall that xni  k?qs). Figure 1(b) displays the growth rate
for the same scan. It exhibits two peaks for all considered
values of R=Ln in contrast to the single peak around kyqs
’ 0:6 generally observed in the linear analysis of the stand-
ard ITG modes. The second peak appears around kyqs ’ 1:5
and is characteristic of the SWITG mode. Regarding the
growth rate in toroidal geometry, it is the toroidal magnetic
drift term xdi of the ions, resonating with the mode frequency
x which gives rise to the double hump behavior. It is to be
noted that xdi  ðLn=RÞxni and thus scales as k?qs. There-
fore, both x and xdi at first increase for small k?qs and then
x saturates while xdi still grows as k?qs increases. It is im-
portant to note that the SWITG mode is also subject to finite
Larmor radius effects. The finite Larmor radius stabilization
(FLR) of the SWITG mode can be inferred from the nonadia-
batic part of the ion density response. At very high k?qs,
jxdij  jxj and the nonadiabatic part of the perturbed ion
density can be reduced to13,15
~nnai ¼
qi
Ti
~/
xniðgi=2 1Þ
xdi
I0ðk2?q2s Þexpðk2?q2s Þ;
which for large k?qs will decrease according to
xni
xdi
I0ðk2?q2s Þexpðk2?q2s Þ 
R
Ln
I0ðk2?q2s Þexpðk2?q2s Þ
 R
Ln
1ﬃﬃﬃﬃﬃ
2p
p
k?qs
;
as k2?q
2
s increases. It is apparent that the second hump is
equally strong as the first hump for higher value of R=Ln or
even slightly more dominant for R=Ln  10. It also is present
for lower values of R=Ln albeit less pronounced and finally
vanishes at values of R=Ln typical of the standard ITG mode
(R=Ln < 5).
B. Nonlinear spectra
Till date, there have been very few nonlinear studies of
the SWITG mode. The study of the SWITG mode turbulence
nonlinearly and its contribution to the net thermal ion heat
transport may therefore add valuable physics insight and
enhance our understanding of the ITG driven turbulence in
general. Here, we try to address this issue. We have adopted
two cases in the present nonlinear study. Case (I): R=Ln ¼ 10,
where the peak in the linear growth rate corresponding to the
SWITG (at kyqs  1:5) mode is as pronounced as that at
lower ky (kyqs  0:6) corresponding to the standard ITG
mode. Case (II): R=Ln ¼ 5, where the linear growth rate of
SWITG at kyqs > 1 is much weaker than that of the standard
ITG mode at kyqs < 1. The time evolution of the nonlinear
ion heat flux given by the relation Q ¼ hÐ ð1=2Þmv2~vE
 rxf1d3vi, normalized with respect to Qnorm ¼ pref csq2s=R2,
where pref is the equilibrium pressure, is shown in Fig. 2 for
the parameters described in Secs. IIG and IIH and for the two
cases of the parameter R=Ln. Note that hAi ¼
Ð
JxyzðzÞAðzÞdz=Ð
JxyzðzÞdz stands for the flux-averaged quantity A, where Jxyz
is the Jacobian relative to the coordinate system (x,y,z). Also,
v and~vE  rx are, respectively, the particle velocity and the ra-
dial component of the gyroaveraged E B drift velocity, and
f1 is the perturbed distribution function. It is clear that the heat
FIG. 1. (a) Real frequency xr and (b)
growth rate c versus wave number kyqs
of the linear SWITG for different values
of R=Ln. Here gi ¼ 2:5; q ¼ 2:0; s^ ¼ 1:0;
s ¼ 1:0 in these simulations.
FIG. 2. Time (in units of R=cs) evolution of ion heat flux Q normalized by
Qnorm ¼ pref csq2s=R2 for SWITG simulation, with R=Ln ¼ 5andR=Ln ¼ 10.
The black dashed lines represent the time average of the heat flux between
t ¼ 100R=cs and t ¼ 330R=cs. For R=Ln ¼ 5 the average Q ¼ 195Qnorm
and for R=Ln ¼ 10 the average Q ¼ 302Qnorm.
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flux in the case of R=Ln ¼ 10 is higher than that in the case of
R=Ln ¼ 5. This is consistent with the linear results where the
modes for R=Ln ¼ 10 exhibit higher growth rates than for
R=Ln ¼ 5 at both scales, i.e., kyqs < 1 and kyqs > 1, corre-
sponding, respectively, to the standard ITG and SWITG
modes. The ratio of growth rates for R=Ln ¼ 5 compared to
R=Ln ¼ 10 is even weaker for the SWITG scales than for the
ITG scales. The time averaged heat flux between t ¼ 100R=cs
and t ¼ 330R=cs is estimated at 302Qnorm and 195Qnorm,
respectively, for the nonlinear simulations with R=Ln ¼ 10
and R=Ln ¼ 5. Figure 3(a) depicts the time averaged (from
t¼ 20 to t ¼ 330R=cs) spectrum QðkyÞ of the heat flux for
the R=Ln ¼ 10 case, normalized with respect to Qnorm, over
the entire kyqs spectrum considered in the simulation. For
comparison, we also plot in the same figure the time aver-
aged (from t¼ 20 to t ¼ 330R=cs) spectrum of the heat flux
QðkyÞ measured from the simulation with R=Ln ¼ 5. The
corresponding log-log plots for both simulations are shown
in Fig. 3(b). It is quite clear that the QðkyÞ spectrum exhibits
a strong peak around kyqs ’ 0:1 for both values of R=Ln.
However, the peak corresponding to R=Ln ¼ 5 is signifi-
cantly lower than the one corresponding to R=Ln ¼ 10, in
conformity with the observed heat flux displayed in Fig. 2.
These plots also illustrate that on the higher side of the ky
spectrum corresponding to the SWITG mode, the contribu-
tion to the net ion heat flux is very low compared to the con-
tribution from the standard ITG mode on the lower side of
the ky spectrum. The characteristic of the SWITG mode,
though weak, is nevertheless still visible from Fig. 3(b). The
hump corresponding to the SWITG mode (encircled in Fig.
3(b)) centers around kyqs ¼ 1:5, reflecting that there is
another source of instability in this region of the spectrum.
Since the area under a usual log-log curve has no direct
physical meaning, one may plot kyQðkyÞ vs ky in lin-log
plot23 to estimate the relative contribution of the SWITG
part of the ky spectrum to the overall thermal ion heat flux
(note that
Ð
Qdky ¼
Ð
Qky d log ky). When the heat flux QðkyÞ
is multiplied by ky and plotted versus log ky, the area under
the curve kyQðkyÞ becomes proportional to the corresponding
contribution to the total flux, for a given interval of log ky,
i.e. d log ky. One can indeed show that the area under the
curve kyQðkyÞ, for a given d log ky is dSQky ¼ kyQðkyÞd log ky
¼ kyQðkyÞdky=ky ¼ QðkyÞdky, where d log ky ¼ dky=ky Thus
in addition to Fig. 3, kyQðkyÞ vs ky in lin-log plot has been
depicted in Fig. 4. It is clear from the figure that the bulk of
the thermal heat flux is contained in the lower ky part of the
spectrum.
For completeness, we have also presented an estimate of
transport based on a simple mixing length theory c=k2? using
the linear growth rate c and perpendicular wavenumber ky in
Fig. 5 by linear and log-log plots. However, similar to the
results obtained in the nonlinear simulations the ratio of
SWITG to ITG contributions to the heat transport is very small.
It is evident from Fig. 1 that the SWITG mode has
growth rate comparable with the standard ITG mode for
R=Ln ¼ 10 in the linear regime. On the other hand, for
R=Ln ¼ 5 both humps become weaker, with the second
hump corresponding to the SWITG mode being even weaker
than the first hump corresponding to the standard ITG mode.
Therefore, it is interesting to nonetheless estimate from the
nonlinear simulation results the (small) contribution of the
SWITG part of the ky spectrum to the net ion heat transport.
To estimate the relative contribution of the SWITG mode to
the ion heat flux compared to the standard ITG mode, we
have calculated the cumulative sum of the time averaged
heat flux QðkyÞ given by
Qcsðky1Þ ¼
Xky1
ky¼kymin
QðkyÞ:
FIG. 3. Time averaged ion heat flux versus normalized wavenumber ky for
R=Ln ¼ 5 and R=Ln ¼ 10 in (a) lin-lin plot and (b) log-log plot. The circle
shows the region where SWITG mode is unstable. Q is normalized with
respect to Qnorm ¼ pref csq2s=R2.
FIG. 4. Time averaged ion heat flux multiplied by normalized wavenumber
ky versus normalized wavenumber ky for R=Ln ¼ 5 and R=Ln ¼ 10 in lin-log
plot. Q is normalized with respect to Qnorm ¼ pref csq2s=R2.
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It has been plotted versus kyqs for the two cases R=Ln ¼
10 and R=Ln ¼ 5 in Figs. 6 and 7, respectively. It is apparent
from the figures that Qcs increases rapidly for kyqs < 1 and
then tends to saturate for kyqs > 1 in both cases. As
expected, the cumulative heat flux in the case of R=Ln ¼ 10
is higher than for the case R=Ln ¼ 5. It is obvious from Figs.
2 and 3(a) that the heat flux in the case of R=Ln ¼ 10 is
much higher than for R=Ln ¼ 5, leading to higher values of
Qcs. To evaluate the relative contribution to the net ion heat
transport of the higher ky tail, kyqs  1, corresponding to the
SWITG mode, compared to the lower ky part, kyqs 
 1, rele-
vant to the standard ITG, one may compute
QcsðkyqsÞmax  Qcsðkyqs ¼ 1Þ
Qcsðkyqs ¼ 1Þ
;
where ðkyqsÞmax is the maximum wavenumber. One thus
obtains that the net contribution of the SWITG part of the ky
spectrum to the total ion heat flux is around 3.5% in both
cases in spite of the fact that linearly the SWITG mode for
R=Ln ¼ 10 has growth rate more than double the one for
R=Ln ¼ 5 and comparable to the ITG growth rate. Thus,
even in the strongest cases of linear SWITG such as R=Ln
¼ 10 considered here, the thermal ion heat flux is predomi-
nantly determined by the lower ky components of the fluctu-
ation relevant to the standard ITG mode.
Snapshots of the electrostatic potential U1ðx; yÞ and
n1ðx; yÞ over the entire domain of ky spectrum measured at
t ¼ 330R=cs on the low field side (z¼ 0) of the tokamak dur-
ing the nonlinear simulations with R=Ln ¼ 5 and R=Ln ¼ 10
are displayed in Figs. 8 and 9, respectively. It is clear from
the figures that in the case of R=Ln ¼ 5, where SWITG is
weak in the linear spectrum, the quantities U1ðx; yÞ and
n1ðx; yÞ exhibit elongated structures along the x direction.
The same quantities, in contrast, exhibit finer radial struc-
tures in the case of the nonlinear simulation with R=Ln ¼ 10,
which has the highest growth rate in the linear phase. Given
the elongated radial structures observed for R=Ln ¼ 5, which
appear to be essentially broken up for R=Ln ¼ 10, one is
motivated to investigate the zonal flow26–28 shearing rate
in both cases. For that purpose, we have measured the
zonal flow shearing rate in both simulations R=Ln ¼ 5
and R=Ln ¼ 10, respectively. The time evolution of the
shearing rate is presented in Fig. 10 for the two nonlinear
simulations. The estimated time average of the shearing rate
xE ¼ dvEy=dx is 2.4 cs=R for R=Ln ¼ 5 and 4.36 cs=R for
R=Ln ¼ 10, respectively. This means that the zonal flow
shearing rate for the SWITG mode for R=Ln ¼ 10 is almost
double the one for R=Ln ¼ 5. That is why the SWITG mode
with R=Ln ¼ 10 exhibits finer structures, while that with
R=Ln ¼ 5 bears more elongated structures in all perturbed
quantities. In both cases, the shearing rate is much higher
than the growth rate implying that zonal flows are the
FIG. 6. Cumulative sum of heat flux for R=Ln ¼ 10. The standard ITG con-
tribution to the heat flux is for kyqs 
 1 and SWITG contribution to the heat
flux is for kyqs  1. Qcs is normalized with respect to Qnorm ¼ pref csq2s=R2. FIG. 7. Same as Fig. 6 but for R=Ln ¼ 5.
FIG. 5. Mixing length estimation of ion heat diffusivity versus normalized wavenumber ky in (a) lin-lin plot and (b) log-log plot, for linear runs displayed in
Fig. 1. The circle shows the region where SWITG mode is unstable. Here, vgb ¼ csq2s=R.
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dominant saturation mechanism for the SWITG mode turbu-
lence. Note that the maximum linear growth rates of the
SWITG mode are 0:32cs=R and 1:6cs=R, respectively, for
R=Ln ¼ 5 and R=Ln ¼ 10 at kyqs ’ 1:5.
The saturation of the nonlinear SWITG mode can also
be understood in terms of secondary instabilities. It may be
noted that secondary instabilities are found to be responsible
for nonlinear saturation of microinstabilities,3,21,29,30 which
are then referred to as the primary instabilities. The second-
ary instabilities can be driven by the perpendicular shear in
parallel velocity and/or perpendicular E B velocities, and
the level of saturation of a primary instability is determined
by the dominant secondary instability.4 For example, curva-
ture driven microinstabilities are saturated preferentially by
the E B shear driven secondary instability.4 However, the
strength of this secondary instability depends on the nature
of ions. When ions are adiabatic the E B shear driven sec-
ondary instability becomes weaker, leading to elongated
structures in the nonlinear phase of the primary instability. A
much known example in this context is the ETG mode3,4
where ions behave adiabatically. Since in the present case,
even at k2?q
2
s > 1 the ions are nonadiabatic because of
steeper density profiles, the E B shear driven secondary
instabilities may be the major saturation mechanism that reg-
ulates the primary SWITG instability.
From the present linear and nonlinear simulations, one
arrives at two conclusions: (1) Although linearly the growth
rate of the SWITG mode is much higher for R=Ln ¼ 10 than
for R=Ln ¼ 5, the nonlinear contribution to the overall ion
heat flux is same in both cases (’ 3:5%); the nonlinear
SWITG mode for R=Ln ¼ 10 exhibits higher rate of zonal
flow and hence finer structure than the one for R=Ln ¼ 5. (2)
Although linearly SWITG is stronger than the ITG mode for
R=Ln  10, the bulk part of ion heat fluxes comes from the
ITG mode. Both these results can be explained in terms of
the role of secondary instabilities.
Let us first discuss the first point. Since at k2?q
2
s > 1 the
ions are more adiabatic for R=Ln ¼ 5:0 than those for
R=Ln ¼ 10:0 as xi is smaller in the former case, the E B
shear driven secondary instability also is therefore weaker for
R=Ln ¼ 5:0. Therefore, one observes higher shearing rate and
finer structures for R=Ln ¼ 10:0 than for R=Ln ¼ 5:0. Hence
the contribution of the SWITG mode for R=Ln ¼ 10:0 to the
overall ion heat flux is almost as low as the one for R=Ln ¼ 5,
even though the latter has the weakest growth rate among all
values of R=Ln considered in the linear simulation.
Next, we come to the second point. The E B shear
driven instability scales as k2yUL,
4 where UL is the amplitude
of the linear SWITG mode. Note that the values of ky’s
where the linear growth rate of the ITG and SWITG modes
peak is roughly 0.6 and 1.5, respectively (Fig. 1), and the
corresponding growth rates have comparable magnitude.
Therefore, SWITG modes are sub-dominant nonlinearly as
their higher growth rates are overcompensated by even larger
FIG. 8. Snapshots of the turbulent potential (left) and perturbed density (right) fields including the SWITG mode for R=Ln ¼ 5, taken at t ¼ 330R=cs:
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nonlinear growth rates (proportional to k2y ) of secondary
instabilities. In the standard ITG part of the ky spectrum, the
strength of the secondary instability is smaller compared to
SWITG part, as ky is smaller in the former case. The suppres-
sion level of ITG in the nonlinear regime is therefore much
weaker compared to SWITG, thereby contributing much
higher to the overall thermal ion heat flux.
IV. CONCLUSION
In the present work, the short wavelength ion tempera-
ture gradient mode has been studied linearly and nonlinearly
using the flux tube version of the massively parallel, gyroki-
netic code GENE. Linearly the mode appears to be as domi-
nant as the standard ITG mode for high R=Ln  10.
However, the growth rate decreases with decreasing R=Ln,
and below R=Ln ¼ 5 the SWITG mode vanishes, i.e., only
the standard ITG mode remains unstable. Nonlinear simula-
tions show higher heat fluxes for higher values of R=Ln, con-
sistent with the trend in the linear growth rate with respect to
R=Ln. The nonlinear heat flux spectrum is peaked at lower
kyqs ’ 0:1. The estimate of relative contribution of the
higher kyqs part of the heat flux spectrum corresponding to
the SWITG mode reveals that the contribution of the SWITG
FIG. 9. Snapshots of the turbulent potential (left) and perturbed density (right) fields including the SWITG mode for R=Ln ¼ 10, taken at t ¼ 330R=cs:
FIG. 10. Time traces of the zonal flow shearing
rate xE ¼ dvE;y=dx, in units of cs=R for the
nonlinear simulations with (a) R=Ln ¼ 5 and
(b) R=Ln ¼ 10. The green lines represent the
corresponding maximum linear growth rates for
the SWITG mode, i.e., 0.32 cs=R and 1.6 cs=R,
respectively, for R=Ln ¼ 5 and R=Ln ¼ 10.
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mode to the total heat flux is very low (around 3.5%) com-
pared to the contribution from the lower ky part of the spec-
trum typically belonging to the standard ITG mode. The
shearing rate has been found to be much higher than the
linear mode frequency and growth rate of the SWITG
mode, suggesting that the zonal flows are the main satura-
tion mechanisms of the SWITG turbulence. This is in con-
formity with the results of Gao et al.18 which reported that
the slab SWITG mode can be stabilized by E B velocity
shear. Also, in our case, the shearing rate is found to be
higher for the SWITG modes with higher R=Ln which also
exhibit higher growth rate linearly compared to the shear-
ing rate for those with lower R=Ln and lower growth rate
linearly. The higher shearing rate appears to compensate
for the higher growth rate of the mode, leading to a mini-
mal contribution to the thermal ion heat flux from the
higher kyqs part of the spectrum relevant to the SWITG
mode, irrespective of the density scale length which deter-
mines the strength of the SWITG mode with respect to the
standard ITG linearly.
Although SWITG has been found to have very small
contribution to net thermal ion heat flux, it can be impor-
tant for electron thermal transport when coupled to other
modes, such as trapped electrons modes (TEM) that is in
the presence of nonadiabatic electrons at higher ky scales.
Thus, the smallness of the contribution of SWITG modes
to heat transport obtained here with an adiabatic electron
model, might be different when considering nonadiabatic
or kinetic electron dynamics and interaction with trapped
electron modes. This issue will be addressed in a future
communication.
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