We study the problem of the optimal execution of a large trade in the presence of nonlinear transient impact. We propose an approach based on homotopy analysis, whereby a well behaved initial strategy is continuously deformed to lower the expected execution cost. We find that the optimal solution is front loaded for concave impact and that its expected cost is significantly lower than that of conventional strategies. We then consider brute force numerical optimization of the cost functional; we find that the optimal solution for a buy program typically features a few short intense buying periods separated by long periods of weak selling. Indeed, in some cases we find negative expected cost. We show that this undesirable characteristic of the nonlinear transient impact model may be mitigated either by introducing a bid-ask spread cost or by imposing convexity of the instantaneous market impact function for large trading rates.
Introduction
The optimization of trading strategies has long been an important goal for investors in financial markets. As demonstrated in the context of a linear equilibrium model by Kyle almost thirty years ago [55] , the optimal strategy for an investor with insider information on the fundamental price of an asset is to trade incrementally through time. This strategy allows the trader to minimize costs whilst also minimizing the revelation of information to the rest of the market. The precise way in which it is optimal to split the large order (herein called metaorder ) [56] depends on the objective function and on the market impact model, i.e. the change in price conditioned on signed trade size. In part due to the increasing tendency toward a full automation of exchanges and in part due to the discovery of new statistical regularities of the microstructure of financial markets, the problem of optimal execution is receiving growing attention from the academic and practitioner communities [3, 26] .
As pointed out in Gatheral et al. [23] , a first generation of market impact models [12, 7, 8, 9 ] distinguishes between two impact components. The first component is temporary and only affects the individual trade that has triggered it. The second component is permanent and affects all current and future trades equally. These models can be either in discrete or in continuous time and can assume either linear or nonlinear market impact for individual trades. The second generation of market impact models focusses on the transient nature of market impact [15, 41, 13, 26] . In such models, market impact is typically assumed to factorize into two components: instantaneous market impact and a decay component. The instantaneous component models the reaction of price to traded volume. The decay component describes how the market price relaxes on average after the execution of an order. In such models, each trade affects future price dynamics with an intensity that decays with time.
The problem of optimal execution in the presence of transient impact has been considered in a series of recent studies. In the case of linear instantaneous market impact [23, 5, 19] , the problem has been completely solved by showing that the cost minimization problem is equivalent to solving an integral equation. In particular Gatheral et al. [23] proved that optimal strategies can be characterized as measure-valued solutions of a Fredholm integral equation of the first kind. They show that optimal strategies always exist and are nonalternating between buy and sell trades when price impact decays as a convex function of time. This extends the result of Alfonsi et al. [6] on the non existence of transaction triggered price manipulation, i.e strategies where the expected execution costs of a sell (buy) program can be decreased by intermediate buy (sell) trades.
However, a series of empirical studies [34, 15, 10] has clearly shown that the instantaneous market impact is a strongly concave function of the volume, well approximated by a power law function. The resulting optimal execution problem in the presence of nonlinear and transient impact is mathematically much more complicated than the linear case. In this paper we consider this optimization problem and propose several methods to find optimal solutions.
Some important results in the nonlinear transient case were established by Gatheral [26] who showed that under certain conditions, the model admits price manipulation, i.e. the existence of round trip strategies with positive expected revenues. This money machine should of course be avoided in the modeling of market impact. In particular Gatheral set some necessary conditions for the absence of price manipulation (see below for details). A step toward the solution of the optimal execution problem under nonlinear transient impact has been made recently by Dang [21] . In his paper, Dang suggests a way to convert the cost minimization problem into a nonlinear integral equation and proposes a numerical fixed point method on a discretization of the trading time interval to solve this equation. As we discuss in detail below, we find that Dang's fixed point method has convergence problems when the degree of nonlinearity of impact is significant and/or when the discretization grid is fine enough.
In this paper we propose two methods to solve the optimal execution under nonlinear transient impact. The first is based on the Homotopy Analysis Method (HAM) [33, 30, 31] applied to the discretized version of the integral equation proposed by Dang [21] . The method starts from an initial guess and deforms it continuously in order to find better and better approximations of the solution of the integral equation. In doing this, we are implicitly restricting the space of solutions to continuous nonvanishing functions of the trading rate. We find that the optimal solution is a non time-symmetric U-shape; in the case of concave (convex) instantaneous impact, it is optimal to trade more at the beginning (end) of the metaorder. A comparative cost analysis shows that our solution outperforms conventional strategies.
Once again, the HAM method explores only a restricted subspace of possible solutions. For this reason, in the second part of the paper we consider a fully numerical cost optimization method on a discrete grid. By using Sequential Quadratic Programming (SQP) we minimize directly the cost functional (i.e. we do not try to solve the integral equation). We find that the cost landscape is rugged, i.e. composed by a very large number of local minima separated by peaks. A significant number of these minima correspond to strategies with similar costs; for a buy program the corresponding strategy is an alternation of intense and short bursts of buying periods and long periods of weak selling. In other words, the model admits transaction triggered price manipulation. More important, when the nonlinearity is strong and/or the partition is fine, some such strategies have a negative expected cost, indicating that the model admits price manipulation. We then further extend our analysis by minimizing the cost functional with the extra constraint that all trades should have the same sign, so that for example selling is disallowed during execution of a buy metaorder. This case requires a derivative-free optimization method. By using a direct-search method, namely the Generating Set Search (GSS) method, we find positive expected execution costs and sparse optimal strategies, i.e. it is optimal to trade with a few bursts at a high trading rate interspersed with long periods of no-trading.
In order to eliminate negative cost solutions, we propose two ways of regularizing the model, one based on the addition of a spread cost and one based on a modification of the instantaneous impact function. In the latter case the function becomes convex for sufficiently high trading rates. Both methods succeed in avoiding solution with negative costs and obviously reflect features of real markets.
The paper is organized as follows. In Section 2, we state the problem and explain why it is difficult to solve. We also briefly summarize our results on the convergence of the Dang fixed point method. In Section 3, we present the HAM approach to the solution of the cost minimization problem and in Section 4 we present our results on the SQP and direct-search brute force minimization of the cost function. Section 5 presents two proposed regularization methods. In Section 6, we summarize and conclude.
The optimal execution problem and its solution
The model of nonlinear transient market impact for the price S (t) of an order execution starting at time t = 0 when the price is S(0) = S 0 is
whereẋ (s) is the rate of trading, i.e. number of shares per unit of time, at time s < t, f (ẋ (s)) represents the impact of trading at time s, and G (t − s) describes the impact decay. Finally, σ is the volatility and W (t) is a Wiener process. Thus S (t) follows an arithmetic random walk with a drift that depends on the accumulated impacts of previous trades. We refer to f (·) as the instantaneous market impact function and to G (·) as the decay kernel. In discrete time this is the propagator model originally developed by Bouchaud et al. [15, 14] ; the above continuous time formulation (2.1) is due to Gatheral [26] . More recently, Bacry et al. [10] have shown how a market impact model of the form (2.1) may be related to a more fundamental description of order flow using Hawkes processes. The optimal execution problem consists in finding the trading strategy Π = {x (t)} t∈[0,T ] that minimizes the execution cost for a given total amount X of shares to be traded. The expected cost C [Π] associated with a given strategy Π is given by 2) and the constraint that all shares should be traded is
Expression (2.2) for the expected cost corresponds to expected implementation shortfall. We search for a statically optimal strategy. A statically optimal strategy is also dynamically optimal when the cost depends on the stock price only trough the term T 0 S (t)ẋ(t) dt, with S (t) a martingale [43] . Thus for the model of (2.1) and the cost function described by (2.2), a statically optimal strategy is also dynamically optimal.
Theẋ (t) dt shares traded at time t are traded at an expected price
which represents the cumulative impact of prior trading up to time t. The impact model of equation (2.1) is fully specified by the form of the functions f and G. A large body of empirical evidences points out two empirical facts on the form of these two functions. First, the instantaneous impact function f (·) is strongly concave. For example, based on a large sample of NYSE stocks, Lillo et al. [34] observed a concave function of the transaction volume. The concave function is well fitted by a power law with exponent 0.5 for small volumes and 0.2 for large volumes. Bouchaud et al. [15] analyzed stocks traded at the Paris Bourse and found that a logarithmic form gave the best fit to the data. In addition (in [15] for example), the decay kernel G(·) is found to decay asymptotically as a power law function
The presence of these nonlinearities raises the question of the possible presence of price manipulation. There are different forms of manipulation. Following [25] , we define a price manipulation as a round trip trade whose expected cost is negative. An impact model is free from price manipulation if, for any round trip trade, i.e. a strategy with T 0ẋ
(t) dt = 0, the expected cost is non negative. According to Proposition 1 of [24] , the model of equation (2.1) admits price manipulation in the nonlinear case unless the decay kernel G (τ ) is singular for τ = 0. For these reasons we will focus our analysis on decay kernels of the form G (t − s) = (t − s) −γ . Moreover, as shown by Gatheral [26] , the requirement of no price manipulation restricts the class of possible joint form for the instantaneous impact and decay kernel. Specifically, for power law impact function, f (ẋ) ∝ sign (ẋ) |ẋ| δ , and a power-law kernel, G (t − s) = (t − s) −γ , the following conditions 6) are necessary for the absence of price manipulations. In this paper we always consider parameters δ and γ satisfying the above conditions. However, if these conditions are satisfied, there is no guarantee that the impact model does not admit price manipulation. Later in the paper we will show that it is indeed the case that the above conditions are not sufficient to preclude price manipulation. A weaker form of price manipulation, relevant for our paper, is the transactiontriggered price manipulation defined in [6] . This occurs when the expected revenues of a buy(sell) program may be increased by intermediate sell(buy) trades.
The case of linear market impact
The optimization problem of minimizing the expected cost of equation (2.2) under the constraint of equation (2.3) in the case of linear impact, f (ẋ) ∝ẋ, has been solved and widely studied [23] . In what follows, we use the symbol v(t) to indicate the rate of tradingẋ (t). In particular, Proposition 22.9 of Ref. [25] states that if G is positive definite, then x(t) minimizes the expected cost if and only if there is a λ such that ∀t, x(t) solves
As an important example, relevant for this paper, is the case G (t − s) = (t − s) −γ where the integral equation (2.7) becomes the Abel equation with solution
where c is uniquely determined by the constraint equation (2.3) as
where Γ (·) is Euler's Gamma function. This solution is U-shaped and symmetric under time reversal, i.e. v(t) = v(T − t) , t ∈ [0, T /2]. In the following we will refer to this solution as the GSS solution.
The general case of nonlinear market impact
In the general nonlinear case, the problem is mathematically much more complicated. A first step in this direction has been presented very recently by Dang [21] and consists in two contributions. The first one is the use of calculus of variations for integrals depending on convolution products [47, 45, 46] to transform the cost minimization problem into an integral equation generalizing (2.7).
the following necessary condition for the stationarity of the functional of equation (2.2) holds: 10) where again λ is a constant set by the constraint equation (2.3).
In the case of a convex impact function, f (v) ∝ sign (v) |v| δ with δ > 1, equation (2.10) holds ∀v ∈ R. In contrast, in the concave case, δ < 1, equation (2.10) is not defined if the trading velocity v vanishes at some time t, because the derivative of f diverges at zero. This observation restricts the class of trajectories that can be considered. Moreover in the concave case there is no guarantee that the necessary condition (2.10) is also sufficient, because the minimization cost problem could have a large number of extremal points Equation (2.10) is a weakly singular 1 Urysohn equation of the first kind [42] taking the form
1 A kernel is called singular if it becomes infinite at one or more points in the range of integration, such as in the Abel's equation [52] . A kernel is called weakly singular if its singularity is integrable, i.e. the integral of the function on a range that contains the singularity is finite. In our case the weakly singular kernel is given by
where
Note that there are two sources of nonlinearity in the integral equation (2.11) : the nonlinear impact function f (v), and the function F . In fact, the nonlinearity depends also on the first derivative of the impact function f ′ , i.e. on the response of price to the traded volume per unit time. Moreover, the term involving f ′ (v(t)) entangles the response of price at time t with the future trading rates, i.e. v (s) for s > t, i.e. a coupling between present and future values of v. This means that equation (2.11) cannot be classified as a weakly singular nonlinear Fredholm equation, because the function F depends both on t and on s. In the linear impact case, both nonlinearities disappear and one recovers a weakly singular linear Fredholm integral equation of the first kind for the trading rate, where there is no such coupling between present and future times.
It is important to note that F in equation (2.11) is not an invertible function of v, because it depends not only on s but also on t. For this reason, the usual method for solving nonlinear integral equation by setting u(t) = F (v(t)) and solving the linear integral equation for u is not applicable here. In Section 3, we use the Homotopy Analysis Method to solve the integral equation (2.11).
Dang's fixed point algorithm
The second contribution of Dang [21] is a numerical scheme to solve the integral equation (2.10) . This is a fixed point iteration scheme to find a numerical solution by quadrature methods which we review in Appendix A.1. Quadrature relies on a discretization of the time interval [0, T ] into N subintervals, transforming the integral equation into a system of equations for a vector of dimension N. A detailed numerical analysis of the convergence properties of Dang's fixed point method as a function of the number of subintervals N and the deviation of the impact from linearity, as measured by δ − 1 is presented in Appendix A.1. We now summarize the results of this analysis.
The green area described in the left panel of Figure 1 shows the region where our implementation of Dang's algorithm converges, while the right panel shows the squared residual error of solutions (defined in equation (3.12) for a generic nonlinear operator) obtained as fixed points of the map. Both panels tell the same story. For small values of the number N of subintervals, the method converges, even if the impact function is strongly nonlinear. As N increases, i.e for finer partitions of the interval, we find that the method converges only for very moderately nonlinear impact functions. Dang's method obviously always converges when δ = 1, because in this case, the objective function has only one minimum. That Dang's method does not converge is no surprise; iteration schemes are useful for solving integral equations of the second kind, whilst equation (2.11) is an integral equation of the first kind.
In summary, Dang's proposed solution technique in [21] is problematic. First, there is no guarantee that solving the integral equation (2.10) leads to a strategy that minimizes the expected execution cost (2.2) over the class of all admissible strategies. In particular , if the impact function is concave, as observed in reality, solutions are restricted to those for which the trading velocity v(t) never vanishes, because f ′ (v) diverges at v = 0. Second, according to our numerical tests, Dang's fixed point algorithm seems to converge only for moderate nonlinearity and moderate discretizations of the [0, T ] interval. Thus we need to investigate alternative approaches.
In the next Section we consider a perturbative approach to equation (2.10) valid for weak nonlinearity, i.e. δ ≃ 1. This enables us to gain some understanding of the effect of nonlinearity on the optimal solution. In Section 3 we present a new approach to the solution of equation (2.10) using the homotopy method. Finally, in Section 4, we will present a brute-force numerical minimization of a discretized version of the cost function, where we will see explicitly that this cost function has many local minima.
A perturbative approach
In this section we present a simple perturbative method to investigate the solution of equation (2.10) in the weakly nonlinear case. This will provide some intuition for the results we obtain later using the more powerful homotopy method. Our perturbative approach is based on two approximations. The first one regards the impact function, while the second one regards the trading rate, i.e. the unknown solution.
Let us consider a buy program, v(t) > 0 and a slightly concave impact function, f (v) = v 1−ǫ , with 0 < ǫ ≪ 1. We then make the approximations
Substituting into equation (2.10), and keeping terms only to order ǫ, we obtain
(2.14)
As mentioned earlier, the GSS solution (2.8) solves the zeroth order case of (2.14)
. Then, matching terms of order ǫ gives the following linear Fredholm equation for v 1 (s):
We solve the above equation for a fixed value of λ ′ using the constraint
to determine the correct value of λ ′ for a fixed value of ǫ. We search for λ ′ iteratively until equation (2.16) is satisfied to within some given precision, in our case 1‰ of X.
An example of this perturbative solution is shown in Figure 2 . We use the quadrature method described in Section 3.2 to discretize the kernel G and perform matrix inversion to solve a discretized version of equation (2.16). We report here the case γ = 0.5, ǫ = 0.02 and X = 0.1 using a quadrature grid with N = 512 points. Our first observation is that when market impact is concave, the optimal strategy is no longer symmetric under time reversal, in contrast to the linear case. Indeed, it is better to trade faster in the first half of the trading period T and more slowly in the second half. Repeating the computation in the convex market impact case, one obtains the opposite behavior: it is better to trade faster in the second half, as found also in [21] with the fixed point method. In Section 3, we will observe that the numerical solution of (2.10) in the strongly nonlinear impact case using the homotopy method has the same properties. It is worth emphasizing again that there is no reason to believe that a solution of the integral equation (2.10) gives the optimal execution strategy, corresponding to the global minimum of the expected cost (2.2).
The Homotopy Analysis Method
The concept of homotopy can be traced back to Henri Poincaré. In short, a homotopy describes a continuous variation or deformation. For example, a circle can be continuously deformed into a square or an ellipse, a coffee cup can be continuously deformed into a doughnut but not into a ball. More formally, let us consider the following general nonlinear equation:
where N is a nonlinear operator, t denotes the independent variable, and v (t) is the unknown function. Liao [33] constructs the so-called zero-order deformation equation
where p ∈ [0, 1] is called the homotopy parameter, or embedding parameter and ℏ is a non-zero auxiliary parameter which is called the convergence control parameter [1] . H (t) = 0 is an auxiliary function, L is an auxiliary linear operator, v 0 (t) is an initial guess of v (t), and φ (t; p) is an unknown function. There are no particular prescriptions for the choice of auxiliary functions or operators; often the choice depends on the problem to be solved. When p = 0 and p = 1, we have respectively
Thus, as p increases from 0 to 1, the solution φ (t; p) varies continuously from the initial guess v 0 (t) to the sought solution v (t). Expanding φ (t; p) in a Maclaurin series with respect to p, we have
The series representation of φ in equation (3.4) is called the homotopy series and v m (t) in (3.5) is called the mth-order homotopy derivative of φ [31] . If the auxiliary linear operator, the initial guess, the convergence control parameter ℏ, and the auxiliary function are properly chosen, the homotopy series converges at p = 1, giving the sought solution of equation (3.1). Then by using the relationship φ (t; 1) = v (t), one has the so-called homotopy series solution
which is one of the solutions of the original nonlinear equation, as proved by Liao [32] . Defining the vector
and differentiating the zero-order deformation equation (3.2) m times with respect to the homotopy parameter p and then setting p = 0 and finally dividing them by m!, we have the so-called mthorder deformation equation
and
The nth-order approximate solution is then given by 11) and the exact solution by v (t) = lim n→∞ v (n) (t). The two main difficulties of this approach are to compute the derivatives of equation (3.9) and how to choose an appropriate value of ℏ in order to guarantee the convergence of the series solution of equation (3.6).
The first problem requires us to compute the homotopy derivative of a given nonlinear smooth function f of the homotopy Maclaurin series of equation (3.4), i.e. to compute the derivative of f (φ). We refer the reader to Appendix A.2 for details. The second problem is how to choose an appropriate value of the convergence control parameter ℏ in order to guarantee the convergence of the series of equation (3.6) [35] . To do this, we will adopt in the following, the so-called optimization method [33, 4, 2] , according to which, we define the squared residual of the governing equation (3.1) as
The optimal value of the convergence control parameter is then obtained by finding the minimum of this squared residual. In fact, if v (n) (t) is the solution of the original problem of equation (3.1), the residual E n (ℏ) vanishes.
Homotopy for nonlinear transient market impact
Now we apply the Homotopy Analysis Method (HAM) to the solution of the nonlinear integral equation (2.11) . Thus
As suggested in [27] , we choose the linear operator L to be the identity, that is 14) and the auxiliary function to be H (t) = 1. The zero-order deformation equation is then
Differentiating this zero-order deformation equation m times with respect to p, and finally dividing by m!, we obtain the mth-order deformation equation
where for m > 1
ds .
(3.17)
For example, the first-order deformation equation is
To compute the higher-order deformation equations we need to write F as a function of two homotopy-series, defined respectively at the time points s and t 19) and then apply the homotopy-derivative of equation (A.8), relative to a nonlinear one-dimensional system, for s ≤ t, and the homotopy-derivative of equation (A.9), relative to a nonlinear twodimensional system, for s > t. The expression of the first homotopy-derivative, for v 0 (t) > 0, is given by
(3.20) Higher orders may be computed using symbolic computation software such as Mathematica or Maple.
Obviously, for this algorithm to work, the initial guess needs to satisfy the condition f
0 must have the same sign on the whole interval [0, T ]. From now on, we consider a buy program. In order to test for possible dependencies on the initial guess, we choose both the VWAP strategy, v 
A Discrete Homotopy Analysis Method
To apply HAM to our problem, we need to compute the definite integrals (3.17), which seem to be analytically intractable. We therefore propose a way to approximate these integrals, and refer to this discretized version of HAM as the DHAM approach.
We first discretize equation (2.11) by splitting the time interval [0, T ] into N subintervals at the times t i = i T /N where i ∈ {0, 1, · · · , N}. This gives the following nonlinear system of N equations in the variables
where i indicates the time point t i . The nonlinear function F (.) of equation (2.12) becomes a real N × N matrix
The decay kernel G (|t − s|) becomes a Toeplitz real symmetric N × N matrix given by
and the diagonal terms are given by
In this scheme the constraint on the traded volume of equation (2.3) is given by
We are not able to solve the nonlinear system of equation (3.21) directly. Rather, we search an approximate homotopy series solution 27) where the deformation equations (3.16) for m > 1 are approximated by 28) and where the (m − 1)-th homotopy derivative is evaluated on the grid points t i , s j
The approximate solution of order n is given by
and we compute the squared residual error of equation (3.21) as
The value of ℏ min that minimizes this error gives the DHAM solution v (n) i (ℏ min ) of equation (2.11) . This solution can be considered as a piecewise constant approximation of the exact solution corresponding to a sequence of VWAP executions with trading rates v (n) i . Finally, the expected liquidation cost (2.2) is approximated by 32) where the A ij are elements of a Toeplitz matrix that describes the decay kernel G (t − s)
DHAM results
We present here the optimal strategies obtained with DHAM in the no-dynamic-arbitrage region given by equation (2.6) . We analyze in detail the values γ = 0.45 and γ = 0.5 in a strong nonlinear regime, i.e. δ = 0.5. We consider the case where the volume to be purchased is X = 0.1, which can be interpreted as a metaorder execution where one buys 10% of the available unitary market volume. We discretize using a grid of N = 100 subintervals and compute the solution up to the 7-th order with a tolerance on the constraint on the total quantity executed of 1‰ of X. As mentioned earlier, we consider two initial guesses, namely one corresponding to a VWAP profile and the other to a GSS solution (2.8).
The results for a VWAP initial condition are illustrated in Figure 3 . The left panel shows that the minimum of squared residual of the 7-th order iteration is attained at ℏ = −60.3. The results for a GSS initial condition are illustrated in Figure 4 , where the minimum of the squared residual is attained at ℏ = −55.7 (left panel). The right panel of both figures shows the trading profile of the different approximating terms v i , (i = 1, ..., 7), as well as of the 7-th order approximated solution v (7) obtained by summing the terms. It is worth noticing that higher order terms become smaller and smaller. In both cases the DHAM approximated solution is asymmetric with respect to time reversal; it is optimal to trade faster at the beginning of the trading period and slower at the end. This is consistent with our earlier findings in Section 2.3 for small deviations from linear impact. Finally, it is worth noticing that the two different initial conditions lead to very similar approximated solutions. In fact, if we exclude the last discretization point (t 100 = T ), the maximum value of the relative difference between the two profiles is around 8%, but the relative difference of the expected liquidation cost, given by equation (3.32) , is only 0.5%.
We now discuss the advantage of a DHAM execution with respect to VWAP 2 and GSS executions in terms of expected liquidation costs. The expected liquidation costs of the three strategies are reported in Table 1 , where we consider γ = 0.45 and 0.5 and δ ∈ [1/2, 1]. As expected, close to the linear case (δ = 1) the difference in cost between the DHAM and the GSS is negligible 3 . Interestingly, the VWAP strategy, which is clearly different from the GSS, has a cost essentially equivalent. Thus in the linear case, the advantage of sophisticated execution strategies relative to a straightforward VWAP is very small. In contrast, as we move toward the strongly nonlinear regime, i.e. δ ≈ 0.5, the DHAM solution achieves the smallest cost, while the worst strategy is the VWAP. As can be observed from Table 1 , the improvement of DHAM with respect to GSS is much larger than the improvement of GSS with respect to VWAP. For example, for δ = γ = 0.5, the DHAM has a cost 20% smaller than the GSS, while the latter has a cost which is only 1% smaller than the VWAP.
To summarize, solutions using the DHAM approach display the same time asymmetry that we found earlier using a simple perturbative approach. More importantly, the DHAM approach allows us to compute the optimal strategy in the strong nonlinear regime, achieving expected execution costs which are significantly smaller than those obtained with VWAP or GSS solutions. Once again however, the DHAM solution does not necessarily correspond to a global minimum of the cost functional (2.2), because it is a continuous deformation of a continuous and positive initial guess. In order to find potentially lower cost strategies, in Section 4, we will tackle the problem of direct numerical minimization of the cost function.
Numerical optimization
In this section we study the cost optimization problem in the class of general piecewise constant strategies. In this case general means that these strategies are not necessarily deformations of continuous functions of time, such as those that can be obtained with the homotopy method. For this purpose we discretize the interval [0, T ] exactly as in Section 3.2 and minimize the cost function (3.32) with respect to the trading rates v i subject to the constraint that the total quantity Table 1 : Costs for three different strategies, VWAP, GSS, and DHAM, in the no-dynamic-arbitrage region for γ = 0.45, 0.5. The numbers in boldface indicate strategies achieving the lowest expected cost. The difference between expected costs increases with the degree of non-linearity. In each case we use a GSS initial guess to obtain the DHAM solution.
traded should be X. Recall that when the instantaneous impact function is linear, i.e. f (v) ∝ v, the cost reduces to a N-dimensional quadratic form. In the nonlinear case, the numerical minimization involves finding the extrema of a complicated nonlinear function of N variables. We begin in Section 4.1 by presenting a motivating toy example that demonstrates how a nonlinear instantaneous market impact function f can lead to transaction-triggered price manipulation, i.e. optimal strategies where it is optimal to sell in some subintervals during a buy program. In the following subsection we consider the general case.
A motivating example
Here we show that with a nonlinear market impact function, the convexity condition on the decay kernel G (τ ) is not sufficient to ensure the absence of transaction-triggered price manipulations for all the values γ + δ ≥ 1, i.e. the no-dynamic-arbitrage parametric zone. We illustrate this concept in the simplest case with N = 2 where the execution consists of two interval VWAPs. Setting T = 1, the expected liquidation cost (3.32) becomes
When f (v) ∝ v, (4.1) reduces to the formula for a paraboloid in two dimensions. Imposing the constraint v 1 + v 2 = 2X, the problem reduces to a minimization with respect to v 1 . In Figure 5 , with γ = 0.5, X = 0.1, we plot C [v 1 , v 2 ] against v 1 for various values of δ. We observe that for δ < 1 the cost function has two local minima, one for a positive value of v 1 and one for a negative value of v 1 . When δ 0.56 the global minimum is the one with v 1 > 0, while for δ 0.56 the global minimum is attained for a negative value of v 1 . It follows that if the impact function is strongly nonlinear, we can decrease the expected cost of a buy program with an intermediate sell trade, i.e. there is transaction-triggered price manipulation. Notice that, if we impose v 1 ≥ 0, we have a boundary solution, i.e. it is optimal not to trade in the first interval, trading the whole order in the second interval.
We observe this behavior for all values of the parameters near the boundary of the no-dynamicarbitrage region γ + δ ≥ 1, i.e. in the strong nonlinear region. This simple example also demonstrates that in the strong nonlinear regime, in the case of a buy program, it is better to sell during the first half of the trading period and then buy during the second half. In the next section we show numerically that this effect is accentuated when N is large.
Numerical cost minimization
In the general case we perform a non-convex constrained optimization of the cost function defined by the N variables v i . The linear market impact case, i.e. δ = 1, is a convex optimization problem, while in the non linear case the cost function is not convex and therefore we need to resort to numerical methods. We make use of two incomplete methods, i.e. we do not reach the global minimum with certainty. The first method is based on the Sequential Quadratic Programming (SQP) algorithm. This is one of the most successful methods for the numerical solution of constrained nonlinear optimization problems (NLP). It is an iterative procedure which models the NLP for a given iterate by a quadratic programming (QP) sub-problem, and then uses the solution to construct a new iterate. Convergence to a local minimum is then guaranteed. We use the routines implemented in Matlab [37, 38, 39] .
When we search for strategies with the constraint that all trades should have the same sign, an algorithm based on derivatives, like SQP, can fail on the hyperplanes of the state space defined by v i = 0, where the derivatives of the cost function diverge. For this case, we employ a second method based on a direct search approach, the generating set search (GSS) algorithm [29, 28] , implemented in Matlab. This method does not require the computation of the derivatives of the cost function, because it searches directly directions of space where the cost decreases. When the search is close to the boundary of the feasible region, the set of search directions must include directions that conform to the geometry of the boundary. As would be expected, the GSS algorithm is more computationally expensive than the SQP algorithm.
We adopt a multiple random start approach, consisting of picking random starting points on the hyperplane defined by equation (3.26) (the constraint on the total quantity traded) and performing local SQP and direct search optimizations starting from these points. We then study the difference between the various extreme points, investigating whether they are local minima, and then among these extrema we select the solution with the smallest cost. Again, there is no guarantee that this corresponds to the global minimum.
Results
We tried different distributions for the initial points (e.g. a Dirichlet distribution on the hyperplane with various parameters), but we found qualitatively similar results in all cases. We illustrate here detailed results of such a procedure for N = 100 and γ = δ = 0.5, γ = 0.45, δ = 0.55 using 1000 starting points distributed uniformly on the hyper-plane N i=1 v i =const. This numerical analysis highlights three main features of the expected cost function (3.32) subject to the trading-volume constraint (3.26): (i) it has many local minima, (ii) there are many minima for which some v i < 0, and (iii) the optimal cost can assume negative values for a buy-program. We consider first the properties of the solution with the minimal cost among those found with our numerical method and then we investigate the properties of the landscape and the characterization of the suboptimal solutions. Lastly, in Section 4.3.3, we describe the results of optimization with the additional constraint that v i ≥ 0 (for a buy metaorder). We show that in this case, the optimal trading strategy is sparse when the model is strongly nonlinear, i.e. it is optimal to trade in few intense bursts. Table 2 : Costs of three different strategies, DHAM, SQP and Direct-search in the no-dynamicarbitrage region for γ = 0.45, 0.5. The numbers in boldface indicate strategies achieving the lowest expected cost. The difference between expected costs increases with the degree of non-linearity.
In each case we use a GSS initial guess to obtain the DHAM solution. We use a discretization of N = 100 subintervals and the SQP and Direct-search optimization are performed by using 1000 starting points.
Minimal cost solution
In Figure 6 , we plot the optimal trading profile for a buy program corresponding to the global minimum of the cost function using our numerical minimization procedure. We observe that the optimal quantity to trade in each subinterval varies very irregularly with time. The cost minimizing solution consists of a series of bursts of intense but short-lived buying, separated by long periods when it is optimal to sell slowly. Evidently, the optimal solution admits transaction-triggered manipulation, as already shown in the toy N = 2 case analyzed above. Strategies that are close-to-optimal are qualitatively similar, but the positions of their spikes can be very different. As an example, in Figure 7 , we plot the four lowest cost solutions when γ = 0.5 and δ = 0.5. All are characterized by a few intense positive spikes, separated by periods of slow selling. But these solutions differ in the positions of the bursts of buying. To quantify the differences between these solutions, we compute the Euclidian distance between them, including a simple VWAP strategy for reference. The resulting distance matrix is , where the fifth row and column refer to the VWAP. We notice that all distances are quite similar. Strikingly however, the distance between any two SQP strategies in Figure 7 is greater than the distance of either of these to a simple VWAP; there is typically a multiplicity of strategies with bursts at different times, but with similar expected costs. In Table 2 we report the costs for these various cost-minimizing solutions. We observe that the expected costs of SQP solutions are close to zero and even negative in the case γ = 0.45, δ = 0.55. To further explore this undesirable behavior, in Figure 8 we plot the expected minimal cost for different values of γ as a function of δ and N = 100 (top panel) and N = 150 (bottom panel). First, we observe that costs are not a monotonic function of δ. Second, when N = 100 for γ < 0.5 we find a regime of δ for which the expected cost is negative. This effect becomes stronger when we increase the discretization. In fact, when N = 150 even for γ = 0.5 it is possible to find values of δ for which the minimal cost is negative.
A negative expected cost is a signature of the possibility of price manipulation. Indeed if market impact is entirely transient, with no permanent component, as in the model under consideration, it would then be possible to devise a round trip strategy with positive (expected) revenue, i.e. a wonderful money machine. We cannot then escape the conclusion that a nonlinear transient impact model (2.1) with f (v) = v δ , δ < 1 is mis-specified since it allows arbitrage opportunities. 
Characterization of the cost landscape
We now investigate the structure of the cost landscape to be minimized and the properties of the extrema. We find a very large number of distinct extremal points. Jarque-Bera and chi-square goodness-of-fit tests cannot reject at the 5% significance level the Gaussian hypothesis for the distribution of cost of the local minima in the two data sets 4 . Thus we find a large number of extremal points which are quite similar in terms of expected cost. As expected the standard deviation of the cost of the local minima decreases as the market impact function becomes more linear. Similarly, the Euclidean distance between the local minima decreases when the model is closer to linear.
In general, the presence of many minima could reflect numerical error or a landscape that truly features multiple minima. The first case occurs frequently when the landscape is sloppy [18, 51] global minimum is located inside a long narrow and parabolic shaped valley. Sloppiness can imply difficulties in finding the global minimum, because there is a manifold where the cost function is almost flat. Alternatively, the landscape may be rugged, with many local minima separated by local peaks. Rugged landscapes have attracted attention in physics [54] , evolutionary biology [53] , and computer science. An example of a rugged landscape is Kauffman's N-k fitness landscape [54] . The distribution of locally minimal energies of its spin-glass Hamiltonian is described by a normal distribution. In order to discriminate between these two alternatives and to characterize the cost landscape we performed two types of analysis. First, we apply the second order condition to test which of the found extrema are actually minima and not, for example, saddle points. We perform a second derivative test on the local minima found by the SQP algorithm. In the case of constrained optimization the second-order sufficient condition for a minimum can be expressed in a determinant form of the bordered Hessian [20, 36] . We report the details of this analysis for the concave impact case when we choose a discretization N = 100. We have repeated this analysis for the concave-convex impact (see below) case finding qualitatively the same results. Our optimization program starts from 1, 000 initial points, so we compute the above test on the final points where the SQP algorithm converges. For any value of the parameters δ and γ in the no-arbitrage region, more than 95% of the extremal points are actual minima. The remaining points are saddle points.
Second, we directly test the hypothesis that the landscape is sloppy, by using the eigenvalues and eigenvectors of the bordered Hessian of the lagrangian landscape function to identify its stiff and sloppy directions. One can study the sensitivity of the landscape function to changes by the eigenvalue spectra of the Hessian computed at a local minimum. Sloppy models are described by a constant logarithmic density for eigenvalues over six or more order of magnitude [18, 51] . The sensitivity of the landscape to changes is given by the square root of the eigenvalue. For sloppy models this means that one should move along the sloppiest eigen-direction a thousand times more than along the stiffest eigen-direction in order to change the function by the same amount. We have computed eigenvalue spectra of the bordered Hessian of the lagrangian function in the case of a concave market impact function and we found that the spectra are not compatible with a sloppy landscape. The bulk of the eigenvalues have similar small values of the order of 10 −2 . This implies that the region near a local minimum is not flat.
In summary, the above analyses indicate that the vast majority of extremal points are actual minima and the region around a local minimum is not flat shaped in some direction. This suggests that the cost landscape under concave instantaneous market impact is rugged rather than sloppy. This situation is reminiscent of the search for the global minimum of the free-energy force field describing a protein [49] . The similarity with our problem is given by the structure of the freeenergy, described by the sum of many Lennard-Jones potentials, i.e. a non-convex and non-periodic function. The great number of local minima is a consequence of summing non-convex functions and not a consequence of the presence of periodic functions. Similarly, in the concave impact case the cost is the sum of functions like the one described in Figure 5 for our 2-D toy model; such functions are non-convex and non-periodic.
Monotone strategies
In this section we consider monotone strategies, i.e. strategies where the position X(t) is a non decreasing (non increasing ) function of time for buy (sell) metaorders. We thus impose the absence of transaction-triggered manipulation. From the point of view of the numerical cost minimization, we impose the additional constraints v i ≥ 0, ∀i (for a buy program). This additional constraint is analogous to the no-short-selling constraint in portfolio optimization [16] .
We use a direct search method, specifically the generating set search algorithm [28] . Obviously, the cost is positive in this case; we report the costs of optimal strategies in Table 2 . We find that the expected cost increases as the instantaneous market impact function becomes more nonlinear (i.e. as δ decreases). Moreover, expected costs are higher than that found by the SQP algorithm, but still significantly lower than expected of the strategies obtained using the DHAM approach. The structure of the optimal solutions is given in Figure 9 for the case γ = 0.5; results for γ = 0.45 are similar. The main feature that we observe is that as δ decreases, so that the market impact function becomes more nonlinear, the optimal trading profile becomes more and more sparse. The optimal strategy then consists of a few bursts of buying interspersed with long periods of no-trading. The geometrical interpretation of this result is that the solution lies on the boundary of a (N − 1)-simplex. This is consistent with our unconstrained SQP results, where optimal strategies lie just beyond the edge of the simplex. The direct search simply stops at the edge of the feasible region described by the simplex. Finally notice that under the monotonicity constraint, it is optimal to start trading in the first interval, whilst without this constraint, it is optimal to slowly push down the price by selling before trading the first burst.
Regularizing the solution
In this section, we show that the nonlinear impact model (2.2) may be regularized using two different approaches, both of them reflecting important features of the market that we have so far neglected. In Section 5.1, we add a spread cost to the model in order to penalize wrong-way trading that may give rise to negative execution costs. This is equivalent to an L 1 or LASSO regularization. In Section 5.2 we modify the shape of the instantaneous market impact function f for high trading rates; the resulting market impact function is then concave-convex.
Adding a spread cost
In this section we add a spread cost to the model of equation (2.1) to penalize wrong-way trading. Equation (2.1) could be regarded as describing the evolution of the mid-price. When a market order is executed 5 , there is an extra cost of half of the bid-ask spread 2δ S , and the trading price is given by
The spread term is a temporary impact term that can be described by a δ-impact function; it affects only the price at which the order is executed and does not affect the market price. This term can represent also any cost or fee proportional to the absolute volume executed. The expected execution cost is then given by
The second term thus penalizes any strategy that consists of both buy and sell trades. This term is minimized, i.e. C S [Π] = δ S X, for strategies where all trades have the same sign. This penalty is a form of L 1 or LASSO regularization widely used in computer science and used by Brodie et al. [16] to penalize short positions in Markowitz portfolio optimization. Busseti and Lillo [19] have calibrated optimal execution strategies on real data by regularizing them with a spread cost of this form.
In order to parameterize the relative cost of spread and impact, we define the dimensionless
, which is the ratio between the spread cost and the impact cost for a VWAP execution according to the model of equation (5.1). This quantity is given by
By choosing a value of r we set the value of δ S . We consider the case of small spread cost, i.e. r = 10%, and the case of high spread cost, i.e. r = 50% and perform a numerical optimization of the discretized cost function
with the same parameters as in Section 4, N = 100, X = 0.1, for the case γ = 0.45, δ = 0.55. Figure 10 plots the strategies corresponding to the global minimum in the numerical optimization in high spread cost and low spread cost cases respectively. Despite the fact that transaction-triggered price manipulation is still observed, in both cases the liquidation cost is now positive. In fact, we find C SQP = 0.026 for r = 50% and C SQP = 5.9 × 10 −3 for r = 10%. SQP strategies still outperform VWAP, GSS and DHAM strategies.
Finally, the effect of a high spread cost is a substantial reduction in negative trading volume similar to what is observed by Brodie et al. [16] for Markowitz portfolio weights. In that case a penalization term proportional to the sum of absolute values of weights leads to optimal solutions where the resulting portfolio is sparse with few assets and no-short positions. Similarly, in a nonlinear market impact model with a high spread-cost, optimal solutions for a buy-program appears to be characterized by a few bursts of trading-activity separated by intervals of time in which we have a very weak negative trading activity. Moreover, a high spread cost leads to liquidation costs similar to those corresponding to monotone strategies.
Concave-convex impact
Up to now, we have assumed that it is possible to trade arbitrarily fast whilst preserving the same functional form of the impact f (v). Although this simplifies the mathematical treatment of the problem, it is unrealistic since we cannot trade at an arbitrarily high rate in practice. At some point the rate of trading is so high that one trades deeply into the order book, where less liquidity is available, and at this point one can expect that f (·) becomes convex. This motivates us to regularize the transient impact model by postulating a concave-convex impact function that might both penalize excessively high trading rates and potentially eliminate the problem of negative expected liquidation costs. Specifically, we consider the following form for the impact function: Table 3 . One could think of the rate v * as approximating the maximum rate at which it is reasonable to trade. We illustrate the results of numerical minimization of expected cost in the case γ = 0.45, δ = 0.55, N = 100 for four different values of d: 0.1, 0.5, 1, 2, using 1000 starting points for each optimization. In Fig. 12 , we plot the optimal strategies in each of these four cases. We observe that an increase in the magnitude of the convex term causes a decrease in maximum trading rates and an increase in the number of periods in which buying is optimal. The convex part of the impact Table 3 : In the first column, we report the value of v * for which f ′′ G (v * ) = 0. The other columns report data regarding the SQP optimization in the case γ = 0.45, δ = 0.55, N = 100. The trading speed decreases when the magnitude of the convex term increases; the cost, instead, increases. The last column report the cost of a VWAP strategy in presence of a concave-convex impact.
acts like a barrier for high trading rates. In Table 3 we compare the costs of the SQP strategies with respect with the cost of the corresponding VWAP strategy 6 . As the magnitude of the convex term increases we no longer find negative expected liquidation costs; at least in simulation, the presence of the convex part of the impact function is able to regularize the nonlinear transient impact model. It is worth noticing that the value of v * is close to the mean trading rate in each case. Thus by knowing the impact function, one has a rough estimate of the optimal trading speed.
Finally, we extend our investigation to the whole no-dynamic-arbitrage region, in order to observe how the costs change. Figure 13 shows the expected cost for different values of γ as a function of δ, considering separately the case d = 0.1 and d = 1. In the former case, we observe a region of parameter space where the cost is negative, while if the convex term is sufficiently large, it is possible to eliminate negative costs in the strong nonlinear region. Further investigation shows that this result does not change as we increase N (data not shown). Finally we note that in the case of a concave-convex impact, as in the case of concave impact, the cost is a non-monotonic function of δ.
In conclusion, our findings emphasize the great importance that the specific shape of the instantaneous market impact function f has for the regularity of the optimal strategy.
Conclusions
In this paper, we have studied the problem of finding optimal execution strategies in the nonlinear transient impact model of [26] . We considered several different approaches, discussing their ranges of validity and the characteristics of the solutions they generate, and compared their associated expected costs. We also focused our attention on the presence of different forms of possible price manipulation.
If the class of admissible strategies is constrained so as to eliminate the possibility of zero trading rates, the cost minimization problem may be cast as an Urysohn integral equation of (1−γ)(2−γ) Table 3 .
the first kind. To solve for the optimal execution strategy with this constraint, we proposed a discretized homotopy analysis technique. The solutions obtained are by construction continuous deformation of initial guesses, such as VWAP. We have shown that the optimal solution found in this way is not time-reversal symmetric, but front-loaded in the case of concave market impact. Our expected cost analysis shows that such solutions substantially outperform conventional execution strategies such as VWAP. The integral equation approach can only find local minima of the cost functional. In order to search for a global minimum we therefore perform a direct numerical minimization of the cost function. From our analysis using an SQP global optimization technique, we found that the discretized cost function exhibits a rugged landscape, with many local minima separated by peaks. The global minimum (as well as other many other suboptimal minima) corresponds to a strategy that alternate buys and sells, and thus allows for transaction-triggered price manipulation. In particular, for a buy program the optimal solution consists of short bursts of trading at high rates separated by long periods of selling at low trading rates. Even worse, when the nonlinearity is strong and when the discretization is sufficiently fine, we find negative execution costs. Coupled with the transient property of market impact in our model, this implies that the nonlinear transient impact model with purely power-law concave impact admits price manipulation, i.e. round trips . We use 1000 starting points for each optimization and consider only parameters in the no-dynamic-arbitrage region defined by (2.6). We observe that holding γ fixed, expected cost is not a monotonic function of δ. For d = 0.1 negative costs are observed for any value of γ, while for d = 1 we observe no negative costs.
with positive expected revenues, eliminating such a model from consideration for practical use. In particular, this shows that the conditions (2.6) of [26] for no price manipulation are necessary but not sufficient.
We also studied optimal monotonic strategies where selling(buying) is disallowed in a buy(sell) program. This optimization is performed by a derivative-free direct search method, specifically the generating set search algorithm. In this case, we eliminate transaction-triggered price manipulation, we no longer see negative expected costs, and the corresponding optimal strategy is sparse. In other words, it is optimal to trade in a few intense bursts separated by long periods of no trading.
Finally, we propose two ways to regularize the transient impact model, both of them reflecting important features of the market that are neglected in the simple version of the model. In the first approach, we add a spread cost, effectively performing a L 1 or LASSO regularization, which discourages negative trades for buy programs. In the presence of sufficiently strong transaction costs, the optimal execution strategy no longer exhibits a negative expected cost, and the optimal buy strategy becomes sparse and bursty, with a few moments of strong positive trading separated by periods of zero or slightly negative trading. In the second approach, we add to the market impact function a convex component which makes it very costly to trade at high trading rates. We observe that if the convex component is sufficiently large, negative expected execution costs are again eliminated.
Our results indicate that a fully satisfactory model of market impact, which is free of price manipulation and consistent with empirical observation is still lacking, leaving a fruitful field for future research [22] .
A Appendices

A.1 Dang's fixed point algorithm
In this section we analyze an iteration scheme proposed by Dang [21] to find a numerical solution of equation (3.21) by quadrature methods. Dang considers a power law impact function f (v) = sign (v) |v| δ where δ > 1. If we want to study the case δ < 1 we should find a way to handle the problem of an infinite first derivative of f ′ (v) for v = 0. We define a perturbative version of the market impact functionf (v)f
where the perturbation is given by the parameter 0 < ǫ ≪ 1. In this way the trading rate can assume any value on R We search a solution v i (ǫ) of the equation ( i , · · · , the convergence to a fixed point of the map is a necessary condition in order to have a convergent iteration scheme [11, 17] . The iterative scheme is defined by a Taylor expansion
is the derivative 8 of F ij (v) in equation (3.22) with respect to v j . Following Dang, we solve for each m-th iteration the following linear system:
This defines a nonlinear map M
We search a solution that is a fixed point of the map M, i.e. v * = M (v * ), as in Dang [21] . Starting from the initial guess v 0 we look for a valuem for which the N-dimensional vector v . The mean fieldv is also useful in order to implement a procedure that leads to determine the value of λ that satisfies the constraint (3.26) on the total quantity traded. It is clear that for a general dynamic system the condition of a constant mean fieldv does not guarantee the existence of a fixed point since there can be also more complex attractors, e.g. a chaotic attractor, where the mean field is constant. Here we are interested in studying only a necessary condition in order to find a fixed point of the nonlinear map M. Moreover, it is important to notice that the evolution of the map M does not satisfy the constraint of equation (3.26) , i.e. if the initial point v 0 is on the hyper-plane, it could go outside of it when we iterate the map M. This is the reason for which we should tune the constant λ in order to satisfy our constraint within some precision.
Dang's proposal for the initial guess v 0 i = v, ∀i, is a constant vector whose components are given by
In principle the fixed point could depend on the starting point v 0 that we choose as initial guess for the solution. We add to this initial guess a set of initial guesses uniformly distributed on the simplex to investigate the presence of different attractors. The convergence of this method is determined by two parameters: N and δ.
We performed an extensive analysis of the convergence of the Dang's fixed point method. The convergence criterion is that the relative standard deviation of the mean field is below some threshold, typically 10 −9 . The result of this analysis for γ = 0.5 and ǫ = 0 is shown in Figure 1 , but similar results are obtained for small values of ǫ. We observe that when N increases, the set of values of δ for which we have the convergence decreases, i.e. we have a δ min under which the procedure does not converge, i.e. we do not find a fixed point for the map M, see Figure 1 . When the procedure converges, the solution does not depend from the initial guess, i.e the map M has only one attractive basin. Moreover, the convergence is extremely fast, reaching the fixed point in very few iterations of the map. As N increases however, Dang's algorithm converges only in the weakly nonlinear case.
Confining our attention to a regime where Dang's algorithm does converge, how does the solution achieved with Dang's algorithm compare with the solution achieved using the DHAM and SQP methods we propose? In Figure 14 we report results for the very weakly nonlinear case with N = 100, T = 1, X = 0.1, γ = 0.5, δ = 0.95, ǫ = 10 −6 . We find that in this case the Dang method converges very quickly (right panel) and the solution is essentially coincident with the one obtained with the DHAM method (left panel). The solution of the numerical optimization using the SQP algorithm is oscillating, alternating between positive and negative trading rates.
In conclusion, Dang's algorithm converges only under weak nonlinearity and/or when discretization of the time interval is very coarse. When the Dang method does converge, the solution is very close to the one obtained with the DHAM method proposed in this paper. However the DHAM approach is applicable not only in the weakly nonlinear regime where Dang's algorithm converges, but also in the strongly nonlinear regime.
A.2 Homotopy derivatives
As explained in Section 3, the so-called homotopy derivative is used to deduce deformation equations of equation (3.8) for any order greater than one, i.e. to compute v m for m > 1. Such computations are difficult because they depend on the nonlinear operator N . For our problem, we need to compute the homotopy derivative of a power law function.
A nonlinear power law function with a integer exponent, i.e. f (φ) = φ k , k ∈ N , was studied by Molabahrami and Khani [40] to find an approximate solution of the Burgers-Huxley equation. The case of a real power-law index was studied by Wang et al. [50] analyzing the flow of a powerlaw fluid film on an unsteady stretching surface. Our case (2.12) is more complicated than the case of a simple power-law function. Recent results given by Turkyilmazoglu [48] and Liao [33] show how to compute the homotopy-derivative of any smooth function. The homotopy-derivative To handle the nonlinearity of equation (2.12) in the HAM framework we need a further step. The coupling between past and future values of trading rates implies that we have to consider our problem as a two-dimensional system. This means that we use the homotopy-derivative for systems described by two variables [33] , for example u and w, in which we have a nonlinear coupling between them given by f (u, w) 9) where φ , ψ are the Maclaurin series of u , w respectively. Thus, given the expression of equation (2.12) as F (v (s) , v (t)), we are able to apply the HAM to our optimal execution problem using
