As the use of trading systems has increased rapidly, many researchers have become interested in developing effective stock market prediction models using artificial intelligence techniques. Stock market prediction involves multifaceted interactions between market-controlling factors and unknown random processes. A successful stock prediction model achieves the most accurate result from minimum input data with the least complex model. In this research, we develop a combination model of π-fuzzy logic and support vector machine (SVM) models, using a genetic algorithm to optimize the parameters of the SVM and π-fuzzy functions, as well as feature subset selection to improve the performance of stock market prediction. To evaluate the performance of our proposed model, we compare the performance of our model to other comparative models, including the logistic regression, multiple discriminant analysis, classification and regression tree, artificial neural network, SVM, and fuzzy SVM models, with the same data. The results show that our model outperforms all other comparative models in prediction accuracy as well as return on investment.
Introduction
Financial forecasting, particularly stock market prediction, is an important topic for researchers because of its commercial applications and the attractive benefits it offers (Majhi et al., 2009 ). The stock market is naturally non-linear.
Stock prediction plays an important role in determining the performance of the stock business.
Hence, for many years, researchers have been greatly attracted to forecasting stock returns or stock indexes (Debashish and Mohamad, 2013) .
Many artificial intelligent techniques have been used to uncover the nonlinearity, but, as in any other field, stock prediction is always a challenging and daunting practice. To predict the nonlinear variables, a large amount of data collection and nonlinear analysis modeling techniques are required to produce information.
Fuzzy logic extends the two-valued logic of "true" and "false" to many-valued logic, in which there are more than two truth values with different degrees of truth ranging from 0 to 1. A fuzzy logic system may be less precise than conventional systems, but is more like our everyday experiences and is meaningful for humans describing realworld situations. Fuzzy logic is suitable for describing nonlinearity in, for example, financial or stock variables. Thus, some studies have attempted to adopt the concept of fuzziness when applying technical indicators to predict the financial market (Mohammadian and Kingham, 2004) . 
Theoretical Background

Stock Market Prediction
Stock market prediction has attracted researchers for years. Even though more and more money is being invested in the stock market, investors are still anxious about the future trends of stock prices in the market. The most common concern of investors is how to determine the proper time to buy/sell or hold their shares.
Unfortunately, stock market prediction is challenging because stock indices are dynamic, nonlinear, complicated, nonparametric, and chaotic in nature (Tan et al., 2005) . The recent trend is to develop adaptive models, which can be divided into statistical and soft-computing models, for forecasting financial data (Majhi et al., 2009) . New advances in soft-computing techniques offer useful tools for forecasting noisy environments like stock markets, capturing their nonlinear behavior (Atsalakis and Valavanis, 2009 ).
Stock market prediction authors have obtained data for training and testing their proposed models.
They have used input data indexes from welldeveloped markets in Europe, North America (Kanas and Yannopoulos, 2001; Lendasse et al., 2000; Rodriguez et al., 2000; Rodriguez et al., 2004) , indexes for forecasting emerging markets (Constantinou et al., 2006; Koulouriotis, 2005; Yumlu et al., 2004 Yumlu et al., , 2005 , or independent stocks or portfolios of stocks (Atsalakis and Valavanis, 2006; Steiner and Wittkemper, 1997) .
Data mining techniques have also been used previously. Chang et al. (2009) 
Support Vector Machines
In machine learning, support vector machines (SVMs), also called support vector networks (Cortes and Vapnik, 1995) SVM has been successfully used to predict the financial or trading system (Ahn and Lee, 2009; Kim and Ahn, 2010; Kim and Ahn, 2011) .
π-Fuzzy Logic
In traditional or Aristotelian logic, there are only two possible values (i.e., "true" and "false") for any proposition. This classical two-valued logic may be extended to n-valued logic, where n is greater than 2, or infinite-valued (infinitely many-valued) logic. The term "fuzzy logic" was first introduced with Zadeh's (1965) represents a set of points clustered around c.
If F jmax and F jmin denote the upper and lower bounds of the dynamic range of input value F j , then the three linguistic terms are defined as follows:
where f denom is a parameter controlling the extent of overlapping. 
<Figure 1> Overlapping structure of the π-functions for the linguistic terms low, medium, and high
In the defuzzification process, the fuzzy rules are applied to a fuzzified independent variable for classification. The application of fuzzy rules is different from that of non-fuzzy classification rules. When non-fuzzy rules are applied, an object is classified into one class.
However, when fuzzy rules are applied, many rules can be applied to an object at the same time;
therefore, that object could be classified into different classes with different degrees.
Genetic Algorithm
In artificial intelligence, GA is the most popular type of evolutionary algorithm (EA). GA is a search technique used in computing to find the exact or approximate solutions to optimization and search problems. GA uses techniques inspired by evolutionary biology, such as inheritance, mutation, selection, and crossover. At its heart lies Charles
Darwin's simple, powerful insight: that the random chance of variation, coupled with the law of selection, is a problem-solving technique of immense power and nearly unlimited application (Marczyk, 2004 ).
Similar to other techniques, GA has strengths and weaknesses, but it is one of the most appropriate techniques for optimization. Although the calculation is time consuming, it normally provides high accuracy. In the same way, GA can "home in" on the space with the highest-fitness individuals and find the overall best one from that group. In the context of EA, this is known as the Schema Theorem, and it is GA's "central advantage"
over other problem-solving methods (Goldberg, 1989; Holland, 1992; Mitchell, 1996) . GA has been successfully applied to a variety of optimization problems such as real-world teacher volunteer transfer problems (Chen et al., 2015) , BPN (Huang et al., 2015) , small and medium-sized enterprise bankruptcy prediction (Gordini, 2014) , and a passive vibration absorber for a barrel (Esen and Koç, 2015) .
Research Model
In many research papers, there has been an Researchers have paid attention to the integration and competition between quantitative methods and AI (Lee, 1990) . Various studies have integrated traditional methods and AI to build their research models (Jhee and Lee, 1993; Liang et al., 1990) .
As a result, the three-architecture model, one of the most commonly used schemas for integration, was suggested. It proposed three types of integration models: (1) loosely coupled or distributed, (2) tightly coupled, and (3) embedded or full integration (Medsker and Turban, 1994) . 
Empirical Validation
Experimental Data Set
The data used in this study consist of 2,210 Table 1 .
The data were divided into two subsets: Table 2 shows the number of cases for the training and hold-out datasets in each year. As shown here, the portions of the rise and decline in the training dataset were set to be the same using random sampling.
Experimental Design
For the controlling parameters of the GA search, the population size is set to 100 organisms, and the crossover and mutation rates are set at 0.5 and 0.1, respectively. As the stopping condition, only 50 generations are permitted.
The experimental system was developed using LIBSVM v2.8 (Chang and Lin, 2011) , Evolver v5.5, and Microsoft Visual Basic for Applications (VBA). Evolver, a commercial software application, was used for implementing GA, and LIBSVM used for training SVM classifiers.
Application of the π-fuzzy function was implemented using VBA programming.
To evaluate the performance of the proposed The optimized feature subset selection (1: selected / 0: not selected) Neuroshell2. SVM and fuzzy SVM are tested using LIBSVM v2.8 (Chang and Lin, 2011) . In case of fuzzy SVM, we apply three values (0.5, 1.0, and 1.5) of f denom , and select the value that shows the best performance. Table 3 shows the values of the parameters and the feature subset selection finally selected by GA in our proposed model. Table 4 describes the average prediction accuracies of the proposed model and other comparative models. As shown in Table 5 shows Z values for the pairwise comparison of the models' performance.
Experimental Results
As presented in Table 5 , the proposed model outperforms LOGIT, MDA, and CART at the 1% statistical significance level, ANN at the 5% statistical significance level, and SVM and fuzzy SVM at the 10% statistical significance levels.
Thus, we can conclude that the application of π -fuzzy logic and GA optimization has the potential to improve the accuracy of stock market prediction based on SVM.
Although it is important to accurately predict the directions of the stock market, it is more important to yield better ROI using the prediction model in the trading systems domain.
For this reason, we apply our model and other comparative models to the hold-out dataset, and 
Conclusion
In this study, we have proposed a new hybrid SVM model using π-fuzzy logic and GA.
Our proposed model optimizes the feature selection, kernel, and π-fuzzy parameters simultaneously. In order to validate the usefulness of our model, we applied it to a Korean stock market dataset covering 10 years. As a result, we found that our proposed model showed higher prediction accuracy and ROI than other conventional models such as LOGIT, MDA, CART, ANN, SVM, and fuzzy SVM. In particular, the ROI of our model was found to be more than five times higher than the benchmark strategy. The synergy between π-fuzzy logic's information expansion and GA's effective information filtering via appropriate feature selection seems to be the reason that our proposed model leads to better prediction accuracy. Because of our proposed model's high accuracy capability, we expect that investors using trading systems would adopt it willingly.
However, this study has some limitations. First, our model requires a high level of computational resources. Similar to other GA-based optimization models, our model iterates the SVM training process when genetic evolutions occur. In particular, the search space of our model is very large, so it takes more time to get enough training.
Consequently, efforts to make the training of our model more efficient should be undertaken in the future.
Second, other factors may enhance the performance of our model. For example, although GA in our model only optimizes feature subset selection, appropriate instance selection may also improve the performance according to prior studies (Kim and Ahn, 2011) . Thus, we believe that more work is necessary to incorporate instance selection in the future.
Third, the general applicability of the proposed model should be tested further. Although we applied our model to stock market prediction in this study, it can be applied to any domain that requires accurate prediction. Thus, it is necessary to validate the generalizability of the proposed model by applying it to other problem domains in the future. 
