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In this paper, we develop techniques for qualitative reasoning in economic systems. It is shown that 
qualitative economic reasoning can be formalised to the extent that qualitative behaviour and 
associated explanations can be obtained which correspond to economic reasoning put forward by 
economists. Existing qualitative reasoning techniques are capable of generating all possible behavi- 
ours of an economic system out of which many have no satisfactory economic explanation. In order 
to constrain this intractable branching of behaviour, a heuristic filter based on the causal depend- 
encies in the economic system selects those behaviours which are meaningful from an economic 
point of view. 
1. Introduction 
E c o n o m i c  theory  is par t ia l ly  concerned  with mode l l ing  complex  economic  
systems. Economis t s  are often in teres ted in de te rmin ing  the equi l ib r ium values 
of  re levant  var iables  in stat ic models  and  in the character is t ics  of  the solu t ions  to 
dynamic  models .  Cons ider ing  their  evolu t ion  dur ing  the last few decades,  
economic  mode l s  have increased in size, e.g., measured  by the number  of 
equat ions .  A b o u t  for ty years  ago,  the average number  of  equa t ions  in macro -  
economet r i c  models  was a p p r o x i m a t e l y  20. N o w a d a y s ,  there are  models  con- 
sist ing of  more  than  500 equa t ions  [see, e.g., van den Berg, Gelauff,  and  O k k e r  
(1988), Burr idge  et al. (1991)]. O the r  t rends  leading to greater  complex i ty  in 
economic  mode l s  are: l inking together  several  coun t ry  mode l s  into a g loba l  
mode l  and  the i n c o r p o r a t i o n  of non l inear  equa t ions  [ W a e l b r o e c k  (1976)]. This 
g rowth  in complex i ty  has also been induced  by the t r emendous  increase in 
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computer power available. Apart from the increase in computer speed, library 
programs for econometric routines and computerised data banks greatly facilit- 
ated economic model building. 
The disadvantage of this growth is that the economic modelling process tends 
to become unmanageable. Often, the computer output of large models is almost 
intractable, 1 which complicates the interpretation of the results. Furthermore, 
investigators are confronted with substantial specification uncertainty when 
constructing econometric models for testing economic hypotheses [Blommestein 
(1985)]. This follows from the observation that economic theories are usually 
not detailed enough to warrant a one-to-one mapping from theory to fully 
specified models. In other words, the correspondence between equations of 
a structural econometric model and the underlying economic theory, from 
which the equations are derived, is often disturbed. In such cases, it is difficult to 
obtain a causal description of the results of the simulation and questions about 
the relevance of the results can be difficult to answer [Royer and Ritschard 
(1984)]. 
Contrary to these developments, textbooks treat simple economic models and 
focus mainly on qualitative aspects and explanation. The issue is to explain the 
effects of a change in an exogenous parameter on the other variables in 
a qualitative sense, i.e., without using number crunching methods. This paper 
deals with the formulation and also the application of qualitative techniques to 
a simple economic model. 
The treatment of qualitative systems by Samuelson (1947) is generally con- 
sidered to be the first contribution to formal qualitative systems. In the last 
decade, AI researchers started to develop theories of qualitative reasoning (QR) 
mainly to study problems in the domain of physics, electronic circuits, and 
medical diagnosis. At present, the assimilation of QR techniques in the eco- 
nomics domain has been fairly limited, although some interesting contributions 
have been made [Berndsen and Daniels (1990), Bourgine and Raiman (1986), 
Farley (1986), Karakoulas (1990), Pau and Gianotti (1990)]. In this paper, we 
investigate further application of QR techniques in economics. More specifi- 
cally, we focus upon aspects of developing an automatic procedure to analyse 
and explain the possible qualitative behaviours of economic textbook models. 
Explanation is an important issue in economic modelling since results of 
a computer simulation or analysis are more easily accepted when they are 
accompanied by a causal explanation [see, e.g., Blommestein (1985)]. 
The research presented here is purely at the methodological level rather 
than at the domain level, i.e., the goal is not to devise a new economic theory 
but to develop tools for analysing the structure of qualitative economic models 
and to provide causal accounts of the possible distinct behaviours of such 
models. 
l In Rauh (1988), the imaginative term 'Zahlenfriedhof' ('numbers graveyard') is used. 
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It is well-known that standard qualitative reasoning techniques suffer from 
a phenomenon called intractable branching. In the literature, a number of 
proposals have been made to tame intractable branching based on various 
mathematical techniques [Struss (1988)]. Also in qualitative comparative statics 
[Royer and Ritschard (1984)] it is shown that qualitative multipliers are almost 
always ambiguous. It is therefore that the application of heuristics is inevitable 
to obtain meaningful results. In this paper, the emphasis is on developing 
techniques to reduce branching in ways which are meaningful from an economic 
point of view. The causality heuristic is formulated as a discriminating rule 
filtering states from the simulation which do not meet the criterion of the 
heuristic. This heuristic reflects a common principle of economic reasoning. 
The outline of the paper is as follows. In section 2, we present a standard 
framework suitable for representing qualitative economic systems in constraints. 
The system is represented as a directed graph called constraint graph. In section 
3, the theoretical framework of the causality heuristic is described. This results in 
a procedure to obtain a causal influence graph which shows the causal depend- 
encies of the economic system. 
In section 4, we apply these techniques to the well-known Mundell-Fleming 
model [Fleming (1962), Mundell (1962)]. A pure Qualitative Simulation ap- 
proach would lead to completely intractable results, whereas the formal applica- 
tion of the causality heuristic provides a transparent description of the behavi- 
our corresponding to what is found in economic textbooks. In section 5, we 
briefly discuss the computer program QERT (Qualitative Economic Reasoning 
Tool). This program is an implementation of the techniques presented in 
sections 3 and 4. 
2. Representation of qualitative economic systems 
In this section we present a standard formalism for qualitative economic 
systems [Berndsen and Daniels (1991)]. An economic system 5¢ is defined as the 
tuple ( • ,  ~, cg), where: 
• ~ is a set of variables {vl . . . . .  v,}. 
• ~ is a set of quantity spaces QSval and QSdir for every variable v. 
• cg is a set of constraints. 
This definition is not restricted to economic systems but in fact covers any 
problem which can be formulated as a finite domain constraint problem. 
However, in this paper we consider the type of constraints suitable for represent- 
ing economic relations. 
In economics, events are usually described in discrete time intervals corre- 
sponding to accounting periods, e.g., a quarter or a year. Therefore, time is 
represented by a finite set of m half-open time intervals of uniform length 
254 R. Berndsen and H. Daniels, Causal reasoning in economic systems 
T =  {[to, t l )  . . . . .  [tm-1, trn)} or ,  compactly, as  {t I . . . .  , tm}. The function of 
time is to impose an ordering on the states of the system. However, the division 
of time into discrete intervals of equal length is not crucial from a technical point 
of view [compare, e.g., Kuipers (1986), Williams (1986)]. Qval(v, tk) denotes the 
qualitative value of variable v at the beginning of time interval [tk, tk+ ~ ). 
Qdir(v, tk) denotes the qualitative direction of change of v in time interval 
Irk, tk + I ). QSval, QSdir ~ ~ are called quantity spaces and specify the range of 
values that a variable can take on. Various quantity spaces have been proposed 
[Forbus (1984), Kuipers (1986), Raiman (1986), Trav6-Massuy6s and Piera 
(1989)]. 
Quantity spaces contain a finite number of symbolic values. In our case, the 
quantity spaces QSval and QSdir are fixed over time and totally ordered. Here, 
QSval = { - ,  0, + }, where '0' denotes the value of variable v at the beginning of 
the first time interval [to, tl ), ' - '  and ' + '  indicate that v is under or above its 
initial value. In the special case in which the initial value of v equals 0~ 9t, 
the values of QSval can be mapped onto the set of real intervals 
{ ( - ~ , 0 ) ,  0, (0, ~ ) } .  In general, let the initial value of v equal ae91, then 
{ - ,  0, +} is associated with { ( -  ~ ,  a), a, (a, ~ ) } .  In case the quantity space 
of a variable is restricted to the positive segment of the real line, { - ,  0, + } 
corresponds to { (0, a),  a, (a, ~ ) } .  In some applications, the Qval of a variable 
is not important; then we define formally, QSval = {?}, where ? is shorthand 
notation for ( -  ~ ,  ~ )  or (0, ~ ) .  The quantity space QSdir = {dec, std, inc}. 
The interpretation of this quantity space is that v is decreasing, steady, or 
increasing if, respectively, Qdir(v) = dec, std, or inc. 
A qualitative state QS(vj, tk) of a variable vj at tk is defined as the tuple 
(Qval(vj, tk) , Qdir(vj, tk) ). An admissible qualitative state QS(~,  tk) is a qualita- 
tive state of ~ such that all constraints in cg are satisfied simultaneously. The 
corresponding assignment of qualitative states to variables is called a valid 
interpretation. 
At this point, it may be illustrative to inspect the appendix for an example of 
a constraint-based qualitative model. The model is a version of the well-known 
Mundell-Fleming model [Fleming (1962), Mundell (1962)] which serves as an 
example throughout this paper. The reader is invited to observe the correspond- 
ence between the constraints and the economic relations. The semantics of the 
constraints which may occur in ~ are defined below. The straightforward 
definition of the qualitative operators addition (0)) ,  unary minus (O ) ,  and 
multiplication ( ® ) may be found in Berndsen and Daniels (1990). 
SUM-constraint 
The constraint S U M ( v l , ( S 2 ,  V2) . . . . .  (Sn, Vn)) defines vl as the qualitative 
s u m  SEVEO"''~SnVn, where s l e { + , - }  is the sign of vi ( i - - 2  . . . . .  n). 
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S U M ( v 1 ,  (s2,/)2) . . . . .  (Sn, v, ) )  is satisfied at time t if 
Qdir (v l ,  t) ~ (s2 ® Qdir(v2,  t)) ~) " • • • (s. ® Qdir(v . ,  t ) ) .  
Furthermore, an analogous condition with respect to the Qvals must hold. 
S C-cons tra in t  
The constraint S C ( l l , ( S 2 ,  I)2) . . . . .  (Sn, V.)) defines a relation of sequential 
causality between vx and n - 1 other variables. For  each of the n - 1 variables 
vi, the sign si ~ { + ,  - } (i = 2 . . . . .  n) denotes the effect of one-period lagged vi on 
vl if the ceteris paribus condition with respect to the n - 2 other variables holds. 
SC(Vl, (s2, v 2 ) , . . . ,  (s,, v,)) is satisfied at time tk if 
Qdir(vx,  tk) ~ (S2 ® Qdir(v2,  t k -1 )  ) @" " " @ (S. ® Qdir(v . ,  tk-1)) • 
M-cons t ra in t  
The monotonicity constraints M ÷ (a, b) and M -  (a, b) define a monotonic func- 
tional relationship between a and b. M ÷ is appropriate if the relationship 
between a and b is monotonic and increasing. Conversely, if the relationship is 
decreasing and monotonic, the M--constraint  applies. The monotonicity con- 
straint M ÷ (a, b) is satisfied iff QS(a) = QS(b); similarly, M-(a ,  b) is satisfied iff 
QS(a) = ( 8  QS(b)).  The monotonicity constraint can be employed to model 
relationships in which two variables are contemporaneous, i.e., the variables 
refer to the same time interval and have a mutual influence. Note that the M- 
constraint is not equivalent to a degenerate SUM-constraint. This is due to the 
difference between weak equality (~ )  and strong equality (--) of qualitative 
values. 
D E R I  V-constraint  
The qualitative analogue of the derivative relation between two variables a and 
b is represented by the constraint DERIV(a, b), where b is the qualitative time 
derivative of a. DERIV(a, b) is satisfied at tk iff the pair (Qdir(a, tk), Qval(b, tk)) 
matches one of the entries below. The quantity space QSval(b)  must equal 
{-,o,+}. 
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The DERIV-cons t ra in t  may  be employed to describe the tS.tonnement-adjust- 
ment  process of a market,  i.e., DERIV(P ,  Exd)  where P is the price variable and 
Exd  denotes excess demand.  Thus, if there is excess demand  (supply), the price is 
increasing (decreasing); if the market  is in equilibrium, the price is steady. 
E X  O-constraint 
An exogenous variable a ~ U  is denoted by the unary  constraint  EXO(a). 
Because the values of exogenous variables are determined outside the economic  
system, a list of qualitative states for each exogenous variable a, 
QS(a, t l )  . . . . .  QS(a, tin), is defined which is associated with EXO(a). 
An economic  system can also be represented as a directed graph as follows: 
Definition 1 (constraint graph). A constraint graph G o f  5 '~ is a labelled directed 
graph with a f ini te  vertex set V corresponding to the set o f  economic variables 
~U and a set o f  directed links L; there is a directed link f rom v to w, denoted vw, i f f  
v and w (v ~ w) appear in the same constraint c ~ c£ in the correct order as defined 
in table 1. The label lvw is associated with link vw. 
Table 1 
Label set. 
Constraint c Label lvw of link vw 
SUM(w . . . . .  (s~., v) . . . .  ) sv 
SC(w . . . . .  (s~,, v) . . . .  ) scs,, 
M+(w, v) or M+(v, w) + 
M- (w, v) or M (v, w) 
DERIV(w, v) deriv 
For  example, the constraint  graph of the MundeU-Fleming  model  2 is depic- 
ted in fig. 1. The constraint  EXO(v) is not  included in table 1 because it does not  
induce a directed link in G; exogenous variables appear  in G as nodes with zero 
in degree. 
It is easy to show that  the interpretat ion of the constraint  graph, more  
specifically, the direction of the links in G, is analogous  to the way in which the 
equat ions of  an economic  model  are interpreted. Usually, economic  equations 
are written in a canonical  form in which the left-hand side of  each equat ion 
2 This model can be specified in two exchange rate regimes (see appendix). In the remainder of this 
paper, the fixed exchange rate version of the model is used. Causal influence graphs of the flexible 
exchange rate regime can be found in Berndsen (1992). 
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Fig. 1. The constraint graph of the Mundell-Fleming model. 
consists of a single variable and all le~-hand sides are different [Boutillier 
(1984)]: 
yi=oi(y, z), i =  1 . . . . .  n.  (1) 
Equation i represents the determination mechanism of endogenous variable 
Yi, i.e., the left-hand side variable is said to be determined by the variables on the 
right-hand side. Given this notion of 'determined by' in economic equations, we 
have defined the same notion in the context of constraints in table 1. In each 
type of constraint in table 1, w is the 'left-hand side' variable and the other 
variables are on the 'right-hand side'. Hence, in each elementary constraint 
graph corresponding to a type of constraint, the links are directed from the other 
variables to w. 
Analogous to the causal ordering approach of Gilli (1984), we assume the 
existence of a perfect matching from right-hand-side variables to left-hand-side 
variables. In other words, it is assumed that every endogenous variable appears 
exactly once as variable w in the set of constraints. However, we prefer the 
matching defined by table 1 to other possible matchings. This particular match- 
ing reflects the economic dependencies embedded in the set of constraints. 
Consider the set of constraints c~ with, on the one hand, the SC- and DERIV- 
constraints and, on the other hand, the SUM-constraints. 
The semantics of the SC- and DERIV-constraints leads naturally to a prefer- 
ence of directing the links in one direction. In the case of the SC-constraints, the 
direction of the link is according to time, i.e., from lagged variables to variables 
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referring to the current period. The direction of the link between two nodes 
corresponding to the pair of variables occurring in a DERIV-constraint, is 
obvious from the economic interpretation of the DERIV-constraint. Such links 
point from the variable representing excess demand on market i to the price 
variable of market i. 
SUM-constraints represent definitional equations, accounting identities, and 
behavioural equations consisting of contemporaneous variables. Firstly, in 
definitional equations, one of the variables, say A, is defined in terms of other 
variables. It is assumed that the reason for incorporating this relation in the first 
place is, that A can be explained on the basis of the other variables [see, e.g., 
Boutillier (1984)]. Otherwise, the definition can be dropped from the model 
without loss of information. Therefore, we assume that A appears in the position 
of variable w in the SUM-constraint of table 1. Secondly, accounting identities 
represent the total on one side of the balance which is the sum of balance sheet 
items. We argue that it is more natural to reason from the parts to the whole 
than vice versa. Therefore, the direction of the links originating from balance 
sheet equations is from the parts to the whole. Finally, in behavioural equations 
consisting of contemporaneous variables, the causal dependencies among vari- 
ables should be derived from the underlying economic theory. If variable 
A 'depends on' the set of variables B1 . . . . .  Bn, then the constraint 
SUM(A, (siB~) . . . . .  (snB~)) is appropriate, where sl represents the sign of the 
partial derivative of Bi. 
It is obvious that table 1 defines an explicit representation of causality. The 
constraint graph is the graphical representation of the causal dependencies 
already embedded in the constraints. Therefore, in order to derive a causal 
ordering which agrees with 'economic intuition', it is important that the set of 
constraints is modelled on the basis of economic knowledge. 
In the following, we consider the process of generating sequences of admis- 
sible qualitative states by means of state transitions. In principle, all admissible 
states of ~ can be determined given a set of variables ~,  quantity spaces & and 
constraints c~. A valid state transition is an ordered pair QS(~, tk), Q S ( ~ ,  tk+ 1 ) of 
admissible states such that for all v ~ V, QS(v, tk), QS(v, tk+l) is a valid variable 
transition. The set of valid variable transitions consists of two disjoint subsets QD 
and QS as shown in table 2 [see also Berndsen and Daniels (1990)]. The set of 
QD-transitions is relevant for variable v if QSval(v)= {?}. Otherwise, 
QSval(v) = { - ,  0, +} and so-called QS-transitions apply to v. These tables 
specify all ordered pairs of qualitative states corresponding to valid variable 
transitions, i.e., any ordered pair of qualitative states which is not in table 2, is 
not a valid variable transition. 
A qualitative behaviour of a variable v from tk to tk+ n is a sequence of 
qualitative states with valid state transitions between them: 
QS(v, tk) . . . . .  QS(v, tk+n). 
R. Berndsen and H. Daniels, Causal reasoning in economic systems 259 
Table 2 
QD-transitions and QS-transitions. 
Qdir(v, tk) ~ Qdir(v, tk+l) QS(v, tk) --* QS(v, tk+a) 
QD1 Any ~ std 
QD 2 Any inc 
QD 3 Any dec 
QS1 (0, std) (0, Any) 
QS2 (0, inc) (+, Any) 
QS3 (0, dec) ( - ,  Any) 
QS4 (+, dec) (0, Any) 
QS5 (+, Any) (+, Any) 
QS6 ( +, dec) ( - ,  Any) 
QS7 ( - ,  inc) (0, Any) 
QSs ( - ,  Any) ( - ,  Any) 
QS 9 ( - ,  inc) ( +, Any) 
a QDi is a subset of three transitions with Any ~ Qdir; analogously, QSi is a subset of 
nine transitions (i = 5, 8) or three transitions (otherwise). 
Accordingly, a qualitative behaviour of the system 5 a from t k to tk+ n is the 
corresponding sequence of admissible qualitative states of 5 P. 
Given an initial state QS(~,  tl ), we can determine the set of admissible states 
which are reachable from QS(~,  tx ) by valid state transitions. Usually, the initial 
state QS(~,  t l )  represents the situation immediately after a disturbance of the 
equilibrium position; the disturbance is represented by an exogenous variable 
v with Qdir(v) = ine or Qdir(v) = dee. Following De Kleer and Brown (1984), the 
process of generating the set of admissible states is called 'envisioning'. The 
result of this simulation is represented as a directed graph called the complete 
envisionment. 
Definition 2. The complete envisionment of 5¢ with initial state QS(~,  t l)  is 
a rooted directed 9raph E with the following properties: 
• QSCt/~, tx) is the root. 
• The set o f  nodes of  E contains all admissible qualitative states of  5e that are 
reachable from the root by valid state transitions. 
• There is a link between two nodes of  E iff there exists a valid state transition 
between them. 
A path from the root to another node in the envisionment corresponds to 
some qualitative behaviour of the economic system. The envisionment is the 
description of all possible qualitative behaviours of the model starting at the 
root. In the case of the Mundell-Fleming model the envisionment contains over 
2000 different qualitative states. The number of qualitative behaviours is there- 
fore intractably large. Many of these behaviours do not have a causal explana- 
tion. They only differ in small changes in cycles or repetitions of states. In the 
following sections, we develop a method for pruning the envisionment such that 
only those economic behaviours remain which have a causal explanation. This 
method is based on the so-called causality heuristic described in section 4. 
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3. Causal influence graphs 
In this section, we describe a method which derives a causal ordering of 
variables in constraint graphs. The application of this method to constraint 
graph G yields a so-called causal influence graph (CIG) which represents the 
causal structure of the model. Henceforth, we assume that 5 e satisfies the 
following two conditions. First, the system is self-contained, i.e., [~ [  = [~l. 
Second, every variable v ~ ~ appears exactly once on the position of variable 
w in constraint c ~ ~ as defined in table 1. These assumptions are quite natural in 
economics. Since, if the number of variables exceeds the number of constraints, 
arbitrary choices have to be made which 'endogenous' variables are in fact 
exogenous. Conversely, if the number of constraints is greater than the number 
of variables, the constraint graph is not a directed graph. 
Let R(V) denote the reachable set of nodes V, i.e., the set of points reachable 
from some node of V. The strong component containing node v is denoted by 
S(v). The condensation D* of a digraph D is a digraph with the set of k strong 
components $1 . . . . .  Sk of D as nodes. There is a link in D* from S(v) to S(w) iff 
S(v) and S(w) are distinct, and there is a link from v to w in D. A subgraph Dv of 
D generated by the vertex set U is the subgraph with vertex set U containing all 
links of D that join two points of U. In addition, we define the predecessor set 
P(v) as the set of nodes with a link pointing to v. OUT(v) is defined as the set 
{u¢ S(v) lvER(u)}, i.e., OUT(v) is the set of nodes with a path to v outside the 
strong component containing v. The subset of nodes u ~ OUT(v) with a shortest 
path to v is defined by 
OUT,,,a(v) = {u~ OUT(v) l Vw~ouv¢v)d(w, v) > d(u, v)}. 
Hence, d(u, v) is the minimal distance, denoted by rod(v), from any node 
u E OUT(v) to v. Finally, a strong component S(v) consisting of a single vertex 
v is called a singleton strong component. 
Given the constraint graph G we can construct the causal influence graph by 
applying a node numbering algorithm which orders vertices of G. For clarity, we 
construct the intermediate graphs which are employed consecutively to derive 
the causal influence graph. 
Firstly, given the constraint graph G, all links in G originating from SC- 
constraints are removed. In case of a static model, the resulting graph coincides 
with G. Secondly, the condensation graph is constructed. For  example, the 
condensation graph of the Mundell-Fleming model is depicted in fig. 2. This 
graph is equivalent to the causal graph which would be obtained by applying the 
program CAUSOR [Gilli (1984)]. 
Thirdly, a source set (Vo) is chosen, i.e., a subset of the set of singleton strong 
components in the condensation graph. The reasoning about change of the 
variables starts at variables in the source set since these are not causally 
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G 
Fig. 2. The condensation graph of the Mundell-Fleming model. 
dependent on variables in the same time point. The source set Vo can be of type 
1 or 2. The source set is of type 1 if it consists of one or more exogenous 
variables. Vo is of type 2 if it contains variables which depend on lagged 
variables. For  example, in the condensation graph of the Mundell-Fleming 
model {g, r l ,  e} and {c, i} are respectively source sets of type 1 and 2. 
Let L denote the set of nodes Vo u R(Vo). Let GL denote the subgraph of the 
condensation graph generated by L. In other words, GL is the maximal subgraph 
of the condensation graph in which all nodes are removed which are not in the 
source set or reachable from the source set. Then, the numbered constraint 
graph is derived from GL by labelling the nodes of GL with numbers as follows: 
Definition 3 (Numbered constraint graph). Given the source set Vo, the numbered 
constraint graph (NGL) is derived from GL by numbering the nodes such that: 
(1) For v~ Vo, n(v) = O. 
(2) For v • R(Vo), n(v) = Max {n(w) I w • OUTmd(v) } + md(v). 
Note that for v ~ R(Vo), OUTrun(v) is nonempty. Furthermore, all variables 
within a strong component are numbered. The node numbering algorithm 
which yields a numbered constraint graph NGL can be found in Berndsen (1992). 
The graph NGL for the Mundell-Fleming model and source set Vo = {g} is 
shown in fig. 3. 
The numbering of the nodes in NGL leads naturally to the notion of anteced- 
ent set. A vertex v is said to be antecedent to vertex w iff there exists a link vw in 
NGL and n(v) < n(w). The antecedent set of w, denoted ANT(w), is the set of all 
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Fig. 3. The graph NGL of the Mundell-Fleming model with 170 = {g}. 
variables corresponding to vertices v that are antecedent to w. Obviously, the 
antecedent set is empty if w is a source variable. A link vw in NGL is defined as 
a nonantecedent link iff n(v) > n(w). 
Finally, the causal influence graph is the subgraph of NGL obtained by 
deleting all nonantecedent links. The causal influence graph is of type 1 or 
2 depending on the type of the source set Vo. The causal influence graph CIG(g) 
of the Mundell-Fleming model is depicted in fig. 4. 
In order to show the economic relevance of the causal influence graph, we 
confront the causal explanation obtained from this graph with the explanation 
given by Fleming (1962). The issue at hand is to explain the consequences of an 
increase in public expenditure. The explanation by Fleming is quoted below in 
italics in two parts. To facilitate the comparison, the corresponding parts of the 
reasoning along the edges of the CIG have been inserted between square 
brackets in the quotation. In addition, we show the increase ( T ) or decrease ( ~ ) 
of each variable. The changes of each variable are derived from the qualitative 
state QS(~ ,  t l)  shown in table 3. 3 The formal derivation of this qualitative state 
is outlined in the next section. 
Under f ixed exchange rates, an increase in public expenditure will give rise to 
an increase in income which will be associated - i f  the economy was previously 
3 In the corresponding causal envisionment there are three qualitative states at t 1 which differ only 
with respect to Qdir(BOP). Since Qdir(CA) = dec, Qdir(K) = inc, and SUM(BOP, + CA, + K), it 
follows that Qdir(BOP) = ?. 
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Fig. 4. The causal influence graph CIG(g) of the Mundell-Fleming model. 
underemployed - with increases in employment and output [g ~ + y T ]. 
The increase in expenditure will lead to a deterioration in the balance of pay- 
ments on current account, owing, notably, to a rise in imports 
[y  T + y i  T +ira* T + im ~ -~ca ~, + C A  ~ + B O P  J , ] . . .  Since the 
increase in public expenditure provokes an unfavorable shift in the cur- 
rent balance and a favorable shift in the capital balance 
[y ~ + ml T ~ ma T + emd ~ aeriv r T + K T + BOP T ], it is uncertain 
whether the balance of payments as a whole will deteriorate or improve. 
From fig. 4, it is clear that a change in g affects BOP in two ways. It is not 
possible to conclude from CIG(g) which of the two influences dominates the 
other. In the second part of the quotation, Fleming discusses some conditions 
under which the unfavourable effect (CA ~ + BOP ~ ) outweighs the favourable 
effect (K T + BOP T ). Again, the corresponding links are inserted between 
square brackets in the quotation: 
. . .  It  is the more likely to deteriorate, and the less likely to improve, the 
higher is the marginal propensity to import [ y + im], the less sensitive is the 
rate of  interest to changes in money income [ema derlv r], and the less sensitive 
are capital movements to changes in the rate of interest [r + K].  
From this comparison, we may conclude that the causal dependencies in the 
Mundell-Fleming model, quoted from Fleming (1962, p. 370), are similar to the 
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The causal state 
Table 3 
of the Mundel l -Fleming model after an increase in 
government expenditures. 
v QS(v, tl) v QS(v, tl) 
BOP --, ? md ?, inc 
c ?, inc m I ?, inc 
ca ?, dec m2 ?, dec 
CA ?, dec mr~ ?, dec 
d ?, std ms ?, dec 
e ?, std Pd ?, std 
era ?, inc p ?, std 
emd + ,  inc p f ?, std 
f r ?, dec p* ?, std f 
9 ?, inc r ?, inc 
i ?, std r I ?, std 
im ?, inc x ?, std 
ira* ?, inc y ?, inc 
K ?, inc Yi ?, inc 
causal dependencies obtained from the CIG in fig. 4. Moreover, from table 3, it is 
clear that the changes of the variables of the model, indicated by T and + above, 
are also similar. The causal influence graph leads to the formulation of the 
causality heuristic. The kind of reasoning presented above is a sloppy way of 
applying the causality heuristic described more formally in the next section. In 
fact, the reasoning presented in Fleming (1962) only describes the initial disturb- 
ance in qualitative terms. 
4. The causality heuristic 
The causality heuristic filters admissible states which are incompatible with 
the causal structure of the economic system as represented by the CIG. It 
reduces ambiguities since the influence of nodes which are not antecedent to 
another node are not considered. Thus, the causality heuristic follows the line of 
reasoning represented in the CIG. We define a notion of compatibility of an 
admissible state QS(•, t) with the causal influence graph CIGi. 
Definition 4 (antecedent compatible). The admissible qualitative state QS(w, t) 
of  variable w at time t is antecedent compatible iff w is a node of  the CIG and 
belongs to one of  the following mutually exclusive cases: 
(1) w is a source variable. 
(2) A N T ( w )  = {Vl . . . . .  Vk} and the tuple (QS(w, t), QS(vl ,  t) . . . . .  QS(vk, t)) 
satisfies the conditions as defined in table 4, where Iv, w denotes the label of  the 
link between the node corresponding to vi and the node corresponding to w. 
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Antecedent compatible states. 
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ANT(w) l~,w (QS(w, t), QS(vl, t) . . . . .  QS(vk, t)) 
{vl } + QS(w, t) = QS(vl, t) 
{vl } - QS(w, t) = @ QS(v~, t) 
{vl } deriv DERIV(w, vl) 
{vl . . . . .  vk } s, . . . . .  sk QS(w, t) ,~ s~ QS(v~, t) ~ . . . . .  ~ s~QS(v~, t) 
Thus, if w is a source variable then Q S ( w ,  t) is antecedent compatible by 
definition. Otherwise, there are two mutually exclusive cases to consider. If the 
antecedent set consists of a single variable, then this is the only variable which 
influences w, and hence the label lvw determines the kind of influence of QS(v ,  t) 
with respect to Q S ( w ,  t). Otherwise, the antecedent set contains more than one 
variable. In that case, there are multiple influences on w. Each label lv~w, 
considered in isolation, indicates the influence vi would exert on w if it were the 
only predecessor of w in the CIG. The joint influence is determined by the sum of 
the partial influences. Therefore, the qualitative state of w is antecedent compat-  
ible if Q S ( w ,  t) is qualitatively equal to the joint influence as defined in table 4. 
Given the definition of antecedent compatibility, we define a causal state as 
follows: Q S ( ~ ,  t) is a causal state iff Q S ( ~ ,  t) is an admissible state, and for all 
v corresponding to a node in the CIG,  QS(v ,  t) is antecedent compatible. 
We define the application of the c a u s a l i t y  heur i s t i c  to a causal state S as 
follows. Given the set A of admissible successors of S, discard all noncausal 
states of A and retain all causal states. Given an initial state So, the recursive 
application of the causality heuristic to So and its successors yields the so-called 
causal envisionment. Hence the causality heuristic removes all noncausal states 
and thus yields a subgraph of the complete envisionment. 
In case of the Mundell-Fleming model, the c o m p l e t e  envisionment contains 
more than 2000 nodes. The causa l  envisionment consists of only 75 nodes and 
captures the behaviours for which an explanation can be given in terms of causal 
dependencies as embodied by the causal influence graph. This envisionment can 
be pruned further if assumptions about the 'strength' of links in the C I G  are 
made. In Berndsen (1992), we have derived general upper bounds for the number 
of states in the envisionment. Let N (E), N (Ec), and N (EM¢) denote, respectively, 
the number  of nodes in the complete envisionment, the causal envisionment, and 
the OM-causal envisionment, 4 and let N ( E ) ,  N ( E c ) ,  and N ( E o M c )  denote the 
4This envisionment is generated by reasoning mode 5 which combines the causality heuristic with 
a kind of order-of-magnitude heuristic. 
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Table 5 
Comparison of upper bounds and actual values. 
Model N(E) N(E) N(Ec) N(Ec) N(EoMc) N(EoMc) 
Mundell-Fleming 2187 2081 243 75 81 39 
theoretical upper bounds of these quantities. The results in case of the 
Mundell-Fleming model are presented in table 5. From this table, it is clear that 
the application of heuristics can reduce the envisionment considerably. 
5. QERT 
The computer program QERT (Qualitative Economic Reasoning Tool) is 
a qualitative reasoner implemented in Prolog which can be used to generate the 
envisionment of an economic system. In addition, various reasoning modes may 
be used in order to select a subgraph of the complete envisionment. In fig. 5, the 
input and output of the program are shown schematically. 
The input of QERT, independent of the reasoning mode, consists of the initial 
state QS(V, t l)  and the economic system 5 ~. The initial state is defined by the 
following term: node(l, lnitialState, [root], t(1), [ ]). By definition, the initial 
state has number N = 1 and time interval tl. Furthermore, the list of prede- 
cessors is empty because it is the root of the graph. The economic system is 
represented in QERT by the following predicate: 
economic_system(Name, Variables, QuantitySpaces, Constraints). 
where Name is the name of the economic system, Variables is the list of variables, 
QuantitySpaees is the list of quantity spaces QSvalj for each variable v j, and 
Economic System 
Initi~I State ] "~.....~.~ 




Fig. 5. Input and output of QERT. 
Envisionment(R) 
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Constraints is the list of constraints. Each constraint is represented by the 
term c(Cname, Variables), where Cname is one of the following labels 
{add, sum, deriv, sc, mplus, mmin, exo} and Variables is the list of variables. 
The 'reasoning mode' denotes the kind of envisionment generated by QERT. 
It is specified by the user in the clause mode_of_reasoning(Mode). QERT offers 
five modes for generating the envisionment of an economic system: 
R Envisionment(R) 
1 Complete envisionment 
2 Equilibrium behaviour by applying the equilibrium heuristic he(n) 
3 OM-envisionment 
4 Causal envisionment 
5 Combination of 3 and 4 
In this paper, we discussed the fourth reasoning mode in particular. For 
a detailed description of the other reasoning modes, see Berndsen (1992). 
Each of the five reasoning modes generates an envisionment which is a rooted 
directed graph. The envisionment is represented by instances of the following 
clause: 
node(N, QualitativeState, Label, Time, Predecessors), 
where N is a number to identify the node uniquely, QualitativeState is a list of 
qualitative states of the variables in ~, Time denotes the time interval, Label is 
a label to identify equilibrium and no-change nodes, and Predecessors is a list of 
immediate predecessor nodes of N. 
6. Conclusions 
In this paper we have developed techniques for qualitative reasoning in 
economic systems. It has been shown that qualitative economic reasoning can 
be formalised to the extent that qualitative behaviour and associated explana- 
tions can be obtained that correspond to economic reasoning put forward by 
economists. The basic framework in section 2 is capable of generating all 
possible behaviours of an economic system but of which many have no satisfac- 
tory economic explanation. The causal dependencies of the system play a crucial 
role in selecting those behaviours which are meaningful from the economic point 
of view. These causal dependencies can be represented in the form of a causal 
influence graph which in turn forms the basis of the causality heuristic. This 
heuristic serves as a filter to obtain feasible behaviours for which a causal 
explanation can be generated. All procedures have been tested on a simple 
Keynesian model and the Mundell-Fleming model using the computer program 
QERT implemented in Quintus Prolog. 
268 R.  Berndsen and H .  Danie l s ,  C a u s a l  r eason ing  in e c o n o m i c  s y s t e m s  
Appendix: The Mundeli-Fieming model 
Here we present the Mundell-Fleming model referred to in this paper. The 
model consists of three markets: the goods market, the money market, and the 
foreign exchange market, listed respectively in tables 6, 7, and 8. On the 
right-hand side of these tables the equations of the model are shown. The 
corresponding constraints are listed on the left-hand side. The equations which 
depend on the exchange rate regime are listed in table 8. The sign sl of variable 
vi in a SUM- or SC-constraint is derived from the sign of the partial derivative of 
vl in the corresponding equation. The list of variables is presented at the end of 
the appendix. 
By inspection of tables 6, 7, and 8, it is easy to show that this set of constraints 
meets the conditions for deriving causal influence graphs set out in section 3. 
Table 6 
The goods market. 
SUM(y, + c, + i, + 9, + ca) 
SUM(yi, + y, + Pa, - P) 
SUM(p, + Pa, + Py) 
S U M ( p y ,  + p ~ ,  + e) 
SC(c, + y) 
SC(i, - r) 
SUM(ca, + x,  - ira) 
SUM(x, + p f ,  - Pal) 
SUM(ira, + im*,  + PI ,  - Pn) 




y = c + i + y + c a  
Yl = f l ( Y ,  Pa, P) 
P = YPa + (1 -- y)p~ 
PC = f 2 ( P ~ ,  e) 
c =f3(Y,- 1) 
i = f 4 ( r , -  1 ) 
ca = x -- im 
x = fs(Pf,  Pal) 
im = f 6 ( i m * ,  p f  , Pal) 
ira* = f v ( Y i ,  P y ,  Pa) 
Table 7 
The money market. 
SUM(ma, + ml, + m2) 
M +  ( m l ,  y) 
M (m2, r) 
SUM(m,~, + m~, - p) 
S U M ( e m a ,  + ma, - m,s)  
DERIV(r, emd) 
SUM(m~, + f r ,  + d) 
EXO(d) 
m d ~ m 1 .-}- ; . /12 
ml = fs(Y) 
m2 = f g ( r )  
rn,~ = L o (m~, p) 
emd = m d  - -  mrs 
i" = fx l (ema)  
ms = f r  + d 
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Table 8 
The foreign exchange market. 
SUM(BOP, + CA, + K) BOP = CA + K 
SUM(CA, + Pd, + ca) CA =f12(P4, ca) 
SUM(K, + r, - rs) K =f13(r, ry) 
M - (efa, BOP) efd = -- BOP 
EXO(ry) 
Fixed exchange rate regime 
DERIV(fr, BOP) f r  = f~,(BOP) 
EXO(e) 
Flexible exchange rate regime 
DERIV(e, efd) e = f l  5 (efa) 
EXO(fr) 
This follows from the fact that the model is self-contained (28 variables and 28 
constraints) and that every variable appears exactly once on the position of 
variable w in a constraint c ~ cg as defined in table 1. 
















m l  
m2 
mrs 
Balance of payments 
Real private consumption 
Current account of BOP 
Current account of BOP in domestic currency units 
Domestic assets of central bank 
Exchange rate 
Excess demand for foreign exchange 
Excess demand for money 
Foreign exchange reserves 
Real government expenditures 
Real private investment 
Real imports in terms of domestic goods 
Real imports in terms of foreign goods 
Capital account of BOP 
Total money demand 
Transactions money demand 
Speculative money demand 
Real money supply 












M o n e y  supp ly  
Pr ice  of  d o m e s t i c  g o o d  (in d o m e s t i c  c u r r e n c y  units)  
A v e r a g e  pr ice  of  d o m e s t i c  and  fo re ign  g o o d s  
Pr ice  of  fore ign  g o o d  (in d o m e s t i c  c u r r e n c y  units)  
Pr ice  of  fore ign  g o o d  (in fo re ign  c u r r e n c y  units)  
In te res t  ra te  
F o r e i g n  in te res t  ra te  
Rea l  e x p o r t s  in t e rms  of  d o m e s t i c  g o o d s  
N a t i o n a l  i n c o m e  in t e rms  of  d o m e s t i c  g o o d s  
N a t i o n a l  i n c o m e  
References 
Berg, P. van den, G. Gelauff, and V. Okker, 1988, The FREIA-KOMPAS model for the Netherlands: 
A quarterly macro-economic model for the short and medium term, Economic Modelling 5(3), 
170-236. 
Berndsen, R., 1992, Qualitative reasoning and knowledge representation in economic models, Ph.D. 
thesis (Tilburg University, Tilburg). 
Berndsen, R. and H. Daniels, 1990, Qualitative dynamics and causality in a Keynesian model, 
Journal of Economic Dynamics and Control 14, 435-450. 
Berndsen, R. and H. Daniels, 1991, Qualitative economics: An implementation in Prolog, Computer 
Science in Economics and Management 4, 1-13. 
Blommestein, H., 1985, Eliminative econometrics, Ph.D. thesis (Free University, Amsterdam). 
Bourgine, P and O. Raiman, 1986, Economics as reasoning on a qualitative model, in: Proceedings 
of the IFAC conference on economics and artificial intelligence, Aix-en-Provence. 
Boutillier, M., 1984, Reading macroeconomic models and building causal structures, in: J. Ancot, 
ed., Analysing the structure of econometric models (Martinus Nijhoff, Publishers, The Hague). 
Burridge, M., S. Dhar, D. Mayes, G. Meen, E. Neal, N. Tyrell, and J. Walker, 1991, Oxford economic 
forecasting's system of models, Economic Modelling 8(3), 227-413. 
De Kleer, J. and J. Brown, 1984, A qualitative physics based on confluences, Artificial Intelligence 24, 
7-83. 
Farley, A., 1986, Qualitative modeling of economic systems, in: Proceedings of the IFAC conference 
on economics and artificial intelligence, Aix-en-Provence. 
Fleming, M., 1962, Domestic financial policies under fixed and under floating exchange rates, in: 
IMF staff papers (IMF, Washington, DC). 
Forbus, K., 1984, Qualitative process theory, Artificial Intelligence 24, 85-168. 
Gilli, M., 1984, CAUSOR: A program for the analysis of recursive and interdependent causal 
structures, T.R. Cahiers du Departement d'Econometrie 84.03 (University of Geneva, Geneva). 
Karakoulas, G., 1990, Model-based diagnosis of an economy, in: Proceedings of the second 
conference on economics and artificial intelligence, Paris, 139-144. 
Kuipers, B., 1986, Qualitative simulation, Artificial Intelligence 29, 289-338. 
Mundell, R., 1962, The appropriate use of monetary and fiscal policy for internal and external 
stability, in: IMF staff papers (IMF, Washington, DC). 
Pau, L. and C. Gianotti, 1990, Economic and financial knowledge-based processing (Springer- 
Verlag, Berlin). 
Raiman, O., 1986, Order of magnitude reasoning, in: Proceedings of the fifth national conference on 
artificial intelligence (AAAI-86), Philadelphia, PA. 
Rauh, N., 1988, Wissensbasierte Systeme zur Unternehmensdiagnose auf der Grundlage von 
Jahresabschlussdaten und Branchenvergleichswerten in der Steuerkanzlei, Ph.D. thesis (Fried- 
rich-Alexander Universit~it, Erlangen-Nfirnberg). 
Royer, D. and G. Ritschard, 1984, Qualitative structural analysis: Game or science?, in: J. Ancot, ed., 
Analysing the structure of econometric models (Martinus Nijhoff, The Hague). 
R. Berndsen and H. Daniels, Causal reasoning in economic systems 271 
Samuelson, P., 1947, Foundations of economic analysis (Harvard University Press, Cambridge, 
MA), enlarged edition published in 1983. 
Struss, P., 1988, Global filters for qualitative behaviors, in: Proceedings of the seventh national 
conference on artificial intelligence (AAAI-88), St. Paul, MN, 275-280. 
Trav6-Massuy/:s, L. and N. Piera, 1989, The orders of magnitude models as qualitative algebras, in: 
Proceedings of the eleventh international joint conference on artificial intelligence (IJCAI-89), 
Detroit, MI. 
Waelbroeck, J., ed., 1976, The models of project LINK (North-Holland, Amsterdam). 
Williams, B., 1986, Doing time: Putting qualitative reasoning on firmer ground, in: Proceedings of 
the fifth national conference on artificial intelligence (AAAI-86), Philadelphia, PA, 105-I13. 
