ABSTRACT In this paper, a dynamic behavioral model for digital predistortion (DPD) of RF power amplifier (PA) based on amplitude and phase augmented time-delay twin support vector regression (AP-TSVR) is proposed. Unlike other SVR-based methods, the TSVR model finds a pair of non-parallel planes by solving two related support vector machine (SVM) type problems, namely, the ε -insensitive up-and down-bound functions. Furthermore, in order to accelerate the training process, an effective linear regression algorithm was used to solve the paired quadratic programming problems (QPPs) of the TSVR model involved. The simulation results show that the proposed model is able to give improved modeling and distortion mitigation capability than the traditional memory polynomial-based model, and reduce CPU training time than the ordinary SVR model, even when the effects of both nonlinear characteristics and memory effects of PA are considered. To verify the effectiveness of the proposed method, experimental verification was performed using single-device gallium nitride (GaN) PA and GaN Doherty PA, respectively. The experimental results show that the new modeling approach can provide very efficient and extremely accurate linearization performance with improving generalization ability.
I. INTRODUCTION
RF power amplifiers (PAs) are an integral part of wireless communication systems, especially in 4G and 5G mobile communications, where higher-order modulations are used to achieve higher spectrum utilization in limited spectrum resources. As a result, an increased nonlinear distortion will be produced by the increased peak-to-average power ratio (PAPR) of higher-order modulation signals. Meanwhile, the bandwidth of the communication signals will also become wider and wider as the communication rate increasing. Therefore, the design of the RF PAs need to meet these challenges. In other words, it must have a good linearity performance to
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adapt to the modern communication systems which has wider bandwidth, higher PAPR and significant memory effects [1] .
On the other hand, PAs are also a highly nonlinear and energy consuming device. When the PA works in the linear region, the efficiency is very lower. And when the PA works in the saturation region, its nonlinear distortion will bring two consequences: one is spectrum regrowth, which will result in adjacent channel interference; and the other is the nonlinear distortion in the operation band, which will result in the increasing of the bit error rate of the communication system. Therefore, how to design a linear PA with higher efficiency across wider bandwidth is a critical technology for modern wireless communication systems. To solve the contradiction of PA linearity and efficiency, some kinds of linearization methods have been widely investigated, such as feedforward [2] , [3] , feedback [4] and digital predistortion (DPD) [5] . In all these linearization methods, DPD technique is getting more and more attention. All DPD schemes are based on the PA's behavioral model, where the PAs are considered as a black box for finding a mathematical model to fit it as accurate and efficient as possible. Therefore, in the DPD linearization technologies, a dynamic behavioral model for PA is needed to be built firstly. Usually, the nonlinear behavioral models fall into two categories: memoryless models, and models with memory [6] . The early dynamic behavioral modeling methods mainly include memory polynomial [7] , [8] , saleh function model [9] , Weiner Hammerstein [10] , Volterra series models [11] , [5] , neural network (NN) [12] , [13] , etc. During the behavioral modeling process of the PA, it is not necessary to know the prior knowledge of the specific internal circuit structure of the PA. And only the input and output data of the PA is needed for behavioral model establishment and parameter extraction.
Recently, artificial neural networks (ANNs) have been successfully applied in the field of RF PA behavioral modeling [13] . In theory, ANN can approximate any continuous nonlinear function [14] . However, the over-fitting problem of the ANN is difficult to avoid because the traditional empirical risk minimization (ERM) principle is used in the training process of ANN [15] . Generally, the ERM principle employed in the ANN could be attributed to the regression problem of parameter estimation with the fixed basis function and the sufficient training samples.
On the other hand, the Support Vector Regression (SVR) model, which belongs to the field of machine learning, has unique advantages compared with the conventional ANN model. The structural risk minimization (SRM) principle embodied in the SVR method [15] , can provide a framework for solving the learning problem of limited samples. In contrast with the conventional neural network based methods, the SVR method can effectively prevent over-fitting problem. Recently, some literatures have reported some applications of SVR model in the RF field, such as antenna design, filter design and optimization, and RF PAs behavioral modeling [16] - [18] .
Although the SVR method owns better generalization ability compared with ANN method, however, the learning speed of classical SVR is very low, since it is constructed based on the minimization of a convex quadratic function which is subject to the pair groups of linear inequality constraints for all training samples. To overcome the issues of the traditional SVR method, a fast twin support vector regression (TSVR) behavioral modeling approach for DPD of PA was proposed in this paper. Firstly, in order to obtain an accurate enough training model, the time-delay augmented amplitude and phase terms are also used for constructing the model. Unlike other SVR-based method, the TSVR model finds a pair of non-parallel planes by solving two related SVM-type problems, namely the ε -insensitive up-and down-bound functions. Meanwhile, in order to accelerate the training process, the TSVR model solve two smaller size quadratic programming problems (QPP) with only one constraint similar to TSVM [19] , [20] . The advantage of this strategy is that two smaller size QPPs are solved rather than one larger QPP, which can reduce the computational complexity of the traditional SVR approach. Experimental results show that the proposed method can achieve excellent linearization performance compared with the traditional approaches.
This paper is organized as follows. In Section II, after the briefly review of the basic theory of the SVR, the linear TSVR approach and the TSVR theory with nonlinear kernel are discussed in detail. In Section III, the amplitude and phase augmented time-delay TSVR model was proposed. Then, the simulation and experimental results for the proposed model are provided in Section IV. Finally, Section V concludes this paper.
II. THEORETICAL DERIVATION OF THE TSVR MODEL A. BASICS OF SUPPORT VECTOR REGRESSION
Based on the SRM principle and the elementary idea of kernel mapping, the SVR method proposed by Vapnik and Cortes can transform the regression problem into a quadratic programming problem [16] , which can solve the small-sample learning problems very well. Suppose that the training data are described as
, where x i ∈ R n denotes input data, and y i ∈ R denotes output data. The regression equation of SVR can be expressed as
where ω and b are the parameters to be determined in the model. In order to prevent the over-fitting problems, the variable ε is introduced for representing the tolerance limit. Then the loss can be calculated when the absolute value of the difference between f (x) i and y i is greater than ε. In the SVR model, the function f (x) is defined as the center, and there are ε isolation bands on the left and right [20] . Once the loss is minimized, the obtained function f (x) i can be close to y i . Using the SVR method, a model can be constructed when the training samples fall into this isolation zone. According to the optimization goal, the objective function of SVR model can be written as follows.
Here C is the regularization parameter, and the slack variable ξ i + and ξ i − can be introduced by the following expression.
Then formula (2) can be rewritten into the following form
Considering that the training sample set is larger in some practical applications, the algorithm for the SVR models will show some problems, such as long training time, higher computational complexity, and low efficiency, etc.. Meanwhile, the learning speed of classical SVR model is slower, since the SVR model is constructed based on the minimization of a convex quadratic function (3), which is subject to the pair groups of linear inequality constraints for all training samples.
B. TWIN SUPPORT VECTOR REGRESSION
In this section, a TSVR method is introduced, which is derived from the TSVM theory [19] . Different from the TSVM theory, the TSVR method aims to find the suitable regressor that determines a pair of ε -insensitive up-and down-bound functions by solving two related SVM-type problems, each of which is smaller than that in a classical SVR. The goal of TSVR is divided into two aspects. The first aspect is that all data points appear in the constraints of each of the two QPPs in the TSVR pair. Then, the TSVR model derives a pair of non-parallel planes around the data points, which are up-and down-bound functions, so that the training data falls within the pair of hyperplanes, and the regression function can be obtained.
Similar with the SVR model, the TSVR algorithm finds two linear regression functions f 1 (x) and f 2 (x)
where each one of the regression function determines the ε-insensitive up-and down-bound regressor. Then the TSVR problem can be turned into a pair of QPPs using the similar SVR problem [21] , [22] 
where ε k ≥ 0, k = 1, 2 is an insensitive parameter, ξ + and ξ − are the slack vector, which were introduced to measure the error. And C k ≥ 0, k = 1, 2 are the penalty parameter defined by the function, which can be different according to different practical applications. The first term in the objective function of (6) and (7) is the sum of squared distances from the shifted linear function f 1 (x) and f 2 (x) to the training data points. And the constraints require that the estimated function f 1 (x) or f 2 (x) have a distance of ε 1 or ε 2 at least from the training points. That is to say, once the training data points are given, the function f 1 (x) determines the ε 1 -insensitive downbound regressor, while the function f 2 (x) determines the ε 2 -insensitive up-bound regressor. And the final regressor can be defined by the mean of this two functions. Fig.1 shows the intuitive geometric interpretation of TSVR theory. In brief, the TSVR model is comprised of a pair of QPPs such that each QPP determines the one of up-or down-bound function by using only one constraints compared with the standard SVR of (4). Correspondingly, the TSVR method gives rise to two smaller sized QPPs while standard SVR gives one larger QPP. Therefore, refer to the formulation of the TSVR model, it is obviously that the training speed of the TSVR model is much faster than the standard SVR model To solve the above dual QPPs of TSVR, the Lagrangian multipliers with u i ≥ 0, α i ≥ 0, and λ i ≥ 0, β i ≥ 0 are defined. According to the Lagrangian multiplier method, the Lagrangian function of (6) can be defined as
Rewriting the Lagrangian function using matrix-vector form, a pair of OPPs can be written as
where α = (α 1 , α 2 , . . . α l ) and β = (β 1 , β 2 , . . . β l ) are the Lagrange multiplier vectors. For the training data set A, each row of A represents a set of training samples, which is defined
The training sample response vector is represented by Y i = (y 1 ; y 2 ; . . . ; y l ).
Then taking the partial derivative of each variable according to the KKT optimality condition as [19] , and the convex quadratic programming problem can be transformed into the linear equations problem
Next, combining (12) and (13), the following expression can be obtained
Then, defining the following expression
The formula (17) can be expressed as
Solving the formula (19) , one can obtain the parameter p 1
Since the autocorrelation of H T H is always positive semidefinite, it is possible that it may be irreversible. To solve this problem, the term H T H + σ I instead of H T H is used for parameter p 1 , where σ is an extremely small value. Correspondingly, the expression (19) can be modified as
Discarding all constant terms of (9), then substituting (21) and all KKT conditions into (9), the dual QPP for (6) can be obtained as follows.
Similar to the above process, the dual QPP of objective function (7) can also be obtained as
In the same way, defining the following expression
Then the parameter vectors p 2 can be expressed as
Once the parameter vectors p 1 and p 2 are obtained from (21) and (25) , then the two up-and down-bound functions can be obtained. Then the estimated regressor can be constructed as follows
C. KERNEL TWIN SUPPORT VECTOR REGRESSION
In order to construct the RF PA behavioral model, the linear regressors in (26) are needed to extend to the nonlinear cases. Therefore, the kernel-generated functions instead of linear functions defined in [23] , [24] are used
Generally, the kernel-generated functions can be defined as
As the discussion in Section B, a pair of optimization problems can be defined when the kernel-generated functions are used, which are given as follows
All parameters are the same as the values defined in (6) and (7) in the previous section. Then the Lagrangian function for (29) can be defined as
Then the KKT conditions for (29) can be obtained as
Next, combining (32) and (33)
Defining the following expressions
The formula (38) can be expressed as
Solving the formula (40), one can obtain the parameter vectors p 1 as
Similar to Section B, the dual QPP for nonlinear regressors question can be obtained as follows:
Similar to the above process, the dual QPP of objective function (30) for nonlinear regressors can also be obtained as
And the parameter vectors p 2 for nonlinear regressors can be expressed as
Once the dual QPPs (42) and (43) then the two kernel ε -insensitive up-and down-bound functions can be constructed from (27) . The estimated nonlinear regressor is constructed as follows
III. AUGMENTED TIME-DELAY TSVR MODEL
As we all know, the goal of PA behavioral modeling is to find the functional relationship between the input signal and the output signal of PA. On the other hand, the memory effect of PA circuit will emerge with the increasing of signal bandwidth, so the historical data of the input signal and output signal will be considered, and the time delay terms of the TSVR model should be used for building the model. In this way, the input and output relation of the PA model can be described as follows:
To describe this nonlinear relation, the proposed model structure is shown in Fig.2 . As can be shown in Fig.2 , a real time delay modeling method based on phase and amplitude enhancement is used for representing the input signals. In addition, in order to perform mathematical operations in the TSVR algorithm, the input and output complex signals of the PA are divided into real part and imaginary part. The equation representing the input and output relation of PA can be expressed as follows in (47) and (48), as shown at the bottom of the next page.
The signal Re {y * (n)} and Im {y * (n)} are the real and imaginary parts of the output signal respectively. The signal Re{x(n)} and Im{x(n)} are the real and imaginary parts of the current input signal, and the signal Re{x(n − k)} and Im{x(n − k)}, k = x1, 2, . . . M, represent the in-phase and quadrature components of past samples. The signal abs{x(n)} and angle{x(n)} are the amplitude and phase of the input signal in polar form, respectively. The memory depth M of the input signals can be depend on the signal bandwidth and memory effect of the PA system. Meanwhile, the establishment of PA behavioral model requires two different TSVR trainers to build models for the real part and the imaginary part of the output signal, respectively. Once the training process is finished, the TSVR model for PA can be used for predicting the dynamic characteristics of the PA system under the same condition.
The performance of the proposed TSVR model can be evaluated by the model accuracy and the linearization capability. As the popular metrics, the normalized mean square error (NMSE) between the desired and estimated signals at the output of the PA is used for the model accuracy evaluation [28] . The adjacent channel power ratio (ACPR) and the power spectrum density (PSD) in the output of the PA are used for the evaluation of the model linearization capability.
Different from other SVR-based model [18] , the amplitude and phase of the input signal in polar form are added into TSVR model along with the real and imaginary part in this proposed model. The augment of the amplitude and phase terms of the input signal can improve the model performance.
To illustrate the improved model performance, the impact of amplitude and phase terms on the model performance is given in Table 1 . As can be seen from Table. 1, the augment of the amplitude and phase terms for the TSVR model can acquire 1-2dB improvement of the NMSE value compared with the TSVR model without the augment terms.
In addition, the length of the training data required for the modeling process is also an important aspect. Usually, the optimal length of the training data is determined by the empirical method. In the training process, the training data length can be changed step by step to verify the model performance. In this model, around 30000 input and output signals of PA are captured by the measurement setup [28] . Among them, 20000 samples were selected as model training, and the remaining 10000 samples were used for model test. It's important to emphasize that the model performance of the SVR and TSVR models can be further improved with the increasing of training data, and the training time will be increased a lot at the same time.
IV. SIMULATION AND EXPERIMENTAL RESULTS
In order to verify the proposed model performance and the effect of the used algorithm, two different PAs are used for model verification. In these tests, two LTE signals are used as the excitation of the PAs for the model identification and validation. The entire experimental system is composed of the RF PAs, the host computer, the vector signal generator (VCG), and the vector signal analyzer (VSA) with signal processing software. The LTE communication signals can be designed in ADS2015 and downloaded into the VSG through the LAN bus. Then the LTE signals are modulated to the RF frequency and exported to the preamplifier through the VSG, which drive the LTE signals to given power level for RF PA input. The output signals of the PA are attenuated and fed into the VSA, which can down-convert the RF signals to baseband signals for behavioral modeling and DPD application. Furthermore, the down-converted signals are analyzed in the signal processing software of the VSA and copied to the Matlab software for behavioral modeling. The Matlab software is used to construct the behavioral model and evaluate its performance, as well as identify the predistortion function and synthesize the predistorted signals for PA.
A. SINGLE-DEVICE (GaN) CLASS-F PA WITH TWO-CARRIER LTE SIGNALS
In this part, the single-device GaN Class-F PA with average output power 35 dBm was used to test the performance of the proposed AP-TSVR model. The Class-F PA is worked at 1.9 GHz, and biased with VGS = −2.8 V. The input test signal is a two-carrier LTE signal which was synthesized in ADS2015 using the LTE download FDD Test Model complex modulation module. The synthesized signal has a channel bandwidth of 40 MHz and a sampling rate of 245.76 MHz. The composite input peak-to-average power radio (PAPR) of LTE signal is 9.73 dB.
Re y
Im y As the popular metrics for model performance assessment, the NMSE and ACPR can represent the in-band and outof-band distortion performance of the PA model effectively, and the lower values of the metrics show better agreement between the model and experimental measurement. In the model process, 20000 sample data for the two-carrier LTE signals is used for training the parameters of the AP-TSVR model. And another 10000 sample data at different period of time is used to validate the model performance. With the sampled input and output I/Q samples, Fig. 3 shows the time-domain validation of I component between the measurement output and AP-TSVR model output. It can be seen that the proposed AP-TSVR model can predict the measured output signals extremely well.
To further validate the accuracy of the proposed AP-TSVR model, the power spectrum density (PSD) of measurement outputs, the AP-TSVR model prediction outputs and error signals between the AP-TSVR behavioral model and the measurement output for the two-carrier LTE signals are given in Fig. 4 . As can be seen in Fig.4 , the good matching of PSD can be obtained both in the in-band channel and the alternate channel. Furthermore, the lower PSD of the error signals can also be obtained. It is clearly seen that the AP-TSVR model can predict the new signals very well. Meanwhile, the dynamic AM/AM and AM/PM characteristics of the AP-TSVR model prediction output and PA real output are given in Fig. 5 and Fig. 6 , respectively. As can be seen in these figures, the AP-TSVR model can predict the PA's dynamic characteristics very well, even when the PA is driven into nonlinear region.
On the other hand, We not only use the TSVR method to build the behavioral model for PA, but also compare the experimental results with other traditional PA behavioral modeling techniques. The models used for comparison are: 1) MP model [25] ; 2) GMP model with different P, M , G parameters [29] , respectively. The established MP and GMP model used for the comparison can be set to different memory effects and nonlinear orders. The comparison results are shown in Table 1 . As can be seen in the Table 1 , the NMSE results of the MP model are very similar when the memory depth M equal 3, even the nonlinear order P is set to 9 or 11. Both of those NMSE results are approximately −35dB. Compared with the MP model, the GMP model has a larger improvement effect and can provide more accurate prediction. The best NMSE value is obtained when the nonlinear order P equals to 11 and the memory depth M equals to 3, where the NMSE is approximately -39.79dB. However, when the nonlinear order is increased to 11 or more, the NMSE 59838 VOLUME 7, 2019 FIGURE 7. Measured PSD comparison for the LTE signals using the different DPD models.
value will be reduced obviously, maybe the too many cross terms will lead to the model overfitting.
Meanwhile, the AP-TSVR model results verify that the better model effect can be obtained than the traditional model [25] . When the AP-TSVR model with the memory depth M equaling to 3 is used for PA behavioral modeling, the NMSE value is approximately −43.46 dB. The accuracy of the proposed AP-TSVR model can be validated by clearly improving the NMSE with about 4.3 dB than the GMP model, and about 8 dB than the MP model.
The proposed AP-TSVR model structure can also be utilized as a digital predistorter for PA. In this scheme, an indirect learning architecture is employed to identify the predistortion model [28] . In the indirect learning approach, the postdistortion function is firstly estimated using the input and output baseband signals of the PA. After the parameters of the postdistortion function are estimated, they are copied to an identical AP-TSVR DPD model that is used to predistort the input signals. The main advantage of the indirect learning architecture is that the postdistortion function can be obtained directly from the input and output signals of PA and it eliminates the need for PA model construction.
For comparison, the conventional MP and GMP model are also implemented for DPD application. The MP model used for DPD performance comparison has three delay taps and 11th order nonlinearity. The GMP model is constructed with 11th order nonlinearity and three delay taps for time aligned signal. And the lagging and leading terms of the GMP model have 9th order nonlinearity and three delay taps. The comparison results shown herein are the measured PSD at the output of the PA after employing the different DPD models. Fig.7 shows the output power spectrum of a linearized PA obtained using the different DPD model. Meanwhile, the original power spectrum of PA input and output signals are also given in Fig. 7 for comparison. As can be seen in Fig.7 , the nonlinear distortion at the output of PA can be suppressed variously using these different DPD models when the spectrum regrowth at the adjacent channel is almost 28 dB higher than the original input signal spectral level. And the AP-TSVR DPD model can achieve better compensation performance than other DPD models.
Meanwhile, the ACPR of the linearized PA outputs using different DPD models at the adjacent channel intervals was given in Table 2 for quantitative comparison. The channel intervals are spaced 20 MHz apart from the corresponding channel signals. As can be seen from Table 2 , the proposed AP-TSVR model predistorter can suppress −20 MHz (+20 MHz) ACPR 20.25 dB (21.92 dB) for the two-carrier LTE signals, which have 2.5 dB and 3dB improvement than GMP model DPD. From these results, it can be seen that a better ACPR performance can be obtained when the AP-TSVR DPD model is used.
B. GaN DOHERTY PA WITH ONE -CARRIER LTE SIGNAL
With the rapid evolution of wireless communication systems, the increasing demand for higher data transfer rates have led to utilization of high peak-to-average power ratio (PAPR) signals, which leads to an urgent need for broadband PAs with improved output back-off (OBO) efficiency such as broadband Doherty PAs (DPAs) in 5G network [30] , [31] . In addition, as the signal bandwidth is getting larger and larger, the design of broadband DPA is also one of the research hotspots for future wireless communication systems. However, there is a strong nonlinear memory effect due to internal interactions between multiple active devices in multi-transistor Doherty PA system [26] . Generally, the AM/AM and AM/PM characteristics of the DPA will take on ''S'' curve shape. For this complex nonlinear phenomenon, the existing traditional MP-based DPD models are difficult for solving the DPA linearization problems.
In this experimental setup, the GaN-based wideband Doherty PA working at 2.14 GHz with average output power 37 dBm was used to verify the AP-TSVR model. A 20-MHz LTE signal generated in ADS2015 is used for the PA input, and the signal sampling rate is 122.88 MHz. After the test bench finish and signal time synchronization, 20000 samples are used for model training, and 10000 samples in the rest of the data are chosen for model validation. Firstly, the prediction performance of the AP-TSVR model for the test data set is verified. A part of the real part signals of the time-domain baseband data are presented in Fig. 8 . As can be seen in Fig.8 , the AP-TSVR model can predict the measured data extremely well. Meanwhile, the comparison between the measured spectrum and that obtained using the AP-TSVR model is given in Fig.9 . As can be seen that the good matching is obtained both in the in-band channel and in the alternate channel. It demonstrates that the AP-TSVR behavioral model also has good performance in the frequency domain, even that the DPA takes on the more complicated nonlinear characteristics and memory effects than the single-device Class-F PA.
In addition, the popular GMP model and the SVR model proposed in [27] are used for model performance comparison. The GMP model can be constructed with different P, M , G parameters [29] . The results of the NMSE metrics and the model parameters for these different models are reported in Table 3 . According to the results calculated in Table 3 , the NMSE values of GMP model are similar when the memory depth M equals to 2 or 3 and the nonlinear order P equals to 9, which is approximately −31dB. And the about −34.5dB NMSE value can be obtained when the nonlinear order P increases from 9 to 11. On the other hand, compared with the SVR model proposed in [27] , the AP-TSVR model can achieve improved performance, where the NMSE value is superior by about 1-2dB with the memory depth M equaling to 2. Moreover, the NMSE value of the AP-TSVR model can be reduced further, which is less than −38dB when the augmented terms are used in the TSVR model. However, the model extraction time of SVR model is more four times than that of AP-TSVR model, where the CPU training time for SVR model is 60 seconds and the CPU training time for AP-TSVR model is only 8.5 seconds. This is because the AP-TSVR model obtains the optimal solution by solving two smaller sized QPPs without any equality constraint compared with SVR model. In a word, the proposed AP-TSVR model in this paper not only has the better generalization performance, but also needs the fewer CPU training time compared with the SVR model.
In the same way, the proposed AP-TSVR model structure along with GMP and SVR model structure were implemented as a digital predistorter for the DPA. And the hardware measurements were performed to compare the linearization capability of the different models. The first compared results shown herein are the linearized PSD at the output of the PA after employing the different model DPDs. Fig.10 shows the output spectrum of a linearized GaN-based wideband DPA obtained using the different DPD model. As expected, with these DPD methods, nonlinear distortion at the output of the DPA can be suppressed in various degree. As can be seen from the Fig.10 , the AP-TSVR DPD model has achieved the best compensation performance than other DPD models. As a comparison, the SVR DPD model has a little linearization performance deviation at the first adjacent channel. And the GMP DPD model has the worst linearization performance. Meanwhile, the dynamic AM/AM and AM/PM curves of the DPA before and after pre-distortion are shown in Fig.11 , respectively. It can be clearly seen from the figure that the "S" shape characteristic curves of DPA are close to the clear straight lines after the pre-distortion, which indicates that the nonlinear distortion and memory effect of the DPA have been successfully compensated by using the proposed AP-TSVR model method in this paper.
To compare the linearization performance of these different DPD models quantitatively, the calculated ACPR value at the output of the linearized DPA using these different DPD models was reported in Table 4 . As can be seen from Table 4 , the various degrees of ACPR linear performance can be obtained using these different DPD models. And the TSVR DPD model achieves the best ACPR performance. It is shown from the Table 4 that the TSVR DPD model can suppress about 22 dB for the -20MHz lower ACPR and about 19 dB for the +20MHz higher ACPR. It can be shown from these results that the proposed AP-TSVR DPD model can achieve the best linearization performance.
V. CONCLUSION
In this paper, a behavioral model based on the TSVR theory used for DPD of RF PA is proposed. In the proposed TSVR model, two quadratic programming problems of smaller size without any equality constraint are solved, which can reduce the CPU training time by more than four times than the traditional SVR method. Therefore, the TSVR model can generate two nonparallel functions such that each function determines one of the insensitive up-and down-bounds of the training samples. Furthermore, the time-delay TSVR model structure with augmented terms provides an efficient way to reproduce the dynamic behaviors of RF PAs with strong nonlinearities and memory effects. To verify the accuracy of the proposed model, the experimental verification examples based on single-device GaN PA and multi-device GaN Doherty PA are provided, and a comparative comparison of TSVR model and other presented models was carried out for the linearization of the two type PAs. The experimental results reveal that the proposed model can provide improved model and linearization performance compared to other reported models, in terms of NMSE and ACPR. etc. Her research interests include communication signal processing and digital predistortion. VOLUME 7, 2019 
