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Abstract: Severely impaired people in vision need seeing-eye dogs, however, it takes long time and 
costs a lot of money to train them. In addition, not all candidate dogs may be grown as seeing dogs. 
Therefore, available number of seeing-eye dog is very few and far from to satisfy actual demand. 
Some efforts are made to develop a robotic seeing-eye dog. In this paper, emulation of 
seeing-eye dog using Android terminal and ultrasonic sensor is discussed. An obstacle is 
recognized by introduction of image processing and an ultrasonic sensor. Obstacle avoidance by 
the voice guidance from an Android terminal is performed after that. As a result, it succeeded in a 
wearable evasion guidance. 
 
 
1．はじめに 
 
内閣府刊行の「平成 24 年版障害者白書」[1]によると，日
本の身体障がい者の数は，視覚障がい者 31.5 万人，聴覚・
言語障がい36万人，肢体不自由181万人，内部障がい109.1
万人となっている．その中で一定以上の視覚障害を持つ視
覚障がい者は道路交通法により外を歩く際には白杖又は
盲導犬の使用が義務付けられている．しかし後天的に視覚
障がいを負った人の中には白杖を持つことに抵抗感を抱
く人も多く，盲導犬に関しては育成のための費用や時間に
よって制限を受けているため，十分な頭数が確保できない
状態である．そのため近年では盲導犬の機能を工学的に再
現する盲導犬ロボット等の補助装置の研究が進められて
いる．白杖の役割としては障害物の認識と回避方向の認識，
段差や階段の認識などがあり，盲導犬ではさらに目標物へ
の誘導や道の端を歩くための誘導などの役割がある． 
その中で本研究では障害物の認識及び回避について，カ
メラや方位センサ等の各種センサ機器，スピーカが搭載さ
れ，画像処理や音声誘導が行える Android 端末を用いて障
害物認識装置の開発を検討した． 
 
2．装置について 
 
本装置は前方道路上の障害物の認識には Android 端末
のカメラを使い端末自身で画像処理を行うことによって
障害物の認識を行う，そして前方の壁などの障害物を認識
するために超音波センサを用いる．また装着者の体型など
によってカメラの角度が変わることがあるため，角度を一
定に保つためにサーボモータを用いている．超音波センサ
とサーボモータの制御には Arduino[2]を用いており，
Bluetooth 通信モジュールを通し Bluetooth で Android 端
末と通信を行っている．本研究で制作した装置の外観を図
2.1 と図 2.2 に示す． 
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図 2.2 装置外観(側面) 
  
図 2.1 装置外観(正面) 
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3．障害物認識及び回避動作の手順 
 
3・1 画像処理 
 本研究では図 3.1 に示す手順で障害物の回避を行う． 
 
 
3・1・1 画像取得 
研究では装着者の進行方向道路上の障害物を検出する
ことを目的としているため，歩行中常に進行方向を向いて
いる腰に装置をつけることを想定している．そのため画像
を取得するカメラの位置は地面から約 1m の位置，角度を
水平方向から約 45 度と設定する．また，画像処理の負荷
を抑えるために画像を取得後，縦横のサイズを半分まで縮
小し，一連の処理後元のサイズに復元している． 
 
3・1・2 グレースケール処理 
初めに取得画像を R(Red)，G(Green)，B(Blue)の 3 原色
を用いた加法混色である RGB カラーモデルから，白から
黒までの明暗で表されるグレースケール画像に変換する．
これは画像処理を行う際に色を単純化し処理を行いやす
くするために行う．変換の式を式(3.1)に示す．  
 
𝑌𝑌 = 0.299 ∗ 𝑅𝑅＋0.587 ∗ 𝐺𝐺 + 0.114 ∗ 𝐵𝐵 (3.1) 
 
3・1・3 平滑化処理 
取得した画像はそのままではエッジ処理などを行った
際にノイズが残り誤検出の原因となる，そのためメディア
ンフィルタを用いフィルタリングを行う． 
 メディアンフィルタは注目画素とその近傍 8 点の画素の
輝度値を比較し，小さい順に並べた時の中央の値を出力画
素とする処理方法である． 
例として，図 3.2(a)のように注目画素(値 129)の周囲の輝度
値が与えられている場合，これを(33, 37, 39, 54, 57, 78, 76, 
88, 129)の順に並べ，この中央の値 57 を注目画素である
129 と置き換え，図 3.2(b)のように変化させる． 
 
 
 
 
 
 
 
 
 
 
 
3・1・4 エッジ処理 
エッジ処理は平滑化された画像を元に画像の輪郭を抽
出する為に行う．エッジ処理には Sobel フィルタ，Laplace
フィルタ，Canny フィルタ等の種類がある，本研究では 
Canny フィルタを用いて行い，これによって検出された輪
郭を障害物として認識する． 
 Canny フィルタは Canny アルゴリズム[3]を用いて処理
される．Canny アルゴリズムの手順は以下のとおりである． 
まず，Canny アルゴリズム内でガウシアンフィルタを用
いて平滑化を行う．ガウシアンフィルタは注目画素とその
周辺の輝度値にガウス分布の関数を用いて計算した係数
を掛け合わせ輝度値を求めることによって画像を平滑化
する処理である．ガウス分布の関数は式(3.2)のとおりであ
る．また例となる図を図 3.3 に示す 
 
𝑓𝑓(𝑥𝑥,𝑦𝑦) = 1
2𝜋𝜋𝜎𝜎2
exp �− 𝑥𝑥2+𝑦𝑦2
2𝜎𝜎2
�   (3.2) 
 
次に Sobel フィルタを用いてのエッジ強度と勾配方向の
計算を行う．Sobelフィルタは1次の微分フィルタであり，
中央の注目画像の周囲に重み付けを行い，割り当てられた
係数と画素の乗算を求める，この後それぞれの値を式(3.3)
に当てはめ変化の大きい箇所を強調する．そしてこの処理
を水平方向と垂直方向で行いエッジを検出する． 
図 3.4 にそれぞれの係数を示す． 
 
   𝑔𝑔 = �𝑔𝑔𝐻𝐻𝐻𝐻2 + 𝑔𝑔𝑉𝑉𝐻𝐻2  (3.3) 
 
 
 
�
−1 0 1
−2 0 2
−1 0 1�    �−1 −2 −10 0 01 2 1 � 
水平方向𝑔𝑔𝐻𝐻𝐻𝐻      垂直方向𝑔𝑔𝑉𝑉𝐻𝐻 
図 3.4 水平方向・垂直方向の Sobel フィルタ係数 
 
 
図 3.2 メディアンフィルタの処理 
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図 3.3 ガウシアンフィルタ係数 
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検出されたエッジは平滑化された画像のものなのでエ
ッジを細くするための細線化処理を行う．この処理はエッ
ジと鉛直方向の隣接画素二つを比較し最大でなければ 0 と
する． 
 最後に閾値を二つ定めその間でエッジに結合している
ものはエッジと認識するように処理を行う． 
 
3・1・5 白線除外処理 
道路上を歩く際に白線は頻繁に取得画像に入るがこの
白線をそのままにしておくとエッジ処理の際に検出され
たものが残り，障害物として判断されてしまう．これを避
けるためにエッジ処理まで終わった画像と図 3.5 の手順を
用いて作成したネガポジ画像を論理積することによって
画像内の道路白線の除外処理を行う． 
 
 
この処理では取得画像の二値化処理を行い白線の検出
を行なっている．二値化処理は元画像の輝度値が閾値より
大きい画素を黒に，それ以下の画素を白にする処理を行な
っている．この閾値は白色のものが検出できる輝度値の大
きさを設定した．その後にノイズを消すためにメディアン
フィルタによる平滑化を行う．図 3.6 にグレースケール化
画像を図 3.7 に二値化後平滑化処理を行った画像を示す． 
 
 
 
図 3.6 グレースケール画像 
 
 
 
 
 
 
 
 
 
図 3.7 二値化後平滑化を行った画像 
 
 白線のみを検出した二値化画像から，エッジ処理を行い
白線の輪郭を検出する．この二値化処理で得られた白線の
輪郭はこのままでは元の画像の白線の輪郭と完全には重
ならないため膨張処理を行い白線の輪郭を太くする．膨張
処理の説明は§3・1・5 にて行う．エッジ処理後膨張処理
を行った画像を図 3.8 に示す． 
 
 
図 3.8 膨張処理画像 
 
 この太くした輪郭にネガポジ反転を行う．この処理は色
の階調を反転させるもので今回の処理では白と黒の色を
反転させている．これを図 3.9 に示す． 
 
 
図 3.9 ネガポジ反転 
 
最後にネガポジ反転を行った白線の輪郭の画像である
図 3.9 と白線除外処理までに生成した元画像のエッジ画像
である図 3.10 を論理積することによって白線部の輪郭を
除外することができる．除外後の画像を図 3.11 に示す． 
 
 
 
 
 
 
図 3.5 道路白線除外処理 
二値化処理
エッジ処理
膨張処理
平滑化処理
ネガポジ反転
画像の論理積
グレースケール
画像取得
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図 3.10 元画像のエッジ処理画像 
 
 
図 3.11 論理積後 
 
3・1・6 膨張処理 
膨張(Dilation)処理とは主に二値化された白黒画像に対
して行う処理である，注目画素の周辺に 1 画素でも白い画
素があれば白い画素に置き換える処理である．また，逆に
周辺に 1 画素でも黒い画素があれば黒い画素に置き換える
処理で収縮(Erosion)処理というものがある．この二つの処
理を組み合わせることによって色々なノイズの除去に役
立つ．本研究においては膨張のサイズを 3×3 とし，実行
回数を 4 回とした．この処理はエッジ処理において検出し
た輪郭を拡大し，障害物の面積の大きさに近づけるために
用いている． 
 
3・1・7 白領域の処理 
白領域の計算は，膨張処理まで行った画像に対して白色
のピクセル数を計算する処理である．計算の際は図 3.12
に示す領域の白色ピクセル数を各領域それぞれで計算し
ている．この領域は，人が歩く際に肩幅よりも大きく左右
に足を伸ばして歩くことはまず無いことから，中央列の下
端の幅が男性の肩幅の平均[4]である 40cm よりも大きい
50cm 以上となるように左，中央，右の画面比率を 2:3:2
と設定している．これは後の障害物認識及び回避の際に使
用する． 
 
 
図 3.12 各領域  
 
 
3・1・8 障害物の認識及び回避の指示 
障害物の認識及び回避は，各領域の白ピクセル数を用い
て行う．図 4.22 で示した様な中央列を装着者の進行方向で
あり歩行部分として考える．そのため中央の領域に設定し
た閾値以上の白色ピクセル数が検出された場合障害物と
判断し静止するように Android 端末から音声で指示を出
す．その後，図に示す左右の領域の白色ピクセル数を比較
し回避の指示を出す．音声には音声合成フリーソフト
Softolk[5]を用いる． 
障害物の認識に使われる閾値は 3000 としている，これ
は中央領域の総ピクセル数が 29280 であるため約 10%の
値を基準とした．また，それぞれの画像内に表示されてい
るピクセル数を図の左に表記してある． 
図 3.13 の場合，右のピクセル数の方が左のピクセル数よ
り少ないので右を向くように指示を出す． 
 
 
図 3.13 ピクセル数の比較 
 
 
3・2 超音波センサでの検出 
超音波センサを用いて壁の検出を行う．これは本研究の
画像処理では単一色の壁に対してエッジを検出すること
ができない事から前方の壁を障害物であると認識できな
い，そのために超音波センサを用い前方の壁の認識を行う．
画像処理では認識できない壁の例を図 3.14 に示す．壁の認
識では超音波センサの出力信号が cm 単位で Arduino に入
力されている．この値から壁との距離が 140cm より小さ
い値になった場合に障害物があると認識する． 
また，超音波センサは特性上，角度に弱く本研究に用い
た超音波センサでは対象物との角度が 20 度以上では距離
を測定することができない[6]． 
 
 
図 3.14 検出できない壁 
 
3・3 検出時の一連の動作 
本装置が障害物を検出した場合の処理の流れを図 3.15
に示す． 
 
 
Left 
(左) 
Front 
(中央) 
Right 
(右) 
Front:12202 
Left:6387 
Right:3355 
Front:0 
Left:1039 
Right:0 
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理を組み合わせることによって色々なノイズの除去に役
立つ．本研究においては膨張のサイズを 3×3 とし，実行
回数を 4 回とした．この処理はエッジ処理において検出し
た輪郭を拡大し，障害物の面積の大きさに近づけるために
用いている． 
 
3・1・7 白領域の処理 
白領域の計算は，膨張処理まで行った画像に対して白色
のピクセル数を計算する処理である．計算の際は図 3.12
に示す領域の白色ピクセル数を各領域それぞれで計算し
ている．この領域は，人が歩く際に肩幅よりも大きく左右
に足を伸ばして歩くことはまず無いことから，中央列の下
端の幅が男性の肩幅の平均[4]である 40cm よりも大きい
50cm 以上となるように左，中央，右の画面比率を 2:3:2
と設定している．これは後の障害物認識及び回避の際に使
用する． 
 
 
図 3.12 各領域  
 
 
3・1・8 障害物の認識及び回避の指示 
障害物の認識及び回避は，各領域の白ピクセル数を用い
て行う．図 4.22 で示した様な中央列を装着者の進行方向で
あり歩行部分として考える．そのため中央の領域に設定し
た閾値以上の白色ピクセル数が検出された場合障害物と
判断し静止するように Android 端末から音声で指示を出
す．その後，図に示す左右の領域の白色ピクセル数を比較
し回避の指示を出す．音声には音声合成フリーソフト
Softolk[5]を用いる． 
障害物の認識に使われる閾値は 3000 としている，これ
は中央領域の総ピクセル数が 29280 であるため約 10%の
値を基準とした．また，それぞれの画像内に表示されてい
るピクセル数を図の左に表記してある． 
図 3.13 の場合，右のピクセル数の方が左のピクセル数よ
り少ないので右を向くように指示を出す． 
 
 
図 3.13 ピクセル数の比較 
 
 
3・2 超音波センサでの検出 
超音波センサを用いて壁の検出を行う．これは本研究の
画像処理では単一色の壁に対してエッジを検出すること
ができない事から前方の壁を障害物であると認識できな
い，そのために超音波センサを用い前方の壁の認識を行う．
画像処理では認識できない壁の例を図 3.14 に示す．壁の認
識では超音波センサの出力信号が cm 単位で Arduino に入
力されている．この値から壁との距離が 140cm より小さ
い値になった場合に障害物があると認識する． 
また，超音波センサは特性上，角度に弱く本研究に用い
た超音波センサでは対象物との角度が 20 度以上では距離
を測定することができない[6]． 
 
 
図 3.14 検出できない壁 
 
3・3 検出時の一連の動作 
本装置が障害物を検出した場合の処理の流れを図 3.15
に示す． 
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前方の障害物を認識後，左右の領域の白色ピクセル数を
比較し，値の低い方を障害物が無い可能性の高い方向と考
え，そちらに体ごと向くように音声で指示を行う． 
Android 端末に搭載されている方位センサを用いて画
像処理を 45 度ずつ行い障害物があるかどうかを確かめる．
この際，画像処理では検出されなくとも超音波センサで検
出された場合は障害物が存在すると考える． 
障害物が検出されなければ一歩進み元の方向に体を向
けるように指示を出す．元の方向に戻り障害物がなければ
音声の案内を終了し，前方に進めることが分かるようにな
っている，逆に障害物が存在した場合，前回と同じ方向に
体の向きを変えて行くように設定している． 
元の方位から 90 度まで体を向けても障害物が存在した
場合，逆方向に向いて行くように指示を出す． 
図 3.15 の流れが左右両方で行われた場合，袋小路に入っ
たと考え，静止するように指示をする． 
 
4．実験結果 
 
4・1 画像処理による障害物認識 
障害物の認識のみの結果を以下に示す． 
4・1・1 対象:障害物 
道路上の障害物を撮影し画像処理を行う．今回は道路上
で障害物となりやすい自転車，植木鉢を対象とした． 
図 4.1 では，障害物の検出に成功した．しかし，図 4.2 の
障害物ではピクセル数は閾値よりも遥かに低くなった，こ
れは白線除去処理により輪郭の一部が消されたためであ
る． 
図 4.3 は検証のためそれぞれ白い植木鉢のエッジ処理
を行った画像である，この画像に白線除去処理を行った画
像が図 4.4 である．このことから白い植木鉢の画像が白線
除去処理によって輪郭が消えてしまい検出が行えなかっ
たことがわかる．自転車の画像については§3・1・5白線
除外処理の際に提示しているため省略する． 
 
 
図 4.1 自転車 
 
 
 
 
図 3.15 回避動作フローチャート 
Front:12202 
Left:6387 
Right:3355 
 
 
 障害物認識 
左右判別 
[右 or 左へ 45 度向いてください] 
障害物があるか 
元の方位から右 or 左に
45 度向いたか 
[右 or 左へ 45 度向いてください] 
元の方位から右 or 左に
90 度向いたか 
障害物があるか 
左右の入れ替えが 
一回目か 
[左 or 右に 135 度向いてください] 
左右を入れ替え①に戻る 
①
[一歩進み元の進行方向を 
向いてください] 
元の方位に向いたか
障害物があるか 
[歩行可能] 
[静止] 
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Yes
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Yes
Yes
Yes
No
No
No
Yes
No
No
No
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図 4.2 白色の植木鉢 
 
 
図 4.3 白色の植木鉢のエッジ画像 
 
 
図 4.4 白色の植木鉢の白線除去画像 
 
4・1・2 対象:路面 
障害物のない路面そのものの画像処理を行う．  
路面の検出では障害物となる輪郭が検出されないこと
が望ましい．図 4.5 では問題なく処理が行われている．し
かし図 4.6 では輪郭が検出され，閾値よりも高い値になっ
ている．これはインターロッキングブロックの溝の輪郭を
検出してしまったためである． 
検証のため各図のエッジ画像を以下に示す．図 4.7 では
エッジを検出せず障害物が無いと判別できている．しかし
図 4.8 ではインターロッキングブロックの溝を検出して
いまい障害物有りと誤検出していることがわかる． 
 
 
図 4.5 舗装された道路 
 
 
 
 
図 4.6 インターロッキングブロックの歩道 
 
 
図 4.7 舗装された道路のエッジ画像 
 
 
図 4.8 インターロッキングブロック歩道のエッジ画像 
 
4・2 障害物回避動作 
画像処理による障害物認識及び音声による回避動作の
誘導の結果を以下に示す． 
それぞれ図 3.15 のフローチャートにおいて，[歩行可能]，
[静止]となる状況下を作成し実験を行った． また，誤動
作となった結果についても示す． 
 
4・2・1 状況[歩行可能]:前方に障害物 
状況を略式化した図を図 4.9 に示す． 
 
 
図 4.9 [歩行可能]状況図 
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図 4.2 白色の植木鉢 
 
 
図 4.3 白色の植木鉢のエッジ画像 
 
 
図 4.4 白色の植木鉢の白線除去画像 
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図 4.6 インターロッキングブロックの歩道 
 
 
図 4.7 舗装された道路のエッジ画像 
 
 
図 4.8 インターロッキングブロック歩道のエッジ画像 
 
4・2 障害物回避動作 
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誘導の結果を以下に示す． 
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[静止]となる状況下を作成し実験を行った． また，誤動
作となった結果についても示す． 
 
4・2・1 状況[歩行可能]:前方に障害物 
状況を略式化した図を図 4.9 に示す． 
 
 
図 4.9 [歩行可能]状況図 
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状況[歩行可能]では障害物の数 m 手前から歩行して行
き「障害物です，静止してください」という音声による指
示に従って止まった．その時の画像が図 4.10 で，障害物
との距離は約 1m である．この時，表示されている左のピ
クセル数は 4931，右のピクセル数は 2798 であるので右
45 度を向くように音声で「右に 45 度向いてください」と
指示が出された． 
 
 
図 4.10 障害物認識(正面) 
 
 指示に従い右に向き 45 度になった際にもう一度画像処
理を行うその時の画像が図 4.11 である．この時前方のピ
クセル数が 0 となっているため障害物は無いと判断され
「一歩進み左 45 度を向いてください」と音声で指示を出
された． 
 
 
図 4.11 障害物認識(右 45 度) 
 
 一歩進み元の進行方向に向き直した後再び画像処理を
行う，その時の画像が図 4.12 である．前方のピクセル数
が 0 であるため障害物が無いと判断し，音声での誘導が止
まった． 
 
 
図 4.12 障害物認識(元の進行方向) 
 
 
 
 
 
 
 
 
4・2・2 状況[静止]:前方及び左右に障害物 
状況を略式化した図を図 4.13 に示す． 
 
 
図 4.13 [静止]状況図 
 
状況[静止]においても前方障害物から数 m 離れたとこ
ろから歩いて行き音声による警告が出たところで静止し
た，その時の画像が図 4.14 である．障害物との距離は約
80cm であり，状況[歩行可能]よりも短くなった，これは
状況[静止]の中央領域がサドルの部分であり障害物検出
に用いる輪郭が少ない為であると考えられる． 
 左右のピクセル数の比較においては左:8019，右:10906
となったため，「左 45 度を向いてください」と指示が出
された． 
 
 
図 4.14 障害物認識(正面) 
 
 指示に従い左を向いて行き左に 45 度向いた時に画像処
理を行い障害物の有無を調べる，状況[静止]では図 4.15
の様に前方に障害物があったのでさらに左に 45 度向くよ
うに音声で指示が出された． 
 
 
図 4.15 障害物認識(左 45 度) 
 
 左 90 度まで向いた時に再度画像処理を行い障害物の有
無を調べる，状況[静止]では図 4.16 の様になり前方に障
害物があるので今度は元の進行方向から右に 45 度向いた
場所を調べるために「右に 135 度を向いてください」と
いう指示が出された． 
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図 4.16 障害物認識(左 90 度) 
 
 その後，元の進行方向から 45 度右に向いた時に画像
処理を行い図 4.17 の通り前方に障害物がるため，さらに
右に 45 度に向くように指示が出された． 
そして元の進行方向から 90 度向き画像処理を行うと図
4.18 となった．既に左 45 度，90 度の検出が終わってい
るため現在の位置が行き止まりであると考えられるので
「静止してください」と言う指示が出され，その場で静止
した． 
 
 
図 4.17 障害物認識(右 45 度) 
  
 
図 4.18 障害物認識(右 90 度) 
 
4・2・3 状況[誤動作]:前方に障害物，左に単色の壁 
この状況では図 4.19 の様な前方の障害物を回避するた
め左に 45 度向いた，図 4.20 の画像では壁が有り進むこと
ができないが，処理では一歩進み右 45 度を向くように指
示が出された．これは単色の壁であるため輪郭が検出でき
ず中央領域の検出ピクセル数が 0 となった事と超音波セ
ンサは 45 度の角度では障害物を検出することができない
事ために誤動作をした． 
 
 
 
 
 
 
 
 
図 4.19 障害物認識(正面) 
 
 
図 4.20 障害物認識(左 45 度) 
 
4・3 画像処理の FPS 
 本研究で用いた画像処理のFPSは表 4.1の様になった．
FPS とは 1 秒あたりに処理されるフレーム数を表す単位
である．本研究の画像処理おいて誤検出防止のために 5
フレーム連続して中央ピクセル数が閾値を超えた時のみ
障害物と認識する．図 4.21 にグラフで示す． 
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Right:7462 
Front:7577 
Left:4806 
Right:6702 
Front:6371 
Left:8042 
Right:2992 
Front:0 
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Right:2545 
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Right:5726 
表 4.1 障害物認識処理においての FPS 
 
経過時間(秒) 障害物無し 障害物有り
0 5.8 5.45
5 6.12 5.32
10 6.18 5.45
15 6.37 5.35
20 6.25 4.91
25 6.01 5.36
30 6.02 5.49
35 6.01 5.52
40 6.12 5.45
45 5.93 5.37
50 5.94 5.4
55 6.31 5.45
60 6.17 5.39
平均 6.09 5.38
FPS
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図 4.16 障害物認識(左 90 度) 
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図 4.19 障害物認識(正面) 
 
 
図 4.20 障害物認識(左 45 度) 
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5．結論 
 
 本研究において成功したことは以下のとおりである． 
 
 Android 端末を用いた道路上障害物の認識 
 音声を使った障害物回避誘導 
 超音波センサを用いた壁の認識 
 
このことから得られた結論を以下に述べる． 
 Android 端末による障害物の認識及び回避において道
路上の障害物の認識を行い音声によって障害物を回避す
る一連の動作には一部の状況を除いて成功した．この際，
FPSは障害物未検出時で 6.09，検出時には 5.38となった，
誤検出防止のため 5 フレームを用いて障害物の判定を行
うため十分ではないが，障害物認識と同時に静止を行い，
方向転換時にのみ画像処理を行うため，回避動作において
問題はないと考える． 
 しかし画像処理においてタイルや土がむき出しになっ
ている道では誤認識も多い．また，現在の白線除去処理で
は白色の障害物も除去してしまい障害物の認識に失敗し
てしまうため，画像処理及び障害物検知の工夫が必要だと
考えられる．  
 
6．今後の課題 
 
現在の装置では目的地までの道は装着者本人が知って
いなければならないが，しかし視覚障がい者は地図を見る
ことが難しいため，初めて向かう目的地までの経路を自身
で決定するのは難しい．そのため Android 端末に搭載さ
れている方位センサやGPSとgoogleマップ等の地図アプ
リを用いて視覚障がい者を誘導するナビ機能の搭載が考
えられる． 
 また，歩行者が歩行する際には道路の端となる道路境
界と平行して歩くことが多い，そのため道路境界を認識す
ることによって安全に歩行し，障害物回避の際には実験結
果 4・2・3[誤動作]を防ぐ形で回避方向を決定することが
できると考えられる．この道路境界認識の研究は本研究室
2011 年度修了の上條[7]が研究しており，本研究にも応用
できると考えられる． 
 同時に装置の小型化も必要であると考えられる．これは，
現在はカメラとなっている Android 端末が飛び出してい
る形になっているため，装着者の位置よりも取得画像の位
置が若干であるがずれてしまっていることの改善や装着
者の負担を軽減に繋がるからである． 
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図 4.21 障害物認識処理においての FPS グラフ 
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