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Abstract Using a natural language sentence to describe the content of an im-
age is a challenging but very important task. It is challenging because a descrip-
tion must not only capture objects contained in the image and the relationships
among them, but also be relevant and grammatically correct. In this paper a
multi-modal embedding model based on gated recurrent units (GRU) which can
generate variable-length description for a given image. In the training step, we
apply the convolutional neural network (CNN) to extract the image feature. Then
the feature is imported into the multi-modal GRU as well as the corresponding
sentence representations. The multi-modal GRU learns the inter-modal relations
between image and sentence. And in the testing step, when an image is imported
to our multi-modal GRU model, a sentence which describes the image content
is generated. The experimental results demonstrate that our multi-modal GRU
model obtains the state-of-the-art performance on Flickr8K, Flickr30K and MS
COCO datasets.
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• A zebra grazing in a green
pasture with cows.
• A zebra grazes on green grass
while some other animals
stand in the background.
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Fig. 1 An generative “CNN + RNN” architecture for image description generation. A CNN
model for image feature representation and a RNN model for sentence generating.
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1 Introduction
Image description aims to use a natural language sentence to describe the content
of the given image. Image description requires detailed understanding of an image:
we need not only detect objects contained in the image, but also find their relation-
ships and their attributes. It is one of the ultimate goals of artificial intelligence
(AI), computer vision (CV), natural language processing (NLP) and matching
learning (ML) [63]. This task is ambitious and has many important applications,
such as image retrieval (in fact, image retrieval with natural language as a query
is more natural than image as a query), early childhood education and visually
impaired people assistance.
Many pioneers have done research on image description and gained some
progress. Approaches for image description task can be roughly categorized three
categories: 1) template-based approaches; 2) retrieval-based approaches; and 3)
multi-modal neural networks-based (MMNN-based) approaches. Template-based
approaches are mainly composed two important parts: hard-coded language tem-
plates and visual concepts[18, 38]. Because the language templates and visual con-
cepts are fixed, sentences generated by these models are less of variety. Retrieval-
based approaches retrieve similar captioned images and generate new descrip-
tions by retrieving a similar sentence from the training dataset [28, 55]. These ap-
proaches project image features and sentence features into a common space, which
is used for ranking image captions or for image search. However, they cannot gen-
erate novel sentence from the embedding. In recent years, with the development of
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deep learning, the convolutional neural network (CNN) and recurrent neural net-
work (RNN) have gotten a lot exploits in CV and NLP fields [58, 53, 37, 11, 12, 57].
Under such circumstances, MMNN-based approaches become the most effective
and popular approaches. Their core idea is that regarding image-to-sentence task
as a machine translation (MT) problem (see Fig. 1). In other words, when an im-
age is imported into their models, it will be “translated” to an English sentence.
They use CNN to extract image features and RNN to generate sentences. Although
these methods have made great progress, they have some shortages. Some of them
use traditional RNN to generate sentences [44, 33, 7], but traditional RNN has a
fatal flaw—vanishing gradients or exploding gradients—which makes their mod-
els hard to train [13]. Others use LSTM as sentence generator [34, 17, 60]. LSTM
model can solve the exploding gradient and vanishing gradient phenomenon in tra-
ditional RNN, but the structure of LSTM is more intricate which leads to models
have more parameters and need more time to train [11].
To solve aforementioned problems, we propose a multi-modal gated recurrent
unit (GRU) model. It contains two important parts: an “encoder” CNN and a
“decoder” RNN. The “encoder” CNN encodes input images into feature vectors.
Then these feature vectors are transformed into a fixed-length vector (see Section-
3.2) and imported into the “decoder” RNN. At last, the “decoder” RNN generates
sentence description for the images.
Fig. 2 shows the diagram of our multi-modal GRU network generative model.
VGG-16 network [53] is used as the “encoder”. We get rid of the last FC-1000
and soft-max layers, and the last FC-4096 layer’s output is used as the feature
representation of an image. On the contrary to [44, 34, 17, 60, 33, 7], we use
GRU as sentence generator. In the training stage, the aforementioned image fea-
tures and the corresponding sentence representations are imported into the multi-
modal GRU which learns the inter-modal relation between images and sentences.
All parameters are learned by maximizing the likelihood function with the back-
propagated algorithm. In the predicting stage, image features are imported into
the multi-modal GRU, and the corresponding description sentence is generated by
the multi-modal GRU.
Our model can generate variable-sized descriptions for input images. In the
experiments, we train and test our model on three benchmark datasets—Flickr8K
[50], Flickr30K [66] and MS COCO [41]. The experimental results show that our
multi-modal GRU model gains the state-of-the-art performance on the benchmark
datasets.
Our core contributions are listed as follows:
– We present an end-to-end neural model for the image-to-sentence problem. Our
model can be fully trained with the stochastic gradient descent (SGD) method.
This model is simple but very effective and general.
– The GRU model is first applied to the image-to-sentence problem and the
model has finished the task excellently. The GRU can not only solve the van-
ishing gradients and exploding gradients problems like LSTM, but also has a
much simpler architecture than the LSTM which makes our model much easier
to train.
– We have proposed two variations of our multi-modal GRU model architecture:
1-layer model and 2-layer model. We show that both the two variations can
complete the image description very well and by the contrast, the 2-hidden-
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layer model performs better than the 1-hidden layer model if the training
dataset is large enough.
The rest of the paper is organized as follows. In Section-2, some precious works
related to ours are briefly introduced. Then our model is described in Section-3.
The competitors and comparing experimental results are shown in Section-4. At
last, Section-5 makes a briefly conclusion for this paper.
2 Related Work
Deep neural network for CV. In recent years, deep neural network has enjoyed
a great success in the field of image representation and video processing, even in
the remote sensing image recognition [64, 65, 9, 68, 67, 10]. Many deep convolu-
tional neural network (CNN) have been designed to solve CV problems. Researches
have shown that CNN can learn representative and discriminative features in a
hierarchical manner from the image data [58, 53, 37]. A very important and typi-
cal CNN architecture called LeNet was first proposed by LeCun in 1998 [40]. The
CNN was previously trained for object recognition tasks. After Hinton published a
paper about deep neural network on Science in 2006 [26], deep learning has gained
a rushed development. With the ImageNet Large Scale Visual Recognition Com-
petition (ILSVRC) [51] capturing a lot of attention, some typical CNN models
such as AlexNet [37] and GoogLeNet [58] have been designed. The AlexNet has
gotten the first place in ILSVRC 2012 and the error ratio is 15%. The GoogLeNet’s
depth is much deeper but the parameter is much less than the AlexNet and this
structure has taken the first place in ILSVCR 2014 with the error ratio 6.66%.
In 2014, Simonyan & Zisserman [53] proposed a CNN with 16-19 layers which
is called VGG-Net. Their main contribution is investigating how the CNN depth
affects the accuracy in the large-scale image recognition setting. The VGG-Net
has been used for object recognition and image classification tasks and shows the
state-of-the-art performance on image representation. So the VGG-Net has been
exploited in many studies. In our image description task, we use the VGG-16 as
an “encoder” which encodes an RGB input image into a 4096-dimension vector.
Deep neural network for MT. Recently, many works showed that deep
neural network can be successfully used to solve lots of problems in NLP, such as
language model [36, 47, 48, 46, 4], paraphrase detection [35, 54, 16], word embed-
ding extraction and so on. In the field of MT, deep neural network also showed nice
performance and become a mainstream method. In the conventional MT system,
the neural network refers to as an RNN Encoder-Decoder which consists of two
RNN [11, 12, 13]. One acts as an encoder which maps a variable-length source
sentence to a fixed-length vector. And the other acts as a decoder which decodes
the vector produced by the encoder into a variable-length target sentence. After
unfolding the structure, RNN can be viewed as a type of feedforward neural net-
work with shared transitional weights. When RNN trained with Backpropagation
Through Time (BPTT) [61, 19], there exists some difficulties in learning long-term
dependency which is due to the so-called vanishing and exploding gradient prob-
lems [23, 13, 27]. To overcome these difficulties, some gated RNNs (e.g. LSTM
[27] and GRU [11]) have been proposed. Compared with GRU, the structure of
LSTM is more complex and has more parameters because every LSTM unit has
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three gates while GRU unit has only two gates. Taking these factors into account,
we choose the GRU as the “decoder”.
Multi-modal representation learning. Image description is a multi-modal
representation learning problem between images and text. Image and text are two
different modalities, but they can represent the same information or complement
each other. Data in different modalities can be utilized to discover the underlying
latent correlation between data objects [15, 70, 71, 14, 24]. Canonical Correlation
Analysis (CCA) [30, 22, 25] is a typical method for multi-modal representation
learning, which tends to map the multi-modal data into a common space and then
minimizes the distance between the two modalities of data if they are correlated,
otherwise maximizes it. Another similar method is Latent Dirichlet Allocation
(LDA) [5, 45] which attempts to model the correlation between multi-modal data.
In recent years, deep architectures have also been conducted to learn the multi-
modal representation [43, 8]. These models map the image representation and sen-
tence representation into a common multi-modal embedding space. Multi-modal
Deep Boltzmann Machines (DBMs) [56, 52] is a typical deep architecture used
for multi-modal representation. Different specific DBMs extract features of differ-
ent modal data. Then these features are projected into a multi-modal embedding
space and jointly represented to learn the correlation between these modalities.
This method is very useful and convenient and our multi-modal embedding model
is similar with this model while there are some difference between them. Our
multi-modal embedding model explicits the deep architecture with GRU.
Generating sentence descriptions for images. There are mainly two cat-
egories of methods for this tasks. The first category is retrieval-based methods
[28, 55, 39, 29, 20] which retrieve similar captioned images and generate new
descriptions by retrieving a similar sentence from a image-description dataset.
Another typical category is multi-modal neural network based methods [6, 69, 1,
63, 43, 44, 34, 17, 60, 33, 7]. These methods based off of multi-modal embedding
models, generated sentence in a word-by-word manner and conditioned on image
representation which is the output from a deep convolutional network. Our method
falls into this category and our multi-modal embedding model is a recurrent net-
work. Our model is trained to maximize the likelihood of the target sentence
conditioned on the given training image. Some previous works seem closely re-
lated to our method such as m-RNN [44], Google-NIC [60], LRCN [17] and so on.
However, these methods use the traditional RNN or LSTM as the decoder which
is different from us.
3 Model Architecture
Fig. 2 shows the architecture of our multi-modal GRU model. During training pro-
cedure, CNN is used to extract the image feature. Then the feature is imported into
the multi-modal GRU network with the corresponding sentence representations.
The multi-modal GRU network learns the intermodal relation between image and
sentence. Utilizing the large image-description datasets, we train the whole pa-
rameters of our model through maximizing the likelihood of the target description
sentence which is given for the training image. In this section, we introduce every
part of the model in detail.
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Fig. 2 The diagram of our multi-modal GRU network generative model. An image is input
into a CNN model and the feature of this image is extracted by the CNN network, represented
as a feature vector. Then, the feature vector is fed into the multi-modal GRU network as the
first “word” vector. Conditioned on the previous words and image, one word is generated at
each time step.
3.1 Gated Recurrent Unit
Gated Recurrent Unit (GRU) is first proposed recently by K. Cho et al. [11] and
used in MT. The GRU model is motivated by the LSTM unit and they have the
same purposes—remembering the specific feature in the input stream for a long
series of steps and avoiding vanishing gradients by gated architecture. If you want
to know more about the differences and similarities between GRU and LSTM,
you can refer to [12, 31]. GRU is only proposed two years long and increasing
researchers have poured attention to this model. GRU is one of the most important
parts of our algorithm, so in this section, we want to describe the GRU model at
first.
Fig. 3 shows the architecture of GRU block. It features two gates (reset gate
rt, update gate zt), a candidate activation (h˜t) and a block output (ht). The gates
and date update are defined as follows:
Rt = σ(Xt ·Wr +Ht−1 ·Ur + br), (1)
Zt = σ(Xt ·Wz +Ht−1 ·Uz + bz), (2)
H˜t = ϕ[Xt ·Wh + (Rt Ht−1) ·Uh + bh], (3)
Ht = (1− Zt)Ht−1 + Zt  H˜t, (4)
where Xt donates training instances (images and sentences representation of the
training set), Rt, Zt, H˜t, Ht donate reset, update, candidate activation and hid-
den states of the GRU at time step t, respectively, W?, U? donate corresponding
weights of Xt and Ht−1, b? donate biases, σ(•) and ϕ(•) donate nonlinear activa-
tion functions, and in this paper, σ(•) is a sigmoid function (σ(x) = 11+e−x ), and
ϕ(•) is the tangent activation function (ϕ(x) = tanh(x) = ex−e−xex+e−x = 2σ(2x)− 1),
“” donates component-wise multiplication and “·” donates matrix multiplication.
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Fig. 3 A diagram of a GRU block. The reset gate rt controls wether ignoring the previous
hidden state ht−1 or not. The update gate zt decides whether the hidden state ht is to be
updated with a new hidden state h˜t. Eqs. (1)-(4) show the detail of GRU block.
Eq. (3) tells us when Rt is close to 0, the previous hidden state Ht−1 would
be abandoned and we only use Xt to compute the hidden state Ht. So the reset
gate controls whether ignoring the previous hidden state. From Eq. (4), we can
know that when Zt is close to 1, only new candidate activation H˜t would be used
to update the hidden state; and on the contrary, when Zt approaches to 0, the
hidden state Ht would equal to the previous hidden state Ht−1. So the update
gate decides how much the unit updates its hidden state. Becuse of the existence
of these two gates, GRU can capture long-term memory as the LSTM do.
From the aforementioned contents, we can know that the GRU structure is
very similar to LSTM but having several differences: the GRU uses neither a sep-
arate memory cell, nor peephole connections and output activations. However, the
GRU couples the input and forget gates into an update gate. Moreover, its reset
gate only gates the recurrent connections to the input block. When computing the
new candidate activation, the GRU controls the information flow from the previ-
ous activation. Though much simpler than LSTM, due to the existence of gates,
GRU can also effectively capture long-term temporal dependencies and prohibit
vanishing or exploding gradients, which makes GRU can be easily trained. Fur-
thermore, we can also stack GRU blocks to increase the depths of the GRU, using
the hidden state h
(l−1)
t of the GRU layer l − 1 as the input to the GRU layer l
(see Fig. 5).
3.2 Image Representation
In Section-2, we have known that CNN is very good at image representation be-
cause image features extracted by deep CNN are provided with deep semantic
information. In our model, we use the VGG-Net model pre-trained on ImageNet
as the image encoder (you can also fine-tune the CNN model using the training
dataset if you want). The representation of each image is as follows:
v = [CNNθc(I)] ·WI + bI , (5)
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where I donates the image I, CNNθc(I) is a 4096-dimension feature vector of
image I and this feature vector is the output of the last FC-4096 layer (immediately
before the classifier which contains a FC-1000 layer and a softmax layer) of the
CNN model, θc is the CNN parameters set which is pre-trained on ImageNet and
can be fine-tuned with the experimental datasets. The matrix WI has dimensions
4096×h where h is the dimension of the multi-modal embedding space (in fact, it is
also the number of the hidden layer’s neurons). Because the image representation
and sentence representation will be embedded into the same space that is referred
to as multi-modal embedding space, the projection matrix WI should transform
the image feature vector into h dimensions. bI donates the bias.
3.3 Sentence Representation
Given an image I and its true sentence description S = (w0, w1, · · · , wN ), the
sentence representation is represented by word vector and embedding matrix of
sentences. The concrete formula is as follows:
st = wt ·Ws, t ∈ {0, 1, · · · , N − 1}, (6)
where wt (t = 0, 1, · · · , N − 1) donate the word vector of the t-th word whose
dimension is the size of the dictionary. If we assume the dictionary size equals
to N0 (in other words, the training set has N0 different words), wt is a one-hot
N0-dimension vector whose t-th element is equal to 1 and others are equal to 0. w0
and wN donate a special start word and stop word respectively which are the start
and end tokens of the sentence. Ws is the embedding matrix of sentences which
projects the word vector into the embedding space. So the projection matrix Ws
is a N0 × h matrix where N0 is the size of the dictionary and h is the dimension
of the embedding space.
3.4 Multi-Modal GRU for Generating Descriptions
In previous work, language models based on RNNs have shown powerful capabili-
ties to generate a target sentence. These models define a probability distribution
P (T |S) in which T donates the target sentence and S donates source sentence and
every time only one target word is generated. In our image description task, we
also propose a probabilistic framework to generate description conditioning on an
image by extending the form of probability distribution (i.e. P (S|I)). We compute
this probability by the chain rule and the formula is as follows:
P (S |I; θ ) =
N∏
t=0
P (wt| I, w0, · · · , wt−1; θ), (7)
where θ represents the parameters of our model, including aforementioned WI,
Ws, bI and all the weights and biases of GRU. At the training step, (S, I) is a
training pair and the parameter set θ is trained through maximizing P (S|I) over
the whole training set.
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In our model, P (wt|I, w0, · · · , wt−1) is modeled by the GRU block, the concrete
formula is as follows:
xt =
{
v, if t = −1
st, otherwise t ∈ {0, 1, · · · , N − 1} , (8)
ht = GRU(xt, ht−1), t ∈ {0, 1, · · · , N − 1} , (9)
yt+1 = ht ·Wd + bd, t ∈ {0, 1, · · · , N − 1} , (10)
pt+1 = softmax(yt+1), t ∈ {0, 1, · · · , N − 1} , (11)
where pt+1 is representation for P (wt+1|I, w0, · · · , wt). Eqs. (10) and (11) show
that the GRU state ht is fed into a softmax layer which will produce a probability
distribution over all words. Projection matrix Wd has dimensions h×N0, so pt+1
is a N0 dimension vector whose each element donates the word probability.
We map the image and the sentence into the same space by using a vision
deep CNN and word embedding matrix Ws (see Section-3.2 and Section-3.3). The
image I input to the GRU network only at the time step t = −1. Vinyals et al.
[60] and Karparthy et al. [33] have found that the image I fed into the multi-
modal only once is much better than at each time step. That’s because the noise
and overfitting problem would be introduced into the designed model. Our cost
function is settled as the negative likelihood of the correct word at each time step
and its formula is as follows:
C(S, I; θ) = −
N∑
t=1
log pt + λθ · ‖θ‖22 . (12)
Note that λθ · ‖θ‖22 is a regularization term.
Through minimizing the cost function C(θ), all the parameters of our model
will be optimized. At the training step, we compute h−1 = GRU(x−1) and h0 =
GRU(x0, h−1). In other words, h−1 only includes the image contents, x0 is the
start vector and we compute the distribution over the first word p1. By the same
token, we compute every word distribution and maximize the condition probability
described in Eq. (7). At the testing time, to generate a description, we compute
h−1 = GRU(x−1), set x0 as the start vector and compute the distribution p1. We
select the argmax as the first word w1 and then set its representation as x2, then
predict the second word w2. This process is repeated until the end token wN is
generated.
4 Experiments
In this section, the effectiveness of our model on image description is evaluated by
several metrics. We begin by describing the datasets used for training and testing.
Then we introduce some standard metric methods and compare our model with
other models using theses metrics.
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• A girl leaning against a women’s shoulder while sitting on a bench.
• A mother with a child sitting on her lap and both are smiling.
• A woman and a child sit together and smile.
• A woman and a young girl sit close and pose for a photo.
• A woman and daughter smiling at the camera.
• A young girl wearing a blueish green shirt standing at the kitchen
counter.
• A young girl with a bright bleu shirt eating food off of a countertop.
• A little girl in a bleu shirt is playing with something on a
countertop.
• A small child is stirring food with a red spoon on a kitchen counter.
• A girl eats her food on the counter.
• A zebra grazing in a green pasture with cows.
• A zebra eating in a pasture with several horned animals in the
background.
• A zebra is grazing on the green grass.
• A zebra feeding on green grass in the field with white animals in
the distance.
• A zebra grazes on green grass while some other animals stand in
the background.
Fig. 4 Examples of image-description pairs of the three benchmark datasets. From the top
to the bottom, they are come from the Flickr8K dataset, the Flickr30K dataset and the MS
COCO dataset. Each image from these three datasets has five natural language sentences to
describe the content of the image.
4.1 Datasets
In this section, three benchmark datasets are introduced. They are Flickr8K [50],
Flickr30K [66] and MS COCO [41].
– Flickr8K. The Flickr8K dataset consists of 8,092 images obtained from the
“flickr” websites. The images in this dataset focus on people and animals
(mainly dogs) performing some actions. Each image in the Flickr8K has five
sentence annotations generated by Amazon Mechanical Turk (AMT). Every
sentence should contain objects, scenes, their attributions and activities shown
in the image. An example image-description pair is shown in the top row of Fig.
4. The Flickr8K dataset is split into three disjoint sets: the training set consists
of 6,000 image-description pairs, the validation set consists of 1,000 image-
description paris and testing set consists of 1,000 image-description pairs. In
our experiments, we adopt the standard separation.
– Flickr30K. This dataset is a extension of Flickr8K, so the grammar and style
for the describing sentences of the dataset are similar to Flickr8K. It consists
of 31,783 images and 158,915 describing sentences that focus on everyday ac-
tivities, events and scenes. An example image-description pair is shown in the
middle row of Fig. 4. We adopt the separation of training, validation and test-
ing sets following the previous work [33] , i.e., 1,000 image-description pairs for
both testing and validation, and others for training.
– MS COCO. This dataset is continuously updated and can be used in many
different tasks such as image description and image retrieval. The vocabu-
lary in MS COCO is much bigger, more different and has a larger mismatch
than Flickr30K. Recently, MS COCO becomes the biggest and highest quality
dataset for image description. An example image-description pair can be found
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in the bottom row of Fig. 4. The dataset consists of 82,783 training images,
40,504 validation images and 40775 testing images. Each image in training and
validation sets has 5 correlation sentence descriptions, but the testing images
have no sentence description. Because the test annotations are not available, we
randomly sampled 5,000 images from all the validation set for both validation
and testing.
Before the experiment, we have preprocessed the datasets as [33] did. At first,
we convert all letters of sentences to lowercase and remove non-alphanumeric char-
acters. Then we get rid of words that occur less than five times on the training
set.
4.2 Evaluation Metrics
We evaluate our model on both bidirectional image and sentence retrieval and
image description generation. Before we show the results of experiments, we will
introduce some metrics for bidirectional image-sentence retrieval and evaluating
the quality of the generated sentence. We use the R@K and Medr [28] metrics for
retrieval and BLEU [49], METEOR [3] and CIDEr [59] to evaluate the quality of
sentence generated by our model.
– R@K. Recall at position k (R@K) is the recall rate of a correctly retrieved
groundtruth given top K candidates. It measures the fraction of times a correct
item was found among the top K results. Because for each query, the gold item
is either found among the top K results or not, R@K is a binary metric. To
compare with results of other models, we set K ∈ {1, 5, 10} (i.e. R@1, R@5,
R@10). A higher R@K is, a better retrieval performance is. Given N images
(or sentences), according to the corresponding retrieved sentences (or images),
R@K is defined as follows:
R@K =
1
N
N∑
i=1
1(ri ≤ K), (13)
where ri is the number of the correct result for the query i, 1(•) donates the
indicate function and it is defined as follows:
1(ri ≤ K) =
{
1, if {ri | ri ≤ K} 6= ∅
0, otherwise
.
– Medr. Median rank (Medr) is another metric for retrieval. Contrary to R@K,
the Medr donates the K at which a system has a recall of 50% and evaluates
the overall performance on retrieval. Medr is defined as follows:
Medr =
1
N
N∑
i=1
rmedi , (14)
where N is the number of queries and rmedi is the value of the median ranked
correct result of query i. A lower Medr indicates a better performance.
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– BLEU. BLEU is short for BiLingual Evaluation Understudy. This metric is
one of the first metrics to achieve a high correlation with human judgements of
quality. BLEU scores (i.e. B-1, B-2, B-3 and B-4) are widely used in MT and it
is a modified form of precision to compare N-gram (up to 4-gram) fragments of
the hypothesis translation with a set of good quality reference translation. We
consider image description task as a “translation” problem, so we use BLEU
as one of metrics to evaluate descriptions generated by our model. To calculate
BLEU scores, we should first compute the modifier n-gram precision pn. And
then we compute the geometric mean of pn up to N (N = 1, 2, 3, 4) and
multiply a penalty BP :
BP = −min(1, e1− rc ), (15)
where r and c donate the length of reference and generated sentence, respec-
tively. Then the B-N is defined as follows:
B −N = BP · exp
{
1
N
N∑
n=1
logPn
}
. (16)
Through Eq. (16) we know that B-1 accounts for information retained by the
generated description, while B-2, B-3 and B-4 account for the fluency of the
sentence. And much higher a BLUE score donates our description for images
is much better.
– METEOR. METEOR is short for Metric for Evaluation of Translation with
Explicit ORdering. This metric is based on the harmonic mean of unigram
precision and recall, with recall weighted higher than precision, which is very
different from BLEU that only considers precision. Another difference is ME-
TEOR seeks correlation with human judgement at the sentence or segment
level, while BLEU seeks correlation at the corpus level. Moreover, METEOR
extends word matches which includes similar words based on WordNet syn-
onyms and stemmed tokens. When we calculate METEOR score, we need
three steps: at first, we should calculate the precision P and recall R, and then
calculate their harmonic mean H; secondly, we calculate the penalty PM ; at
last, the METEOR score M will be computed. The formula is as follows:
H =
10PR
R+ 9P
, (17)
PM = 0.5 ∗
(
C
Um
)3
, (18)
M = H ∗ (1− PM), (19)
where C is the number of chunks and Um is the number of matched unigrams
(If you want to know more information of these parameters, you can see the
reference [3]). As same as the BLEU score, a higher METEOR score is better.
– CIDEr. This metric is a very new metric for image description and CIDEr
is short for Consensus-based Image Description Evaluation. The metric can
inherently capture sentence similarity, the notions of grammaticality, saliency
precision and recall. There are three motivations for CIDEr metric: firstly, a
measure should encode the frequency n-grams in the hypothesis sentence are in
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the reference sentences; on the contrary, if n-grams are not present in the ref-
erence sentences, they should be present in the candidate sentence; thirdly, the
more n-grams commonly occur in the dataset, the less information is included
in these n-grams, so they should be given lower weight. So the CIDEr is more
intricate but more reasonable than BLEU and METEOR metrics. To calculate
CIDEr score, we should first compute the Term Frequency Inverse Document
Frequency (TF-IDF) weighting. Then CIDEr score is computed using the co-
sine similarity between the hypothesis sentence and reference sentences. The
detail formula can be seen from the reference [59].
4.3 Comparison Models
In this section, some typical models which correlate to image description are briefly
introduced. These models are chosen as comparative approaches because they
represent different methods for image description task.
– DT-RNN. The dependency tree recursive neural network (DT-RNN) is pro-
posed by R. Socher et al. [55]. DT-RNN model is based on constituency tree.
More particularly, this model exploits dependency trees to embed sentences
into a vector space. Firstly, the sentence representation is learnt based on its
grammatical dependency tree and the image representation is extracted by
deep CNN. Then these two vectors are mapped into the same semantic space
and evaluating the similarity between the image and sentence by measuring
the distance in that space. The DT-RNN has a fixed language template, so
sentences generated by this model may have less variety.
– DeViSE. The deep visual-semantic embedding (DeViSE) model [21] leverages
textual data to learn semantic relationships between labels and images. It is a
word-level inter-modal correspondences between image and semantic. DeViSE
treat each word equally and averages (L2 normalized) their word vectors as
the representation of the sentence. CNN is used as the image feature detector
in the DeViSE model. This model uses the hinge rank loss function as the
objective function to evaluate the similarity between images and semantics.
– KCCA. Kernel canonical correlation analysis (KCCA) is an extension of
canonical correlation analysis (CCA) [2] which finds linear correlation between
the data pairs. CCA uses linear projection which may not capture the intrinsic
structures while are necessary to explain the correlation of multi-modal data.
KCCA uses kernel functions that map the original items into high-order spaces.
Though KCCA has achieved success to associate images with individual words
or annotations [55], a fatal flaw is that it requires two kernel matrices of train-
ing data to be stored in the memory –this is prohibitive if the dataset is very
large.
– DeFrag. Deep fragment embedding [32] exploits R-CNN model detector to
detect objects in all images. Descriptions are presentented as dependency trees
by the Stanford CoreNLP parser. DeFrag is a phrase-level inter-modal corre-
spondences between image and text, it learns the correlation of textual entities
and visual objects, so it neglects the compositional semantics in the pairs of
image and descriptions.
– m-RNN. The multi-modal recurrent neural network (m-RNN) [44] consists
of two sub-networks: a deep CNN for images and a deep RNN for descriptions,
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Fig. 5 Two variations of our multi-modal GRU architecture. The top one has one hidden
layer and the bottom one has two hidden layers, so we call them 1-layer model and 2-layer
model, respectively. We compare these two variations on the Flickr30K dataset.
which is similar to our model. This model uses perplexity to bridge images and
descriptions. The m-RNN dose not use a ranking loss which is used in afore-
mentioned models but instead with log-likelihood loss which which predicts
the net word in a sequence conditioned on image. This implicit only a word
is generated in one time. The m-RNN model gets a lot of breakthroughs in
image description task, but the RNN they used is not so strong in long-term
memory.
– MNLM. The multi-modal neural language model (MNLM) [34] is a encoder-
decoder model which learns a joint image-sentence embedding where sentences
using LSTM recurrent neural network. Image features extracted by deep CNN
are projected into the embedding space of LSTM hidden states. The structure-
content neural language model (SC-NLM) is the decoder which generates novel
descriptions from scratch. LSTM can solve the long-term memory problem
through the gate technology, but every gate may bring one time parameters
more than the villa RNN model, this may lead to overfitting problem or at
least take more time to train the model.
– LRCN. The long-term recurrent convolutional network (LRCN) is proposed
by J. Donahue et al. [17]. This model is a recurrent convolutional architecture
suitable for large-scale visual learning and it can be used in video recognition
tasks, image description and retrieval problems. They use two layers LSTM
RNN model and image features extracted by a deep CNN are input into the
sequential model at each timestep, which are different with our model. Our
model input image feature into sequential model only at the first timestep.
LRCN gains a lot of success, but the structure is complex and the number of
parameters is so huge that makes it need more time to train.
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4.4 Experimental Results
In this section, we show the bidirectional retrieval results and generation results
compared with the aforementioned state-of-the-art models. We have two archi-
tectural variants showed in Fig. 5 to research how different GRU layers impact
the results of image description. We name the two variants as 1-layer model (the
top one) and 2-layer model (the bottom one), respectively. As illustrated in [17],
increasing the number of the RNN layer can improve the performance of RNN be-
cause the multi-layer RNN can explore the nonlinear relationship between different
modal. Furthermore, compared with conventional stacking RNN, the number of
parameters in our 2-layer model is half less than the 2-layer model with tradi-
tional stacking strategy. In other words, our model can attain higher performance
with less parameter. In our experiments, we only train the 2-layer model on the
Flickr30K dataset but not on the Flickr8K and MS COCO datasets, because the
MS COCO dataset need too much time to train and data in the Flickr8K dataset
is a little few which easily leads to overfitting.
Some researchers also use stacked-RNN to explore more complexity nonlinear-
ity between different modal data, but we have an important variant. Fig. 5 shows
the difference between conventional stacked RNN and our stacked RNN. Informa-
tion of the both models flows from the previous step to next step and the lower
hidden state to upper hidden state. For conventional stacked RNN, however, the
previous step upper hidden state does not be imported into the next lower hidden
state. The hidden state of conventional stacked RNN is computed by
h
(t)
j = ϕ(Wj−1→jh
(t)
j−1 +Uj→jh
(t−1)
j ), (j = 1, 2), (20)
where subscript i→j donates the transition from layer i to alyer j. When j = 1,
htj−1 = xt. But our stacked method donates this format:{
h
(t)
1 = ϕ(W0→1xt +U2→1h
(t−1)
2 )
h
(t)
2 = ϕ(W1→2h
(t)
1 )
. (21)
From Eq. (21), we know that the previous upper layer hidden state is considers
as one of the input of the next step hidden state. So there is a feedback in our
stacked RNN. When the number of hidden units per layer, the conventional stacked
RNN has more parameters than ours.
4.4.1 Image-Sentence Retrieval Results
Ranking experiments are not very suitable for evaluating description for images,
but many correlating paper reports ranking scores, so we also use the testing sen-
tences as candidates to rank the test image. Table 1 shows the bidirectional image
and sentence retrieval results on the Flickr8K dataset and the MS COCO dataset.
Except our 1-layer model, the Google-NIC model [60] performs best on these two
datasets. However, our 1-layer model gets better results on these ranking metrics
than the Google-NIC model (only a few of score ranked the second). Considering
that the Google-NIC using LSTM as the multi-modal embedding network and the
RNN dimension is 512 (i.e. each hidden layer has 512 neurons) which is equal
to ours, this model for MS COCO has 1,000,000 more parameters than ours. So
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Table 1 Bidirectional image and sentence retrieval results on Flickr8K & MS COCO
Sentence Retrieval Image Retrieval
Model
R@1 R@5 R@10 Medr R@1 R@5 R@10 Medr
Flickr8K
DT-RNN [55] 4.5 18.0 28.6 32 6.1 18.5 29.0 29
DeViSE [21] 4.8 16.5 27.3 28 5.9 20.1 29.6 29
KCCA [55] 8.3 21.6 30.3 34 7.6 20.7 30.1 38
DeFrag [32] 5.9 19.2 27.3 34 5.2 17.6 26.5 32
m-RNN [44] 14.5 37.2 48.5 11 11.5 31.0 42.4 15
MNLM [34] 13.5 36.2 45.7 13 10.4 31.0 43.7 14
MNLM-VGG [34] 18.0 40.9 55.0 8 12.5 37.0 51.5 10
DeVS-DepTree [33] 14.8 37.9 50.0 9 11.6 31.4 43.8 13
DeVS-BRNN [33] 16.5 40.6 54.2 8 11.8 32.1 44.7 12
Google-NIC [60] 20.0 - 61.0 6 19.0 - 64.0 5
Ours: 1-layer 24.3 47.7 64.2 6 20.8 35.5 66.1 5
MS COCO
DeViSE [21] 2.1 10.6 17.3 61 2.7 11.5 19.4 45
DeFrag [32] 25.8 56.3 70.8 4 19.8 48.4 63.8 6
DeVS-BRNN [33] 16.5 39.2 52.0 9 10.7 29.6 42.2 14
m-RNN [44] 41.0 63.8 73.7 3 22.8 50.7 63.1 5
Ours: 1-layer 42.7 63.1 78.1 3 30.8 53.2 64.9 4
they need more time to train the model. Table 2 lists the bidirectional image
and sentence retrieval results on the Flickr30K dataset. Although the MNLM-
VGG model gets better score in several metrics, our 1-layer model also shows
good performance on this dataset. Moreover, our 2-layer model almost refreshes
all the scores reported in the state-of-the-art models. Through these two tables,
we can know that the “CNN+RNN” model (our model, m-RNN [44], DeVS [33],
Google-NIC [60] are all this type) shows a strong ability for the image description
problem.
4.4.2 Generation Results
Table 3 shows the results of generated sentences on the Flickr8K dataset and the
MS COCO dataset. Results show that our model outperforms all the other models
which only used the global image feature without using attention and attribute
information on Flickr8K. The Google-NIC model gets a highest score during the
comparative models, but our 1-layer model gets higher scores on B-2, B-3, B-4 and
METEOR. For the MS COCO dataset, our 1-layer model is comparable to other
methods. In fact, the Google-NIC model and the LRCN model’s architecture are
more complicated than ours, but our model shows a stronger ability than them
on the B-1, B-2, B-3 and METEOR metrics. Among all the contrast models, two
models show better performance than our model. However, these two models need
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Table 2 Bidirectional image and sentence retrieval results on Flickr30K
Flickr30K
Sentence Retrieval Image Retrieval
Model
R@1 R@5 R@10 Medr R@1 R@5 R@10 Medr
DT-RNN [55] 9.6 29.8 41.1 16 8.9 29.8 41.1 16
DeViSE [21] 4.5 18.1 29.2 26 6.7 21.9 32.7 25
DeFrag [32] 14.2 37.7 51.3 10 10.2 30.8 44.2 14
m-RNN [44] 18.4 40.2 50.9 10 12.6 31.2 41.5 16
MNLM [34] 14.8 39.2 50.9 10 11.8 34.0 46.3 13
MNLM-VGG [34] 23.0 50.7 62.9 5 16.8 42.0 56.5 8
DeVS-DepTree [33] 20.0 46.6 59.4 5 15.0 36.5 48.2 10
DeVS-BRNN [33] 22.2 48.2 61.4 5 15.2 37.7 50.5 9
LRCN [17] 14.0 34.9 47.0 11 17.5 40.3 50.8 9
Google-NIC [60] 17.0 - 56.0 7 17.0 - 57.0 7
Ours: 1-layer 22.9 51.2 60.0 7 16.1 40.7 50.0 7
Ours: 2-layer 25.4 51.9 65.2 4 19.4 59.8 57.0 6
Table 3 Results of generated sentences on the Flickr8K & MS COCO
Model B-1 B-2 B-3 B-4 METEOR CIDEr
Flickr8K
m-RNN [44] 56.5 38.6 25.6 17.0 - -
DeVS [33] 57.9 38.3 24.5 16.0 16.7 31.8
LRVR [7] - - - 14.1 18.0 -
Google-NIC [60] 63.0 41.0 27.0 - - -
Ours: 1-layer 62.9 41.2 29.2 21.0 18.5 30.1
MS COCO
m-RNN [44] 66.8 48.8 34.2 23.9 22.1 72.9
DeVS [33] 62.5 45.0 32.1 23.0 19.5 66.0
LRVR [7] - - - 19.0 20.4 -
Google-NIC [60] 66.6 46.1 32.9 24.6 23.7 85.5
LRCN [17] 62.8 44.2 30.4 21 - -
Att-CNN+LSTM [62] 74 56 42 31 26 94
MAT [42] 73.1 56.7 42.9 32.3 25.8 105.8
LSTM-based 66.9 48.2 32.4 22.6 24.2 81.2
Ours: 1-layer 67.2 47.9 33.1 22.6 25.5 80.3
more extra information and their model are more complicated than ours. First,
Att-CNN+LSTM [62] needs extra attribute information of image. That is to say, it
needs to create an attribute dataset to train the attribute predictor. Furthermore,
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Table 4 The number of parameters in GRU and LSTM
Dimensionality of the Hidden State
256 512 1000
GRU 393,984 1,574,400 6,294,528
LSTM 525,312 2,099,200 8,392,704
Table 5 Results of generated sentences on the Flickr30K dataset
Flickr30K
Model B-1 B-2 B-3 B-4 METEOR CIDEr
m-RNN [44] 60 41 28 19 - -
DeVS [33] 57.3 36.9 24.0 15.7 15.3 24.7
LRVR [7] - - - 12.6 16.4 -
LRCN [17] 58.8 39.1 25.1 16.5 - -
Google-NIC [60] 66.3 42.3 27.7 18.3 - -
Ours: 1-layer 60.9 38.1 25.4 16.7 25.9 43.3
Ours: 2-layer 66.9 40.5 28.9 20.0 29.5 48.3
this model should input the attribute vector into the sentence generator, which
makes the LSTM needs more parameters. Second, the MAT model need an extra
object detector to detect objects in an image. After that, the objects need to be
arranged in to a sequence. This stage makes the MAT model is more complicated
than us. The performance is also compared with LSTM-based model in Table 3.
Although the performance is not far away from our 1-layer model, but the number
of parameters in our GRU module is a quarter less than that in LSTM ??. So,
the LSTM-based model is more calculation amount consuming. Table 5 shows the
results of generated sentences on the Flickr30K dataset. Similar to the aforemen-
tioned analysis, our multi-modal GRU model shows a very good performance on
the Flickr30K dataset, especially our 2-layer model, which almost archives the best
score on all metrics.
Table 6 The statistical results on MS COCO
B-1 B-2 B-3 B-4 METEOR CIDEr
Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std
DeVS 60.8 1.02 42.4 1.15 30.0 0.85 21.1 1.05 18.8 0.35 57.1 1.47
Google-NIC 64.0 0.94 45.7 0.93 32.7 0.73 23.9 0.80 21.1 0.25 76.3 1.97
Ours: 1-layer 66.8 0.54 45.9 0.45 33.1 0.63 22.9 0.85 25.5 0.13 73.3 0.98
To verify the statistical significance of our model, 8 groups experiments on MS
COCO have been done to show the statistical characteristics. For each experiment,
5,000 images from original validation set have used to test the models. So all the
40,000 images come from the original validation set have been used. The statistical
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results have been shown in Table 6, Mean and Std denote the mean score and the
standard deviation. The results show that our model can get almost the highest
indicator and show the most stable performance. Furthermore, it verifies our mode
has stronger generalization ability than DeVS and Google-NIC.
A woman standing in a river A girl sits on a chair with a cup 
of milk
A group of people playing in 
a beach
A group of people playing 
football on a ground
A man standing on a plane A woman swimming in a 
swimming pool
Flickr8K
Flickr30K
Fig. 6 Some visualized captioning results on Flickr8K and Flickr30K.
Some visualized captioning results on Flickr8K and Flickr30K in Fig. 6. The
results show that our model not only can describe the main content very well
but also can generate grammatical correct sentences. Some results for sentence
generation on the MS COCO dataset are also shown in Fig. 7. The blue font
sentences are generated by DeVS [33] but the villa RNN is substituted by the
LSTM model because the LSTM model is more powerful than the vanilla RNN
model. Despite doing this, the “DeVS + LSTM” model is less powerful than our
m-GRU model. For example, in the third image of the second column, the sentence
generated by our m-GRU model is similar with the sentence generated by human,
but the sentence generated by “DeVS + LSTM” has something wrong, the cat is
laying next to the laptop but “DeVS + LSTM” thinks the cat is on the laptop.
Some failed cases are also be showed in Fig. 7(b). We think the reason leads to
generating wrong sentences is that the scene is too complex to recognize objects
in it. Some objects may be not recognized by human at the first glance such as
the second image of the forth column.
Through analyzing the results of experiments on the three benchmark datasets,
the “CNN + RNN” model shows a strong ability to solve the image descrip-
tion problem and the original methods has been greatly improved by our m-GRU
model. The results confirm the truth that the GRU network is good at long-term
memory like the LSTM network but much simpler than LSTM which makes our
model much easier to train, this is also very important for large scale data. Another
discovery from the experiments results is that with the dataset’s scale increasing,
our performance becomes better and better.
Data transfer learning also researched in this paper. When we use the model
trained on Flick30K to test on Flickr8K, the B-1 scores has gained 4 points more
than the model trained on Flickr8K. This shows that with the training set size in-
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A double decker bus driving 
down a street
A red double decker bus 
driving down a street
A double decker green bus 
on a street
A couple of giraffe standing 
next to each other
A couple of giraffe standing 
next to each other
Two giraffe standing backto
back in an exclosure
A large jet flying through 
the sky
A large jetliner flying 
through the sky
A big commuter plane flies 
through the sky
A building with a clock on 
the side of it
A train traveling through a 
lush green forest
A large building with a tower 
with a clock
A group of elephants 
standing in a lake
A couple of elephants 
standing next to each other
A herd of elephants walking 
across a river
A cat is laying  on a desk with 
a laptop
A cat laying  on top of a 
laptop computer
A cat is laying  on a desk 
next to a laptop
A bed with blanket on it
A bed sitting in a bedroom 
next to a window
A white bed topped with lots 
of pillows
A truck with a trailer parked 
on the side
A truck is parked in a parking 
lot
A yellow semi truck driving 
with tractors on it's trailer
A man flying a kite in a field
A man flying a kite in the 
sky
A group of people standing 
in a park while flying kites
A woman holding tennis 
racquet on a tennis court
A woman holding tennis 
racquet on a tennis court
A woman playing tennis on 
a clay court
A man is riding a skateboard 
on a ramp
A man riding a skateboard 
down the side of a ramp
A man skateboard up to the 
top of skateboard ramp
A fire hydrant sitting on 
the side of a road
A black and white photo of 
a bench
A pair of shoes sitting 
under a wooden bench
A man sitting on a bench with 
a dog
A woman sitting on top of a  
wooden bench
A man flying through the air 
while riding a skateboard
A fire hydrant sitting on th
side of a rode
A black and white photo of 
a fire hydrant
A large clock sitting in front 
of wooden structure
A group pf people standing 
on top of a sandy beach
A train traveling down 
tracks next to a bridge
The benches are lined up on 
the walkway
(b)(a)
Fig. 7 Sample generated descriptions on the MS COCO dataset. The sentences with red, blue
and black font are generated by our m-GRU model, DeVS [33] + LSTM model and human,
respectively. The last column shows some failure cases.
creasing, the performance of the model will be improved clearly. However, the same
phenomenon does not appear when we use the model trained on MS COCO to test
on Flickr8K. On the contrary, the B-1 scores degrade. This is because Flickr30K
is the augmentation of Flickr8K, but the collection of MS COCO are different. In
other words, images and sentences in Flickr8K are similar to Flickr30K, but are
different from MS COCO.
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5 Conclusion
In this paper, we propose a multi-modal GRU model for image description. This
model is an end-to-end neural network model that can automatically generate an
English sentence to describe the image. Our model uses CNN to encode the in-
put image into an vector representation, then utilities a followed GRU network to
generate a correlated sentence. The experiments on the three benchmark datasets
show that the proposed model especially the 2-layer model can complete the auto-
matical image description task appropriately. With the increasing size of dataset,
our multi-modal GRU model can show a better performance for image description
task.
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