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ABSTRACT
Active Control of the Human Voice from a Sphere
Monty J. Anderson
Department of Mechanical Engineering, BYU
Master of Science
This work investigates the application of active noise control (ANC) to speech. ANC has
had success reducing tonal noise. In this work, that success was extended to noise that is not
completely tonal but has some tonal elements such as speech. Limitations such as causality were
established on the active control of human speech. An optimal configuration for control actuators
was developed for a sphere using a genetic algorithm. The optimal error sensor location was found
from exploring the nulls associated with the magnitude of the radiated pressure with reference to
the primary pressure field. Both numerically predicted and experimentally validated results for
the attenuation of single frequency tones were shown. The differences between the numerically
predicted results for attenuation with a sphere present in the pressure field and monopoles in the
free-field are also discussed.
The attenuation from ANC of both monotone and natural speech is shown and a discussion
about the effect of causality on the results is given. The sentence “Joe took father’s shoe bench out”
was used for both monotone and natural speech. Over this entire monotone speech sentence, the
average attenuation was 8.6 dB with a peak attenuation of 10.6 dB for the syllable “Joe”. Natural
speech attenuation was 1.1 dB for the sentence average with a peak attenuation on the syllable
“bench” of 2.4 dB. In addition to the lower attenuation values for natural speech, the pressure level
for the word “took” was increased by 2.3 dB. Also, the harmonic at 420 Hz in the word “father’s”
of monotone speech was reduced globally up to 20 dB. Based on the results of the attenuation of
monotone and natural speech, it was concluded that a reasonable amount of attenuation could be
achieved on natural speech if its correlation could approach that of monotone speech.

Keywords: active noise control, ANC, active voice control, AVC, genetic algorithm, optimization,
sound diffraction, sphere, sound reflection, control sources, error sensor placement, filtered-X algorithm, speech, speech control, speech attenuation, minimized radiated power, global attenuation
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CHAPTER 1.

INTRODUCTION

This chapter introduces the components of speech, with a discussion about the sources of
voice harmonics. A literature review, research scope, and objectives are also presented.

1.1

Overview of Speech
Speech is generated by the vibration of the vocal folds, and modified through the vocal

tract before leaving the mouth. The vocal tract mainly consists of the mouth, nasal cavity, and
pharynx [1]. The vocal tract can change shape when organs such as the tongue are moved.
In Fig. 1.1 a sagittal section of a human head is shown. The vocal folds are shown, along
with each section of the vocal tract. When speech is produced, air is forced through the vocal folds,
then through the vocal tract and out the nose and mouth. The differences in speech sounds are
largely due to changes in the vocal tract caused by movement of the organs such as the tongue [1].
The changes in speech sounds largely due to the vocal tract are called phonemes. Speech
is made of approximately 100 phonemes. Some phonemes resonate with the nasal cavity while
others resonate with the throat [1].

1

>
>

Figure 1.1: Sagittal section of mouth, pharynx, and larynx [2]

2

There are many different types of phonemes that overlap among different languages shown
in Table 1.1. Among the types of phonemes, two additional distinctions can be made called transitory and steady phonemes. Transitory phonemes are those phonemes that cannot be held out for
a long period of time, such as voiced plosives shown in Table 1.1. Steady phonemes are those
that can be held out, such as vowels shown in the same table. Steady phonemes include, vowels,
liquids, fricatives, and nasals [1].
Due to the fact that steady phonemes can be held out, they can be more similar to harmonic
tones than they are to white noise. As steady phonemes can be similar to harmonic tones, they
can likely be controlled by an active control system. However, some steady phonemes are not as
deterministic when compared to vowels, such as unvoiced fricatives shown in Table 1.1.
Vowel sounds can be represented by basic frequency responses called formants. Formants
were described by Strong [1] as resonances in the vocal tract. This definition gives rise to a distinction between the resonances of the vocal tract and the excitation frequency of the vocal folds.
Speech is made from an excitation of the vocal folds at a particular frequency and is filtered
by the vocal tract. The vocal folds and vocal tract influence the spectral response of the pressure
radiated from the mouth. Thus, speech or any given phoneme is formed by both the vibration of
the vocal folds and the formant response for the vowel being spoken.
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Table 1.1: Phoneme classification with corresponding symbols
from the International Phonetic Alphabet (IPA) [1]
Text Symbol IPA Symbol Example
Vowels
EE
i
beet
I
I
hit
E
ε
bed
A
ae
had
O
a
hot
U
U
put
OO
u
cool
UH
Λ
fun
AE
e
make
Nasals
M
m
me
N
n
no
NG
η
sing
Liquids
L
n
law
R
r
red
Glides
W
w
we
Y
j
you
Unvoiced
WH
wh
when
Fricatives
H
h
he
F
f
fin
TH
θ
thin
S
s
sin
SH
g
shine
CH
dg
chin
Voiced
V
v
view
Fricatives
DH
δ
then
Z
z
zoo
ZH
G
mirage
JH
dθ
judge
Unvoiced
B
b
bee
Plosives
D
d
down
G
g
go
Voiced
P
p
pea
Plosives
T
t
tea
K
k
key
Dipthongs
O/EE
oi
toil
A/OO
au
shout
E/EE
ei
take
O/OO
ou
tone
A/EE
ai
might
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Two formant frequencies for vowels are shown in Table 1.2 from Peterson et al. [3]. The
formant frequencies are the resonances of the full frequency response of the vocal tract. As the excitation frequency from the vocal folds is filtered by the vocal tract, the harmonics near the formant
frequencies dominate the resultant response. This means that although the fundamental frequency
heard is determined by the vocal folds, the harmonics structure is modified by the frequency response of the vocal tract causing each word and/or vowel to sound distinct [1].
The dominating effect of the vocal tract frequency response is not limited to one frequency.
A formant frequency occurs once per kilohertz band creating what is known as the first and second
formants, shown in Table 1.2. These formants influence speech as described earlier but not just at
a single frequency but for the entire response of the vocal tract. Each additional formant frequency
occurs in irregular intervals, based on the resonances of vocal tract, different from the harmonics
of the vocal folds [1].
Table 1.2: Approximate average first (F1) and second (F2) formant
frequencies for men, women, and children in Hz [3]
Phoneme

EE

I

E

A

O

U

OO

UH

Men

270

390

530

660

730

440

300

640

Women

310

430

610

860

850

470

370

760

Children

370

530

690

1010

1030

560

430

850

F1

F2
Men

2290 1990

1840 1720

1090 1020

870

1190

Women

2790 2480

2330 2050

1220 1160

950

1400

Children

3200 2730

2610 2320

1370 1410

1170 1590

The response of the vocal tract can change over time depending on how a person is speaking. In monotone speech the vibration frequency of the vocal folds is held constant producing a
constant frequency spectrum. In addition, if the vowel sounds are held out or extended, the formants of speech syllables appear constant. This occurs as the vocal tract is held in a constant shape
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producing a similar response over time. Monotone speech in this work was held close to the same
excitation frequency and the vowel sounds were extended to produce constant formants over time.
Natural speech is different than monotone speech in both the vibration of the vocal folds and
the response of the vocal tract. The vibration of the vocal folds can change drastically over time in
natural speech. In addition, the shape of the vocal tract can change rapidly for the different vowels
being spoken. Thus, the formants of natural speech change over time. In this work natural speech
attempted to reflect how a person might speak normally with fluctuating vocal fold frequencies and
vocal tract shape.

1.2

Background/Literature Review
Active noise control (ANC) is a relatively mature science. Some examples of use are

noise canceling headphones, quiet cabins in luxury automobiles and in cell phones to improve
the incoming signal. Digital signal processors (DSPs) have made advancements in ANC possible
and have been successful in many applications [4] [5] [6]. ANC is applicable to a wide range of
implementations [6] [7] and is successful in achieving global attenuation [7].
ANC is based on the principle of destructive interference. The unwanted disturbance is
reduced by producing a second disturbance designed specifically to reduce the level of the first. If
the second disturbance is designed optimally, the reduction can be significant in all directions.
The second, or control disturbance is generated using a control algorithm. Algorithms
that are commonly used are feedback and feed-forward type algorithms. Feedback algorithms
are largely used to control noise where a reference signal cannot be obtained. Thus, feedback
algorithms generate their own version of a reference signal from the feed-back loop. Feed-forward
algorithms are used to control noise where a reference signal can be obtained [8].
ANC has been improved with the advent of more capable processors. The greater capability
of computer processors has aided in the discovery of new knowledge. A specific process, developed
by Snyder [9] has aided in the development of optimal control models. Snyder’s model [9] outlines
control systems that have the potential to perform at their peak ability. He argued that the success
of the control system was not solely based on the speed of the controller, but a combination of all
aspects of the control system. His process has aided other researchers in contributing new insight
for ANC research [10].
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Optimization of error sensors and control source locations has proved a useful tool in ANC
research [7] [10]. Gee et al. reported new error sensor locations in the near-field that related minimization of power and minimization of pressure [7]. Gee et al. used optimization by plotting the
pressure field with the control source strength determined from minimized radiated sound power
and visually determined the optimal location for the error sensor. Duke et al. reported new control
actuator configurations that performed better than arrangements with control sources equidistant
from the primary source [10]. Duke et al. used optimization by implementing minimized radiated
sound power as a fitness function in a genetic algorithm to find the new configuration.

1.2.1

Control of Speech
The privacy between speakers and listeners in a room is effected by the room design. Pirn

discussed five independent variables that related a speaker and listener intelligibility in an open
floor plan [11]. The five variables he discussed were speech effort, speaker orientation, background
noise, speaker-to-listener distance, and barrier attenuation.
Pirn suggested that each of the five variables were equally important and that their effects
were additive. However, he also discussed that a barrier alone, especially a partial barrier, is not
enough to provide privacy. Also, he mentioned that if a single independent variable were changed,
the effect was different for each of the five variables. The greatest change in intelligibility was
observed with background noise [11].
Background noise in an open floor plan environment can be a combination of speech
and other ambient noise. Pirn discussed the usefulness of ambient noise while also stating that
man-made noise, resultant from the work environment such as speech, was unreliable and unpredictable. His methods discussed passive, sound masking and structural design methods to modify speech intelligibility in open floor plans [11]. However, he lacked a discussion into how active
methods might reduce the level of speech from each speaker.
ANC of speech has been attempted using recursive linear predicted phase inverted speech
[12]. Kondo and Nakagawa have shown that 10 dB of attenuation is possible at an error sensor
three meters away from the primary and control source. They achieved the attenuation by using
linear predictive coding (LPC), for the control signal. With this success they concluded that a DSP
could be implemented to control speech [12].
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Kondo and Nakagawa’s work did not attempt to model the source of speech on a head or a
sphere but instead used two speakers closely spaced. In an attempt to model the source of speech,
it was decided that a sphere would be used to approximate a head. In addition, a sphere would be
used as analytical models existed [13] [14].
Passive and active methods can be used simultaneously to control speech. A summary
of their strengths and weaknesses is shown in Fig. 1.2. Kondo and Nakagawa showed that the
attenuation of speech is possible using an active method [12] but further work using a DSP could
be completed to further attenuate speech.

Control Methods
for Speech

>

>

Active Control

Passive Control
Strengths
- Integrated part of building structure
- Reliable results after construction
- Minimal disruption to user
- Low maintenance
Weaknesses
- Requires the space to be designed
for best acoustic performance
-Dificult to control low frequencies

Strengths
- Achieves potentially more attenuation
- Applicable in open and closed floor
plans
- Can be used in addition to passive
methods
Weaknesses
- Requires hardware for each individual
- Better control at lower frequencies
- Greater complexity
- Greater maintenance needs

Figure 1.2: Strengths and weaknesses of active and passive control methods

1.2.2

Optimal Configuration of Control Sources
Lin et al. investigated optimal control configurations around a sphere [15]. Using a genetic

algorithm they showed optimal arrangements for sources equidistant from the sphere center. How-
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ever, a genetic algorithm could be used to search for optimal source arrangements located at any
position around the sphere.
It is expected that a more optimal configuration of control sources could be determined with
a genetic algorithm that searches the entire space around the sphere. This was expected as Duke et
al. determined a new linear-symmetric arrangement for monopole sources in the free-field rather
than arrangements equidistant from the primary source. With the optimal arrangements known, a
potentially significant amount of global attenuation of speech could be achieved.

1.2.3

Determination of Error Sensor Locations
Lin et al. used a genetic algorithm to determine optimal error sensor locations around a

sphere [15]. A fitness function to minimize pressure squared at 201 error sensors in the far-field
100 meters away from the sphere center was used. Using the fitness function, the number of error
sensors was reduced from 201 to four. This reduction had little effect on the amount of theoretical
attenuation achieved. Martin et al. employed a similar method to minimize the sound from a
transformer [16]. The method used by Lin et al. and Martin et al. required error sensors in excess
of the number of control sources. Although their similar methods had success, a single sensor for
a single control source that could minimize pressure globally was desired.
Gee and Sommerfeldt determined error sensor locations that could provide global attenuation of harmonic tones [7]. The locations were determined by plotting the magnitude of the
radiated pressure with reference to the primary field. The control actuator source strength for the
radiated pressure field was calculated to minimize power [17]. This method proved reliable as it
found error sensor locations that were frequency independent and provided global attenuation.

1.2.4

Reference Signal Quality
The quality of the reference signal would directly affect the performance of the control

algorithm. Lin et al. suggested in-ear microphones or bone conduction could be used as a reference signal [15]. Their suggestions were made to eliminate sound contamination from the control
source. However, Snyder suggested that the reference signal should be the highest fidelity possible [9] and in-ear microphones and bone conduction might not contain the true frequency content
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of speech. A reference signal directly in front of the primary source was used to achieve the highest
quality.

1.3

Research Scope and Objectives
The purpose of this research is to determine the degree of attenuation that can be achieved

on speech in real time using active control. Active control of monotone and natural speech are both
investigated. Global attenuation will be achieved by developing optimal arrangements for control
sources around a sphere, developing an optimal error sensor location, using a quality reference
signal, and using a quality controller. These will be used to obtain global attenuation of speech in
real time using a DSP.
To fulfill the purpose of the research, a practical active control system for attenuating speech
propagation will be developed. The development will follow the scheme suggested by Snyder
[9] shown in Fig. 1.3. The scheme involves an optimal arrangement of control actuators, an
arrangement of error sensors, the quality of the reference signal, and the quality of the controller.

Achieved Attenuation
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Arrangement of Error Sensors

Arrangement of Control Actuators

<

>
Maximum Possible Global Attenuation

Figure 1.3: The hierarchy of attenuation [9]
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The first step, according to Snyder [9], is to determine the optimal control source arrangements, shown in Fig. 1.3. Duke et al. successfully used a genetic algorithm to determine optimal
control source arrangements around a monopole in the free-field [10]. Lin et al. also used a genetic
algorithm to determine optimal arrangements, equidistant from the sphere center, around a piston
set in a rigid sphere with success [15]. In this work, a genetic algorithm will be used to determine
optimal control source arrangements around a sphere with radius of 0.1 meters in the free-field.
However, the genetic algorithm will not be limited to arrangements equidistant from the sphere
center but will be allowed to explore all space surrounding the sphere.
The second step shown in Fig. 1.3 is to determine optimal error sensor locations. Lin
et al. also used a genetic algorithm to find the optimal error sensor locations in the far-field.
However successful genetic algorithms, a different method using the magnitude of the radiated
pressure relative to the primary pressure field, was used by Gee and Sommerfeldt [7]. Their method
determined frequency independent error sensor locations for monopoles in the free-field. This
technique required the investigation of minimized power, as described by Nelson and Elliott [17].
The method described by Gee and Sommerfeldt will be used to find a frequency independent error
sensor location around a sphere.
The third step in Snyder’s pyramid was to determine the highest quality reference signal.
According to Snyder [9], the reference signal places an upper limit on the DSP’s ability to minimize
the signal at the error microphone. A reference signal placed in front of the primary source and
sampled at 4,000 Hz would contain many of the first harmonics of speech and attempt to minimize
the limits described by Snyder.
The final step in Snyder’s process in Fig. 1.3 is related to controller quality. Settings of
the DSP controller, and algorithm type determine the quality. The settings of the DSP are set
according to the signal that is being controlled and the control system configuration. The system
identification filter length, control filter length, and sampling frequency can all affect the DSP’s
ability to control. The adaptive algorithm to be used is a feed forward filtered-x least mean square
(LMS) algorithm with finite impulse response (FIR) filters. The reference signal for the DSP will
be sampled at 4,000 Hz directly in front of the primary source. As for the controller quality in
terms of physical capability, what is readily available in equipment owned by BYU will be used.
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New arrangements for optimal control sources around a sphere and optimal error sensor
locations will be found. The optimal locations are tested and results shown for the active control
of single frequency tones. In addition to controlling single frequency tones, numerical and experimental control of monotone as well as natural speech are performed. A discussion about the effect
of causality on the control of speech is also given. Lastly, the global attenuation of two harmonics
of the word “father’s” of the monotone sentence is shown. A summary of these contributions is
shown in Table 1.3.
Table 1.3: Thesis Objectives
1. Develop Optimal Control Source Configurations Around a Sphere
a. A more optimal solution than arrangements equidistant from
the sphere center is thought to exist
2. Determine Optimal Error Sensor Location
a. Single error sensor location to minimize pressure globally
b. Show the sensitivity of the location
3. Investigation into the Effect Causality has on the Attenuation of Speech
a. Discuss how causality affects the degree of attenuation
4. Numerical Control of Monotone and Natural Speech with Filtered-X Algorithm
a. Results of numerical control shown with spectrograms with comparison
between monotone and natural speech
5. Experimental Control of Single Frequency Tones Radiated from a Sphere
a. Used to validate the predictive models for attenuation as well as show
the experimental attenuation of single frequency tones from a sphere
6. Experimental Control of Monotone and Natural Speech
a. Results of experimental control shown with spectrograms with comparison
between monotone and natural speech
7. Global Attenuation of Speech Harmonics
a. The global attenuation of individual harmonics of the word “father’s” in
monotone speech
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CHAPTER 2.

2.1

DEVELOPMENT OF PREDICTIVE MODEL/FITNESS FUNCTION

Introduction
This chapter provides the development of the fitness function for the genetic algorithm with

a detailed explanation including results. Also, the determination of optimal error sensor locations,
a discussion into the effects of causality, and numerical control of speech results using the filtered-x
algorithm are shown.

2.1.1

Development of a Genetic Algorithm Fitness Function to Find Optimal Control Source
Arrangements
A source on a sphere was chosen to model speech. Models for sources on and around var-

ious types of spheres do exist [13] [14]. The model chosen was based on the pressure of sources
around a hard sphere. Once the sphere was chosen, the type of source used needed to be determined.
To determine which type of source on the sphere that would be used for the primary source
or mouth, a comparative analysis was performed. The comparison was between a monopole on a
sphere and a cap in a sphere. With a cap radius of 0.025 meters the percent difference at 4,000
Hz between the two models was 0.08 percent. Due to the similarity of the monopole model for
modeling a cap in a sphere, it was chosen over the model of a cap in a sphere. With the accuracy of
the monopole source, the same monopole model was used for control sources. With an appropriate
model chosen, the pressure calculated from the model could be converted into acoustic impedance
for use in calculating minimized radiated sound power.
Minimized radiated power was utilized as an objective function for a genetic algorithm as it
was unique for each arrangement of control sources around the sphere. The genetic algorithm was
used to determine optimal control source arrangements which formed the basis for the remainder
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of this work. Due to the dependance on control source arrangements, the models for pressure
around the sphere were validated and are shown in the development of the model.
A comparison of the minimized radiated sound power between optimal linear-symmetric
arrangements and arrangements equidistant from the sphere center is shown. The source separation
between linear-symmetric arrangements and the arrangements equidistant from the sphere center
were constant to aide in comparison. While two linear-symmetric sources perform better than
three sources equidistant from the sphere center below 7,000 Hz, three sources equidistant from
the sphere center perform better from 7,000 to about 13,000 Hz for a sphere radius of 0.1 meters
and first control source separation from the primary source of 0.0127 meters.
An analysis is shown for the generalized axis kd where k is the wave number and d is the
source separation. The generalized axis, kd, used for free-field monopoles does not apply when a
sphere is present in the field. The discrepancies for minimized radiated power as a function of kd
is shown for different sphere radii and source separations. A discussion is given on how different
sphere radii and source separations affect the generalized coordinate.

2.1.2

Determination of Optimal Error Sensor Location
With optimal control arrangements known from the genetic algorithm, the optimal error

sensor placement was found for a single control source. The magnitude of the radiated pressure
was plotted with reference to the primary field to reveal the optimal location for the error sensor. The source strength of the control actuator was found from minimized power. The analysis
showed pressure nulls where if error sensors were placed, the predicted global attenuation of single
frequency tones might be achieved.
The sensitivity for the error sensor location was calculated using the converged control signal from the filtered-x algorithm. This process allowed the sensitivity of the error sensor location,
determined from minimized power, to be shown. The importance of this step proved essential as it
showed what could happen experimentally when minimizing pressure rather than radiated power.
Also, numerically optimal error sensor locations do not cause a problem because the exact
location can be used. However, in experimental work the exact location could prove difficult
to find. A small error in the location used for the error sensor could cause a large decrease in
attenuation.
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2.1.3

Causality and Numerical Control of Speech
Although, optimal control actuator and error sensor locations should allow the control sys-

tem to achieve the greatest attenuation, causality could limit that success. Causality is related to
the delay of the primary and control paths. The primary path is largely the acoustic delay from the
primary source to the error microphone. The secondary path is largely the acoustic delay from the
control source to the error microphone and the delay of the control system. The delay of the control system is due mainly to the processing time of the DSP, and filters for error microphones and
control source. If the primary path is shorter than the secondary path then the system is non-causal.
It the primary path is longer than the secondary path then the system is causal.
The delay of the secondary path of about 1.65 milliseconds, suggested the control system
would be non-causal. This is because the acoustic delay of the primary source to the error microphone was on the order of 37 microseconds. The non-causal nature of the control system led to
an analysis of the correlation of both monotone and natural speech. Correlation analysis on the
speech signals would indicate how much attenuation could be expected. The correlation of the
speech signals gave insight into the DSPs ability to attenuate the speech signals.
Lastly, numerical control of the voice was performed using the filtered-x algorithm on both
monotone and natural speech. Calculated impulse responses for the algorithm were used to best
model the experimental work. The sentence chosen for both monotone and natural speech was
“Joe took father’s shoe bench out” as it has been used in other work related to speech [18] [19].
Data analysis and post processing for speech signals has been realized by using the ITA-Toolbox
for MATLAB developed at the Institute of Technical Acoustics at RWTH Aachen University.

2.2

Development of the Fitness Function for the Genetic Algorithm
This section details the work done to develop a model for minimized radiated power from

sources around a sphere for use as a fitness function in a genetic algorithm. The section begins
with the validation of the pressure field around the sphere before continuing with calculations for
minimized power. Validation of the pressure levels around a sphere is shown at a distance of 100
meters away for comparison to work done by Lin et al. [15]. The validation is followed by the
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calculation of the acoustic impedance used to calculate minimized radiated power for the fitness
function.
The model for the fitness function needed to include a primary source as well as any number
of control sources. For each source, the model needed to include both diffraction and reflection
effects. Lastly, the model needed to find the minimized radiated power for any configuration of
control sources.

2.2.1

Validation of Primary Source Model
In order to successfully simulate ANC for minimized power or pressure, the pressure of

two different primary sources was calculated. The two models chosen were a cap in a sphere by
Williams [13], and a monopole on a hard sphere from Bowman et al. [14]. A comparative analysis
was performed to determine which model would most efficiently calculate pressure around a sphere
for computer modeling.
The comparison of the cap in a sphere and a monopole on a hard sphere with different cap
sizes are shown in Figs. 2.1 and 2.2. In Fig. 2.1, the cap has a 0.025 meter radius and the percent
difference, at 4,000 Hz, between the two models was only 0.08 percent. Even in Fig. 2.2 with a
cap radius of 0.04 meters, the percent difference, at 4,000 Hz, was only 0.4 percent. Lin et al. also
showed that a monopole on a sphere and a cap in a sphere were similar [15]. Due to the similarity
of the monopole model up to 4,000 Hz, when compared to the cap in a sphere, the primary and
control sources were modeled as monopoles.
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Figure 2.1: Cap and monopole pressure comparison with a cap radius of 0.025
meters and a sphere radius of 0.1 meters
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Figure 2.2: Cap and monopole pressure comparison with a cap radius of 0.04
meters and a sphere radius of 0.1 meters

2.2.2

Development of the Impedance of Sources Around a Sphere
All minimized power calculations were obtained using the mutual impedance of sources

around a hard sphere. The pressure of monopole sources around a sphere could be calculated
according to Bowman et al. [14]. That pressure converted to acoustic impedance is written as
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where Z is the acoustic impedance, P is the pressure, q is the volume velocity, k is the wave number,
ω is the frequency of interest in radians per second, ρ0 is the ambient density of the medium, l is the
order of the Spherical Bessel, Hankel, and Legendre functions, and a is the radius of the sphere. m
is the order of the associated Legendre function to account for a lack in azimuthal symmetry when
sources are off the Z axis in Fig. 2.3. r< is the smaller radial distance of either the source location
or the measurement location, while r> is the greatest of the two. For example, if the source was
located 0.1 meters away from the sphere center and was measured 100 meters away then r< would
be 0.1 meters and r> would be 100 meters.
In Fig. 2.3, the source locations are denoted with a subscript 0 as r0 , θ0 , and φ0 which is
the same notation shown in Eq. 2.1. The measurement point is labeled p and is defined as r, θ ,
and φ . Equation 2.1 is defined for source and measurement locations for a<r<∞, 0<θ <π, and
0<φ <2π where a is the sphere radius. From Eq. 2.1, the mutual impedance of all sources could
be calculated. Mutual impedances were determined by calculating the acoustic impedance from
each source at the location of each of the other sources.
The first sum accounts for the order of the Spherical Bessel, Spherical Hankel, and Legendre functions. The second sum accounts for the lack of azimuthal symmetry when sources are off
the Z axis in Fig. 2.3. It was necessary to calculate the impedance of sources around the sphere
shown in Fig. 2.3 so that all the space surrounding the sphere could be searched in a genetic
algorithm.
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Figure 2.3: Sphere geometry with source and measurement locations

The pressure field computed by the model was compared and validated against work done
by Lin et al. [15]. Setting the volume velocity of a single source to unity, the pressure around the
sphere was calculated at a distance of 100 meters away. The source was located at the surface of
the sphere on the Z axis, shown in Fig. 2.3. The directivity and magnitude of the pressure are
shown as functions of elevation angle, θ , around the sphere for frequencies of 2,000 Hz and 500
Hz in Figs. 2.4 and 2.5. The results shown in Figs. 2.4 and 2.5 show that the pressure field drops
about 10 dB for 2,000 Hz at 150 degrees and just over 3 dB for 500 hz at 120 degrees. As expected,
the field is more uniform for lower frequencies, as shown in Fig. 2.5, similar to work reported by
Lin et al..
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Pressure as a Function of Elevation Around the Sphere 2000 Hz
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Figure 2.4: Pressure around the sphere in θ or elevational direction from Fig.
2.3 with φ set to zero and measured at a distance of 100 meters away at 2,000
Hz

Pressure as a Function of Elevation Around the Sphere 500 Hz
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Figure 2.5: Pressure around the sphere in θ or elevational direction from Fig.
2.3 with φ set to zero and measured at a distance of 100 meters away at 500 Hz
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Bowman et al.’s model’s ability to calculate pressure around the sphere when the control
source was off the Z axis was validated [14]. Their model could calculate the pressure with a
source on axis as well as a source located at any angle around the sphere. A simple example of
this is shown in Fig. 2.6 where each line on the plot represents a source located at a different angle
around the sphere in the θ or elevational direction. Figure 2.6 shows, as expected, that a source on
the Z axis at zero degrees is identical to a source at 60 degrees except the entire pressure field is
shifted 60 degrees. The validation of the sources off the Z axis allowed the model to continue on
to the calculation of minimized power.
Pressure as a Function of Elevation Around the Sphere 2000 Hz
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Figure 2.6: Pressure around a sphere of radius 0.1 meters with the source at different angles in θ
direction from Fig. 2.3 at 2,000 Hz

2.2.3

Calculation of Minimized Radiated Power
From the mutual impedance previously found from Eq. 2.1, minimized radiated power

could be calculated for any arrangement of sources. The power of the system, Π, is given by
1
H H
H H
H H
Π = Re[q̂Hp Ẑ H
pp q̂ p + q̂c Ẑ pc q̂ p + q̂ p Ẑcp q̂c + q̂c Ẑcc q̂c ]
2

(2.2)

taken from Nelson et al. [17] [20]. In Eq. 2.2, H denotes the Hermitian transpose, q̂ p is the complex
primary source volume velocity, q̂c is the control source volume velocity and the subscript on the
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impedances Ẑ denote the source location and location to calculate the impedance. This means that
Ẑ pp is the impedance calculated from the primary source on itself. Ẑcc is a square matrix of the
impedance from each control source on itself and every other control source. Ẑ pc is a matrix of the
impedance from control sources to the primary sources and Ẑcp is a matrix of the impedance from
the primary sources on all the control sources.
With the power of the system known from Eq. 2.2, the minimized radiated power could
be found. The power of the system was minimized to find the optimal complex source strengths
for the control actuators. The optimal source strengths were then used to minimize radiated power
using Eqs. 2.3 through 2.6 simplified from Eq. 2.2.
1
H
a = Re[Ẑcc
]
2

(2.3)

1
b̂1 = Ẑ H
q̂ p
2 pc

(2.4)

1
b̂2 = Ẑcp q̂ p
2

(2.5)

1
c = Re[q̂Hp Ẑ H
pp q̂ p ]
2

(2.6)

The minimized radiated power was computed by differentiating the system power from Eq.
2.2 with respect to the control source strength’s real and imaginary components and setting them
equal to zero. From each derivative the real and imaginary components of the control strength
could be combined and is shown in Eq. 2.7 as q̂c . With q̂c known, the minimized power is calculated as shown in Eq. 2.8 with terms from Eqs. 2.3 through 2.6. Minimized power in Eq. 2.8 and
the power of the primary source in Eq. 2.9 were used to calculate the reduction in power shown in
Eq. 2.10. The reduction in power shows the potential to minimize sound power levels for a given
arrangement of sources.
1
q̂c = − a−1 (b̂1 + b̂2 )
2
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(2.7)

H
H
Πmin = c + Re[q̂H
c b̂1 + b̂2 q̂c ] + q̂c aq̂c

(2.8)

1
Π pp = Re[q̂Hp Ẑ pp q̂ p ]
2

(2.9)

ΠReduction = 10log10 [

Πmin
]
Π pp

(2.10)

Different configurations of sources can be compared by calculating minimized radiated
sound power. The comparisons can show which configurations have lower radiated power. Due to
the random nature of various configurations of sources are generated, it is unlikely two configurations have the same minimized radiated power. Since it is likely no two are the same, the reduction
in power is a tool to measure of the performance of the configuration. With this measurement
tool to compare configurations, an optimization routine could be developed to choose not only a
good configuration but the optimal. The optimal configuration is the arrangement of sources that
achieves the greatest reduction of power and is called the minimum.

2.3

Genetic Algorithm
This section gives a background of the genetic algorithm used and describes the discrete

steps of its application. The results of optimal control source arrangements around a sphere found
using the genetic algorithm are shown. Distinct phenomena associated with minimizing radiated
power around a sphere are also discussed.

2.3.1

Background of the Genetic Algorithm
A genetic algorithm is a flexible optimization tool to find global minima in complex func-

tions [10] [21]. They are highly adaptable and capable of being applied to many applications. Genetic algorithms can be used with functions that contain many local minima different than steepest
descent methods. They can search the entire design space without spending the resources to search
every point in that space. For this reason they are often used to find global minima.
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ANC control source configurations are largely equidistant from the primary source to
maintain a constant distance between control and primary sources [17]. Despite common use of
equidistant sources, Lin et al. used a genetic algorithm to minimize squared pressure and demonstrated that for sources equidistant from the sphere center, equally spaced configurations were
optimal [15]. For Lin et al. the genetic algorithm validated Nelson and Elliott’s [17] results for
equidistant sources.
Although Lin et al. showed the optimal configurations for sources equidistant from the
sphere center, a genetic algorithm can be used to explore all the space surrounding the sphere.
Exploring all the space surrounding the sphere allows for very minimal assumptions to be introduced into the model. There is no need to assume the sources should be all the same distance
from the center or at a given angle in θ or φ directions. The global optimum for control source
configurations could be found for any number of sources without searching all space surrounding
the sphere.
Genetic algorithms find global optimums and gain their name because of their similarity to
a scientific process called natural selection. Each configuration of sources is given a fitness value
that scores it on the success of the configuration at meeting preset criteria. In this case, the criterion
is based on the configuration’s ability to minimize power. The fitness value is calculated from Eq.
2.10, which is the power level reduction for the control configuration (in dB), and is referred to as
the fitness function. For each new configuration, the fitness value is calculated and if it performs
poorly or has a poor reduction in power, it is effectively thrown out. Those configurations that
performed well are allowed to continue into the next generation of the algorithm.
Each generation in the algorithm goes through a cycle with discrete steps to help search
the candidates for control source locations. This process is shown in Fig. 2.7 and is described by
Parkinson [22]. Each step is important and cannot be skipped as each contributes to the solution’s
convergence. “Candidate Solutions” in this application represents the infinite number of potential
configurations of control sources around the sphere. The genetic algorithm effectively and efficiently searches the space without spending the resources to check every possible location. The
algorithm does this by following the cycle shown in Fig. 2.7.
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Figure 2.7: Standard genetic algorithm inner process

Initialization of the Genetic Algorithm
The first iteration of the cycle involves creating an initial population called a parent population. The parent population is created by choosing representative configurations from “Candidate
Solutions”. The size of the parent population is large enough to get a reasonable representation
of the space to be searched and is shown in Fig. 2.8. The population size used in Fig. 2.8 is 100
for three control sources giving a total of 300 different control source locations. This first step in
selection is key as it largely defines the scope of the remaining iterations.
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Figure 2.8: Initial population for the genetic algorithm

2.3.2

Genetic Algorithm Process Selection
Selection, the first step in the cycle of Fig. 2.7, is the process of choosing which members

of the parent population will continue on to the steps of crossover and mutation to create child populations. There are different ways to perform selection such as tournament and roulette-wheel [22].
The process used here was tournament selection. It involves choosing two parent configurations at
random from the parent population. Each parent configuration is called a gene and is made up of
control source locations in the r, θ , and φ directions. The two parent genes are used, and two new
children populations are created, equal in size to the parents.
The tournament size for tournament selection has a direct impact on the diversity and fitness
of the next generation. The larger the tournament size, say equal to the population, the more
likely the best configuration is to be chosen each cycle. The large tournament size allows for the
best fitness parameters of the cycle to continue on but the diversity of the configurations drops
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significantly. A smaller tournament size, say one, would have large diversity and possibly low
fitness because their is no guarantee which configuration will make it on to the next generation.

2.3.3

Genetic Algorithm Process Crossover
Crossover is the second step in the genetic algorithm cycle shown in Fig. 2.7, and is the

crossover of genes between parents selected from tournament selection. If crossover is used correctly, it can help maintain the diversity in the configurations of each next parent population. Again,
there are many ways to accomplish crossover. The method applied here was uniform crossover as
it works well with discrete-valued genes such as the r, θ , φ components of the control source
configurations.
Each gene is made of the information that defines each source location in a configuration.
In this case it is the r, θ , φ coordinates of a control source in the configuration. Crossover is
performed when the two genes in question swap any of their components. The swap only occurs
when a random number is less than a user defined number evaluated for each element of a gene.
This means that a swap may occur for the r and θ values but not φ as shown in Eqs. 2.11 through
2.14. After crossover is performed both the parent and child gene configurations are saved to be
used later in the cycle.

2.3.4

Parent1 = (r1 , θ1 , φ1 )

(2.11)

Parent2 = (r2 , θ2 , φ2 )

(2.12)

Child1 = (r2 , θ2 , φ1 )

(2.13)

Child2 = (r1 , θ1 , φ2 )

(2.14)

Genetic Algorithm Process Mutation
Mutation allows for increased diversity throughout the life of the algorithm. Mutation

refers to the idea that a genetic algorithm mirrors nature’s natural selection. A gene in nature may
undergo mutation, potentially changing the function of the gene. Here it is very similar in that
an element of a gene may change/mutate its value. Different than uniform crossover, where the
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information contained in the genes is swapped between two parents, in mutation the component of
the gene is replaced with a completely new and random gene component. For example this could
be the r1 gene component in Eq. 2.11 being replaced by a new random r1 value that did not yet
exist in the parent or children populations. Similar to crossover, the mutation only occurs for each
component of a gene if a random number is less than a user defined value.
In addition to controlling whether mutation would occur, another method was employed
called dynamic mutation used in conjunction with uniform mutation. In uniform mutation the new
mutated component of the gene could be created anywhere in the design space. Dynamic mutation
allows the algorithm to behave as uniform mutation in the beginning, but then slowly converges
the mutation space around the current value of the gene to be mutated. For example, if the r1
component of parent gene 1 in Eq. 2.11 was to be mutated it would be done using Eqs. 2.15
through 2.17, written as

if

r ≤ r1

r1(new) = rmin + (r1 − rmin )α (r1 − rmin )1−α

(2.15)

if

r > r1

r1(new) = rmax + (rmax − r1 )α (rmax − r1 )1−α

(2.16)

α = (1 −

j−1 β
)
M

(2.17)

where rmin and rmax are the minimum and maximum values of the design space for the r component
of the gene, r1 is the current value of the gene, and r1(new) is the new mutated value of the gene
component. α is called the uniformity exponent and dictates when the algorithm begins to converge
the mutation range of a gene. It is calculated in Eq. 2.17 where M is the number of generations, j
is the current step in the generation, and β is a constant. A plot of how different values of β affect
the uniformity exponent is shown in Fig. 2.9. Although the example is shown for r, the same
process is done for each of the gene components. Once mutation is finished, all the parent and
child populations could be compared and a new parent population could be chosen using elitism.
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Figure 2.9: Uniformity exponent α for different β values

2.3.5

Genetic Algorithm Process Elitism
Elitism is the last step in the cycle before it starts over with selection as shown in Fig.

2.7. Elitism is the process of evaluating the fitness of all new children gene configurations and
comparing them to the fitness of the gene configurations in the parent population. It is finished
by selecting the best configurations of all the children and parent populations put together allowing only the best configurations to continue on to selection in the cycle of Fig. 2.7. The genes
that continue to the start of the cycle become the new parent population and all extra genes are
discarded.

2.3.6

Parameters Used in Genetic Algorithm
Many of the parameters discussed in the explanation of the genetic algorithm cycle can be

modified and still arrive at the same result for the optimal control configurations. They largely
determine the length of time spent computationally to arrive at the solution. For instance, when the
algorithm only finds the optimum for one control source, only 100 iterations of the algorithm were
needed. However, finding the optimal arrangement of three control sources was 1,000 generations.
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The increased number of iterations in the algorithm for three control sources is due to the increase
in the size of the genes. The gene size increased from only the r, θ , φ locations for one control
source to three control sources. The parameters used when finding the optimal arrangement of
three control sources are shown in Table 2.1.
Table 2.1: Parameters used in the genetic algorithm for three control sources.
rmin

0.1127 meters

rmax

0.17 meters

θmin

0 radians

θmax

π radians

φmin

0 radians

φmax

2π radians

Population Size

100

Number of Iterations

1,000

Tournament Size

100

Crossover Probability

0.5

Mutation Probability

0.3

β Value

2

The first rows in Table 2.1 that describe the bounds on r, θ , and φ were chosen so that
a reasonable amount of area could be explored. They describe the space over which the initial
population was created and the space over which mutation could occur in Eqs. 2.15 and 2.16.
In the first attempts to find the minimum the rmax value was not so restricted and was allowed to
explore up to a meter away. As the algorithm proceeded to converge on sources closer the sphere,
the rmax value was lowered to match. The rmin value was chosen to allow some space between
the sphere and control sources. The remaining parameters in the last six rows in the table were
adjusted to speed up convergence of the algorithm.
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2.3.7

Results of Algorithm’s Findings for Optimal Control Actuator Configurations
The physical arrangements of the control sources are shown. The convergence of the algo-

rithm on the optimal solution is also discussed using a fitness history plot. A discussion of licensed
optimization function used with the genetic algorithm is also shown. Finally, the minimized power
of each of the arrangements is calculated.

Optimal Linear-Symmetric Arrangements
The genetic algorithm converged on new results for optimal control source arrangements
around a sphere that had two or more sources. The frequency used for the model was 500 Hz and
the sphere radius was 0.1 meters. To prevent overlap in the genetic algorithm, a control actuator
source radii of 0.0127 meters was used. It was expected that the control sources would move as
close as possible to the primary source at the top of the sphere to minimize the distance between
sources as described by Nelson and Elliott [17].
The optimal arrangement for one source was as expected and moved directly in front of the
primary source as close as possible to the sphere. This is shown in Fig. 2.10 where the primary
source is at the top of the large sphere similar to that shown in Fig. 2.3. This was in line with
what Kondo and Nakagawa found when minimizing pressure [12]. As more control sources were
added, the algorithm was able to find their optimal configuration.
Contrary to past belief [15] the optimal arrangements were not equidistant from the sphere
center shown in Fig. 2.13 but on the Z axis, linearly aligned with the primary source shown in Figs.
2.10 through 2.12. The linear-symmetric result found for more than one control source around a
sphere was similar to what Duke et al. found [10]. Duke et al. found a linear-symmetric result to
be optimum for monopoles in the free-field [10].
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three control sources
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Figure 2.13: Arrangement of 3 equidistant sources

Use of Fitness History to Determine Convergence
To understand the results of the new linear-symmetric configuration, the fitness history
plot was used and is shown in Fig. 2.14. It is a record of the value of the fitness function as
the genetic algorithm proceeded through each successive generation. The fitness history should
always decrease over the number of generations if the algorithm is functioning normally, shown in
Fig 2.14.
Notice through 150 - 600 generations of the algorithm, the value of the fitness function
stayed relatively constant. This slowly decreasing section, is where the algorithm stalled at a
configuration equidistant from the sphere center. Only when the algorithm mutated into a linear-
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symmetric arrangement did it continue to decrease and converge to the linear-symmetric arrangement over the last 400 generations.
The final more constant value in the last 100 generations of the algorithm shown in the
fitness history plot of Fig. 2.14, indicates that the algorithm had converged and that the solution
may be a global minimum. The fact that there was an initial converged solution between 150600 generations, showed the need to allow the algorithm to run long enough to be confident that
the solution was optimal. This convergence was tested, allowing the algorithm to go to 5,000
generations and the same linear-symmetric solution was found.
Fitness History
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Figure 2.14: Fitness history of genetic algorithm

Licensed Optimization Functions
Licensed optimization functions can be combined with a genetic algorithm. The licensed
optimization function, fmincon from MATLAB, was tested and it did help converge the solution
to the optimum faster, but it also posed a risk of converging the solution to a local minimum. If
the licensed optimization function was used too early on in the iterations of the genetic algorithm,
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it often converged the solution to a local minimum. However, if it was used at the very end after
the genetic algorithm was converging on a linear-symmetric solution, the licensed optimization
function could find the minimum in one last step. Licensed optimization functions can be a useful
tool if the algorithm is not reaching the absolute minimum.
Licensed optimization functions were more difficult to implement than the genetic algorithm in some cases. For example, overlapping of control sources was a problem solved with the
genetic algorithm. The genetic algorithm was able to call a function to check for overlap and correct the source locations if there was an error. However, such constraints were harder to implement
with the licensed optimization function as overlap occurred in three dimensions and constraint
functions did not handle those constraints with ease.

Minimized Radiated Power of Optimal Arrangements
Minimized radiated power could be calculated for a wide frequency range. For each of the
three optimal linear-symmetric configurations for one, two, and three sources, minimized radiated
power was calculated and compared and is shown in Fig. 2.15. As each additional control source
is added, the radiated power decreases showing as expected that an increased number of control
sources increases the amount of predicted attenuation.
The spacing of the first control source from the primary source was one radii or 0.0127
meters separation between acoustic centers. All subsequent control sources were located twice that
distance from the previous control source making the second control source 0.0381 meters from
the primary source and the third 0.0635 meters from the primary source. Additional discussion
is given about the minimized radiated power of the control source arrangements in the following
section.
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Figure 2.15: Minimized radiated power for optimal source arrangements

2.3.8

Minimized Radiated Power Phenomenon Associated with a Hard Sphere Present
Distinct phenomena occur for minimized radiated sound power when a sphere is present

in the field. The first phenomenon presented shows that a sphere present in the pressure field can
increase the predicted amount of attenuation. The behavior of predicted attenuation with linearsymmetric sources is discussed. Lastly, the generalized coordinate of wavenumber times source
separation (kd), used to plot the predicted attenuation of free-field monopoles, is not sufficient for
a generalized axis with a sphere present in the field.
Nelson and Elliott found that after using four equidistant monopole sources around a single
monopole source in the free-field no additional significant attenuation was gained [17]. However,
linear-symmetric source arrangements continued to achieve greater attenuation below 7,000 Hz for
up to six sources. The attenuation for six linear-symmetric sources is also shown in Fig. 2.15. Although the attenuation continues to increase with each additional source, the predicted attenuation
seemed to converge to the same amount of attenuation after 7,000 Hz with a sphere radius of 0.1
meters and a the first control source separation from the primary source of 0.0127 meters.
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The convergence of the attenuation near 7,000 Hz in Fig. 2.15 is likely related to control
source separation from the primary source. The first control source was separated 0.0127 meters
from the primary source. The second control source was three times that distance from the primary
source with a distance of 0.0381 meters, and the third control source was five times the distance of
0.0127 meters from the primary source causing a separation of 0.0635 meters. The odd integers of
source separation seemed to cause the additional control sources to converge on the attenuation of
a previous source.
The frequency where the convergence would occur would change based on the source separation. If the source separation was increased then the frequency of convergence would decrease.
Similarly, if the source separation was decreased the frequency of convergence would increase.
In addition to six linear-symmetric sources having greater attenuation below 7,000 Hz,
attenuation with a sphere in the sound field can be better than conventional monopoles in the freefield. Nelson and Elliott’s attenuation results for a single monopole primary and control source in
the free-field is compared to a single monopole primary source on a sphere with a control source
linearly aligned with the primary source on the Z axis from Fig. 2.3. The results in Fig. 2.16, show
that the sphere can achieve around 14 dB greater attenuation at 2,000 Hz with a sphere radius of
0.1 meters and a source separation of 0.0127 meters. This phenomenon has been reported before
by Kondo and Nakagawa [12] with a rigid sphere and Garcia-Bonito and Elliott [23] with his work
on quiet zones. They found when doing ANC, scattering objects such as a sphere can improve the
degree of attenuation.
Another phenomenon was observed that affected the prediction of attenuation. If the distance d changed between sources, the minimized radiated power plot as a function of wavenumber times source separation or kd, did not stay the same as in traditional work with free-field
monopoles. For the sphere radius of 0.1 meters, that was used experimentally in this thesis, the
minimized power curves as a function of kd shifted as the source separation was changed, shown
in Fig. 2.17. The figure is shown for one control source linearly aligned on the Z axis with the
primary source.
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Figure 2.16: Free-field monopole minimized radiated power compared to sphere minimized radiated power with only one control source spaced 0.0127 meters away from primary source

Figures 2.17 through 2.19 predict that when the separation in sources is greater, less attenuation will be achieved even though the x axis compensates for changes in source separation. This
was not expected as the generalized axis of kd should compensate for changes in source separation.
The inability of the generalized axis for free-field monopoles to compensate for changes in source
separation with a sphere in the pressure field suggests a new generalized coordinate is needed.
To better understand how the change in source separation was affected by changes in sphere
radii, other analyses were done for a sphere radius of 0.5 meters and 0.01 meters shown in Figs.
2.18 and 2.19. The comparison between the sphere sizes showed how the sphere size affected the
predicted attenuation as a function of kd.
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Figure 2.17: Comparison for different distances d between primary and control sources for a sphere
radius of 0.1 meters
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Figure 2.18: Comparison for different distances d between primary and control sources for a sphere
radius of 0.5 meters
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Figure 2.19: Comparison for different distances d between primary and control sources for a sphere
radius of 0.01 meters

In Fig. 2.18 the larger radius of the sphere caused the minimized power curves to start
to converge on one another. However, below 1.5 kd the curves began to deviate. This is not too
surprising as the larger sphere would appear more like a baffle to the monopoles, allowing the
generalized axis kd to compensate for the changes in source separation. As the value of 1.5 kd and
below are for lower frequencies, it is not surprising that the curves began to diverge as the sphere
size relative to a wavelength is smaller.
The last sphere radius of 0.01 meters was also evaluated to show how a smaller radius
would effect the predicted attenuation shown in Fig. 2.19. The sphere radius of 0.01 meters, which
is smaller compared to a wavelength than the larger sphere, is diverged up to 3 kd. The divergence
between minimized radiated power curves in Fig. 2.19 showed a lower predicted attenuation for
greater source separation similar to that shown with other sphere sizes.
The separation between minimized power curves seemed to converge as source separation
increased. In Fig. 2.19 the separation between the minimized power curve for a source separation
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of 0.01 meters and 0.02 meters seems greater at 1 kd than between 0.04 and 0.05 meters at 1 kd.
This convergence could be a result of the source separation being greater than the sphere radius.
The discrepancies in predicted attenuation for changing source separation suggested that
kd was not a sufficient generalized axis for a sphere present in the pressure field. However, kd
is sufficient for monopoles in the free-field. Due to this, all predictions are shown as a function
of frequency. However, from the analysis, it is assumed a generalized axis would need to include
sphere radius to be accurate. Also, from the analysis it seemed the potential attenuation is affected
not only by source separation but the size of the sphere as well.

2.4

Determination of Optimal Error Sensor Locations
This section discusses how optimal error sensor locations in the near-field were found.

The sensitivity of the locations are shown by numerically minimizing pressure with the filtered-x
algorithm.

2.4.1

Calculating the Nulls for Error Sensor Placement
Calculating the optimal error sensor locations due to minimized power was a two step

process. The first step was to find the acoustic impedance, shown in Eq. 2.1, from the primary
and control sources at every point in the field and then multiply them by their respective source
strengths to calculate pressure. The primary source strength was unity. However, it was necessary
that the control source strength be calculated using Eq. 2.7, to minimize radiated power. The
source strength found to minimize radiated power was used because it gave the maximum amount
of global attenuation for the given configuration. With the proper source strength for the control
source, the primary and control field pressures could be calculated.
The second step was to add the optimal control pressure field to the primary field. When the
combined field was plotted in reference to the primary field, the nulls that appeared were optimal
locations to place error sensors as shown by Gee and Sommerfeldt [7]. These nulls represented a
location at which if pressure were minimized, global attenuation could be achieved.
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2.4.2

Choosing the Optimal Error Sensor Locations
To identify a frequency independent error sensor location, the pressure nulls were calcu-

lated for two different frequencies with a sphere radius of 0.1 meters and source separation of
0.0127 meters. The combined field for all θ around the sphere is shown in Figs. 2.20 and 2.21
for frequencies of 500 and 5,000 Hz, respectively. Nulls were found to be focused near the control
source location. The darker red locations at the top of the figures show the location of both the
primary and control source. However, it was difficult to see an optimal location and compare two
frequencies so a closer view was calculated, shown in Figs. 2.22 and 2.23.

Figure 2.20: Nulls for all θ around the sphere at 500 Hz with sources located on the Z axis from
Fig. 2.3
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Figure 2.21: Nulls for all θ around the sphere at 5,000 Hz with sources located on the Z axis from
Fig. 2.3

Figure 2.22: Nulls near source locations at 500 Hz
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Figure 2.23: Nulls near source locations at 5,000 Hz

The nulls near the primary and control source were shown by calculating a closer view. The
null locations for the two frequencies shown in Figs. 2.22 and 2.23, are similar. However, there
was some variation in the branches that extended out from between the two sources. Even though
slight variations in the branches were observed, the horizontal null between the sources did not
seem to change. As no change was apparent, the horizontal null could be the location that would
be frequency independent.
In addition to considering the optimal location for frequency independence, practical considerations for a physical system were made. The horizontal null between the two sources seemed
optimal for a compact design. The branch nulls appeared to be a good location for the error sensor.
In a practical application, however, where the error sensor location would be used on a moving
person, it could be difficult to keep the error sensor in the optimal location. From this analysis, the
horizontal null between sources was chosen and a closer analysis of that null is given.
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Error Sensor Location in r, θ , and φ Directions
The optimal location for the error sensor in the r direction is shown in Fig. 2.24 with θ
and φ set to zero. The sphere radius, a, is 0.1 meters and the source separation d, is 0.0127 meters
with the primary source located on the sphere surface linearly aligned with the Z axis from Fig.
2.3. The location is nearly centered between the two sources at a distance from the sphere center
of 0.1078 meters. This was expected as the two sources are similar to a dipole.
Also, the control source location is the sharp peak at 0.1127 meters to the right of the pressure null in Fig. 2.24. The amplitude at the control source location is greater than zero suggesting
it is a poor location to place the error sensor. If the error sensor was placed at the null, pressure
would be minimized, but if placed directly on top of the control source location, the signal would
be increased.
Values of r closer to the sphere require more orders for spherical harmonics, increasing
the computational cost. For this reason, the plot is not displayed for any lower r. The x axis
shown in Fig. 2.24 is the distance from the sphere center in the r direction. It shows how the
combined pressure field changes in the r direction, thus revealing the null. It also appears frequency
independent as the same null location is shown for both 500 and 5,000 Hz.
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Figure 2.24: Optimal error sensor location according to minimized power in r direction for 500
and 5,000 Hz

After the optimal location was found in the r direction, the θ direction could be analyzed.
When finding the optimal location for the θ direction, the r location was set to its optimal location
previously found in Fig. 2.24. The measurement location of the combined pressure field was then
changed and the null or optimal sensor location was found, shown in Fig. 2.25. The optimal
location was frequency independent with the null occurring at zero degrees.
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Figure 2.25: Optimal error sensor location according to minimized power in θ or elevational direction from Fig. 2.3, with control source on Z axis for 500 and 5,000 Hz

With the optimal locations found for both r and θ directions, the φ or azimuthal direction
could be analyzed. Before analysis in the φ direction, the r and θ values were set to their optimal
locations. The final φ location of the null was constant, as expected for a control source on the
Z axis from Fig. 2.3. A few angles of the φ direction are shown in Fig. 2.26 and are constant
over all angles. With the control source on axis with the primary source, the pressure field in the
φ direction was unchanged. This caused a constant null in the φ direction. This would not be the
case for control sources off axis.
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Figure 2.26: Optimal error sensor location according to minimized power in φ or azimuthal direction from Fig. 2.3, with control source on Z axis for 500 and 5,000 Hz

2.4.3

Sensitivity of Error Sensor Location with Filtered-X Algorithm
The method of minimizing pressure was to calculate the sensitivity of the optimal error

sensor location found from minimized power. The sensitivity of the optimal error sensor location
was verified by minimizing pressure using the filtered-x algorithm at the optimal error sensor location. The filtered-x algorithm used is a feed-forward algorithm that can simulate active control.
The algorithm uses primary and secondary path impulse responses to model any given configuration of sources. As the algorithm converged, it minimized the addition of the primary and control
pressures until they summed to zero at a user defined measurement location. The layout of the
filtered-x algorithm is shown in Fig. 2.27 [24] [8].
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Figure 2.27: Diagram of filtered-x algorithm

The filtered-x algorithm uses a combination of impulse responses to model the physical
system for active control. In Fig. 2.27, n(t) is the signal generated to be output from the primary
source, P is the primary path impulse response from the primary source to the error microphone, Ĥ
is an estimation of the secondary path impulse response of the control system and control source to
update W, W is the control filter updated each step in the algorithm from both Ĥ and e(t), e(t) is the
error microphone signal to me minimized, u(t) is the signal after passing through the control filter,
and H is the secondary path from the control system and control source to the error microphone.
The circle with an “x” in it is where the two signals are multiplied together. The circle with a “+”
in it is where the two signals are added together. The algorithm steps through each time updating
W such that the signal e(t) is minimized [8].
Once the algorithm converged, it was used to calculate the control source strength needed
for the minimization of pressure. The source strength was found by Fourier transforming the
converged u(t) signal in Fig. 2.27, and calculating the amplitude of the dominant frequency in the
spectrum. Since this was done for an individual frequency of 500 Hz, there was only one dominant
peak. This source strength was then used in place of Eq. 2.7 and the reduction in radiated power
could be found as before with Eq. 2.10.
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The reduction in minimized radiated power calculated from Eq. 2.10 with the new control
source strength simulated what would happen to the global attenuation should the source strength
from minimized pressure be used. The value of the source strength changes as the measurement
location is moved, showing how changes in error sensor location affected the global reduction of
the signal. This not only validated the minimized power error sensor location but showed what
could be expected in terms of global attenuation when a source strength from minimized pressure
was used.
The main benefit of using the filtered-x algorithm to minimize pressure and show changes
in minimized radiated power was the sensitivity of the location. In computer simulations exact
locations for error sensors can be used, but experimentally exact locations could prove very difficult to find. It is important to know how sensitive the location is to help explain and predict
shortcomings in experimental control.
The use of the filtered-x algorithm to find the sensitivity of the error sensor location was a
valuable analysis. As shown in Fig. 2.28 for the r direction, a one millimeter change in the error
sensor location dramatically changed the degree of attenuation. Each line represents the minimized
power curve for the new control source strength calculated from the filtered-x algorithm described
above. The location with the best attenuation was at a distance of 0.1082 meters within half millimeter of the predicted location from minimized power. The change in location was not surprising
as pressure was minimized rather than power. The changes in attenuation showed that the error sensor is difficult to place and would require some experimental iteration to place the sensor
correctly. It is worth noting that the degree of sensitivity decreased with increasing frequency.
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Figure 2.28: Sensitivity of error sensor location in r direction with sphere radius a, of 0.1 meters
and source separation d, of 0.0127 meters with one control source

The sensitivity in the θ direction was also verified for 500 Hz and is shown in Fig. 2.29.
It showed similar sensitivity to location as the r direction, with increased sensitivity over lower
frequencies. Similar to trends shown in Fig. 2.25 the optimum was located at zero degrees. The
sensitivity decreased with increasing frequency similar to the r direction. As the attenuation is
lost for lower frequencies, the minimized power curve begins to level out and become flat. This
predicts that the attenuation should be close to the same over that range of frequencies.
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Figure 2.29: Sensitivity of error sensor socation in θ direction with sphere radius a, of 0.1 meters
and source separation d, of 0.0127 meters with one control source

2.5

Effect of Causality
This section discusses the effects of causality for ANC applied to signals that are not as

deterministic as single frequency tones such as speech. The correlation of monotone and natural
speech is also shown and discussed.

2.5.1

Discussion of Causality as Related to Speech
The investigation of how causality would affect the control of signals that are not as deter-

ministic in nature as single frequency tones was performed. Causality is related to the delay of the
control system. It involves the delay of the primary and the control path signals to the error sensor
location. The primary path involves the acoustic delay of the signal to the error microphone. However, the control path includes the computation time of the control system, and the acoustic delay
of the control signal. If the primary path is shorter than the control path, then the system is said to
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be non-causal. If the control path is shorter than the primary, the system is said to be causal. It is
important to include the effects of causality because if the system is non-causal, then the control
system will lag behind the signal from the primary source for a potential loss in attenuation. If the
system is causal, the degree of attenuation at the microphone could be significantly increased as
the control system can accurately calculate the control signal and attenuate the disturbance signal
as it reaches the error microphone.
Normally in ANC, single frequency control has been successful for monopoles in the freefield and from spheres [10] [15]. This success can be credited to the deterministic nature of the
signals. This means that a signal at a given time and the signal a period previous are identical. As
the feed-forward algorithm controls the signal at a given time based on the signal previous, single
frequency tones can be more easily controlled.
Speech, especially a speech sentence, can contain multiple frequencies that change over
time. Since the frequency changes constantly throughout a sentence, it is difficult for a feedforward algorithm to be successful at control. Yet, despite this fact, it has been hypothesized that
the more vowel like components or steady phonemes of speech could be controlled.
The optimal locations for the control actuator and error microphone suggest a non-causal
system. The delay of the control system was measured to be about 1.65 milliseconds, larger than
the primary path acoustic delay. The delay of the control system is in line with what others have
reported [12]. With this delay, and the error microphone roughly centered between the two sources,
the delay of the control system would need to be reduced to achieve a causal system. However, a
non-causal system can still achieve control.
Global attenuation is the goal of this research which uses the optimal control actuator and
error sensor locations. These locations leave the system in the non-causal regime. If in the future
control systems could reduce their delay, speech control could move into the causal regime while
keeping the error sensor in the optimal location. Decreasing the delay of the control system can increase the correlation between the signal being produced and what is being controlled. Correlation
can help establish the degree of control for a non-causal system.
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2.5.2

Correlation of Monotone and Natural Speech
To understand the effect the delay of the control system had on the correlation of monotone

and natural speech, their correlation was calculated and is shown in Figs. 2.30 and 2.31. The
correlation of the monotone speech sentence continues to be correlated many seconds later, up to
40 percent after 20 milliseconds. Natural speech however drops to about 24 percent correlation
at 7.7 milliseconds. This difference in correlation suggests a large difference in the attenuation of
monotone and natural speech.
The greater correlation of monotone speech suggests that even though the control system
is non-causal, a sample that just occurred should be around 85 percent similar to the next sample.
This 85 percent comes from the 1.65 millisecond delay of the control system. The correlation is
found from Fig. 2.30 where the correlation is the amplitude of the nearest peak following the delay
of the control system. The next peak after 1.65 milliseconds occurs at about 7.1 milliseconds with
a correlation of 85 percent.
The percent correlation is directly related to the amount of achievable attenuation. An
estimate of the attenuation can be calculated by taking 10 times the log of one minus the correlation
of 0.85. This calculation shows that a signal correlated 85 percent should achieve about 8.2 dB
attenuation.
Natural speech only had 24 percent correlation. The peak following the delay of 1.65
milliseconds occurred at about 7.7 milliseconds. This suggests natural speech has only a 24 percent
similarity between two samples. The predicted amount of attenuation from the correlation for
natural speech was calculated to be about 1.2 dB attenuation. The analysis of correlation suggests
that the non-causal system can control monotone and natural speech. However, monotone speech
will be attenuated close to 8.2 dB while natural speech will be attenuated close to 1.2 dB.
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Figure 2.30: Cross correlation of monotone speech sentence “Joe Took Father’s Shoe bench Out”

Cross Correlation of Natural Speech Signal
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Figure 2.31: Cross correlation of natural speech sentence “Joe Took Father’s Shoe bench Out”
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2.6

Numerical Simulation of Control of Speech
This section presents the results of the numerical attenuation of monotone and natural

speech using the filtered-x algorithm. The results are presented using narrow-band and wide-band
spectrograms.
The filtered-x algorithm proved useful in evaluating the degree of control that could be expected from both monotone and natural speech. As monotone speech had higher correlation; it was
expected that monotone speech would have greater attenuation than natural speech. The numerical
control simulation that follows shows the attenuation of both monotone and natural speech at the
optimal error microphone location with a control filter array length of 150, a secondary path array
length of 100 and a convergence parameter of 1e−14 . Although the attenuation is shown at the
error microphone, according to the minimization of power, the reduced error sensor signal should
be related to the global reduction of speech.
The results of the numerical control of speech are shown using spectrograms. Spectrograms
show the amplitude of the speech radiation by using relative darkness. The dark red signal indicates
high amplitude radiated pressure levels. A change in the color, signifies a change in the radiated
pressure levels indicated by the legend color.
Two types of spectrograms, narrow-band and wide-band, were used to show the attenuation.
Narrow-band spectrograms use narrow band-width filters when created and show high resolution
in the frequency axis such that individual harmonics can be shown. Wide-band spectrograms use
wide band-width filters and have low resolution in the frequency axis but high resolution in the
time axis providing information about voice formants and vocal fold pulses.

2.6.1

Control of Monotone Speech
The attempt to control monotone speech using the filtered-x algorithm showed a degree of

attenuation, shown in Figs. 2.32 and 2.33. For both the narrow and wide band spectrograms this
attenuation could be shown as the reduction of dark red colors. The attenuation shown in both
spectrograms are related as the formants in Fig. 2.33 are directly related to the voice harmonics of
Fig. 2.32.
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Controlled Harmonics of “Joe”

Controlled Harmonics of “shoe”

Figure 2.32: Narrow-band spectrogram of monotone speech uncontrolled and controlled numerical
simulation

First Formant
of “Joe”

Second Formant
of “Joe”

Controlled
Formants of “shoe”

Controlled First and Second Formants of “Joe”

Figure 2.33: Wide-band spectrogram of monotone speech uncontrolled and controlled numerical
simulation
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The narrow-band spectrogram with the higher resolution in the frequency axis showed
reduction of voice harmonics. The reduction was shown across every syllable in the sentence up
to 2,000 Hz. Despite the attenuation of the voice harmonics, they appeared to remain intact.
The wide-band spectrogram showed attenuation of the formants for each syllable. This
reduction was expected as the formants are part of the voice harmonics in the narrow-band spectrogram. The broad dark bands visible in Fig. 2.33 for each syllable are the formants. The steady
phonemes are held out causing the formants to be long and uniform. Additionally, the first and
second formants are shown as distinct bands in the zero to kilohertz (kHz) range, and in the kHz
to two kHz range. Both the first and second formants showed attenuation in Fig. 2.33. The results
show that the experimental control of monotone speech should be successful.

2.6.2

Control of Natural Speech
The attenuation of monotone and natural speech are expected to be distinct. The distinction

comes from the large difference in correlation of the two types of speech. The correlation of
monotone speech was more than three times the correlation of natural speech. This large difference
suggests that the attenuation of natural speech should be lower.
The attenuation of natural speech shown in Figs. 2.34 and 2.35 was lower than monotone
speech. In the narrow-band spectrogram, some attenuation of the first three harmonics of the first
syllable “Joe”, from zero to just before 0.5 seconds, was shown. Some additional attenuation was
apparent for “shoe” just after 1.5 seconds.
The wide-band spectrogram had similar trends to those shown in the narrow-band as expected. However, the reduction of the formants was easier to see with the higher resolution of the
time axis. The harmonics and formants of natural speech remained intact. However, some attenuation was achieved indicating experimental control should see attenuation for natural speech.
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First Three Harmonics of “Joe”

Controlled Harmonic of “shoe”

Controlled Harmonics of “Joe”

Figure 2.34: Narrow-band spectrogram of natural speech uncontrolled and controlled numerical
simulation

Controlled Formant of “Joe”

Controlled Formant of “shoe”

Figure 2.35: Wide-band spectrogram of natural speech uncontrolled and controlled numerical simulation
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CHAPTER 3.

3.1

EXPERIMENTAL CONTROL OF TONES AND SPEECH

Introduction
This chapter details the experimental setup used for the control of single frequency tones

and speech. Calculated and measured frequency responses of the sphere are analyzed. The results
of the experimental attenuation of single frequency tones and speech are also presented.

3.1.1

Experimental Setup and Analysis of Sphere Frequency Responses
The details of the control system include the types of filters used, hardware such as micro-

phones, microphone holders, and speaker type. DSP settings were also reported. The DSP settings
were sensitive as small changes would affect the degree of control.
The pressure fields for both the primary and control sources were shown from numerical
and experimental measurements. The pressure field with the control hardware present was also
reported experimentally for multiple frequencies. The experimental and numerical sound fields
were compared. The numerical and experimental fields were normalized after adding 40dB to aide
in plotting with the maximum pressure set to zero. Evaluating the pressure fields confirmed the
error sensor locations, as the numerical field was used in the optimal error sensor calculations.

3.1.2

Experimental Control of Single Frequency Tones and Speech
After the primary and control pressure fields were compared, the experimental control of

simple harmonic tones was performed to verify numerical predictions. The attenuation of the
signal at 300, 500, 750, 900, and 1,500 Hz for one control source is shown. The attenuation of
the harmonic tones closely matched predictions for minimized power within 3 dB for 300 Hz. The
successful attenuation of tones led to the experimental control of speech.
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Once the control of harmonic tones was performed, the experimental results for the control
of both monotone and natural speech were measured. It was apparent in both narrow-band and
wide-band spectrograms that voice harmonics and formants were reduced. However, the attenuation was not enough to eliminate entire harmonics or formants.
The average attenuation over monotone and natural speech sentences was calculated. The
average attenuation over the full sentence is similar to the predicted attenuation from the correlation
of the speech signals. In addition to the average over the full sentences, the average attenuation for
each syllable was calculated.
The global attenuation of two harmonic frequencies from monotone speech was calculated.
The global attenuation was found for the word “father’s”. The attenuation of the harmonics was
greater than the average attenuation for the entire word. The increased attenuation showed that the
individual harmonics of speech were attenuated more than a single word in speech.
The experimental control of speech is possible. As exhibited previously with the numerical
simulation in Chapter 2, the active control of monotone speech was more successful than natural
speech. This was expected as the vowels were extended out longer giving the DSP time to control.
Furthermore, the higher correlation in the signal lowered the significance of the control system.
Data analysis and post processing for speech signals has been realized by using the ITA-Toolbox
for MATLAB developed at the Institute of Technical Acoustics at RWTH Aachen University.

3.2

Experimental Setup and Frequency Responses of the Sphere
This section describes the experimental setup for testing in the anechoic chamber for single

frequency tones and speech. The frequency responses of the sphere are shown numerically and
experimentally. The measured frequency response of the sphere with control hardware present is
also shown.

3.2.1

Hardware Setup
The microphones used to obtain reference and error signals were G.R.A.S. Type 40DD

1/8“ pressure microphones with type 26CB preamplifiers. They have a frequency response of 10
Hz - 30 kHz ± 1 dB. Their upper and lower limits of dynamic range are 178 dB and 40 dBA re
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20µPa, respectively. The microphones were used for their small size and their ability to be powered
with ICP power made them compatible with the DSP system discussed later in this section.
The confined nature of the working area, between the two sources, required a new design
for microphone holders. Also, the large size of conventional microphone holders and their potential
to disrupt the sound field necessitated the new holder design. The holders were 3D printed from
common polylactic acid on a Makerbot 2. They were designed to allow adjustment in three degrees
of freedom so that the error sensor could be placed at the optimal error sensor location. Although
adjustment was desired, the holders needed to be rigid and maintain their location throughout
testing. A close up of the microphone holders, with the microphones in place is shown in Fig. 3.1.

Error
Microphone

Reference
Microphone
Holder

Control
Source

Primary
Source

Support
Structure
(Screw)

Error
Microphone
Holder

Figure 3.1: Close up of control speaker mounted on sphere with error and reference microphones
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The microphone holders and control source were attached to a sphere, of radius 0.1 meters,
using the same support structure(screw) shown in Fig. 3.1. As the primary and control speakers
were the same make and model, a screw was used to align them to one another through their
attachment points. The screw was passed through the attachment points on each speaker and
threaded into the sphere’s shell. Nuts were threaded onto the screw to secure the microphone
holders and control source in place.
The microphone holder orientations are shown in Fig. 3.2. The microphone on the upper
left of Fig. 3.2 was the reference microphone used to run the DSP control system. The microphone
on the lower right was the error sensor used for the DSP system.

Reference
Microphone

Reference
Microphone
Holder

Error
Microphone
Holder

Error
Microphone

Figure 3.2: Front view of control source on sphere with microphone orientations

The speakers used for the primary and control sources were the same make and model.
They were Hi-Vi B1s 1” drivers with eight ohms impedance and two watts power handling. The
primary speaker used the sphere interior volume for its enclosure. The enclosure for the control
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speaker was made from a three quarter inch PVC cap and was modified to fit the speaker. The
enclosure for the control speaker was not designed for a particular frequency response but was
made to be small relative to a wavelength.
The control speaker was placed 0.0127 meters in front of the primary source on the Z axis
from Fig. 2.3. The acoustic centers were assumed to be at the front surface of each speaker.
The control speaker was placed facing the primary source speaker. The reference microphone
was placed as close to the primary source as possible without touching the sphere or speaker.
The error microphone was placed at the optimal location found previously and adjusted based on
experimental attenuation.
The filters used for the reference and error microphones as well as output control signal of
the DSP, were 4-pole Butterworth filters with the low-pass cutoff frequency set to 2,000 Hz. The
DSP control code used was a filtered-x least mean squares (LMS) algorithm with finite impulse
response (FIR) filters developed at BYU by Ben Faber. The DSP used 4,000 Hz sampling, a
convergence parameter of 1e−9 , a secondary path filter array length of 150, and the length of the
control filter array was 105.
Settings of the DSP such as secondary path length and control filter length were set for
the convergence of the algorithm and according to the clarity of the voice signal after control. An
incorrect length of the control and secondary path filters would cause cracking and other extraneous
noise. The values reported for secondary and control filter lengths were those that produced a
reasonably clear signal while achieving control.
Error sensor placement was done by placing the error sensor at the optimal location and
adjusting the location based on experimental attenuation. In order to place the error sensor as
close to the optimal location as possible, a 500Hz tone was played and the attenuation measured.
The attenuation was measured using a Brüel and Kjær Pulse recording system at a microphone
located randomly in the anechoic chamber. The error sensor was placed at the optimal location
and adjusted until a maximum amount of attenuation was achieved at that random microphone
location.
A side view of the sphere in the anechoic chamber can be see in Fig. 3.3. The arc shown in
Fig. 3.3 was holding the microphones 1.5 meters away from the center of the sphere and contained

63

37 different measurement locations. As testing was performed, measurements were taken in five
degree increments around the sphere.

Sphere

Control Source

Microphones

Arc

Figure 3.3: Side view of sphere in the anechoic chamber with arc holding microphones 1.5 meters
away from sphere center

3.2.2

Numerical and Measured Frequency Responses of the Sphere
The experimental and numerically calculated frequency responses of the sphere without

the control hardware present is shown for the frequencies of 500, 2,000, 5,000, and 14,000 Hz in
Figs. 3.4 and 3.5 respectively. The average percent error calculated by taking the difference of the
measured and calculated pressure fields and dividing reference to the calculated field is shown in
Table 3.1. The experimental frequency response of the sphere for 5,000 Hz and below is similar
to the numerically calculated directivity with only a 6.4 percent error and a 3.3 percent standard
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deviation at 5,000 Hz. The agreement between the experimental measurement of the directivity
and the analytical prediction was assumed sufficient enough to continue with experimental testing.

Figure 3.4: Directivity of sphere in θ direction from Fig. 2.3 or view from above in experimental
setup without obstructions
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Figure 3.5: Numerical directivity of sphere from primary source in θ direction from Fig. 2.3 or
view from above in experimental setup

Table 3.1: Percent error with standard deviation between the measured and
calculated primary pressure field without the control source attached.
500 Hz 2,000 Hz

5,000 Hz 14,000 Hz

Percent Error

2.2 %

4.0 %

6.4 %

30.6 %

Standard Deviation

1.7 %

8.6 %

3.3 %

22.1 %

It was important to know that the numerically calculated and measured directivities of the
sphere without control hardware were similar. The presence of control hardware could potentially
alter the pressure field such that the optimal error sensor locations found earlier could be invalid.
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However, the measured directivities with the control hardware present were more applicable to
experimental control as the control hardware would be present for experimental testing.
As shown in Fig. 3.6, the frequency response of the sphere with the control hardware
present was visually similar up to 5,000 Hz when compared to Fig. 3.5. The percent error with
standard deviation between the two responses was calculated and the results are shown in Table.
3.2. The percent error at 5,000 Hz of 5.9 percent was similar to the sphere without the control
hardware present in Table 3.1, suggesting that the control hardware was small relative to a wave
length. The percent error at 5,000 Hz was assumed sufficient enough to continue with experimental
control.

Figure 3.6: Directivity of sphere primary source with obstruction in θ direction from Fig. 2.3 or
view from above in experimental setup
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Table 3.2: Percent error with standard deviation between the measured
and calculated primary pressure field with control source obstruction
500 Hz 2,000 Hz

5,000 Hz 14,000 Hz

Percent Error

1.7 %

6.4 %

5.9 %

26.1 %

Standard Deviation

1.2 %

9.6 %

4.3 %

16.7 %

The 14,000 Hz frequency response shown in Fig. 3.6 did not match the numerically calculated directivity shown in Fig. 3.5 and looked somewhat distorted with a percent error of 26.1
shown in Table 3.2. The response shown in Fig. 3.6 for 14,000 Hz was checked and verified to
assure that the readings were correct and not in error. The frequency response at 14,000 Hz is
shown with coherence in Fig. 3.7. With the coherence very close to unity, the frequency response
at 14,000 Hz with control hardware present, indicated that the signal measured was similar to
the signal produced at the primary source. With the coherence close to unity, the large error was
attributed to diffraction and reflection effects off the control hardware.

Figure 3.7: Directivity and coherence of primary source in θ direction from Fig. 2.3 or view from
above in experimental setup with obstruction at 14,000 Hz
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In addition to numerically validating the primary source directivities with and without control hardware, the control source directivity was measured and calculated. In Fig. 3.8 the measured
control field is shown and can be compared to the numerically calculated directivity in Fig.3.9. The
percent error with standard deviation between the two pressure fields is shown in Table 3.3. The
same frequency response trends are shown for the control source and for the primary source. The
percent error between the measured and calculated directivity was 10.7 percent with a standard
deviation of 8.3 percent at 5,000 Hz. Experimental control was continued, with the assumption
that the percent error was sufficient up to 5,000 Hz.

Figure 3.8: Directivity of sphere due to control source in θ direction from Fig. 2.3 or view from
above in experimental setup
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Figure 3.9: Numerical directivity of sphere from control source in θ direction from Fig. 2.3 or
view from above in experimental setup

Table 3.3: Percent error with standard deviation between the measured
and calculated control source pressure field
500 Hz 2,000 Hz

5,000 Hz 14,000 Hz

Percent Error

2.0 %

4.7 %

10.7 %

20.4 %

Standard Deviation

1.1 %

2.9 %

8.3 %

13.8 %

In Fig. 3.10 the directivity is shown for a control source off the surface of a sphere with
control hardware at 14,000 Hz. The coherence and frequency response for 14,000 Hz is shown in
Fig. 3.10. The coherence was close to unity indicating that the measured signal was similar to the
signal generated. The percent error of 20.4 percent shown in Table 3.3 was attributed to diffraction
and reflection effects of the control hardware.
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Figure 3.10: Directivity and coherence of control source in θ direction from Fig. 2.3 or view from
above in experimental setup at 14,000 Hz

The comparison between numerically calculated and experimentally measured directivities
supported model predictions for error sensor locations and experimental attenuation. The combination of the primary and control pressure fields determined the optimal error sensor location.
If the pressure fields were not as predicted, the optimal error sensor location found could not be
used. Without the optimal error sensor location, the experimental work with the attenuation of both
speech and single frequency tones would likely lack global attenuation. The experimental primary
and control fields were assumed similar enough to their numerically calculated fields to continue
with experimental control of single frequency tones and speech.

3.3

Experimental Results
This section shows the experimental results for single frequency tones as well as monotone

and natural speech. The attenuation of voice harmonics and formants are shown using narrowband and wide-band spectrograms. The average attenuation of monotone and natural speech is
also calculated. Finally, the global reduction of two voice harmonics for the word “father’s” is
shown.
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3.3.1

Introduction into the Experimental Results
The experimental work performed two functions. First, it served to validate the optimal

control configuration for a control source and error sensor location. Second, it showed the results
of controlling monotone and natural speech with that optimal configuration. Of the optimal configurations found for control sources, one control source was chosen for its ease in construction
and low cost. In addition, one control source and error microphone would be easier for the DSP to
control due to the needed length of the control and secondary path filters.
The optimal model found previously is validated and the attenuation of single frequency
tones is shown. Experimental control of single frequency tones validates the model by comparing
the experimental attenuation at a given frequency to the predicted attenuation. The model developed in Chapter 2 predicted global attenuation and global attenuation was achieved experimentally.
The remainder of the experimental work was performed on monotone and natural speech.
The attenuation of both voice harmonics and formants is shown using narrow-band and wide-band
spectrograms. Discrete attenuation values of each word are also shown for the sentence “Joe took
father’s shoe bench out”. Additionally, the global attenuation is shown for two harmonics of the
word “father’s” in monotone speech.

3.3.2

Control of Single Frequency Tones
The control system’s DSP settings were adjusted and used to control single frequency tones.

This served as a way to tune the control system for maximum attenuation and to also validate
predictive models of global control developed in Chapter 2. Each frequency measured validated
the predicted amount of attenuation from minimized power shown in Fig. 2.15. The first frequency
of 300 Hz is shown with its coherence in Fig. 3.11. As expected, it has a uniform distribution of
sound in all directions. The frequency response shown is normalized with the maximum pressure
value as zero. Before the normalization 40 dB was added to aide in plotting. This shows how many
dB down a certain location in the θ direction is from maximum.
The control system results for 300 Hz were as expected. The frequency response with
coherence is shown in Fig. 3.12. The reduction of 300 Hz had an average attenuation of 34.5 dB
seen with standard deviation in Table 3.4. This is in line with predictions shown in Fig. 2.15 of
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Figure 3.11: 300 Hz harmonic wave directivity with coherence in θ direction from Fig. 2.3 or view
from above in experimental setup

about 43.9 dB. With the coherence very close to unity, the measured signal was similar to the signal
generated from the primary source. This meant that the directivity was measured and not produced
from outside noise. The shape of the directivity showed that there was higher attenuation in the
rear and on the sides toward the back of the sphere taking on a cardioid shape. Other frequencies
were measured and their average attenuation with standard deviation is shown in Table 3.4 The
response of the remaining frequencies are shown in appendix A.1.
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Figure 3.12: Control of 300 Hz harmonic wave with coherence in θ direction from Fig. 2.3 or
view from above in experimental setup

The discrepancies between predicted and experimentally measured attenuation is likely due
to the sensitivity of the error sensor location. In Figs. 2.28 and 2.29 the sensitivity decreased with
increasing frequency. A similar trend was seen for the difference in attenuation shown in Table
3.4. As the frequency was increased, the difference in attenuation decreased.

Table 3.4: Predicted attenuation and average experimental attenuation with standard
deviation of harmonic tones
300 Hz

900 Hz

1,500 Hz

43.9 dB 40.4 dB 36.9 dB 35.0 dB

29.3 dB

Experimental Attenuation 34.5 dB 34.9 dB 33.4 dB 27.2 dB

26.9 dB

Standard Deviation

3.9 dB

4.4 dB

4.2 dB

4.1 dB

3.8 dB

Difference in Attenuation

9.4 dB

5.5 dB

3.5 dB

7.8 dB

2.4 dB

Predicted Attenuation

500 Hz
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750 Hz

3.3.3

Control of the Voice
The success of controlling tones with the optimized control system described in Chapter 2,

led to the testing of the control of speech. Before testing was performed, the DSP settings such as
control filter length and secondary path filter length were adjusted to achieve the highest attenuated
signal. Despite the adjustments on filter lengths the same settings were used as those for the active
control of harmonic tones.
Once testing was started, the voice attenuation was measured at 37 microphones along the
arc shown in Fig. 3.3. In addition, measurements were made every five degrees around the sphere
to verify global attenuation. However, the spectrogram results were chosen from the mic location
directly in front of the sphere 1.5 meters away.
The first sentence to be evaluated experimentally was a monotone version of “Joe took
father’s shoe bench out” recorded at 48,000 Hz with a Reaper recording system. The recorded sentence was played three times continuously to allow for averaging when calculating the attenuation.
Between each sentence a 1.5 second pause occurred before the sentence was controlled again.
The results of control were averaged and shown in spectrograms. The frequency axis of
all spectrograms is from 0 - 2,000 Hz due to the DSP sampling rate of 4,000 Hz. However, the
before and after control measurements retain high fidelity frequency content from the 48,000 Hz
sampling. The same procedures were followed for the average of the natural speech signal.
Each sentence of both monotone and natural speech was evaluated with a narrow-band
and wide-band spectrogram. Spectrograms have been used to evaluate speech as they give both
time and frequency data in one plot [1] [19]. Narrow-band spectrograms give high resolution in the
frequency domain and allow the user to see the discrete voice harmonics of every word. Wide-band
spectrograms, on the other hand, have low resolution in the frequency axis and high resolution in
the time axis allowing the user to see formants for each word as well as glottal pulses.

Control of Monotone Speech
Monotone speech was controlled before natural speech as it had a correlation of about
85 percent and was therefore more similar to harmonic tones. As the monotone speech sentence
contained more drawn out vowels, it was expected that there would be more time to control the
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signal with the DSP. In addition, the higher correlation would limit the effects of causality. From
experimental results it was shown that monotone speech had attenuation for many harmonics of
each syllable.
The first narrow-band spectrogram of monotone speech showed that voice harmonics were
attenuated. The results of control are shown in Fig. 3.13. On the spectrogram, the dark red
horizontal lines show the amplitude of the voice harmonics. With the color axis to aide on the
right, darker red colors indicate larger amplitude. Each vertical column represents a syllable of
the sentence. When uncontrolled is compared to controlled in Fig. 3.13 it is observed that many
harmonics, even up to 2,000 Hz, for each syllable of the sentence had been attenuated. Although
it is informational to see the attenuation of voice harmonics, it gave little insight into how the
attenuation happened over time or how it affected formants.

First Three Harmonics of “Joe”

Controlled Harmonics of “Joe”

Figure 3.13: Narrow-band spectrogram of monotone sentence uncontrolled and controlled experimental result

The wide-band spectrogram of monotone speech allowed formant bands and their attenuation to be shown clearly in Fig. 3.14. In the figure the voice harmonics have connected due to
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the lack of resolution in the frequency axis. However, the high resolution in the time axis allowed
narrow vertical striations to be shown which mark the beginning of each glottal pulse. With the
wide-band spectrogram, the formants are shown. The formants do not change as much over time
for monotone speech as the vowels are held out. On some of the syllables such as “Joe”, which is
the first column from the left, two bands are apparent marking the first and second formants. Once
controlled is compared to uncontrolled in Fig. 3.14, an attenuation of the formant bands is shown.

Second Formant of “Joe”

First Formant of “Joe”

“k” Sound of “took”
Increased “k” Sound of “took”

“t” Sound of “out”
Increased “t” Sound of “out”

Controlled First and Second Formants of “Joe”

Figure 3.14: Wide-band spectrogram of monotone sentence uncontrolled and controlled experimental result

When the wide-band and narrow band spectrograms are compared, the amount of attenuation achieved becomes more apparent. The comparison between the spectrograms shows that
the attenuation of voice harmonics is similar to the attenuation of the formant bands. This was
expected as the attenuation of the formants is due to the attenuation of the harmonics.
The attenuation that was achieved seemed restricted to steady phonemes. Steady phonemes,
as described in Chapter 1, are those phonemes that can be held out for an extended period of
time. Those phonemes could be more deterministic in nature and easier for the DSP to control.
77

Transitory phonemes are those that can’t be held out. For example, the “k” sound at the end of
“took” (just after 1.5 seconds in Fig. 3.14) shows little to no attenuation and appears to be larger
in amplitude. The same happened with the “t” in “out”, just after 5.5 seconds, in the same figure.
The sound level of monotone speech did reduce. The voice harmonics were attenuated but
not enough to completely eliminate them. As the harmonics were reduced, the formants also saw
a reduction.

Control of Natural Speech
The control of natural speech had less attenuation than monotone speech. The reduction
in attenuation was expected due to the lack of correlation in natural speech. However, the correlation of natural speech was about 24 percent indicating that some degree of attenuation should be
achieved. The DSP system still achieved some attenuation on natural speech, shown in both the
narrow-band and wide-band spectrograms.
The narrow-band spectrogram shown in Fig. 3.15 shows that the individual voice harmonics of the vowel sounds were attenuated less than monotone speech. For example, the syllable
“Joe” in the first column of the narrow-band spectrogram shows attenuation on the 2nd, 3rd and
4th harmonics. This attenuation is indicated by the reduction in the dark red color of the harmonics. Nevertheless, it seems the 5th and 6th harmonic pressure amplitudes were increased, indicated
by the darker red colors in the controlled subplot of Fig. 3.15.
Although not all harmonics of natural speech were attenuated, in both monotone and natural
speech the harmonics were attenuated over a large frequency range. When the controlled and
uncontrolled subplots of Fig. 3.15 are compared, the attenuation of harmonics up to 2,000 Hz is
shown. This attenuation is apparent for many of the syllables in natural speech.
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Controlled
Harmonics of “Joe”

Increased
Harmonics of “Joe”

Figure 3.15: Narrow-band spectrogram of natural sentence uncontrolled and controlled experimental result

As some of the harmonics were attenuated in the narrow-band spectrogram, a similar result
was expected in the wide-band spectrogram. The attenuation achieved on the formants is shown
in Fig. 3.16. Over the entire sentence, most of the formants were reduced with the exception of
the formant for the syllable “Fa”, occurring just before one second, and for the syllable “took” just
after 0.5 seconds.
The formant for the syllable “shoe”, occurring just after 1.5 seconds, in Fig. 3.16 was also
attenuated. The word “shoe” contains the “sh” sound which is an unvoiced fricative shown in Table
1.1. The unvoiced fricative “sh”, is more similar to white noise than harmonic tones indicating that
the attenuation should be minimal. Upon closer analysis of the formant, the greater attenuation was
toward the end of the formant for the “oe” part of the “shoe” syllable. This showed that greater
attenuation was gained on more vowel like components of speech and likely not on unvoiced
fricatives like “sh”.
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Increased
Syllable “took”

Increased
Syllable “fa”

Controlled
Syllable “shoe”

Figure 3.16: Wide-band spectrogram of natural sentence uncontrolled and controlled experimental
result

Attenuation of natural speech was shown in both narrow-band and wide-band spectrograms. The attenuation was shown up to 2,000 Hz. However, some harmonics at lower frequencies
were not attenuated but their pressure levels increased.

Overall Attenuation for both Monotone and Natural Speech
Narrow-band spectrograms shown in Figs. 3.13 and 3.15 showed the attenuation of the
harmonic frequencies of each syllable for monotone and natural speech. The results were similar
to those predicted from the filtered-x algorithm in section 2.6. However, it is difficult to see the
amount of attenuation for each word or syllable.
To help summarize the degree of attenuation, the average attenuation was calculated for the
entire sentence as well as for each individual syllable, shown in Table 3.5. The attenuation was
calculated by taking the difference of the average squared pressure values. Similar to trends shown
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in the spectrograms, monotone speech was attenuated over all syllables while only some syllables
of natural speech were attenuated, exceptions being “took” and “Fa”.

Table 3.5: Average attenuations of speech sentence and syllables in dB.
Joe

Took

Fa

thers shoe bench

Out

Full Sentence

10.6

8.2

8.1

10.4

9.3

8.0

7.2

8.6

2.1

-2.3

-0.2

1.2

2.4

1.7

0.73

1.1

Monotone Speech
Avg. Attenuation
Natural Speech
Avg. Attenuation

The average attenuation over the full speech sentence for both monotone and natural speech
were similar to the predictions made from the correlation of the two sentences in Chapter 2. From
correlation, monotone speech was expected to be attenuated 8.2 dB and the average attenuation of
the sentence experimentally was 8.6 dB. Similarly, natural speech was expected to be attenuated 1.2
dB and experimentally the sentence was attenuated 1.1 dB. The similarity between the predicted
and experimental results showed how accurately correlation predicted the affect of causality.

Global Attenuation of Speech
Although the spectrograms are very informative for the detailed attenuations of each syllable, they do little to communicate how speech was controlled globally. Attempts were made to
calculate the average global reduction of the monotone sentence, though the results did not prove
informative. To be able to calculate the global attenuation, it was decided to narrow the average
down to a one second clip of the monotone speech sentence. The clip chosen was the two syllables
of “father’s” as the harmonics of “father’s” remained constant.
The monotone sentence was controlled three times and the one second clip was singled
out from each sentence. After the clips were taken, an average attenuation of the three was calculated. The attenuation of the averaged clips was plotted for every measurement location around
the sphere. The attenuation is shown for three different harmonic frequencies shown in Figs. 3.17
through 3.22.
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For the three harmonic frequencies, 282, 420 and 564 Hz, global attenuation was achieved.
At the frequency of 282 Hz an average attenuation of 21.6 dB was calculated and shown in Table
3.6 even though only 8.1 to 10.4 dB was shown for the word “father’s” in Table 3.5. Additionally,
for 564 Hz, 17.6 dB average attenuation was achieved. This suggested that the harmonic components of the word “father’s” experienced greater attenuation than the word as a whole. From the
experimental attenuation of single frequency tones and with the attenuation of the three harmonics
it was concluded that the attenuation achieved was global in nature.

Table 3.6: Average experimental attenuation with standard deviation for three harmonics
of the monotone word “father’s”
282 Hz Harmonic 420 Hz Harmonic 564 Hz Harmonic
Experimental Attenuation

21.6 dB

19.8 dB

17.6 dB

Standard Deviation

1.2 dB

1.9 dB

1.3 dB

Figure 3.17: Frequency response with coherence of voice harmonic in θ direction from Fig. 2.3 or
view from above in experimental setup
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Figure 3.18: Global attenuation of voice harmonic with coherence in θ direction from Fig. 2.3 or
view from above in experimental setup

Figure 3.19: Frequency response with coherence of voice harmonic in θ direction from Fig. 2.3 or
view from above in experimental setup
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Figure 3.20: Global attenuation of voice harmonic with coherence in θ direction from Fig. 2.3 or
view from above in experimental setup

Figure 3.21: Frequency response with coherence of voice harmonic in θ direction from Fig. 2.3 or
view from above in experimental setup
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Figure 3.22: Global attenuation of voice harmonic with coherence in θ direction from Fig. 2.3 or
view from above in experimental setup
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CHAPTER 4.

4.1

CONCLUSIONS AND FUTURE WORK

Conclusions
This thesis showed that attenuation could be achieved on speech in real time. The har-

monics and subsequently the formants of monotone speech were attenuated. Natural speech had
some attenuation of harmonics, however, some had their pressure level increased. For at least three
harmonics of monotone speech, that attenuation was global.
Contributions include a new linear-symmetric optimal arrangement of control sources around
a sphere, a new optimal location for an error sensor to minimize pressure globally, the global attenuation of single frequency tones from a sphere, the active control of monotone and natural speech,
a discussion into the effect of causality for that attenuation of speech, and finally the global attenuation of three harmonics of monotone speech.

4.1.1

Optimal Control Source Locations
An optimal linear-symmetric arrangement of control sources around a sphere was calcu-

lated in addition to the optimal arrangements equidistant from the sphere center reported by Lin
et al. [15]. The new arrangement predicted greater attenuation than arrangements with control
sources equidistant from the sphere center below 7,000 Hz for a sphere radius of 0.1 meters and
first control source separation from the primary source of 0.0127 meters. The optimal locations
were aligned on the Z axis with the primary source.
The new linear-symmetric arrangements predicted increased attenuation for additional control sources, shown for up to six linear sources. However, they did converge to the same attenuation
at about 7,000 Hz. This convergence was likely due to source separation.
Six linear-symmetric sources predicted increased attenuation beyond three linear-symmetric
sources for lower frequencies. This was different from the predicted attenuation for arrangements
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equidistant from the sphere center reported by Lin et al.. They reported no significant attenuation
beyond three sources equidistant from the sphere center. From this, the limit to the number of
control sources, at least for linear-symmetric arrangements at frequencies below 7,000 Hz, seems
to rely on the limitations of the DSP and not on a lack of additional attenuation from an added
source.

4.1.2

Optimal Error Sensor Location
Lin et al. found error sensor locations that could minimize pressure globally but were lo-

cated in the far-field and required a number of sensors in excess of the number of control sources.
Their work showed success for the minimization of pressure at a number of microphones. However, a single optimal error sensor location to minimize power existed and was found for one
control source.
The error sensor location was essential to the success of the control configuration as it
specified the location at which if an error sensor were placed global attenuation of pressure could
be achieved. Without the optimal error sensor location, the predicted results based on the location
of the control actuator could not be achieved in the experimental control of single frequency tones.
The location calculated for the error sensor was between the primary and control sources
at a distance of 0.0078 meters from the primary source. The location was at a pressure null of the
combined primary and optimal control fields. The pressure null was chosen as it remained constant
for a wide range of frequencies. The location of the error sensor in the r, θ , and φ directions was
frequency independent from 500 to 5,000 Hz. Overall, the locations for both control source and
error sensor were compact and applicable for use in the consumer market as the arrangement could
be used in a common headset.

4.1.3

Attenuation of Single Frequency Tones
Experimental attenuation for 500 and 2,000 Hz was reported by Lin et al. [15]. However,

experimental work that could achieve global attenuation had not been done with a single error
sensor location. Also, the experimental control of tones was performed to validate the predictive
models for global attenuation.
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The experimental attenuation of tones were similar to the global attenuation predictions
made. For 300 Hz the experimental average attenuation was 34.5 dB while the predicted attenuation was about 43.9 dB of attenuation. This meant that the experimental error sensor location
was an optimal location. Also, since the experimental attenuation was global, global attenuation
of speech could be expected.
The difference between predicted and experimentally achieved attenuation decreased with
increasing frequency. At 300 Hz the difference was 9.4 dB and only 2.4 dB for 1,500 Hz. This was
inline with the trends seen in error sensor sensitivity that the loss in attenuation based on an error
in the optimal error sensor location would decrease with increasing frequency. It was concluded
that discrepancies in predicted versus experimental attenuation were largely due to an error in the
error sensor location.

4.1.4

Attenuation of Monotone and Natural Speech
Kondo et al. reported up to 10 dB of attenuation at an error microphone three meters

away from their primary and control sources. They used linear predicted coding (LPC) to prepare
phase inverted speech samples to attenuate the speech at the error microphone. Their results were
encouraging for the attenuation of speech, but little was known about the attenuation of speech in
real-time using a DSP.
To contrast the DSP’s ability to control speech, both a monotone and natural version of
the sentence “Joe took father’s shoe bench out” was recorded. It was expected that the monotone
speech sentence have better performance characteristics than natural speech. The contrast in performance between the two sentences was expected to give insight into the limitations on the active
control of speech.
The results of the attenuation of monotone and natural speech were shown using spectrograms. The spectrograms showed that individual voice harmonics were attenuated up to 2,000 Hz
for both monotone and natural speech. As the harmonics of speech were attenuated, the formants
of speech were also attenuated. The majority of harmonics in monotone speech showed a reduction
while in natural speech there was less reduction and the pressure levels of some were increased.
Additionally, it seemed the more vowel like components of natural speech achieved greater
attenuation. For the word “shoe” in natural speech the wide-band spectrogram indicated little to no
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attenuation on “sh” while the remainder of the syllable, “oe” was attenuated. This was attributed
to the similarity of vowels to harmonic tones, where “sh” was more similar to white noise.
The attenuation of speech was directly related to the correlation of the speech signal. The
higher the correlation, the greater the attenuation achieved. The differences in correlation of 85
and 24 percent for monotone and natural speech respectively were the cause for the differences in
attenuation.

4.1.5

Effects of Causality
Causality was expected to limit the attenuation of speech. Kondo and Nakagawa used LPC

to begin to overcome the delay of the control system and subsequently the effect of causality.
However, to control speech in real time, a reference signal was used to control speech with the
filtered-x LMS algorithm. The arrangement of sources in the control system suggested that the
control system would be non-causal. As a result, the expected attenuation for speech would be
directly related to the correlation of the speech signal.
The correlation of the speech signal was directly related to the average experimental attenuation of the speech sentence. Monotone speech was correlated 85 percent predicting about 8.2
dB attenuation. This was similar to the experimental result of 8.6 dB attenuation over the entire
monotone sentence. Natural speech had 24 percent correlation predicting an average attenuation
of 1.2 dB. This again was similar to the average experimental attenuation of 1.1 dB for the natural
speech sentence.
These results showed that if the correlation of natural speech could be improved, the attenuation could be increased. The correlation could be improved by using methods such as LPC
to estimate the speech signal before control. If the correlation is improved, attenuation should
approach the results for monotone speech.

4.1.6

Global Attenuation
Global attenuation of three harmonics in the word “father’s” from monotone speech were

shown. The attenuation for those three harmonics were greater than the average attenuation over
the two syllables of “father’s”. This result suggested that the harmonic components of the word

89

achieved a greater attenuation than the word as a whole. It is reasonable to assume that similar
global attenuation would be achieved for the monotone speech sentence.

4.2

Future Work
The attenuation of both monotone and natural speech were shown in real time. However,

additional investigation to overcome causality should be performed. Others have found success
using LPC methods [12] to control speech. Combining this research for the optimal configuration
with a LPC could prove successful at overcoming causality and achieving global attenuation. The
attenuation of speech should increase as causality is overcome.
Additionally, the work presented in this thesis for control actuator and error sensor arrangements could be applied on a source in a mannequin head. Sound radiates differently from a head
on a torso than from a sphere and some work has been done to model heads [25]. As the analysis
is extended to a more human-like source, insight would be gained into how the control of speech
would perform in human trials.
Methods to disrupt the intelligibility of speech could also be employed. Sound masking,
applied in addition to the attenuation of speech, could be beneficial in applications for private
offices. The results of sound masking could be validated using a speech intelligibility analysis [26].
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APPENDIX A.

A.1

EXPERIMENTAL ATTENUATION OF TONES

Frequency Response Plots of the Attenuation of Harmonic Tones

Figure A.1: 500 Hz harmonic wave directivity with coherence in θ direction from Fig. 2.3 or view
from above in experimental setup
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Figure A.2: Control of 500 Hz harmonic wave with coherence in θ direction from Fig. 2.3 or view
from above in experimental setup

Figure A.3: 750 Hz harmonic wave directivity with coherence in θ direction from Fig. 2.3 or view
from above in experimental setup
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Figure A.4: Control of 750 Hz harmonic wave with coherence in θ direction from Fig. 2.3 or view
from above in experimental setup

Figure A.5: 900 Hz harmonic wave directivity with coherence in θ direction from Fig. 2.3 or view
from above in experimental setup
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Figure A.6: Control of 900 Hz harmonic wave with coherence in θ direction from Fig. 2.3 or view
from above in experimental setup

Figure A.7: 1500 Hz harmonic wave directivity with coherence in θ direction from Fig. 2.3 or
view from above in experimental setup
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Figure A.8: Control of 1500 Hz harmonic wave with coherence in θ direction from Fig. 2.3 or
view from above in experimental setup
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