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For a finite group G and a field k of characteristic p we denote by C’(G) the intersection of 
the centralizers of the simple kG-modules with non-vanishing ith cohomology. It is well known 
that C’(G) = O,,,(G). For certain classes of groups we obtain detailed information on C’(G), 
for iz2. It is easy to translate our results about C’(G) into results about the minimal projective 
resolution of k. 
1. Introduction 
Let the order of the finite group G be divisible by the prime number p and let 
k be a field of characteristic p. It is well-known that there is no general and practical 
procedure to compute the cohomology of G, say with simple coefficient modules. 
Thus, there is interest in partial information about cohomology. An example of par- 
tial information about the cohomology of G is provided by the intersections of cen- 
tralizers of simple kG-modules with non-vanishing ith cohomology. These 
intersections of centralizers, which we call C’(G), will be studied in this paper. 
Griess and Schmid proved that for an arbitrary finite group G, C’(G)=O,,,(G) 
and also that, when G is p-solvable, C2(G) = Opcp(G) [3, Theorem 1 and Corollary 
11. It is well-known that C’(G) need not coincide with Op,p(G). Apart from this, 
little seems to be known about these subgroups of G. 
We briefly summarize the contents of this paper. In Section 2 we list the basic pro- 
perties of C’(G) and some technical results. In Section 3 we take a closer look at 
the behaviour of C’(-) for subgroups of a given group. In Proposition 3.1 we 
show that C’(N) =N, if N is a subnormal subgroup of C’(G). As a corollary we 
obtain the following generalization of Griess’ and Schmid’s result: C2(G) is either 
p-nilpotent or not p-solvable. If we impose some conditions on the subgroup H, 
then C’(G) is the largest subgroup of G such that C’(H) =H. Proposition 3.1 sug- 
gests that one should characterize classes of groups G, for which C’(G) # G. The 
* Some of the results of this paper first appeared in the author’s doctoral thesis (ETH Diss. 8887, 
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rest of this paper is devoted to this question. In Section 4 we consider direct, 
semidirect and wreath products. The second and the third subsections contain a 
detailed discussion of p-solvable groups of p-length 1. Let G be (Pi x ..a x P[) >a Q, 
where Q is a p’-group and the Pi’s are normal p-subgroups. If I is big enough, a 
careful study of the action of Q on the homology of O,(G) with trivial coefficient 
module k will enable us to show that C’(G)#G (Theorem 4.3). If O,(G) is 
homocyclic, we will determine the subgroups C’(G) explicitly. This, in turn, 
provides numerous examples of solvable groups G with the property that 
C’(G) # O,,,(G) for infinitely many integers iz 3. Finally we remark that all the 
results about C”(G) can be translated into results about minimal projective resolu- 
tions of the ground field k. For example: C”(G) = G is equivalent to the statement 
“the nth module in the minimal projective kG-resolution of k is a direct sum of 
projective covers of k”. 
I am indebted to Professor Stammbach for enlightening discussions. 
2. Prerequisites 
Throughout this paper it is tacitly assumed that all groups occuring are finite and 
the fields are always of prime characteristic p. Let us fix some notation. 
Definition 2.1. Let G be an arbitrary group and i a positive integer. We define the 
subgroup C’(G) I G as 
C’(G)= n .C,M, 
ME t?’ 
where FZ’ is the set of all simple kG-modules A4 with non-vanishing ith 
cohomology, i.e. H’(G,M)#O. 
In the next proposition we list the basic properties of C’(G). 
Proposition 2.2. (i) C’(G) depends only on the characteristic of the field involved 
in its definition. 
(ii) C’(G) is a characteristic subgroup of G. 
(iii) C’(G) 2 C’(G) = Opsp(G). 
(iv) If the group G is not p-nilpotent, then C’(G)#G for infinitely many 
positive integers i. 
Proof. The proof of the first three assertions is straightforward. 
(iv) Since G is not p-nilpotent C’(G) = Oprp(G) # G, consequently there exists a 
non-trivial simple kG-module A4 with non-vanishing first cohomology. Then, by a 
recent theorem of Benson, Carlson and Robinson [l, Theorem 2.41, H’(G,M) #0 
for infinitely many positive integers i and the proposition is proven. Cl 
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The goal of this paper is to study these characteristic subgroups C’(G). 
Throughout it we will frequently make use of the following five observations, usual- 
ly without explicit mention. 
(1) The naturality of the universal coefficient theorem: Let N be a normal 
subgroup of G and A4 a kG-module with CoM>N. Then the isomorphism 
0 : N”(N,M) -% Homk(H,(N, k), M) 
is a kG-module isomorphism. That @ is an isomorphism of vector spaces follows 
from the universal coefficient theorem because A4 is a trivial kN-module [4, p. 2221. 
The isomorphism @J is natural and thus it respects the kG-module structure. 
(2) The naturality of the Kunneth product formula: Let G be a group contain- 
ing normal subgroups Nj (1 I is l) such that Ni x N2 x ... x N/4 G. Then the 
isomorphism 
O:;~~H*(Ni,k)~H*(N,XN,x .a- xN,,k), 
provided by the Kunneth theorem, is indeed a kG-module isomorphism of graded 
modules [4, p. 1771. 
(3) If the characteristic of the ground field does not divide the order of the group 
G, then H’(G,M) =0, for all integers ir 1 and all kG-modules M [4, VII 16.71. 
(4) If N is a normal subgroup of G such that the quotient G/N has order prime 
to p then H”(G, M) = H”(N,A4)G’N, V’nrO ([6, XI 10.11 together with (3)). 
(5) If N is a normal p’-subgroup of G then H”(G, M) E H”(G/N, MN), Vn 2 0 
([6, XI 10.11 together with (3)). Moreover, if A4 is a simple kG-module belonging 
to the principal block then MN =M. Hence, for the study of C”(G) we can restrict 
ourselves to groups G with O,(G)=e. 
The following technical lemma about tensor products of simple kG-modules will 
be used in Section 4: 
Lemma 2.3. Let A4 and N be two simple kG-modules. 
(i) If M and N are both I-dimensional, then the following statements are 
equivalent : 
(a) M@N= k, 
(b) M*zN. 
(ii) If at least one of the modules is not l-dimensional, then MO N is a non-trivial 
kG-module. 
Proof. (i) This is exactly the assertion of [5, VII 8.61, taking into account that M 
and N are l-dimensional. 
(ii) If M is not l-dimensional then there exists an element x of G which does not 
act as a scalar on A4, since M is a simple kG-module. Consequently x does not act 
as a scalar on MON, and in particular does not act trivially. 0 
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3. Subgroups contained in C’(G) or containing C’(G) 
Proposition 3.1. Let G be a group and let H be a subnormal subgroup of C’(G), 
i.e. there exists a sequence of subgroups {Hj}j,q,,,.,.,n of C’(G) with H,=C’(G), 
Hj+lUHj (j=O,l,..., n - 1) and H, = H, then C’(H) = H. 
Remark. Suppose H is a subgroup of G such that C’(H) #H. Then, by Prop- 
osition 3.1, C’(G) can not contain H as a subnormal subgroup. Hence, it is an im- 
portant problem to characterize classes of groups H, for which C’(H) # H. 
Proof. We will first prove the proposition for n=O and then employ similar 
arguments to establish the full result by induction. Let Na G and N<C’(G). We 
assume there exists a non-trivial simple kN-module A such that H’(N,A)#O 
(H C’(N)#N). By Shapiro’s lemma we get H’(G,A T’)#O and hence there exists 
a composition factor A’ of A TG such that H’(G,A’)#O. Now, by Clifford’s 
theorem, A ?‘J,= @i= 1 Aj, where A, denotes a simple kN-module which is con- 
jugate to A. Hence C,A, is properly contained in N, for all j. But A’l,, being a 
composition factor of A TGl,, is a direct sum of certain Aj’s and therefore we con- 
clude that Nfl CoA’ is strictly contained in N. 
If we set N= C’(G), we get C’(G) fl CoA’# C’(G), but C’(G) I CoA’ by defini- 
tion of A’. Hence we reach a contradiction. This settles the case n =0 of our as- 
sertion. 
The induction is now carried out by replacing N by Hj+ , and G by Hj = C’(Hj) 
in the above arguments. 0 
Note. In general, the condition of H being subnormal in C’(G) cannot be replaced 
by H being a subgroup of C’(G). 
Example. Consider the alternating group A, and let k be a field of characteristic 
2. It is known that C*(A,) = A,. Now A, GA,, but A4 is a 2-solvable group 
(0 + C, x C, --) A, + C, + 0). Hence C’(A,) = G,,,(A,) = C2 x C2 # A4. 
As an application of Proposition 3.1 we shall prove the following: 
Proposition 3.2. Given a group G such that G e C2(G) D C’(G). Let N be a p- 
solvable normal subgroup of G. Then, either N is p-nilpotent (<C’(G)) or 
N$ C*(G) s N holds. 
Proof. Since N is p-solvable, C’(N) = C’(N) = Op,p(N). If N4 C2(G), then Prop- 
osition 3.1 tells us N= C’(N) = O,,,(N), hence N is p-nilpotent. 
Assume that C2(G)aN. As a subgroup of a p-solvable group, C2(G) is p- 
solvable. Therefore 
C2(C2(G)) = 0,,p(C2(G)) = O,,,(G) = C’(G). 
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It follows from Proposition 3.1 that C2(C2(G)) = C2(G). Consequently C2(G)= 
C’(G), which contradicts our assumption. 0 
Corollary 3.3. C2(G) is either p-nilpotent (ergo C2(G) = C’(G) = O,,,(G)) or not 
p-solvable. 
For the proof one applies Proposition 3.2 setting N=C2(G). The analogous 
statement for C’(G), ir 3, does not hold in general, as we shall see later when we 
compute C’(G) for a special class of p-solvable groups (see Proposition 4.6). For 
some of those groups there exist infinitely many indices i?3 such that 
C’(G) = O,,,,(G). 
Now we turn to subgroups containing C’(G). 
Proposition 3.4. Let N be a normal subgroup of G such that G/N is a p’-group and 
C’(G) is properly contained in N. Then N# C’(N) holds. 
Proof. There exists a non-trivial simple kG-module A such that H’(G, A) #0 and 
CGA 2 N, because N> C’(G). Consequently, N> CNA 1, or in other words A 1, is 
a non-trivial kN-module. By Clifford-theory we know that A 1, is semisimple and 
all simple constituents are non-trivial kN-modules. 
Taking into account that G/N is a p’-group, we have H’(G, A) =H’(N, A 1,) #O. 
Since H’(N, -) is an additive functor, H’(N, A’) #0 for at least one simple compo- 
nent A’ of A 1,. Because A’ is non-trivial, the proposition is proven. 0 
Remark. Both conditions in the previous proposition, N normal and of PI-index, 
are necessary. We illustrate this with the following two examples. 
Examples. (1) There are many examples of groups G containing a subgroup U of 
p/-index such that U>C’(G) and C’(U)= U. Take any simple group G with 
C2(G) = e (most of them behave this way, take M,, in characteristic 2, for example) 
and choose as U a non-trivial Sylow subgroup. Then C2(U) = U. 
(2) It seems much harder to find a group G with a normal subgroup N such that 
N>C’(G) and C’(N)=N. The group A5 xA, in characteristic 2 has the desired 
property. One has C”(A, xA,) =e, for all nz 1 (Theorem 4.2(a)); but C3’(A,) = 
C3’-‘(A,)=A,, for all ir 1. 
4. Direct, semidirect and wreath products 
4.1. Direct products 
Consider the group G = Gi x G2 x ... x G,. Without loss of generality we can 
assume that k is a splitting field for the groups Gi, 15 is 1. Then every simple kG- 
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module M is a tensor product of simple kGi-modules Mi [5, VII 9.141 and the 
cohomology of G with simple coefficient module M can be expressed in the follow- 
ing way: 
A word of caution is in order. In the following arguments we will often consider 
the centralizer of a kG-module M, for M=M, @M2 @ ..a @M, and Mi a kGi_ 
module. Clearly C,(M)> C,,(M,) x CG,(M,) x ... x CG,(M,), but it may happen 
that the inclusion is proper. 
Lemma 4.1. Let G= G1 x .-. x G,, 1 L 2. For integers i L 1 and 15 j 5 I we set Hj = 
C’(G) fl Gj. Then the group Hj is a normal subgroup of G with the property that 
Hjl/Op’p(Gj) is an abelian PI-group. 
Proof. It is enough to verify the assertion for the groups Hr. As an intersection of 
two normal subgroups of G, Hi is normal in G. We claim that [G,, H[] c O,.,(G,). 
For an arbitrary element h E Hr there exists an element YE G2 x ... x GI such 
that (h, y)E C’(G). Hence (xhx-‘, y)E C’(G), for all XE Gi. This implies that 
(xhx-‘h-‘,e, . . . . e) = (xhx-‘, y)(h-‘, y-l) E C’(G). Assume that z=xhx-I h-’ $ 
O,,,(G,), then there exists a simple kGl-module M1 such that H’(G,,M,) 20 and 
z@C,,(M,). Choose a simple k(G2 x ... XC,)-module L with H’-‘(GZx ... xG,,L)# 
0. Then H’(G,M, @L) # 0, but since z $ C,,(M,), (z, e, . . . , e) $ C,(M, @L). This is 
a contradiction and the proof is complete because [G, Hf] c O,,,(G,) implies the 
assertion. 0 
Theorem 4.2. Suppose that G,, G2, .,., G, are not p-nilpotent groups and G= 
G,xG2x... XC,. 
(a) If 122, then C”(G)+G and C”(G)IO,~,~(G), Vrr~l. Furthermore, 
C2(G) = O,,,(G) and C”(G)/OP1,(G) is an abelian PI-group, Vn L 3. 
(b) If I> 3 and all the groups Gi are p-solvable, then C”(G) = O,,,,(G), Vn 2 1. 
Remark. Using Proposition 4.6, one can easily construct a group G = Gi X G2, 
where Gi and G2 are p-solvable, such that G/O,,,(G) is an abelian p’-group and 
O,,,(G)#C’(G)+G, for infinitely many integers iz 3. This shows that in the 
above theorem the assertion (a) cannot be improved and that Ir 3 is a necessary con- 
dition for the assertion (b). 
Proof. (a) If we choose a non-trivial kG,-module M1 with H’(G1,Ml) #to, then 
H”(G, @i= 1 Mi) #0, for a suitable choice of modules M2, . . . ,M,. In addition, 
@i=i Mi is a non-trivial simple kG-module. Hence C”(G)#G, Vnr 1. From 
Lemma 4.1 we deduce that 
C”(G)<H,” x ..a x H;< O,,,,(G,) x ... x O,,,,(G,) = Op,&G) 
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and that C”(G)/O,.,(G) is an abelian p’-group. Applying Proposition 3.1 to HI!’ 
yields C’(Hy) =Hr. Since the group Hr is p-solvable (Lemma 4.1), Corollary 3.3 
implies O,,,,(H,F) = HJ”. This proves the remaining part of assertion (a). 
(b) For n = 1,2 the assertion is evident because G is p-solvable. We observe that 
for Xi E Gi\ O,,,(Gi) there exists a simple kGi-module Li such that H’(Gi, Li) # 0 
and Xi~ Co,(&). Consequently, since G; is p-solvable, H2(Gi,Li) +O [7, p. 489; 
3, p. 2621. As in the proof of Lemma 4.1 one can show that an element 
x=(x1,x2, . . . . XJ E G such that for all i (1 I is 1) except one, Xi $ O,,,(Gj) cannot lie 
in C”(G). Therefore it remains to verify that an element XE G with at least two 
indices i such that Xi~ Op,,(Gi) cannot lie in C”(G). Without loss of generality we 
may assume that x1 $ O,,,(G,) and x2 $ O,,,(Gz). Again we assume that x E H. For 
i = 1 and 2 we choose simple kGi-modules Li such that H’(Gi,Li) #0 and 
Xi~C,,(Li). If we set 
L=L,@k@M,@...@M,, 
then H”(G, L) # 0 and H”(G, M) # 0 for a suitable choice of modules A4s, . . . , Ml. 
From the construction of these modules it is clear that x cannot lie simultaneously 
in the centralizers of these modules, but this contradicts XE H. 0 
4.2. Semidirect products 
Theorem 4.3. Let k be an arbitrary field of characteristic p and G = (P, x 
p2x ... x P,) >a Q, where the Pi’s are p-groups and Q is a p’-group. Furthermore 
we assume that the subgroups Pi (1 I is 1) are normal in G. 
(i) If 12 2 and at least one group Gi= Pi >Q (1 I is 1) is not p-supersolvable, 
then C”(G) # G for all n 11. 
(ii) Suppose G is not p-nilpotent. If all the groups Gi (l~irl) are p-super- 
solvable and 12 3, then C”(G) f G for all n 2 1. 
Remark. To say that Q acts diagonally on P, X P2 x a.- x P, is equivalent to Pi a G, 
for all i (1 <i(l). 
Proof. (i) Without loss of generality we assume that G, = P, >a Q is not p-super- 
solvable. Let the ground field be Fp. Now we employ Stammbach’s cohomological 
characterisation of p-supersolvable groups [8, Theorem C] to deduce that 
H’(G,, N) # 0 for a non-trivial simple FpG1 -module of dimension greater than 1. 
H’(G,,N) = H1(P,,N)Q~ HOEI,o(H1(P1, E&N), therefore N 1 H,(P1, Er). The 
same argument for HO(Gi, -) yields that Ho(Pi, Er,) is a trivial kQ-module. Since Q 
acts diagonally on P, x P2 x ... x P,, 
v/I 0 
i,+iz+ ..’ +i,=n 
H,,(P,, Ft,)@ ... @HJP,, F,,)zH,(P, xP,X ... XP,, Er) 
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is an isomorphism of semisimple FpQQ-modules. It follows that H,(P, x P2 x ... x 
P,, F,J contains a submodule isomorphic to 
Ht(Pt, F~)OH~~i(pZ, Fp)O 
( 
6 HO(pi, Fp) 9 
i=3 > 
which is a non-trivial lF,,Q-module, by Lemma 2.3(ii). Let the FpQQ-module M be a 
non-trivial, simple, direct summand of H,(P, x P2 x ... x P,, Fp). Consequently, 
HomkQ(H,(Pi x P2 x *** XP,, Fp),M)ZHH”(PI xP,x ... xP,Jf)Q 
EH~(G,M)#O. 
(ii) Again our aim is to show that H,(P, x P2x ... x P,k) is a non-trivial kQ- 
module and then to conclude, on appealing to the universal coefficient theorem, 
that H”(G, M) # 0 for at least one non-trivial simple kG-module M. As in part (i) 
we work with k= Fp. 
At least one of the groups Gj is not p-nilpotent because G is not p-nilpotent 
(without loss of generality we assume it is G,). Hence C’(G,) = C’(G,) = G,,,(G,) # 
G,. Moreover, if H’(Gi, k,) #O, where k, denotes a l-dimensional non-trivial kGl- 
module, then H2(G,, k,) #O [7, p. 4891. The universal coefficient theorem yields 
kt 1 ff~(P,,k) and kl 1 fW1,4. 
0 H;,(P,,k)@~~@H;,(P,,k)~Hn(P,xP2x ... xP/,k). 
il + iz + ... + if = n 
Let n L 3. If k ) H,, _ 2(Pjo, k) for some 2 5 i, I I (without loss of generality i0 = 2), 
then H,(P, x P2 x ... x P,, k) is a non-trivial kQ-module because it contains the 
submodule 
If the semisimple kQ-module Hn_2(Pi, k) has no trivial constituents (for all 25 
ill), then consider the kQ-modules 
In the case when one of the modules Mi is non-trivial the proof is complete. Other- 
wise M;= @k implies H,_,(Pi,k)~ ok:, applying Lemma 2.3(i). Using the 
universal coefficient theorem we get that all groups Gj (21i~ I) are not p- 
nilpotent. This implies that each k&-module H,(P,, k) is non-trivial. But 
H,(P,,k)OH,~2(P2,k)OH1(P3,k)0 
> 
contains a submodule which is isomorphic to H,(P3, k). 0 
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We term groups of the form CPO x ... x Ct,” pa-homocyclic groups. An important 
special case of Theorem 4.3 is G = (CPa x -se x Cra) >Q , a L 1. If Q acts diagonally 
on the pa-homocyclic group, we can analyse C”(G) in a much more explicit man- 
ner. The procedure is to construct a minimal projective resolution for G and then 
to read off the result. This analysis will show that one cannot improve our theorem 
without imposing further conditions on G. In addition, the more precise results we 
get will be useful in the sequel. The next two lemmata indicate how one can get the 
minimal projective resolution of k for such a group. 
Lemma 4.4. Let N be a normal subgroup of G which has p’-index in G. If 3 is a 
projective resolution of k over kG, then the following statements are equivalent: 
(i) W is minimal, 
(ii) .%!,I, is minimal. 
Lemma 4.5. Let Pi be p-groups (1 <ill) and Q a PI-group. Let W’ be minimal 
projective k(Pi x Q) resolutions of k (1~ is 1). If G = (PI x P2 x ... X Pt) >a Q and 
all the Pi’s are normal in G, then S?=Tot(@ f=, Be’) is a minimal projective kG 
resolution of k, where the action of G on 3%? is given by 
F) d’agona’ m p On’ * (P1 >Q ) x (P2 >a Q) x a.. x (P/M Q). 
Furthermore we may assume that Q acts faithfully on C,,u and therefore Q= 
Crl OP(Aut(CPO)) s CP_ 1. Obviously we can exclude p = 2. 
The minimal projective k(+ >a C,)-resolution of k is 2r-periodic and all the 
projective indecomposable modules occurring in it. are uniserial. 
Proposition 4.6. Let G = A >Q C,, where A is a pa-homocyclic group and C,, 
r 1 (p- l), acts faithfully and identically on all components of A, i.e. G= 
(0, > X (xz) X *** x (x1 >) >a (y), xi”” = e = y’ and yXiy_’ = XT, where q is a primitive 
rth root of unity in Fpp’. 
(i) A=Cru: 
, Vizl, 
and g.c.d.(r, j)= 1, 1 rj<r. 
(ii) A = Cpa x C,,: 
C”(G)=G e 
n=O or 
n=2ri- 1, Vir 1, 
C”(G) = C,/ x C,a 
n even or 
H 
n=2j+2ri-1 andg.c.d.(r,j)=l, l~j<r. 
(iii) IAl 2p3: C”(G)=A, Vnz 1. 
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The next proposition explains why, in Proposition 4.6, we focused our attention 
on very special classes of groups. 
Proposition 4.1. Let G = A >Q , where A is a pa-homocyclic group (1 A 1 =p”*) and 
Q a p’-group. Then C”(G) = G, for an integer n L 1, implies that either G = A x Q 
or n 5 2 and Q acts on each factor CP of the maximal elementary abelian quotient 
of A identically, i.e. A= (x1) or A= (x,) x <x2), xya=e and for yeQ, _$‘=x:, 
where Ri denotes the coset represented by Xi in A/AP. 
Proof. We proceed in two steps: 
(1) If there exists a n 2 1 such that H’(A, k) is a trivial kQ-module, then Q acts 
componentwise, i.e. A >Q < (Cpa >a Q) x (Cpn >a Q) x --+ x (Cpa >a Q). 
(2) C”(G)=G implies that Q acts identically on the cyclic components of A. 
The assertion (2) together with Proposition 4.6 will establish Proposition 4.7. 
To prove (1) we first show that Q acts componentwise on the maximal elementary 
abelian quotient of A if and only if H’(A,k) is isomorphic to a direct product of 
H1(Cpm,k), as kQ-modules. This can be deduced from the universal coefficient 
theorem. 
p=2 and a= 1: Let xi,..., x[ be the generators of H ‘(A, k) and y E Q. 
H”(A,k)=(k[x,,...,~rl)n (homogeneous polynomials of degree n), 
Y * Xi = Cl=, LZ,jXj implies 
Y.(Xi)“=(y’Xi)n= )J aiJxJ ’ 
( > j=l 
=ji, azxj”+ ... =xf. 
Hence aij= 0, Vj# i, and y* x;=aiixi, which means that the H’(A, k) is isomorphic 
to @j=, H’(Cy), k) as a kQ-module. 
p=2 and ar2 orp>2 and err 1: Let yi be a generator of H’(C$),k) and /3yj= 
= Xj be a generator of H2(C$‘, k). The Bockstein operator /3 provides a kQ-module 
isomorphism between H1 (A, k) and H2(A, k), therefore 
I I 
Y’Yi= C aij_Yj implies Y’Xi= C LZijXj. 
j=l j=l 
n=2m: (k[x,,..., xi]), c H2”(A, k) and 
y.xim=(y.xi)m= C a?x]F+ . . . =xima 
j=l 
We deduce au = 0, Vj# i, and y. xi = aiixi, which forces y. yi = aiiyi. The opening 
remark proves the rest. 
n = 2m + 1: xi” Oyi E H”(A, k) (without loss of generality m 2 1) and 
Y* (Xi”@Yi)= C aijxj (j:l )mo(~,ai/Yj)=~,a~+lX~oYj+“‘=X~ov,. 
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Again au = 0, Vj # i, and y. _Y, = U;i_Yi . 
(2) The case p = 2 can be excluded because the componentwise action of Q on A 
would force G=A X Q. Let y*~i=aixi and _Y*_Y;=~,_Y~ (1 <i<f). 
n=2m:xj” and xj”-’ x,eH”(A,k), which is a trivial kQ-module. 
y. (xj”)=ajmxj”=xjM * aj”= 1, 
Hence the assertion is evident. 
For n =2rn + 1 exactly the same argument with x,p@_~j and XI” @_Y~EH”(A, k) 
yields the desired result. 0 
If, for example, O,(G) is indecomposable under the action of G/O,(G), then 
Theorem 4.3 does not give us any information about the subgroups C’(G). To deal 
suitably with the cases which are not covered by Theorem 4.3, we introduce a new 
piece of notation. We define I(G)=sup,,,{l 1 C’(G)=C’+‘(G)= ... =C’+‘-‘(G)=G} 
and I(G) =O, if C’(G)#G for all i2 1. In Theorems 4.2 and 4.3 we showed that 
f(G) = 0, for those groups which we considered there. For p-solvable groups of p- 
length 1, j(G) need not to be 0. In the next proposition we will give an upper bound 
for I(G), if G is a p-solvable group of p-length 1, which satisfies an additional con- 
dition. 
Proposition 4.8. Let k be an arbitrary field of characteristic p and G = P >a Q, 
where P is a p-group and Q is a p’-group. We denote the maximal pa-homocyclic 
subgroup of the centre of P by A and assume that Q acts non-trivially on A/AP. 
(i) Ifp=2anda=l, thenCi[P’A1(G)#G,foralli~l. HenceI(G)I[P:A]-15 
SIPI - 1. 
(ii) Ifp=2andaz2 orpr3 andall, then I(G)<4[P:A]-1. 
Proof. We take k = lFp. 
(i) p = 2 and a = 1: IA 1 rp2 and at least one cyclic component of A is not stable 
under the action of Q, because A 9 ZG. If we let xi, . . . ,x, (m L 2) be the usual 
generators of H’(A, k), then H’(A, k) = (k[x 1, . . . ,x,1); (homogeneous polynomials 
of degree i). H’(A, k) is a non-trivial k&-module, by Proposition 4.7. Since k is the 
field with p elements, the map 
cpps: k[x,, . . . . x,1 + ktx,, . . ..x.,J, 
f(x 1, **.9x,) -f(xfS, . . ..xiS). 
is an injective Q-linear algebra homomorphism, for any non-negative integer s. 
Therefore qqpzA1(Hi(A, k)) is a non-trivial kQ-submodule of H’IPrA1(A, k). By 
Theorem 2 of [2], (P~~:~](H~(A, k)) is a submodule of im(res,,A). This implies that 
H’[P’A1(P, k) is a non-trivial kQ-module, which is equivalent to C’lPEA1(G) # G. 
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Remark. In full generality, Evens’ norm map, which is used to prove Theorem 2 
of [2], is only well-defined on the even cohomology. But if the characteristic of k 
is 2, it can be defined on odd cohomology groups as well and Theorem 2 of [2] holds 
for any cohomology class. 
(ii) p=2 and a22orpr3 and ~21: Letxi,...,x, (mrl) be thegenerators of 
H2(A, k). The vector space generated by x i, . . . ,x, is a non-trivial kQ-module be- 
cause C2(A >a Q)#A >Q . First we prove the following statement: If (k[x,, . . . ,x,& 
is non-trivial kQ-module, then either (k[x,, . . . , Xm])i+ 1 or (k[x,, . . . , Xm])i+ 2 is a non- 
trivial kQ-module. Assume that the k-subspace (k[x,, . . . ..Y.])~ of H”(A, k) is 
a non-trivial kQ-module. In the proof of Proposition 4.7 we showed that if 
(k]x,, . . . , Xm])i+ 1 is a trivial kQ-module (which can occur), then Q acts identically 
on the cyclic components of A/AP, i.e. ye Xj= QyXjy with av E k for all ye Q. Since 
H2(A, k) is a non-trivial kQ-module, there exists at least one element y E Q such 
that aY # 1. Hence a? ’ = 1 implies ai” = aY # 1 and (k[x,, . . . , Xm])i+2 is a non-trivial 
kQ-module. 
Now we proceed as in part (i). Consider the kQ-submodules q+:Al(H2i(A,k)) 
and v)[P:AI(H 2(i+1)(A, k)) of H*(A, k). Since ~lp:A1 is injective it follows that at 
least one of these modules in non-trivial. By Theorem 2 of [2] they are submodules 
of im(respdA) and therefore at least one of the kQ-modules H2i’P’A1(P, k), 
H%+ I)[P:Al(P, k) 1s non-trivial, which is equivalent to: Either C2ilP’A1(G)# G or 
@i+ nlP:Al(G) + G_ 0 
4.3. Wreath products 
We will now apply Proposition 4.7 to prove a result about wreath products. The 
next lemma clears the path for it. 
Lemma 4.9. Let N be a normal subgroup of a p-group P such that P/N is a pa- 
homocyclic group. Assume A is a pa-homocyclic subgroup of P with A n N= e. 
Then the restriction homomorphism 
res : H*(P, k) + H*(A, k) 
is surjective. 
Proof. Since Nfl A = e, the composition rc 0 I : A F+ P* P/N is injective. An injec- 
tive homomorphism between pa-homocyclic groups induces a surjective homo- 
morphism between their cohomology rings, hence I * 0 n * : H*(P/N, k) --f H*(A, k) is 
onto. This forces I*= res : H*(P, k) --f H*(A, k) to be surjective. 0 
Proposition 4.10. Let Q# e be a p’-group and P a p-group. If PG A x N, where A 
is a pa-homocyclic subgroup of P, then 
C”(Pl Q)#Pl Q, Vnz 1. 
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Proof. We view Pl Q as n,,, Px>a Q with qp’pxq=pxq, for p,eP, and XEQ. 
Define N= n,, e IV,, A = n,, e A, and P = n,, e P,. Hence A is a pa-homocyclic 
group of order greater than or equal p2a, which is stable under the action of Q. 
The three groups P, fl and A satisfy the assumptions of Lemma 4.9. Therefore 
res : H”(P, k) -+ H”(/i, k) 
is a surjective kQ-module homomorphism. By Proposition 4.7 H”(a,k) is a non- 
trivial kQ-module, for all n 2 1, and consequently H”(p, k) is, too. But this is 
equivalent to C”(P2 Q) # P l Q, for all n I 1. 0 
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