Abstract: This paper describes a new cognitive control architecture incorporating episodic memory for the artificial creature Rity, the software robot component of the Ubibot, the ubiquitous robot system. The episodic memory is defined as a scalable structure that stores episodic perceptual snapshots as Rity's experience grows. The system also utilizes a temporally variant spatial map to store spatial information and a higher level procedural memory using Finite State Machines. The system is designed to enable Rity to be cognitive in its approach to task selection through the dual process of experiential and spatial learning. This is brought about through a multi-agent strategy based on six principal modules: perception module, internal state module, behavior selection module, interactive learning module, memory module, and motor module, to control its behavior considering its internal state. Experiments on completion of task and maintenance of ideal internal state are described. The results show that the artificial creature possesses the ability to improve its performance as its experience grows.
INTRODUCTION
I n the future we will live in a ubiquitous world where all objects and devices are networked. In this ubiquitous space or a u-space, a ubiquitous robot will provide us with various services anytime, at any place, by any device, through any network. The Ubiquitous Robot Ubibot [6] , [9] , [8] , incorporates three forms of robots: software robot (Sobot), embedded robot (Embot) and mobile robot (Mobot). The Ubibot system has been under development at the Robot Intelligence Technology (RIT) Laboratory, KAIST since 2000. Following the general concepts of ubiquitous computing, Ubibot will be seamless, calm, context-aware, and networked. Rity, the Sobot component of the Ubibot is designed as an artificial creature living within a virtual world, and can interact with a user in real-time [7] , [10] , [11] . It has been visibly portrayed as a dog and consequently displays many behaviors drawing inspiration from ethological studies [2] . Rity is an autonomous agent with its behavior guided by its own internal states. To realize this, it needs to be autonomous, possessing artificial emotional model, cognition, learning skill, sociableness, and its own personality. One of the main challenges of robotics is the production of intelligent behavior in complex domains. Despite the development of a wide variety of architectures and techniques, the inherent complexity of real-world interaction has been a limiting factor. In this regard, embodied cognitive systems offer an alternative approach to development of intelligent systems, taking inspiration from human psychological and neuro-cognitive abilities. Research has shown us that 'memory' of a cognitive system empowers a system to learn from the environment, and 89-950038-5-5 98560/06/$10 C 2006 ICASE more importantly, from past experience [4] . In particular, the incorporation of episodic memory allows the learning of episodes, or temporally sequenced records of specific events that occurred to the cognitive agent. This presents a powerful tool for learning and self analysis for improving performances especially in dynamic environments. The architecture of Rity can be divided into six principal modules: perception module, internal state module to implement motivation, homeostasis, and emotion, behavior selection module, interactive learning module, motor module, and memory module. This paper describes the control architecture and in particular the Memory module, which is based on episodic snapshots of Rity's perceptions, and is modular, scalable and exhibits cognitive capabilities. This paper is organized as follows. Section 2. presents the basic concepts of Episodic Memory. Section 3. describes the artificial creature Rity and its Internal Architecture. The design of the Memory and the Behaviour modules are detailed in Section 4. Section 5 gives the simulation and testing results on Rity. Finally, the concluding remarks follow in Section 6.
EPISODIC MEMORY
Episodic memory was proposed by Tulving [15] and was described by him as a true marvel of nature. Episodic memory captures a personal history of what happens to an entity. In contrast to semantic learning, episodic learning remembers events and history that are embedded in experience [12] , [15] . The recorded history can later be recalled to answer questions about the past, to aid in decision making through predictions on the outcome of a possible course of action or to help keep progress on long term goals. Research on episodic memory has concentrated on the phenomenological aspects of behaviour or studies to find a neurological basis for it. Psychological studies have for long shown evidences of the presence of episodic memory and learning structures but no comprehensive computational models have been created so far. Research into cognitive architectures has led to the creation of general purpose architectures, SOAR and ACT-R [1] , [12] . These represent the most widespread cognitive systems intended for research in existence. While both model cognition through the usage of production rules and predicates, there is a lack of recognizable memory structure and this is left to the designer. Other Al approaches which were traditionally associated with learning have not paid the requisite attention to episodic learning. A possible reason could be the fact that despite the promise offered by episodic learning, it still remains a major challenge to create computational models of episodic memory particularly with regards to the design of a episodic memory storage and retrieval systems. Despite the difficulty, the development of such systems offers advantages such as helping in the creation of powerful Al entities and for a more effective tool for modeling human behaviour. Episodic memory has some unique and interesting properties. It is automatically triggered. It is autonoetic, or aware to subjective time. The architecture has some unique features as well. It is of variable duration, and temporally indexed. Further, the retrieval structure itself has interesting features such as, recall of temporally or conceptually close events initiated by a cue. Time is also treated to be cyclical and this helps in dating. Also the structure of storage is such that many events are reconstructed on retrieval and not during storage. There are 4 main phases to episodic learning. They are: 1. Encoding -how a memory is captured and stored. 2. Storage -how a memory is maintained 3. Retrieval -how a memory is retrieved. 4. Use -how a memory is used to improve behaviour. This paper discusses an implementation of the episodic memory for the development of cognitive control architecture for the artificial creature Sobot, Rity. The main focus of this paper is in the development of an effective system for encoding, storage and retrieval as this forms the basis for an effective memory based learning system.
RITY AND ITS INTERNAL ARCHITECTURE
Rity, as described earlier, and in [6] , [9] , [10] is a software robot or Sobot designed to be an artificial creature. It has been defined as an agent that behaves autonomously driven by its own motivation, homeostasis, and emotion. It must be able to interact with humans and its environment in real time. It is both physically and behaviorally modeled upon the domestic dog [2] and thus many of its natural responses are based on those gleaned from ethological studies on real dogs. Similar to human, Rity holds several essential internal state components such as motivation, homeostasis, and emotion. It is an intelligent software robot living within the virtual world of a computer network, but interfaces with the real world through the peripheral hardware attached to the network: cameras, input devices, screens, and audio systems. In this way, though it is visually represented as a dog on screen, it may interact with humans based on stimuli that it receives from its peripheral sensors. Fig. 1 where y is the total number of perceived information, and A and P represent the sensitivity vector and the perception vector respectively. The attention selector is used to set the focus of action to prevent Rity from performing an improper behavior in certain situations.
Internal State module
The internal state module provides the definition for the creature's internal state. It comprises of the motivation unit, the homeostasis unit and the emotion unit. In Rity, motivation is composed of states such as: curiosity, intimacy, monotony, avoidance, greed and the desire to control. Homeostasis includes the following states: fatigue, hunger and drowsiness. Emotion comprises of states such as: happiness, sadness, anger, fear and neutral. The motivation vector, M, is defined as: 
Learning Module
The learning module is incorporated into Rity to allow it to be intelligent and interactive with both human beings and its environment. It is a learning module, independent of the memory based learning, composed of two distinct units: the preference and voice learning units. Using these units, Rity is able to train in the same manner as a real pet would be trained. The preference learner can incorporate any conventional learning algorithm such as reinforcement learning, depending upon the task.
Motor Module
The motor module incorporates virtual actuators to execute the selected behavior within the confines of the virtual 2D/3D environment. Rity is expressed as a 2D/3D virtual pet, with 12 degrees of freedom, developed using Visual C++ and OpenGL. A screenshot of its environment is shown in Fig. 6 .
The section describes the principal elements of the memory and behavior modules along with their salient features. The information flow in the model is graphically portrayed in Fig. 2. 
Spatial Map(Occupancy Grid)
A temporally variant spatial map containing information pertaining to the occupancy state of each of the cells of the virtual world from Rity's perspective forms the backbone for Rity's perception of space within its environment. The Spatial Map is created by mapping the virtual perceptual sensors of Rity into a localized view of the world. Though occupancy grids do not model the human perception of space, in this particular scenario, it presents a simple solution to the problem of representation of the spatial elements of the world in Rity's mind. The most unique feature of the spatial map however, is its temporal variance. This structure serves a twofold purpose: 1. It keeps the structure of the actual data which is processed minimal (even though the occupancy grid data structure itself is invariant). 2. It keeps Rity's active memory workspace continually refreshed. This encourages continuous exploratory characteristics in Rity's behaviors. troduced into the structure as a form of memory blurring. The blurring operation is mathematically described as follows: P(zX,)(t + 1) P(x,y)(t) + ((0.5 -P(zX)(t)) X fl) (4) Where P(X,y) (t + 1) is the next occupancy state of the cell (x, y) and P(x,y) (t) represents its prior state and fi the forget rate factor for the occupancy grid. The equation (5) models the Obstacle memory and its forget rate factor. The Occupancy grid not only stores information on obstacles on free space but also on objects, which is stored as a separate Object Spatial Memory. This is represented as a vector of object locations and probabilities of that being valid. This vector is also stored in a separate data structure to the occupancy grid data structure itself. It is also temporally variant and therefore retains the location probabilities for each object individually. This is modeled as follows: P1(t + 1) = P1(t) X f2 (5) Where PI (t + 1) is probability that the object I is at cell (x, y) and PI (t) represents its prior state and f2 its forget rate factor.
This distinction between objects and obstacles serves the purpose of allowing Rity to learn the temporal persistency of objects such as people and balls as opposed to obstacles which are expected to be stationary. It also serves to reduce the data to be represented within the occupancy grid data structure itself by modeling the object probabilities separately. The typical contents of the occupancy grid are illustrated in Fig. 6 . The occupancy grid is an essential backbone upon which the spatial nature of the memory structure and the temporal persistency of the spatial information are based.
Episodic Memory
The episodic memory is the core component of the memory structure. It captures a history of what happens to Rity through the form of a linked list of episodic perceptual snapshots. The design was based on the desired properties of modularity, scalability, ease of programmability and optimized use of system resources. The linked list data structure is a naturally dynamic data structure offering scope for scalable growth of experiential memory with time. The structure of the episodic memory is shown in Fig. 3 . The episodic snapshot might ideally consist of the following: A time stamp, the coordinate of the current position from the spatial map, a selected set of perceptual inputs, and the higher level behavior that was just under execution, and finally feedback for success of the behavior under execution in the form of a success or failure flag. This serves as a structure for the learning of newer behaviors in the form of experiences either positive or negative in terms of the internal state of Rity. There is an additional advantage offered by the scalability of this structure which is the scope for the development of a memory prune. This component would remove episodic entries which are not so useful to the learning process and thus retain efficiency through the memory growth process with time. This is anticipated to be essential once the memory starts retaining large volumes of information as the creatures lifetime progress and it gains in experience.
Episodic Snapshot Builder
The Snapshot Builder performs the two most vital operations of the episodic memory, of selecting what to store and how to encode that information in a form suitable for storage. It combines the data from other modules into the form of a single episodic perceptual snapshot for purposes of storage in the episodic memory. In its operation, it first performs a decision function to create an episodic snapshot. The action of compilation and storage of an episodic snapshot is triggered under the following circumstances: 1. some temporal condition, or 2. upon satisfaction of an internal state requirement like hunger. The actual snapshot is then created by combining the spatial, temporal, perceptual, internal state, and behavioral data in the form of a single episodic snapshot as shown in Fig. 2 and Fig. 3 . The actual contents of a snapshot are dynamic, and can vary based on the requirement of the task. The episodic memory linked list structure is then scaled, a new node is created and the snapshot is loaded onto the node. 
Reactive Agent
The Reactive Agent is used to choose a proper behavior based directly on Rity's internal state and indirectly on the stimulus vector. It is the default and instinctive behavior of Rity. When there is no command input from a user, various behaviors are selected probabilistically by introducing a voting mechanism where each behavior has its own voting value. The algorithm is described as follows:
1. Determine the temporal voting vector, Vt using Mand H.
2. Calculate voting vector V by masking using Vt attention, command and emotion tasks. TheIntrospective Agent is the cognitive agent responsible for self-reflection, defined in this case as introspection. The Introspective agent is the 'usage' component of the episodic memory, dictating how the past experiences may be used to guide the future course of action. It is deliberative in its architecture and function. Upon being referred to, by the Behavior Selector, the Introspective Agent makes judgments on the course of action as suggested by the reactive agent. This judgment first requires that the appropriate episodic memory suitable for comparison be located. This brings us the concept of loading of a relevant episodic memory to refer to. This enables an episodic memory search space to be built around a record. In the experiments in this paper, distance and task completion time were chosen as the search space criteria. The Introspective Agent's algorithm is described below: 1. On being referred, it takes the information of current perception, current time, and performs a search in the episodic memory data structure looking for minimal distance in the search space as the criteria. 2. The reactive agent's suggestion is compared with the contents of the episodic memory and then if a match is found, the time for execution is taken as the past experience. This enables us to judge the effect of an action on the temporal scale. Actions which therefore result in the least amount of time for goal completion are recommended.
3. If multiple matches are found, then each resulting action is compared on basis of distance and time for execution and if two or more actions result in similar results then any one of the choices is randomly chosen. The chosen behavior is then passed back to the behavior selector as the Introspective Suggestion. The introspective agent thus guides the behavior selector in its choice of best possible behavior by the process of look-up and compare with the episodic memory structure.
Behavior Selector
The behavior selector is the principle cognitive decision agent. It has the responsibility of guiding the behavior of Rity with the aim of improving the performance. The states of the Behavior Selector can be seen in Fig.5 (1) . The algorithm has been designed to utilize the episodic memory to optimize tasks of Rity. This structure simultaneously utilizes the advantages of a reactive architecture such as speed of response coupled with the higher level planning offered by the episodic memory. The structure also is self-optimizing as the experience of Rity grows. 
SIMULATION RESULTS
The simulation environment is a scaled down version of the environment described in Section III. The 2D version of Rity has been used for the tests. Rity is allowed to interact with a human being perceived as a face and 3 differently sized and colored balls as shown in the Fig. 6 . The red ball represents food in this scenario. The world Fig. 7 Rity's Spatial Map showing white walls, black free spaces and ball and face locations red and Rity in red and yellow.
the objects were moved from the position after random time intervals to simulate the mobile and dynamic nature of the targets. The episodic memory stored the following information: time, current location, target, target location and task completion time. The episodic memory was used by the Introspective Agent and also was used for gathering the results presented in Fig. 8 and Fig. 9 . The simulations were performed for a total time runtime of 7 minutes which represents the creatures' timeline. The of Rity displayed above in Fig. 6 Fig.4 . The FSM targets were taken to be one of the three: Master, Ball, or Food. Rity interacted with the three objects by using the 'touch' behavior in close quarters. This is the task which Rity accomplishes. The tests were dynamic i.e. results presented in Fig.8 represent the scalability of the episodic memory of Rity. As the creatures' lifetime proceeds, newer records are added on, as each task focused on individual targets are achieved. This graph also shows how Rity learns task optimization as its experience grows. As it can be seen the slope of the graph tends to decrease as the experience increases meaning that Rity is taking lesser time for task completion as its experience grows. Also as the lifetime progresses, the actual task completion times were analyzed as depicted in the graph in Fig.9 . This graph shows the task completion times for each kind of task as represented within the episodic memory. As it can be seen, the task completion time has decreased as the experience of Rity grows. As the lifetime and experience of Rity grows, Rity learns to minimize the time taken for each task by optimizing the task order. Also the spatial memory is learnt after the initial map learning phase after which the FSM design allows high rates of task completion. The results presented in Fig. 8 and Fig. 9 shows that there is an initial learning phase when the spatial memory is updated after which the individual FSMs are completed with low completion times. Once sufficient episodes have accumulated in the memory, Rity starts to make judgments on the reactive suggestion as depicted in the algorithm on Fig. 5 . The usage of the introspective suggestion through the scan of the episodic memory search space yields the introspective suggestion, which contributes to the decrease in the overall all task completion time. Thus as the creatures lifetime progresses, it learns to be more efficient with its tasks, improving its performance with time and experience.
CONCLUSION
This paper presented a cognitive control architecture for the artificial creature which incorporated, an episodic memory, occupancy grid based spatial memory and FSM based procedural memory. The architecture and the algorithms were designed to enable the artificial creature to learn with time and experience through the usage of episodic learning. The experiments successfully demonstrated the optimization capabilities of the architecture especially related to experiential learning. The applicability of using an episodic memory along with conventional behavior based cognitive control architecture was thus successfully demonstrated. The episodic memory architecture was seen to improve the performance of the artificial creature over time and experience. Though, further studies are needed to identify the best possible structure of episodic memory, it can be concluded that episodic memory based systems could be the key to achieving a high degree of cognition in artificial creature systems.
