-l/2A+VinB with the Dirichlet boundary condition zero. Then g is quasi-concave if n=2, and if n^3 the function ^-l /("-2 ) is convex. Theorem 7.1 expresses these facts as a Brunn-Minkowski inequality of appropriate potentials of g. For comparison, we here only mention that the 3-dimensional potential g n, p, being the uniform distribution of a line segment, turns out to have convex equipotential surfaces. The same thing is known to be true for a point mass if V=0 (Gabriel [15] , [16] ). Needless to say, the beautiful works of Gabriel have played a decisive role for this and some other closely related papers of the author ( [4] , [5] ).
Finally, in this section, let us make some remarks on the potential V above. Again, consider a Y-process in R" now with a convex potential V. Moreover, suppose domVe^(IR") is bounded. Then, by Brascamp and Lieb ([9] , [10] ), the transition densities pt, t>0, of Y are log-concave for each fixed t>0. From this we expect nice geometrical properties of the corresponding Green function:
dt. Jo
In fact, our fruitless attempts to understand this puzzling problem have finally led us to -1/2-concave potentials. The reader should note that a -1/2-concave function is convex. (The log-concavity of the p^ for convex V turns out to be an algebraic consequence of (1.1) but that is another uniformity!) Below we will also see that -1/2-concave potentials enter quite naturally in the hyperbolic potential theory of plane convex domains (Example 3.1).
Definitions
Throughout, E denotes a separable Banach space and ^([^ +°° [) is the standard Frechet space of all continuous maps of [0, + oo[ into E. A centered Gaussian random vector X in Ce([0, +oo[) is called a Brownian motion in E or an E-valued Brownian motion if X possesses stochastically independent increments and if, for every t>0, the law of X,=[X( . )](0 equals the law of t^X^ (see Gross [18] (potential theory) and Chow [12] (noise theory)). In what follows, X is supposed to be a fixed non-degenerated Brownian motion in E and, as usual, we let IF\=J^(x+X) and E^= ( )dP^.
Below ^<(E) denotes the class of all non-empty, open, and convex subsets of E. Moreover, <t (E) = { A; A e ^ (E) }, ^ (E) = { A e ^ (E); A bounded }, and oo (E) } = { A; A e ^ (E) }, respectively. If Ao, A i g E, and 0 < 'k < 1, we write A^=(I-^)A()+^AI. The same convention will be used for vectors in E. Given AfG^(E), concave functions y;:Af^[0, +oo], i=0,l, and Xe[0, I], the so-called X-supremum convolution :
of /o and /i is defined by:
Here 0. (+ oo) = 0. Of course, /o |_^[ /i is concave and by simple means one verifies:
Next suppose a e IR\ { 0 }. Using the conventions 0° = + oo and (+ oo)" = 0, if a < 0, a function /: A->[(), +oo] (A ^ E) is said to be a-convex (a-concave) if / a is convex (concave). For this reason, a quasi-concave (log-concave) function is sometimes called -oo-convex (0-convex or 0-concave). The same terminology is used for set functions on vector spaces. For future reference, recall that a Gaussian Radon measure on a locally convex Hausdorff vector space is log-concave (Borell [6] ).
The main result
Consider the Feynman-Kac semi-group:
where the potential V: E -> [0, -h oo] is Borel measurable. If, in addition, V is convex, the log-concavity of Gaussian measures may be used to show that each S^ preserves log-concavity. Indeed, this property has many nice consequences (Brascamp, Lieb [9] , [10] , Lions [20] ). The reader should note that if B=domVe^(E), then: Interestingly enough, there are several relations between Theorem 3.1 and the BrunnMinkowski theory of convex bodies but the interplay is not yet fully understood. In particular, one may ask if the log-concavity of Gaussian measures (on all measurable sets!) and Theorem 3.1 have a common source.
For some other geometrical estimates on Feynman-Kac semi-groups, see Borell [7] and Ehrhard [14] .
Before giving the proof of Theorem 3.1, which is rather lengthy, we should like to discuss an example where -1/2-concave potentials arise in a natural way.
First, however, recall that if X is the usual Brownian motion in R", then the expectation:
solves the V-equilibrium potential equation: The following discussion is based on the fact that the Green function g(z, Q of -1/2 A in B with the Dirichlet boundary condition zero is quasi-concave in (z, Q (this may be known; for safety's sake the result is proved in Theorem 7.1). Equivalently, if B(z; r) denotes the open rf-ball with center zeB and radius r>0, then:
(l-?i)B(zo;r)+?iB(zi;r)gB(z,;r), 0<?i<l.
Accordingly, for reals t^O close to zero:
/(zo+tho)-/(zo) /(zi+th,)-/(z0 and in the limit as t -> 0:
By choosing:
Im/(z0 
/'oo
Consequently, if Ae^^(C) and A i= B, Theorem 3.1 applies to the 1-equilibrium potential equation:
and we conclude that u is quasi-concave. Moreover, if u^ denotes the 1-equilibrium potential of B (z; r), then the map (z, Q ^ u^ (Q is quasi-concave too. D
Reduction of Theorem 3.1 to finite dimension
To begin with, we list a series of Lemmas, which are all well-known and easy to prove. 
Proo/ o/ Theorem 3.1, dimE < + oo=> Theorem 3.1. In view of (2.1) it is enough to establish the following inequality:
where 0<X,< 1 is fixed. Furthermore, we may assume Bo, B^ e^^ (E).
Let 7=0,1, or ^ and set /^V^1 72 . By monotone convergence, there is no loss of generality if we only treat the case when the fj are finite-valued. Suppose: has a non-vanishing gradient in B\A.
Proof. -The solution u is ^°° (5^ e. g. Gilbarg and Trudinger [17] , Theorem 6.17).
We first prove that the function v(x)=x; VM(x), xeB\A, is non-positive. To see this, let a> 1 satisfy a A ^ B and note that:
AKx/a^-a-^x/^MOc/a)^ in B\aA.
Moreover, as:
we have a / (x/a) ^/ (x), xeB, and hence:
Thus: In the next step we show that v is strictly negative.
A computation yields:
Ai;=x;V(AM)+2Au=x;V(VM)+2Vu=(x; VV)M+V(x; Vu)+2VM,
that is:
Au-Vu=(2V+x; VV)M.
But:
2V+x.VV= ,|(/-x; V/)^ -^/(0)>0
and so Au-Vu>0. Since u^O, the strong maximum principle ( [17] , Th. 35) gives i;<0 and accordingly v ^0 in B\A. D The main points in the proof which follows are due to Gabriel ([15] , [16] ). The Brunn-Minkowski aspect was added for the first time in [4] . The Gabriel differential method also applies to certain time-dependent [5] and non-linear (Lewis [19] ) problems.
Proof of Theorem 3.1, dim E< + oo. -There is no loss of generality in assuming: 
Quasi-concavity of V-harmonic measures restricted to supporting hyperplanes
We first recall some known properties of quasi-concave measures on Banach spaces. All the results may be found in the author's papers [6] and [8] .
A non-negative finite Borel measure \i on E is quasi-concave if:
for all 0<^<1 and all Ao, Ai6^(E)=the Borel field in E. It turns out that a non-negative finite Borel measure ^ on E is quasi-concave if (6.1) holds for all 0<^<1 and all Ao, Aie^(E). Next suppose 0<^<1 is fixed and suppose Ho, ^, ^ are quasi-concave measures on E. If: 
The above makes it possible to pass from convex bodies to Borel sets in a very special but still interesting case of Theorem 3.1. 
at x e B satisfies:
In particular, K^ j gg ^) ls quasi-concave.
Proof. -First note that for any closed A ^ B°:
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because xeB is non-regular for W. Hence the inequality we shall prove is true for all AQ, AI e4^(F) and Theorem 6.1 follows from what we said above. D Example 6.1.-Let G be a Borel measurable additive subgroup of F, where we abide by the various assumptions in Theorem 6.1. Then K^(G) or K^(F\G)=O from the zero-one law of quasi-concave measures [6] . A direct proof of this fact is rather simple but we do not know any proof independent of the zero-one law of quasi-concave measures. D Example 6.2. -Let E=R n but otherwise assume the same conditions as in 
or, stated otherwise:
for all XQ, ^i e E and all Ao, A i e ^ (E). The convexity behaviour of v. (A), with A e ^ (E) fixed, is unknown to us. The main questions we focus on in this section have no direct meaning without restriction on dimE. We therefore assume throughout that E=R n , n^2. 
Now suppose
JA becomes well-defined.
THEOREM 7.1.-J/dimF=n-2, then:
\vhere A,e^((Ci+F) 0 B), c^eR", and ^eB, f=0, 1, an? arbitrary. Before presenting the proof of Theorem 7.1, we recall some basic facts from potential theory.
The total mass [I^(A)=^(A)
is termed the V-capacity of A and, moreover, writinĝ H=(n(g(x, . )))^gB i^ ^ ls a non-negative measure in B:
(A)=sup{u(B); suppngA.^n^l} (see e. g. Blumental, Getoor [3] , Chap. 6.4).
Proof of Theorem 7.1.-We shall prove that g is -l/(n-2)-convex. By eventually diminishing V and using the Dini theorem, there is no loss of generality in assuming supV=^< + oo.
In 
Finally, by choosing R^1" 17 " in the above estimates (7.1) follows at once.
Writing g=g B^ as above we have for all y-o, r^ >0, 0<^< 1, and £>0:
""(^BO^er,)) (^^^""[(^^(yo; e ro) (^o) A fe^yi; en)) (^l)L by Theorem 3.1, and in the limit as
Thus, choosing r,=(^(Xi, ^i))" 1701 "^, if ^f^^i, i=0,l, the resulting inequality becomes: -1 /<"-2 )(X" ^)^(1 -^^-^-^(Xo, J^^" 1^"2^! . ^l).
and it follows at once that g is -l/(n-2)-convex. To see this, we apply the Green formula once more to get:
here m is Lebesgue measure, u^=g[i^ and n^= -n^. However, as u^ is quasi-concave -8u^/9n^ is -1-concave on C. D
In the planar case, we shall complement Theorem 7.1 in the following way. 
