Abstract. Let A → S be an abelian scheme over a p-adic field, and let s : S → A be a section. We study the torsion locus n≥1 s −1 (A[n] ) on S, and we show that torsion points on S of different orders stay away from each other.
Introduction
Let A → S be an abelian scheme of relative dimension g, and let s : S → A be a section. For each positive integer n, we may consider s −1 (A[n]), the maximal closed subscheme of S on which ns agrees with the identity section. Write
we call this set the torsion locus of A → S relative to the section s.
Heuristically, one expects that, if dim S < g, then under suitable genericity assumptions the torsion locus is contained in a single s −1 (A[N ]); in the general case, this is a difficult question in the subject of unlikely intersections. (See for instance the papers [4] and [8] , of the second author resp. with Corvaja and Masser, and Masser, for finiteness conclusions when S is a curve.)
If dim S ≥ g, one expects, in the absence of special circumstances, that the torsion locus will be Zariski dense in S; and in fact if S is a scheme over R or C, that it will be dense for the classical topology on S as well. This issue appears natural to investigate, and also has shown to admit applications, as we shall briefly recall.
Complex density of the torsion locus has been proven in a number of cases. For instance, the Jacobian family over the universal hyperelliptic family of a given genus leads naturally to a certain section related to the Pell-Abel equation in polynomials, and in this realm complex density of torsion values is known since long ago. (See the second author's survey paper [13] for more.) In the same context, but looking at real density, the problem is subtler; see the recent Séminaire Bourbaki by Serre [10] for a discussion of some applications. The density here was proved by Bogatyrev [2] and, independently, by the first author [6] . In the general case, André, Corvaja and the second author, partly with Gao [1] , studied the torsion locus by means of the "Betti map" associated to the section; this is a real-analytic map from the universal cover of S to R 2g /Z 2g coming from the complex-analytic uniformization of A (and it appears in [2] and [6] as well). In particular, in [1] it is proved that in many cases the Betti map is submersive, which entails density of torsion values in S(C). 1 We also point out Voisin's recent paper [12] , where this density is applied toward problems on Chow groups.
The purpose of this note is to show that, when S is a variety over a p-adic field, the p-adic analytic structure of the torsion locus is much simpler. Torsion points of different orders stay away from each other, in a sense which will be made precise.
2 Our result is similar in form to a theorem of Maulik and Poonen on the jumping locus of the Néron-Severi rank [7] . 1 The above mentioned paper [4] also made use of the Betti map in the unlikely intersection setting as well. 2 In the rather special case of elliptic schemes over a curve, a kind of Galois equidistribution of torsion values is proved in [5] both in the complex and p-adic case. While the former result implies the complex density, this second conclusion seems not directly related to the present results.
Scanlon proved a related result for subvarieties of a fixed abelian variety: given a subvariety X of an abelian variety, the p-adic distances from X to those torsion points not lying on X are bounded below. We wonder whether a similar result is true for families of abelian varieties. Question 1.1. Let K be a p-adic field. Let S be a quasi-projective variety over K, and let A → S be an abelian scheme over S. Choose an integral structure on A, which gives rise to a notion of p-adic distance between points of A. Suppose X is a subscheme of A (resp. a subscheme of the form s(S), for s : S → A a section), and Z a quasicompact rigid subspace 3 of S. Is there a constant ǫ such that, for any torsion section s : Z → A whose image is disjoint from X, the minimum distance from s(Z) to X is at least ǫ?
1.1. Rigid analytic spaces. To formulate our results, we work in the context of Tate's rigid analytic spaces; for details we refer the reader to [3] . It would be possible, though probably less natural, to avoid this language, and the reader will easily see how to convey the present treatment into a self-contained one. In any case, we recall here some examples and basic properties of rigid analytic spaces;
Let K be a p-adic field, i.e. a finite extension of Q p . There is an analytification functor allowing one to regard any finite-type K-scheme as a rigid analytic space [3, 9.3.4] .
The unit ball
is a rigid analytic space. The ring of rigid-analytic functions on B n is the Tate algebra, the ring of power series in n variables
where the sum is taken over multi-indices I. This is the same as the ring of power series converging on the unit ball in O n Cp ; see [3, 5.1] . Similarly, for any r in the value group of C p , one has the notion of rigid-analytic ball of radius r.
Given analytic functions f 1 , . . . , f k on B n , their common vanishing locus is again a rigid analytic space; any function on this space can be expressed (nonuniquely) as an element of the Tate algebra of functions on B n . An analytic space arising in this way is called affinoid ; affinoids play the same role in the rigid-analytic theory as affine schemes (spectra of rings) in scheme theory. See . The restriction to finite unions is a technical device, meant to overcome the unpleasant fact that a p-adic field with the usual topology is totally disconnected. It will not concern us here, and it will cause the reader no harm to imagine that our rigid spaces come equipped with the topology in the usual sense, a basis for which we now describe.
If X is a rigid space and f an analytic function on X, then the subset
is an open subspace of X; and (if X is affinoid) such opens form a basis for the (Grothendieck or usual) topology on X [3, 7.2.3/2]. A general rigid variety admits a covering by affinoids. As a particular example, suppose X is the analytification of a finite-type affine scheme over K, and choose coordinates (x 1 , . . . , x n ) on X. Suppose further that (0, . . . , 0) is a point of X. Then for any r, the set
is open in X; and conversely any open neighborhood of (0, . . . , 0) in X contains p r B n ∩ X for sufficiently large r.
With these preliminaries, we are ready to state our main theorem.
1.2.
The main theorem. Theorem 1.2. Let K be a p-adic field. Let S be a quasi-projective variety over K, and let A → S be an abelian scheme over S. Choose a section s : S → A. For each n ∈ Z >0 , let S n ⊆ S be the subscheme on which s is torsion of exact order n:
Then for any finite extension L/K:
is not in any S n . Then there is some rigid analytic neighborhood U of x 0 which is also disjoint from all of the S n .
One could ask whether the set of torsion values not only is discrete but has no accumulation points. This is not generally true and we shall give an example in the last section.
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Proof of Theorem 1.2
The proof of Theorem 1.2 uses the following "structure theorem" for abelian schemes over a p-adic field.
Lemma 2.1. Let K be a p-adic field, S a quasi-projective variety over K, and π : A → S an abelian scheme of dimension g over S with identity section e : S → A. Then for every x 0 ∈ S(K) there exist a rigid-analytic neighborhood U of x 0 in S, a rigid-analytic open set E ⊂ π −1 (U ) containing the image of the identity section e : U → A, and a rigid-analytic map E → U × B g to the p-adic unit ball over U , with the following properties.
(1) The map E → U × B g is a rigid-analytic isomorphism.
(2) Fiber by fiber, E is a subgroup of A: for every finite extension L of K, and any
is a group homomorphism fiber-by-fiber: for any finite extension L of K, and any x ∈ S(L), the map
L with the structure of abelian group under addition.)
Proof of Theorem 1.2, assuming Lemma 2.1. Enlarging K if necessary, we may assume that x 0 ∈ S(K).
Given x 0 ∈ S(K), take U 0 and E as in Lemma 2.1. Let n be the order of the image of s(x 0 ) in the finite group A x0 (K)/((E ∩ A x0 )(K)). Then we have that ns(x 0 ) ∈ E, so by shrinking U 0 if necessary we can assume that U 0 ⊂ (ns)
L is torsion-free. Therefore, s is torsion over a point x ∈ U 0 (L) if and only if ns(x) = 0; and in this case s(x) is torsion of order dividing n. For d < n dividing n, the torsion locus
is Zariski-closed in S and does not contain x 0 ; so we may assume that U 0 is disjoint from s −1 (A[d] ) for such d. Therefore, if x ∈ U 0 (L) and ns(x) = 0, then s(x) is torsion of exact order n. Now we prove the theorem. If t ∈ S m (K) for some m, then we must have m = n, and we can take U = U 0 : no point of U can be torsion of exact order other than n. If t is not torsion, then we can take U = U 0 − S n , so no point of U belongs to the torsion locus.
Proof of Lemma 2.1. Properties (1) and (3) are a consequence of smoothness, and hold for all group schemes. Property (4) is a consequence of compactness.
We prove (1), (2), and (3) first. Since A is a commutative group scheme over a base of characteristic zero, it is smooth over S, and the sheaf of relative differentials Ω A/S is the pullback of a locally free sheaf of rank g on S. In concrete terms, after restricting to a Zariski neighborhood of x 0 in S, there are global differentials ω 1 , ω 2 , . . . , ω g on A that form a basis for Ω A/S at every point of S. These differentials are translation-invariant.
After passing to a rigid open subset of S, we can choose local parameters t 1 , . . . , t g on A at the identity. In other words, we take U ⊂ S open, and we require that t 1 , . . . , t g be meromorphic functions on A, all vanishing at the identity, whose differentials span the cotangent space to A at the identity. It follows that t 1 , . . . , t g define an analytic isomorphism τ from a rigid open subset E ′ of A to U × B ′ , for B ′ a rigid-analytic ball, not necessarily of radius 1. Since each ω i is a global differential, we can write
where each f is a power series in the variables t i converging on B ′ . Changing coordinates if necessary, we may assume that f ij takes the value δ ij (Kronecker delta) at the identity. Since dω i = 0, we can integrate each ω i as a formal power series to find a function
such that ω i = du i , converging on a smaller ball B ⊆ B ′ . By our choice of coordinates, we have u i = t i + (higher order terms).
By the inverse function theorem, we may assume (perhaps restricting to a still smaller ball) that the functions u 1 , . . . , u g give an analytic isomorphism υ between S × B and itself. We will take E = τ −1 (U ×B) and then, after rescaling the ball B, the composition υ•τ : E → U ×B g ⊆ S × B g will be our desired map. Now (1) follows because τ and υ are both isomorphisms.
For any finite L/K and any point g ∈ E(L), translation by g leaves the differentials ω i invariant; so this translation acts on u i by addition of a constant. Similarly, we see that inversion takes u i to −u i . It follows that the group law on A fixes E (i.e. E is stable under addition and inversion), and in terms of the coordinates u i on B, the group law is given by addition. This proves (2) and (3).
We prove (4) by a standard compactness argument. The fiber A x0 is an abelian variety over K. Topologize the set A x0 (K) by the standard p-adic topology. Then A x0 (K) is compact, and cosets of (E ∩ A x0 )(K) are open. Therefore, (E ∩ A x0 )(K) is of finite index in A x0 (K).
A counterexample
If A has bad reduction at a point of S, Theorem 1.2 no longer holds: torsion points can accumulate above a point of bad reduction. We consider the following example over Q p , with p = 2, 3. Let S be the disk p 2 B 1 , with coordinate t; its points over Q p are given by S(Q p ) = p 2 Z p . Consider the elliptic curve defined over S by the equation
This defines an elliptic scheme E. The fiber over t = 0 is the nodal cubic
The j-invariant of E t is a rational function of t. After a computation we find that 1/j is given by a power series in
In particular, this power series converges for all t ∈ S, and E t is smooth for all nonzero t ∈ S. The point
is a point of E t for every t, so it defines a section s : S → E. We will prove the following. Proposition 3.1. There exists a sequence (t n ) n>n0 with t n ∈ S tending to zero, such that s tn is torsion in E tn , of exact order n.
We argue using the Tate uniformization. Recall that the Tate uniformization is defined as follows. We will work over the base pB 1 . For every q ∈ pB 1 (Q p ) = pZ p , let η q be the map from G m to P 2 given in affine coordinates by
(This differs from the formula in [11, V.3] by the affine-linear transformation (X, Y ) → (X + 1/12, Y + X/2). We have eliminated the xy and x 2 terms in the Weierstrass equation at the cost of inverting 2 and 3.)
For q = 0, the image of η q is the Tate elliptic curve
and η q induces an isomorphism (in the rigid-analytic sense) between G m / q and T q . Here a 4 and a 6 are p-adic analytic functions belonging to
, with leading terms
At q = 0, the map η 0 is given by
, and the image of η 0 is the nodal cubic
The map η 0 induces an isomorphism between G m and the smooth points of T 0 . For q = 0, the uniformization map η q is a group homomorphism from G m to T q , with kernel generated by q. In particular, a point z ∈ G m is torsion in the Tate curve if and only if it is of the form ζq r , with ζ a root of unity and r ∈ Q. We may regard η as an analytic map from G m to the Tate curve T over the base pB 1 We will use the following explicit form of the Implicit Function Theorem to give a precise disk on which η is invertible. Proof. One can compute g = f −1 (inverse by composition) by successive approximation.
] is such that f (a 1 , a 2 ) = 0, with a 1 , a 2 ∈ pZ p , and let r = ∂f ∂x2 (a 1 , a 2 ). Suppose r = 0. Then we can invert f in the second variable in a neighborhood of (a 1 , a 2 ), and the inverse g satisfies We want to invert X(q, z) in the second variable in a neighborhood of (0, p). Writing X(q, z) = 
