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Abstract
A hom-associative algebra is an algebra whose associativity is twisted by an algebra homomorphism.
It was previously shown by the author that the Hochschild cohomology of a hom-associative algebra
A carries a Gerstenhaber structure. In this short paper, we show that this Gerstenhaber structure
together with certain operations on the Hochschild homology of A makes a noncommutative differen-
tial calculus. As an application, we obtain a Batalin-Vilkovisky algebra structure on the Hochschild
cohomology of a regular unital symmetric hom-associative algebra.
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1 Introduction
The existence of higher structures (such as Gerstenhaber algebras or Batalin-Vilkovisky algebras) on co-
homology or homology of a certain algebraic structure was initiated by M. Gerstenhaber in the study
of Hochschild cohomology of associative algebras [5]. Later, a more sophisticated approach of his result
was given by Gerstenhaber and Voronov using operad with multiplication in connections with Deligne’s
conjecture [6]. However, it can only ensure the existence of a Gerstenhaber structure. In differential
geometry and noncommutative geometry, one wants a more concrete structure of differential calculus to
understand the full account of the picture [12,13]. A pair (A,Ω) consisting of a Gerstenhaber algebra
A and a graded space Ω is called a calculus if Ω carries a module structure over the algebra A (given
by a map i) and a module structure over the Lie algebra A•+1 (given by a map L) and a differential
B : Ω• → Ω•+1 that mixes L, i and B by the Cartan-Rinehart homotopy formula. For a smooth manifold
M , the pair (X •(M),Ω•(M)) of multivector fields and differential forms; for an associative algebra A, the
pair (H•(A), H•(A)) of Hochschild cohomology and homology yields differential calculus structure. In [9]
Kowalzig extends the result of Gerstenhaber and Voronov by introducing a cyclic comp module over an
operad (with multiplication). Such a structure induces a simplicial homology on the underlying graded
space of the comp module and certain action maps. When passing onto the cohomology and homology,
one gets a differential calculus structure.
In this paper, we first construct a new example of differential calculus in the context of hom-associative
algebras. A hom-associative algebra is an algebra whose associativity is twisted by a linear homomorphism
[10]. Such twisted structures were first appeared in the context of Lie algebras to study q-deformations
of Witt and Virasoro algebras [7]. Hom-associative algebras are widely studied in the last 10 years from
various points of view. In [1,11] Hochschild cohomology and deformations of hom-associative algebras
are studied, whereas, homological perspectives are studied in [8]. The homotopy theoretic study of hom-
associative algebras are considered in [4]. In [2] the present author showed that the space of Hochschild
cochains of a hom-associative algebra A carries a structure of an operad with a multiplication yields the
cohomology a Gerstenhaber algebra (see also [3]). Here we show that the space of Hochschild chains of A
forms a cyclic comp module over the above-mentioned operad. The induced simplicial homology coincides
with the Hochschild homology of A. Hence, following the result of Kowalzig, we obtain a differential
calculus structure on the pair of Hochschild cohomology and homology of A. See Section 3 for details
clarification.
Finally, as an application, we obtain a Batalin-Vilkovisky algebra structure on the Hochschild coho-
mology of a regular unital symmetric hom-associative algebra. This generalizes the corresponding result
for associative algebras obtained by Tradler [14].
Throughout the paper, k is a commutative ring of characteristic 0. All linear maps and tensor products
are over k.
2 Noncommutative differential calculus and cyclic comp modules
In this section, we recall noncommutative differential calculus and cyclic comp modules over non-symmetric
operads. We mention how a cyclic comp module induces a noncommutative differential calculus. Our main
references are [6,9]. We mainly follow the sign conventions of [9].
2.1 Definition. (i) A Gerstenhaber algebra over k is a graded k-module A = ⊕i∈ZA
i together with
a graded commutative, associative product ∪ : Ap ⊗ Aq → Ap+q and a degree −1 graded Lie bracket
[ , ] : Ap ⊗Aq → Ap+q−1 satisfying the following Leibniz rule
[f, g ∪ h] = [f, g] ∪ h+ (−1)(p−1)qg ∪ [f, h], for f ∈ Ap, g ∈ Aq, h ∈ A.
(ii) A pair (A,Ω) consisting of a Gerstenhaber algebra A = (A,∪, [ , ]) and a graded k-module Ω is
called a precalculus if there is a graded (A,∪)-module structure on Ω given by i : Ap ⊗ Ωn → Ωn−p and a
graded Lie algebra module by L : Ap+1 ⊗ Ωn → Ωn−p satisfying
i[f,g] = if ◦ Lg − (−)
p(q+1)Lg ◦ if , for f ∈ A
p, g ∈ Aq.(1)
(iii) A precalculus (A,Ω) is said to be a calculus if there is a degree +1 map B : Ω• → Ω•+1 satisfying
B2 = 0 and the following Cartan-Rinehart homotopy formula holds
Lf = B ◦ if − (−1)
p if ◦B, for f ∈ A
p.
2.2 Definition. A non-symmetric operadO in the category of k-modules consists of a collection {O(p)}p≥1
of k-modules together with k-bilinear maps (called partial compositions) ◦i : O(p)⊗O(q)→ O(p+ q− 1),
for 1 ≤ i ≤ p, satisfying the following identities
(f ◦i g) ◦j h =


(f ◦j h) ◦i+p−1 g if j < i
f ◦i (g ◦j−i+1 h) if i ≤ j < q + i
(f ◦j−q+1 h) ◦i g if j ≥ q + i
for f ∈ O(p), g ∈ O(q), h ∈ O(r); and there is a distinguished element 1 ∈ O(1) satisfying 1 ◦1 f = f =
f ◦i 1, for f ∈ O(p) and 1 ≤ i ≤ p.
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In an operad O, there is a degree −1 bracket [ , ] : O(p) ⊗O(q)→ O(p+ q − 1) given by
[f, g] :=
p∑
i=1
(−1)(q−1)(i−1)f ◦i g − (−1)
(p−1)(q−1)
q∑
i=1
(−1)(p−1)(i−1)g ◦i f.
Let O = (O, ◦i,1) be a non-symmetric operad. An element pi ∈ O(2) is called a multiplication on O if
it satisfies pi ◦1 pi = pi ◦2 pi. Note that a multiplication induces a differential δpi : O(n)→ O(n+1), δpi(f) =
[pi, f ]. We denote the corresponding cohomology groups by Hnpi (O), for n ≥ 1. Further, a multiplication
pi induces a degree 0 product f ∪ g := (pi ◦2 f) ◦1 g. In [6] the authors showed that these two operations
passes onto the cohomology H•pi(O) and make it a Gerstenhaber algebra.
2.3 Definition. (i) A comp module over an operad O = (O, ◦i,1) consists of a sequence of k-modules
{M(n)}n≥0 together with k-bilinear operations (called comp module maps) •i : O(p) ⊗M(n) →M(n−
p+ 1), for p ≤ n and 1 ≤ i ≤ n− p+ 1, satisfying the following identities
f •i (g •j x) =


g •j (f •i+q−1 x) if j < i
(f ◦j−i+1 g) •i x if j − p ≤ i ≤ j
g •j−p+1 (f •i x) if 1 ≤ i ≤ j − p,
(2)
for f ∈ O(p), g ∈ O(q) and x ∈ M(n). It is called unital comp module if
1 •i x = x, for i = 1, . . . , n.(3)
(ii) A cyclic (unital) comp module over O is a unital comp module M equipped with an additional
comp module map •0 : O(p) ⊗M(n) → M(n − p + 1), for p ≤ n + 1 such that the relations (2) and (3)
hold i = 0 as well; and a k-linear map t :M(n)→M(n), for n ≥ 1, satisfying tn+1 = id and
t(f •i x) = f •i+1 t(x), for i = 0, 1, . . . , n− p.(4)
Let (O, pi) be a non-symmetric operad with a multiplication and M be a cyclic unital comp module
over O. Then there is a simplicial boundary map b :M(n)→M(n− 1), for n ≥ 1, given by
b(x) =
n−1∑
i=0
(−1)i pi •i x+ (−1)
n pi •0 t(x).(5)
We denote the corresponding homology groups by H•(M). Moreover, there is a cap product if := f ∩ :
M(n)→M(n− p), for f ∈ O(p) given by
ifx = (pi ◦2 f) •0 x, for x ∈ M(n)(6)
and a Lie derivative Lf :M(n)→M(n− p+ 1), for f ∈ O(p) given by
Lfx :=


∑n−p+1
i=1 (−1)
(p−1)(i−1)f •i x+
∑p
i=1(−1)
n(i−1)+p−1f •0 t
i−1(x) if p < n+ 1
(−1)p−1
∑n
i=0(−1)
inf •0 t
i(x) if p = n+ 1.
(7)
It has been shown in [9, Proposition 4.3, Theorem 4.4] that these two operators satisfy the following
identities
if∪g = if ◦ ig, iδpif = b ◦ if − (−1)
p if ◦ b,(8)
L[f,g] = Lf ◦ Lg − (−1)
(p−1)(q−1)Lg ◦ Lf , Lδpif = −b ◦ Lf + (−1)
(p−1)Lf ◦ b.(9)
It follows from the above identities that the cap product and the Lie derivative descend to the simplicial
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homology H•(M) and the graded homology H•(M) is a module over both the algebra (H
•
pi(O),∪) and
the graded Lie algebra (H•+1pi (O), [ , ]). It has been further proved in [9, Theorem 4.5] that the induced
operations on (co)homology satisfies the identity (1) to make the pair (H•pi(O), H•(M)) is a precalculus.
Some additional structure on the operad O makes the above precalculus into a calculus. We start with
the following.
2.4 Definition. An operad with multiplication (O, pi) is called unital if there is a k-module O(0) so that
the partial compositions ◦i extend to O(0), and there is an element e ∈ O(0) satisfying pi ◦1 e = pi ◦2 e = 1.
If (O, pi) is unital and {M(n)}n≥0 is a cyclic comp module over O (in the sense that (2) and (4) holds
for p = 0 as well), then one may define a differential B :M(n)→M(n+ 1), called the Connes boundary
operator, by
B :=
n∑
i=0
(−1)in(id− t)t(e •n+1 t
i(x)).
Like classical Hochschild case, one may consider normalized cochain complex {O, δpi} that induces the same
cohomology with H•pi(O). Similarly, a normalized chain complex {M, b} can be considered which induces
the same homology with H•(M) [9]. It has been further shown in [9] that on the normalized (co)chain
complexes
Lf = [B, if ] + [b, Sf ]− Sδpif , for f ∈ O(p),(10)
where the map Sf :M(n)→M(n− p+ 2) is given by
Sf =
n−p+1∑
j=1
n−p+1∑
i=j
(−1)n(j−1)+(p−1)(i−1) e •0 (f •i t
j−1(x)), for 0 ≤ p ≤ n.
and Sf = 0, for p > n. Thus, it follows from (10) that the Cartan-Rinehart homotopy formula holds on
the induced (co)homology. Hence the pair (H•pi(O), H•(M)) is a differential calculus.
3 Hom-associative algebras and calculus structure
In this section, we first recall hom-associative algebras and their Hochschild (co)homologies [10], [1], [8]. In
the next, we show that the pair of cohomology and homology forms a precalculus. Under some additional
conditions on the hom-associative algebra, the precalculus turns out to be a noncommutative differential
calculus.
3.1 Definition. A hom-associative algebra is a k-module A together with a k-bilinear map µ : A⊗ A→
A, (a, b) 7→ a · b and a k-linear map α : A→ A satisfying the following hom-associativity:
(a · b) · α(c) = α(a) · (b · c), for a, b, c ∈ A.
A hom-associative algebra as above is denoted by the triple (A, µ, α). It is called multiplicative if
α(a · b) = α(a) · α(b), for a, b ∈ A. In the rest of the paper, by a hom-associative algebra, we shall always
mean a multiplicative hom-associative algebra. It follows from the above definition that any associative
algebra is a (multiplicative) hom-associative algebra with α = idA.
A hom-associative algebra (A, µ, α) is said to be unital if there is an element 1 ∈ A such that α(1) = 1
and a · 1 = 1 · a = α(a), for all a ∈ A.
3.2 Example. Let (A, µ) be an associative algebra over k and α : A→ A be an algebra homomorphism.
Then (A, µα = α ◦ µ, α) is a hom-associative algebra, called obtained by composition. If the associative
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algebra (A, µ) is unital and α is an unital associative algebra morphism then the hom-associative algebra
(A, µα = α ◦ µ, α) is unital with the same unit.
Let (A, µ, α) be a hom-associative algebra. A bimodule over it consists of a k-module M and a linear
map β :M →M with actions l : A⊗M →M, (a,m) 7→ am, and r :M ⊗A→M, (m, a) 7→ ma satisfying
β(am) = α(a)β(m), β(ma) = β(m)α(a) and the following bimodule conditions are hold
(a · b)β(m) = α(a)(bm) (am)α(b) = α(a)(mb) (ma)α(b) = β(m)(a · b), for a, b ∈ A,m ∈M.
A bimodule can be simply denoted by (M,β) when the actions are understood. It is easy to see that (A,α)
is a bimodule with left and right actions are given by µ.
Let (A, µ, α) be a hom-associative algebra and (M,β) be a bimodule over it. The group of n-cochains
of A with coefficients in (M,β) is given by Cnα(A,M) := {f : A
⊗n →M | β ◦ f = f ◦ α⊗n}, for n ≥ 1. The
coboundary map δα : C
n
α(A,M)→ C
n+1
α (A,M) given by
(δαf)(a1, . . . , an+1) := α
n−1(a1)f(a2, . . . , an+1) + (−1)
n+1f(a1, . . . , an)α
n−1(an+1)(11)
+
n∑
i=1
(−1)i f(α(a1), . . . , α(ai−1), ai · ai+1, α(ai+2), . . . , α(an+1)).
The corresponding cohomology groups are denoted by Hnα(A,M), for n ≥ 1. When the bimodule is given
by (A,α), the corresponding cochain groups are denoted by Cnα(A) and the cohomology groups are denoted
by Hnα(A), for n ≥ 1.
In this paper, we only require the Hochschild homology of A with coefficients in itself. For homology
with coefficients, see [8]. The n-th Hochschild chain group of A with coefficients in itself is given by
Cαn (A) := A⊗A
⊗n, for n ≥ 0 and the boundary operator dα : Cαn (A)→ C
α
n−1(A) given by
dα(a0 ⊗ a1 · · · an) := a0 · a1 ⊗ α(a2) · · ·α(an) + (−1)
nan · a0 ⊗ α(a1) · · ·α(an−1)(12)
+
n−1∑
i=1
(−1)i α(a0)⊗ α(a1) · · · (ai · ai+1) · · ·α(an).
The corresponding homology groups are denoted by Hαn (A), for n ≥ 0.
Let (A, µ, α) be a hom-associative algebra. It has been shown in [2] that the collection of Hochschild
cochains O = {O(p) = Cpα(A)}p≥1 forms a non-symmetric operad with partial compositions
(f ◦i g)(a1, . . . , ap+q−1) = f(α
q−1(a1), . . . , α
q−1(ai−1), g(ai, . . . , ai+q−1), . . . , α
q−1(ap+q−1)),(13)
for f ∈ O(p), g ∈ O(q) and the identity element 1 = idA. Moreover, the element µ ∈ O(2) = C
2
α(A) is a
multiplication in the above operad. The differential induced by µ is same as δα up to a sign. Hence the
graded space of Hochschild cohomology H•α(A) carries a Gerstenhaber structure.
3.1 Precalculus structure
LetM(n) := A⊗A⊗n, for n ≥ 0 be the n-th Hochschild chain group of A. For convenience, we denote the
basic elements ofM(n) by a0⊗a1 · · · an when there is no confusion causes. For p ≤ n and 1 ≤ i ≤ n−p+1,
we define maps •i : O(p)⊗M(n)→M(n− p+ 1) by
f •i (a0 ⊗ a1 · · · an) := α
p−1(a0)⊗ α
p−1(a1) · · ·α
p−1(ai−1)f(ai, . . . , ai+p−1)α
p−1(ai+p) · · ·α
p−1(an).
3.3 Proposition. With these notations, M = {M(n)}n≥0 is a unital comp module over the operad O.
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Proof. We have to verify the identities (2) and (3). First, for j < i, we have
f •i (g •j (a0 ⊗ a1 · · · an))
= f •i
(
αq−1(a0)⊗ α
q−1(a1) · · · g(aj , . . . , aj+q−1) · · ·α
q−1(an)
)
= αp+q−2(a0)⊗ α
p+q−2(a1) · · ·α
p+q−2(aj−1)α
p−1(g(aj , . . . , aj+q−1)) · · ·
f(αq−1(ai+q−1), . . . , α
q−1(ai+p+q−2)) · · ·α
p+q−2(an).
On the other hand,
g •j (f •i+q−1 (a0 ⊗ a1 · · · an))
= g •j
(
αp−1(a0)⊗ α
p−1(a1) · · · f(ai+q−1, . . . , ai+p+q−2) · · ·α
p−1(an)
)
= αp+q−2(a0)⊗ α
p+q−2(a1) · · ·α
p+q−2(aj−1)g(α
p−1(aj), . . . , α
p−1(aj+q−1)) · · ·
αq−1(f(ai+q−1, . . . , ai+p+q−2)) · · ·α
p+q−2(an).
Hence f •i (g •j (a0⊗ a1 · · ·an)) = g •j (f •i+q−1 (a0⊗ a1 · · · an)). Similarly, for j− p < i ≤ j, we can verify
that
f •i (g •j (a0 ⊗ a1 · · · an))
= αp+q−2(a0)⊗ α
p+q−2(a1) · · · f
(
αq−1(ai), . . . , g(aj , . . . , aj+q−1), . . . , α
q−1(ai+p+q−2)
)
· · ·αp+q−2(an)
= (f ◦j−i+1 g) •i (a0 ⊗ a1 · · · an).
Finally, for 1 ≤ i ≤ j − p, we have
f •i (g •j (a0 ⊗ a1 · · ·an))
= αp+q−2(a0)⊗ α
p+q−2(a1) · · · f(α
q−1(ai), . . . , α
q−1(ai+p−1)) · · ·α
p−1(g(aj , . . . , aj+q−1)) · · ·α
p+q−2(an)
= g •j−p+1 (f •i (a0 ⊗ a1 · · ·an)).
It is also easy to see that 1 •i (a0 ⊗ a1 · · · an) = (a0 ⊗ a1 · · ·an), for all a0 ⊗ a1 · · ·an ∈ M(n). Hence the
proof.
We define additional maps •0 : O(p)⊗M(n)→M(n− p+1), for p ≤ n+ 1 and t :M(n)→M(n) by
f •0 (a0 ⊗ a1 · · ·an) := f(a0, . . . , ap−1)⊗ α
p−1(ap) · · ·α
p−1(an),
t(a0 ⊗ a1 · · ·an) := an ⊗ a0a1 · · · an−1.
3.4 Proposition. With these additional structures, M is a cyclic comp module over O.
Proof. Similar to the proof of the previous proposition, one shows that •0 satisfy the identities (2) and (3).
The operator t obviously satisfies tn+1 = id. Finally, for any 1 ≤ i ≤ n− p,
t(f •i (a0 ⊗ a1 · · · an)) = t(a0 ⊗ a1 · · · f(ai, . . . , ai+p−1) · · · an)
= an ⊗ a0 · · · f(ai, . . . , ai+p−1) · · ·an−1
= f •i+1 (an ⊗ a0a1 · · · an−1) = f •i+1 t(a0 ⊗ a1 · · ·an).
The same holds for i = 0. Hence the proof.
Consider the operad O with the multiplication pi ∈ O(2). As M is a cyclic comp module over O, the
corresponding simplicial boundary map b as of (5) is precisely given by the Hochschild boundary operator
dα given in (12). Hence H•(M) is given by the Hochschild homologyH
α
• (A) of the hom-associative algebra
A.
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Note that, in this example, the corresponding cap product (6) and Lie derivative (7) are given by
if (a0 ⊗ a1 · · ·an) = α
p−1(a0) · f(a1, . . . , ap)⊗ α
p(ap+1) · · ·α
p(an),
Lf (a0⊗a1 · · · an) =
n−p+1∑
i=1
(−1)(p−1)(i−1) αp−1(a0)⊗ α
p−1(a1) · · · f(ai, . . . , ai+p−1) · · ·α
p−1(an)
+ (−1)p−1f(a0, . . . , ap−1)⊗ α
p−1(ap) · · ·α
p−1(an)
+
p−1∑
i=2
(−1)n(i−1)+p−1 f(an−i+2, . . . , an−i+p+1)⊗ · · ·α
p−1(an)α
p−1(a0) · · ·α
p−1(an−i+1)
+ (−1)(n+1)(p−1) f(an−p+2, . . . , an, a0)⊗ α
p−1(a1) · · ·α
p−1(an−p+1), for p < n+ 1.
Hence we get the following.
3.5 Theorem. Let (A, µ, α) be a hom-associative algebra. Then the pair (H•α(A), H
α
• (A)) of Hochschild
cohomology and Hochschild homology of A forms a precalculus.
3.2 Calculus structure
A hom-associative algebra (A, µ, α) is said to be regular if α is invertible. In such a case, it can be easily
checked that (A, µα−1 = α
−1 ◦ µ) is an associative algebra and α is an algebra morphism. Moreover, the
hom-associative algebra (A, µ, α) is then obtained by composition (Example 3.2).
Let (A, µ, α) be a regular unital hom-associative algebra with unit 1 ∈ A. Then the corresponding
operad with multiplication (O, µ) considered in (13) is unital in the sense of Definition 2.4 with O(0) =
{a ∈ A|α(a) = a} and the partial compositions ◦i : O(p)⊗O(q)→ O(p+ q − 1), for p, q ≥ 0 given by the
same formula (13). The element 1 ∈ O(0) is unit as
(µ ◦1 1)(a) = µ(1, α
−1(a)) = 1 · α−1(a) = a and (µ ◦2 1)(a) = µ(α
−1(a), 1) = α−1(a) · 1 = a.
3.6 Remark. In this case, the Hochschild cochain complex is defined from degree 0 with C0α(A) = O(A)
and δα : C
0
α(A)→ C
1
α(A) by δα(a)(b) = α
−1(b) · a− a · α−1(b), for a ∈ C0α(A) and b ∈ A. More generally,
if a hom-associative algebra A is regular and a bimodule (M,β) is also regular (i.e. β is invertible) then
the Hochschild cohomology of A with coefficients in (M,β) can be defined from degree 0.
It is also easy to see that the Hochschild chains {M(n)}n≥0 is infact a cyclic comp module over the
unital operad O in the sense that the identities (2) and (4) holds for p = 0. Hence by the result of the
previous section, we deduce the following.
3.7 Theorem. Let (A, µ, α) be a regular unital hom-associative algebra. Then the pair (H•α(A), H
α
• (A))
is a noncommutative differential calculus.
4 Application
Using the calculus of the previous section and some additional hypothesis, we construct a Batalin-Vilkovisky
algebra structure on the Hochschild cohomology of a hom-associative algebra. In particular, the Hochschild
cohomology of a regular unital symmetric hom-associative algebra carries a Batalin-Vilkovisky algebra
structure. We start with the following definition.
4.1 Definition. A Gerstenhaber algebra (A,∪, [ , ]) is said to be a Batalin-Vilkovisky algebra (BV algebra
in short) if there is a BV-generator, i.e. a degree −1 map △ : A• → A•−1 satisfying △2 = 0 and
[f, g] = −(−1)p
(
△(f ∪ g)−△(f) ∪ g − (−1)pf ∪△(g)
)
, for f ∈ Ap, g ∈ A.
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4.2 Lemma. In a calculus (A,Ω), we have for f ∈ Ap and g ∈ Aq,
i[f,g]x = (−1)
q+1 if∪gB(x) + (−1)
p+1B(if∪gx) + ifB(igx) + (−1)
pq+p+q igB(ifx).
Proof. We have
i[f,g] = [if ,Lg] = if ◦ Lg − (−1)
p(q+1)Lg ◦ if
= if ◦ (B ◦ ig − (−1)
q ig ◦B)− (−1)
p(q+1)(B ◦ ig − (−1)
q ig ◦B) ◦ if
= if ◦B ◦ ig + (−1)
q+1 if∪g ◦B − (−1)
p(q+1)(−1)pqB ◦ if∪g + (−1)
p(q+1)+qig ◦B ◦ if .
Hence the proof.
4.3 Proposition. Let (A, µ, α) be a regular unital hom-associative algebra. If there is an element c ∈
Hαd (A) such that B(c) = 0 and the maps H
n
α(A) → H
α
d−n(A), f 7→ ifc are H
•
α(A)-module isomorphisms,
then the map
△ : H•α(A)→ H
•−1
α (A) defined by i△(f)c = B(ifc)
is a BV-generator on the Gerstenhaber algebra H•α(A). In other words, H
•
α(A) is a BV algebra.
Proof. We have from Lemma 4.2 that
i[f,g]c = − (−1)
p B ◦ if∪g(c) + if ◦B ◦ ig(c) + (−1)
pq+p+q ig ◦B ◦ if (c)
= − (−1)pi△(f∪g)c+ if ◦ i△(g)c+ (−1)
pq+p+qigi△(f)c
= − (−1)p
(
i△(f∪g)c− (−1)
p if∪△(g)c− i△(f)∪gc
)
.
Hence the result follows from the given hypothesis.
In the next, we give a dual analogue of Lemma 4.2, hence a dual version of Proposition 4.3. Before
that, we need the followings.
Let (A, µ, α) be a regular unital hom-associative algebra. Then it can be easily checked that the dual
space A∗ with the linear map (α−1)∗ : A∗ → A∗ is a bimodule over the hom-associative algebra A with
left and right actions given by (aθ)(b) = θ(α−1(b · a)) and (θa)(b) = θ(α−1(a · b)), for a, b ∈ A and θ ∈ A∗.
LetB : Cαn (A,A)→ C
α
n+1(A,A) be the Connes boundary map. Then the dual map B
∗ : Hom(A⊗n+1, A∗)→
Hom(A⊗n, A∗) restricts to a map (denoted by the same notation) B∗ : Cn+1α (A,A
∗)→ Cnα(A,A
∗), for n ≥ 0
that also passes onto the cohomology H•α(A,A
∗). The induced map on cohomology is also denoted by B∗.
For f ∈ Cpα(A) and m ∈ C
|m|
α (A,A∗), we define a product f ·m ∈ C
p+|m|
α (A,A∗) by
(f ·m)(a1, . . . , ap+|m|) = f(a1, . . . , ap)m(ap+1, . . . , ap+|m|)
that induces a product on the cohomology level.
4.4 Lemma. Let (A, µ, α) be a regular unital hom-associative algebra. For f ∈ Hpα(A), g ∈ H
q
α(A) and
m ∈ H•α(A,A
∗), we have
[f, g] ·m = (−1)p+1B∗((f ∪ g) ·m) + f ·B∗(g ·m) + (−1)pq+p+q g · B∗(f ·m) + (−1)q+1(f ∪ g) · B∗(m).
Proof. We have from the definition of B∗ that B∗(m) = (−1)|m|m◦B and from the Koszul sign convension
m(ifx) = (−1)
|m|p(f ·m)(x).
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On the other hand, from Lemma 4.2, we have
m(i[f,g]x) = (−1)
q+1 m(if∪gB(x)) + (−1)
p+1 m ◦B(if∪gx) +m(ifB(igx)) + (−1)
pq+p+q m(igB(ifx)).
Hence we get
(−1)|m|(p+q−1)([f, g] ·m)(x) = (−1)q+1+|m|(p+q)+p+q+|m| B∗((f ∪ g) ·m)(x)
+ (−1)p+1+|m|+(|m|+1)(p+q) ((f ∪ g) · B∗(m))(x)
+ (−1)|m|p+(p+|m|+1)q+p+|m| (g ·B∗(f ·m))(x)
+ (−1)pq+p+q+|m|q+(q+|m|+1)p+q+|m| (f ·B∗(g ·m))(x).
Thus the result follows by cancelling the sign (−1)|m|(p+q−1) from both sides.
4.5 Proposition. Let (A, µ, α) be a regular unital hom-associative algebra. If there is an element m ∈
Hdα(A,A
∗) such that B∗(m) = 0 and the maps H•α(A) → H
•+d
α (A,A
∗), f 7→ f · m are H•α(A)-module
isomorphisms, then
△ : H•α(A)→ H
•−1
α (A,A) defined by (△f) ·m = B
∗(f ·m)
makes the Gerstenhaber algebra H•α(A) into a BV algebra.
Proof. We have from the previous lemma that
[f, g] ·m = (−1)p+1△(f ∪ g) ·m+ (f ∪△(g)) ·m+ (−1)pq+p+q(g ∪△(f)) ·m.
The result follows by applying the graded commutativity on the last term of the right-hand side and from
the given hypothesis.
A regular unital hom-associative algebra (A, µ, α) is said to be symmetric if there is a hom-bimodule
isomorphism Θ : A
∼
−→ A∗. Thus, in a symmetric algebra, there is an isomorphism H•α(A)
∼
−→ H•α(A,A
∗)
via the map Θ. Hence the dual map B∗ : H•α(A,A
∗)→ H•−1α (A,A
∗) induces a map (denoted by the same
notation) B∗ : H∗α(A)→ H
•−1
α (A).
4.6 Theorem. Let (A, µ, α) be a regular unital symmetric hom-associative algebra. Then the map B∗ :
H∗α(A)→ H
•−1
α (A) defines a BV algebra structure on the Gerstenhaber algebra H
•
α(A).
Proof. Consider the element Θ(1) ∈ A∗ = C0α(A,A
∗) which is a 0-cocycle. Hence m = [Θ(1)] ∈ H0α(A,A
∗).
Since B∗ decreases degree, we have B∗(m) = 0. Moreover, the maps H•α(A)→ H
•
α(A,A
∗), f 7→ f ·m ≃ f
are isomorphisms. With these isomorphisms, the map △ given in Proposition 4.5 coincides with B∗, as
△(f) ∼= (△f) ·m = B∗(f ·m) ∼= B∗(f).
Hence the result follows from Proposition 4.5.
4.7 Remark. This generalizes the corresponding result for associative algebras [14]. However, our proof
relies on the noncommutative differential calculus associated with (hom-)associative algebras.
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