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1. INTRODUC~~N 
This paper is primarily concerned with unitary continued fractions, 
namely finite and infinite continued fractions 
b,+ 
- . 
where ai and bi are integers, bi7 0 for all i7 0, and for all i, Juil = 1. We 
introduce the alternate notation 
Ch,; al/h, a,lbz, -1 
to represent the continued fraction and shall use this notation throughout 
the paper. The nth convergent of the continued fraction is given by 
Pnhn =b,,+u, = Cb,; a,lb,, . . . . ~,/&,I. 
bl + 
We say a unitary continued fraction is a continued fraction for a real 
number a if, as n + co, 
lim pJq, = a. 
Unitary continued fractions are the primary class of continued fractions 
which arise in number theory. Examples include the regular continued frac- 
tion (ai = 1 for all i) and the negative continued fraction (ui = - 1 for all i) 
[17]. Perron [9, Chap. 51 studies a variety of unitary continued fractions. 
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A principal goal of this paper is to explain the relation between all 
unitary continued fractions for any cc More precisely, we shall construct a 
new unitary continued fraction, the full continued fraction, for each c( such 
that the convergents of any unitary continued fraction are a subsequence of 
the convergents of the full continued fraction for CL 
Other new results include: 
(1) There exist unitary continued fractions for quadratic 
irrationalities such that the sequence a,/b,, a,/b,, . . . does not become 
periodic, as opposed to the special classes mentioned above where 
periodicity must occur. 
(2) The convergents of the negative continued fraction of c1 are 
exactly those convergents of the full continued fraction which are >a. 
In Section 2 we introduce the Farey process, the Hurwitz chain of inter- 
vals, and the Hurwitz sequence of a real number. These sequences, which 
arise in a natural way, are the structural key to understanding unitary con- 
tinued fractions. In Section 3 we construct the full continued fraction, 
develop its basic properties, via combinatorial and matrix theoretic 
arguments, and discuss the connection with Hurwitz sequences. Finally, we 
prove the main theorem relating all unitary continued fractions. Section 4 
develops the regular and negative continued fractions as they relate to the 
full continued fraction. Formulas are derived which enable us to convert 
from these special continued fractions to the full continued fraction and 
which allow us to derive properties of the full continued fraction from the 
corresponding properties of the regular continued fraction. In Section 5 we 
show the non-periodicity of certain unitary continued fractions for 
quadratic irrationalities. In Section 6 we discuss geometric models that 
have been used to study Hurwitz sequences and regular continued fractions 
and some applications of this work. 
2. THE FAREY PROCESS 
In this section we introduce the approximation of a real number by a 
sequence of intervals and a corresponding sequence of rational numbers. 
This approach was first used by A. Hurwitz [S], based on earlier work on 
Farey fractions, to study the rational approximation of real numbers and 
to explain why the regular continued fraction, whose use in the study of 
these problems seems almost accidental, arises in a natural way. Richards 
rediscovered this approach and gave a very nice exposition of regular 
continued fractions and rational approximation in a recent paper [ 111. 
Richards’ approach is slightly different from Hurwitz’ but yields the same 
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sequences of intervals and numbers. We first present Richards’ construction 
and outline the main properties of these sequences. Proofs of known results 
will be referenced but not given. 
For convenience of presentation, we shall deal only with the non- 
negative real numbers. The extension to negative numbers is trivial. We 
adjoin the symbol l/O to the real numbers R and let R* = R u {l/O} with 
the understanding that x < l/O for all real numbers x. 
DEFINITION. (1) A closed interval [u/b, c/d], with rational endpoints 
is a Farey interval (or an F-interval) if bc -ad= 1. We consider l/O as 
rational. The length of a Farey interval is l/bd and if bc- ad= - 1 then 
[c/d, a/b] is a Farey interval. We also have a/b and c/d are reduced 
fractions, i.e., gcd (a, 6) = gcd(c, d) = 1. 
(2) The Furey sum of two fractions is u/b @ c/d = (a + c)/(c + d). 
(3) The median? of a Farey interval [u/b, c/d] is a/b $ c/d. Note that 
a/b < (a + c)/(b + d) < c/d. 
LEMMA 1 [ 111. Let [a/b, c/d] be an F-interval. Then: 
(1) The two subintervals formed by inserting the mediant are also 
F-intervals. In particular, a + c and b + d are relatively prime. 
(2) Among all the fractions x/y lying strictly between a/b and c/d, the 
mediant is the one (and only one) with the smallest denominator. 
The notions of Farey sum and mediant are really quite natural from the 
diophantine approximation point of view, as can be seen by part (2) of the 
lemma and the discussion in Hurwitz [S, Sects. 1, 21. Part (2) is also the 
key to proving results in diophantine approximation [ 111. There is also a 
geometric point of view which clarifies the properties of the Farey sum and 
the symbol @. Think of R* as the line x = 1 in the xy-plane and map each 
point in the plane (except (0,O)) to x= 1 by projection through the origin; 
thus in general (x, y) + (1, y/x), which represents y/x in R*. Every reduced 
fraction a/b is the image of a lattice point (a, 6) whose coordinates are 
relatively prime. The points (0, y) correspond to l/O in R*. Call this map 
T. Then 
T((a, b)+(c,d))=a/b@c/d. 
Thus care must be taken when manipulating with @ and with 8, the 
inverse operation defined by a/b 8 c/d = (a - c)/(b - d), the image of sub- 
traction under T. For example, one should never reduce fractions obtained 
by these operations so that a/b @ k(c/d) = (a + kc)/(b + kd) and not (a + b)/ 
(c + d). Thus the F-interval [a/b, c/d] corresponds to two vectors (a, b) and 
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(c, d) in the plane which span a parallelogram of area one and generate all 
the lattice points in the plane. Those familiar with Klein’s geometric treat- 
ment of regular continued fractions [15] will realize that this paper could 
also be cast in a two-dimensional setting. If P=p/q, then by kP we shall 
mean the symbol kpfkq and nor kp/q, i.e., kP = T(k(p, q)). 
The Farey partially ordered set is the set of all F-intervals ordered by 
inclusion. We now give a more explicit method of generating this set. 
The Farey Process. Start with the F-interval [O/l, l/O] which we regard 
as level - 1. At the next stage we insert the mediant of this interval and the 
two subintervals created are the F-intervals at level zero (they are the 
largest Farey subintervals of [O/l, l/O]). Given the F-intervals at level n, 
insert all their mediants and the new subintervals are the level n + 1 inter- 
vals. The diagram of this ordered set is a binary rooted tree (Fig. 1 shows 
levels - 1, 0, 1). By a theorem of Hurwitz [S, Sect. 23 every F-interval 
occurs in our construction and thus our construction yields the full Farey 
ordered set. 
The Hurwitz Chain. Now let a be a positive irrational number. At each 
level n choose the unique interval Z, which contains ~1. This gives us a 
maximal infinite chain IPi = [O/l, l/O] > I0 > I, > Z2 > --., i.e., a maximal 
sequence of nested F-intervals, which we call the Hurwitz chain (or 
H-chain) for CI. 
For example, the first nine intervals in the H-sequence for a = fi are 
CO/l, WI, Cl/L WI, Cl/l, WI, Cl/L VI, C4/3, VI, 
C7/5, VI, [7/5, lo/719 C7/5, 17/121, W/17, 17/121. 
Since each interval in an H-chain has the mediant of the previous one as 
one of its endpoints the lengths of the intervals tend to zero. Thus 
(-) Z” = ct. 
n 
For rational numbers the situation is a little more complicated. By 
Theorem 1 of Richards [l 1 ] every reduced fraction p/q appears at some 
stage of the Farey process. It occurs for the first time as a mediant and thus 
is the endpoint of two adjacent intervals. If p/q is the mediant of Z,- i then 
lo/ I) I/O1 
lO/l,lA 
\ 
l1/l,l/01 
\ 
10/1,1/2: [l/2,1/11 
\ 
[14,1/21 l2/1,1/01 
FIGURE 1 
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the two subintervals formed by the mediant yield two finite maximal chains 
from [O/l, l/O] to the first interval containing p/q and, by retaining at each 
subsequent subdivision the interval with endpoint p/q, each of these can be 
extended to maximal infinite chains whose intersection is p/q. O/l is an 
exception, when we restrict to positive numbers, in that it has one finite 
and one infinite maximal chain. Later we shall see that this leads to a 
non-uniqueness of continued fractions for p/q. 
As a converse to the above we see that any maximal infinite chain of 
Farey intervals beginning with [O/l, l/O] has its intersection equal to a 
unique number a E [O/l, l/O]. Clearly this chain is an H-chain for a. If a is 
irrational the chain is unique and if a is rational it is one of the two infinite 
H-chains for a. 
The Hurwitz Sequence. If I- 1 > 1, > .. - is an H-chain for a then each 
interval I,,, with n > - 1, has a number P, =p,,/q,,, the mediant of I,- 1, as 
one of its endpoints. Thus we have a sequence of rational numbers, 
corresponding to the chain, 
I, > I, > r, > . . . , 
PO, p,, p,, . . ., 
(1) 
with PO = l/l, which obviously converges to a. This sequence is the Hurwitz 
sequence (or H-sequence) for a. 
From our earlier example of the H-chain for the fi we see that the 
H-sequence for the fi begins with 
l/l, 2/l, 312, 413, 7/5, 10/7, 17/12, 24117. 
We shall see later that the H-sequence for a is the sequence of principal 
and intermediate convergents of the regular continued fraction for a. From 
a diophantine approximation viewpoint, Richards [ 11, Theorem 21 charac- 
terizes the H-sequence of a as the set of “best left and right approximation 
to a.” If a is irrational then, by our discussion of H-chains, the H-sequence 
for a is unique. If a is rational then each of the two infinite H-chains for a 
yields a different H-sequence. The two finite H-chains yield the same finite 
H-sequence since the last interval of each chain contains the same new 
endpoint. By Lemma 1, part (l), p,, and q,, are relatively prime, for all n. 
The relation between H-chains and infinite H-sequences is l-l for 
irrational a > 0 and 2 - 1 for rational a. For a full discussion of this and the 
method of going from sequences to chains see Hurwitz [S, Sect. 51. 
F'ROWSITION 2. Let {I,,} be the H-chain and {P,} the H-sequence for an 
irrational a > 0. Then: 
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(1) The subsequence of (P,} consisting of those numbers <a (resp. 
>a) is the same as the sequence of left (resp. right) endpoints of the {In}, 
with repetitions excluded. This is a monotone increasing (resp. decreasing) 
sequence converging to a. The points <a (resp. > a) are called the left (resp. 
right) points. 
(2) The right and left points alternate infinitely often in {P”}. These 
alternating sequences of right and left points are called right and left runs. 
Note. If a is rational, then from some point on one endpoint remains 
constant in all the Z, and the corresponding run is infinite. This infinite run 
is monotonic and converges to a. 
Proof Part (1) follows immediately from the construction of H-chains 
and sequences. 
Assume that (2) is false. Then for all n from some point on one of the 
endpoints of I,, must remain fixed. However, the subsequences, and 
therefore {P,}, will converge to this rational fixed point, contradicting our 
assumption that a is irrational. 
3. THE FULL CONTINUED FRACTION 
In this section we introduce a new unitary continued fraction for a, the 
full continued fraction, whose convergents are the Hurwitz sequences for a, 
and explore rules for forming them. The corresponding matrix theory, 
which is at the heart of all studies of continued fractions, will also be 
developed. 
We first recall some algebra of continued fractions [ 1, Chap. 343. Using 
the notation of Section 1, let [b,; al/b,, a,/b,, . ..] be an arbitrary 
continued fraction whose convergents are given by P, =pn/qn = 
[b,; a,/b,, . . . . a,/b,]. Then 
Pn+l=an+lPn~l+bn+lPn, 
qn+1= a,+lqn-l+bn+lqn~ 
where ppl/q-, = l/O. Now take ai = f 1 for all i, i.e., let the continued 
fraction be unitary. Then 
P n+l = fpn-l+bn+lpn 
(2) 
4 n+l = fqn-1 +b,+lqn. 
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Furthermore 
P”+14n-P”4n+l= 1, 
which implies pn and qn are relatively prime. 
Let PO, P,, . . . be the Hurwitz sequence for a > 0. As earlier, we shall treat 
only positive numbers, with some comments at the end on negative num- 
bers. We shall also assume that a is irrational so that the H-sequence for tl 
is unique and discuss the modifications needed for rational numbers later. 
First we derive recursions, similar to Eq. (2), for the H-sequence 
PO, p,, a** for a and then use Eq. (2) to convert these into a continued 
fraction. 
Recall that at the (n - 1)st step of the Farey process for a the interval 
I,,- r, which contains a, is of the form [P,- r, c/d] (or of the form 
[c/d, P,- r]). At the nth step we divide the interval with the mediant 
P, = P,- r @c/d and choose the subinterval containing a. We now have 
two cases: 
(A) a E [P, _, , P,]. Then this interval is chosen at the n th step and 
at the next step we have P,, , E [P,- , , P,] (Fig. 2) and thus 
P n+1=pn-I@P”. (3) 
Since, by Lemma 1, the numerator and denominator of both sides are 
relatively prime, we have 
P n+l=Pn--1+pn 
4n+1=4n-1+4n 
(3’) 
(B) a# [P,-,, P,]. Then the interval [P,, c/d] is chosen at the nth 
step. At the (n+l)st step we have Pn+l$[P,-,,P,], Pn+l~[Pn,c/d], 
and L1 = P, 8 c/d (Fig. 3). But P, = P, _ 1 0 c/d implies c/d = 
P, 8 P, _ r. Substituting in the expression for P, + 1 
we have Pn+l= P,@P, 0 P,-, or 
P n+1=0P,-,@2P,. (4) 
Applying Lemma 1, in the derivation of (4), implies that the numerators 
and denominators of both sides of (4) are relatively prime and thus 
Pn+l= -Pn-1+2Pn 
qn+1= -%I-1+&L. 
(4’) 
FIGURE 2 
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I I--l-l- I 
P n-l 'n o( pntl c/d 
FIGURE 3 
Since Eqs. (3’), (4’) are in the same form as Eq. (2), we can now use this 
to form a continued fraction for a. We proceed by induction: 
Let P-, = l/O, P, = l/l and set b,,= 1. If P, E [P-,, P,] then Eq. (3’) 
is true and, reflecting the algebra in Eq. (2), we set al/b, = l/l. If 
P, C$ [Ppl, P,] then Eq. (4’) is true and we set a,/b, = -l/2. 
In general if P,, 1 E [P,-I, P,] we set ~,,+~/b,,+~ = l/l and if P,+l $ 
CPn-l,Pnl we set a,+I/b,+I= -l/2, i.e., if we change the direction 
P .-lP, in going to Pn+, then a,+,/b,+,=l/l and if we go in the same 
direction then a,, + 1 lb, + 1 = - l/2. 
Thus a continued fraction [b,; al/b,, a,/b,, . ..] is defined such that, by 
Eqs. (2), (3’), and (4’), P, = [b,; al/b,, . . . . a,/b,]. Since P, converges to CI, 
this continued fraction also converges to tl. To summarize our results: 
THEOREM 3. Let a be a positive irrational number and P,, P,, . . . its 
Hurwitz sequence. Then there exists a continued fraction [b,; a,fb,, 
a,/b,, . ..] for GI, the full continued fraction, such that 
(1) b, = 1 and a,/b, = l/l or -l/2 for all i, 
(2) P, = [b,; al/b,, . . . . a,/b,] for all n. 
Rational numbers can be treated in basically the same way as irrationals, 
only we must remember that there are three H-sequences for a rational 
number (Section 2), two infinite and one finite. These lead to 
corresponding infinite continued fractions satisfying the conditions of the 
theorem. 
We also have the following converse to Theorem 3. 
THEOREM 4. Let [l; a,/b,, . ..] b e a continued fraction, finite or infinite, 
such that ai/bi= l/l or -l/2 for all i and let P, = [ 1; al/b,, . . . . a,/b,], 
where P, = 1. Then there exists a non-negative number u such that P,, P,, . . . 
is an H-sequence for a and thus the continuedfraction converges to a and is a 
full continued fraction for a. 
This theorem is a corollary of the following result which will also be 
crucial in the next section. 
THEOREM 5. Let P, = l/l, P,, P,, . . . be a sequence of positive rational 
numbers, and set P-,=0/1, P-, = l/O. Assume that for every n either 
P llfl =Pn+, BP, or Pnfl= 0 P, _, 0 2P,. Then (P, } is the H-sequence 
of a non-negative a. 
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I-I 
P n-l Pn+2-(ii) in+, in+*-(i) 36 
FIGURE 4 
To see that Theorem 4 is a trivial corollary of Theorem 5 just observe 
that, by the assumption q/b, = + l/l or - l/2 and Eq. (2), the sequence 
(P,} of Theorem 4 satisfies the conditions of Theorem 5. 
Proof of Theorem 5. We want to find a maximal chain of Farey inter- 
vals (I,,, n = - 1, 0, 1, . ..> with Z-i = [O/l, l/O], such that for each n: 
(A) P, is an endpoint of Z, and P, + 1 is the mediant of Z,, 
(B) L+, is one of the two subintervals into which P, + I divides Z,. 
If we then let TV = n Z,, we see, by the construction of H-chains and 
H-sequences in Section 2, that {In} is an H-chain for tl and {P,} its 
associated H-sequence. 
We construct our sequence by induction. The induction is a little tricky 
in that at each stage we shall choose an interval satisfying (A) and only 
after choosing the next interval will we see that it also satisfies (B). 
Let I-, = [O/l, l/O]. Assume Z, has been chosen satisfying (A). The idea 
is to choose Z, + 1 to be the subinterval of Z,, created by inserting P,, 1, 
which also contains P, + *. Of course we must first show that P, + 2 is in one 
of these subintervals. We proceed as follows: 
Case 1 (Fig. 4). 
P n+1=pn-16Pn. (5) 
Then by (A) we must have Z, = [P, _ 1, P,] (or [P,, P, _ 1]). The two 
subintervals of Z,, are then [P, _ i , P, + i ] and [P, + 1, P,]. 
(i) IfP,+,=P,@P,+,thenP,+,isthemediantof[P,+,,P,]and 
we choose this interval as Z, + 1. 
(ii) If P,, z = 0 P, 0 2P, + , then, by substituting P,, = P, + 1 8 P, _ , 
from Eq. (5), we have Pn+Z= 8 V,,,, 8 P,-,)@2P,,+,= Pn-18Pn+1. 
Thus Pn+* is the mediant of [P,- , , P,, ,] and we choose this interval as 
Z n+l* 
Case 2 (Fig. 5). 
P n+l = -P,-,@2P”. (6) 
6dn +2- (i) bTn +2- (ii) n ntl CL 
FIGURE 5 
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By (A) we must have Z, = [P,, c/d] (or [c/d, P,] ), for some c/d, and 
P IIf1 = P, @ c/d. The two subintervals of Z, are then [P,, P, + , ] and 
CP, + l,c/dl. 
(i) IfP,+,=P,@P,+, thenwechooseZ,+,=[P,,P,+,]. 
(ii) If P,, z = 0 P, 0 2P,+ i then, since P,, I = P, 0 c/d, we have 
P n+2=@ P,@2(P,@c/d)=(P,@c/d)@c/d=P,+,@c/d. Thus P,+z is 
the mediant of [P, + 1, c/d] and we choose this as Z,, + i. 
We have shown that, in each case, P, + 2 E Z,, + i , and consequently we can 
make a choice. By our choice procedure, we see that at our n th induction 
step, Z, + , satisfies (B), P, + , is an endpoint of I,,, and P, + 2 is the mediant 
of 4 + 1. 
The fact that LX > 0 follows from a E [O/l, l/O]. 
One defect of our method of forming the full continued fraction of a is 
that one must know the number to an arbitrarily high degree of accuracy. 
It would be desirable to have a formation rule such as the one for regular 
continued fractions, where we need only compute the greatest integers of a 
series of numbers. In fact the following rule gives a simple way to form the 
full continued fraction of a positive a: 
(1) Let a= 1 +a(‘). 
(2) If a (l) > 0 set a(” = l/( 1 + a’*‘); 
if a(‘) < 0 set cl(‘) = - l/(2 + aC2’). 
(3) Repeat step (2) with a(*), aC3), . . . . 
If at some step a(“) = 0 then stop. This will occur whenever a # 0 is 
rational and, in this case, our algorithm always gives the finite full 
continued fraction for a. 
To derive this rule we need to derive a matrix theory for the full con- 
tinued fraction. The matrix methods will be used to derive other continued 
fractions and is always a key technique in the study of continued fractions. 
Matrix Theory. We define the matrices 
where M0 = (A :). Then the transition matrices T(“’ defined by 
are given by 
M T’“‘=M n II+1 
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when Pn+L= -P,-,02P,. 
The matrix relation can be visualized and used to derive the rule for 
forming full continued fractions as follows: 
Consider M, + , as representing linear fractinal transformation on 
R u (l/O> which maps l/O + P, and O/l + P,,+ i (Fig. 6) where the action 
is 
Thus T,/?=l/l+/l, T,/3=-l/2+/?, and MJ=/?+l. 
Note. The map M, + i is a strictly monotonic l-l map which preserves 
inclusion of Farey intervals [S, Sect. 71 and is thus an isomorphism of the 
ordered set of Farey intervals of [O/l, l/O] with the ordered set of Farey 
intervals of [p,/q,, p,,+ 1/qn+ r] (the order of the endpoints is immaterial). 
Thus if the Farey intervals lo I’ under M, + I and fl c, /Y then /I E Z if and 
only if /I’ E I’. So by pulling back to [O/l, l/O] we are essentially just 
relabelling points. 
Now let a’ be the unique number such that a = M,, 1a’ (Fig. 6). Then, 
since M, + I preserves inclusion in Farey intervals, we have 
ae CG C+J * a’ E [O/l, l/O] t) a’ > 0 
a4 CL p,+ J * a’ $ [O/l, l/O] c* a’ < 0. 
If a’>0 then aE[P,, P,+I], Pn+2=Pn@P,+1, and M,+2=M,,+ITI. If 
a’<0 then 44: CP,, P,+,l, Pn+2= 0 P,02P,,,, and M,+2=M,+1T2. 
Iterating this process on the subscripts we have 
M n+2=&foT(1)...T(“+‘), (7) 
l-k-1 I 
l-l-1 I 
Lx pntl M pn 
FIGURE 6 
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where T’= T, or T, for i > 0. Now if a” is the unique number such that 
a=M n+Za” and we operate on a” with both sides of (7) we obtain the 
beginning of the full continued fraction expansion of a. 
For example, if M4 = M, T, T2 T,, then, using our notation for continued 
fractions, 
M,a”=M,T,TZTZa”=M,T,T,(-1/2+a”)=M,T,T,[O; -1/2+a”] 
= M. T, [O; - l/2, - l/2 + a”] = M,[O; l/l, - l/2, - l/2 + a”] 
= [l; l/l, - l/2, - l/2 + a”]. 
To derive our rule for forming the full continued fraction we note that, 
since M,+2=M,+1 Ti (where i=l or 2), we have a=M,+,a”= 
M n+,Tia”. But a=M,+I a’ and therefore, since our maps are 1 - 1, we 
have 
a’ = Tia”. 
(1) if a’>0 then Ti= T, and a’= l/l + a”, 
(2) if a’<0 then T,=T, and a’= -1/2+a”, 
and we have our rule of formation. 
the partial remainders, are just resealing of a under our picture 
of YZZg’Gack [P P ] to [O/l l/O]. 
These results ca”r biferasily extended to negative numbers. One uses the 
H-sequence for a negative a, which consists of points on the negative axis, 
together with the initial conditions P_, = - l/O, P, = - l/l, and b0 = 1. 
The full continued fraction will be of the form [ - 1; a,/b,, . ..I. where 
a,fb, = l/l or - l/2. 
It should be remarked that there is a sense in which the full continued 
fraction is not unique. If we allow 6, = 0, not 1, then every number a will 
have a continued fraction of the form [O; l/l, a,/b,, as/b,, . ..I. where 
ai/bi= l/l or - l/2. This can be constructed by setting P-, = O/l and 
P, = l/l and following our construction of the full continued fraction. The 
sequence of convergents beginning with P, will be the H-sequence for a. 
The elementary properties of the full continued fraction of an a, relations 
between convergents, partial remainders, and a, etc., can all be proved by 
specializing the algebraic formulas for general continued fractions derived 
in Chrystal [l] or Perron [9]. det M, = f 1 follows immediately from 
Eq. (7). The key theorems for regular continued fractions, viz., that the 
continued fraction of a quadratic number is periodic from some point on 
and the fact that equivalent numbers have equal tails are also true for full 
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continued fractions. Although the periodicity can be proved by translating 
the classical proofs to the full case and the theorem on equivalent numbers 
follows easily from the results in Hurwitz [S, Sect. 73 we shall not do this 
here. Instead we shall prove, in Section 4, that these results follow from the 
corresponding theorems for regular continued fractions. 
The following theorem and its corollary explain the relation between all 
unitary continued fractions for a given number a and the central role of the 
full continued fraction. 
THFDREM 6. Let {P,} be the H-sequence of a non-negative a, with initial 
conditions PW2 = O/l, P-, = l/O and let [bo; a, lb,, aJb2, . ..] be a unitary 
continued fraction for a, with convergents Q, = [b,; al/b,, . . . . a,/b,], such 
that a,/b,# -l/l. Then { Qn} is a subsequence of (P,}. 
COROLLARY 7. The convergents of any unitary continued fraction for a, 
such that a,/b,# -l/l, are a subsequence of the convergents of the fuI1 
continued fraction for a, with O/l added as an initial term. 
The condition a,/b, # - l/l is a minor technical assumption. It rules out 
the repetition of any number in the sequence of convergents. 
Proof of Theorem. The idea of the proof is to add new points to the 
sequence { Qn}, both in front of Q, and between every pair Q,, Q, + i, and 
then show that this enlarged sequence satisfies the conditions of Theorem 5. 
By Theorem 5 this enlarged sequence is the H-sequence of some number a 
and, since {Q”} is a subsequence of this sequence which converges to a, it 
is the H-sequence (P,} of a. 
Now assume b,, > 0 and let Q --2 = O/l, Q _ 1 = l/O. Between Q _ 1 and Q, 
we insert the fractions l/l, 2/l, . . . . b,- l/l. By Eq. (2) we have, for any 
n> -1, either Qn+,=Qn-,0kQ,, or Q,,+l=OQn-lOkQ,,. The first 
case holds if a,, + 1 = + 1, and the second case if a, + 1 = - 1. In both cases 
k=b,+l. 
0) If en+, = Qn-, 0 kQn then, between Q,, and Q,, + i, we insert the 
fractions 
(ii) Q,+, = 0 Q,- I 0 kQ,, then, between Qn and Q,, i, we insert 
the fractions 
0Q,-,02Q,,eQ,-,Q3Qn, . . . . QQ,-,0W-l,Q,. 
We denote the fraction between Q, and Q. + , by Q., i, en,*, .,. . This new 
enlarged sequence does, in fact, satisfy the conditions of Theorem 5. To 
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prove this requires tedious and totally straightforward calculations by 
cases. We present two cases to illustrate this idea. Suppose we are in case 
(i), viz., Q, + 1 = Q, - 1 0 kQ,. Then 
and 
In general, if Q, Q’, Q” are three consecutive points in the sequence then, 
as in the formation of the full continued fraction, if we change the direction 
QQ’ in going to Q”, Q” = Q@ Q’ and if we go in the same direction 
Q”= 0 Qo2Q’. 
If b, = 0 we use the same insertion rule between Q, and Qn + 1 for n > 0. 
Between O/l and al/b, we insert the finite H-sequence for the fraction 
al/b,, beginning with l/O. For example, if a,/b, = l/4 then we insert, 
between O/l and l/4, the fractions l/O, l/l, l/2, l/3. This sequence also 
satisfies the conditions of Theorem 5. 
For any unitary continued fraction, we call the numbers which, in the 
proof of the theorem, are interpolated between the convergents, the inter- 
mediate convergents. In the case of regular continued fractions they include 
what has always been called the intermediate convergents [7]. Thus we 
have 
COROLLARY 8. The H-sequence of a number o! is identical to the 
sequence of principal and intermediate convergents of the regular continued 
fraction of ct. 
4. SOME SPECIAL CONTINUED FRACTIONS 
In this section we illustrate, with the regular and negative continued 
fractions, how to derive special unitary continued fractions for some a, by 
deciding first which subsequence of the H-sequence of a we want as con- 
vergents. This contrasts with Hurwitz’ derivation of the regular continued 
fraction [S, Sect. 61, where he claims that the regular continued fraction 
arises from the H-sequence in a “natural way.” From our point of view, 
only the full continued fraction is natural, as it coincides with the 
H-sequence, and all other unitary continued fractions are chosen for special 
properties. 
In both cases we treat the irrational numbers, minor modifications are 
required for the rationals. 
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The Regular Continued Fraction. (For a very nice classical treatment of 
continued fractions see [2].) Let P-, = l/O, PO = [cr]/l, P,, . . . be the 
sequence consisting of the last, point of each left and right run in the 
H-sequence for an irrational a > 0, where [x] is the greatest integer 
function. We construct a unitary continued fraction for a whose conver- 
gents are the Pi, i = 1,2, . . . . Recall that these points are a subsequence of 
the convergents of the full continued fraction for 01. Just as in the derivation 
of the full continued fraction we find a recursive rule for this sequence of 
points, introduce transition matrices to get a continued fraction expansion, 
and from this derive a simpler algorithm for generating the points, viz., the 
usual rule for forming the regular continued fraction of a. 
Let M, = (9 p-;) represent a linear fractional transformation mapping 
l/O -+ P, and 6/l ‘+ P,- , . (We chose the order P,, P,- r rather than P,- 1, 
P, knowing by hindsight that it somewhat simplifies the exposition.) Let a, 
be defined by a = M,a,. 
We treat the case P, _ 1 < P, (Fig. 7). The case P, < P,- 1 requires only 
trivial modifications and yields the same results. Since P, is the last full 
convergent on a right run and P,,- I the last full convergent on the previous 
left run, the next full convergent after P, is P,- r $ P, (we are starting a 
new left run and thus changing direction). The next full convergent is 
P,,- r $2P, _ I and we keep forming full convergents until we arrive at 
P,_,~k,P,<a<P,_,$(k,+l)P,.ThenP,_,$k,P,=P,+,sincethis 
is the end of a left run. Lifting the points P,- 1 @jP,, j = 1, . . . . k, + 1, back 
to [O/l, l/O] via M;‘, and recalling that M, preserves order we get 
l/l, 2/l, . . . . (k,+ 1)/l, where k,/l <a’< (k,+ 1)/l. Thus k,= [a,]. 
This transition matrices T,, defined by M, T, = M, + 1 are given by 
and thus we have 
M .+1=MoToT,...T,,, 
o/l l/l k,/’ y, (k,,+l)/l l/O 
l-l--l-l-l I 
1 1 111 1 
l-l---l-l-l I 
P, P,,‘@, P,,@k$, w P,,$(k,+lb=‘, P, 
(8) 
FIGURE I 
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where M, = ([;I A). Now T,,/? = (k,p + 1)/p= k, + l/j?. Let both sides of 
Eq. (8) act on c1,+ I and we have 
u=M~T~~~~T,,LY,+~ 
= M, T,, . . . T,-,k+ Wn+,) 
=M,T,-.. Tn-AL,; Wm k,+,l 
= [Cal; l/k,, l/k,, . . . . l/k,, l/a,+,lv 
which is our continued fraction expansion. 
To derive a rule of formation apply both sides of M, + i = M, T,, to a,, + , 
and we have c~=M,T,,cr,+~ =M,(k, + l/a,,+,). But a =M,,a, and M, 
represents a l-l map; thus 
a,=k,+ UT,+,, 
where k, = [a,], which is the usual rule for forming the regular continued 
fraction of a. 
We also see that a l/k in the continued fraction means that we change 
direction from the two previous points and skip the next k - 1 full 
convergents. 
The Negative Continued Fraction. Let P-, = l/O, P,, = ([a] + 1)/l, 
P 2, . . . be the sub-sequence of all numbers in the H-sequence for an 
irrational a > 0 which are > ~1, in other words, the convergents of the full 
continued fraction for a which are >a. We construct a unitary continued 
fraction for CI whose convergents are the Pi. 
Let 
represent the linear fractional transformation mapping l/O + P, _ 1 and 
O/l + P,. Let tl=M,a, (Fig. 8). We have P,,-, > P,>a. Let R be the next 
full convergent after P,. If P,- ,, P, are successive full convergents then 
R = 0 P,- i 0 2P, is the next full convergent. If P,- , and P, are not 
successive full convergents to a then P, _, is the end of a right run and 
P, is the beginning of the next right run (Fig. 9). Let Q be the end of the 
left run after P,- , . Then R can be on either side of CL, but in either case 
we have P,, = Q 0 P, _, and R = Q + P,. Eliminating Q we have 
R= 0 P,-,@2P,. 
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p’ 
I M n Prvl 
FIGURE 8 
(i) R = 8 P, _ r $2P, c a (Fig. 9). Then we have, for the successive 
full convergents and their preimages via M,, 
0 P,-162P,<a - 0 (1/0)$2(0/l)= -1/2<a, 
0 P,-,@(k,-l)P,<a * 8 (1/0)8(k,-l)(O/l)= --Mk,-1)<a, 
0 P,-,$k,P,>a - 0 (l/O)@k,(O/l)= -l/k>a,, 
where P, + , = 0 P,- I @ k, P, is the first point of a new right run. For the 
preimages, we have - l/(k, - 1) < a,, c - l/k,, and, setting a, = - l//I,, 
k, - 1~ /In <k,. Therefore k, = [jI,] + 1. Note also that a,, > - l/2, which 
implies fin > 2. 
(ii) ~P,-,@2P,>a(Fig.9).ThenP,+,=~P,-,@2P,sinceitis 
the next full convergent >a and M;‘P, +, = - l/2 > a, = - l/p,,. Thus 
&<2* 
Thus in both cases P,, 1 = 8 P, - ,8 k, P,, where k, = [ji?,,] + 1 = 
[-l/a,] + 1. 
The transition matrices T,, defined by M, T,, = M, + , are given by 
and thus 
M.,,=(: ‘“‘J T,T,...T,. 
Q R-(i) M R- (ii) P, P,-, 
l-l-l--l-l-l 
FIGURE 9 
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Now T,p = - l/(fi + k,) = - l/(kn + /I) and therefore if both sides of (9) on 
~1, we have, recalling B, = - ~/CC,, 
cl=[[cr]+l; -l/k,, -l/k, ,..., -l//1,+,]. 
To derive a rule of formation apply both sides of M, + I = M, T, to a, + i, 
which yields c1= M,( - l/(k,+ CC,+~), and, since OL=M,~,, we have 
a,= -l/(k,+a,+,) or 
wherek,=[~n]+1.Butao=M~1a=a-([a]+1)soa=[a]+1-1/~o, 
which starts the expansion. 
We also see that a (- l/k) in the continued fraction means that we skip 
the next full convergent in the same direction as the two previous points, 
change direction, and skip the next k - 3 full convergents. 
6, > 2 in case (i) implies that k, > 3. We know from case (ii) that /?, < 2. 
We also have, in case (ii), from the discussion prior to case (i), if P,- 1, P, 
are successive full convergents then P, = P,- i @c/d for some c/d and 
M;‘(c/d) = -l/l. If they are not successive full convergents then 
R = Q @ P, and M;‘Q = - l/2 > l/l. In either case a, > - 1 and therefore 
pn > 1. So 1~ fi, < 2 and k, = 2. Thus we always have k, > 2. 
Since det( T,) = 1, for all n, the negative continued fraction is a 
particularly convenient choice, among all unitary continued fractions, to 
study the reduction of indefinite binary quadratic forms [17]. 
Other types of unitary continued fractions can be studied by our 
methods. Thus, e.g., we can derive a unitary continued fraction for a num- 
ber a such that its convergents are all numbers in the Z-Z-sequence for a 
which are <a. The formation rule for such a continued fraction requires 
beginning with the [a] and at each subsequent step using the function 
[x] + 1. An example of this continued fraction, for 1 + fi, is given in the 
next section. 
Conversion Formulas. Each of the different types of continued fractions 
for a given a, viz., full, regular, and negative, determine the others. Zagier 
[ 17, p. 13 1 ] gives, for regular and negative continued fractions, the conver- 
sion formula 
Lb,; l/b,, lb,, . ..I 
=Cb,+l; {h-l}, -ll(b,+2), {b3-l}, -l/(b,+2) ,... 1, 
where (n> = - l/2, - l/2, . . . . l/2 repeated n times with (0) as the empty 
set. This can be derived by the same methods we shall now give for 
converting regular to full continued fractions. 
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THEOREM 9. Let a > 0 be irrational. 
(1) Ifa> then 
Cb,; l/h, llba, . ..I = Cl; l/L {k I>, l/l, {h-l}, l/l, {bz- I}, . ..I 
(2) IfO<a<l then 
CO; llbi, l/b,, . ..I = Cl; (b,}, l/l, {bz - I>, 1/L {b - I}, . ..I. 
Note. These formulas also allow us to convert from the full to the 
regular continued fraction. One need only check the first two full con- 
vergents to decide which formula applies. In both parts (1) and (2) if a is 
rational, the regular continued fraction will be finite, and we just stop the 
conversion procedure when we reach the last point. Converting from full to 
regular in the rational case leads to problems only when a tail of the full 
continued fraction is of the form -l/2, - l/2, . . . . a case we skip as it is of 
no particular interest. 
Proof: Assume first that a is irrational. From our derivation of the 
regular continued fraction, bzi, i = 0, 1, . . . . counts the number of points in 
the ith left run in the H-sequence for a and b,,, r the number of points in 
the ith right run. Note that we do not include l/O in the count. Let 
P-1 = l/O, PO= l/l, PI, P,, . . . be the convergents of the full continued 
fraction. 
(1) If a > 1 we have b, > 1 and there are b, points in the first left run. 
We start the full continued fraction with first term 1, which gives the first 
point P,, in the left run. 
If 6, > 1 then P, = l/O@ l/l and the second point in this left run 
corresponds to a term l/l in the full continued fraction (i.e., we change 
direction from l/O, O/l). Inserting { b0 - 1 } in the continued fraction gives 
the rest of the points in the left run and the first point in the next right run 
(no change of direction). 
If b0 = 1 then inserting l/l in the continued fraction gives the first point 
of the next right run and inserting (bO - l} = {0}, which is the empty set, 
does not change the continued fraction. 
Thus in either case the continued fraction begins with 1, l/l, {b,- l} 
and we are at the first point of the first right run. This process is now 
repeated using b,a 1 instead of b,, and we get 1, l/l, {bO - 1 }, l/l, 
{b, - 1 }, which takes us to the first point of the second left run. Iterating 
this procedure yields part (1) of the theorem. 
(2) If 0 <a < 1 then bO=O and we start with a right run with bI 
points whose first point is PI = l/l. This corresponds to 1 as the first term 
of the full continued fraction. The remaining bl - 1 points of the right run 
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and the first point of the next left run are derived by inserting {b,} in the 
cf. (same direction as P-, , P,). To complete the left run and begin the 
next right run we use the procedure given in the proof of part (l), which 
results in inserting l/l, {b, - 1 } in the continued fraction. All subsequent 
runs use the same procedure and we have proved part (2). 
The next two theorems for full continued fractions now follow trivially, 
via the conversion formula from the corresponding theorems for regular 
continued fractions [3]. 
THEOREM 10. Let a be the root of an irreducible quadratic equation with 
integral coefficients and let the fill continued fraction be given by 
a= [l; a,/b,, a,fb,, . . . 1. Then there exist m, n such that ai+,/bi+, = a,/b, 
for all i3 n. That is, from some point on, the full continued fraction is 
periodic. 
THEOREM 11. Let a and p have full continued fractions [b,; a,/bl, . ..] 
and [d,; cl/d,, . ..I. respectively, and assume there exist integers a, b, c, d 
such that ad-be = f 1 and a = (a/? + b)/(cj3 + d). Then there exist m, n such 
that a,+i/b,+i=c,+j Id,, + i, for all i 3 0, i.e. from some point on, namely m 
for a and n for /3, the tails of the continued fractions agree. 
5. NON-PERIODICITY 
The periodicity, from some point on, of the continued fraction of a 
quadratic irrationality holds for full, regular, and negative continued 
fractions as well as for other types [9, Chaps 3.51. However, most 
quadratic numbers can have unitary continued fraction expansions which 
are not periodic. We illustrate with an example which can very easily be 
generalized to most quadratic numbers. 
1 + fi= [2; l/2, l/2, l/2, . ..I. From our derivation of the regular con- 
tinued fraction in Section 4, this says that each right and left run in the 
H-sequence for 1 + fi contains exactly two points. First we develop the 
continued fraction whose convergents are all the points in the left runs of 
the H-sequence, i.e., all the points <a. The first term of the full continued 
fraction is 1, which is the first point in the first left run. The second point in 
the left run is obtained by inserting l/l in the continued fraction (since we 
change direction from l/O, l/l). To skip the next right run we use the term 
-l/4, as in the derivation of negative continued fractions, which gives us 
the first point of the second left run. - l/2 completes this run. Again - l/4, 
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-l/2 allows us to skip the next right run and pick up the next left run. 
This process continues to repeat and we have 
1 +JL [l; l/l, - l/4, l/2, - l/4, - l/2, . ..I. 
with a periodic repetition of -l/4, -l/2, which is a unitary continued 
fraction. 
Now we want to destroy this periodicity. We modify the full continued 
fraction so that at the end of the ith left run, which corresponds to a - l/4, 
-l/2, we then include the ith right run. To get the first point of the right 
run we use -l/2 (same direction) and for the second point l/l (change 
direction). The points in the (i + 1 )st left run are derived with a - l/2 
(same direction) and l/l (change direction). We then continue our 
repetition of -l/4, -l/2 to get all subsequent left runs. 
Thus we see that we can replace any pair - l/4, - l/2 in the periodic 
continued fraction by the sequence - l/2, l/l, - l/2, l/l and obtain a new 
unitary continued fraction for 1 + fi. By choosing the pairs to be replaced 
in a non-periodic way, e.g., choose the left runs i = 2’, 3’, 4’, . . . . we obtain a 
unitary continued fraction for 1 + .,/? which is not periodic. 
6. OTHER DIRECTIONS 
As mentioned earlier, the theory of this paper could also be presented as 
a theory of lattice points in R2 following F. Klein’s geometric approach to 
regular continued fractions [15]. The advantage of our method is that it 
allows an easier exploitation of the order on the real line. 
Two other geometric approaches to the study of the Hurwitz sequence 
have been given, both having as their goals the reduction theory of binary 
quadratic forms over Z. The first, presented by Hurwitz [6], uses the two- 
dimensional projective plane as a model. Hurwitz also mentions the com- 
plete equivalence of the projective model with the geometry of the upper 
half plane. The latter model was studied in great detail by Humbert [4], 
who presented both a theory of regular continued fractions and a reduction 
theory of forms. His approach is based on the Farey tesselation of the 
upper half plane, viz., a decomposition into triangles such that the 
endpoints of each edge form a Farey interval on the extended real line. The 
Farey tesselation has recently been used by researchers in dynamical 
systems to study geodesics in the upper half plane and on the 
corresponding modlar surface [S, 12-141. Moeckel [8] also derives a new 
result about regular continued fractions. The full continued fraction might 
prove to be a useful tool in these studies since the cutting sequence of a 
geodesic is determined by the H-sequence of one of its endpoints. 
Vahlen [16] studies various continued fraction expansions of rational 
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numbers and presents some constructions which may be related to the full 
continued fraction. However, the paper is obscurely written. 
Raney [lo] uses the H-sequence to study the relation between regular 
continued fractions of numbers equivalent under general linear fractional 
transformations over Z with non-zero determinant. He make interesting 
use of the theory of finite automata. 
The different interpretations of regular continued fractions mentioned 
above lead to the following somewhat vague meta-principle: many of the 
important theorems for regular continued fractions (and, in fact, more 
general unitary continued fractions) can be made completely intuitive by 
choosing the right interpretation. 
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