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Characterizing pedestal turbulence in the tokamak I-mode is a crucial step in understanding
how particle and heat transport decouple during I-mode operation. This work models an
ASDEX Upgrade I-mode discharge for the first time via linear and nonlinear gyrokinetic
simulations with the GENE code. L-mode and I-mode regimes at two different pedestal
locations are investigated. A microtearing mode which is not apparent in initial value linear
L-mode simulations is found to dominate in I-mode simulations at both radial positions, and
ion-scale instabilities are characterized for all four scenarios linearly. Computed nonlinear
heat flux values approach experimental measurements with nominal input parameters in
three of the four cases, and heat transport is found to be dominated by ion-scale electrostatic
turbulence. Electrostatic potential oscillation frequencies, as well as potential-temperature
and potential-density crossphases are compared linearly and nonlinearly, and agreement is
found at wavenumber ranges corresponding with peaks in the simulated heat flux spectra
at one radial position for L-mode and I-mode.
I. INTRODUCTION
The improved energy confinement regime (I-
mode) offers a route forward for future fu-
sion reactors without the risk of edge local-
ized modes (ELMs) which can deposit unac-
ceptable heat loads to the divertor region. A
promising mode of operation, the I-mode offers
improved energy confinement while maintain-
ing low confinement mode (L-mode)-like den-
sity profiles.1 The I-mode has been observed
in Alcator C-mod,2–4 ASDEX Upgrade,1,5,6 and
DIII-D,7,8 is the chosen regime for the future ex-
perimental reactor ARC9, and is an area of ac-
tive research.1,2,5,6,9? –12 Stationary operation
on different machines makes the I-mode an ap-
pealing regime for tokamaks.13,14
The mechanisms which allow for the de-
coupling of density and temperature profiles
in the I-mode have not yet been fully un-
derstood, although common characteristics in
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both C-Mod and ASDEX-Upgrade I-mode dis-
charges include heightened temperature profiles
simultaneous with low density profiles, and the
weakly coherent mode (WCM), a pedestal mode
that is observed to be electrostatic in ASDEX-
Upgrade I-mode plasmas.10
While experimental diagnostics have given
much insight into the nature of the I-mode, and
other gyrokinetic simulations have expanded
theoretical understanding of turbulent trans-
port in I-mode scenarios, a clear understanding
of turbulent transport in the tokamak pedestal
has not yet been developed for the I-mode.
White et al. showed that the I-mode is closer
than the L-mode to the respective critical ion
temperature gradient responsible for experi-
mentally relevant heat fluxes in core simu-
lations of C-Mod using GYRO.15 X. Liu et
al. performed global nonlinear GENE sim-
ulations for C-Mod I-mode scenarios and re-
lated the WCM to an ion temperature gradi-
ent (ITG) mode, but simulations were limited
in wavenumber resolution in the binormal di-
rection due to computational demand.16 Creely
et al. performed GYRO simulations for C-Mod
2and found that multiscale effects may be less
important for I-mode than L-mode,17 Z.X. Liu
showed that the WCM is linearly unstable to
drift Alfven wave instabilities and the resistive
ballooning mode with BOUT++ simulations,4
and Mikkelsen et al. demonstrated electrostatic
verification of GENE and GYRO simulations
in the I-mode core for C-mod parameters, al-
though heat fluxes disagreed with experimental
measurements.18 This work shows gyrokinetic
simulation results from the GENE code19,20
for ASDEX-Upgrade I-mode pedestal scenarios
for the first time, using available experimen-
tal measurements as direct simulation inputs.
Linear instabilities are characterized, nonlin-
ear heat transport is compared with experimen-
tal values, and linear-nonlinear comparisons are
drawn in an attempt to elucidate the decoupling
between temperature and density profiles in the
ASDEX Upgrade I-mode as well as to explore
potential for future reduced gyrokinetic models.
This paper is structured in the following way:
in Sec. II, an overview of the AUG discharge
#30865 is given. In Sec. III the GENE code
is briefly outlined in the context of this work,
and the corresponding assumptions for numeri-
cal simulation are qualified. In Sec. IV the lin-
ear results from the GENE simulations are pre-
sented, and in Sec. V, nonlinear GENE results
are presented and comparisons are drawn with
the experiment. Linear-nonlinear comparisons
are given in Sec. VI, and discussion of future
possibilities for gyrokinetic I-mode work is pre-
sented in Sec. VII along with a summary and
discussion of results.
II. CHARACTERIZATION OF THE I-MODE
DISCHARGE
ASDEX Upgrade discharge #30865 features
both L-mode and I-mode phases throughout the
discharge and has previously been investigated
in detail in Ref. 12. The discharge utilized up-
per single null magnetic geometry to achieve an
’unfavorable’ magnetic configuration, where the
ion ∇B×B drift points away from the active X-
point, thus allowing a higher power threshold to
transit into H-mode.3 For ASDEX Upgade shot
#30865, the toroidal magnetic field was −2.48T
on axis with a plasma current of 1 MA.
Fig. 1 illustrates the time-resolved experi-
mental measurements for AUG shot #30865.
Electron cyclotron resonance heating (ECRH),
neutral beam injection (NBI), and heating and
radiative power losses at the separatrix exclud-
ing the divertor region are shown in Fig. 1(a).
NBI blips every 0.5 s allow for ion temperature
measurements via charge exchange recombina-
tion spectroscopy (CXRS)21 without impacting
the plasma proportion. The plasma is domi-
nantly heated by ECRH which is increased at
3 s to 1.7 MW and at 3.5 s to 2.2 MW, allowing
the plasma to enter a weak I-mode at 3.18 s and
fully enter I-mode after 3.5 s. The experimen-
tal total heat flux, calculated by subtracting the
power radiated inside the separatrix excluding
the divertor region from the total input heat-
ing power (PTot − Prad,core) is 1.763 MW for
L-mode and 2.026 MW for I-mode.
Fig. 1(b) illustrates that NBI blips fail to ex-
cite an improved confinement state at 2 s and
2.5 s, but shortly after the NBI blip and in-
creased ECRH heating at 3 s, the plasma be-
gins to enter a weak I-mode. Note that from 3 s
to 3.18 s, the plasma is still in L-mode as illus-
trated by the semi-stationary H98(y,2) factor22
in Fig. 2 and by Fig. 1(d) from previous investi-
gation in Ref. 12. The evolution from L-mode to
I-mode is shown in Fig. 1(c), and Fig. 1(d) illus-
trates the electron temperature calculated using
integrated data analysis (IDA) with bayesian
statistics23 at the two radial positions investi-
gated. In both L-mode and I-mode, the electron
plasma beta, βe, is generally low but increases
from L-mode to I-mode for both sampled ra-
dial positions. L-mode temperature and density
profiles are sampled at 3.11 s, consistent with
previous investigations,12 and an I-mode phase
with temperature (T ) and density (n) profiles
is sampled at 3.80 s. Electron density and tem-
perature profile data are available for both 3.11
s and 3.80 s seconds, while ion temperature pro-
files, dependent on CXRS measurements, are in-
stead sampled at 3.0 s and 4.0 s, which are the
times corresponding to the NBI blips closest to
3Phys. Input ρtor Te ne q0 sˆ βe x 10−3 Zeff ωTe ωTi ωn
L-mode 0.95 212 1.51 4.16 4.10 0.209 1.306 12.27 7.42 8.40I-mode 343 1.76 4.22 4.09 0.402 1.407 16.70 12.40 10.86
L-mode 0.98 133 1.16 4.89 7.34 0.101 1.306 13.72 12.78 7.80I-mode 166 1.24 4.94 7.18 0.137 1.407 25.69 18.72 10.95
Table I. Summary of relevant GENE physics input parameters. Here ρtor is the radial position, Te is the
electron temperature at a given position in eV, ne is the electron density in 1019m−3, q0 is the safety
factor, sˆ = (ρtor/q)(dq/dρtor) is the magnetic shear, βe is the ratio of thermal electron pressure to magnetic
pressure, Zeff is the effective plasma charge estimate, and ωTe,T i,n are the normalized density gradients for
Te, Ti and n, respectively.
3.11 and 3.8 seconds, respectively.
To characterize the I-mode pedestal, two ra-
dial locations are investigated at ρtor = 0.95
and ρtor = 0.98 to allow for differences in the
quantities in Tab. I to be considered. The fol-
lowing simulations utilize temperature profiles
taken from the experiment for both ions and
electrons, as well as a radially constant estimate
of the effective charge, Zeff , taken from CXRS
and Bremmstrahlung measurements on ASDEX
Upgrade. This estimate is found to vary widely
from a minimum of 1.2 with Bremmstrahlung
measurements giving Zeff of about 1.6 for most
of the discharge. In this work, Zeff is modelled
to be slightly higher in I-mode to be consis-
tent with trends observed in CXRS and Bremm-
strahlung measurements; the values used are
presented in Table I. Electron density and tem-
perature profiles are generated using IDA and
are shown in Fig. 3(a) and (b), respectively. De-
spite using IDA profiles, a large degree of ex-
perimental uncertainty exists for the edge pro-
files. Ion density profiles are calculated with
Zeff by enforcing quasi-neutrality and assuming
a globally charge-neutral plasma. Ion temper-
ature profiles are displayed in Fig. 3 (c). In
Fig. 3 (d),(e), and (f), the normalized gradi-
ents used for density, electron temperature, and
ion temperature are shown for L-mode and I-
mode, respectively. Here the normalized gra-
dients are defined as ωk = −(a/k)(dk/dρtor)
where k is density or temperature. The ra-
dial coordinate, ρtor, is defined as ρtor =√
Φtor/Φtor,sep with toroidal flux label Φ, and
a =
√
(Φtor,sep/(piB0)) is the minor radius. The
separatrix is located at ρtor = 1 by this defini-
tion.
Three-species linear simulations utilize Boron
impurity, background ion, and electron den-
sity profiles, while two-sepcies nonlinear simu-
lations were computationally limited to back-
ground ion density profiles that are equivalent
to the electron density profiles. Density profiles
remain similar between L-mode and I-mode,
while temperature profiles for both electrons
and ions increase in the pedestal region dur-
ing I-mode. Although density profile gradi-
ents were self-consistently evaluated for three-
species linear simulations and two-species non-
linear simulations, differences in gradient val-
ues are less than 0.03%. Ion temperature pro-
files were consistently manually fitted with the
available CXRS data. Fig. 3(d-f) show the nor-
malized density and temperature scale lengths,
respectively. At both radial positions, the tem-
perature gradient increase is greater than the
density gradient increase from L-mode to I-
mode. At ρtor=0.95(0.98), the density gra-
dient increases from L-mode and I-mode by
0.29%(0.40%), while the electron temperature
gradient increases by 36%(87%) and the ion
temperature gradient increases by 67%(46%).
III. NUMERICAL MODELLING
In the following, turbulent transport is mod-
elled with the GENE code. GENE uti-
lizes a five-dimensional phase-space grid con-






















































Figure 1. Experimental timetrace for AUG #30865 from 2 s to 4.5 s. a)Heating power, dominated by
electron cyclotron resonance heating (ECRH, red), power radiated from the core, (Prad,core, magenta), and
beam blips from neutral beams (NBI, blue) for diagnostic purposes. b) Total stored energy. c) Confinement
enhancement H98. d) Integrated data analysis (IDA) electron temperature time traces at ρtor=0.95 and
ρtor=0.98.
space dimensions.20 The radial, bi-normal, field
aligned, parallel velocity, and magnetic moment
coordinates are labelled as x, y, z, v||, and µ,
respectively. In this work, ρs is the reference ion
or electron gyroradius for ion and electron-scale
simulations, respectively, and the gyroradius to
5Figure 2. Experimental confinement enhancement
H98(y,2) immediately following an NBI blip and
ECRH increase at 3 s.
tokamak minor radius ratio is ρ∗ = ρs/a. Lin-
ear growth rates are normalized by cs/a, where
cs =
√
Te/mi, Te is the electron temperature,
andmi is the ion mass. The binormal wavenum-
ber is defined in GENE as ky and is normal-
ized by ρs. All linear and nonlinear simula-
tions presented are in local flux tube geometry,
and include electromagnetic effects. The equi-
libria inputs for GENE are calculated using the
CLISTE code24,25 for both time points under
investigation.
Two time points are sampled corresponding
to L-mode and I-mode, and each time point
is further sampled at radial positions of ρtor
= 0.95 and 0.98 for a total of four scenarios.
For each scenario, linear local, and nonlinear
local simulations are carried out. Linear sim-
ulations with periodic boundary conditions are
performed over a range of toroidal mode num-
bers as a precursor to nonlinear investigation
by identifying important unstable modes. Non-
linearly, ion- and electron-scale (adiabatic ions)
simulations are carried out. Multi-scale inter-
actions cannot be disregarded a priori, but are
left to future work due to vast computational
requirements and due to findings outlined in
Sec. V that suggest most effects can be cap-
tured with ion-scale simulations. Flux tube
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Figure 3. Experimental profiles for AUG shot
#30865 used as computational input. L-mode data
is sampled at 3.11 s, and I-mode data is sampled at
3.80 s.
odic boundary conditions proved unfeasible due
to the immense resolution and unrealistic box
sizes needed to allow for numerical convergence
in the parallel component of the magnetic vec-
tor potential, A||. For this reason, the non-
linear simulations are performed with Dirichlet
boundary conditions and a Krook-type heating
6operator described in Ref. 20 to capture larger
structures while allowing for computational fea-
sibility. Nonlinear simulations use buffer zones
that utilize the outer 10% of the simulation
domain are implemented to damp unphysical
temperature and density profile variations close
to the edge of the simulation domain. Ulti-
mately these findings demonstrate the potential
of global simulations to more accurately model
the pedestal region in steep gradient scenarios.
Periodic boundary conditions are adequate for
nonlinear electron scale flux tube simulations
due to the smaller spatial scales. Radial electric
field shearing is included for ion-scale nonlinear
simulations by shifting the radial Fourier mode
grid in time as outlined in Ref. 26.
IV. LINEAR INSTABILITY ANALYSIS
Linear, local, initial value, flux tube simula-
tions are performed for both the L-mode and I-
mode scenarios at two radial positions to deter-
mine the fastest growing instability for a range
of toroidal wavenumbers. The growth rates are
checked for convergence by increasing the nu-
merical resolution of the simulations until a dif-
ference less than 5% is observed in the growth
rates. The linear simulations have a resolu-
tion of Nx × Nv|| × Nµ = 17 × 64 × 16 and
60 < Nz < 200. Here, Nx, Nz, Nv|| , and Nµ
are the number of grid points in the radial co-
ordinate, parallel coordinate, parallel velocity,
and magnetic moment grids, respectively. The
high z resolution is necessary to resolve low
growth rates and ballooning structures in both
scenarios due to strongly shaped flux surfaces at
kyρs < 0.1 and in some select cases for kyρs > 1.
Linear growth rates and frequencies are inves-
tigated across a wide kyρs range. Linear growth
rates for L-mode and I-mode at the two radial
positions are plotted in Fig. 4. An ion-scale
peak exists for all four scenarios at kyρs < 1 and
an electron scale peak appears at kyρs > 100.
While it is necessary to perform nonlinear mul-
tiscale simulations to fully outline multiscale ef-
fects, the difference in magnitude of the lin-
ear ion-scale and electron-scale linear growth
rate peaks suggest that ion and electron scale
simulations can be decoupled based on previ-





(mi/me) ∼ 60.6, then multiscale ef-
fects are likely to be important. For the cases
presented here, all γe/γi do not exceed the
square root of the mass ratio.
At ρtor = 0.95 an additional intermediate
ETG instability range exists around kyρs = 5
to 10. An ion-scale instability analysis is shown
in Fig. 5 as ion-scale heat transport is shown to
dominate in Sec. V.
A. Linear ion-scale analysis
Figure 5 (a,b), linear growth rates for L-mode
and I-mode are shown for ρtor = 0.95 and 0.98,
respectively, with corresponding microtearing
mode (MTM), trapped electron mode (TEM),
ion temperature gradient (ITG), and electron
temperature gradient (ETG) instabilities iden-
tified with corresponding markers. In Fig. 5
(c,d), the linear frequencies corresponding with
the dominant linear instabilities are plotted for
L-mode and I-mode for each radial position un-
der investigation.
The MTM is identified by its parallel mode
structure and electromagnetic dominated heat
flux. At low kyρs in Fig. 5 (a-d), higher growth
rates were produced with the I-mode parame-
ters, and a distinct tearing-parity electromag-
netic instability is found indicated by star sym-
bols, while the L-mode parameters produced
low or zero growth rate. The real, imaginary,
and absolute components of the tearing parity
structure at low I-mode kyρs, shown in Fig. 6,
illustrate an asymmetric potential mode struc-
ture and a symmetric magnetic vector poten-
tial mode structures consistent with an MTM.30
The difference in amplitude for each peak in
Fig. 6 stems from the up-down asymmetric equi-
librium. This shape is largely a result of the
upper-single-null configuration used for this I-
mode discharge.12
Comparing the ratio of electromagnetic and
electrostatic heat flux for a given linear simu-
lation can give an indication of which type of
7instability and which species is predominantly
responsible for electrostatic or electromagnetic
heat flux. The MTM is further characterized
by the ratio of linear electromagnetic to elec-
trostatic heat flux. At a radial position of
ρtor = 0.98, the heat flux ratio is dominated
by electron electromagnetic heat flux from kyρs
= 0.05 to 0.06 and further inside the pedestal
at ρtor = 0.95 this range broadens from kyρs
= 0.0524 to 0.0824, consistent with the MTM
ranges in Fig. 5 (c,d). Electron electromag-
netic heat flux dominates at the aforementioned
wavenumber ranges in I-mode scenarios for lin-
ear Dirichlet boundary condition calculations as
well. Although the MTM occurs only in I-mode
scenarios, it is likely unrelated to the WCM
since the WCM has not been observed to have a
measurable electromagnetic component experi-
mentally on ASDEX Upgrade.
The dominant instability at the ion-scale
peak around kyρs=0.3 is found to be TEM for
all cases as shown in Fig. 5 (a-d). Increasing
the density gradient is found to have a stabi-
lizing effect, further suggesting TEM from kyρs
= 0.1 to 1. Heat flux in this regime is domi-
nated by electron electrostatic heat flux with a
negative frequency corresponding to an electron
dominated instability. At high kyρs, an ETG
mode dominates as evidenced by negative fre-
quencies and electron electrostatic dominated
heat transport. An intermediate ITG regime
is found at ρtor = 0.95 as shown in Fig. 5 (c),
however the growth rate corresponding to the
positive ITG frequencies is relatively low com-
pared to the other growth rates. Some positive
frequencies are also found at ρtor = 0.98 shown
in Fig. 5 (d), corresponding with ITG, but this
small intermediate range is limited.
The linear instability analysis outlines the im-
portance of ion scale simulations, suggests that
electromagnetic effects are relevant, and distin-
guishes between the two radial positions inves-
tigated with a linear ITG range which only oc-
curs further inside the pedestal. The following
section corroborates these linear findings non-
linearly.
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Figure 4. Linear, local, kyρs scan for ASDEX Up-
grade shot #30865 at 3.11 and 3.80 s. Converged
growth rates, γ, are plotted against kyρs for L-mode
and I-mode at radial positions ρtor = 0.95 and 0.98.
B. Neoclassical calculations
In addition to nonlinear ion- and electron-
scale simulations, neoclassical simulations are
also performed. Neoclassical transport is con-
tained as a subset of the gyrokinetic equa-
tions solved in GENE.31,32 This is achieved in
GENE by reducing the gyrokinetic model to a
zeroth-order equation fulfilled by a Maxwellian
distribution function. Neoclassical simulations
have been shown to reproduce electron energy
flux and ion energy flux to within ∼15% and
∼30%, respectively, when comparing to the full
Fokker-Planck model.33 Neoclassical transport
is greater in I-mode scenarios, but composed
only a portion of the total heat flux, with the
greatest fraction being 5.3% of the total heat
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Figure 5. Linearly converged growth rates (γ) and frequencies (ω) obtained from GENE for four scenarios
for a wide range of kyρs. Growth rates for L- and I-mode, in a) blue and red at ρtor = 0.95, and b) in
teal and magenta at ρtor = 0.98. Frequencies for L- and I-mode in c) blue and red at ρtor = 0.95, and d)
teal and magenta at ρtor = 0.98. Microtearing modes (MTM) are identified with stars, trapped electron
modes (TEM) are identified with triangles, ion temperature gradient (ITG) modes are marked as crosses
and electron temperature gradient (ETG) modes with square boxes.
V. NONLINEAR GENE SIMULATIONS
Having identified kyρs ranges of interest
through linear simulations, nonlinear simula-
tions are performed separately at ion and elec-
tron scales. Heat flux, particle transport,
and other quantities are determined by time-
averaging over the quasi-stationary state for
each simulation unless otherwise stated. Po-
tential oscillation frequencies are obtained by
performing a Fourier transform in time over the
quasi-stationary state. For each scenario, E×B
shearing is included from available experimen-
tal data. Results shown in figures are without
shearing included unless stated otherwise.
A. Ion-scale simulations
Ion-scale nonlinear simulations in the
pedestal regime are computationally de-
manding due to the high numerical reso-
lution needed to resolve structures gener-
ated from steep gradients. The standard
number of numerical resolution points, N ,
used for nonlinear ion-scale simulations is
9Heat Transport ρtor ρi scale ρe scale neocl. Heat Flux sum
ES EM [·10−3] sim. exp.
Ion e− Ion e−
L−mode 0.95 0.50 1.41 0.00 0.01 1.1 0.04 1.96 1.77
I− mode 0.95 11.67 16.52 -0.15 1.74 9.5 0.19 29.83 2.03
L−mode 0.98 0.25 0.46 0.00 0.00 0.90 0.03 0.74 1.77
I− mode 0.98 0.57 1.37 -0.01 0.00 14.8 0.11 2.05 2.03
Table II. Summary of simulated time-averaged nonlinear heat fluxes averaged over the flux tube area and














Figure 6. Parallel mode structure for a linear I-
mode MTM at kyρs = 0.06 at ρtor = 0.95. a) Nor-
malized amplitude of electrostatic potential Φ and
b) parallel magnetic vector potential A||.
Nx×Nz ×Nv|| ×Nµ = 512× 60× 32× 16 with
varying 68 < Nky < 108 depending on the grid
size needed to resolve the flux spectra. The
minimum ion-scale wavenumber, ky,min,ion is
set to 0.022 or less depending on the case to
fully resolve the heat flux spectra. Nonlinear
box size and radial resolution convergence tests
were performed using different radial domain
sizes to determine a box size of Lx = 200ρs
for nonlinear simulations. The box size used is
ultimately a compromise to ensure convergence
while allowing for computational feasibility and
the preservation of the local limit. Shearing
induced by the nominal values of available
toroidal rotation data have been included to
study the effects from E×B shearing. The
ion-scale simulations are carried out with two
species, again due to immense computational
demand necessary for three-species simulations.
Despite only using two species, charge effects
are still included in GENE via the Zeff parame-
ter which affects collisionality. Including active
impurities in nonlinear simulations is left to
future work.
Table II lists the computed time-averaged
heat flux values for the ion-scale nonlinear,
electron-scale nonlinear, and neoclassical heat
fluxes. Ion-scale simulation results are di-
vided into electrostatic (ES) and electromag-
netic (EM) channels and further subdivided into
ion and electron channels. Electron-scale and
neoclassical heat flux sums contribute only a
fraction of the total heat fluxes. A total sum
of the simulated heat fluxes is presented next
to the experimentally measured value in the fi-
nal two columns.
In all scenarios, heat transport is dominantly
electrostatic, with a greater contribution of the
heat flux coming from the electron rather than
the ion channel. The I-mode case at ρtor = 0.95
significantly overpredicts the experimental heat
flux value and yields positive frequency fluctu-
ations rather than negative frequencies as pre-
dicted by linear simulations.
This discrepancy is explained by a nonlin-
ear shift in the critical βe threshold necessary
to enter the kinetic ballooning mode (KBM)
limit consistent with the previous studies in
Ref. 34. Linearly, at kyρs=0.15, a significant
10
increase in growth rate at the peak is observed
as βe is increased from the nominal value to
βe = 10
−3. Nonlinearly, this increase in heat
flux occurs slightly below the nominal βe value
at ∼ βe = 3 · 10−4, an order of magnitude lower
than the linear predicted βe threshold. Low-
ering βe by 50% and reducing both tempera-
ture gradients by 30% reduces the heat flux by
83% relative to the nominal value for the I-mode
case at ρtor=0.95 and allows for quasilinear po-
tential frequency agreement to be recovered.
The nominal I-mode parameters at ρtor=0.98
are farther removed from this βe threshold non-
linearly, thus precluding the possibility for a
significant overprediction near nominal param-
eters. Furthermore the nonlinear shift observed
here occurs at values of βe similar to previous
investigations.34 Finally, including E×B shear-
ing reduces heat flux further, however a full ex-
ploration of E×B shearing values within the er-
ror bars is left to future work.
Heat fluxes for the three cases which ap-
proach experimental heat flux values with nom-
inal parameters are plotted in Fig. 7. Electron
electrostatic heat transport, shown in light blue,
composes the majority of the heat transport,
followed by ion electrostatic and neoclassical
transport in dark blue and black, respectively.
At ρtor=0.95, the particle to heat diffusiv-
ity ratio increases from L-mode to I-mode as
expected from experimental intuition, however
the simulated heat flux for the I-mode case at
ρtor=0.95 does not agree with the experimental
value. At ρtor=0.98, the particle to heat diffu-
sivity ratio decreases from L-mode to I-mode,
contrary to experimental intuition. This indi-
cates that the I-mode particle transport is re-
duced relative to the total heat flux. One ex-
planation is that the particle to heat diffusivity
ratio merely follows the density to temperature
gradient ratio at ρtor=0.98. Inclusion of E×B
shearing from nominal parameters did not alter
this relationship; stronger E×B shearing may
be necessary to modify the particle to heat dif-
fusivity ratio.
The ratio of electron to ion heat flux is
driven by temperature gradients as evidenced in
Tab. III. For a given radial position, as the elec-
Figure 7. Nonlinear time-averaged heat flux val-
ues for ion/electron ion-scale electrostatic (dark
blue/light blue), ion/electron ion-scale electromag-
netic (purple/green), electron scale sum (red), and
neoclassical (yellow) simulations for three scenarios
in MW. The red dashed lines show the total heat
flux if nominal E×B shearing is included for ion-
scale nonlinear simulations. Experimental heat flux
values are overplotted in gray.
tron to ion temperature gradient decreases, the
ratio of electron to ion heat flux subsequently
decreases.
To further investigate the differences between
the L-mode and I-mode cases, two additional
‘hybrid’ cases are carried out where L-mode pro-
files and equilibria are simulated with I-mode
gradients. It is found that artificially imposing
I-mode gradients only increases the heat flux
to 8.7% and 60.6% of the original I-mode heat
flux at ρtor=0.95 and 0.98, respectively. Despite
heat flux being dominantly electrostatic, elec-
tromagnetic considerations via the βe parame-
ter and equilibria are crucial.
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Ratio ρtor ωTe/ωTi Qe/Qi D/χ
L− mode 0.95 1.65 2.84 0.28
I −mode 1.35 1.59 0.33
L− mode 0.98 1.07 1.84 0.27
I −mode 1.37 2.45 0.23
Table III. Relevant nonlinear ratios for the inves-
tigated cases. Radial position is given in ρtor,
ωTe/ωTi is the ratio of electron to ion temperature
gradient, Qe/Qi is the ratio of electron to ion heat
flux, and D/χ is the ratio of particle diffusivity to
heat diffusivity.
B. Electron-scale simulations
A set of simulations at high kyρe are also
performed to ascertain the contribution to the
overall heat flux from electron-scale turbulence.
The resolution used for nonlinear electron-scale
simulations is Nx × Nz × Nv|| × Nµ = 256 ×
80 × 32 × 16 and 160 < Nky < 168. The low-
est electron-scale wavenumber is set to ky,min,e
= 0.02 for all nonlinear electron-scale simula-
tions to fully resolve the heat flux spectra peak.
Despite electron-scale simulations being well re-
solved in kyρs, the electron heat flux only con-
tributes 5 % of the total heat flux for the nomi-
nal I-mode case at ρtor = 0.95 and less than 1%
for all other cases.
Considering that other I-mode studies have
shown that electron-scale transport can be
significant,16 additional simulations with desta-
bilized gradients are also investigated to assess
the robustness of the low electron-scale heat
transport. By decreasing the density gradient
by 20% and increasing the electron temperature
gradient by 20%, the heat flux in all four sce-
narios increases, but only to 0.07 MW at most
in the I-mode cases.
VI. CROSSPHASE ANALYSIS
Of particular interest in I-mode studies is how
density profiles remain L-mode like while tem-
perature profiles steepen. Determining whether
the decoupling of particle and heat transport is
related to the fluctuating quantities’ relation-
ship to each other is therefore a logical point
of investigation. Crossphases provide valuable
information about which quantities are respon-
sible for transport and how various fluctuating
quantities are related to one another, and can
be compared linearly and nonlinearly. Fig. 8
shows the I-mode crossphases at ρtor = 0.98,
where the potential-perpendicular temperature
fluctuation (Φ×T⊥) and potential-density fluc-
tuation (Φ × n) crossphases for ions and elec-


















where W (kx, ky) = |φ˜(kx, ky)||T˜⊥,j(kx, ky)| is
an amplitude dependent weighting factor, 〈..〉kx
indicates an average over all kx modes, and j
is the species index. The Φ × n crossphase
is nearly centered around the phase angle of
zero, for both ions and electrons. Although the
Φ×T⊥,i crossphase is centered around zero, the
Φ × T⊥,e crossphase is shifted slightly out of
phase. The crossphases for the L-mode case at
ρtor = 0.98, omitted for brevity, mimic the I-
mode crossphases, with the exception that the
Φ×T⊥,e crossphase is shifted slightly away from
zero phase angle and toward higher kyρs. Inter-
estingly, despite differences in the input profiles
and resulting heat fluxes, the crossphases for L-
mode and I-mode are similar, illustrating that
the separation of density and temperature pro-
files cannot be explained by out-of-phase fluc-
tuations alone. The inclusion of E×B shearing
has a marginal effect on results shown in Fig. 8.
Linear and nonlinear simulation results are
compared to ascertain the potential for gyroki-
netic quasi-linear modelling in the far edge. The
simulations at ρtor = 0.98 are analyzed here,
due to the fact that they most accurately re-
produce heat flux as an L-mode/I-mode pair.
To assess the viability of linear predictions for
nonlinear transport, a crossphase analysis com-
paring linear and nonlinear simulations is per-
formed. I-mode results are shown here for con-
ciseness, but L-mode results have similar char-
12



































Figure 8. Normalized crossphase for the nonlinear
simulation at I-mode, ρtor = 0.98. Amplitudes are
weighted for each kyρs mode. Crossphase angle α
is given on the x-axis. a) Φ × ni, b) Φ × Ti,⊥, c)
Φ× Te,⊥.
acteristics at ρtor = 0.98. Figure 9 illustrates
the relationship between the linear and nonlin-
ear I-mode crossphases observed for Φ× n and
Φ×T⊥,i,e for both electrons and ions. The corre-
sponding ion and electron heat flux spectra Qi,e
in GENE normalized units of [csneTe(ρ∗)2] are
overplotted in Fig. 9(a) and (b). It can be seen
that I-mode ion and electron Φ× n crossphases
are in reasonable agreement linearly and non-
linearly. At low and high kyρi, linear and non-
linear crossphases for Φ × T⊥,i,e do not agree
as closely, however at regions of high nonlinear
transport, agreement is notably better. This
suggests that at kyρs where nonlinear transport
is high, linear crossphase predictions are more
likely to be accurate for both ions and electrons.
The inclusion of nominal E×B values has little
effect on the linear-nonlinear crossphase rela-
tionship shown in Fig. 9. The region of peaking
heat flux and better quasi-linear agreement cor-
responds with the TEM range found linearly in
Fig. 5. Electron electromagnetic heat flux peaks
at a kyρs = 0.03 to 0.05, which is slightly lower
than the linear MTM range of kyρs = 0.05 to
0.07, suggesting that the MTM is washed out by
stronger instabilities or is entirely absent non-
linearly.
Figure 10 shows the frequencies for the I-
mode scenario at ρtor = 0.98 together with
the experimentally expected WCM range from
Ref. 12. The color scale here indicates the
normalized nonlinear amplitude for each kyρs.
The WCM for this discharge is expected to oc-
cur at kyρs = 0.2, which is slightly higher
than the electrostatic heat flux peak. Here no
frequency amplitude maxima enter the WCM
range. Global simulations or the inclusion of
impurities may be necessary for higher frequen-
cies to emerge based on the findings of previous
work which had success in some cases matching
the WCM.16 As with the cross-phases agree-
ment, the linear-nonlinear frequency maxima
agreement improves at kyρs where the heat flux
spectra peaks nonlinearly.
VII. SUMMARY AND DISCUSSION
The results shown in this work show clear
differences in L-mode and I-mode scenarios for
ASDEX Upgrade shot #30865 and illustrate
the various relationships between these scenar-
ios at different radial positions. Heat trans-
port is dominantly electrostatic, however elec-
tromagnetic effects via the βe parameter are im-
portant, demonstrating that differences in the
plasma pressure profile and equilibrium are key
I-mode characteristics.
Linear simulations identify instabilities which
are predominantly electrostatic in nature and
together with nonlinear results show that ion-
scale turbulence is of importance in such
pedestal scenarios. Previous work which uti-
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Figure 9. Nonlinear (NL.) and linear (lin.) simulation maximum crossphase ion and electron amplitude
for Φ×n and Φ×T⊥ for AUG shot #30865 at 3.80 seconds (I-mode). Nonlinear time-averaged electrostatic
(ES) and electromagnetic (EM) heat flux spectra are overlaid for reference.
found that local electron-scale simulations con-
tributed a significant portion of the total non-
linear heat flux16 opposed to findings presented
here, suggesting that the differences in electron-
scale heat fluxes arise from differences in exper-
imental input. Electromagnetic effects must be
carefully considered as evidenced by shortcom-
ings in matching I-mode heat fluxes with hybrid
scenarios and the nonlinear βe threshold shift in
the I-mode case at ρtor = 0.95.
Nonlinear heat fluxes approach the experi-
mental values in three of the four scenarios mod-
elled. Results from this work suggest that heat
flux from electron scales is secondary to trans-
port generated at ion scales. Electrostatic ion-
scale heat transport is found to dominate, and
E×B shearing reduces the heat flux in all cases.
For some cases, sensitivity is observed upon
changing the simulation box size, demonstrat-
ing that global simulations may be necessary
to simultaneously damp pedestal structures and
allow for the full interaction between core and
edge. The local nonlinear simulations presented
here are limited by computational feasibility
and are therefore a first step towards under-
standing the ASDEX Upgrade I-mode pedestal.
Evidence of a WCM range was not found de-
spite electrostatic heat flux spectra peaking at a
similar wavenumber range as the WCM. Resolv-
ing the WCM may require additional degrees of
realism such as inclusion of impurities, global
simulations,16 or a full scan of E×B shearing
14
Figure 10. Nonlinear frequency amplitude spectra for the I-mode scenario at ρtor = 0.98. Frequency max-
ima for each kyρs are plotted via color gradient, with maximum amplitude points marked with diamonds.
Linear maximum frequency amplitude is overplotted in blue.
values. The computational expense of pedestal
simulations stems from the high numerical res-
olution needed to resolve steep-gradient sce-
narios; this limits current investigations and
motivates the study of reduced models in the
pedestal.
A crossphase analysis indicates that similar
crossphases are found in both L-mode and I-
mode. Linear and nonlinear frequencies and
crossphases show better agreement at wavenum-
bers that correspond to nonlinear heat flux
spectra peaks for cases where the nonlinear heat
flux approaches the experimental value. This
provides potential motivation for the verifica-
tion and development of future quasilinear mod-
els. Further exploration of I-mode cases with
additional degrees of realism in a global context
are a topic of further study.
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