This paper investigates the relationships of capital markets, frequency of recession, and fraction of time the economy is in recession. The main finding is that frequency of recession is not robustly linked to measures of capital market development.
Introduction
"Given the close link between the financial sector and household and firm balance sheets, a key question is how these differences in financial systems affect macroeconomic behaviour. ... Yet few empirical studies to date have analysed the effect of different financial structure on business cycle behaviour -attention has mostly focused on the role of overall financial development for growth performance."
World Economic Outlook, September 2006
In contrast to the large and growing literature on the impact of finance and growth [e.g. Demirguc-kunt and Levine (2001) ], theoretical and empirical work on the relationship between finance and various aspects of business cycles has been relatively scarce, and even fewer papers on the effects of capital markets. This gap in the current research is quite surprising given the importance of business cycles in the study of macroeconomics. This paper extends previous research in this field by empirically investigating the effects of capital markets on certain aspects of business cycles, namely frequency of recession, and fraction of time the economy spends in recessionary periods.
Theoretically, capital market development would lower macroeconomic volatility. The effect works through several channels. First, corporate information is much more accessible in an economy with developed capital markets because investors would require both transparency and disclosure to have any confidence to invest directly in particular firms. In other words, capital market development helps reduce existing information asymmetry, and according to Greenwald and Stiglitz easier access to saving, and investment opportunity respectively, capital market development would reduce market imperfection in the form of unequal access to investment across individuals. Since this imperfection would generate endogenous aggregate fluctuations [Aghion et al. (1999) ], capital market development would reduce macroeconomic fluctuations. Third, according to Acemoglu and Zilibotti (1997) , the inability to diversify idiosyncratic risk and the desire to avoid highly risky investment introduce large uncertainty in the growth process. Therefore, by providing better diversification for both entrepreneurs and investors, capital market development would dampen cyclical fluctuations. Lastly, capital market development would make lending decision relying less on long-term relationship, found more prominently in bank lending. Haan et al. (1999) suggest that this long-term relationship is vulnerable to break up in periods of low liquidity and the break-ups would lead to feedbacks between investment and financial intermediation that magnify the effect of shocks.
Since lending decision is depending less on this relationship in the economy with more developed capital markets, the effect of shocks is dampened.
Capital market development affects business cycles not only in terms of volatility or severity [see Tharavanij (2007a) and Tharavanij (2007b) ]but also in terms of frequency of an economy falling into recessions (fragility), and the amount of time for the economy to recover from those recessions. The reasons are the following.
First, capital market development would make it easier for outside investors and other intermediaries to replace failing intermediaries in providing any further credit to their clients [Rajan and Zingales (2001) ]. This fact would limit the extent of output loss from credit shortage to healthy debtors due to failing or under capitalized or unwilling to lend intermediaries. Moreover, outside investors have more ability to invest and restructure failing firms or intermediaries because of higher transparency and disclosure in well-developed capital markets. This ease of restructuring is a needed flexibility for the economy to recover quickly from any adverse shocks. Second, capital market development would allow an efficient alternative form of financing in extra to just bank lending. This would enable financial systems under stress to maintain an adequate degree of intermediation should any crisis happens in the banking sector [Greenspan (2000) ]. This fact would also limit severe output contraction, and allow the economy to recover quickly from shocks.
The empirical results support a theoretical prediction that countries with more advanced capital markets would spend a lower fraction of time in recessions.
However, the effect does not seem to work through the frequency of which those recessions happen. This paper is organized as follows. Section 2 provides literature review.
Section 3 discusses measurement issues. Section 4 provides discussions of data construction and data description. Section 5 is an explanation of methodology.
Section 6 discusses estimation results from econometric analysis of capital market development and frequency of recession. Likewise, section 7 discusses results from econometric analysis of capital market development and fraction of time the economy in recession. Finally, section 8 contains policy implication and conclusion.
Related Literature
The standard neoclassical theory assumes that financial systems function efficiently, and as a result, financial factors are often abstracted from the analyses. However, more recent work has established relationships between the working of financial system and business cycles. Key functions of a financial system, according to Merton and Bodie (2004) , are to facilitate capital formation and efficient allocation of risk bearing, and to allow agents to manage risks effectively. These functions are performed both through intermediated channel, such as financial intermediaries (e.g. banks), and non-intermediated channel or capital markets, such as bond, equity and derivative markets. As such, a whole financial system is composed of both financial intermediaries, and capital markets. Capital markets, as one of the key component in a financial system, play a crucial role in the relationship between the well functioning of the whole financial system and business cycles.
Before we go into a review of empirical work, it is beneficial to familiarize with one of the most popular terms in the finance and growth literature [e.g. Beck et al. (2000b) ], namely "Financial Development". The term itself conveys the idea that it is a measure of overall development in a whole financial system in performing its functions. However, it is not. It is actually a quantitative measure of how well financial intermediaries perform its function in terms of financing real investment or spending of both firms and households. For instances, one of the most popular measure of financial development is private credit over GDP ratio. It measures only development in "indirect financing" channel or intermediated part of a whole financial system. It does not capture any development in the capital market part of the system. This paper uses both measures of financial development and capital market development in the empirical analysis.
There are only few empirical studies on the impact of financial development or capital markets on frequency of recession or fraction of time the economy spends in recession. Easterly et al. (2000) performed a probit analysis of an economic downturn, defined as negative GDP per capita growth. They found that financial development, measured by the ratio of credit to GDP, is marginally significant and the sign is positive. This implies that financial development increases the likelihood of a downturn. However, they also found that development of equity market, measured by stock market value traded over GDP, has the negative sign and is highly significant.
They reason that stock market provides better risk diversification than do debt markets, and thus make the economy less vulnerable to an economic downturn. Larrain and Choi (2004) analysed, not the causes of recessions, but the determinants of their length. They applied count-data models (Poisson and Negative Binomial) and seemingly unrelated regressions (SUR) to model duration of recession.
They found that countries with higher financial development experience shorter recessions. Methodologically, Larrain and Choi (2004) used quarterly GDP series to identify recessionary periods across countries. All other variables were in annual frequency. They defined a recession as a period with two or more consecutive of negative quarterly GDP growth-defined as percentage change of the series over a year ago. This method avoids the use of mechanical filters and ad-hoc seasonality adjustments for individual countries and also has the advantage of being simple and objective.
Measurement Issues

Financial Development
Ideally, one would like measures of financial development, which indicate the degree to which the financial system ameliorates information asymmetry and facilitates the mobilization and efficient allocation of capital. Particularly, one would prefer indicators that capture the effectiveness with which financial systems research firms and identify profitable investment, exert corporate control, facilitate risk management, mobilize saving, and ease transaction [Merton and Bodie (2004) ]. Unfortunately, no such measures are available. As a result, one must rely on several proxies of financial development that existing empirical work shows are robustly related to economic growth or other components of aggregate output.
The most commonly used measure of financial development [e.g. Levine and King (1993), Denizer, et al. (2000) ] is "Private Credit", defined as the ratio of domestic credit extended to the private sector by financial intermediaries to GDP.
More specifically, domestic credit to private sector refers to financial resources provided to the private sector, such as through loans, purchases of nonequity securities, and trade credits and other accounts receivable, that establish a claim for repayment. This measure captures the amount of credit channelled through financial intermediaries to the private sector. Beck, et al. (2000b) show that Private Credit is a good predictor of economic growth and the positive correlation between the two is not due to reverse causality.
The alternative measure is the "Liquidity Ratio", defined as the ratio of liquid liabilities (usually M3) to GDP. Levine and King (1993) introduce this variable under the name "Financial Depth" to proxy for the overall size of the formal financial intermediary sector relative to economic activity. However, such monetary aggregates do not differentiate between the liabilities of various financial institutions, and may not be closely related to financial services such as risk management and information processing [Levine and King (1993) ].
This study uses "Private Credit" as a primary measure of financial development. However, it also employs the "Liquidity Ratio" as an alternative measure for robustness check.
Capital Market
Measures of capital market development can be broadly classified into two categories: absolute and relative measures. An absolute measure identifies the level of capital market development itself without reference to other developments in the financial system. Alternatively, a relative measure attempts to measure the importance of direct financing via capital markets relative to indirect financing via financial intermediaries, particularly banks. These measures were first developed to classify financial systems as bank-based or market-based systems [Levine (2002) ]. Given that these relative measures compare different components of the financial system, they can be used as measures of financial structure.
Absolute measures of capital market development usually involve the size and liquidity of stock markets and/or bond markets [Beck and Levine (2002) The aggregate measure of financial structure is the Structure-Aggregate index which combines the three previous measures. Specifically, it is the first principal component of Structure-Activity, Structure-Size and Structure-Efficiency. In previous studies [e.g. Levine (2002) ], countries with a Structure-Aggregate index higher or equal to the sample mean are classified as having a market-based financial structure.
Conversely, countries with an index lower than the sample mean are classified as having a bank-based financial structure.
This study uses the "Structure-Aggregate index" as a relative measure of capital market development. However, the structure-aggregate index was constructed as the first principal component of structure-activity and structure-size indices only.
The reason is that data required to construct the structure-efficiency index are not available for a number of countries and periods.
The "Financial Structure Aggregate Index" is used mainly for robustness check, and more importantly for a comparison purpose with an absolute measure of capital market development, turnover ratio. By using the index as a relative measure of capital market development, the applied methodology here related financial structure and growth literature with this study. The interpretation of results in this study should not be that a country should pursue any particular form of "financial structure" (bank-based or market-based), but rather whether a country also need welldeveloped capital markets, and not only financial intermediaries, to achieve more stable financial system and lower volatilities.
Recession
Stock and Watson (1998) point out two approaches in empirical analysis of business cycle. The classical technique of business cycle analysis was developed by researchers at the National Bureau of Economic Research (NBER) [Burns and Mitchell (1946) ]. Conceptually, NBER researchers define a recession as a significant decline in the level of aggregate economic activity that lasts for more than a few months and define an expansion as a sustained increase in the level of activity.
Practically, they determined business cycle turning points using a two-step process.
First, cyclical peaks and troughs (respectively, local maxima and minima) were determined for individual relevant economic series (e.g. output, income, employment, and trade, both at the sectoral and aggregate levels). Second, common turning points were determined by comparing these series-specific turning points. If, in the judgement of the analysts, the cyclical movements associated with these common turning points are sufficiently persistent and widespread across sectors, then an aggregate business cycle is identified and its peaks and troughs are dated. The classical business cycle refers to absolute declines in output and other measures.
Though the classical cycle refers to the behaviour of the level of a variable, the analysis of its turning points could also be done with growth rates (first logdifferenced series), ∆yt, and sign of ∆yt. An example of a heuristic "sequence rule" to locate a peak at t is {∆yt > 0, ∆yt+1 < 0, ∆yt+2 < 0} and a trough at t is {∆yt < 0, ∆yt+1 > 0, ∆yt+2 > 0}. This leads to the commonly quoted "two periods of negative growth in GDP" rule to define a recession. It is important to realize that the rule is not for locating a cycle in ∆yt; rather ∆yt is just an input into the dating process of the classical cycle [Harding and Pagan (2002) ].
The classical cycle approach has the advantage that no trend modelling is needed, and that output loss from a contraction is well defined and easily measured as a loss relative to peak output.
An alternative approach to study economic cyclical fluctuations is to examine deviations from economic variable's long-run trends. The resulting cyclical fluctuations are referred to as growth cycles. Whereas classical cycles tend to have considerably shorter recessions than expansions because of underlying trend growth, growth recessions and expansions have approximately the same duration. Within "growth cycle" framework, a recession is defined in terms of output gap from longterm trend, calculated by means of mechanical filters such as Hodrik-Prescott, or Baxter-King. Once produced, these estimates of potential GDP series are used as a benchmark. Negative deviations of the real data from this trend would represent negative business cycles, or in other words, recessions. However, the drawback of these mechanical methods is that they accommodate to real observations, fictionally creating equal number of positive and negative deviations. Furthermore, the result is also sensitive to the detrending method applied. Figure 1 illustrates the difference between a growth cycle and a classical cycle in a stylized example assuming a log linear trend. It is noteworthy that the "growth boom" will start after the economy turn to an expansion phase, and last even after the economy faces a recession. Figure 2 shows a stylized recession with A being the peak, and C the trough.
The height of the triangle is the amplitude and the base is the duration.
One of the salient features of business cycle is its output loss due to recession.
There are two standard measures for this loss: first, percentage loss of output at trough compared to peak, and second cumulative percentage loss. Figure 3 shows a graphical meaning of both peak-to-trough output loss and cumulative output loss due to recession.
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Recent studies have shown that NBER peaks and trough can be closely approximated by applying a business cycle dating algorithm to real GDP [Harding and Pagan (2002) ]. Normally, the algorithm looks for peaks and troughs in overlapping five quarter periods and then picks those pairs that result in cycles (peak to peak) that are at least five quarters long and phases (peak to trough) that are at least two quarters long.
The best known algorithm for performing these tasks is the Bry and Boschan (1971) procedure (BB procedure). The general procedure is to look for turning points in some smoothed version of a seasonally adjusted series. The algorithm begins with finding initial estimates of the turning points in highly smoothed series (say, a 12-month moving average). Using these initial estimates, a somewhat less smooth curve is investigated (a Spencer curve, which is a 15-month centered moving average with the terms near the centre receiving the largest weight and the extreme terms receiving a negative weight) to refine the dates of the turning points. The final turning points are determined using the unsmoothed series and verifying that the turns satisfy a set of restrictions. The restrictions are usually that peaks and troughs alternate, that cycle duration is at least five quarters, and that expansion and contraction phases are at least two quarters long. In the following analysis, frequency of recession is measured by the average number of recessions per ten year interval. The length of time period is important because it may not capture the business cycle and any associated recession if it is too short. However, extending the period too long runs the risk that the structural relationship of the cycle may change. The duration of ten years seems to constitute an appropriate time frame since the study of recession in the US has demonstrated that a recession occurred on average every 4.75 years, albeit in that particular country.
Extending the time frame to approximately double that period should accommodate country-specific characteristics that may affect the average length while remaining within a time frame of sufficiently stable structure for proper measurement of the frequency of recession. Another argument of support for this time frame is that the entire business cycle is usually considered as the cyclical variation of aggregate output that lasts 2 to 8 years [Haug and Dewald (2004) ]. Therefore, a period of 10 years would cover the entire cyclical variation usually associated with the business cycle.
The drawback of frequency as a measure is that it does not provide any reliable indication of the duration of a recession or an expansion [Potter (2006) ]. For instance, if a recession occurs on average once every two years, it does this follow that the average length of expansion is two years. To illustrate, if a recession lasts for ten years on average, and if unconditionally recession is as likely as expansion, then the frequency of recession is also about one out of two, or once every two years.
However if the economy just reached the trough, the next recession would be expected to happen in ten years, not in two years.
To overcome this ambiguity, the analysis investigates explicitly the fraction of time the economy in recession not only its frequency. Fraction of time in recession is defined as the number of quarters the economy is in recession divided by the total number of quarters in the observation period. (1975:q1-1984q4, 1985q1-1994q4, and 1995q1-2004q4) Characteristics of Business Cycles across countries Table 1 shows business cycle turning points across countries. P stands for peak and T for trough. Note that the single recession in Korea lasted only one quarter. This is usually not the case because the business dating method imposes the condition that the expansion or recession phase lasts at least two quarters, except in a case of deep depression in which output drops more than a specified percentage point (in this case ten percent). This was what happened in Korea, of which the output dropped by more than ten percent in one quarter. Ireland did not have any turning points because of her continual economic expansion. Even though Ireland experienced growth recessions she never had a drop in absolute output. Table 2 shows selected statistics of business cycles. On average, a country in the sample has a recession of 1.3 times in a period of ten years. Total amount of time in recession is 14.6% or approximately six quarters in ten years (40 quarters). On average, recession lasts for 3.3 quarters. Table 3 shows histogram for frequency of recession. It also reveals that on average a country has 1.3 times of recession in ten years. The maximum number of recession in the sample is 4 times in a decade. Table 4 shows one-way tabulation of frequency of recession. Frequency of once or twice in a decade amounted to more than half of the cases in the sample.
Data
Frequency of Recession across countries
There was about twenty percent of the case that no recession had occurred in a decade. There was only one case of four recessions within ten years. Table 5 shows frequency of recession across countries. The full sample covered a period of thirty years from 1975:q1 to 2004:q4. Number of recession was counted within each ten year interval. Therefore, full sample would imply three observations. There were missing data in countries with less than three observations. Figure 6 shows histogram for fraction of time in recession. It reveals that countries have approximately fifteen percent or six quarters in recession during the period of ten years. The distribution is inflated at zero. There was 22.1% of the sample that countries do not have any recessionary period in a decade. Table 7 shows one-way tabulation of fraction of time in recession. There were two peaks in the distribution. The first peak was a fraction of zero and amounted to 22.1% of the case. The second peak was a fraction of fifteen percent and amounted to 12.8% of the case. Table 8 shows fraction of time in recession across countries. The full sample covered a period of thirty years from 1975:q1 to 2004:q4. Number of recession was counted within each ten year interval. Therefore, full sample would imply three observations. There were missing data in countries with less than three observations.
Fraction of Time the Economy in Recession
Methodology
Estimation Strategy for Frequency of Recession
The main empirical questions are whether capital market or financial development has any effect on frequency of recession. The estimation methods are Quasi Maximum Likelihood Estimation (QMLE). This section is organized as follows. Section 5.1-1 would discuss pooled estimation. Section 5.1-2 and 5.1-3 would discuss random effects and fixed effects estimation respectively.
5.1-1: Poisson Regression
The empirical model is panel Poisson regression models, including pooled, random effects, and fixed effects. Poisson regression has a nice robustness quality in the sense that consistent estimation only requires correctly specified mean function. This point will be discussed further.
The above specification implicitly assumes that each observation was "at risk" of an event occurring for the same amount of time. This assumption could be relaxed ln λ it = β 0 + β 1 .FD it + β 2 .FS it + β 3 .X it + ln τ it λ it is an expected number of recession occurred. FD is a measure of financial development, namely log of private credit ratio (credit). FS is a measure of capital market development. An absolute and a relative measure would be log of turnover ratio (turnover) and financial structure-aggregate index (struc), respectively. X is a vector of standard controlled variables[see e.g. Lopez and Spiegel (2002) , Beck et al. (2003) ]: log of GDP per capita, average growth rate of GDP per capita, standard deviation of changes in terms of trades, standard deviation of changes in real effective exchange rate, standard deviation of inflation, average log changes of terms of trade, average inflation rate, log of openness ratio, and government consumption over GDP.
τ is an exposure or more specifically, number of quarters of country i during the time period t, of which data is available. If there is no missing, then exposure would be 40 quarters for 10 year period.
5.1-2: Random effects Poisson
Random effects Poisson regression takes into account random unobservable heterogeneity among cross-sectional units. A multiplicative random effects Poisson model maintains the following assumptions for a random draw i from the population.
Let c i be the unobserved, time-constant effect and m(x it ,β) = λ it = exp(x it .β) be the mean equation. However, we need to use robust variance estimator to get appropriate variances.
Wooldridge (2002) provides further details.
The approach is to formulate the joint probability conditional upon the heterogeneity, then integrate it out of the joint distribution. The estimator of β that maximize the above log likelihood function is the "fixed effects Poisson estimator" (FEP). The FEP estimator is consistent for β under the conditional mean assumption [Wooldridge (1999) ].
E(y it | x i1 , ... , x iT , c i ) = c i .m(x it , β)
Other than that, the distribution of y it given (x it , c i ) is entirely unrestricted.
Particularly, there can be over dispersion or under dispersion in the latent variable model. Also, there is no restriction on the dependence between y it and y ir , t ≠ r. In The virtue of dispensing the assumption of uncorrelatedness of the regressors and the group specific effects in fixed effects estimation is substantial. However, dropping this assumption comes at a cost, since it is necessary to estimate the constants, α i , to compute the probabilities.
A popular alternative to the Poisson model is negative binomial model (NegBin). If the distributional assumption holds, then the NegBin maximum likelihood estimation is more efficient than the Poisson estimation. However, if the assumption fails, maximum likelihood estimators are generally inconsistent [Wooldridge (2002) ]. Because of its robustness, the Poisson estimation is preferred in this analysis.
Estimation Strategy for Fraction of Time the Economy in Recession
Fraction of time the economy in recession is defined as number of quarters the economy in recession over total number of quarters during that period. Since the variable of interest, y, is restricted to the unit interval, the estimation model must take this into account.
A popular method is to assume that the log-odds transformation, log[y/(1-y)], has a conditional expectation of the form xβ. The motivation is that log[y/(1-y)]
ranges over all real values as y ranges between zero and one. This allows the estimation of β by OLS. However, the drawback is that it cannot be used if y takes on the boundary values, zero and one. The other weakness is that even if y is strictly between zero and one, it is not possible to recover an estimate of E(y|x), making β difficult to interpret [Papke and Wooldridge (1996) ].
The approach to overcome these problems is Fractional Logit Regression [Wooldridge (2002) ], which models E(y|x) directly as a logistic function:
. β is a consistent estimator of β, provided that the mean equation is correctly specified. In other words, the QMLE estimator, β , is consistent and √N-asymptotically normal regardless of the distribution of y i conditional on x i .
The robust standard errors are computed by the following.
' . y is a number of quarters the economy in recession over total number of quarters during that period. FD is a measure of financial development, namely log of private credit ratio (credit). FS is a measure of capital market development. An absolute and a relative measure would be log of turnover ratio (turnover) and financial structureaggregate index (struc), respectively. X is a vector of standard controlled variables[see e.g. Lopez and Spiegel (2002), Beck, et al. (2003) ]: log of GDP per capita, average growth rate of GDP per capita, standard deviation of changes in terms of trades, standard deviation of changes in real effective exchange rate, standard deviation of inflation, average log changes of terms of trade, average inflation rate, log of openness ratio, and government consumption over GDP. Table 9 reports results from poisson regression of frequency of recession. Turnover ratio (turnover), an absolute measure of capital market development, is not significant under any estimation method, though still has negative signs. On the contrary, financial structure index (struc), a relative measure of capital market development, is highly significant under pooled and random effects estimation. This is a surprise since both measures (turnover ratio, and financial structure index) have a reasonable high positive correlation of 0.45. Financial development, as measured by private credit ratio (credit), is not significant but consistently has negative sign. Among explanatory variables, average growth rate is consistently highly significant as expected. Other variables, including income level (gdp), are not significant.
Econometric Analysis of Frequency of Recession
In pooled estimation, LR test (not reported here) of the null hypothesis of equidispersion (basically E(x) = Var(x) as implied by poisson distribution) is also performed. The null hypothesis cannot be rejected even at ten percent in any specification. In addition, the mean frequency of recession of 1.34 is relatively close to the variance of 1.02.
In random effects poisson estimation, individual specific random effects are taken into account. Likelihood-ratio test of the hypothesis that η2 (variance of random individual specific effects) = 0 is conducted. The statistic tests whether the random effects model is significantly different from the pool model. If we cannot reject the null, it implies that the random individual effects are not significantly different from zero. The results (omitted from the table) are that in every specification, we cannot reject the null even at ten percent. This implies that random individual specific effects are not statistically different from zero. Basically, we can just rely on pool estimation for any statistical inference. However, random effects estimation relies on the assumption that regressors and random individual heterogeneity are not correlated. If this assumption fails, the estimators would be inconsistent and we have to rely on fixed effects to obtain consistent estimates. Compared to random effects, fixed effects estimation is robust in the sense that it dose not require zero correlation between individual specific effects and other regressors. However, if this condition holds, fixed effects estimation would be inefficient (having larger variance) compared to random effects. The loss in efficiency partly explained why only variable "growth" is significant in fixed effects estimation.
Fortunately, the zero correlation hypothesis can be put to test using "Hausman test" [see Greene (2003), pp. 301-303] . From these statistics, we could not reject the null hypothesis of zero correlation between individual specific effects and other regressors at 10%. This would validate the results of random effects estimation.
Furthermore, since in random effects estimation we cannot reject the null hypothesis of zero variance of random individual effects, this Hausman test then also indirectly validate the results of pooled estimation.
In summary, the result seems to indicate that countries with more marketbased financial structure (as measured by struc), faster growth, and larger government size would tend to have less frequent recessions. However, this result is not robust with an alternative measure of capital market development or under different estimation method. Table 10 reports results of fractional logit regression. Both Turnover ratio (turnover), an absolute measure of capital market development, and financial structure index (struc), a relative measure of capital market development, are highly negatively significant. Financial development, as measured by private credit (credit), is not significant after control for average growth. Among explanatory variables, average growth rate is consistently highly significant as expected. Other variables except terms of trade volatility (sd-dtot) are not significant
Econometric Analysis of Fraction of Time in Recession
The result indicates that countries with higher capital market development and faster growth would tend to spent shorter fraction of time in recessions.
To control for reverse causality and possible endogeneity of capital market development measures (credit, and struc), and financial development measure (credit), initial value of those variables in each time span in the panel are used instead of the average values. This method would mitigate the reverse causality problem, since it is hard to argue how severity depth in that particular period would affect the level of financial development at the beginning of the period. Moreover, this method also alleviates the problems of endogeniety because plausible endogenous variables are historical given at the first period in the time span.
The result confirms previous finding that countries with higher capital market development, and faster growth would tend to spent lower fraction of time in recessions.
Policy Implication and Conclusion
The econometric analysis supports the prediction that countries with more advanced capital markets would spend lower fraction of time in recession. However, the effect does not seem to work through the frequency that recession occurred. Coefficients of capital market development (turnover or struc) are highly negatively significant in fractional logit regression. However, this still leaves the question of whether the magnitude of this effect is economically meaningful.
To investigate the above question concerning the effect on fraction of time the economy spends in recession, the following calculation uses the marginal effect reported in Table 10 . The marginal effect is -0.02 or -2%. The inter-quartile range of turnover ratio in the sample is 44.4 (or 1.2 in terms of log difference). Therefore, the effect of an inter-quartile improvement in turnover ratio on fraction of time in recession is 2.4 percentage point decrease. On average, a country in the sample spent 14.7% of time in a decade in recession, the above calculation would imply that an inter-quartile improvement in turnover ratio would decrease this amount to 12.3%. In summary, this paper investigates the effect of capital market development on frequency of recession and fraction of time the economy spends in recession using quarterly data of thirty-five countries from 1975 to 2004. The main finding is that countries with more advanced capital markets would spend lower amount of time fraction in recession, though the marginal effect is small. note: standard error and two-sided p-value are in parenthesis respectively * sig. at 10%, ** sig. at 5%, *** sig. at 1% Chi2 = Chi2 for testing sig. of all Xs except constant aic = Akaike Information Criteria bic = Bayesian Information Criteria ifrac1 and ifrac2 use the initial value data of turnover, struc, credit, and gdp
