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Introduction
Les e´quations diffe´rentielles alge´briques (EDAs en abre´ge´) sont des e´quations faisant inter-
venir un vecteur inconnu X ainsi que sa de´rive´e X˙, ou` la notation X˙ de´signe la de´rive´e de X
par rapport a` une variable inde´pendante t (qui de´signe le plus souvent le temps). Ces e´quations
sont du type
F
(
X, X˙
)
= 0, (1)
ou` la fonction F est une donne´e du proble`me. Le terme alge´brique indique que des e´quations
du type 0 = G(X) peuvent intervenir dans (1). Ces e´quations alge´briques peuvent apparaˆıtre
explicitement dans le syste`me e´tudie´, ou bien de manie`re implicite. Les e´quations diffe´rentielles
ordinaires (EDOs en abre´ge´) sont des EDAs particulie`res, pour lesquelles il est possible de passer
de la forme ge´ne´rale (1) a` la forme
X˙ = f(X), (2)
ou` f est une fonction continue. Le passage entre (1) et (2) s’effectue lorsque la diffe´rentielle de
F par rapport a` X˙ est une matrice inversible. Dans cette the`se, nous nous concentrons sur le
cas ou` la diffe´rentielle de F par rapport a` X˙ est singulie`re.
Dans la plupart des ouvrages consacre´s aux EDAs (par exemple [10], [28] ou encore [51]),
l’aptitude de ces dernie`res a` mode´liser de nombreux phe´nome`nes physiques ou chimiques est
largement souligne´e. Dans cette the`se, les EDAs mode´lisent plus particulie`rement des syste`mes
e´tudie´s en ge´nie des proce´de´s : la distillation de Rayleigh et la distillation de Rayleigh re´active.
Par ailleurs, la mode´lisation de phe´nome`nes physiques ne conduit pas ne´cessairement a` l’ob-
tention d’EDOs. En effet, un proble`me physique peut eˆtre mode´lise´ dans diffe´rents syste`mes de
coordonne´es (par exemple, un syste`me de coordonne´es sphe´riques ou carte´siennes) ; ces diverses
configurations peuvent engendrer des EDOs ou des EDAs, comme dans le cadre du pendule
simple. En dimension d’espace n = 2, les e´quations mode´lisant le mouvement d’un pendule
simple, exprime´es dans les coordonne´es carte´siennes (x, y), forment l’EDA du second ordre
x¨ = −λx
y¨ = g− λy
0 = x2 + y2 − 1,
(3)
ou` g de´signe l’acce´le´ration de la pesanteur
(
g ' 9, 81m.s−2) et λ (qui est une fonction de t)
de´signe le multiplicateur de Lagrange associe´ a` la contrainte 0 = x2 + y2 − 1 (la masse du
pendule ainsi que sa longueur sont ici e´gales a` 1). En revanche, si les coordonne´es polaires sont
conside´re´es, il est bien connu que le mouvement du pendule est de´crit par l’EDO du second
ordre
θ¨ = −g sin θ, (4)
ou` θ repre´sente l’angle entre la verticale et le fil du pendule. Dans le cadre du pendule simple, il
est ainsi possible de choisir le syste`me de coordonne´es et de privile´gier les coordonne´es polaires
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(ou sphe´riques d’un point de vue plus ge´ne´ral) fournissant (4), car on dispose de me´thodes
nume´riques robustes pour traiter les EDOs.
Qu’en est-il lorsque seules les coordonne´es carte´siennes sont envisageables ? La re´ponse ne
laisse gue`re le choix ; on doit eˆtre en mesure d’e´tudier l’EDA obtenue.
Nous allons essentiellement e´tudier des EDAs quasi-line´aires du type
E(X)X˙ = f(X), (5)
ou` la matrice E(X) est singulie`re. Ce type d’e´quations couvre notamment l’ensemble des
proble`mes du monde de la physique mode´lise´s par le principe de Lagrange ou de Hamilton, et en
particulier les proble`mes de la me´canique du solide (comme le pendule simple). Les e´quations
mode´lisant les phe´nome`nes de distillation rentrent e´galement dans le cadre des EDAs quasi-
line´aires ; leur e´tude constitue un des buts premiers de cette the`se.
Les phe´nome`nes de distillation font partie inte´grante du ge´nie des proce´de´s. Cette disci-
pline e´tudie et met en œuvre au sein d’un ensemble d’appareils (re´acteurs, colonnes a` distiller,
me´langeurs, etc.) des phe´nome`nes physico-chimiques, dans le but de produire de manie`re indus-
trielle un ensemble de produits de caracte´ristiques voulues. Les EDAs de´crivant ces phe´nome`nes
nous ont e´te´ fournies par une e´quipe du laboratoire LGC de Toulouse 1, et sont extraites des tra-
vaux de K. Alloula [1] et de R. The´ry He´treux [57]. Par exemple et de fac¸on synthe´tique,
conside´rons deux espe`ces chimiques composant un me´lange liquide place´ dans une cuve sans
couvercle. On note x1 et x2 les fractions molaires des espe`ces dans le liquide. On porte celui-ci a`
e´bullition. L’e´volution de la quantite´ de liquide Ul, du de´bit vapeur V , des fractions molaires des
deux espe`ces dans la phase vapeur y1 et y2 ainsi que des enthalpies molaires liquide et vapeur
du syste`me h et H est de´crite par l’EDA quasi-line´aire
U˙l = −V
x˙1Ul + x1U˙l = −V y1
x˙2Ul + x2U˙l = −V y2
h˙Ul + hU˙l = Q− V H
0 = y1 −K1x1
0 = y2 −K2x2
0 = x1 + x2 − y1 − y2.
(6)
Le syste`me (6) mode´lise une distillation ou` les espe`ces chimiques ne re´agissent pas entre elles.
Cela e´tant, il est possible de mode´liser des phe´nome`nes ou` des re´actions chimiques entrent en
jeu. Ces re´actions peuvent entre outre s’e´quilibrer instantane´ment ou de manie`re plus progres-
sive (on parle de re´actions chimiques controˆle´es par la cine´tique). Les EDAs induites par de
tels phe´nome`nes ne sont pas gouverne´es par un principe de Lagrange. Elles sont compose´es
de bilans de matie`re et d’e´nergie, d’e´quations d’e´quilibres thermodynamiques, e´ventuellement
d’e´quilibres chimiques ainsi que de contraintes lie´es aux processus physiques. Par ailleurs, ces
e´quations sont habituellement re´solues de manie`re nume´rique. Graˆce a` de nombreux e´changes
avec l’e´quipe du LGC, nous sommes parvenu a` la conclusion qu’une analyse mathe´matique de
ces e´quations e´tait ne´cessaire pour plusieurs raisons. Il e´tait tout d’abord important de ve´rifier
la validite´ mathe´matique des mode`les mis en jeu. Il e´tait ensuite inte´ressant d’exhiber des pro-
prie´te´s structurelles communes a` ces syste`mes, afin d’en e´tablir une classification. Il e´tait enfin
1. Laboratoire de Ge´nie Chimique - Institut National Polytechnique de Toulouse - E´cole Nationale Supe´rieure
des Inge´nieurs en Arts Chimiques Et Technologiques (ENSIACET).
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pertinent d’approfondir la connaissance formelle de ces syste`mes afin d’ame´liorer leur inte´gration
nume´rique selon un ou plusieurs des points de vue suivants : le calcul des conditions initiales
cohe´rentes, la stabilite´ et la performance.
La re´solution des EDAs se pre´sente ge´ne´ralement en deux e´tapes : une e´tape symbolique
suivie d’une e´tape nume´rique. L’e´tape symbolique a pour but de transformer l’EDA en une
EDO contrainte par des e´quations alge´briques. L’e´tape nume´rique consiste alors a` inte´grer une
EDO sous contraintes. La litte´rature mathe´matique actuelle traitant des EDAs propose diverses
me´thodes de re´solution, mais leur mise en œuvre dans le contexte du ge´nie des proce´de´s nous
semblait de´licate. Nous proposons pour cette raison d’e´tudier une me´thode de re´solution, dite
de de´flation, qui a` partir de l’EDA initiale fournit une suite d’EDAs de tailles de´croissantes et
une suite d’e´quations alge´briques, pour finir par obtenir soit une EDO sous contraintes, soit un
syste`me uniquement compose´ d’e´quations alge´briques. La me´thode de de´flation s’inscrit ainsi
dans la ligne´e des me´thodes de re´duction (puisqu’elle re´duit la taille du syste`me a` e´tudier), et
son application aux e´quations mode´lisant la distillation de Rayleigh ainsi qu’au proble`me du
pendule ge´ne´ralise´ a donne´ des re´sultats satisfaisants et encourageants.
Nous pre´sentons dans cette the`se quatre re´sultats :
1. Un algorithme formel de de´flation applique´ aux EDAs line´aires et quasi-line´aires.
La me´thode de de´flation est un processus symbolique ite´ratif qui, a` chaque e´tape, de´couple
une EDA en une EDA de taille re´duite (et de meˆme forme que la pre´ce´dente) et un
ensemble d’e´quations alge´briques. Pour cela, on se´pare l’EDA initiale en deux parties : une
partie diffe´rentielle et une partie alge´brique. La partie alge´brique est de´rive´e, puis utilise´e
pour exprimer un jeu de variables en fonction d’un autre. On substitue ensuite un de ces
jeux de variables dans la partie diffe´rentielle pour parvenir a` l’EDA re´duite. Au bout d’un
nombre fini d’e´tapes, on obtient soit une EDO accompagne´e d’un ensemble d’e´quations
alge´briques, soit uniquement un ensemble d’e´quations alge´briques. Nous appliquons la
me´thode de de´flation aux EDAs line´aires a` coefficients constants EX˙ = AX + f et a`
coefficients variables E(t)X˙ = A(t)X + f , ou` les matrices E et E(t) sont singulie`res, ainsi
qu’aux EDAs quasi-line´aires (5). L’e´tude du cas non line´aire ge´ne´ral (1) n’est pas aborde´e.
2. Une preuve concernant la baisse de l’indice d’une EDA par la me´thode de de´flation dans
le contexte line´aire a` coefficients constants.
La multiplicite´ des techniques d’e´tude et de re´solution des EDAs est probablement due a`
la notion centrale d’indice. Le premier indice rencontre´ dans l’e´tude des EDAs est l’indice
de Kronecker ; il est de´fini dans le cadre line´aire a` coefficients constants et il corres-
pond a` l’indice de nilpotence de la matrice nilpotente extraite de (λE +A)−1E, pour
un certain λ ∈ R, via la de´composition de Jordan. Si la notion d’indice de Kronecker
dans le contexte des EDAs line´aires a` coefficients constants est un concept commun aux
diffe´rentes me´thodes de re´solution, il n’en est rien dans le contexte des EDAs line´aires a`
coefficients variables. Plusieurs notions d’indice apparaissent selon le point de vue adopte´
par les auteurs ; les travaux de S. L. Campbell, C. W. Gear et L. R. Petzold ([10],
[21]) utilisent l’indice de diffe´rentiation, la vision ge´ome´trique de P. J. Rabier et W. C.
Rheinboldt ([46], [50], [51] p. 93 − 129) observant les EDAs en tant qu’EDOs sur des
varie´te´s diffe´rentielles de´finit l’indice ge´ome´trique, les me´thodes de projections conside´re´es
par E. Griepentrog et R. Ma¨rz ([17], [18]) introduisent l’indice de trac¸abilite´ ou en-
core la ge´ne´ralisation de l’indice de diffe´rentiation a` des proble`mes sous-de´termine´s ou
sur-de´termine´s par P. Kunkel et V. Mehrmann [28] passe par la de´finition de l’in-
dice d’e´trangete´. Ces indices, co¨ıncidant dans le contexte des EDAs line´aires a` coefficients
constants, ne sont plus e´gaux pour des coefficients variables. On peut e´galement citer
l’indice de perturbation [21] et l’indice structurel ([40], [44]).
3
Introduction
La me´thode de de´flation produit une suite d’EDAs dont les tailles sont re´duites a` chaque
e´tape, de meˆme que les rangs des matrices coefficients. On montre que chacune de ces
e´tapes produit une EDA dont l’indice de Kronecker est diminue´ de un par rapport a` celui
de l’EDA pre´ce´dente.
3. Une preuve du caracte`re ge´ome´trique de la me´thode de de´flation par l’e´tude du pendule
simple en dimension n.
Les premie`res e´tudes du mouvement d’un pendule simple pesant furent re´alise´es par Galile´e
[15]. Nous nous devions de traiter cet exemple fondamental de la physique, incontournable
dans le monde des EDAs. En appliquant la me´thode de de´flation aux e´quations (e´crites
en coordonne´es carte´siennes) mode´lisant l’e´volution du pendule et en effectuant un chan-
gement de variables sphe´riques a` poste´riori, nous retrouvons bien les EDOs classiques
du pendule. Ceci traduit le caracte`re ge´ome´trique de la me´thode de de´flation. Le cas du
pendule en dimension n est traite´, ainsi qu’une ge´ne´ralisation de ce dernier concernant les
syste`mes contraints a` corps multiples [47].
4. La re´solution, via la me´thode de de´flation, de trois mode`les de distillation de Rayleigh.
Nous appliquons la me´thode de de´flation a` trois EDAs quasi-line´aires mode´lisant la distil-
lation de Rayleigh ([1], [57]) : une distillation sans re´actions chimiques, une distillation ou`
les re´actions chimiques s’e´quilibrent progressivement et une distillation ou` ces re´actions
sont instantane´ment e´quilibre´es. D’un point de vue ge´ne´ral, la distillation consiste a` faire
chauffer un me´lange, jusqu’a` e´vaporation, afin de se´parer et re´cupe´rer les diffe´rents consti-
tuants du me´lange. Au cours de la distillation, les quantite´s mises en avant dans l’e´tude
telles que le volume de liquide, la tempe´rature ou encore les concentrations des diverses
espe`ces chimiques varient. On est en pre´sence d’un syste`me dynamique. La me´thode de
de´flation fournit en une ou deux e´tapes une EDO et des contraintes alge´briques, permet-
tant ainsi de de´terminer aise´ment des conditions initiales cohe´rentes. Nous montrons de
plus que le mode`le de distillation de Rayleigh non re´active est un cas particulier de la
distillation aux re´actions chimiques controˆle´es par la cine´tique.
Cette the`se a e´te´ mene´e dans le cadre du projet ANR LEDA 2 qui tente d’e´tablir le lien
entre diffe´rentes approches permettant de re´soudre certaines classes d’EDAs :
– l’approche de J. Ritt qui utilise l’alge`bre diffe´rentielle ;
– les approches de´crites par S. L. Campbell, P. Kunkel et V. Mehrmann, initie´es par
R. Ma¨rz et E. Griepentrog qui proce`dent a` une re´duction d’indice du proble`me initial ;
– les approches de´crites par P. J. Rabier et W. C. Rheinboldt, oriente´es vers la ge´ome´trie
diffe´rentielle ;
– l’approche de C. G. Jacobi, reprise par J. D. Pryce, base´e sur une analyse structurelle
des EDAs.
Le premier chapitre de cette the`se propose une description des principales me´thodes de
re´solution des EDAs, notamment de celles cite´es ci-dessus. Nous pre´sentons la me´thode de
de´flation dans le second chapitre, en de´crivant son de´roulement pour les EDAs line´aires et
quasi-line´aires. La me´thode est mise en pratique sur les e´quations mode´lisant le pendule simple
pour les dimensions 2, 3 et n ainsi que sur des proble`mes de me´canique plus ge´ne´raux. Enfin,
nous e´tudions dans le troisie`me chapitre des mode`les de distillation de Rayleigh.
2. Logistique des E´quations Diffe´rentielles Alge´briques.
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Chapitre 1
Re´solution d’EDAs
Dans ce chapitre, nous rappelons les me´thodes de re´solution les plus significatives de cer-
taines classes d’EDAs comme les EDAs line´aires, ou encore les EDAs quasi-line´aires qui sont
des proble`mes non line´aires structure´s. L’inventaire pre´sente´ dans ce chapitre ne se veut pas
exhaustif. Nous mettons en paralle`le diffe´rentes approches permettant de re´soudre les syste`mes
diffe´rentiels implicites.
Il est de´montre´ qu’il n’existe pas de me´thode ge´ne´rale pour re´soudre l’ensemble des EDAs (on
peut se rapporter a` l’ouvrage de Y. V. Matiyasevich [30], p. 176). L’investigation de me´thodes
de re´solution des EDAs a donne´ naissance a` de multiples techniques, empruntant de nombreux
chemins mathe´matiques. Les premiers travaux pouvant s’appliquer a` la re´solution des EDAs
line´aires a` coefficients constants sont dus a` K. Weierstrass et L. Kronecker. Il s’agit de
re´sultats d’alge`bre line´aire qui e´tudient les proprie´te´s de la paire matricielle (E,A) apparaissant
dans l’EDA EX˙ = AX + f . Quant aux EDAs non-line´aires, on trouve dans les travaux de
C. G. Jacobi les premie`res ide´es pouvant permettre d’appre´hender ces syste`mes diffe´rentiels
implicites. Durant la seconde moitie´ du vingtie`me sie`cle, la recherche sur la the´matique des
EDAs s’est conside´rablement de´veloppe´e. Nous proposons dans ce chapitre d’explorer diffe´rentes
techniques de re´solution d’EDAs, en parcourant cette pe´riode jusqu’au de´but de la de´cennie
actuelle. Les ouvrages de P. Kunkel et V. Mehrmann [28] et R. Riaza [51] sont parus
re´cemment, mais ne couvrent pas l’ensemble des techniques de re´solution des EDAs, notamment
les aspects d’alge`bre diffe´rentielle (de´veloppe´s par J. Ritt) et les travaux de J. Pryce [44]
(initie´s par C. G. Jacobi).
Dans toute la suite de l’e´tude, n et m de´signent deux entiers naturels non nuls.
1.1 EDAs line´aires a` coefficients constants
On se propose d’e´tudier le proble`me line´aire a` coefficients constants
EX˙ = AX + f, (1.1)
ou` E ∈ Rm×n, A ∈ Rm×n et f : I → Rm, avec I un intervalle ouvert de R. On suppose
que X ∈ C1(I,Rn) et que f est une fonction suffisamment re´gulie`re (on peut supposer que
f ∈ C∞(I,Rm), meˆme si cette hypothe`se sera affaiblie par la suite). On dit que X est une
solution de (1.1) si EX˙(t) = AX(t) + f(t) pour tout t ∈ I. La configuration (1.1) rassemble
les proble`mes sous-de´termine´s (n > m), les proble`mes sur-de´termine´s (m > n) ainsi que les
proble`mes carre´s (n = m).
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1.1.1 Structure des solutions des EDAs line´aires
Nous de´butons l’analyse du proble`me (1.1) en remarquant que la diffe´rence entre deux
solutions de (1.1) est une solution du proble`me homoge`ne associe´
EX˙ = AX. (1.2)
Proposition 1
Soient X1 ∈ C1(I,Rn) et X2 ∈ C1(I,Rn) deux solutions du proble`me (1.1). La fonction
Y ∈ C1(I,Rn) de´finie par Y (t) = X1(t) − X2(t) pour tout t ∈ I est solution du proble`me
homoge`ne (1.2).
Preuve - Il suffit d’e´crire l’EDA satisfaite par Y . Pour tout t ∈ I, on a
EY˙ (t) = E
(
X˙1(t)− X˙2(t)
)
= EX˙1(t)− EX˙2(t)
= AX1(t) + f(t)−AX2(t)− f(t)
= A (X1(t)−X2(t))
= AY (t).
Ainsi, Y satisfait l’e´quation homoge`ne (1.2).
Le re´sultat pre´ce´dent est e´galement valable pour des matrices de´pendant du temps E(t)
et A(t). Du point de vue de la structure des solutions, on note ici le paralle`le entre les EDAs
line´aires et les EDOs line´aires ; la solution ge´ne´rale est obtenue en sommant les solutions du
proble`me homoge`ne (1.2) et une solution particulie`re du proble`me non-homoge`ne (1.1).
On ne cherche pas par la suite a` expliciter les expressions des solutions de (1.1). Dans
le contexte carre´, si la matrice E est inversible, l’EDA (1.1) devient l’EDO X˙ = E−1AX +
E−1f . On de´termine les expressions des solutions de cette EDO graˆce aux formules habituelles
(disponibles par exemple dans E. Hairer, S. P. Hørsett et G. Wanner [20]). En revanche,
si la matrice E est singulie`re, divers travaux portant sur les inverses ge´ne´ralise´s de E ont e´te´
effectue´s, en utilisant l’inverse de Drazin (S.L. Campbell, C.D. Meyer et N.J. Rose, [13])
ou encore l’inverse de Moore-Penrose (S.L. Campbell [11], P. Kunkel et V.L. Mehrmann
[27]). L’ouvrage de A. Ben-Israel et T.N.E. Greville [5] aborde en de´tail la the´matique
des inverses ge´ne´ralise´s.
1.1.2 Solvabilite´ des EDAs line´aires a` coefficients constants
On conside`re une solution x du proble`me (1.1). On remarque aise´ment que la fonction
y = eλtx est solution de l’e´quation
EX˙ = (λE +A)X + eλtf. (1.3)
En effet,
Ey˙ = E
(
λeλtx+ eλtx˙
)
= λeλtEx+ eλtEx˙
= λeλtEx+ eλt (Ax+ f)
= (λE +A)eλtx+ eλtf
= (λE +A)y + eλtf,
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ce qui montre bien que y satisfait (1.3). Travailler avec l’EDA (1.1) revient ainsi a` travailler
avec l’EDA (1.3). Dans le cas particulier ou` λ = 0, les e´quations (1.1) et (1.3) sont identiques.
Discutons a` pre´sent des diffe´rentes hypothe`ses envisageables sur la matrice EA := λE + A ∈
Rm×n afin d’e´tudier la solvabilite´ de (1.3).
1.1.2.1 Premier cas
The´ore`me 1
Si rang EA < n pour tout λ ∈ R et s’il existe une solution particulie`re xp de (1.1), alors
pour tout v ∈ kerEA, la fonction x¯ = e−λtv+xp est solution de l’EDA (1.1). En particulier,
le proble`me homoge`ne (1.2) a une solution non triviale.
Preuve - Soit v un vecteur non nul de Rn appartenant a` kerEA. Posons y¯ = e−λtv. Puisque
v ∈ kerEA, on a λEv = −Av. Ainsi, on a clairement
E ˙¯y = E
(
−λe−λtv
)
= e−λt(−λEv)
= e−λt(Av)
= Ay¯.
On en de´duit que le proble`me homoge`ne (1.2) admet une solution non triviale. Soit xp une
solution particulie`re de (1.1). On obtient alors le re´sultat escompte´.
E ( ˙¯y + x˙p) = Ay¯ +Axp + f
= A(y¯ + xp) + f.
1.1.2.2 Deuxie`me cas : le cas re´gulier
The´ore`me 2
S’il existe un scalaire λ ∈ R tel que rang EA = n = m, alors l’EDA (1.1) posse`de une
solution ge´ne´rale si la non-homoge´ne´ite´ f est suffisamment re´gulie`re.
Preuve - La matrice EA est ici inversible. Dans ce contexte, un re´sultat fondamental de F.
R. Gantmacher ([16], p. 28) assure l’existence de deux matrices inversibles P ∈ Rn×n et
Q ∈ Rn×n telles que (1.1) est e´quivalent au proble`me[
Ia1 0
0 N
]
Q−1X˙ =
[J 0
0 In−a1
]
Q−1X + P f¯, (1.4)
ou` Ia1 ∈ Ra1×a1 avec a1 < n, N ∈ R(n−a1)×(n−a1), J ∈ Ra1×a1 , In−a1 ∈ R(n−a1)×(n−a1) et
f¯ = E−1A f . La matrice N est une matrice nilpotente d’indice νK 6 n−a1. Les matrices J et N
sont de plus sous forme re´duite de Jordan. En effet, en partant de la paire matricielle (E,A),
on obtient
(E,A) = (E, λE +A− λE) = (E,EA − λE) .
On note  ∼  1 lorsque l’on passe d’une paire de matrices a` une autre en multipliant toutes les
matrices par des matrices inversibles, i.e. (E,A) ∼ (E1, A1) s’il existe deux matrices de passage
1. On montre aise´ment qu’il s’agit d’une relation d’e´quivalence entre paires matricielles.
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Q1 et Q2 telles que E = Q1E1Q2 et A = Q1A1Q2. Ainsi
(E,A) ∼ (E−1A E, In − λE−1A E) .
En de´composant la matrice E−1A E graˆce a` la forme re´duite de Jordan et en simplifiant les
expressions, on parvient a` montrer que
(E,A) ∼
([
Ia1 0
0 N
]
,
[J 0
0 In−a1
])
,
ce qui permet de passer de l’EDA (1.1) a` l’EDA (1.4).
Le proble`me (1.4) se scinde en deux e´quations en posant Q−1X =
(
X1
X2
)
et P f¯ =
(
f1
f2
)
:
{
X˙1 = JX1 + f1
N X˙2 = X2 + f2.
(1.5a)
(1.5b)
L’e´quation (1.5a) est une EDO. La formule de Duhamel fournit l’expression de la solution de
cette e´quation diffe´rentielle, couple´e a` la condition initiale X1(t0) = X¯1 :
X1(t) = e
J (t−t0)X¯1 +
∫ t
t0
eJ (t−s)f1(s)ds. (1.6)
L’e´quation (1.5b) est quant a` elle une EDA, mais sa forme spe´cifique permet de la re´soudre.
Cette e´quation peut se re´e´crire comme (ND − In−a1)X2 = f2, ou` D correspond a` l’ope´rateur
de de´rivation par rapport a` t. Il ne reste plus qu’a` inverser ND − In−a1 :
(ND − In−a1)−1 = −
∞∑
i=0
(ND)i = −
νK−1∑
i=0
(ND)i = −
νK−1∑
i=0
N i d
i
dti
.
Ainsi, on obtient :
X2(t) = −
νK−1∑
i=0
N if (i)2 (t). (1.7)
On remarque ici que f2 doit eˆtre de´rivable νK fois pour pouvoir satisfaire l’e´quation (1.5b).
De´finition 1 (Paire matricielle re´gulie`re)
Une paire de matrices carre´es (E,A) est dite re´gulie`re s’il existe un scalaire λ ∈ R tel que
la matrice EA est inversible. Par extension, le proble`me (1.1) est alors qualifie´ de re´gulier.
Le the´ore`me 2 s’inscrit dans le contexte de la re´gularite´ de´finie ci-dessus. Dans ce cadre
pre´cis, il suffit de supposer que f est une fonction de classe CνK (I,Rn) (et non plus de classe
C∞(I,Rn)). L’indice νK , appele´ indice de Kronecker, a donc une influence de´terminante au
niveau de la re´solution du proble`me re´gulier (1.1).
Remarque 1
Cet indice, inde´pendant du scalaire λ, est caracte´ristique de la paire matricielle (E,A) ; si
(E,A) ∼ (E′, A′), alors les deux paires matricielles ont le meˆme indice de Kronecker. La
forme du syste`me (1.4) est par ailleurs qualifie´e de forme canonique de Kronecker [28].
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Dans la the´orie des EDOs, l’existence et l’unicite´ des solutions sont assure´es par la re´solution
du proble`me de Cauchy couplant l’e´quation diffe´rentielle et la condition initiale [20]. Pour chaque
condition initiale, il y a unicite´ d’une solution maximale. A` la diffe´rence des EDOs, les conditions
initiales d’une EDA ne sont pas libres car elles doivent satisfaire les contraintes alge´briques du
proble`me.
Exemple - Conside´rons l’EDA suivante :{
x˙1 = x1 + 2x2
0 = x1 − x2.
(1.8)
La forme matricielle de cette EDA est
[
1 0
0 0
](
x˙1
x˙2
)
=
[
1 2
1 −1
](
x1
x2
)
. La paire de matrices([
1 0
0 0
]
,
[
1 2
1 −1
])
est ici re´gulie`re. Les solutions de (1.8) sont :
{
x1(t) = x1,0e
3(t−t0)
x2(t) = x1(t).
La condition initiale x1(t0) = x1,0 est libre tandis que la condition initiale x2(t0) = x2,0 ne
l’est pas. En d’autres termes, seules les conditions initiales de la forme
(
x1,0
x1,0
)
font sens. Par
exemple, le proble`me (1.8) couple´ de la condition initiale
(
1
2
)
n’admet aucune solution.
L’exemple pre´ce´dent illustre le caracte`re non suffisant de la condition de re´gularite´ de la
paire de matrices quant a` l’existence et l’unicite´ des solutions du proble`me (1.1). En revanche,
en conside´rant la fonction f de classe CνK (I,Rn), la re´gularite´ de la paire matricielle ainsi
que la consistance des conditions initiales (ces dernie`res doivent satisfaire (1.7)) fournissent des
conditions ne´cessaires et suffisantes pour obtenir l’existence et l’unicite´ des solutions de (1.1).
1.1.2.3 Troisie`me cas
Supposons enfin qu’il existe un scalaire λ ∈ R tel que rang EA = n < m. Il existe alors une
matrice de permutation P telle que l’EDA (1.3) s’e´crive[
E1
E2
]
X˙ =
[
EA1
EA2
]
X +
(
f1
f2
)
, (1.9)
ou`
[
E1
E2
]
= PE,
[
EA1
EA2
]
= PEA avec EA1 ∈ Rn×n inversible et
(
f1
f2
)
= Peλtf . Le proble`me
(1.9) s’e´crit e´galement {
E1X˙ = EA1X + f1
E2X˙ = EA2X + f2,
(1.10a)
(1.10b)
ou` (1.10a) est une EDA re´gulie`re puisque la matrice EA1 est inversible (il suffit de prendre
λ = 0 pour que λE1 + EA1 soit inversible). Le contexte de re´gularite´ indique que cette EDA
posse`de une solution ge´ne´rale (si f1 est suffisamment re´gulie`re). Il faut cependant tenir compte
de la deuxie`me e´quation (1.10b). Le proble`me (1.1) posse`de une solution ge´ne´rale si la solution
de l’EDA (1.10a) ve´rifie l’EDA (1.10b). Dans le cas contraire, l’EDA (1.1) ne posse`de aucune
solution. On re´sume ce dernier cas dans le re´sultat suivant :
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The´ore`me 3
S’il existe un scalaire λ ∈ R tel que rang EA = n < m, alors l’EDA (1.1) posse`de une solu-
tion ge´ne´rale si la solution de l’EDA (1.10a) satisfait l’EDA (1.10b). Dans le cas contraire,
l’EDA (1.1) n’admet aucune solution.
1.1.3 Un exemple de proble`me re´gulier
Observons un exemple d’EDAs provenant de la the´orie des circuits e´lectriques ([28], p. 8).
x1
R
UR
iR x2
CUC
iC
x3
U
Figure 1.1 – Circuit RC
Mode´lisation - On souhaite mode´liser la charge d’un condensateur de capacite´ constante C 6= 0
au travers d’un conducteur ohmique de re´sistance constante R 6= 0 (figure (1.1)). Durant cette
phase de charge, la tension source U applique´e au circuit est e´galement constante. Cette tension
correspond a` la diffe´rence entre les potentiels x1 et x3 ; on obtient donc la premie`re e´quation :
U = x1 − x3.
En appliquant la loi des nœuds (premie`re loi de Kirchhoff), on obtient iR = iC . La loi d’Ohm
fournit la valeur de iR : UR = RiR i.e. iR = R
−1 (x1 − x2). Quant a` iC , on utilise la relation
caracte´ristique d’un condensateur, a` savoir qC = CUC = C (x2 − x3). Or iC = q˙C ; on obtient
ainsi iC = C (x˙2 − x˙3). La deuxie`me e´quation est :
C (x˙2 − x˙3) = R−1 (x1 − x2) .
Enfin, comme U est une diffe´rence de potentiels et donc mesure un e´cart, on peut imposer
0 = x3.
On parvient ainsi au syste`me 
C (x˙2 − x˙3) = R−1 (x1 − x2)
0 = x1 − x3 − U
0 = x3.
(1.11)
Re´solution - On commence par e´crire le syste`me sous la forme matricielle. On conside`re un
syste`me de la forme (1.1) en posant
E =
0 C −C0 0 0
0 0 0
 , A =
R−1 −R−1 01 0 −1
0 0 1
 , X =
x1x2
x3
 et f =
 0−U
0
 .
Puisque la matrice A est inversible (detA = R−1), pre´-multiplions l’EDA (1.1) par A−1 ; on
obtient
A−1EX˙ = X +A−1f.
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La de´composition de Jordan de la matrice A−1E assure l’existence d’une matrice inversible Q
ainsi que des matrices J et N telles que l’e´quation pre´ce´dente devienne[
J 0
0 N
]
Q−1X˙ = Q−1X +Q−1A−1f,
ou` la matrice J est une matrice inversible sous forme re´duite de Jordan et N est une matrice
nilpotente, e´galement e´crite sous forme re´duite de Jordan. De simples calculs permettent de
de´terminer les expressions des matrices Q, J et N :
Q =
 0 1 −1−1 1 0
0 1 0
 , J = −(RC)−1 et N = [0 0
0 0
]
.
En posant
(
X1
X2
)
= Q−1X et
(
f1
f2
)
= Q−1A−1f , le proble`me s’e´crit
{
−RCX˙1 = X1 + f1
0 = X2 + f2,
avec
X1 = x3 − x2, X2 =
(
x3
x3 − x1
)
, f1 = U et f2 =
(
0
U
)
.
Autrement dit, 
X˙1 = −(RC)−1X1 − (RC)−1U
X2 = −
(
0
U
)
.
On trouve alors 
X1(t) = K˜e
−t(RC)−1 − U, K˜ ∈ R
X2(t) = −
(
0
U
)
.
Les solutions du syste`me (1.11) sont de la forme
x1(t) = U
x2(t) = Ke
−t(RC)−1 + U, K ∈ R
x3(t) = 0.
1.2 Me´thode des syste`mes augmente´s
La complexite´ des EDAs re´side entre autres dans l’existence des contraintes alge´briques,
dont certaines sont par ailleurs implicites (on parle de contraintes cache´es). On peut les obtenir
par des manipulations alge´briques comme dans le paragraphe pre´ce´dent, mais e´galement par
diffe´rentiation. Les travaux portant sur les syste`mes augmente´s sont axe´s sur cette dernie`re
ide´e, qui consiste a` de´river soit les contraintes alge´briques seules, soit l’EDA dans son ensemble,
le but e´tant d’exprimer X˙ comme une fonction continue de X. Ce nouveau syste`me est alors
e´tudie´ et permet de re´soudre l’EDA initiale.
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1.2.1 EDAs line´aires a` coefficients constants
On conside`re le proble`me re´gulier (1.1). En e´crivant E = G
[
E1 E2
0 0
]
(E est une matrice
de rang r), A = G
[
A1 A2
A3 A4
]
et f = G
(
f1
f2
)
, ou` G ∈ Rn×n est une matrice inversible, E1 et
A1 ∈ Rr×r, E2 et A2 ∈ Rr×(n−r), A3 ∈ R(n−r)×r, A4 ∈ R(n−r)×(n−r), f1 ∈ Rr et f2 ∈ Rn−r, le
syste`me (1.1) devient [
E1 E2
0 0
]
X˙ =
[
A1 A2
A3 A4
]
X +
(
f1
f2
)
. (1.12)
La matrice
[
E1 E2
]
est de rang plein par construction. La contrainte alge´brique exhibe´e est
ainsi 0 = A3X1 +A4X2 +f2. En de´rivant cette contrainte puis en injectant l’expression obtenue
dans (1.12), on parvient au nouveau syste`me
[
E1 E2
A3 A4
]
X˙ =
[
A1 A2
0 0
]
X +
(
f1
−f˙2
)
. (1.13)
On re´ite`re ce processus jusqu’a` ce que la matrice coefficient de X˙ dans (1.13) soit inversible (K.
E. Brenan, S. L. Campbell et L. R. Petzold [10], p. 20).
The´ore`me 4
On conside`re le proble`me re´gulier (1.1) e´crit sous la forme (1.4). Soit νK l’indice de
nilpotence de la matrice N exhibe´e dans (1.4). La me´thode pre´ce´demment de´crite s’ache`ve
alors en νK e´tapes. Plus pre´cise´ment, chaque e´tape du processus de re´solution fait diminuer
l’indice de 1.
Preuve - Sans perte de ge´ne´ralite´, on peut supposer que le syste`me re´gulier (1.1) est e´crit sous
la forme (1.4). En conside´rant sa forme de´veloppe´e (1.5), on se concentre sur l’EDA (1.5b) dont
le coefficient N est une matrice nilpotente :
N =
N1 · · · 0... . . . ...
0 · · · Np
 ,
ou` chaque bloc Nk, k ∈ J1, pK est e´crit sous forme re´duite. On obtient de ce fait p EDAs ayant
la meˆme forme :
NkX˙2,k = X2,k + f2,k.
Il suffit ainsi d’appliquer le processus de re´solution a` un proble`me de la formeMY˙ = Y +h, ou`
M∈ Rm×m est une matrice nilpotente sous forme re´duite. On de´signe par hi la iie`me coordonne´e
du vecteur h, ou` i ∈ J1,mK. On de´rive les contraintes alge´briques et on re´e´crit ces e´quations
de´rive´es dans le syste`me ; on a
0 1
. . .
. . .
0 1
1
 Y˙ =

1
. . .
1
0
Y +

h1
...
hm−1
−h˙m
 .
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Une premie`re e´tape est acheve´e. En appliquant (par exemple) la de´composition LU sur le
coefficient de Y˙ , on obtient
MY˙ =

1
. . .
1
−1 0
Y +

h1
...
hm−1
−hm−1 − h˙m
 .
En reportant les contraintes de´rive´es dans M, on trouve
0 1
. . .
. . .
0 1
−1 0
 Y˙ =

1
. . .
1
0
Y +

h1
...
hm−1
h˙m−1 + h¨m
 .
Une deuxie`me e´tape est acheve´e. On observe ainsi qu’au fil des ite´rations de la me´thode, le 1
pre´sent dans la dernie`re ligne de la matrice coefficient se de´place vers la gauche en alternant de
signe. Au bout de m e´tapes, on a
0 1
. . .
. . .
0 1
(−1)m+1 0
 Y˙ =

1
. . .
1
0
Y +

h1
...
hm−1
(−1)m
m∑
i=1
h
(i)
i
 .
On arrive donc a` une matrice inversible au bout de m e´tapes. Or, puisque la matrice M est
sous forme re´duite, son indice est e´gal a` sa taille, c’est-a`-dire m. En appliquant ceci aux p EDAs
pre´ce´demment obtenues, on retrouve que l’indice de (1.1) est e´gal a` la plus grande dimension
νK des matrices Nk, pour k ∈ J1, pK, c’est-a`-dire a` l’indice de nilpotence de la matrice N . Quant
a` la diminution de l’indice d’une unite´ a` chaque e´tape, elle de´coule clairement de la structure
re´duite de la matrice nilpotente.
A` la fin de ce type de processus, on obtient une EDO qui posse`de davantage de solutions
que (1.1) ([10], p. 20). Il faut donc faire un tri graˆce aux contraintes alge´briques pour obtenir
les solutions du proble`me de de´part. D’une manie`re ge´ne´rale, on ajoute des solutions lorsqu’on
de´rive une e´quation. Par exemple et sans conside´rer de condition initiale, l’e´quation X = 0
n’admet que la solution nulle tandis que les solutions de l’e´quation X˙ = 0 sont les constantes.
Exemple - Reprenons l’exemple (1.11) de la section pre´ce´dente. Le syste`me est directement
sous la forme (1.12) avec E1 = 0, E2 =
(
C −C), A1 = R−1, A2 = (−R−1 0), A3 = (10
)
,
A4 =
[
0 −1
0 1
]
, f1 = 0 et f2 =
(−U
0
)
. Puisque
∣∣∣∣E1 E2A3 A4
∣∣∣∣ = −C 6= 0, la me´thode s’arreˆte au
bout de la premie`re e´tape et montre ainsi que le proble`me (1.11) posse`de un indice e´gal a` 1.
L’EDO donnant X est obtenue :
X˙ =
0 C −C1 0 −1
0 0 1
−1 R−1 −R−1 00 0 0
0 0 0
X. (1.14)
Les solutions du proble`me (1.14) sont les fonctions de la forme X(t) =
 αKe−t(RC)−1 + α
β
, avec
(K,α, β) ∈ R3. On retrouve les solutions du proble`me original en prenant α = U et β = 0.
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Indice de diffe´rentiation. Le nombre d’ite´rations de la me´thode relative au the´ore`me 4 est
appele´ indice de diffe´rentiation, note´ νD, car il correspond au nombre de diffe´rentiations ef-
fectue´es sur les contraintes. Plus pre´cise´ment, il indique le nombre de de´rivations ne´cessaires
pour pouvoir exprimer de manie`re continue l’inconnue X˙ en fonction de X et t. Il co¨ıncide
e´videmment ici avec l’indice de Kronecker. A` la diffe´rence de ce dernier, il fait e´galement sens
dans le contexte line´aire a` coefficients variables. Nous donnons dans la section suivante une
de´finition plus formelle de cet indice.
1.2.2 EDAs line´aires a` coefficients variables
La me´thode des syste`mes augmente´s prend une forme plus ge´ne´rale dans le cadre line´aire a`
coefficients variables. On travaille maintenant sur des e´quations de la forme
E(t)X˙ = A(t)X + f, (1.15)
ou` E : I → Rn×n est une matrice singulie`re de rang constant sur I ⊂ R, A : I → Rn×n et
f : I → Rn. On suppose que les fonctions E, A et f sont suffisamment re´gulie`res. Cette fois-ci,
c’est l’ensemble du syste`me (1.15) qui est de´rive´ autant de fois que ne´cessaire [12]. Graˆce a` ces
EDAs de´rive´es en chaˆıne, on construit le syste`me augmente´ suivant :
El(t)X˙l = Al(t)Xl + fl, (1.16)
ou`
El(t) =

E(t) 0 · · · 0
E˙(t)−A(t) E(t) · · · 0
...
...
. . .
...
E(l)(t)− lA(l−1)(t) lE(l−1)(t)− l(l−1)2 A(l−2)(t) · · · E(t)
 ,
Al(t) =

A(t) 0 · · · 0
A˙(t) 0 · · · 0
...
...
. . .
...
A(l)(t) 0 · · · 0
 , Xl =

X
X˙
...
X(l)
 et fl =

f
f˙
...
f (l)
 .
On s’inte´resse plus particulie`rement a` la matrice El(t). On cherche a` factoriser cette matrice
dans le but d’extraire une EDO portant sur X. Le concept de matrice smoothly 1-full est
introduit par S. L. Campbell dans cette optique.
De´finition 2 (Matrice smoothly 1-full)
Soit Ml(t) : I → Rln×ln une matrice par blocs. Ml(t) est dite smoothly 1-full s’il existe une
matrice R(t) : I → Rln×ln inversible sur I ainsi qu’une matrice H(t) : I → R(l−1)n×(l−1)n
telles que
R(t)Ml(t) =
[
In 0
0 H(t)
]
, ∀t ∈ I.
De´finition 3 (Indice de diffe´rentiation)
Le plus petit entier νD pour lequel la matrice EνD(t) issue de (1.16) est smoothly 1-full et
de rang constant est appele´ indice de diffe´rentiation du proble`me (1.15).
La matrice augmente´e EνD(t) est toujours singulie`re par construction. En conse´quence, il n’est
pas possible de de´terminer X˙νD en fonction de XνD et t. En revanche, si EνD(t) est smoothly
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1-full et de rang constant, elle contient suffisamment d’informations pour de´terminer de manie`re
unique X˙ en fonction de X et t ([28], p. 97). L’e´quation (1.16) devient
R(t)EνD(t)X˙νD = R(t)AνD(t)XνD +R(t)fνD ⇔
[
In 0
0 H(t)
]
X˙νD = R(t)AνD(t)XνD +R(t)fνD .
Seules les n premie`res lignes sont importantes. Par un simple de´veloppement de la pre´ce´dente
expression, on obtient une EDO de la forme
X˙ = A¯(t)X + f¯ . (1.17)
Remarque 2
L’e´quation diffe´rentielle (1.17) est dite sous-jacente, relativement au proble`me (1.15). Comme
dans le cas line´aire a` coefficients constants, l’ensemble des solutions de (1.15) est inclus
dans l’ensemble des solutions de (1.17) puisque une autre partie diffe´rentielle est ajoute´e
au proble`me. On retrouve les solutions du proble`me initial en tenant compte des e´quations
alge´briques.
Solvabilite´ du proble`me (1.15). L’e´quivalence entre la re´gularite´ de la paire matricielle (E,A)
et la solvabilite´ du proble`me (1.15) est perdue par rapport au cadre line´aire a` coefficients
constants. Les notions deviennent meˆme inde´pendantes. Les raisons de cette difficulte´ seront
de´taille´es dans la section suivante. En tout e´tat de cause, il est ne´cessaire de de´finir une ca-
racte´risation convenable de la solvabilite´ du proble`me (1.15). Le the´ore`me 2.4.7 ([10], p. 30)
apporte cette caracte´risation, base´e entre autres sur le crite`re 1-full, ainsi que sur la constance
du rang de E(t).
1.2.3 EDAs non line´aires
Dans le contexte non line´aire, la me´thode pre´ce´demment de´crite est e´galement applique´e
([10], p. 32). L’e´tude est ici porte´e sur des proble`mes de la forme (1). D’un point de vue ge´ne´ral,
l’absence de forme spe´cifique sur (1) rend la re´solution symbolique et nume´rique difficile. C’est
pourquoi on se concentre sur des proble`mes dits structure´s comme les EDAs semi-explicites
([10], p. 36) ou encore les EADs sous forme d’Hessenberg ([10], p. 34).
Exemple (EDAs semi-explicites) - Conside´rons le syste`me suivant :{
x˙ = a(x, y)
0 = b(x, y).
Au lieu de construire un syste`me augmente´, tirons avantage de la structure particulie`re du
proble`me pre´ce´dent. Par de´rivation de la contrainte alge´brique, on obtient
0 =
∂b(x, y)
∂x
x˙+
∂b(x, y)
∂y
y˙.
En substituant x˙ par a(x, y) dans l’expression pre´ce´dente et en supposant l’inversibilite´ de
∂b(x, y)
∂y
, on parvient a` l’EDO
y˙ = −∂b(x, y)
∂y
−1∂b(x, y)
∂x
a(x, y).
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Par re´solution du syste`me diffe´rentiel
x˙ = a(x, y)
y˙ = −∂b(x, y)
∂y
−1∂b(x, y)
∂x
a(x, y),
on aboutit aux solutions x et y, en prenant garde a` ce que ces dernie`res satisfassent l’e´quation
alge´brique 0 = b(x, y). Obtenu apre`s une de´rivation des contraintes alge´briques, ce proble`me
posse`de un indice de diffe´rentiation e´gal a` 1.
Exemple (EDAs sous forme d’Hessenberg) - Observons le cas autonome d’un syste`me sous forme
d’Hessenberg d’indice 2, qui s’e´crit de la manie`re suivante{
x˙ = a(x, y)
0 = b(x).
Contrairement a` l’exemple pre´ce´dent, l’e´quation alge´brique ne de´pend plus de l’inconnue y.
On remarque rapidement qu’une seule de´rivation de cette contrainte ne permettra pas de faire
apparaˆıtre la de´rive´e de y. En effet, on obtient par de´rivation
0 = b˙(x)x˙.
En revanche, en remplac¸ant x˙ par a(x, y) et en de´rivant l’expression obtenue, on a
0 =
(
b¨(x)a(x, y) + b˙(x)
∂a(x, y)
∂x
)
x˙+ b˙(x)
∂a(x, y)
∂y
y˙.
Sous re´serve de l’existence de
(
b˙(x)
∂a(x, y)
∂y
)−1
, on parvient a`

x˙ = a(x, y)
y˙ = −
(
b˙(x)
∂a(x, y)
∂y
)−1(
b¨(x)a(x, y) + b˙(x)
∂a(x, y)
∂x
)
x˙.
Les expressions de x et y peuvent eˆtre e´tablies apre`s deux de´rivations ; l’indice de diffe´rentiation
est par conse´quent e´gal a` 2. Notons que la contrainte alge´brique 0 = b(x) doit eˆtre satisfaite a`
la fin de cette re´solution.
1.3 Me´thode de Kunkel-Mehrmann
1.3.1 Motivation
On propose dans cette section une ge´ne´ralisation de la notion de formes canoniques aux
EDAs line´aires a` coefficients variables, e´ventuellement sous ou sur-de´termine´es. La forme cano-
nique de Kronecker est un outil puissant mais limite´ aux EDAs line´aires a` coefficients constants.
Le but des formes canoniques est de transformer l’EDA afin de faciliter sa re´solution tout en
conservant ses quantite´s caracte´ristiques. Dans le cas des coefficients constants, le rang de la
matrice E (qui est un point fondamental de par la nature meˆme d’une EDA) ainsi que l’indice
de Kronecker sont des invariants, c’est-a`-dire qu’ils sont pre´serve´s par la forme canonique de
Kronecker ([28], p. 18). Pour pouvoir appliquer cette forme canonique, la re´gularite´ de la paire
matricielle (E,A) est ne´cessaire. Or, dans le contexte des coefficients variables, les notions de
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re´gularite´ de la paire matricielle (E(t), A(t)) et de solvabilite´ du proble`me ne sont pas lie´es ([28],
p. 56).
Exemple (Paire matricielle re´gulie`re & infinite´ de solutions) - Soit le proble`me de la forme
(1.15), avec
E(t) =
[−t t2
−1 t
]
, A(t) =
[−1 0
0 −1
]
et f =
(
0
0
)
, (1.18)
ou` t ∈ R. La paire matricielle est re´gulie`re puisque det(λE(t) + A(t)) = 1, mais le proble`me
posse`de une infinite´ de solutions du type X(t) = α(t)
(
t
1
)
, pourvu que la fonction α soit
continuˆment de´rivable sur R et satisfasse α(t0) = 0.
Exemple (Paire matricielle singulie`re & unique solution) - Soit le proble`me de la forme
(1.15), avec
E(t) =
[
0 0
1 −t
]
, A(t) =
[−1 t
0 0
]
et f =
(
f1
f2
)
,
ou` t ∈ R. La paire matricielle est singulie`re pour tout t ∈ R, pourtant de simples calculs
conduisent a` l’unique solution
X(t) =
(
tf2 − tf˙1 + f1
f2 − f˙1
)
.
La re´gularite´ de la paire matricielle ne fournit plus d’informations utiles a` la re´solution de
(1.15) ; le cœur de cette difficulte´ re´side dans le choix de la relation d’e´quivalence permettant
de transformer la paire matricielle.
1.3.2 Formes canoniques ge´ne´ralise´es
Puisque les coefficients E(t) et A(t) sont variables, la transformation  ∼  de´finie dans la
section 1.1.2.2 doit pouvoir tenir compte de leurs de´rive´es. Ce proble`me ne se posait e´videmment
pas dans le cas des coefficients constants car si (E1, A1) ∼ (E2, A2), alors
E1X˙ = A1X + f1 ⇔ Q1E2Q2X˙ = Q1A2Q2X + f1 ⇔ E2Y˙ = A2Y + f2,
ou` Y = Q2X et f2 = Q
−1
1 f1. Dans le contexte variable, Y = Q2(t)X et par conse´quent
Y˙ = Q˙2(t)X +Q2(t)X˙.
On note ainsi une nouvelle relation d’e´quivalence  ∼g  2 ([28], p. 57) telle que
(E1(t), A1(t)) ∼g (E2(t), A2(t))
⇔ E1(t) = Q1(t)E2(t)Q2(t) et A1(t) = Q1(t)A2(t)Q2(t)−Q1(t)E2(t)Q˙2(t).
On obtient ainsi
E1(t)X˙ = A1(t)X + f1 ⇔ E2(t)Y˙ = A2(t)Y + f2,
ou` f2 = Q
−1
1 (t)f1. Pour des raisons techniques de recherche d’invariants, on de´finit une autre
relation d’e´quivalence note´e  ∼l  3 ([28], p. 58) telle que
(E1, A1) ∼l (E2, A2) ⇔ E1 = Q1E2Q2 et A1 = Q1A2Q2 −Q1E2W,
2. g pour global.
3. l pour local.
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ou` W ∈ Rn×n. Cette relation d’e´quivalence regarde le comportement local de la paire de matrices
(E1(t), A1(t)) (autour d’un point t) ; on suppose que localement, les fonctions E1(t) et A1(t)
sont constantes.
– Dans le cadre de la relation  ∼l , on e´tablit que
(E(t), A(t)) ∼l


Is 0 0 0
0 Ir−s 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 ,

0 0 0 0
0 0 0 0
0 0 Ia 0
Is 0 0 0
0 0 0 0

 . (1.19)
Cette forme de la paire de matrices permet de de´terminer les invariants locaux r (le rang
de E), a (le nombre d’e´quations alge´briques) et s (l’e´trangete´).
– Dans le cadre de la relation  ∼g , on e´tablit que
(E(t), A(t)) ∼g


Is 0 0 0
0 Ir−s 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 ,

0 B1(t) 0 B2(t)
0 0 0 B3(t)
0 0 Ia 0
Is 0 0 0
0 0 0 0

 . (1.20)
Les expressions (1.19) et (1.20) sont des formes canoniques ge´ne´ralise´es. Elles sont utilise´es
afin de re´soudre (1.15). Notons qu’il est possible d’exhiber d’autres formes canoniques (on peut
consulter par exemple les travaux de M. P. Que´re´ et G. Villard [45]).
Remarque 3
L’e´trangete´ est une notion qui permet de ge´ne´raliser l’indice de diffe´rentiation. L’inte´reˆt de
cette notion sera aborde´ dans la section suivante.
1.3.3 Re´solution du proble`me line´aire a` coefficients variables
On commence par transformer la paire matricielle (E(t), A(t)) (e´ventuellement non carre´e)
via (1.19), puis on transforme cette nouvelle paire obtenue via (1.20). Observons la forme
de´veloppe´e de (1.20) 
X˙1 = B1(t)X2 +B2(t)X4 + f1
X˙2 = B3(t)X4 + f2
0 = X3 + f3
0 = X1 + f4
0 = f5.
(1.21a)
(1.21b)
(1.21c)
(1.21d)
(1.21e)
En de´rivant (1.21d) et en injectant ceci dans (1.21a), on a
0 = B1(t)X2 +B2(t)X4 + f1 + f˙4
X˙2 = B3(t)X4 + f2
0 = X3 + f3
0 = X1 + f4
0 = f5.
(1.22)
On vient de de´finir une e´tape d’une me´thode ite´rative. A` chaque pas de ce processus, on exhibe
un triplet (rk, ak, sk). On peut montrer que la suite (rp, ap, sp)p∈N? mise en avant par la me´thode
devient stationnaire a` partir d’un certain rang, note´ νE ([28], p. 73).
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The´ore`me 5
On conside`re le proble`me (1.15) (e´ventuellement sa version sous ou sur-de´termine´e). La
me´thode pre´ce´demment de´crite s’ache`ve en un nombre fini d’e´tapes. Plus pre´cise´ment, la
me´thode, qui se termine au bout de νE ite´rations, ou` νE de´signe le rang a` partir duquel la
suite (rp, ap, sp)p∈N? devient stationnaire, fournit une EDA de la forme
X˙1 = A1(t)X3 + f1
0 = X2 + f2
0 = f3,
(1.23)
ou` les fi sont de´termine´s par les de´rive´es de f .
Remarque 4
Pour des proble`mes carre´s, la partie libre X3 ne figure plus dans (1.23). Dans ce cas, la
condition de compatibilite´ 0 = f3 disparait e´galement et sous re´serve de la consistance des
conditions initiales, le proble`me posse`de une unique solution ([28], p. 74 - 75).
Indice d’e´trangete´. La quantite´ νE est nomme´e indice d’e´trangete´ [26]. Cet indice ge´ne´ralise
la notion d’indice de diffe´rentiation pour des syste`mes rectangulaires (quand il n’y a donc plus
unicite´ de la solution), c’est-a`-dire qu’il correspond au nombre de de´rivations ne´cessaires pour
e´crire X˙ comme fonction continue de X. Il posse`de une autre proprie´te´ : il donne un indice qui
sera e´gal tant pour les EDOs que pour les e´quations alge´briques. L’indice de diffe´rentiation vaut
toujours 0 pour une EDO et 1 pour un syste`me alge´brique. Cette diffe´rence est gomme´e avec
l’indice d’e´trangete´ ; il est nul pour les EDOs et pour les e´quations alge´briques.
1.3.4 Illustration de la me´thode de Kunkel-Mehrmann
Observons l’exemple (1.18) : {
−tx˙1 + t2x˙2 = −x1
−x˙1 + tx˙2 = −x2,
(1.24a)
(1.24b)
ou` la paire matricielle (E(t), A(t)) =
([−t t2
−1 t
]
,
[−1 0
0 −1
])
. En multipliant l’e´quation (1.24b)
par t et en comparant par rapport a` (1.24a), on obtient l’e´quation alge´brique 0 = −x1 + tx2.
Le proble`me (1.24) est e´quivalent a`{
−x˙1 + tx˙2 = −x2
0 = −x1 + tx2,
c’est-a`-dire (E(t), A(t)) ∼g
([−1 t
0 0
]
,
[
0 −1
−1 t
])
. On pose a` pre´sent y1 = x1− tx2 et y2 = x2.
Ainsi, (1.24) devient {
y˙1 = 0
0 = y1,
ou` (E(t), A(t)) ∼g
([
1 0
0 0
]
,
[
0 0
1 0
])
. Le passage de (1.21) a` (1.22) fournit l’e´quation 0 = y1.
L’indice d’e´trangete´ vaut donc 1.
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1.4 Me´thode des projections
La me´thode des projections consiste, comme son nom tend a` l’indiquer, a` de´composer le
vecteur X solution de (1.1) (respectivement (1.15)) en une somme de projete´s par rapport aux
noyaux (et aux images) de matrices particulie`res, la premie`re e´tant la matrice coefficient de X˙
dans (1.1) (respectivement (1.15)).
Par souci de clarte´, nous de´taillerons la de´composition effectue´e pour un proble`me du type
(1.1) d’indice de Kronecker νK = 1, puis nous indiquerons la ge´ne´ralisation aux proble`mes
(1.15) d’indice de Kronecker νK > 1. Enfin, nous donnerons les re´sultats obtenus dans le cadre
de proble`mes line´aires a` coefficients variables ou` la notion d’indice de trac¸abilite´ sera introduite.
1.4.1 EDAs line´aires a` coefficients constants
1.4.1.1 Indice de Kronecker e´gal a` 1
On regarde le syste`me line´aire a` coefficients constants re´gulier (1.1), en commenc¸ant par un
proble`me d’indice de Kronecker νK = 1. Le principe de la me´thode des projections peut en effet
eˆtre extrait de ce contexte fondamental.
On se munit d’un projecteur Q (i.e. une matrice idempotente) sur le noyau de E.
Remarque 5
La proprie´te´ d’idempotence permet de montrer que pour tout projecteur Q, la relation de
transversalite´ Rn = kerQ ⊕ imQ est satisfaite. On peut notamment se re´fe´rer a` l’ouvrage
de C. D. Meyer ([31], p. 394).
On e´tablit un lien entre la re´gularite´ de la paire matricielle (E,A) et la re´gularite´ de la matrice
E¯ = E +AQ. Commenc¸ons par de´montrer le re´sultat suivant :
Proposition 2 ([18])
L’indice de la paire matricielle (E,A) relative au proble`me (1.1) est e´gal a` 1 si et seulement
si
x ∈ kerE et Ax ∈ imE ⇒ x = 0.
Preuve - Supposons que la paire matricielle (E,A) est d’indice 1, autrement dit l’indice de la
matrice E := E−1A E vaut 1. Cela se traduit par la relation de transversalite´ (C. D. Meyer [31],
p. 394) Rn = ker E ⊕ im E . On conside`re d’une part x ∈ Rn tel que x ∈ kerE. Par de´finition de
E , on a e´galement
x ∈ ker E . (1.25)
D’autre part, soit y ∈ Rn tel que Ax = Ey. Puisque EAx = λEx + Ax = Ax, on a EAx = Ey
et par inversibilite´ de EA, on obtient x = Ey, autrement dit
x ∈ im E . (1.26)
La relation de transversalite´ ainsi que les re´sultats (1.25) et (1.26) fournissent x = 0.
Re´ciproquement, on conside`re que l’implication (x ∈ kerE etAx ∈ imE ⇒ x = 0) est satis-
faite. Supposons que l’indice de la paire matricielle (E,A) est strictement supe´rieur a` 1. En
utilisant la forme de Jordan, on e´tablit
E = R
[J 0
0 N
]
R−1,
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ou` J est une matrice inversible, N est une matrice nilpotente et R une matrice de passage. On
sait donc par hypothe`se que la matrice nilpotente N n’est pas la matrice nulle. De ce fait, il
existe y 6= 0 tel que : [J 0
0 N
]
y 6= 0 et
[J 2 0
0 N 2
]
y = 0.
On pose x = ERy. Par construction, x = R
[J 0
0 N
]
y 6= 0. Or
Ex = EERy
= EAE
−1
A EE
−1
A ERy
= EAR
[J 0
0 N
]
R−1R
[J 0
0 N
]
R−1Ry
= EAR
[J 2 0
0 N 2
]
y
= 0.
Ainsi,
x ∈ kerE. (1.27)
De plus, Ax = EAx = EAERy = EAE−1A ERy = ERy. Autrement dit,
Ax ∈ imE. (1.28)
Graˆce aux re´sultats (1.27) et (1.28), on en de´duit que x = 0, ce qui est en contradiction avec la
de´finition de x. Par conse´quent, l’indice de la paire matricielle est infe´rieur a` 1. Mais il ne peut
eˆtre nul car la matrice E n’est pas inversible ; il vaut de fait 1.
Nous pouvons a` pre´sent montrer le re´sultat suivant :
Proposition 3
Soit (E,A) une paire matricielle re´gulie`re et Q un projecteur sur kerE. On a alors la
caracte´risation suivante :
(E,A) est d’indice 1 ⇔ E¯ est inversible.
Preuve - Graˆce a` la proposition 2, il suffit de montrer que x ∈ kerE et Ax ∈ imE ⇒ x = 0
e´quivaut a` det E¯ 6= 0.
On commence par supposer que la matrice E¯ est singulie`re. Soit x un vecteur non nul
de son noyau. On pose xQ = Qx. Clairement, xQ ∈ kerE (par de´finition de Q). De plus,
AxQ = AQx = −Ex ; ainsi AxQ ∈ imE. Il reste a` remarquer que xQ ne peut eˆtre nul. Si tel
e´tait le cas, alors x ∈ kerQ. Comme Ex = −AQx = −AxQ = 0, x appartient e´galement a`
kerE = imQ. On en de´duit que x = 0 ce qui contredit l’hypothe`se initiale. Ainsi, xQ 6= 0. Par
contraposition, une premie`re implication est prouve´e.
De´montrons la seconde implication e´galement par contraposition. Soit y un vecteur non nul
tel que Ey = 0 et Ay = Ex. Puisque y est de´ja` dans le noyau de E, on a Qy = y. Il reste a`
fournir un vecteur yQ non nul tel que E¯yQ = 0. On pose pour cela yQ = y− (I−Q)x. Un tel yQ
ne peut eˆtre nul. En effet, si tel e´tait le cas, alors y ∈ im(I −Q). Or y appartient de´ja` a` imQ ;
en conse´quence y = 0, ce qui contredit l’hypothe`se initiale. Ainsi, E¯yQ = Ey − E(I − Q)x +
AQy −AQ(I −Q)x = −Ex+Ay = 0. La matrice E¯ est donc singulie`re.
Cette caracte´risation permet de de´coupler le proble`me (1.1).
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The´ore`me 6 (R. Ma¨rz [35])
On conside`re le proble`me re´gulier (1.1). Soit Q un projecteur sur kerE, P = I − Q,
XQ = QX, XP = PX et E¯ = E + AQ. Si la paire matricielle (E,A) est d’indice de
Kronecker 1, alors (1.1) est e´quivalent a`{
X˙P = PE¯
−1AXP + PE¯−1f
XQ = −QE¯−1AXP −QE¯−1f.
(1.29)
Preuve - On commence par e´crire X = (I − Q + Q)X = (P + Q)X = XP + XQ. En pre´-
multipliant (1.1) par E¯−1 et en y injectant la nouvelle expression de X, on parvient a`
E¯−1EX˙P + E¯−1EX˙Q = E¯−1AXP + E¯−1AXQ + E¯−1f. (1.30)
Par de´finition de Q, on a EQ = 0 et QP = Q(I−Q) = Q−Q2 = 0. Ainsi, E¯P = (E+AQ)P =
EP +AQP = E(I−Q) = E et E¯Q = (E+AQ)Q = EQ+AQ2 = AQ. On en de´duit E¯−1E = P
et E¯−1AQ = Q. (1.30) devient alors
X˙P = E¯
−1AXP +XQ + E¯−1f. (1.31)
En pre´-multipliant (1.31) par P (respectivement par Q), on obtient la premie`re (respectivement
la deuxie`me) e´quation de (1.29).
L’e´quation (1.31) est appele´e EDO sous-jacente du proble`me (1.1) (bien qu’elle diffe`re de
l’e´quation (1.17) pareillement nomme´e).
Si l’inconnue X est suffisamment re´gulie`re, le the´ore`me pre´ce´dent devient en re´alite´ une
caracte´risation (R. Riaza [51], p. 30− 33).
1.4.1.2 Exemple
La the´orie des circuits e´lectriques fournit de nombreux exemples d’utilisation des EDAs (S.
Schulz [54]).
u(t)
iU
x1
R
UR
iR x2
CUC
iC
Figure 1.2 – Circuit URC
Mode´lisation - On ajoute au circuit RC (figure 1.1) une source de tension u(t). La capacite´ C
du condensateur est suppose´e strictement positive. La loi des nœuds applique´e au circuit URC
(Figure 1.2) se traduit par iU = iR = iC . Quant a` la loi des mailles, elle fournit u(t) = uR +uC .
Par analyse du circuit, on e´crit 
u(t) = x1
uR = x1 − x2
uC = x2.
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En appliquant les meˆmes re`gles que pour le circuit RC (figure 1.1), on parvient au syste`me
Cx˙2 = R
−1 (x1 − x2)
0 = iR −R−1 (x1 − x2)
0 = x1 − u(t).
(1.32)
Appliquons la me´thode des projections a` l’EDA pre´ce´dente : le proble`me (1.32) est mode´lise´
par une EDA du type (1.1), ou`
E =
0 C 00 0 0
0 0 0
 , A =
 R−1 −R−1 0−R−1 R−1 1
1 0 0
 , X =
x1x2
iR
 et f =
 00
−u(t)
 .
On note
Q =
1 0 00 0 0
0 0 1
 , XQ =
x10
iR
 , P =
0 0 00 1 0
0 0 0
 et XP =
 0x2
0
 .
Un simple calcul montre que la paire matricielle (E,A) est re´gulie`re d’indice 1. Par conse´quent,
la matrice E¯ est inversible (det E¯ = C) :
E¯−1 =
 0 0 1C−1 0 −(RC)−1
0 1 R−1
 .
On utilise ensuite les re´sultats du the´ore`me pre´ce´dent ; la premie`re e´quation de (1.29) fournit
x˙2 = − x2
RC
+
u(t)
RC
·
Quant a` l’e´quation alge´brique de (1.29), elle devientx1 = u(t)iR = −x2
R
+
u(t)
R
·
Il suffit alors de re´soudre l’e´quation diffe´rentielle en x2, puis d’injecter l’expression obtenue dans
la seconde e´quation alge´brique pour exprimer iR.
1.4.1.3 Indices supe´rieurs
On peut ge´ne´raliser ce proce´de´ au proble`me (1.1) d’indice de Kronecker νK quelconque (R.
Ma¨rz [36]). On commence par de´finir une suite de paires matricielles (En, An)n∈N telle que
(E0, A0) = (E,A) et (Ei+1, Ai+1) = (Ei +AiQi, AiQi) pour tout i, ou` Qi est un projecteur sur
kerEi. On obtient une caracte´risation similaire entre l’indice de la paire matricielle (E,A) et
les projecteurs :
Proposition 4
Soit (E,A) une paire matricielle re´gulie`re. On conside`re la suite (En, An)n∈N pre´ce´demment
de´finie. On a alors la caracte´risation suivante :
(E,A) est d’indice νK ⇔ Ei est singulie`re pour tout i < νK et EνK est inversible.
Cette proposition permet d’e´tablir le re´sultat suivant :
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The´ore`me 7 (R. Riaza [51])
On conside`re le proble`me re´gulier (1.1). Soit (En, An)n∈N la suite pre´ce´demment de´crite.
On pose X = U + V1 + · · ·+ VνK−1. Si la paire matricielle (E,A) est d’indice de Kronecker
νK , alors (1.1) est e´quivalent a`
U˙ = P0 . . . PνK−1G
−1
νK
AU + P0 . . . PνK−1G
−1
νK
f
Vk = −KkU +
νK−1∑
j=k+1
NkjV˙j + Lkf,
(1.33)
pour tout k = νK − 1, . . . , 1, avec
Kk = P0 . . . Pk−1QkPk+1 . . . PνK−1G−1νKA,
Nkj = P0 . . . Pk−1QkPk+1 . . . Pj−1Qj ,
Lk = P0 . . . Pk−1QkPk+1 . . . PνK−1G−1νK ,
G−1νK e´tant une correction de E
−1
νK
.
Le the´ore`me pre´ce´dent permet ainsi de re´soudre le proble`me re´gulier (1.1) ; on re´sout en premier
lieu l’EDO portant sur U dans (1.33), puis on de´termine VνK−1, VνK−2, . . ., V1.
1.4.2 Cadre line´aire a` coefficients variables
La me´thode des projections peut s’e´tendre, non sans effort, aux EDAs line´aires a` coefficients
variables (1.15). En suivant le meˆme type de raisonnement, on parvient a` un re´sultat de forme
similaire a` celui obtenu pour l’e´quation (1.1). L’indice de Kronecker n’e´tant plus de´fini dans
le contexte a` coefficients variables, on l’e´tend par la notion d’indice de trac¸abilite´ (on peut se
re´fe´rer a` R. Riaza [51], S. Schulz [54] p. 14− 19).
1.5 Me´thode de Jacobi-Pryce
1.5.1 Motivation
On souhaite e´tudier un proble`me ge´ne´ral de la forme F (X,Y ) = 0. On sait que si la
diffe´rentielle de F par rapport a` Y est inversible, alors on peut e´crire Y comme une fonction
continue de X. L’ensemble {(X,Y ) | F (X,Y ) = 0} de´finit dans ce cas une varie´te´ diffe´rentielle.
Reprenons l’exemple (1.11) 
C (x˙2 − x˙3) = R−1 (x1 − x2)
0 = x1 − x3 − U
0 = x3,
qui peut s’e´crire comme F (X,Y ) = 0, ou`
X =
(
x2
x3
)
, Y =
x1x˙2
x˙3
 et F (X,Y ) =
R−1 (x1 − x2)− C (x˙2 − x˙3)x1 − x3 − U
x3
 .
Il n’est pas possible ici d’exprimer Y comme une fonction continue de X car la diffe´rentielle
DY F (X,Y ) =
R−1 −C C1 0 0
0 0 0
 n’est pas inversible. L’ensemble {(X,Y ) | F (X,Y ) = 0} n’est
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pas une varie´te´ diffe´rentielle.
La me´thode de Pryce [44] propose une analyse structurelle des EDAs. Cette analyse consiste
a` de´terminer les variables et les e´quations qui doivent eˆtre de´rive´es afin de re´duire l’ensemble
{(X,Y ) | F (X,Y ) = 0} a` une varie´te´ diffe´rentielle. On pourra alors modifier X, Y et F (X,Y ) a`
cet effet. La me´thode de Pryce est une ge´ne´ralisation de la me´thode de Pantelides [41] et retrouve
la me´thode de Jacobi (on peut consulter [40]). Cette me´thode est utilise´e pour de´terminer les
solutions des EDAs via les se´ries de Taylor ; on peut se re´fe´rer aux travaux de J.D. Pryce [43],
de J.D. Pryce et N.S. Nedialkov ([37], [38] et [39]) et de S. Iles [25]. Nous nous concentrons
uniquement dans cette section sur l’aspect de re´duction des EDAs par la me´thode de Pryce.
1.5.2 Proble`me initial
On pose f1(X,Y ) = R
−1 (x1 − x2)−C (x˙2 − x˙3), f2(X,Y ) = x1− x3−U et f3(X,Y ) = x3.
On cherche deux vecteurs c ∈ R3 et d ∈ R3 tels que l’on puisse re´duire l’ensemble
{(X,Y ) | f1 = 0, f2 = 0, f3 = 0}
a` une varie´te´ diffe´rentielle du type
V = {(x1, . . . , x(d1)1 , x2, . . . , x(d2)2 , x3, . . . , x(d3)3 ) |
f1 = 0, . . . , f
(c1)
1 = 0, f2 = 0, . . . , f
(c2)
2 = 0, f3 = 0, . . . , f
(c3)
3 = 0}.
On cherche par ailleurs a` ce que la dimension de V soit minimale, a` condition que dj − ci soit
supe´rieur ou e´gal a` l’ordre de la de´rive´e de la variable j dans l’e´quation fi(X,Y ) = 0 (sans
quoi il y aurait une contradiction). On note cet ordre σij . On doit conside´rer en de´finitive le
proble`me de minimisation sous contrainte suivant
min
dj − ci > σij
 3∑
j=1
dj −
3∑
i=1
ci
 .
1.5.3 Proble`me dual
Pour re´soudre le proble`me initial qui est un proble`me d’optimisation discre`te, on passe par
le proble`me dual suivant :
maxC
∑
σijξij , C =
ξij > 0 | ∑
i
ξij =
∑
j
ξij = 1
 .
On commence par e´tablir la matrice d’ordre des de´rive´es Σ = (σij)16i,j63. Cette matrice
de´termine le poids de chaque variable dans chaque e´quation en fonction de son degre´ de
de´rivation (quand la variable n’apparaˆıt pas, σij = −∞). On obtient
Σ1 =
 0 1 10 −∞ 0
−∞ −∞ 0
 .
On re´sout ensuite le proble`me dual en conside´rant les diffe´rentes fac¸ons de sommer les coefficients
de la matrice d’ordre des de´rive´es (pour respecter la contrainte C). Ceci revient a` conside´rer les
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six matrices (de permutation) suivantes, en leur associant les coefficients correspondants de la
matrice Σ1 et en sommant ces derniers :1 0 00 1 0
0 0 1
 −→
 0 1 10 −∞ 0
−∞ −∞ 0
 −→ 0−∞+ 0 = −∞,
1 0 00 0 1
0 1 0
 −→
 0 1 10 −∞ 0
−∞ −∞ 0
 −→ 0 + 0−∞ = −∞,
0 1 01 0 0
0 0 1
 −→
 0 1 10 −∞ 0
−∞ −∞ 0
 −→ 1 + 0 + 0 = 1 ,
0 0 11 0 0
0 1 0
 −→
 0 1 10 −∞ 0
−∞ −∞ 0
 −→ 1 + 0−∞ = −∞,
0 1 00 0 1
1 0 0
 −→
 0 1 10 −∞ 0
−∞ −∞ 0
 −→ 1 + 0−∞ = −∞,
0 0 10 1 0
1 0 0
 −→
 0 1 10 −∞ 0
−∞ −∞ 0
 −→ 1−∞−∞ = −∞.
Le maximum (e´gal a` 1) est atteint en faisant σ12 + σ21 + σ33, soit pour le jeu de coordonne´es
S1 = ({1, 2}, {2, 1}, {3, 3}). Le proble`me dual est ainsi re´solu.
1.5.4 Re´solution du proble`me initial
En conside´rant le jeu de coordonne´es S1, on trouve les vecteurs c et d (qui ne sont pas
uniques en ge´ne´ral) en appliquant la proce´dure suivante : on commence par c0 = 0, puis on
de´finit les vecteurs d1 et c1 tels que d1j = maxi
(
σij + c
1
i
)
et c1i = d
1
j −σij . En ite´rant ce proce´de´,
on de´crit deux suites ck et dk. Ces suites deviennent toujours stationnaires. En notant k0 le
rang a` partir duquel ces suites sont stationnaires, on re´cupe`re c = ck0 et d = dk0 .
Ainsi,
c0 = (0, 0, 0),
d1 =
(
max
i
(σi1) ,max
i
(σi2) ,max
i
(σi3)
)
= (0, 1, 1),
c1 = (d2 − σ12, d1 − σ21, d3 − σ33) = (0, 0, 1),
d2 =
(
max
i
(σi1 + ci) ,max
i
(σi2 + ci) ,max
i
(σi3 + ci)
)
= (0, 1, 1),
c2 = (d2 − σ12, d1 − σ21, d3 − σ33) = (0, 0, 1) = c1.
Le proble`me initial est re´solu, les valeurs recherche´es sont :
d = (d1, d2, d3) = (0, 1, 1) et c = (c1, c2, c3) = (0, 0, 1).
La me´thode de Pryce indique ensuite la construction du syste`me tenant compte des e´quations
de´rive´es. De par les indices pre´ce´demment trouve´s, on en de´duit qu’il faut de´river la dernie`re
e´quation une fois, et que toutes les variables apparaissent ainsi que leurs premie`res de´rive´es sauf
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x˙1. On obtient 
C(x˙3 − x˙2)−R−1(x2 − x1) = 0
x1 − x3 − U = 0
x3 = 0
x˙3 = 0.
On re´serve l’e´quation x3 = 0 et le reste du proble`me s’e´crit
C(x˙3 − x˙2)−R−1(x2 − x1) = 0
x1 − U = 0
x˙3 = 0.
On remarque qu’il est maintenant possible d’exprimer Y =
x1x˙2
x˙3
 en fonction de X = (x2
x3
)
:
en posant
F¯ (X,Y ) =
C(x˙3 − x˙2)−R−1(x2 − x1)x1 − U
x˙3
 ,
on a
DY F¯ (X,Y ) =
R−1 −C C1 0 0
0 0 1

qui est inversible. On est parvenu au but escompte´.
Remarque 6
Les calculs sont simplifie´s puisque l’exemple est line´aire. En toute ge´ne´ralite´, il faut utiliser
le the´ore`me des fonctions implicites pour pouvoir exprimer certaines variables en fonction
d’autres.
1.5.5 Illustration avec le pendule simple
Reprenons les e´quations mode´lisant les oscillations d’un pendule simple en dimension n = 2 :
on a F (X,Y ) = 0, ou` X =
(
x
y
)
, Y =
x¨y¨
λ
 et F (X,Y ) =
 x¨+ λxy¨ + λy − g
x2 + y2 − 1
. On remarque que la
matrice DY F¯ (X,Y ) =
1 0 x0 1 y
0 0 0
 est singulie`re. Appliquons la me´thode de Pryce : commenc¸ons
par e´crire la matrice d’ordre des de´rive´es :
Σ2 =
 2 −∞ 0−∞ 2 0
0 0 −∞
 .
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Re´solvons le proble`me dual :1 0 00 1 0
0 0 1
 −→
 2 −∞ 0−∞ 2 0
0 0 −∞
 −→ 2 + 2−∞ = −∞,
1 0 00 0 1
0 1 0
 −→
 2 −∞ 0−∞ 2 0
0 0 −∞
 −→ 2 + 0 + 0 = 2 ,
0 1 01 0 0
0 0 1
 −→
 2 −∞ 0−∞ 2 0
0 0 −∞
 −→ −∞−∞−∞ = −∞,
0 0 11 0 0
0 1 0
 −→
 2 −∞ 0−∞ 2 0
0 0 −∞
 −→ 0−∞+ 0 = −∞,
0 1 00 0 1
1 0 0
 −→
 2 −∞ 0−∞ 2 0
0 0 −∞
 −→ −∞+ 0 + 0 = −∞,
0 0 10 1 0
1 0 0
 −→
 2 −∞ 0−∞ 2 0
0 0 −∞
 −→ 0 + 2 + 0 = 2 .
Le maximum (e´gal a` 2) est atteint pour les jeux de coordonne´es S1 = ({1, 1}, {2, 3}, {3, 2}) et
S2 = ({1, 3}, {2, 2}, {3, 1}). Utilisons par exemple S1 pour re´soudre le proble`me initial :
c0 = (0, 0, 0),
d1 =
(
max
i
(σi1) ,max
i
(σi2) ,max
i
(σi3)
)
= (2, 2, 0),
c1 = (d1 − σ11, d3 − σ23, d2 − σ32) = (0, 0, 2),
d2 =
(
max
i
(σi1 + ci) ,max
i
(σi2 + ci) ,max
i
(σi3 + ci)
)
= (2, 2, 0),
c2 = (d1 − σ11, d3 − σ23, d2 − σ32) = (0, 0, 2) = c1.
Le proble`me d’optimisation est re´solu, les valeurs recherche´es sont :
d = (d1, d2, d3) = (2, 2, 0) et c = (c1, c2, c3) = (0, 0, 2).
On construit le syste`me tenant compte des e´quations de´rive´es :
x¨+ λx = 0
y¨ + λy − g = 0
x2 + y2 − 1 = 0
2xx˙+ 2yy˙ = 0
2xx¨+ 2yy¨ + 2x˙2 + 2y˙2 = 0.
Le syste`me se re´sout en commenc¸ant par l’e´quation x2 + y2 − 1 = 0 (utilisation du the´ore`me
des fonctions implicites pour exprimer l’une des variables en fonction de l’autre). On exprime
par exemple y en fonction de x. On utilise en suite l’e´quation 2xx˙+ 2yy˙ = 0, ou` on exprime y˙
28
1.6 Me´thode de Rabier-Rheinboldt
en fonction de x et x˙. On termine avec les trois dernie`res e´quations
x¨+ λx = 0
y¨ + λy − g = 0
2xx¨+ 2yy¨ + 2x˙2 + 2y˙2 = 0.
On pose
F¯ (X,Y ) =
 x¨+ λxy¨ + λy − g
2xx¨+ 2yy¨ + 2x˙2 + 2y˙2
 .
La matrice DY F¯ (X,Y ) =
 1 0 x0 1 y
2x 2y 0
 est inversible (detDY F¯ (X,Y ) = −2). On peut donc
exprimer (x¨, y¨, λ) en fonction de (x, x˙, y, y˙).
1.6 Me´thode de Rabier-Rheinboldt
Nous adoptons dans cette section un point de vue ge´ome´trique ; nous conside´rons les EDAs
comme des e´quations diffe´rentielles de´finies sur des varie´te´s diffe´rentielles [50]. Les EDAs sont
des e´quations diffe´rentielles sous contraintes ; il est donc possible et naturel d’envisager leur
e´tude vis-a`-vis des varie´te´s diffe´rentielles. Nous de´crivons essentiellement les travaux de P. J.
Rabier et W. C. Rheinboldt [48] repris par R. Riaza [51] concernant une me´thode globale
de re´duction des proble`mes quasi-line´aires
E(X)X˙ = f(X), (1.34)
ou` E : I → Rn×n est une matrice singulie`re de rang constant r sur I ⊂ R et f : I → Rn.
On suppose que les fonctions E et f sont suffisamment re´gulie`res. L’accent est porte´ sur des
proble`mes autonomes bien qu’une ge´ne´ralisation aux proble`mes non-autonomes soit possible
([51], p. 123− 129).
Remarque 7
Nous omettrons les de´tails trop techniques de la me´thode par souci de concision.
1.6.1 Me´thode globale de re´duction - EDAs quasi-line´aires
Commenc¸ons par remarquer que si X, solution de (1.34), est une fonction de classe C1(I,O0),
ou` O0 est un ouvert de Rn, alors
X ∈ O1 = {x ∈ O0 | f(x) ∈ imE(x)}.
Pour pouvoir manipuler l’espace O1, il est ne´cessaire d’en connaˆıtre la structure. Il se trouve
que sous certaines hypothe`ses ge´ne´rales, O1 est une sous-varie´te´ de dimension r de O0.
De´finissons ensuite l’application Λ : TO0 ' O0×Rn → Rn telle que Λ(x, p) = E(x)p−f(x).
On de´signe par TO0 le fibre´ tangent de O0 qui correspond a` l’union disjointe des espaces
tangents en tous les points de O0. On pose M0 = Λ−1(0) et pi : Rn × Rn → Rn la projection
sur la premie`re composante, de sorte que pi (M0) = O1. Il est clair que si X est une solution de
(1.34), alors
(X, X˙) ∈M0. (1.35)
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On a mis ainsi en avant deux varie´te´s diffe´rentielles O0 et M0. Le me´canisme de la me´thode
globale de re´duction va construire, par un jeu de restrictions, deux suites de varie´te´s (Ok)k∈N
et (Mk)k∈N, dont les premiers termes sont pre´cise´ment O0 et M0. Il est ne´cessaire de reque´rir
aux deux hypothe`ses suivantes :
1. La matrice E(x) est de rang constant r 6 n, pour tout x ∈ O1.
2. L’application Λ(x, p) est une submersion sur M0.
La seconde hypothe`se impose a` la de´rive´e Λ˙ d’eˆtre de rang maximal n (de rang plein) pour
chaque point de M0. Ceci permet l’utilisation du the´ore`me des fonctions implicites, notamment
pour exhiber des parame´trisations locales des varie´te´s.
L’ide´e est de proce´der par restrictions successives. Le vecteur X˙ doit eˆtre tangent a` O1 (de
meˆme qu’a` O0). Par conse´quent, puisque X ∈ O1, on doit avoir
(X, X˙) ∈ TO1. (1.36)
Les conditions (1.35) et (1.36) imposent
(X, X˙) ∈M1 = TO1 ∩M0 = Λ|−1TO1(0).
On vient de de´terminer les termes O1 et M1 des suites (Ok)k∈N et (Mk)k∈N. Par ailleurs,
X ∈ O2 = pi (M1) = {x ∈ O1 | f(x) ∈ imE(x)|TxO1}.
Si le meˆme type d’hypothe`ses s’appliquent sur les restrictions E(x)|TxO1 et Λ|TO1 , alors O2
de´finit une sous-varie´te´ de O1 de dimension r1, ou` r1 est e´gal au rang de la matrice E(x)|TxO1 .
En ite´rant ce proce´de´, on parvient a` construire les suites de varie´te´s diffe´rentielles (Ok)k∈N et
(Mk)k∈N :
Ok+1 = {x ∈ Ok | f(x) ∈ imE(x)|TxOk}
et
Mk+1 = Λ|−1TOk+1(0).
1.6.2 Indice ge´ome´trique
Dans de telles conditions (validite´ des hypothe`ses pre´ce´demment de´crites), les deux suites
exhibe´es deviennent stationnaires pour un certain entier νG, ve´rifiant
M0 ⊃M1 ⊃ · · · ⊃MνG = MνG+1, O0 ⊃ O1 ⊃ · · · ⊃ OνG ⊇ OνG+1 = OνG+2.
De´finition 4 (Indice ge´ome´trique)
Le rang νG a` partir duquel la suite (Mk)k∈N devient stationnaire (dans le sens d’e´galite´ entre
varie´te´s) est appele´ indice ge´ome´trique du proble`me (1.34).
Pour retrouver les solutions de (1.34), on peut faire appel aux parame´trisations locales. Il est
ainsi possible de de´crire les solutions de (1.34) en terme d’e´quations re´duites.
1.6.3 Illustration
Observons le proble`me sous forme d’Hessenberg suivant
x˙ = a(x, y, z)
y˙ = b(x, y)
0 = c(y).
(1.37)
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On se place directement sur la varie´te´ de´finie par l’e´quation 0 = c(y). On peut bien entendu
e´crire cette varie´te´ comme O0 = {(x, y, z) ∈ R3 | 0 = c(y)}. Par simple de´rivation de la
contrainte 0 = c(y), on obtient 0 = c˙(y)y˙ = c˙(y)b(x, y). Le fait de de´river puis de substituer
y˙ par b(x, y) correspond a` la phase de restriction pre´ce´demment e´voque´e. On obtient ainsi
O1 = {(x, y, z) ∈ R3 | 0 = c(y), 0 = c˙(y)b(x, y)}. De la meˆme manie`re, on a O2 = {(x, y, z) ∈
R3 | 0 = c(y), 0 = c˙(y)b(x, y), 0 = c¨(y)b2(x, y) + c˙(y) (bx(x, y)a(x, y, z) + by(x, y)b(x, y)}. En
supposant que c˙(y)bx(x, y)az(x, y, z) est inversible, on est en mesure d’exprimer z˙ en fonction
de x et y ; en effet, on a
z˙ = −b
3c(3) + 3bc¨ (abx + bby) + c˙
(
a2bxx + 2abbxy + b
2byy + abx (ax + by) + b
(
aybx + b
2y
))
azbxc˙
= d(x, y, z).
La solution du proble`me (1.37) doit donc satisfaire l’EDO
x˙ = a(x, y, z)
y˙ = b(x, y)
z˙ = d(x, y, z),
tout en vivant sur la varie´te´ O2. Pour pouvoir exprimer cette solution, on passe par les cartes
locales de la varie´te´.
1.7 E´limination diffe´rentielle
L’alge`bre diffe´rentielle, initialement de´veloppe´e par J. Ritt [52], fournit des outils per-
mettant la re´solution de syste`mes polynomiaux diffe´rentiels. Un processus symbolique, ap-
pele´ algorithme de Rosenfeld-Gro¨bner, permet entre autres de traiter certaines EDAs [56] par
des techniques relatives a` l’e´limination diffe´rentielle. Cette dernie`re peut eˆtre vue comme une
ge´ne´ralisation de l’e´limination gaussienne aux syste`mes d’e´quations diffe´rentielles polynomiales.
1.7.1 Contexte
Dressons un rapide portrait des diffe´rentes techniques d’e´limination (on peut se re´fe´rer a` F.
Boulier [6]) :
– E´limination gaussienne : On souhaite re´soudre un syste`me line´aire posse´dant n e´quations.
A` l’aide du pivot de Gauss, on triangularise le syste`me afin de faciliter sa re´solution : on
e´limine par exemple x1 dans les n−1 dernie`res e´quations, x2 dans les n−2 dernie`res, etc.
On arrive ainsi a` un syste`me triangulaire de la forme
a11x1 + a12x2 + · · ·+ a1nxn = b1
a22x2 + · · ·+ a2nxn = b2
...
annxn = bn.
Cette technique revient a` de´terminer une base triangulaire avec laquelle il est possible
d’exprimer les solutions du syste`me.
– E´limination alge´brique : Pour un syste`me polynomial, on peut ge´ne´raliser le principe
pre´ce´dent d’au moins deux fac¸ons. La premie`re consiste a` utiliser les bases de Gro¨bner
[14]. Dans ce cadre, on classe les monoˆmes entre eux suivant un ordre dit admissible.
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Une base de Gro¨bner est ainsi un syste`me de re´e´criture confluent qui re´e´crit un monoˆme
en une combinaison line´aire de monoˆmes plus petits pour l’ordre admissible fixe´. En
un certain sens, on obtient un syste`me triangulaire, si l’on voit les monoˆmes comme
des variables inde´pendantes. La deuxie`me consiste a` fixer un ordre sur les variables et
calculer un ou plusieurs ensembles triangulaires dont la re´union est e´quivalente au syste`me
initial. On peut se re´fe´rer a` M. Moreno Maza [34]. Ces ensembles sont triangulaires
dans le sens ou` deux polynoˆmes ont toujours des variables principales diffe´rentes. Ces
ensembles triangulaires sont plus pre´cise´ment des chaˆınes re´gulie`res ([3] et [9] ainsi que
leurs re´fe´rences).
– E´limination diffe´rentielle : Dans le contexte des syste`mes polynomiaux diffe´rentiels, les
bases de Gro¨bner ne sont pas ade´quates car elles ne constituent pas ne´cessairement des
bases engendre´es par un nombre fini d’e´le´ments. Elles sont ge´ne´ralise´es par la notion de
chaˆınes diffe´rentielles re´gulie`res [6], dont le but est, comme pour l’e´limination gaussienne,
d’obtenir des syste`mes  triangulaires  afin de re´soudre le proble`me initial.
C’est dans ce dernier contexte que prend source l’algorithme de Rosenfeld-Gro¨bner, mis au
point par F. Boulier, D. Lazard, F. Ollivier et M. Petitot ([7] et [8]), et notamment
ame´liore´ par F. Lemaire [29] et E. Hubert [24]. Sans rentrer dans son analyse, nous utilisons
directement cet algorithme sur deux exemples afin d’en extraire les ide´es principales.
1.7.2 Algorithme de Rosenfeld-Gro¨bner illustre´
Exemple 1 - Reprenons le cas (1.11)
C (x˙3 − x˙2) = R−1 (x2 − x1)
0 = x1 − x3 − U
0 = x3.
On commence par fixer un ordre sur les variables. Conside´rons par exemple l’ordre
x3 < x2 < x1 < x˙3 < x˙2 < x˙1 < · · ·
Puisque nous effectuons les calculs a` la main, nous taˆchons de les rendre aussi simples que
possible. On choisit la troisie`me e´quation du syste`me
0 = x3.
Elle est simple et ne peut se simplifier. Poursuivons avec la seconde e´quation 0 = x1 − x3 − U .
En la combinant avec l’e´quation 0 = x3, elle se simplifie en donnant
0 = x1 − U.
Quant a` la premie`re e´quation C (x˙3 − x˙2) = R−1 (x2 − x1), on peut la re´duire en utilisant
0 = x1 − U et 0 = x˙3. On obtient ainsi
−Cx˙2 = R−1(x2 − U).
Les solutions du syste`me initial (1.11) sont exactement les solutions du syste`me re´duit
−Cx˙2 = R−1(x2 − U)
0 = x1 − U
0 = x3.
Remarque 8
Un tel syste`me est une chaˆıne diffe´rentielle re´gulie`re. L’aspect triangulaire vis-a`-vis des
variables apparaˆıt ici clairement.
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Les constantes U,R et C sont conside´re´es non nulles dans l’exemple. En supposant qu’elles sont
de´clare´es de la sorte pour l’application de l’algorithme, ce dernier ne fait pas de distinction de
cas. En revanche et ce d’une manie`re ge´ne´rale, Rosenfeld-Gro¨bner distingue toutes les configu-
rations possibles, a` savoir si les variables et les constantes sont nulles ou non. On obtient ainsi
un scindage qu’il est parfois facile de repre´senter par un arbre [6].
Exemple 2 - Traitons l’exemple du pendule simple en dimension n = 2
x¨ = −λx
y¨ = g− λy
0 = x2 + y2 − 1.
En raison de la structure des e´quations a` e´tudier, on souhaite e´liminer le multiplicateur de
Lagrange λ (on obtiendra ainsi un syste`me diffe´rentiel ordinaire sur les variables x et y). On
choisit ainsi l’ordre 4 d’e´limination
y < x < y˙ < x˙ < y¨ < x¨ < · · · < λ < λ˙ < λ¨ < · · ·
Choisissons la premie`re e´quation x¨ = −λx. Si l’on souhaite exprimer la plus grande variable par
rapport aux autres, a` savoir λ (suivant l’ordre fixe´ au de´part), il faut eˆtre en mesure de diviser
par x. Une premie`re distinction de cas intervient a` ce niveau : x = 0 (cas de´ge´ne´re´) et x 6= 0
(cas non de´ge´ne´re´). Le cas de´ge´ne´re´ conduit au syste`me re´duit
0 = x
0 = y2 − 1
0 = λy − g
0 6= y.
En omettant les de´tails techniques, pre´cisons que l’ine´quation sur y ne peut eˆtre omise (entre
autres parce que si y = 0, alors g = 0, ce qui est absurde). Quant au cas non de´ge´ne´re´
λ = − x¨
x
y¨ = g− λy
0 = x2 + y2 − 1
0 6= x,
il fournit par substitution de λ = − x¨
x
dans y¨ = g− λy

λ = − x¨
x
y¨x = gx+ x¨y
0 = x2 + y2 − 1
0 6= x.
De la meˆme manie`re que pour le multiplicateur de Lagrange λ, on doit supposer que y 6= 0
pour pouvoir exprimer x¨ en fonction des autres variables (x¨ e´tant la plus grande variable de
4. Nous devrions employer le terme  classement  pour eˆtre tout a` fait exact.
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l’e´quation y¨x = gx + x¨y). Il y a donc deux nouvelles configurations : y = 0 et y 6= 0 menant
respectivement a` 
λ = − x¨
x
0 = gx
0 = x2 − 1
0 6= x
0 = y,
et

λ = − x¨
x
x¨ =
y¨x− gx
y
0 = x2 + y2 − 1
0 6= x
0 6= y.
Remarque 9
Le cas y = 0 contient clairement une contradiction.
On poursuit de fait avec le cas y 6= 0. En de´rivant deux fois l’e´quation 0 = x2 + y2 − 1 et en y
injectant l’expression x¨ =
y¨x− gx
y
, on obtient apre`s simplification
y¨ + yx˙2 + yy˙2 − gx2 = 0.
Puisqu’une premie`re de´rivation de 0 = x2 + y2 − 1 donne x˙x+ y˙y = 0, on obtient x˙2x2 = y˙2y2.
Ainsi, en multipliant l’expression y¨ + yx˙2 + yy˙2 − gx2 = 0 par x2, on est en mesure de faire
disparaitre la variable x˙ :
x2
(
y¨ + yx˙2 + yy˙2 − gx2) = 0⇔ x2y¨ + x2yx˙2 + x2yy˙2 − gx4 = 0
⇔ x2y¨ + y˙2y3 + x2yy˙2 − gx4 = 0
⇔ x2y¨ + y˙2y (x2 + y2)− gx4 = 0
⇔ x2y¨ + y˙2y − gx4 = 0
⇔ (1− y2) y¨ + y˙2y − g (1− y2)2 = 0
⇔ y¨ = g
(
1− y2)2 − y˙2y
1− y2 ·
En combinant les e´quations pre´ce´dentes, on finit par obtenir le syste`me re´duit
λ =
gy(1− y2) + y˙2
1− y2
y¨ =
g
(
1− y2)2 − y˙2y
1− y2
x2 = 1− y2.

En menant les calculs diffe´remment, on trouve λ = gy + x˙2 + y˙2 (il suffit pour cela de de´river
a` deux reprises la contrainte x2 + y2 − 1 = 0 et d’y injecter les expressions de x¨ et y¨), ce qui
fournit le second syste`me 
λ = gy + x˙2 + y˙2
y¨ = g− (gy + x˙2 + y˙2) y
x2 = 1− y2,
qui est e´galement une chaˆıne diffe´rentielle re´gulie`re. A` l’heure actuelle, on ne sait pas si une
modification de Rosenfeld-Gro¨bner permettrait de trouver ce second syste`me.
34
1.8 Autres me´thodes
1.8 Autres me´thodes
E´tant particulie`rement riche, la litte´rature au sujet des EDAs propose d’autres approches
permettant de traiter ces syste`mes diffe´rentiels implicites, notamment lorsqu’ils sont line´aires.
Un algorithme de re´duction des EDAs line´aires ou` les coefficients sont holomorphes est
propose´ par W. A. Harris, Y. Sibuya et L. Weinberg [23], ge´ne´ralisant le point de vue
aborde´ par R. J. Hanson [22]. Le syste`me line´aire (1.15) est de´couple´ en une EDA et des
e´quations alge´briques de la forme{
E1(t)X˙1 = A1(t)X1 +A2(t)X2 + f1
0 = A3(t)X1 +A4(t)X2 + f2,
ou` la matrice E1(t) est inversible. Une e´tude des coefficients Ai(t) est alors entreprise ; dans
un cas favorable (si A4(t) est inversible), une injection de la partie alge´brique dans la partie
diffe´rentielle est mise en avant, permettant ainsi de re´soudre le syste`me. Si A4(t) = 0 ou si
A4(t) 6= 0 mais non inversible, on peut se ramener au syste`me de la forme{
E¯1(t)X˙1 = A¯1(t)X1 + A¯2(t)X2 + f¯1
0 = A¯3(t)X1 + f¯2.
Si A¯3(t) est inversible, on peut exprimer X1 et il reste a` re´soudre une e´quation de la forme
A˜1X2 = f˜1.
Dans le cas contraire, on re´pe`te toute la proce´dure pre´ce´demment de´crite tant que A¯3(t) 6= 0.
Supposons donc que A¯3(t) = 0 ; on regarde le proble`me
E¯1(t)X˙1 = A¯1(t)X1 + A¯2(t)X2 + f¯1. (1.38)
Si A¯2(t) est inversible, on peut exprimer X2 en fonction du reste (X1 est pris arbitrairement).
Si A¯2(t) = 0, on obtient une EDO. Enfin, si A¯2(t) n’est pas inversible, on peut se ramener a`
un proble`me de la forme (1.38), mais de taille re´duite. Cet algorithme conside`re ainsi toutes les
configurations possibles vis-a`-vis des matrices coefficients du proble`me (1.15).
Plus re´cemment, un nouvel algorithme de re´duction motive´ par les travaux de W. A. Harris
est de´crit par M. A. Barkatou, C. El Bacha et E. Pflu¨gel [4], permettant entre autres
la classification des singularite´s de l’EDA.
La diversite´ des techniques permettant d’appre´hender les EDAs illustre notamment la ri-
chesse mathe´matique de ces objets en meˆme temps que leurs subtilite´s. Dans le chapitre suivant,
nous pre´sentons une nouvelle me´thode de re´duction tirant avantage d’une structure ge´ne´rale
simple et applicable a` la fois aux EDAs line´aires et quasi-line´aires.
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Chapitre 2
Me´thode de re´duction de l’indice
par de´flation
Ce chapitre met en lumie`re une nouvelle me´thode de re´duction des EDAs line´aires et quasi-
line´aires [32] et [33]. Nous mettons au point un algorithme formel capable de re´duire, dans
certains cas, ces syste`mes diffe´rentiels alge´briques. Cet algorithme, nomme´ me´thode de de´flation,
est un processus symbolique ite´ratif dont le principe consiste a` de´terminer une suite d’EDAs de
tailles strictement de´croissantes (le terme  de´flation  qualifie cette de´croissance des tailles).
Il existe deux alternatives envisageables a` la fin de ce proce´de´ : soit on obtient un syste`me
diffe´rentiel ordinaire auquel s’ajoutent des e´quations alge´briques, soit on parvient a` un syste`me
uniquement compose´ d’e´quations alge´briques. Le cœur de l’algorithme de de´flation est un jeu
de de´rivation des contraintes alge´briques et de substitution de certaines variables ade´quates.
Cette me´thode de de´flation a e´te´ initialement introduite dans le but de re´soudre des EDAs
quasi-line´aires intervenant dans le domaine du ge´nie des proce´de´s et mode´lisant entre autres
les phe´nome`nes de distillation. Nous pre´sentons l’e´tude de ces cas dans le troisie`me chapitre de
cette the`se.
Nous de´crivons dans la suite la me´thode de de´flation, ainsi que tous les re´sultats s’y rappor-
tant tels que la baisse de l’indice de Kronecker a` chaque e´tape de l’algorithme pour les EDAs
line´aires a` coefficients constants, ou le caracte`re ge´ome´trique de la me´thode. Nous appliquons
l’algorithme a` de nombreux exemples dont celui du pendule simple en dimension n.
2.1 EDAs line´aires a` coefficients constants
2.1.1 Me´canisme de de´flation
Nous commenc¸ons par e´tudier le proble`me line´aire a` coefficients constants, i.e. de la forme
EX˙ = AX + f. (2.1)
Notre objectif e´tant de se´parer la partie diffe´rentielle de la partie alge´brique, il convient de
trouver une forme canonique ge´ne´rale de la paire matricielle (E,A). En e´crivant E = G
[
F
0
]
et
A = G
[
A1
A2
]
, ou` G ∈ Rn×n est une matrice inversible, F ∈ Rr×n est telle que rang F = rang
E = r, A1 ∈ Rr×n et A2 ∈ R(n−r)×n, on a
λE +A = λG
[
F
0
]
+G
[
A1
A2
]
= G
[
λF +A1
A2
]
. (2.2)
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Si la paire matricielle est re´gulie`re pour un λ donne´ (i.e. si λE +A est inversible pour ce λ), on
voit imme´diatement que la matrice A2 est ne´cessairement de rang plein.
Proposition 5
Soient E et A deux matrices carre´es de taille n telles que rang E = r. Si le proble`me (2.1)
est re´gulier, alors
λE +A = G
[
λS +H λT +K
M N
]
P−1, (2.3)
ou` G ∈ Rn×n est une matrice inversible, P ∈ Rn×n est une matrice de permutation, S et
H ∈ Rr×r, T et K ∈ Rr×(n−r), M ∈ R(n−r)×r et N ∈ R(n−r)×(n−r), ou` N est une matrice
inversible.
Remarque 10
En d’autres termes, on extrait un bloc matriciel inversible N de la matrice A2 par permu-
tations des colonnes de cette dernie`re. Notons e´galement que cette de´composition n’est pas
unique.
Preuve - Il suffit de proce´der aux transformations sur les matrices en utilisant les notations
issues de (2.2) :
λE +A = G
(
λ
[
F
0
]
+
[
A1
A2
])
= G
(
λ
[
F
0
]
+
[
A1
A2
])
PP−1
= G
(
λ
[
S T
0 0
]
+
[
H K
M N
])
P−1
= G
[
λS +H λT +K
M N
]
P−1.
De´finition 5 (Transformation re´gulie`re)
La forme de la matrice λE + A exhibe´e dans (2.3) est appele´e transformation re´gulie`re de
(E,A) et par extension de (2.1).
La transformation re´gulie`re de (2.1) donne[
S T
0 0
]
P−1X˙ =
[
H K
M N
]
P−1X +
(
g
h
)
, (2.4)
ou`
(
g
h
)
= G−1f .
Remarque 11
Il est possible de faire un paralle`le avec (1.12). Nous utilisons davantage le caracte`re de
re´gularite´ de (E,A) en extrayant un bloc inversible N , tandis que la matrice A4 pre´sente
dans (1.12) n’est pas ne´cessairement inversible.
En posant
(
X1
Y1
)
= P−1X, on de´veloppe (2.4) :
[
S T
0 0
](
X˙1
Y˙1
)
=
[
H K
M N
](
X1
Y1
)
+
(
g
h
)
⇔
{
SX˙1 + T Y˙1 = HX1 +KY1 + g
0 = MX1 +NY1 + h.
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Puisque la matrice N est inversible, on a Y1 = −N−1 (MX1 + h). Ainsi,
SX˙1 + T Y˙1 = HX1 +KY1 + g
⇔ SX˙1 − TN−1
(
MX˙1 + h˙
)
= HX1 −KN−1 (MX1 + h) + g
⇔ (S − TN−1M) X˙1 = (H −KN−1M)X1 + TN−1h˙−KN−1h+ g.
On note
E1 = S − TN−1M, A1 = H −KN−1M et f1 = TN−1h˙−KN−1h+ g.
Via le changement de variable
(
X1
Y1
)
= P−1X, le proble`me re´gulier (2.1) est e´quivalent a`
{
E1X˙1 = A1X1 + f1
Y1 = −N−1 (MX1 + h) .
(2.5a)
(2.5b)
La transformation re´gulie`re de (2.1) permet ainsi d’obtenir le syste`me (2.5) compose´ de l’EDA
(2.5a) et des contraintes alge´briques (2.5b). L’e´quation (2.5a) est une EDA line´aire a` coefficients
constants, de taille r infe´rieure a` celle de (2.1).
De´finition 6 (EDA line´aire a` coefficients constants de´flate´e)
L’EDA (2.5a) obtenue en ope´rant la transformation re´gulie`re est appele´e EDA de´flate´e,
relativement a` l’EDA re´gulie`re (2.1).
Remarque 12
L’EDA de´flate´e (2.5a) n’est pas unique car elle de´pend de la transformation re´gulie`re.
Le passage de l’EDA (2.1) au syste`me (2.5) constitue le me´canisme principal de la me´thode de
de´flation.
2.1.2 Algorithme de de´flation
L’algorithme de de´flation prend en entre´e la paire matricielle (E,A), la non-homoge´ne´ite´ f ,
le vecteur inconnu X ainsi que la taille du syste`me n. Il effectue la de´composition ge´ne´rale (2.2)
de manie`re a` tester la re´gularite´ de la paire matricielle (Ej , Aj) courante. Dans l’affirmative, il
transforme (2.1) en (2.5), passant ainsi d’une matrice coefficient Ej a` une matrice coefficient
Ej+1. Il se dessine alors trois possibilite´s :
1. La matrice Ej+1 est singulie`re ; (2.5a) est une EDA et l’algorithme se poursuit.
2. La matrice Ej+1 est inversible ; (2.5a) est une EDO et l’algorithme s’ache`ve.
3. La matrice Ej+1 est nulle ; (2.5a) est un syste`me alge´brique et l’algorithme s’ache`ve.
Une fois acheve´, l’algorithme de de´flation fournit soit une EDO et un ensemble de contraintes,
soit uniquement des e´quations alge´briques. Il est pre´sente´ sous le nom LTI_Deflation 1.
Remarque 13
La troisie`me configuration est beaucoup plus rare que les autres. En effet, un tel syste`me
de´crit uniquement par des e´quations alge´briques est stationnaire. Par conse´quent, sa for-
mulation initiale contenant des de´rive´es est tre`s certainement inapproprie´e. En revanche, il
existe des exemples mathe´matiques illustrant cette troisie`me configuration.
1. Pour  Linear Time-Invariant Deflation .
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LTI_Deflation
begin
Input : E0 = E, A0 = A, f0 = f , X0 = X, r−1 = n.
Step j + 1, j > 0 :
if Ej est singulie`re,
then
Calculer le rang rj de Ej .
De´terminer les expressions des matrices Gj , Fj , A1j et A2j exhibe´es dans la
factorisation (2.2), relativement aux matrices Ej et Aj .
if A2j n’est pas de rang plein,
then
Stop
else
De´terminer les expressions des matrices Pj , Sj , Tj , Hj , Kj , Mj et Nj exhibe´es
dans la transformation re´gulie`re (2.3) de (Ej , Aj).
De´terminer le triplet (Ej+1, Aj+1, fj+1) a` partir des formules pre´ce´dentes.
Effectuer le changement de variable
(
Xj+1
Yj+1
)
= P−1j Xj , ou` la dimension de
Xj+1 est e´gale a` rj .
De´terminer les contraintes alge´briques 0 = MjXj+1 +NjYj+1 + hj .
end
else
Stop
end
Output : Soit k le nombre d’e´tapes de l’algorithme.
if (Ej , Aj) est re´gulie`re pour tout j ∈ J0, k − 1K,
then
if Ek est inversible
then
Fournir 
X˙k = E
−1
k (AkXk + fk)
0 = Mk−1Xk +Nk−1Yk + hk−1
...
0 = M0X1 +N0Y1 + h0.
else
Fournir 
0 = AkXk + fk
0 = Mk−1Xk +Nk−1Yk + hk−1
...
0 = M0X1 +N0Y1 + h0.
end
else
Le syste`me posse`de une infinite´ de solutions ou bien il n’en posse`de aucune.
end
end
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2.1.3 Proprie´te´s de l’algorithme
Analysons a` pre´sent diffe´rentes proprie´te´s qui de´coulent de l’algorithme dans le contexte
line´aire a` coefficients constants. La notation  ∼  introduite dans le chapitre pre´ce´dent pour
les paires matricielles est employe´e pour des matrices ; deux matrices M1 et M2 sont e´quivalentes
s’il existe deux matrices de passage R1 et R2 telles que M1 = R1M2R2. On note M1 ∼M2.
2.1.3.1 Transmission de la re´gularite´
The´ore`me 8
Si le proble`me (2.1) est re´gulier, alors L’EDA de´flate´e (2.5a) est e´galement re´gulie`re.
Preuve - Puisque le proble`me (2.1) est re´gulier, il existe par de´finition un re´el λ tel que la
matrice λE +A soit inversible. En utilisant la proposition 5, on a
λE +A ∼
[
λS +H λT +K
M N
]
.
Or, la matrice N est inversible. Par conse´quent, on peut utiliser la de´composition relative au
comple´ment de Schur par rapport a` la matrice N :[
λS +H λT +K
M N
]
=
[
Ir (λT +K)N
−1
0 In−r
] [
λS +H − (λT +K)N−1M 0
0 N
] [
Ir 0
N−1M In−r
]
=
[
Ir (λT +K)N
−1
0 In−r
] [
λS − λTN−1M +H −KN−1M 0
0 N
] [
Ir 0
N−1M In−r
]
=
[
Ir (λT +K)N
−1
0 In−r
] [
λE1 +A1 0
0 N
] [
Ir 0
N−1M In−r
]
.
On obtient de ce fait λE + A ∼
[
λE1 +A1 0
0 N
]
. Ainsi det (λE +A) = det (λE1 +A1) detN .
On en de´duit que la matrice λE1 +A1 est inversible ; l’EDA (2.5a) est re´gulie`re.
La proprie´te´ de re´gularite´ se transmet ainsi d’une EDA line´aire a` coefficients constants a`
une EDA de´flate´e. Par conse´quent, si la premie`re paire de matrices est re´gulie`re, alors toutes
les paires matricielles obtenues en chaˆıne par la me´thode de de´flation le seront e´galement.
2.1.3.2 Invariance du rang
La transformation re´gulie`re (2.3) utilise´e par l’algorithme pre´serve les rangs matriciels.
The´ore`me 9
On conside`re deux EDAs de´flate´es du proble`me re´gulier (2.1), repre´sente´es respectivement
par les paires matricielles (E1, A1) et
(
E˜1, A˜1
)
. Alors les relations
rangE1 = rang E˜1 et rangA1 = rang A˜1
sont satisfaites.
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Preuve - On suppose qu’il existe deux transformations re´gulie`res diffe´rentes donnant d’une
part pour la matrice E :
E = GG−1EPP−1 = G
[
S T
0 0
]
P−1 et E = G˜G˜−1EP˜ P˜−1 = G˜
[
S˜ T˜
0 0
]
P˜−1.
Autrement dit, [
S T
0 0
]
∼
[
S˜ T˜
0 0
]
. (2.6)
D’autre part,
A = GG−1APP−1 = G
[
K H
M N
]
P−1 et A = G˜G˜−1AP˜ P˜−1 = G˜
[
K˜ H˜
M˜ N˜
]
P˜−1,
ce qui donne [
K H
M N
]
∼
[
K˜ H˜
M˜ N˜
]
. (2.7)
En utilisant (2.6) et (2.7), on montre que[
S T
M N
]
∼
[
S˜ T˜
M˜ N˜
]
.
Puisque les matrices N et N˜ sont inversibles, on obtient en utilisant le comple´ment de Schur[
E1 0
0 N
]
∼
[
E˜1 0
0 N˜
]
et [
A1 0
0 N
]
∼
[
A˜1 0
0 N˜
]
,
ce qui se traduit par rangE1+rangN = rang E˜1+rang N˜ et rangA1+rangN = rang A˜1+rang N˜ .
Or, les matrices N et N˜ sont de plus de meˆme taille ; elles sont par conse´quent de meˆme rang.
On parvient ainsi a` rangE1 = rang E˜1 et rangA1 = rang A˜1.
2.1.3.3 Re´duction de l’indice
Dans le contexte line´aire a` coefficients constants, nous employons le terme indice pour
de´signer l’indice de Kronecker de la paire matricielle (E,A).
The´ore`me 10
L’indice de la paire matricielle (E,A) relative au proble`me (2.1) est e´gal a` 1 si et seulement
si la matrice E1 obtenue dans l’EDA de´flate´e (2.5a) est inversible.
Preuve - On suppose pour de´buter que la paire matricielle (E,A) est d’indice 1. Soit x ∈ Rn
tel que x ∈ ker
[
S T
M N
]
, ou` les matrices S, T , M et N sont de´finies par la transformation
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re´gulie`re (2.3). On a [
S T
M N
]
x = 0⇔
( [
S T
]
x[
M N
]
x
)
= 0
⇔

[
S T
]
x = 0[
M N
]
x = 0
⇔
x ∈ ker
[
S T
]
x ∈ ker
[
M N
]
⇔
{
x ∈ ker (G−1EP )
x ∈ ker
[
M N
]
.
Ainsi, G−1APx =
[
H K
M N
]
x =
([
H K
]
x
0
)
. On note ΘE = G
−1EP . Puisque rang ΘE =
rang E = r, il existe y ∈ Rn tel que
([
H K
]
x
0
)
= ΘEy. On obtient alors
G−1APx = ΘEy ∈ im ΘE .
En posant z = Px, on a d’une part
x ∈ ker ΘE ⇔ ΘEx = 0
⇔ EPx = 0
⇔ Ez = 0
⇔ z ∈ kerE.
D’autre part,
G−1APx ∈ im ΘE ⇔ G−1APx = ΘEy
⇔ APx = EPy
⇔ Az = EPy
⇔ Az ∈ imE.
D’apre`s la proposition 2, on en de´duit que z = 0 et par conse´quent x = 0. Ceci de´montre que
la matrice
[
S T
M N
]
est inversible, de meˆme que son comple´ment de Schur E1.
Re´ciproquement, on suppose que la matrice E1 est inversible, ce qui revient a` supposer que[
S T
M N
]
est non-singulie`re. Clairement, la paire matricielle (E,A) est e´quivalente a` la paire
matricielle
(
G−1EP,G−1AP
)
, autrement dit a` la paire matricielle
(
ΘE , G
−1AP
)
. Notre but est
de montrer l’implication suivante :{
x ∈ ker ΘE
G−1APx ∈ im ΘE
⇒ x = 0.
Or, ΘEx = 0 implique que
[
S T
]
x = 0 et G−1APx ∈ im ΘE implique que
[
M N
]
x = 0,
ce qui se traduit par
[
S T
M N
]
x = 0. La matrice
[
S T
M N
]
e´tant inversible, on a x = 0 ce qui
signifie que l’indice de la paire matricielle (E,A) vaut 1.
Le the´ore`me 10 se ge´ne´ralise pour n’importe quel indice. Le passage entre l’indice 1 et l’indice
0 (une matrice inversible est d’indice 0) n’est que le reflet d’un me´canisme plus global. Avant
de de´montrer cette baisse ge´ne´rale de l’indice, montrons les deux re´sultats techniques suivants.
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Proposition 6
On conside`re la matrice par blocs
[
A B
CA CB
]
. Pour tout k > 1, on a
[
A B
CA CB
]k
=
[
(A+BC)k−1A (A+BC)k−1B
C(A+BC)k−1A C(A+BC)k−1B
]
.
Preuve - Le cas k = 1 est e´vident. Pour le cas ge´ne´ral, supposons qu’il existe un entier p tel
que [
A B
CA CB
]p
=
[
(A+BC)p−1A (A+BC)p−1B
C(A+BC)p−1A C(A+BC)p−1B
]
.
En post-multipliant par la matrice
[
A B
CA CB
]
, on obtient
[
A B
CA CB
]p+1
=
[
(A+BC)p−1A (A+BC)p−1B
C(A+BC)p−1A C(A+BC)p−1B
] [
A B
CA CB
]
=
[
(A+BC)p−1
(
A2 +BCA
)
(A+BC)p−1 (AB +BCB)
C(A+BC)p−1
(
A2 +BCA
)
C(A+BC)p−1 (AB +BCB)
]
=
[
(A+BC)pA (A+BC)pB
C(A+BC)pA C(A+BC)pB
]
.
La proprie´te´ est he´re´ditaire ; le raisonnement par re´currence nous fournit le re´sultat escompte´.
Proposition 7
On conside`re les notations issues de la transformation re´gulie`re (2.3) du proble`me (2.1) et
on pose Cj = λEj +Aj pour j ∈ N?. Pour tout k > 1, on a(
P−1j C
−1
j EjPj
)k
=

(
C−1j+1Ej+1
)k−1
C−1j+1Sj
(
C−1j+1Ej+1
)k−1
C−1j+1Tj
−N−1j Mj
(
C−1j+1Ej+1
)k−1
C−1j+1Sj −N−1j Mj
(
C−1j+1Ej+1
)k−1
C−1j+1Tj
 .
Preuve - Commenc¸ons par le cas k = 1.
P−1j C
−1
j EjPj
=P−1j
(
λGjG
−1
j EjPjP
−1
j +GjG
−1
j AjPjP
−1
j
)−1
EjPj
=P−1j Pj
(
λ
[
Sj Tj
0 0
]
+
[
Hj Kj
Mj Nj
])−1
G−1j EjPj
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=
[
λSj +Hj λTj +Kj
Mj Nj
]−1 [
Sj Tj
0 0
]
=
([
I (λTj +Kj)N
−1
j
0 I
] [
λEj+1 +Aj+1 0
0 Nj
] [
I 0
N−1j Mj I
])−1 [
Sj Tj
0 0
]
=
([
I (λTj +Kj)N
−1
j
0 I
] [
Cj+1 0
0 Nj
] [
I 0
N−1j Mj I
])−1 [
Sj Tj
0 0
]
=
[
I 0
N−1j Mj I
]−1 [
Cj+1 0
0 Nj
]−1 [
I (λTj +Kj)N
−1
j
0 I
]−1 [
Sj Tj
0 0
]
=
[
I 0
−N−1j Mj I
] [
C−1j+1 0
0 N−1j
] [
I −(λTj +Kj)N−1j
0 I
] [
Sj Tj
0 0
]
=
[
I 0
−N−1j Mj I
] [
C−1j+1 0
0 N−1j
] [
Sj Tj
0 0
]
=
[
I 0
−N−1j Mj I
] [
C−1j+1Sj C
−1
j+1Tj
0 0
]
=
[
C−1j+1Sj C
−1
j+1Tj
−N−1j MjC−1j+1Sj −N−1j MjC−1j+1Tj
]
.
Quant au cas k > 2, il suffit d’appliquer la proposition 6.
On est a` pre´sent capable de de´montrer la ge´ne´ralisation du the´ore`me 10.
The´ore`me 11
On conside`re une EDA de´flate´e, repre´sente´e par la paire matricielle (Ej+1, Aj+1), d’une
EDA re´gulie`re repre´sente´e par la paire matricielle (Ej , Aj), pour j ∈ N. Si Ej+1 est
diffe´rente de la matrice nulle, alors l’indice de Kronecker de (Ej+1, Aj+1) est e´gal a` ce-
lui de (Ej , Aj) diminue´ de 1.
Preuve - Par commodite´, l’indice de Kronecker de la paire matricielle (Ej , Aj) est note´ νKj .
Le cas νKj = 1 est traite´ par le the´ore`me 10. Supposons donc maintenant que νKj > 2. On pose
ΘEj = G
−1
j EjPj
ΘAj = G
−1
j AjPj
Ej = (λEj +Aj)−1Ej .
Puisque Ej = Pj
(
λΘEj + ΘAj
)−1
ΘEjP
−1
j , on observe que les paires de matrices (Ej , Aj) et(
ΘEj ,ΘAj
)
sont e´quivalentes et qu’ainsi elles ont meˆme indice. La matrice
(
λΘEj + ΘAj
)−1
ΘEj
est alors d’indice νKj et ve´rifie
ker
((
λΘEj + ΘAj
)−1
ΘEj
)νKj ⊕ im((λΘEj + ΘAj)−1 ΘEj)νKj = Rn. (2.8)
Prouver que νKj+1 = νKj − 1 revient a` montrer l’implication suivante
x ∈ ker EνKj−1j+1 ∩ im E
νKj−1
j+1 ⇒ x = 0. (2.9)
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D’une part, si x ∈ ker EνKj−1j+1 , alors
EνKj−1j+1 x = 0⇔ E
νKj−2
j+1 Ej+1x = 0
⇔ EνKj−2j+1 (λEj+1 +Aj+1)−1Ej+1x = 0
⇔ EνKj−2j+1 (λEj+1 +Aj+1)−1
(
Sj − TjN−1j Mj
)
x = 0
⇔ EνKj−2j+1 (λEj+1 +Aj+1)−1
(
Sjx− TjN−1j Mjx
)
= 0.
Par simple produit, on obtient
EνKj−1j+1 (λEj+1 +Aj+1)−1
(
Sjx− TjN−1j Mjx
)
= 0.
En notant Cj+1 = λEj+1 +Aj+1, la proposition 7 donne((
λΘEj + ΘAj
)−1
ΘEj
)νKj ( x
−N−1j Mjx
)
=

(
C−1j+1Ej+1
)k−1
C−1j+1Sj
(
C−1j+1Ej+1
)k−1
C−1j+1Tj
−N−1j Mj
(
C−1j+1Ej+1
)k−1
C−1j+1Sj −N−1j Mj
(
C−1j+1Ej+1
)k−1
C−1j+1Tj
( x−N−1j Mjx
)
=
[
EνKj−1j+1 C−1j+1Sj E
νKj−1
j+1 C
−1
j+1Tj
−N−1j MjE
νKj−1
j+1 C
−1
j+1Sj −N−1j MjE
νKj−1
j+1 C
−1
j+1Tj
](
x
−N−1j Mjx
)
=
 EνKj−1j+1 (λEj+1 +Aj+1)−1 (Sjx− TjN−1j Mjx)
−N−1j MjE
νKj−1
j+1 (λEj+1 +Aj+1)
−1
(
Sjx− TjN−1j Mjx
)

= 0.
Ainsi, (
x
−N−1j Mjx
)
∈ ker
((
λΘEj + ΘAj
)−1
ΘEj
)νKj
. (2.10)
D’autre part, si x ∈ im EνKj−1j+1 , alors il existe y ∈ Rrj , ou` rj ∈ N? tel que x = E
νKj−1
j+1 y.
Puisque le rang de ΘEj vaut rj , il existe deux vecteurs u ∈ Rrj et v ∈ Rrj−1−rj , ou` rj−1
correspond a` la dimension de ΘEj , tels que y = (λEj+1 +Aj+1)
−1 (Sju+ Tju). Alors, x =
EνKj−1j+1 (λEj+1 +Aj+1)−1 (Sju+ Tju). La proposition 7 fournit e´galement((
λΘEj + ΘAj
)−1
ΘEj
)νKj (u
v
)
=

(
C−1j+1Ej+1
)k−1
C−1j+1Sj
(
C−1j+1Ej+1
)k−1
C−1j+1Tj
−N−1j Mj
(
C−1j+1Ej+1
)k−1
C−1j+1Sj −N−1j Mj
(
C−1j+1Ej+1
)k−1
C−1j+1Tj
(u
v
)
=
(
x
−N−1j Mjx
)
,
c’est-a`-dire (
x
−N−1j Mjx
)
∈ im
((
λΘEj + ΘAj
)−1
ΘEj
)νKj
. (2.11)
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Les expressions (2.10), (2.11) et (2.8) assure que
(
x
−N−1j Mjx
)
= 0, et par conse´quent x = 0.
La proprie´te´ (2.9) est alors satisfaite.
Un paralle`le important doit eˆtre souligne´ a` ce stade de l’e´tude. En effet, l’EDA de´flate´e
(2.5a) correspond a` la re´duction via le comple´ment de Schur de l’EDA (1.13). Si la matrice A4
est inversible dans (1.13), alors en de´veloppant le syste`me par rapport aux matrices par blocs,
on parvient a` l’EDA de´flate´e (2.5a).
2.1.3.4 Borne du nombre d’e´tapes de la me´thode
Une des particularite´s de la me´thode de de´flation re´side dans le lien entre le rang des matrices
et la taille des syste`mes re´duits. Concre`tement, si rj de´signe le rang de la matrice Ej , alors rj
est par de´finition la dimension de Ej+1, autrement dit du syste`me de´flate´. On s’attend ainsi a` ce
que le(s) rang(s) matriciel(s) intervienne(nt) dans la borne du nombre d’e´tapes de la me´thode.
Proposition 8
On conside`re une EDA de´flate´e, repre´sente´e par la paire matricielle (Ej+1, Aj+1), d’une
EDA re´gulie`re repre´sente´e par la paire matricielle (Ej , Aj), pour j ∈ N. On note νKj l’indice
de (Ej , Aj). On a les trois proprie´te´s suivantes
1. Si νKj > 1 alors rang Ej > rang Ej+1.
2. Si νKj = 1 alors rang Ej = rang Ej+1.
3. Si νKj > 1 et rang Ej = 1 alors Ej+1 = 0.
Preuve - De´montrons les trois proprie´te´s.
1. On suppose que νKj > 1. Par construction, rj = rang Ej > rang Ej+1, ou` Ej+1 ∈ Rrj×rj .
Si rang Ej+1 = rj , alors la matrice Ej+1 est inversible, autrement dit νKj = 1 ce qui est
absurde. En conse´quence, rang Ej > rang Ej+1.
2. On suppose que νKj = 1. La matrice Ej+1 est alors inversible, de taille rj donc de rang
rj . On a bien rang Ej = rang Ej+1.
3. Supposons νKj > 1 et rang Ej = 1. Par construction, Ej+1 ∈ R. Si Ej+1 6= 0, alors Ej+1
est inversible. Ainsi, νKj = 1, ce qui est en contradiction avec l’hypothe`se. En conclusion,
Ej+1 = 0.
L’ensemble des pre´ce´dents re´sultats nous indiquent qu’a` chaque e´tape, l’indice est diminue´, de
meˆme que le rang des matrices coefficients. Ceci me`ne naturellement au re´sultat suivant.
The´ore`me 12
Supposons que l’EDA (2.1) est re´gulie`re et notons r = rang E. Le nombre d’e´tapes k de la
me´thode de de´flation satisfait
k 6 min (r, νK) ,
ou` νK est l’indice de Kronecker de la paire matricielle (E,A).
Exemple - Conside´rons l’EDA [
0 1
0 0
](
x˙1
x˙2
)
=
(
x1
x2
)
+
(
g
h
)
,
qui est un proble`me nilpotent d’indice νK = 2. Ainsi,
E =
[
0 1
0 0
]
, A = I2, X =
(
x1
x2
)
et f =
(
g
h
)
.
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La me´thode de de´flation fournit en une seule e´tape
E1 = 0, A1 = 1, X1 = x1 et f1 = g + h˙.
Le rang de la matrice E vaut 1 ce qui indique que le nombre d’e´tapes est aussi e´gal a` 1, meˆme
si νK = 2.

2.1.4 Solution du proble`me line´aire a` coefficients constants
On re´sume maintenant les re´sultats pre´ce´dents en de´crivant la solution de (2.1) obtenue par
l’algorithme de de´flation.
The´ore`me 13
On suppose que l’EDA (2.1) est re´gulie`re et on note k le nombre d’e´tapes de la me´thode
de de´flation. Les coordonne´es de la solution de (2.1) sont donne´es par le vecteur
Xk
Yk
...
Y1
 .
1. Si la matrice Ek est inversible, alors Xk satisfait l’EDO
X˙k = E
−1
k (AkXk + fk) .
2. Si la matrice Ek est identiquement nulle, alors
Xk = −A−1k fk.
De plus,
Yj+1 = −N−1j (MjXj+1 + hj) ,
pour tout j = k − 1, . . . , 0.
2.1.5 Exemples
Nous illustrons a` pre´sent la me´thode de de´flation a` travers divers exemples, notamment
fournis par la the´orie des circuits e´lectriques. Nous utilisons pour cela l’algorithme de de´flation
LTI_Deflation (code´ graˆce au logiciel Maple), qui donne a` l’image du the´ore`me pre´ce´dent soit
une EDO, soit une e´quation alge´brique (suivant l’inversibilite´ ou la nullite´ de la matrice Ek),
puis une liste d’e´quations alge´briques correspondant aux contraintes exhibe´es a` chaque e´tape.
On note E = (λE +A)−1E.
EDA d’indice 1 (G. Reissig, W. S. Martinson et P. I. Barton [49]) - Soit le proble`me
re´gulier 
x˙2 + x˙3 = −x1 + f1
x˙2 + x˙3 = −x2 + f2
x˙4 + x˙5 = −x3 + f3
x˙4 + x˙5 = −x4 + f4
0 = −x5 + f5.
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On note
E =

0 1 1 0 0
0 1 1 0 0
0 0 0 1 1
0 0 0 1 1
0 0 0 0 0
 et A = −I5.
La matrice E est de rang 2. Pour de´terminer l’indice de Kronecker, on prend λ = 0 (la matrice
A est inversible) et on obtient
E = −E ∼

−1 1
0 −1
0 0 0
0 0 0
0 0 0
 .
L’indice de Kronecker vaut 1 puisque le bloc nilpotent est nul.
> E[0] := <<0|1|1|0|0>, <0|1|1|0|0>, <0|0|0|1|1>, <0|0|0|1|1>, <0|0|0|0|0>> :
> A[0] := - IdentityMatrix(5) :
> f[0] := <f[1](t), f[2](t), f[3](t), f[4](t), f[5](t)> :
> X[0] := <x[1], x[2], x[3], x[4], x[5]> :
> LTI_Deflation(E[0], A[0], f[0], X[0]) ;
[ diff(x[2](t), t) + diff(x[4](t), t) = - x[2](t) + f[2](t) - diff(f[3](t), t)
+ diff(f[4](t), t),
diff(x[4](t), t) = - x[4](t) + f[4](t) - diff(f[5](t), t) ]
[ [ x[1] = x[2] + f[1](t) - f[2](t),
x[3] = x[4] + f[3](t) - f[4](t),
x[5] = f[5](t) ] ]
L’algorithme de de´flation s’ache`ve en une e´tape (un seul jeu de contraintes extraites).
EDA d’indice 1 (P. Kunkel et V. Mehrmann [28]) - Soit le proble`me re´gulier
C (x˙3 − x˙2) = R−1 (x2 − x1)
0 = x1 − x3 − U
0 = x3,
ou` C 6= 0 et R 6= 0. On note
E =
0 −C C0 0 0
0 0 0
 et A =
−R−1 R−1 01 0 −1
0 0 1
 .
La matrice E est de rang 1. Pour de´terminer l’indice de Kronecker, on prend λ = 0 (la matrice
A est inversible) et on obtient
E =
0 0 00 −RC RC
0 0 0
 ∼
−RC 0 0
0 0
 .
Ainsi, l’indice de Kronecker vaut 1.
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> E[0] := <<0|- C|C>, <0|0|0>, <0|0|0>> :
> A[0] := <<- 1/R|1/R|0>, <1|0|- 1>, <0|0|1>> :
> f[0] := <0, - U, 0> :
> X[0] := <x[1], x[2], x[3]> :
> LTI_Deflation(E[0], A[0], f[0], X[0]) ;
[ diff(x[2](t), t) = - (1/(R*C))*(x[2](t) - U) ]
[ [ x[1](t) = x[3](t) - U,
x[3](t) = 0 ] ]
L’algorithme de de´flation s’ache`ve en une e´tape (un jeu de contraintes extraites).
EDA d’indice 3 (K. E. Brenan, S. L. Campbell et L. R. Petzold [10]) - Soit le proble`me
semi-explicite 
x˙1 = −x3 + f1
x˙2 = −x1 + f2
0 = −x2 + f3.
On note
E =
1 0 00 1 0
0 0 0
 et A =
 0 0 −1−1 0 0
0 −1 0
 .
La matrice E est de rang 2. Pour de´terminer l’indice de Kronecker, on prend λ = 0 (la matrice
A est inversible) et on obtient
E =
 0 −1 00 0 0
−1 −λ 0
 ∼
0 1 00 0 1
0 0 0
 .
Ainsi, l’indice de Kronecker vaut 3.
> E[0] := <<1|0|0>, <0|1|0>, <0|0|0>> :
> A[0] := <<0|0|- 1>, <- 1|0|0>, <0|- 1|0>> :
> f[0] := <f[1](t), f[2](t), f[3](t)> :
> X[0] := <x[1], x[2], x[3]> :
> LTI_Deflation(E[0], A[0], f[0], X[0]) ;
[ x[3](t) = f[1](t) - diff(f[2](t), t) + diff(f[3](t), t, t) ]
[ [ x[1](t) = f[2](t) - diff(f[3](t), t) ],
[ x[2](t) = f[3](t) ] ]
Le nombre d’e´tapes peut eˆtre vu comme le nombre de jeux de contraintes alge´briques (et
non directement le nombre d’e´quations alge´briques). Par conse´quent, l’algorithme de de´flation
s’ache`ve ici en deux e´tapes.
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EDA d’indice 3 ([19], [55]) - Soit le proble`me re´gulier
x˙3 + x˙7 = 0
x˙4 − x˙8 = 0
Lx˙7 = x6
Cx˙8 = x2
0 = −x1 − x2
0 = −ax1 − x3
0 = −x4 + V (t)
0 = −x5 + x6,
ou` L 6= 0, C 6= 0 et a 6= 0. On note
E =

0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 −1
0 0 0 0 0 0 L 0
0 0 0 0 0 0 0 C
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

et A =

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0
−1 −1 0 0 0 0 0 0
−a 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 −1 1 0 0

.
La matrice E est de rang 4. Pour de´terminer l’indice de Kronecker, on prend λ = 1 pour
simplifier et on obtient
E =

0 0 0 −C 0 0 0 0
0 0 0 C 0 0 0 0
0 0 0 aC 0 0 0 0
0 0 0 0 0 0 0 0
0 0 −L aCL 0 0 0 0
0 0 −L aCL 0 0 0 0
0 0 1 −aC 0 0 1 0
0 0 0 −1 0 0 0 1

∼

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

.
Ainsi, l’indice de Kronecker vaut 3.
> E[0] := <<0|0|1|0|0|0|1|0>, <0|0|0|1|0|0|0|- 1>, <0|0|0|0|0|0|L|0>,
> <0|0|0|0|0|0|0|C>, <0|0|0|0|0|0|0|0>, <0|0|0|0|0|0|0|0>,
> <0|0|0|0|0|0|0|0>, <0|0|0|0|0|0|0|0>> :
> A[0] := <<0|0|0|0|0|0|0|0>, <0|0|0|0|0|0|0|0>, <0|0|0|0|0|1|0|0>,
> <0|1|0|0|0|0|0|0>, <- 1|- 1|0|0|0|0|0|0>, <- a|0|- 1|0|0|0|0|0>,
> <0|0|0|- 1|0|0|0|0>, <0|0|0|0|- 1|1|0|0>> :
> f[0] := <0, 0, 0, 0, 0, 0, V(t), 0> :
> X[0] := <x[1], x[2], x[3], x[4], x[5], x[6], x[7], x[7]> :
> LTI_Deflation(E[0], A[0], f[0], X[0]) ;
[ diff(x[7](t), t) = - a*C*diff(V(t), t, t),
diff(x[8](t), t) = diff(V(t), t) ]
[ [ x[1](t) = - (1/a)*x[3](t),
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x[2](t) = (1/a)*x[3](t),
x[4](t) = V(t),
x[5](t) = x[6](t) ],
[ x[3](t) = a*C*diff(V(t), t) ],
[ x[6](t) = - a*C*L*diff(V(t), t, t) ] ]
L’algorithme de de´flation s’ache`ve en trois e´tapes.
2.2 EDAs line´aires a` coefficients variables
D’un point de vue structurel, la me´thode est similaire au cas line´aire a` coefficients constants.
On adapte simplement le me´canisme de substitution (injection de la partie alge´brique dans
la partie diffe´rentielle) car de nouveaux termes provenant de la de´rivation apparaissent. En
revanche, le passage aux coefficients variables fait perdre la proprie´te´ de transmission de la
re´gularite´. Cette diffe´rence est somme toute attendue puisque nous savons que les notions de
re´gularite´ et d’unicite´ des solutions deviennent inde´pendantes dans le contexte variable.
2.2.1 Me´canisme de de´flation
On regarde le proble`me de la forme
E(t)X˙ = A(t)X + f. (2.12)
La re´gularite´ n’e´tant plus automatiquement transmise, on est dans l’obligation de la conside´rer
comme telle pour pouvoir appliquer la me´thode de de´flation. Nous adaptons ainsi la notion de
re´gularite´ au proble`me a` coefficients variables. Cette nouvelle notion a e´te´ introduite sous une
autre forme dans la de´finition 3.1 de [46].
De´finition 7 (Re´gularite´ ge´ome´trique)
Le proble`me (2.12) est dit ge´ome´triquement re´gulier sur un intervalle ouvert I ∈ Rn si
– le rang de la matrice E(t) est constant sur I ;
– la transformation (2.3) s’applique.
En d’autres termes, puisqu’il n’est plus possible de s’appuyer sur la re´gularite´ de la paire ma-
tricielle, on est contraint de supposer l’existence de la transformation. On exige ainsi que la
matrice A2 (dans sa version de´pendante du temps) soit de rang plein quitte a` permuter les
colonnes de cette dernie`re pour extraire un bloc inversible.
La re´gularite´ ge´ome´trique de (2.12) donne[
S(t) T (t)
0 0
]
P−1X˙ =
[
H(t) K(t)
M(t) N(t)
]
P−1X +
(
g
h
)
, (2.13)
ou`
(
g
h
)
= G(t)−1f . En posant
(
X1
Y1
)
= P−1X, on de´veloppe (2.4) :
[
S(t) T (t)
0 0
](
X˙1
Y˙1
)
=
[
H(t) K(t)
M(t) N(t)
](
X1
Y1
)
+
(
g
h
)
⇔
{
S(t)X˙1 + T (t)Y˙1 = H(t)X1 +K(t)Y1 + g
0 = M(t)X1 +N(t)Y1 + h.
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La matrice N(t) est inversible par l’hypothe`se de re´gularite´ ge´ome´trique. On peut ainsi extraire
une expression de Y1 de l’e´quation alge´brique 0 = M(t)X1 + N(t)Y1 + h. De plus, en de´rivant
cette dernie`re par rapport a` la variable t, on obtient
0 = M˙(t)X1 +M(t)X˙1 + N˙(t)Y1 +N(t)Y˙1 + h˙.
Par conse´quent,
Y˙1 = −N(t)−1
(
M˙(t)X1 +M(t)X˙1 + N˙(t)Y1 + h˙
)
= −N(t)−1
(
M˙(t)X1 +M(t)X˙1 − N˙(t)N(t)−1 (M(t)X1 + h) + h˙
)
.
Ainsi,
S(t)X˙1 + T (t)Y˙1
= S(t)X˙1 − T (t)N−1
(
M˙(t)X1 +M(t)X˙1 − N˙(t)N(t)−1 (M(t)X1 + h) + h˙
)
=
(
S(t)− T (t)N(t)−1M(t)) X˙1 − T (t)N(t)−1 (M˙(t)− N˙(t)N(t)−1M(t))X1
− T (t)N(t)−1
(
h˙− N˙(t)N(t)−1h
)
et
H(t)X1 +K(t)Y1 + g
= H(t)X1 −K(t)N(t)−1 (M(t)X1 + h) + g
=
(
H(t)−K(t)N(t)−1M(t))X1 + T (t)N(t)−1h˙−K(t)N(t)−1h+ g.
On note
E1(t) = S(t)− T (t)N(t)−1M(t),
A1(t) = H(t)−K(t)N(t)−1M(t) + T (t)N(t)−1
(
M˙(t)− N˙(t)N(t)−1M(t)
)
,
f1 = T (t)N(t)
−1
(
h˙− N˙(t)N(t)−1h
)
−K(t)N(t)−1h+ g.
Via le changement de variable
(
X1
Y1
)
= P−1X, le proble`me ge´ome´triquement re´gulier (2.12)
e´quivaut a` {
E1(t)X˙1 = A1(t)X1 + f1
Y1 = −N(t)−1 (M(t)X1 + h) .
(2.14a)
(2.14b)
De´finition 8 (EDA line´aire a` coefficients variables de´flate´e)
L’EDA (2.14a) obtenue en ope´rant la re´gularite´ ge´ome´trique est appele´e EDA de´flate´e,
relativement a` l’EDA (2.12).
2.2.2 Algorithme de de´flation
On adapte l’algorithme LTI_Deflation aux coefficients variables. Cette version de l’algo-
rithme est nomme´e LTV_Deflation 2.
2. Pour  Linear Time-Varying Deflation .
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LTV_Deflation
begin
Input : E0(t) = E(t), A0(t) = A(t), f0 = f , X0 = X, r−1 = n.
Step j + 1, j > 0 :
if Ej(t) est singulie`re,
then
if (Ej(t), Aj(t)) est ge´ome´triquement re´gulie`re,
then
Calculer le rang rj de Ej(t).
De´terminer les expressions des matrices Pj , Sj(t), Tj(t), Hj(t), Kj(t), Mj(t) et
Nj(t) exhibe´es dans la transformation (2.13) de (Ej(t), Aj(t)).
De´terminer le triplet (Ej+1(t), Aj+1(t), fj+1(t)) a` partir des formules
pre´ce´dentes.
Effectuer le changement de variable
(
Xj+1
Yj+1
)
= P−1j Xj , ou` la dimension de
Xj+1 est e´gale a` rj .
De´terminer les contraintes alge´briques 0 = Mj(t)Xj+1 +Nj(t)Yj+1 + hj .
else
Stop
end
else
Stop
end
Output : Soit k le nombre d’e´tapes de l’algorithme.
if (Ej(t), Aj(t)) est ge´ome´triquement re´gulie`re pour tout j ∈ J0, k − 1K,
then
if Ek(t) est inversible
then
Fournir 
X˙k = Ek(t)
−1 (Ak(t)Xk + fk)
0 = Mk−1(t)Xk +Nk−1(t)Yk + hk−1
...
0 = M0(t)X1 +N0(t)Y1 + h0.
else
Fournir 
0 = Ak(t)Xk + fk
0 = Mk−1(t)Xk +Nk−1(t)Yk + hk−1
...
0 = M0(t)X1 +N0(t)Y1 + h0.
end
end
end
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2.2.3 Solution du proble`me line´aire a` coefficients variables
A l’image du contexte line´aire a` coefficients constants, rassemblons les re´sultats donnant la
solution de (2.1) obtenue par l’algorithme de de´flation LTV_Deflation.
The´ore`me 14
On suppose que les EDAs Ej(t)X˙j = Aj(t)Xj + fj sont ge´ome´triquement re´gulie`res pour
tout j ∈ J0, k − 1K, ou` k de´signe le nombre d’e´tapes de la me´thode de de´flation. Les
coordonne´es de la solution de (2.12) sont donne´es par le vecteur
Xk
Yk
...
Y1
 .
1. Si la matrice Ek(t) est inversible, alors Xk satisfait l’EDO
X˙k = Ek(t)
−1 (Ak(t)Xk + fk) .
2. Si la matrice Ek(t) est identiquement nulle, alors
Xk = −Ak(t)−1fk.
De plus,
Yj+1 = −Nj(t)−1 (Mj(t)Xj+1 + hj) ,
pour tout j = k − 1, . . . , 0.
2.2.4 Exemple
On re´sout les syste`mes de la meˆme manie`re que dans le contexte des coefficients non variables.
Le terme indice fait ici re´fe´rence a` l’indice de diffe´rentiation ; on observe que dans cet exemple, il
co¨ıncide avec k. On omet d’e´crire la de´pendance en t pour ne pas alourdir les notations, mais on
garde en me´moire que toutes les quantite´s manipule´es de´pendent du temps. L’exemple suivant,
de´cline´ en trois cas, est extrait de R. Riaza [51], qui le traite par la me´thode des projections.
EDA d’indice 1 - Soit le proble`me homoge`ne ge´ome´triquement re´gulier suivant
C1x˙1 = −C˙1x1 + x4 − x5
C2x˙2 = −C˙2x2 − x3 − x4
Lx˙3 = x2 − L˙x3
0 = x1 − x2 +R1x4
0 = x1 −R2x5,
ou` C1 6= 0, C2 6= 0, L 6= 0, R1 6= 0 et R2 6= 0. On note
E =

C1 0 0 0 0
0 C2 0 0 0
0 0 L 0 0
0 0 0 0 0
0 0 0 0 0
 et A =

−C˙1 0 0 1 −1
0 −C˙2 −1 −1 0
0 1 −L˙ 0 0
1 −1 0 R1 0
1 0 0 0 −R2
 .
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On applique a` pre´sent l’algorithme au syste`me pre´ce´dent :
> E[0] := <<C[1]|0|0|0|0>, <0|C[2]|0|0|0>, <0|0|L|0|0>, <0|0|0|0|0>,
> <0|0|0|0|0>> :
> A[0] := <<- diff(C[1], t)|0|0|1|- 1>, <0|- diff(C[2], t)|- 1|- 1|0>,
> <0|1|- diff(L, t)|0|0>, <1|- 1|0|R[1]|0>, <1|0|0|0|- R[2]>> :
> f[0] := <0, 0, 0, 0, 0> :
> X[0] := <x[1], x[2], x[3], x[4], x[5]> :
> LTV_Deflation(E[0], A[0], f[0], X[0]) ;
[ L*diff(x[3](t), t) = - diff(L, t)*x[3](t) + R[1]*x[4](t) + R[2]*x[5](t),
C[2]*R[1]*diff(x[4](t), t) + C[2]*R[2]*diff(x[5](t), t) = - x[3](t)
- (1 + diff(C[2], t)*R[1] + C[2]*diff(R[1], t))*x[4](t)
- (diff(C[2], t)*R[2] + C[2]*diff(R[2], t))*x[5](t),
C[1]*R[2]*diff(x[5](t), t) = x[4](t) - (1 + diff(C[1], t)*R[2]
+ C[1]*diff(R[2], t))*x[5](t) ]
[ [ x[1](t) = R[2]*x[5](t),
x[2](t) = x[1](t) + R[1]*x[4](t) ] ]
L’algorithme de de´flation s’ache`ve en une e´tape (un jeu de contraintes extraites). La solution
du proble`me satisfait
Lx˙3 = −L˙x3 +R1x4 +R2x5
C2R1x˙4 + C2R2x˙5 = −x3 −
(
1 + C˙2R1 + C2R˙1
)
x4 −
(
C˙2R2 + C2R˙2
)
x5
C1R2x˙5 = x4 −
(
1 + C˙1R2 + C1R˙2
)
x5
x1 = R2x5
x2 = x1 +R1x4.
EDA d’indice 2 - Soit le proble`me homoge`ne ge´ome´triquement re´gulier suivant
C1x˙1 = −C˙1x1 + x4 − x5
C2x˙2 = −C˙2x2 − x3 − x4
Lx˙3 = x2 − L˙x3
0 = x1 − x2
0 = x1 −Rx5,
ou` C1 6= 0, C2 6= 0, L 6= 0 et R 6= 0. On suppose que C1 + C2 6= 0 et on note
E =

C1 0 0 0 0
0 C2 0 0 0
0 0 L 0 0
0 0 0 0 0
0 0 0 0 0
 et A =

−C˙1 0 0 1 −1
0 −C˙2 −1 −1 0
0 1 −L˙ 0 0
1 −1 0 0 0
1 0 0 0 −R
 .
L’algorithme applique´ au syste`me pre´ce´dent donne :
> E[0] := <<C[1]|0|0|0|0>, <0|C[2]|0|0|0>, <0|0|L|0|0>, <0|0|0|0|0>,
> <0|0|0|0|0>> :
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> A[0] := <<- diff(C[1], t)|0|0|1|- 1>, <0|- diff(C[2], t)|- 1|- 1|0>,
> <0|1|- diff(L, t)|0|0>, <1|- 1|0|0|0>, <1|0|0|0|- R> > :
> f[0] := <0, 0, 0, 0, 0> :
> X[0] := <x[1], x[2], x[3], x[4], x[5]> :
> alias(a = - C[2]*diff(R, t) - diff(C[2], t)*R) :
> alias(c = C[1]/C[2]) :
> alias(b = - 1 - diff(C[1], t)*R + diff(C[2], t)*R*c) :
> LTV_Deflation(E[0], A[0], f[0], X[0]) ;
[ L*(1 + c)*c*diff(x[4](t), t) + b*c*L*diff(x[5](t), t) =
- (diff(L, t)*(c + c^2) - L*diff(c, t))*x[4](t) - (R*c^2 + diff(L, t)*b*c
+ L*c*diff(b, t) - L*b*diff(c, t))*x[5](t),
C[1]*R*diff(x[5](t), t) = x[4](t) + (a*c + b)*x[5](t) ]
[ [ x[1](t) = R[2]*x[5](t),
x[2](t) = x[1](t) ],
[ 0 = (1 + c)*x[4](t) + b*x[5](t) + c*x[3](t) ] ]
L’algorithme de de´flation s’ache`ve en deux e´tapes. En effet, la matrice E2 correspondante s’e´crit[
L(1 + c)c Lbc
0 C1R
]
et son de´terminant vaut LRC21C
−2
2 (C1 + C2). La solution du proble`me sa-
tisfait 
L(1 + c)cx˙4 + Lbcx˙5 = −(L˙(c+ c2)− Lc˙)x4 − (R2c2 + L˙cb+ Lcb˙− Lc˙b)x5
C1R2x˙5 = x4 + (ca+ b)x5
x1 = R2x5
x2 = x1
x3 = −c−1 ((1 + c)x4 + bx5) .
EDA d’indice 3 - On reprend le proble`me pre´ce´dent en supposant C1 +C2 = 0. Une troisie`me
e´tape est ne´cessaire pour achever l’algorithme qui fournit ainsi
> E[0] := <<C[1]|0|0|0|0>,<0|C[2]|0|0|0>,<0|0|L|0|0>,<0|0|0|0|0>,<0|0|0|0|0>> :
> A[0] := <<- diff(C[1], t)|0|0|1|- 1>, <0|- diff(C[2], t)|- 1|- 1|0>,
> <0|1|- diff(L, t)|0|0>, <1|- 1|0|0|0>, <1|0|0|0|- R> > :
> f[0] := <0, 0, 0, 0, 0> :
> X[0] := <x[1], x[2], x[3], x[4], x[5]> :
> alias(a = - C[2]*diff(R, t) - diff(C[2], t)*R) :
> alias(c = C[1]/C[2]) :
> alias(b = - 1 - diff(C[1], t)*R + diff(C[2], t)*R*c :
> alias(d = 1 + diff(C[1], t)*R + C[1]*diff(R, t)) :
> alias(e = C[1]*R^2 + C[1]*R*diff(L, t) - L - diff(C[1], t)*R*L
> - C[1]*diff(R, t)*L) :
> LTV_Deflation(E[0], A[0], f[0], X[0]) ;
[ L*C[1]*R*diff(x[5](t), t) = - (L*d + e)*x[5](t) ]
[ [ x[1](t) = R[2]*x[5](t),
x[2](t) = x[1](t) ],
[ x[3](t) = - x[5](t) ],
[ L*x[4](t) = - e*x[5](t) ] ]
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La solution du proble`me satisfait par conse´quent
x˙5 = − (LC1R)−1 (Ld+ e)x5
x1 = Rx5
x2 = x1
x3 = −x5
x4 = −L−1ex5.
2.3 EDAs quasi-line´aires
2.3.1 Me´canisme de de´flation
On ge´ne´ralise a` pre´sent la me´thode de de´flation au contexte quasi-line´aire
E (X) X˙ = f (X) , (2.15)
de´ja` rencontre´ dans le premier chapitre. En raison de la non-line´arite´ des expressions et en
particulier du vecteur f (X), la me´thode fait appel au the´ore`me des fonctions implicites pour
exprimer a` partir des contraintes alge´briques un jeu de variables par rapport a` un autre. Dans
le cas line´aire, la me´thode exige l’inversibilite´ de la matrice coefficient N(t) dans la contrainte
alge´brique
0 = M(t)X1 +N(t)Y1 + h(t).
Dans ce nouveau contexte, le the´ore`me des fonctions implicites exige l’inversibilite´ de la matrice
Jacobienne JY1 (h), ou`
0 = h(X1, Y1),
ce qui revient a` conside´rer la line´arisation de la contrainte, i.e.
0 = JX1 (h) X˙1 + JY1 (h) Y˙1.
On commence par supposer que le rang r de la matrice E (X) est constant sur un intervalle
I ∈ R. Cette hypothe`se permet de de´composer la matrice via les transformations usuelles de
l’alge`bre line´aire. En posant E (X) = G (X)
[
F (X)
0
]
et f (X) = G (X)
(
g (X)
h (X)
)
, on a
E (X) X˙ = f (X)⇔ G (X)
[
F (X)
0
]
X˙ = G (X)
(
g (X)
h (X)
)
⇔
[
F (X)
0
]
X˙ =
(
g (X)
h (X)
)
L’attention se porte maintenant sur la contrainte alge´brique 0 = h (X). On suppose qu’il existe
une matrice de permutation P, e´ventuellement e´gale a` la matrice identite´, induisant
PX =
(
X1
Y1
)
,
et telle que la matrice Jacobienne JY1 (h) est inversible. Ainsi
[
F (X)
0
]
X˙ =
(
g (X)
h (X)
)
⇔
F (P−1(X1Y1
))
0
P−1(X˙1
Y˙1
)
=
g
(
P−1
(
X1
Y1
))
h
(
P−1
(
X1
Y1
))

⇔
[
S (X1, Y1) Y (X1, Y1)
0 0
](
X˙1
Y˙1
)
=
(
g¯ (X1, Y1)
h¯ (X1, Y1)
)
,
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ou` [
S (X1, Y1) Y (X1, Y1)
0 0
]
=
F (P−1(X1Y1
))
0
P−1,
g¯ (X1, Y1) = g
(
P−1
(
X1
Y1
))
et h¯ (X1, Y1) = h
(
P−1
(
X1
Y1
))
.
De´finition 9 (1-Re´gularite´)
Le proble`me (2.15) est dit 1-re´gulier sur un intervalle ouvert I ∈ R si
– le rang de la matrice E (X) est constant sur I ;
– il existe une matrice de permutation P telle que PX =
(
X1
Y1
)
et la matrice Jacobienne
JY1 (h) est inversible.
Dans le cadre de la 1-re´gularite´, il existe une fonction ϕ1 : Ir → In−r telle que
Y1 = ϕ1 (X1) .
En injectant ceci dans l’expression transforme´e de (2.15) et en de´veloppant cette dernie`re, on
parvient au syste`me{(
S (X1, ϕ1 (X1))− T (X1, ϕ1 (X1)) JY1 (h)−1 JX1 (h)
)
X˙1 = g¯ (X1, ϕ1 (X1))
0 = h¯ (X1, Y1) .
(2.16)
On note
E1 (X1) = S (X1, ϕ1 (X1))− T (X1, ϕ1 (X1)) JY1 (h)−1 JX1 (h) ,
f1 (X1) = g¯ (X1, ϕ1 (X1)) .
Le proble`me (2.15) est alors e´quivalent a`{
E1 (X1) X˙1 = f1 (X1)
Y1 = ϕ1 (X1) .
(2.17a)
(2.17b)
De´finition 10 (EDA quasi-line´aire de´flate´e)
L’EDA (2.17a) obtenue en ope´rant la 1-re´gularite´ est appele´e EDA de´flate´e, relativement a`
l’EDA (2.15).
Remarque 14
L’utilisation du the´ore`me des fonctions implicites est une difficulte´ pratique de la me´thode
de de´flation quasi-line´aire, notamment parce qu’il faut manipuler des fonctions implicites
emboˆıte´es. Dans certains cas concrets comme pour l’exemple du pendule simple, il est cepen-
dant possible d’exprimer a` moindre coup les fonctions implicites (qui en conse´quence ne le
sont plus). De plus, l’utilisation du the´ore`me des fonctions implicites introduit des difficulte´s
algorithmiques car les logiciels de calcul formel peuvent difficilement ge´rer ce the´ore`me.
2.3.2 Algorithme de de´flation
On applique en chaˆıne le me´canisme pre´ce´demment de´crit en supposant qu’a` chaque e´tape,
le proble`me de´flate´ obtenu est 1-re´gulier. L’algorithme QL_Deflation 3 s’en suit.
3. Pour  QuasiLinear Deflation .
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QL_Deflation
begin
Input : X0 = X, E0 (X0) = E(X), f0 (X0) = f(X) et r−1 = n.
Step j + 1, j > 0 :
if Ej (Xj) est singulie`re,
then
Calculer le rang rj de Ej (Xj).
De´terminer les expressions des matrices Gj (Xj) et Fj (Xj), ainsi que des vecteurs
gj (Xj) et hj (Xj).
if Le the´ore`me des fonctions implicites ne s’applique pas sur la contrainte
alge´brique 0 = hj (Xj),
then
Stop
else
De´terminer les expressions des matrices Pj , Sj (Xj), Tj (Xj), Hj (Xj).
Effectuer le changement de variable
(
Xj+1
Yj+1
)
= PjXj , ou` la dimension de
Xj+1 est e´gale a` rj .
De´terminer la matrice Ej+1 (Xj+1) et le vecteur fj+1 (Xj+1) a` partir des
formules pre´ce´dentes.
Appliquer le the´ore`me des fonctions implicites sur la contrainte alge´brique
0 = h¯j (Xj+1, Yj+1) et extraire formellement une fonction ϕj+1 telle que
Yj+1 = ϕj+1 (Xj+1).
end
else
Stop
end
Output : Soit k le nombre d’e´tapes de l’algorithme.
if Ej (Xj) X˙j = fj (Xj) est 1-re´gulie`re pour tout j ∈ J0, k − 1K,
then
if Ek (Xk) est inversible
then
Fournir 
X˙k = Ek (Xk)
−1 fk (Xk)
0 = h¯k−1 (Xk, Yk)
...
0 = h¯0 (X1, Y1) .
else
Fournir 
0 = fk (Xk)
0 = h¯k−1 (Xk, Yk)
...
0 = h¯0 (X1, Y1) .
end
end
end
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2.3.3 Application aux proble`mes me´caniques
On utilise l’algorithme QL_Deflation pour e´tudier des proble`mes issus de la me´canique. On
commence par re´duire via l’algorithme les e´quations mode´lisant le mouvement d’un pendule
simple pesant en dimension 2 et 3. Ces e´quations re´duites (EDOs sous contraintes) sont de plus
traite´es nume´riquement. On e´tend enfin l’e´tude a` des syste`mes dynamiques plus ge´ne´raux. Ceci
permet en outre de retrouver et de re´soudre le proble`me du pendule en dimension quelconque
n.
2.3.3.1 Pendule en dimension 2
2.3.3.1.1 Mode´lisation et re´solution formelle On s’inte´resse a` l’e´tude standard du pen-
dule simple dans le plan. Conside´rons un mobile P de masse m = 1, relie´ a` un point fixe par un
fil de masse ne´gligeable et de longueur constante l = 1. Les frottements sont ne´glige´s. On utilise
un syste`me de coordonne´es carte´siennes (x, y), ou` l’axe des abscisses est oriente´ vers la droite
et l’axe des ordonne´es vers le bas. Ainsi, on e´tablit aise´ment les expressions des e´nergies de ce
syste`me, a` savoir l’e´nergie cine´tique Ec et l’e´nergie potentielle Ep :
Ec =
v2
2
=
x˙2 + y˙2
2
et Ep = g(1− y).
On de´signe par g l’acce´le´ration de la pesanteur. On choisit l’e´nergie potentielle de telle sorte
qu’elle soit nulle lorsque le pendule est a` sa position d’e´quilibre stable, c’est-a`-dire quand y = 1.
On est dans le cadre d’un proble`me sous contrainte ; posons h0(x, y) = x
2 + y2 − 1. Puisque la
longueur du fil est suppose´e constante, les coordonne´es (x, y) de P ve´rifient h0(x, y) = 0. On
peut alors e´crire le Lagrangien de ce proble`me :
L(x, x˙, y, y˙, λ) = Ec − Ep − λh0(x, y) = 1
2
(
x˙2 + y˙2
)− g(1− y)− λ (x2 + y2 − 1) ,
ou` λ ∈ R est le multiplicateur de Lagrange associe´ a` la contrainte du proble`me. Il ne reste plus
qu’a` obtenir les e´quations du mouvement :
d
dt
(
∂L
∂x˙
)
=
∂L
∂x
,
d
dt
(
∂L
∂y˙
)
=
∂L
∂y
et 0 =
∂L
∂λ
·
De simples calculs ame`nent a` :
x¨ = −2λx, y¨ = g− 2λy et 0 = x2 + y2 − 1.
On mode´lise donc le mouvement d’un pendule simple par le syste`me dynamique suivant :
x¨ = −2λx
y¨ = g − 2λy
0 = x2 + y2 − 1.
(2.18)
On introduit les variables x1, x2, x3, x4 et x5 pour mettre (2.18) sous la forme (2.15) :
x1 = x, x2 = y, x3 = x˙, x4 = y˙ et x5 = 2λ.
Le syste`me (2.18) devient donc : 
x˙1 = x3
x˙2 = x4
x˙3 = −x5x1
x˙4 = g− x5x2
0 = x21 + x
2
2 − 1.
(2.19)
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On note
X0 =

x1
x2
x3
x4
x5
 , E0 (X0) =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
 et f0 (X0) =

x3
x4
−x5x1
g− x5x2
x21 + x
2
2 − 1
 .
The´ore`me 15
La re´duction de (2.19) est obtenue apre`s trois e´tapes de la me´thode de de´flation.
1. Si |x2| > |x1|, alors la solution ge´ne´rale de (2.19) satisfait l’EDO sous contraintes
suivante : (
x˙1
x˙3
)
=
(
x3
−
[
gϕ1(x1) +
(
ϕ1(x1)
−1x3
)2]
x1
)
, (2.20)
avec
– x2 = ϕ1(x1) tel que 0 = x
2
1 + x
2
2 − 1 ;
– x4 = −ϕ1(x1)−1x1x3 ;
– x5 = gϕ1(x1) +
(
ϕ1(x1)
−1x3
)2
.
2. Si |x1| > |x2|, alors la solution ge´ne´rale de (2.19) satisfait l’EDO sous contraintes
suivante : (
x˙2
x˙4
)
=
(
x4
g−
[
gx2 +
(
φ1(x2)
−1x4
)2]
x2
)
, (2.21)
avec
– x1 = φ1(x2) tel que 0 = x
2
1 + x
2
2 − 1 ;
– x3 = −φ1(x2)−1x2x4 ;
– x5 = gx2 +
(
φ1(x2)
−1x4
)2
.
Preuve - On applique directement l’algorithme de de´flation.
1. E´tape 1 - La matrice E0 (X0) est de´ja` e´crite sous forme de´compose´e. Puisque |x2| > |x1|,
on sait que x2 6= 0. Par le the´ore`me des fonctions implicites, il existe une fonction ϕ1 telle
que x2 = ϕ1(x1), ou` 0 = x
2
1 + x
2
2. On applique le me´canisme de de´flation et on obtient le
syste`me de´flate´ : 
1 0 0 0
0 1 0 0
0 0 1 0
−ϕ1(x1)−1x1 0 0 0


x˙1
x˙3
x˙4
x˙5
 =

x3
−x5x1
g− x5ϕ1(x1)
x4
 . (2.22)
On note
X1 =

x1
x3
x4
x5
 , E1 (X1) =

1 0 0 0
0 1 0 0
0 0 1 0
−ϕ1(x1)−1x1 0 0 0
 et f1 (X1) =

x3
−x5x1
g− x5ϕ1(x1)
x4
 .
Puisque la matrice E1 (X1) n’est pas inversible, on ite`re le processus.
E´tape 2 - Le comple´ment de Schur fournit :
1 0 0 0
0 1 0 0
0 0 1 0
−ϕ1(x1)−1x1 0 0 0
 =

1 0 0 0
0 1 0 0
0 0 1 0
−ϕ1(x1)−1x1 0 0 1


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
 .
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Apre`s de simples calculs, (2.22) devient :

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0


x˙1
x˙3
x˙4
x˙5
 =

x3
−x5x1
g− x5ϕ1(x1)
h1 (x1, x3, x4)
 ,
ou` h1 (x1, x3, x4) = ϕ1(x1)
−1x1x3 + x4. Par le the´ore`me des fonctions implicites, il existe
une fonction ϕ2 telle que x4 = ϕ2(x1, x3), ou` 0 = h1 (x1, x3, x4). Dans le cas pre´sent, cette
fonction est explicite. En de´rivant la contrainte et en injectant cette nouvelle expression
dans le pre´ce´dent syste`me, on arrive a`
 1 0 00 1 0
−
(
x3
ϕ1(x1)
− x1x3ϕ˙1(x1)
ϕ21(x1)
)
− x1ϕ1(x1) 0

x˙1x˙3
x˙5
 =
 x3−x5x1
g− x5ϕ1(x1)
 . (2.23)
On note
X2 =
x1x3
x5
 , f2 (X2) =
 x3−x5x1
g− x5ϕ1(x1)

et
E2 (X2) =
 1 0 00 1 0
−
(
x3
ϕ1(x1)
− x1x3ϕ˙1(x1)
ϕ21(x1)
)
− x1ϕ1(x1) 0
 .
Encore une fois, le processus continue.
E´tape 3 - Le comple´ment de Schur fournit :
 1 0 00 1 0
−
(
x3
ϕ1(x1)
− x1x3ϕ˙1(x1)
ϕ21(x1)
)
− x1ϕ1(x1) 0

=
 1 0 00 1 0
−
(
x3
ϕ1(x1)
− x1x3ϕ˙1(x1)
ϕ21(x1)
)
− x1ϕ1(x1) 1

1 0 00 1 0
0 0 0
 .
Apre`s de simples calculs, (2.23) devient :
1 0 00 1 0
0 0 0
x˙1x˙3
x˙5
 =
 x3−x5x1
h2(x1, x3, x5)
 ,
ou` h2(x1, x3, x5) =
(
x3
ϕ1(x1)
− x1x3ϕ˙1(x1)
ϕ21(x1)
)
x3 − x1ϕ1(x1)x5x1 + g− x5ϕ1(x1). Le the´ore`me des
fonctions implicites permet d’exprimer x5 en fonction de x1 et x3 via une fonction ϕ3 : x5 =
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ϕ3(x1, x3). Comme a` l’e´tape pre´ce´dente, cette fonction est explicite. Plus pre´cise´ment :(
x3
ϕ1(x1)
− x1x3ϕ˙1(x1)
ϕ21(x1)
)
x3 − x1
ϕ1(x1)
x5x1 + g− x5ϕ1(x1) = 0
⇔ x
2
3
ϕ21(x1)
(ϕ1(x1)− x1ϕ˙1(x1))− x5
(
x21
ϕ1(x1)
+ ϕ1(x1)
)
+ g = 0
⇔
(
x3
ϕ1(x1)
)2(
ϕ1(x1) +
x21
ϕ1(x1)
)
− x5
(
x21 + ϕ
2
1(x1)
ϕ1(x1)
)
+ g = 0
⇔
(
x3
ϕ1(x1)
)2( 1
ϕ1(x1)
)
− x5
ϕ1(x1)
+ g = 0
⇔
(
x3
ϕ1(x1)
)2
− x5 + gϕ1(x1) = 0
⇔ x5 = gϕ1(x1) +
(
ϕ1(x1)
−1x3
)2
.
On termine la troisie`me e´tape en obtenant l’e´quation diffe´rentielle :(
x˙1
x˙3
)
=
(
x3
−
[
gϕ1(x1) +
(
ϕ1(x1)
−1x3
)2]
x1
)
.
2. Le de´roulement de la me´thode e´tant similaire, on ne donne pas les re´sultats interme´diaires.
E´tape 1 - Puisque |x1| > |x2|, x1 6= 0. Par conse´quent, il existe une fonction φ1 telle que
x1 = φ1(x2), ou` 0 = x
2
1 + x
2
2. La premie`re e´tape de la me´thode fournit :
X1 =

x2
x3
x4
x5
 , E1 (X1) =

1 0 0 0
0 1 0 0
0 0 1 0
−φ1(x2)−1x2 0 0 0
 et f1 (X1) =

x4
−x5φ1(x2)
g− x5x2
x3
 .
E´tape 2 - La nouvelle contrainte alge´brique obtenue est x3 = −φ1(x2)−1x2x4. La seconde
e´tape fournit :
X2 =
x2x4
x5
 , f2 (X2) =
 x4g− x5x2
−x5φ1(x2)

et
E2 (X2) =
 1 0 00 1 0
−
(
x4
φ1(x2)
− x2x4φ˙1(x2)
φ21(x2)
)
− x2φ1(x2) 0
 .
E´tape 3 - La dernie`re contrainte alge´brique est 0 =
(
x4
φ1(x2)
− x2x4φ˙1(x2)
φ21(x2)
)
x4 +
x2
φ1(x2)
(g−
x5x2) − x5φ1(x2). Elle permet d’exprimer la variable x5 en fonction des variables x2 et
x4 :
x5 = gx2 +
(
φ1(x2)
−1x4
)2
.
On re´cupe`re l’EDO (
x˙2
x˙4
)
=
(
x4
g−
[
gx2 +
(
φ1(x2)
−1x4
)2]
x2
)
.
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Remarque 15
On montre aise´ment que les deux expressions de x5 (fournies par les points 1 et 2 du
the´ore`me 15) sont e´gales.
2.3.3.1.2 Coordonne´es polaires Il est possible de retrouver l’EDO du pendule simple en
dimension n = 2. Montrons-le par exemple pour le premier point du the´ore`me pre´ce´dent. Soit
θ ∈ ]−pi2 , pi2 [. On pose x1 = sin θ. On a alors :
– x2 = ϕ1(x1) =
√
1− x21 = cos θ 6= 0 ;
– x3 = x˙1 = θ˙ cos θ ;
– x˙3 = θ¨ cos θ − θ˙2 sin θ.
On a donc d’une part :
x¨1 = θ¨ cos θ − θ˙2 sin θ. (2.24)
D’autre part, le syste`me (2.20) fournit :
x¨1 = −
[
gϕ1(x1) +
(
ϕ1(x1)
−1x3
)2]
x1.
On remplace dans l’expression pre´ce´dente les valeurs de x1, ϕ1(x1) et x3. On obtient apre`s
simplifications :
x¨1 = −g sin θ cos θ − θ˙2 sin θ. (2.25)
En comparant (2.24) et (2.25), on parvient a` :
θ¨ = −g sin θ.
On retrouve bien l’e´quation classique du pendule simple.
2.3.3.1.3 Re´solution nume´rique Nous avons e´crit une proce´dure, nomme´e simulation
(disponible en annexe, programme´e graˆce au logiciel Maple), qui permet d’exploiter de manie`re
nume´rique les e´quations fournies par le the´ore`me 15. Ce the´ore`me donne en re´alite´ les e´quations
du mouvement du pendule sur les deux cartes locales ne´cessaires pour de´crire l’ensemble du
cercle d’e´quation 0 = x21 +x
2
2−1. Le point d’inte´reˆt de simulation consiste a` se positionner sur
la bonne carte locale au moment ade´quat. La proce´dure simulation commence par de´terminer
la carte locale (|x1| > |x2| ou |x2| > |x1|) correspondant aux conditions initiales fournies.
L’inte´grateur de´marre et s’exe´cute sur un petit pas de temps fixe´ au de´part. Il s’agit d’inte´grer
l’EDO mise en avant par la me´thode de de´flation, et non une EDA (via un sche´ma de Runge-
Kutta d’ordre 4 et 5). La position du point courant obtenu est analyse´e : s’il appartient a` la
meˆme carte locale, l’inte´grateur s’exe´cute sur un pas de temps supple´mentaire, sinon il bascule
sur la deuxie`me carte avant de s’exe´cuter. Tout au long de l’inte´gration, simulation bascule
d’une carte locale a` l’autre et de´crit ainsi l’ensemble du syste`me.
La proce´dure simulation prend en entre´e les deux syste`mes a` inte´grer (correspondants aux
deux cartes locales), l’intervalle d’inte´gration, le pas d’inte´gration et les conditions initiales. Elle
fournit en sortie les temps discre´tise´s ainsi que les ite´re´s des x1, . . . , x5.
On commence par laˆcher le pendule de la position (1, 0) avec une vitesse initiale nulle (0, 0).
On prend x5 = gx2 +
(
x−11 x4
)2
= 0. Les syste`mes sys1 et sys2 sont donne´s par les e´quations
du the´ore`me 15. On trace les solutions graˆce a` la commande traceSimulation.
> L := [sys1, sys2] :
> CI := [1, 0, 0, 0, 0] :
> P := simulation(L, 5, 0.01, CI) :
> traceSimulation(P) :
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Figure 2.1 – x1(t) en fonction de t
Figure 2.2 – x2(t) en fonction de t
Figure 2.3 – Courbe parame´tre´e (x1(t), x2(t))
On prend un autre jeu de conditions initiales. Cette fois-ci, on donne une vitesse non nulle (0, 5)
au pendule. On prend x5 = gx2 +
(
x−11 x4
)2
= 25.
> L := [sys1, sys2] :
> CI := [1, 0, 0, 5, 25] :
> P := simulation(L, 5, 0.01, CI) :
> traceSimulation(P) :
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On obtient alors les courbes suivantes :
Figure 2.4 – x1(t) en fonction de t
Figure 2.5 – x2(t) en fonction de t
Figure 2.6 – Courbe parame´tre´e (x1(t), x2(t))
La vitesse initiale est ici suffisante pour que le pendule effectue une re´volution.
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2.3.3.2 Pendule en dimension 3
On ne donne ici que les re´sultats obtenus par la me´thode de de´flation, les calculs e´tant
similaires a` ceux de la dimension n = 2. On effectue par ailleurs le changement de coordonne´es
sphe´riques afin de retrouver les e´quations classiques du pendule 3D.
2.3.3.2.1 Re´solution formelle Le mouvement d’un pendule simple pesant en dimension
n = 3 est de´crit par l’EDA (2.15), ou`
X0 =

x1
x2
x3
x4
x5
x6
x7

, E0 (X0) =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0

et f0 (X0) =

x4
x5
x6
−x7x1
−x7x2
g− x7x3
x21 + x
2
2 + x
2
3 − 1

.
The´ore`me 16
La re´duction du proble`me pre´ce´dent est obtenue apre`s trois e´tapes de la me´thode de
de´flation.
1. Si |x3| > |x1| et |x3| > |x2|, alors on obtient l’EDO sous contraintes suivante :
x˙1
x˙2
x˙4
x˙5
 =

x4
x5
−
[
gϕ1 (x1, x2) + x
2
4 + x
2
5 +
(
ϕ1(x1, x2)
−1(x1x4 + x2x5)
)2]
x1
−
[
gϕ1(x1, x2) + x
2
4 + x
2
5 +
(
ϕ1(x1, x2)
−1(x1x4 + x2x5)
)2]
x2
 , (2.26)
avec x3 = ϕ1(x1, x2) tel que 0 = x
2
1 + x
2
2 + x
2
3 − 1, x6 = −ϕ1(x1, x2)−1(x1x4 + x2x5)
et x7 = gϕ1(x1, x2) + x
2
4 + x
2
5 +
(
ϕ1(x1, x2)
−1(x1x4 + x2x5)
)2
.
2. Si |x2| > |x1| et |x2| > |x3|, alors on obtient l’EDO sous contraintes suivante :
x˙1
x˙3
x˙4
x˙6
 =

x4
x6
−
[
gx3 + x
2
4 +
(
φ1(x1, x3)
−1(x1x4 + x3x6)
)2
+ x26
]
x1
g−
[
gx3 + x
2
4 +
(
φ1(x1, x3)
−1(x1x4 + x3x6)
)2
+ x26
]
x3
 , (2.27)
avec x2 = φ1(x1, x3) tel que 0 = x
2
1 + x
2
2 + x
2
3 − 1, x5 = −φ1(x1, x3)−1(x1x4 + x3x6)
et x7 = gx3 + x
2
4 +
(
φ1(x1, x3)
−1(x1x4 + x3x6)
)2
+ x26.
3. Si |x1| > |x2| et |x1| > |x3|, alors on obtient l’EDO sous contraintes suivante :
x˙2
x˙3
x˙5
x˙6
 =

x5
x6
−
[
gx3 +
(
ψ1(x2, x3)
−1(x2x5 + x3x6)
)2
+ x25 + x
2
6
]
x2
g−
[
gx3 +
(
ψ1(x2, x3)
−1(x2x5 + x3x6)
)2
+ x25 + x
2
6
]
x3
 , (2.28)
avec x1 = ψ1(x2, x3) tel que 0 = x
2
1 + x
2
2 + x
2
3 − 1, x4 = −ψ1(x2, x3)−1(x2x5 + x3x6)
et x7 = gx3 +
(
ψ1(x2, x3)
−1(x2x5 + x3x6)
)2
+ x25 + x
2
6.
68
2.3 EDAs quasi-line´aires
2.3.3.2.2 Coordonne´es sphe´riques Observons par exemple le changement de coordonne´es
sur le premier point du the´ore`me pre´ce´dent. Soit θ ∈ ]−pi2 , pi2 [ . On pose :
– x1 = sin θ sinψ ;
– x2 = sin θ cosψ.
On a alors :
– x3 = ϕ1(x1, x2) =
√
1− (sin θ sinψ)2 − (sin θ cosψ)2 = cos θ ;
– x4 = x˙1 = θ˙ cos θ sinψ + ψ˙ sin θ cosψ ;
– x5 = x˙2 = θ˙ cos θ cosψ − ψ˙ sin θ sinψ.
On a donc d’une part :
x¨1 = θ¨ cos θ sinψ + ψ¨ sin θ cosψ −
(
θ˙2 + ψ˙2
)
sin θ sinψ + 2θ˙ψ˙ cos θ cosψ
x¨2 = θ¨ cos θ cosψ − ψ¨ sin θ sinψ −
(
θ˙2 + ψ˙2
)
sin θ cosψ − 2θ˙ψ˙ cos θ sinψ.
(2.29a)
(2.29b)
D’autre part, le syste`me (2.26) fournit apre`s simplifications :{
x¨1 = −θ˙2 sin θ sinψ − ψ˙2 sin3 θ sinψ − g cos θ sin θ sinψ
x¨2 = −θ˙2 sin θ cosψ − ψ˙2 sin3 θ cosψ − g cos θ sin θ cosψ.
(2.30a)
(2.30b)
En comparant (2.29a) a` (2.30a) et (2.29b) a` (2.30b), on parvient apre`s simplifications a` :
θ¨ cos θ sinψ + ψ¨ sin θ cosψ − ψ˙2 cos2 θ sin θ sinψ + 2θ˙ψ˙ cos θ cosψ + g cos θ sin θ sinψ = 0 (2.31)
θ¨ cos θ cosψ− ψ¨ sin θ sinψ− ψ˙2 cos2 θ sin θ cosψ− 2θ˙ψ˙ cos θ sinψ+ g cos θ sin θ cosψ = 0 (2.32)
On multiplie (2.31) par sinψ, (2.32) par cosψ puis on somme les deux. On obtient :
θ¨ cos θ − ψ˙2 cos2 θ sin θ + g cos θ sin θ = 0.
Enfin, on multiplie (2.31) par cosψ, (2.32) par − sinψ puis on somme les deux. On obtient :
ψ¨ sin θ + 2θ˙ψ˙ cos θ = 0.
On retrouve bien les e´quations classiques du pendule sphe´rique, a` savoir :{
θ¨ = ψ˙2 cos θ sin θ − g sin θ
ψ¨ = −2θ˙ψ˙ tan−1 θ.
2.3.3.2.3 Re´solution nume´rique On adapte la proce´dure simulation pour le pendule
en trois dimensions (on garde les meˆmes notations par souci de simplicite´). Il est a` propos de
conside´rer cette fois trois syste`mes. Ces derniers sont de´crits dans le the´ore`me 16. Il faut donc
jongler entre trois cartes locales. On part pour commencer de la position initiale (1, 0, 0) et de
la vitesse initiale (0, 0.3, 4).
> L := [sys1, sys2, sys3] :
> CI := [1, 0, 0, 0, 0.3, 4, 16.09] :
> P := simulation(L, 10, 0.01, CI) :
> traceSimulation(P) :
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Les trois courbes ci-dessus repre´sentent les coordonne´es x1(t), x2(t) et x3(t). On termine par la
repre´sentation parame´trique donnant le mouvement du pendule sur la sphe`re :
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Figure 2.7 – Courbe parame´tre´e (x1(t), x2(t), x3(t))
2.3.3.3 Proble`mes multi-corps et pendule en dimension n
Les e´quations du mouvement des syste`mes contraints multi-corps peuvent eˆtre obtenues par
le formalisme d’Euler-Lagrange [2]. Si les coordonne´es carte´siennes sont utilise´es, les e´quations
engendrent alors une EDA quasi-line´aire de la forme
p˙ = v
M(p)v˙ = α(p, v)−Dpg(p)>λ
0 = g(p),
(2.33)
ou` p ∈ Rn est le vecteur position, v ∈ Rn est le vecteur vitesse et λ ∈ Rm repre´sente le
multiplicateur de Lagrange associe´ a` la contrainte 0 = g(p) ∈ Rm. Soit m 6 n. Supposons que
la matrice de masse M(p) est syme´trique de´finie positive et que la matrice Jacobienne Dpg(p)
est de rang plein. La forme matricielle du syste`me correspond au proble`me (2.15), ou`
X0 =
pv
λ
 , E0 (X0) =
In 0 00 In 0
0 0 0
 et f0 (X0) =
 vM(p)−1 (α(p, v)−Dpg(p)>λ)
g(p)
 .
On applique le me´thode de de´flation a` cette EDA. On introduit dans ce but les notations
suivantes : x1 := x1:n−m et x2 := xn−m+1:n ou` x ∈ Rn.
The´ore`me 17
Supposons que la matrice D2g(p1,p2) est inversible et introduisons les fonctions p2 =
ϕ1(p1) telle que g(p1,p2) = 0 et ϕ2(p1,v1) = Dϕ1(p1)v1. Introduisons e´galement les
matrices
[
M(p)−1
]
1
∈ R(n−m)×n et [M(p)−1]
2
∈ Rm×n telles que M(p)−1 =
([
M(p)−1
]
1[
M(p)−1
]
2
)
,
et pour terminer la matrice ∆ :=
[
M(p)−1
]
2
−D2ϕ2(p1,v1)
[
M(p)−1
]
1
∈ Rm×n. Alors
– la matrice ∆Dpg(p)
> est inversible ;
– le nombre d’e´tapes de l’algorithme de de´flation applique´ a` l’EDA (2.33) est e´gal a` 3.
De plus, la solution ge´ne´rale de cette EDA satisfait l’EDO(
p˙1
v˙1
)
=
(
v1[
M(p)−1
]
1
(
α(p, v)−Dpg(p)>λ
)) , avec p = (p1, ϕ1(p1)), (2.34)
avec v = (v1, ϕ2(p1,v1)) et λ =
(
∆Dpg(p)
>)−1 (∆α(p, v)−D1ϕ2(p1,v1)v1).
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Preuve - Commenc¸ons par de´montrer que ∆Dpg(p)
> est une matrice inversible. Puisque
D2ϕ2(p1,v1) = Dϕ1(p1), on a
∆Dpg(p)
> =
([
M(p)−1
]
2
−D2ϕ2(p1,v1)
[
M(p)−1
]
1
)
Dpg(p)
>
=
([
M(p)−1
]
2
−Dϕ1(p1)
[
M(p)−1
]
1
)
Dpg(p)
>
=
(
[D2g(p1,p2)]
−1D1g(p1,p2)
[
M(p)−1
]
1
+
[
M(p)−1
]
2
)
Dpg(p)
>
= [D2g(p1,p2)]
−1 (D1g(p1,p2) [M(p)−1]1 +D2g(p1,p2) [M(p)−1]2)Dpg(p)>
= D2g(p)
−1Dpg(p)M(p)−1Dpg(p)>.
Par un re´sultat classique d’alge`bre line´aire ([31], 210), on observe
rang
(
∆Dpg(p)
>
)
= rang
(
Dpg(p)M(p)
−1Dpg(p)>
)
= rang
(
Dpg(p)
>
)
− dim
(
ker
(
Dpg(p)M(p)
−1) ∩ im(Dpg(p)>)) .
Montrons a` pre´sent que ker
(
Dpg(p)M(p)
−1) ∩ im (Dpg(p)>) = {0}. Soit un vecteur x tel
que Dpg(p)M(p)
−1x = 0 et x = Dpg(p)>y. Alors x>M(p)−1x = y>Dpg(p)M(p)−1x = 0. Soit
x = M(p)z ; ceci est e´quivalent a` z>M(p)z = 0. Puisque M(p) est une matrice syme´trique
de´finie positive, on de´duit que z = 0 et ainsi x = 0. On obtient alors rang
(
∆Dpg(p)
>) =
rang
(
Dpg(p)
>) = m puisque Dpg(p)> est de rang plein. La matrice ∆Dpg(p)> est ainsi non
singulie`re.
On applique l’algorithme QL_Deflation au proble`me (2.33) :
E´tape 1 - Par le the´ore`me des fonctions implicites, on peut e´crire
p2 = ϕ1(p1) et g(p1, ϕ1(p1)) = 0.
On e´crit de`s lors p2 pour de´signer ϕ1(p1). Il s’en suit p˙2 = Dϕ1(p1)p˙1, i.e.
Dϕ1(p1)p˙1 = v2,
avec Dϕ1(p1) = −D2g(p1,p2)−1D1g(p1,p2). Alors, l’EDA de´flate´e est In−m 0 00 In 0
Dϕ1(p1) 0 0
p˙1v˙
λ˙
 =
 v1M(p)−1 (α(p, v)−Dpg(p)>λ)
v2
 (2.35)
et la premie`re contrainte alge´brique est p2 = ϕ1(p1).
E´tape 2 - On a  In−m 0 00 In 0
Dϕ1(p1) 0 0
 =
 In−m 0 00 In 0
Dϕ1(p1) 0 Im
In−m 0 00 In 0
0 0 0
 .
L’e´quation (2.35) est alors e´quivalente a`In−m 0 00 In 0
0 0 0
p˙1v˙
λ˙
 =
 v1M(p)−1 (α(p, v)−Dpg(p)>λ)
−Dϕ1(p1)v1 + v2
 .
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La contrainte v2 = Dϕ1(p1)v1 := ϕ2(p1,v1) implique
v˙2 = D1ϕ2(p1,v1)p˙1 +D2ϕ2(p1,v1)v˙1.
Des calculs directs ame`nent a`
D1ϕ2(p1,v1) = D2g
−1 ((D21gD2g−1D1g −D11g)v1 + (D12g −D22gD2g−1D1g)v1D2g−1D1g) ,
D2ϕ2(p1,v1) = −D2g−1D1g,
ou` g signifie g(p1,p2). La seconde e´quation de´flate´e est alors In−m 0 00 In−m 0
D1ϕ2(p1,v1) D2ϕ2(p1,v1) 0
p˙1v˙1
λ˙
 =
 v1h(p, v, λ)1
h(p, v, λ)2
 , (2.36)
ou` h(p, v, λ) = M(p)−1
(
α(p, v)−Dpg(p)>λ
)
.
E´tape 3 - On aIn−m 0 00 In−m 0
D1ϕ2 D2ϕ2 0
 =
In−m 0 00 In−m 0
D1ϕ2 D2ϕ2 Im
In−m 0 00 In−m 0
0 0 0
 ,
ou` Diϕ2 signifie Diϕ2(p1,v1), pour i = 1, 2. L’e´quation (2.36) est ainsi e´quivalente a`In−m 0 00 In−m 0
0 0 0
p˙1v˙1
λ˙
 =
 v1h(p, v, λ)1
A(p1,v1, λ)
 ,
ou`
A(p1,v1, λ) = −D1ϕ2(p1,v1)v1 −D2ϕ2(p1,v1)h(p, v, λ)1 + h(p, v, λ)2
= −D1ϕ2(p1,v1)v1 + ∆
(
α(p, v)−Dpg(p)>λ
)
.
Puisque la matrice ∆Dpg(p)
> est inversible, on de´duit l’expression de λ de A(p1,v1, λ) = 0 :
λ =
(
∆Dpg(p)
>
)−1
(∆α(p, v)−D1ϕ2(p1,v1)v1) .
On peut enfin conclure par la dernie`re e´quation de´flate´e(
p˙1
v˙1
)
=
(
v1[
M(p)−1
]
1
(
α(p, v)−Dpg(p)>λ
)) .
Le besoin de re´gularite´ dans la me´thode de de´flation exige l’inversibilite´ de la matrice
D2g(p1,p2) ou` p2 = pn−m+1:n. Dans un cas plus ge´ne´ral, conside´rons une matrice de per-
mutation γ telle que γp = p¯ =
(
p¯>1 , p¯>2
)>
, ou` la matrice D2g(p¯1, p¯2) est inversible. En utilisant
p = γ−1p¯ et v = γ−1v¯, le syste`me (2.33) devientγ−1 0 00 γ−1 0
0 0 0
 ˙¯p˙¯v
λ˙
 =
 γ−1 v¯M(p)−1 (α(p, v)−Dpg(p)>λ)
g(p)
 . (2.37)
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En pre´-multipliant (2.37) par
γ 0 00 γ 0
0 0 Im
, on obtient
In 0 00 In 0
0 0 0
 ˙¯p˙¯v
λ˙
 =
 v¯γM(p)−1 (α(p, v)−Dpg(p)>λ)
g(p)
 .
Par conse´quent, le the´ore`me 17 s’applique avec
p¯ = γp =
(
p¯1
p¯2
)
v¯ = γv =
(
v¯1
v¯2
)
Mγ(p¯) = γM(γ
−1p¯)γ−1 = γM(p)γ−1
αγ(p¯, v¯) = γα(γ
−1p¯, γ−1v¯) = γα(p, v)
Dp¯g(p¯) = Dpg(γ
−1p¯)γ−1 = Dpg(p)γ−1.
On retrouve par application du the´ore`me 17 le cas du pendule simple en dimension n,
mode´lise´ par le syste`me 
x˙1:n = xn+1:2n
x˙n+1:2n−1 = −x2n+1x1:n−1
x˙2n = g− x2n+1xn
0 =
n∑
i=1
x2i − 1.
(2.38)
The´ore`me 18
La re´duction de (2.38) est obtenue apre`s 3 e´tapes de l’algorithme de de´flation.
1. Si |xn| > |xi| pour tout i 6= n, la solution ge´ne´rale de (2.38) satisfait le syste`me
diffe´rentiel ordinaire {
x˙1:n−1 = xn+1:2n−1
x˙n+1:2n−1 = −x2n+1x1:n−1,
(2.39)
avec x2n+1 = gxn +
n∑
i=1
x2n+i, x2n = −
1
xn
n−1∑
i=1
xixn+i et xn = ±
√√√√1− n−1∑
i=1
x2i .
2. S’il existe k < n tel que |xk| > |xi| pour tout i 6= k, la solution ge´ne´rale de (2.38)
satisfait le syste`me diffe´rentiel ordinaire
x˙1:k−1 = xn+1:n+k−1
x˙k+1:n = xn+k+1:2n
x˙n+1:n+k−1 = −x2n+1x1:k−1
x˙n+k+1:2n−1 = −x2n+1xk+1:n−1
x˙2n = g− x2n+1xn,
(2.40)
avec x2n+1 = gxn +
n∑
i=1
x2n+i, xn+k = −
1
xk
n∑
i=1,i6=k
xixn+i et xk = ±
√√√√1− n∑
i=1,i6=k
x2i .
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Preuve - Le premier point est une application directe du the´ore`me 17. Pre´cise´ment, m = 1 et
p = x1:n avec p1 = x1:n−1,
v = xn+1:2n avec v1 = xn+1:2n−1,
λ =
x2n+1
2
·
De plus, on a
M(p) = In,
α(p, v) =
(
0 · · · 0 g )> ,
g(p) =
n∑
i=1
x2i − 1.
Clairement,
xn = p2 = ϕ1(p1) = ±
√√√√1− n−1∑
i=1
x2i 6= 0 et x2n = v2 = ϕ2(p1,v1) = −
1
xn
n−1∑
i=1
xixn+i.
Le the´ore`me 17 fournit une expression du multiplicateur de Lagrange. Tout d’abord, on a(
∆Dpg(p)
>
)−1
=
[
Dpg(p)Dpg(p)
>
]−1
D2g(p)
=
[(
2x1 · · · 2xn
) (
2x1 · · · 2xn
)>]−1
2xn
=
[
4
n∑
i=1
x2i
]−1
2xn
=
xn
2
·
Ensuite, on obtient
D1ϕ2(p1,v1) =
(
−xn+1
xn
− x
2
1xn+1
x3n
· · · −x2n−1
xn
− x
2
n−1x2n−1
x3n
)
.
Ainsi,
D1ϕ2(p1,v1)v1 =
n−1∑
i=1
(
−xn+i
xn
− x
2
ixn+i
x3n
)
xn+i
= − 1
xn
n−1∑
i=1
x2n+i −
1
x3n
n−1∑
i=1
x2ix
2
n+i
= − 1
xn
n−1∑
i=1
x2n+i −
x22n
xn
= − 1
xn
n∑
i=1
x2n+i.
Ceci conduit a`
∆α(p, v)−D1ϕ2(p1,v1)v1 = D2g(p)−1Dpg(p)α(p, v)−D1ϕ2(p1,v1)v1
=
1
2xn
(
2x1 · · · 2xn−1 2xn
) (
0 · · · 0 g )> + 1
xn
n∑
i=1
x2n+i
= g +
1
xn
n∑
i=1
x2n+i.
75
Chapitre 2. Me´thode de re´duction de l’indice par de´flation
Enfin,
x2n+1 = 2λ = 2
xn
2
(
g +
1
xn
n∑
i=1
x2n+i
)
= gxn +
n∑
i=1
x2n+i.
On en de´duit le syste`me diffe´rentiel ordinaire(
x˙1:n−1
x˙n+1:2n−1
)
=
(
p˙1
v˙1
)
=
(
v1[
M(p)−1
]
1
(
α(p, v)−Dpg(p)>λ
))
=
(
xn+1:2n−1(
In−1 01:n−1
) ( −x2n+1x1 · · · −x2n+1xn−1 g− x2n+1xn )>
)
=
(
xn+1:2n−1
−x2n+1x1:n−1
)
.
Pour le second point, on utilise une simple permutation des variables. Conside´rons la matrice
de permutation γ =
Ik−1 0 00 0 In−k
0 1 0
. On a toujours m = 1 et
p¯ = γp =
x1:k−1xk+1:n
xk
 avec p¯1 = (x1:k−1xk+1:n
)
,
v¯ = γv =
xn+1:n+k−1xn+k+1:2n
xn+k
 avec v¯1 = (xn+1:n+k−1xn+k+1:2n
)
,
λ =
x2n+1
2
·
De plus, on obtient apre`s permutation
Mγ(p¯) = γ Inγ
−1 = In,
αγ(p¯, v¯) = γ
(
0 · · · 0 g )> = ( 0>1:k−1 0>1:n−k−1 g 0 )> ,
g(p¯) = g(p) =
n∑
i=1
x2i − 1,
Dp¯g(p¯) =
(
2x1 · · · 2xn
)
γ−1 =
(
2x>1:k−1 2x
>
k+1:n 2xk
)
.
Clairement
xk = p¯2 = ϕ1(p¯1) = ±
√√√√1− n∑
i=1,i6=k
x2i 6= 0 et xn+k = v¯2 = ϕ2(p¯1, v¯1) = −
1
xk
n∑
i=1,i6=k
xixn+i.
Le meˆme proce´de´ s’applique pour exprimer le multiplicateur de Lagrange. Apre`s calculs, on
parvient a`
x2n+1 = gxn +
n∑
i=1
x2n+i.
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On termine par le syste`me diffe´rentiel ordinaire :
x˙1:k−1
x˙k+1:n
x˙n+1:n+k−1
x˙n+k+1:2n−1
x˙2n

=
(
˙¯p1
˙¯v1
)
=
(
v¯1[
Mγ(p¯)
−1]
1
(
αγ(p¯, v¯)−Dp¯g(p¯)>λ
))
=

xn+1:n+k−1
xn+k+1:2n[
Ik−1 0 0
0 In−k 0
] ( −x2n+1x>1:k−1 −x2n+1x>k+1:n−1 g− x2n+1xn −x2n+1xk )>

=

xn+1:n+k−1
xn+k+1:2n
−x2n+1x1:k−1
−x2n+1xk+1:n−1
g− x2n+1xn
 .
2.3.4 Caracte`re ge´ome´trique
Pour clore ce deuxie`me chapitre, nous montrons le caracte`re ge´ome´trique de la me´thode de
de´flation. En effet, nous allons e´tablir que la me´thode conserve la ge´ome´trie du syste`me e´tudie´
en comparant les e´quations du pendule simple en dimension n fournies par cette dernie`re et
celles provenant du formalisme d’Euler-Lagrange en coordonne´es sphe´riques.
2.3.4.1 Coordonne´es sphe´riques
Soient X ∈ Sn−1 et θ ∈
]
−pi
2
,
pi
2
[
× ]0, 2pi[n−2. On pose
ck = cos θk, k ∈ J1, n− 1K,
cn = 1,
sk = sin θk, k ∈ J1, n− 1K.
Le changement de variable x = F (θ) (que nous noterons simplement F ) suivant e´tablit une
e´quivalence entre les coordonne´es sphe´riques et les coordonne´es carte´siennes :
xk = Fk =
n−k∏
p=1
sp
 cn−k+1, k ∈ J1, nK.
2.3.4.2 Lagrangien en coordonne´es sphe´riques
On commence par e´crire les e´quations d’Euler-Lagrange en coordonne´es sphe´riques, via
l’e´tude du lagrangien L. En notant 〈, 〉 le produit scalaire usuel, le lagrangien s’e´crit
L
(
θ, θ˙
)
=
1
2
〈
DθF θ˙,DθF θ˙
〉
− g(1− c1).
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On pose v(θ) = DθF
>DθF . Ainsi,
L
(
θ, θ˙
)
=
1
2
θ˙>v(θ)θ˙ − g(1− c1). (2.41)
The´ore`me 19
L’e´quation d’Euler-Lagrange applique´e a` l’expression (2.41) fournit les e´quations suivantes :
θ¨1 =
c1
s1
n−1∑
k=2
vkk(θ)θ˙
2
k − gs1
θ¨i =
1
vii(θ)
(
ci
si
n−1∑
k=1+i
vkk(θ)θ˙
2
k − 2vii(θ)θ˙i
i−1∑
k=1
ck
sk
θ˙k
)
,
(2.42)
pour tout i ∈ J2, n− 1K.
Preuve - En injectant le lagrangien de´fini par (2.41) dans l’e´quation d’Euler-Lagrange
d
dt
Dθ˙L
(
θ, θ˙
)
−DθL
(
θ, θ˙
)
= 0,
on obtient
θ¨ = v(θ)−1
(
1
2
θ˙>Dθv(θ)θ˙ −
(
n−1∑
k=1
∂v(θ)
∂θk
θ˙k
)
θ˙ − gs1e
)
, (2.43)
ou` e = (1, 0, . . . , 0)>. Il faut a` pre´sent proce´der au calcul de (2.43). Nous ope´rons celui-ci en
plusieurs e´tapes :
1. De´termination de v(θ).
2. Calcul de
(
n−1∑
k=1
∂v(θ)
∂θk
θ˙k
)
θ˙.
3. Calcul de θ˙>Dθv(θ)θ˙.
De´termination de v(θ) - Par de´finition, v(θ) est une matrice syme´trique et on a
vij(θ) =
n∑
k=1
∂Fk
∂θi
∂Fk
∂θj
,
pour tout (i, j) ∈ J1, nK2. Les fonctions Fk satisfont
∂Fk
∂θi
=

Fk
ci
si
, i ∈ J1, n− kK
−Fk si
ci
, i = n− k + 1
0 sinon.
De plus,
n−i∑
k=1
F 2k =
n−i∑
k=1
n−k∏
p=1
s2p
 c2n−k+1 = n−1∏
p=1
s2p +
n−i∑
k=2
n−k∏
p=1
s2p
 c2n−k+1 = i+1∏
p=1
s2p +
 i∏
p=1
s2p
 c2i+1.
Ainsi
n−i∑
k=1
F 2k =
(
c2i+1 + s
2
i+1
) i∏
p=1
s2p =
i∏
p=1
s2p.
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On commence par de´terminer les termes diagonaux de v(θ). Pour tout i ∈ J1, n− 1K , on a
vii(θ) =
n∑
k=1
(
∂Fk
∂θi
)2
=
n−i+1∑
k=1
(
∂Fk
∂θi
)2
=
n−i∑
k=1
(
∂Fk
∂θi
)2
+
(
∂Fn−i+1
∂θi
)2
.
Par conse´quent
vii(θ) =
c2i
s2i
n−i∑
k=1
F 2k +
s2i
c2i
Fn−i+1 =
i−1∏
p=1
s2p
 c2i +
i−1∏
p=1
s2p
 s2i = (c2i + s2i ) i−1∏
p=1
s2p =
i−1∏
p=1
s2p.
On de´termine ensuite les termes sur-diagonaux (on re´cupe`re les autres par syme´trie). Pour tout
i 6= j, i < j on a
vij(θ) =
n∑
k=1
∂Fk
∂θi
∂Fk
∂θj
=
n−j+1∑
k=1
∂Fk
∂θi
∂Fk
∂θj
=
n−j∑
k=1
∂Fk
∂θi
∂Fk
∂θj
+
∂Fn−j+1
∂θi
∂Fn−j+1
∂θj
·
Alors
vij(θ) =
cicj
sisj
n−j∑
k=1
F 2k −
cisj
sicj
F 2n−j+1 = s
2
1 . . . si . . . sjcicj − s21 . . . si . . . s2j−1sjcicj = 0.
En re´sume´, on obtient
v(θ) =

1 0 · · · 0
0 l2s21 · · · 0
...
...
. . .
...
0 0 · · · l2s21 . . . s2N−2
 .
Calcul de
(
n−1∑
k=1
∂v(θ)
∂θk
θ˙k
)
θ˙ - On note cette expression α. Comme
∂vii(θ)
∂θk
= 0 pour tout k > i,
on a :
αi =
[(
n−1∑
k=1
∂v(θ)
∂θk
θ˙k
)
θ˙
]
i
=
n−1∑
k=1
∂vii(θ)
∂θk
θ˙kθ˙i =
i−1∑
k=1
∂vii(θ)
∂θk
θ˙kθ˙i = 2vii(θ)θ˙i
i−1∑
k=1
ck
sk
θ˙k.
Calcul de θ˙>Dθv(θ)θ˙ - On note cette expression β. Pour tout i ∈ J1, nK, on obtient
βi = θ˙
>Dθv(θ)θ˙ =
n−1∑
k=1
∂vkk(θ)
∂θi
θ˙2k =
n−1∑
k=1+i
∂vkk(θ)
∂θi
θ˙2k = 2
ci
si
n−1∑
k=1+i
vkkθ˙
2
k.
En rassemblant les trois informations re´colte´es et en les remplac¸ant dans (2.43), on parvient au
re´sultat attendu 
θ¨1 =
c1
s1
n−1∑
k=2
vkk(θ)θ˙
2
k − gs1
θ¨i =
1
vii(θ)
(
ci
si
n−1∑
k=1+i
vkk(θ)θ˙
2
k − 2vii(θ)θ˙i
i−1∑
k=1
ck
sk
θ˙k
)
,
pour tout i ∈ J2, n− 1K.
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2.3.4.3 E´quations fournies par la me´thode de de´flation
A` pre´sent, on utilise les e´quations diffe´rentielles du pendule simple en dimension n (2.39)
exhibe´es par l’algorithme. En effectuant le changement de variable sphe´rique, on obtient d’une
part
x¨ =

x¨1
...
x¨n−1
x¨n

=

−x2n+1x1
...
−x2n+1xn−1
θ˙>D2θFnθ˙ +DθFnθ¨

=

−x2n+1F1
...
−x2n+1Fn−1
−c1θ˙21
−

0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
s1 0 · · · 0
 θ¨
= G(θ)−

0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
s1 0 · · · 0
 θ¨.
D’autre part :
x¨ = θ˙>D2θF θ˙ +DθF θ¨.
On compare les deux expressions de x¨ et on a :v(θ) +DtF

0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
s1 0 · · · 0

 θ¨ = D>θ F (G(θ)− θ˙>D2θF θ˙) .
Ainsi,
θ¨ =

c21 0 · · · 0
0 v22 · · · 0
...
...
. . .
...
0 0 · · · vn−1n−1

−1
D>θ F
(
G(θ)− θ˙>D2θF θ˙
)
. (2.44)
The´ore`me 20
L’expression (2.44) est e´gale a`
θ¨1 =
c1
s1
n−1∑
k=2
vkk(θ)θ˙
2
k − gs1
θ¨i =
1
vii(θ)
(
ci
si
n−1∑
k=1+i
vkk(θ)θ˙
2
k − 2vii(θ)θ˙i
i−1∑
k=1
ck
sk
θ˙k
)
,
(2.45)
pour tout i ∈ J2, n− 1K.
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Preuve - On part de l’expression (2.44)
θ¨ =

c21 0 · · · 0
0 v22(θ) · · · 0
...
...
. . .
...
0 0 · · · vn−1n−1(θ)

−1 (
D>θ FG(θ)−D>θ F θ˙>D2θF θ˙
)
.
Il suffit de de´velopper l’expression pre´ce´dente en proce´dant comme suit :
1. Calcul de D>θ FG(θ).
2. Calcul de D>θ F θ˙
>D2θF θ˙.
Calcul de D>θ FG(θ) - On note cette expression γ. On introduit le symbole de Kronecker δ
i
1 tel
que δi1 = 1 si i = 1 et δ
i
1 = 0 si i 6= 1. Pour tout i ∈ J1, n− 1K, on obtient
γi =
[
D>θ FG(θ)
]
i
=
n−1∑
k=1
∂Fk
∂θi
(−x2n+1Fk)− c1∂Fn
∂θi
θ˙21
=
(
x2n+1
∂Fn
∂θ1
Fn − c1∂Fn
∂θ1
θ˙21
)
δi1
=
[
∂Fn
∂θ1
Fn
(
x2n+1 − θ˙21
)]
δi1
= −c1s1
[(‖x˙‖2 + gxn)− θ˙21] δi1
= −c1s1
(
n−1∑
k=1
vkk(θ)θ˙
2
k + gc1 − θ˙21
)
δi1
= −c1s1
(
n−1∑
k=2
vkk(θ)θ˙
2
k + gc1
)
δi1.
Calcul de D>θ F θ˙
>D2θF θ˙ - On note cette expression η. Pour tout i ∈ J1, n− 1K, on a
ηi =
[
D>θ F θ˙
tD2θF θ˙
]
i
=
n−i+1∑
k=1
∂Fk
∂θi
θ˙>D2θFkθ˙
=
n−i+1∑
k=1
∂Fk
∂θi
(∑
m,p
∂2Fk
∂θm∂θp
θ˙mθ˙p
)
=
n−i+1∑
k=1
∂Fk
∂θi
n−1∑
m=1
∂2Fk
∂θ2m
θ˙2m + 2
n−2∑
p=1
n−p−1∑
m=1
∂2Fk
∂θm∂θn−p
θ˙mθ˙n−p

=
n−1∑
m=1
n−i+1∑
k=1
∂Fk
∂θi
∂2Fk
∂θ2m
θ˙2m + 2
n−2∑
p=1
n−p−1∑
m=1
n−i+1∑
k=1
∂Fk
∂θi
∂2Fk
∂θm∂θn−p
θ˙mθ˙n−p
=
n−1∑
m=1
min(n−i+1,n−m+1)∑
k=1
∂Fk
∂θi
∂2Fk
∂θ2m
θ˙2m
+ 2
n−2∑
p=1
n−p−1∑
m=1
min(p+1,n−i+1)∑
k=1
∂Fk
∂θi
∂2Fk
∂θm∂θn−p
θ˙mθ˙n−p
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=
i∑
m=1
n−i+1∑
k=1
∂Fk
∂θi
∂2Fk
∂θ2m
θ˙2m +
n−1∑
m=i+1
n−m+1∑
k=1
∂Fk
∂θi
∂2Fk
∂θ2m
θ˙2m
+ 2
i−1∑
m=1
(
n−i+1∑
k=1
∂Fk
∂θi
∂2Fk
∂θm∂θi
)
θ˙mθ˙i + 2
n−i−1∑
p=1
n−p−1∑
m=1
p+1∑
k=1
∂Fk
∂θi
∂2Fk
∂θm∂θn−p
θ˙mθ˙n−p
+ 2
n−2∑
p=n−i+1
n−p−1∑
m=1
n−i+1∑
k=1
∂Fk
∂θi
∂2Fk
∂θm∂θn−p
θ˙mθ˙n−p
= ζ1 + ζ2 + ζ3 + ζ4 + ζ5.
On montre aise´ment que :
n−i+1∑
k=1
∂Fk
∂θi
Fk = 0.
De´taillons a` pre´sent les calculs des ζl, l ∈ J1, 5K se´pare´ment :
1.
ζ1 = −
i∑
m=1
n−i+1∑
k=1
∂Fk
∂θi
Fkθ˙
2
m = −
i∑
m=1
θ˙2m
(
n−i+1∑
k=1
∂Fk
∂θi
Fk
)
= 0,
car m 6 n− k + 1.
2.
ζ2 =
n−1∑
m=i+1
n−m+1∑
k=1
ci
si
Fk
∂2Fk
∂θ2m
θ˙2m =
ci
si
n−1∑
m=i+1
(
n−m+1∑
k=1
Fk
∂2Fk
∂θ2m
)
θ˙2m = −
ci
si
n−1∑
m=i+1
vmm(θ)θ˙
2
m,
car i 6 n− k + 1.
3.
ζ3 = 2θ˙i
i−1∑
m=1
1
2
∂vii(θ)
∂θm
θ˙m = 2vii(θ)θ˙i
i−1∑
m=1
cm
sm
θ˙m,
car m 6 i− 1.
4.
ζ4 = 2
n−i−1∑
p=1
n−p−1∑
m=1
cm
sm
(
p+1∑
k=1
∂Fk
∂θi
∂Fk
∂θn−p
)
θ˙mθ˙n−p
= 2
n−i−1∑
p=1
n−p−1∑
m=1
cm
sm
n−(n−p)+1∑
k=1
∂Fk
∂θi
∂Fk
∂θn−p
 θ˙mθ˙n−p
= 0,
car n− p > i.
5.
ζ5 = 2
n−2∑
p=n−i+1
n−p−1∑
m=1
cm
sm
cn−p
sn−p
(
n−i+1∑
k=1
∂Fk
∂θi
Fk
)
θ˙mθ˙n−p = 0,
car m < n− k + 1 et n− p < n− k + 1.
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En re´sume´, on a pour tout i ∈ J1, n− 1K
ηi = −ci
si
n−1∑
m=i+1
vmm(θ)θ˙
2
m + 2vii(θ)θ˙i
i−1∑
m=1
cm
sm
θ˙m.
En conclusion, on arrive a`
θ¨1 =
1
c21
(γ1 − η1)
=
1
c21
[
−c1s1
(
n−1∑
k=2
vkk(θ)θ˙
2
k + gc1
)
+
c1
s1
n−1∑
m=2
vmm(θ)θ˙
2
m
]
=
1
c1
[
−s1
(
n−1∑
k=2
vkk(θ)θ˙
2
k + gc1
)
+
1
s1
n−1∑
k=2
vkk(θ)θ˙
2
k
]
=
(
1
c1s1
− s1
c1
) n−1∑
k=2
vkk(θ)θ˙
2
k − gs1
=
c21
c1s1
n−1∑
k=2
vkk(θ)θ˙
2
k − gs1
=
c1
s1
n−1∑
k=2
vkk(θ)θ˙
2
k − gs1
et
θ¨i =
1
vii(θ)
(
ci
si
n−1∑
m=i+1
vmm(θ)θ˙
2
m − 2vii(θ)θ˙i
i−1∑
m=1
cm
sm
θ˙m
)
,
pour tout i ∈ J2, n− 1K.
Graˆce aux the´ore`mes 19 et 20 fournissant les meˆmes expressions, on vient de prouver que la
me´thode de de´flation conserve la ge´ome´trie des syste`mes e´tudie´s.
Dans ce chapitre, nous avons introduit une nouvelle me´thode de re´solution des EDAs line´aires
et quasi-line´aires. De par sa structure, la me´thode de de´flation peut ainsi s’appliquer a` une
grande varie´te´ d’EDAs. L’architecture de la me´thode est de´crite par des algorithmes dont di-
verses proprie´te´s ont e´te´ e´tudie´es.
Dans sa version line´aire, la me´thode de de´flation est proche de l’algorithme introduit par
W. A. Harris, Y. Sibuya et L. Weinberg [23]. A` la diffe´rence de cet algorithme, la me´thode
de de´flation se concentre sur les proble`mes re´guliers. La me´thode de de´flation partage certaines
proprie´te´s avec les me´thodes des syste`mes augmente´s et des projections comme la baisse ca-
racte´ristique de l’indice (diminution de 1 a` chaque e´tape quand les coefficients sont constants)
ou encore l’invariance du rang et de l’indice de Kronecker. Elle conserve une structure identique
pour les EDAs line´aires et quasi-line´aires comme la me´thode des syste`mes augmente´s, mais en
revanche diminue la taille des syste`mes au lieu de les augmenter.
Dans sa version quasi-line´aire, la me´thode de de´flation peut faire e´cho a` une traduction algo-
rithmique de la me´thode globale de re´duction ge´ome´trique de P. J. Rabier et W. C. Rhein-
boldt [48], bien que cette dernie`re ne contienne pas une phase de substitution des variables.
Enfin, la proximite´ entre la me´thode de de´flation et la de´marche d’e´limination diffe´rentielle
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mise en œuvre dans l’algorithme Rosenfeld-Gro¨bner doit eˆtre souligne´e. L’algorithme Rosenfeld-
Gro¨bner est capable de traiter des EDAs ge´ne´rales (a` condition qu’elles soient polynomiales)
mais e´galement des e´quations aux de´rive´es partielles. Son approche n’est pas matricielle : il ana-
lyse une liste d’e´quations. La me´thode de de´flation conserve et manipule la structure matricielle
des proble`mes e´tudie´s. De plus, elle ne ne´cessite pas de fixer un ordre sur les variables, comme
l’exige l’algorithme Rosenfeld-Gro¨bner.
On applique dans le troisie`me chapitre la me´thode de de´flation a` des EDAs quasi-line´aires
mode´lisant des phe´nome`nes de distillation.
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Application a` la re´solution de
mode`les de distillation de Rayleigh
Dans ce chapitre, nous e´tudions graˆce a` la me´thode de de´flation trois syste`mes quasi-line´aires
extraits des travaux de K. Alloula [1] et de R. The´ry He´treux [57] mode´lisant la distillation
de Rayleigh. La distillation de Rayleigh re´active, qui fait intervenir des re´actions chimiques,
est aussi e´tudie´e. Apre`s avoir pre´sente´ les principes physiques, nous introduisons les syste`mes
diffe´rentiels alge´briques et nous analysons ces derniers.
Les EDAs rencontre´es dans le domaine du ge´nie des proce´de´s sont ge´ne´ralement traite´es par
des me´thodes nume´riques. Si ces EDAs conduisent a` la plupart des difficulte´s rencontre´es lors
de la re´solution nume´rique dans d’autres domaines (tels que la me´canique), elles ont ne´anmoins
quelques particularite´s :
– la mode´lisation d’installations industrielles compose´es de plusieurs ope´rations unitaires
relie´es en un re´seau complexe (au sein desquelles ont lieu divers phe´nome`nes physico-
chimiques entre plusieurs constituants) conduit toujours a` des EDAs de grande taille ;
– des e´ve´nements de temps et d’e´tat peuvent survenir en cours de l’inte´gration nume´rique
et notamment conduire a` un nouveau calcul de conditions initiales cohe´rentes ;
– la diversite´ de nature des e´quations composant le syste`me rend difficile une formulation
e´vitant a` priori l’e´criture d’EDAs d’indice e´leve´.
Ces particularite´s rendent les difficulte´s d’inte´gration nume´rique des EDAs encore plus aigu¨es
dans le domaine du ge´nie des proce´de´s. La recherche dans cette discipline s’est entre autres
concentre´e sur l’analyse des structures des EDAs afin de mieux appre´hender ces difficulte´s.
Comme le souligne P. Rouchon [53], les me´thodes de re´solution nume´riques font ge´ne´ralement
de´faut pour les EDAs d’indice e´leve´. Dans ces travaux, il propose une me´thode de re´solution
formelle qui re´duit les EDAs d’indice e´leve´ en EDAs d’indice un. Ces EDAs re´duites sont
ensuite traite´es d’un point de vue nume´rique. Pour cette e´tape d’inte´gration nume´rique, au-
dela` des codes de´ja` utilise´s pour l’inte´gration des EDOs, des inte´grateurs nume´riques base´s sur
les me´thodes a` pas multiples sont utilise´s (se reporter notamment aux travaux de L. Petzold,
[42]) afin de disposer d’outils efficaces (au niveau de la stabilite´ et de la convergence). D’autres
processus similaires de re´solution des EDAs ont e´te´ mis en œuvre ; on peut consulter les travaux
de C. C. Pantelides [41] et J. Unger [58].
La me´thode de de´flation propose une re´duction d’indice comple`te puisque les EDAs re´duites
sont d’indice ze´ro, c’est-a`-dire des EDOs, pour lesquelles il est possible d’utiliser des me´thodes
nume´riques classiques tre`s performantes, et de contourner les difficulte´s d’inte´gration des EDAs.
Nous pre´sentons dans ce chapitre le pre´-traitement des e´quations, soit la phase formelle de la
re´solution. Rappelons que notre analyse conduit a` la production de mode`les e´quivalents aux
85
Chapitre 3. Application a` la re´solution de mode`les de distillation de Rayleigh
mode`les de de´part, pour lesquels l’inte´gration nume´rique sera ame´liore´e, notamment du point
de vue du calcul des conditions initiales cohe´rentes.
3.1 Pre´sentation
La distillation est un proce´de´ chimique qui consiste a` se´parer les diffe´rents constituants
d’un me´lange liquide par un processus de vaporisation puis de condensation. Cette technique
de se´paration exploite le fait que les espe`ces chimiques qui constituent le me´lange ont des
tempe´ratures d’e´bullition diffe´rentes. Le me´lange est chauffe´ dans un bouilleur au dessus duquel
est place´e une colonne a` distiller. Les constituants se vaporisent au fur et a` mesure, le bouilleur
s’appauvrissant d’abord en constituants les plus volatils. Ces diffe´rents gaz vont ensuite eˆtre
condense´s a` des hauteurs diffe´rentes dans la colonne. On parvient ainsi a` se´parer les constituants
avec une certaine purete´. Les produits de cette distillation sont nomme´s distillats.
La distillation de Rayleigh est une distillation sans reflux (les gaz condense´s ne retombent
pas dans le bouilleur) et discontinue (le bouilleur n’est pas alimente´ pendant le processus). Elle
est qualifie´e de re´active quand les constituants du me´lange re´agissent entre eux dans la phase
liquide (et e´ventuellement dans la phase vapeur). La distillation de Rayleigh est notamment
utilise´e dans le domaine de la chimie de spe´cialite´, par exemple dans la chimie pharmaceutique,
afin de synthe´tiser des produits a` haute valeur ajoute´e, pour un faible tonnage.
Nous conside´rons deux types de re´actions chimiques :
– les re´actions chimiques dites instantane´ment e´quilibre´es : a` tout instant t, les re´actions
chimiques sont a` l’e´quilibre. Cette hypothe`se est retenue quand l’e´chelle de temps des
re´actions chimiques est tre`s petite devant celle des autres phe´nome`nes ;
– les re´actions chimiques dites controˆle´es par la cine´tique assurent une transition progressive
vers un e´tat d’e´quilibre chimique. Les vitesses des re´actions chimiques controˆle´es par la
cine´tique de´pendent notamment de la tempe´rature. Le cas pre´ce´dent peut eˆtre envisage´
comme un cas limite pour lequel les vitesses de re´actions sont tre`s rapides.
On peut e´galement conside´rer une distillation de Rayleigh re´active ou` certaines re´actions chi-
miques sont e´quilibre´es instantane´ment et d’autres sont controˆle´es par la cine´tique. Nous ne
prenons pas en compte cette configuration dans nos travaux.
Dans notre e´tude, nous distinguons deux e´tapes du proce´de´ de distillation de Rayleigh :
– l’e´tape monophasique qui correspond a` la pe´riode de chauffe avant l’e´bullition. Bien que
nous conside´rions une mince pellicule de phase vapeur en e´quilibre avec la phase liquide,
c’est principalement cette dernie`re qui est mise en avant pendant le re´gime monophasique.
Durant cette e´tape, le de´bit vapeur reste nul ;
– l’e´tape diphasique qui de´bute au moment de l’e´bullition. Il existe alors un flux de vapeur
alimente´ par la phase liquide. Les phases liquide et vapeur co-existent et sont suppose´es
eˆtre a` l’e´quilibre thermodynamique.
Remarque 16
Une troisie`me e´tape pourrait eˆtre conside´re´e ; au moment ou` la phase liquide disparaˆıt, le
syste`me devient uniquement une phase vapeur. Cette e´tape monophasique vapeur n’est pas
aborde´e dans cette e´tude.
Enfin, nous conside´rons pour la phase liquide deux classes de comportements thermodyna-
miques :
– le comportement ide´al, dans lequel les interactions entre les diffe´rentes espe`ces du me´lange
sont ne´glige´es. Ce dernier se comporte alors comme un corps pur ;
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– le comportement non ide´al, dans lequel des interactions existent entre les diffe´rentes
espe`ces selon leur nature.
Dans cette e´tude, la phase vapeur est toujours conside´re´e comme un gaz parfait, c’est-a`-dire
une phase ide´ale.
3.2 Notations
Les syste`mes mode´lisant le phe´nome`ne de distillation de Rayleigh e´tudie´s dans ce chapitre
sont des EDAs quasi-line´aires, c’est-a`-dire de la forme
E0(X0)X˙0 = f0(X0). (3.1)
Dans la partie 3.2.1, nous donnons la liste des notations intervenant lors de la premie`re
e´tape de l’algorithme de de´flation. Ces notations se ge´ne´ralisent pour les e´tapes de de´flation
suivantes. Ainsi, l’e´tape k produit elle le syste`me Ek(Xk)X˙k = fk(Xk), a` partir du syste`me
Ek−1(Xk−1)X˙k−1 = fk−1(Xk−1). Dans la partie 3.2.2, nous fournissons une nomenclature me´tier
des symboles utilise´s dans les diffe´rents mode`les. La partie 3.2.3 liste des sous-expressions com-
munes pre´sentes dans les mode`les obtenus par de´flation, et leur associe des notations.
3.2.1 Sche´ma de de´flation
On commence naturellement par e´crire les vecteurs X0 et f0(X0) ainsi que la matrice
E0(X0) :
X0, E0(X0) et f0(X0)
On exhibe la sous-matrice de rang plein E˜0(X0) de E0(X0) telle que
E0(X0) =
[
E˜0(X0) 0
0 0
]
,
ainsi que le sous-vecteur f˜0(X0) de f0(X0) correspondant aux contraintes alge´briques explicites
i.e. f˜0(X0) = 0 :
E˜0(X0) et f˜0(X0)
Remarque 17
La matrice E˜0(X0) n’est pas ne´cessairement carre´e. De plus, exhiber cette matrice peut
ne´cessiter au pre´alable la transformation de la matrice E0(X0) via des de´compositions
usuelles (de´composition LU par exemple).
On fixe e´galement le vecteur g0(X0) tel que f0(X0) =
(
g0(X0)
f˜0(X0)
)
.
g0(X0)
On de´termine ensuite, si ne´cessaire, la matrice de permutation P1 des variables ; cette matrice
de´finit deux nouveaux vecteurs X1 et Y1 tels que P1X0 =
(
X1
Y1
)
.
P1, X1 et Y1
On note g¯0(X1, Y1) = g0(P−11 P1X0) et f¯0(X1, Y1) = f˜0(P−11 P1X0). Le the´ore`me des fonc-
tions implicites applique´ aux contraintes alge´briques f¯0(X1, Y1) = 0 nous permet d’e´crire
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Y1 = ϕ1(X1). Par de´rivation, Y˙1 = ϕ˙1(X1) X˙1 = −JY1
(
f¯0
)−1
JX1
(
f¯0
)
X˙1. Le choix de la matrice
de permutation est fait pour assurer l’inversibilite´ de la matrice Jacobienne JY1
(
f¯0
)
. Les deux
matrices Jacobiennes ont besoin d’eˆtre de´termine´es :
JY1
(
f¯0
)
et JX1
(
f¯0
)
En appliquant la matrice de permutation P1 au syste`me de de´part, on de´finit deux nouvelles
matrices
[
A0(X1, Y1) B0(X1, Y1)
]
=
[
E˜0(P−11 P1X0) 0
]P−11 .
A0(X1, Y1) et B0(X1, Y1)
Remarque 18
La matrice A0(X1, Y1) est ne´cessairement carre´e.
Remarque 19
On exhibera souvent des structures par blocs des quatre matrices pre´ce´dentes pour simplifier
les calculs.
L’e´tape de de´flation s’ache`ve en calculant la nouvelle matrice coefficient E1(X1) :
E1(X1) = A0(X1, ϕ1(X1))−B0(X1, ϕ1(X1)) JY1
(
f¯0
)−1
JX0
(
f¯0
)
,
ainsi que le nouveau membre de droite f1(X1) = g¯0(X1, ϕ(X1)) :
X1, E1(X1) et f1(X1)
3.2.2 Nomenclature me´tier
E´tant donne´ un me´lange compose´ de N constituants, on de´finit les notations suivantes :
– Ul : Re´tention liquide en Mole (quantite´ totale de moles pre´sentes dans le liquide).
– V : De´bit vapeur en Mole par seconde (variation de la re´tention liquide au cours du temps).
– xi (pour tout i ∈ J1, NK) : Fraction molaire du constituant i dans la phase liquide. On
note x = (x1, . . . , xN )
>.
– yi (pour tout i ∈ J1, NK) : Fraction molaire du constituant i dans la phase vapeur. On
note y = (y1, . . . , yN )
>.
– T : Tempe´rature suppose´e homoge`ne du syste`me en Kelvin.
– P : Pression impose´e au syste`me en Bar. En pratique, nous conside´rons dans nos travaux
cette pression e´gale a` la pression atmosphe´rique.
– h(T, P, x) : Enthalpie molaire de la phase liquide en Joule par mole.
– H(T, P, y) : Enthalpie molaire de la phase vapeur en Joule par mole.
– Q : Puissance de chauffe en Watt. La variation de Q en fonction du temps de´finit la
politique de chauffe.
– Ki(T, P ) ou Ki(T, P, x) (pour tout i ∈ J1, NK) : Constante d’e´quilibre thermodynamique.
On note K = (K1, . . . ,KN )
>.
– yinerte : Fraction molaire de l’air.
Soit R le nombre de re´actions chimiques et R˜ le nombre de re´actifs :
– ξj (pour tout j ∈ J1, RK) : Avancement de la re´action chimique j en Mole par seconde.
– νi,j (pour tout i ∈ J1, NK et j ∈ J1, RK) : Coefficient stœchiome´trique du constituant i
dans la re´action j.
– Qrj (T ) (pour tout j ∈ J1, RK) : Chaleur de la re´action j en Joule par mole.
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– ai(T, P, x) (pour tout i ∈ J1, NK) : Activite´ du constituant i en phase liquide.
– Kcj (T ) (pour tout j ∈ J1, RK) : Constante cine´tique de la re´action j.
– kj(T ) (pour tout j ∈ J1, RK) : Constante de vitesse de la re´action j.
Remarque 20
– νi,j = 0 lorsque le constituant i n’apparaˆıt pas dans la re´action j.
– νi,j > 0 si le constituant i est un produit de la re´action j.
– νi,j < 0 si le constituant i est un re´actif de la re´action j.
A` l’exception des constantes d’e´quilibres thermodynamiques (Ki(T, P ), Ki(T, P, x), K(T, P )
ou K(T, P, x)), nous omettrons dans la suite les variables dont de´pendent les expressions
pre´ce´demment de´finies.
3.2.3 Nomenclature des sous-expressions communes
Lors de l’application de la me´thode de de´flation, des sous-expressions ge´ne´riques par rapport
aux constituants et/ou aux re´actions apparaissent. Ces expressions ont des formes similaires,
quelles que soient les hypothe`ses retenues (re´gime monophasique ou diphasique, phase liquide
ide´ale ou non, re´actions chimiques instantane´ment e´quilibre´es ou controˆle´es par la cine´tique).
Il est donc inte´ressant d’en de´finir une nomenclature, a` la fois pour alle´ger les expressions
manipule´es et pour mieux analyser les similitudes et les diffe´rences entre les mode`les obtenus par
application de la me´thode de de´flation. Il faut noter que les notations du type ξ¯ correspondent
a` une hypothe`se de non ide´alite´ de la phase liquide, par opposition aux notations du type ξ
adopte´es lorsque l’on suppose la phase liquide ide´ale.
Distillation de Rayleigh non re´active
Di = 1−Ki(T, P ), ∀i ∈ J1, NK (3.2)
D¯i = 1−Ki(T, P, x)−∇xiK(T, P, x) ·x, ∀i ∈ J1, NK, ou` ∇af = (∂f1
∂a
· · · ∂fN
∂a
)
(3.3)
Ki = −D−1N Di, ∀i ∈ J1, NK (3.4)
K¯i = −D¯−1N D¯i, ∀i ∈ J1, NK (3.5)
Hi = ∂h
∂xi
+
∂h
∂xN
Ki, ∀i ∈ J1, NK (3.6)
H¯i = ∂h
∂xi
+
∂h
∂xN
K¯i, ∀i ∈ J1, NK (3.7)
L = ∂h
∂T
+D−1N
∂h
∂xN
(∇TK(T, P ) · x) (3.8)
L¯ = ∂h
∂T
+ D¯−1N
∂h
∂xN
(∇TK(T, P, x) · x) (3.9)
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G = H − h+
N∑
i=1
(
Hi + LDi∇TK(T, P ) · x
)
(1−Ki(T, P ))xi (3.10)
G¯ = H − h+
N∑
i=1
(
H¯i + L¯D¯i∇TK(T, P, x) · x
)
(1−Ki(T, P, x))xi (3.11)
Re´actions chimiques controˆle´es par la cine´tique
∆j = kj
 R˜∏
i=1
a
|νi,j |
i −
1
Kcj
N∏
i=R˜+1
a
|νi,j |
i
Ul, ∀j ∈ J1, RK (3.12)
Mi =
R∑
j=1
νi,j∆j −
 N∑
k=1
R∑
j=1
νk,j∆j
xi, ∀i ∈ J1, NK (3.13)
Q = Q−
R∑
j=1
Qrj∆j −
 N∑
i=1
R∑
j=1
νi,j∆j
h− N∑
i=1
( LDi
∇TK(T, P ) · x +Hi
)
Mi (3.14)
Q¯ = Q−
R∑
j=1
Qrj∆j −
 N∑
i=1
R∑
j=1
νi,j∆j
h− N∑
i=1
( L¯D¯i
∇TK(T, P, x) · x + H¯i
)
Mi (3.15)
Re´actions chimiques instantane´ment e´quilibre´es
Aj =
N∏
i=1
a
νi,j
i −Kcj , ∀j ∈ J1, RK (3.16)
Γ =

DN−R · · · DN
∂A1
∂xN−R
· · · ∂A1
∂xN
...
...
∂AR
∂xN−R
· · · ∂AR
∂xN
 ∈ R
(R+1)×(R+1) (3.17)
Γ¯ =

D¯N−R · · · D¯N
∂A1
∂xN−R
· · · ∂A1
∂xN
...
...
∂AR
∂xN−R
· · · ∂AR
∂xN
 ∈ R
(R+1)×(R+1) (3.18)
Aij = Ul
[
Γ−1i,1Dj +
R∑
k=1
Γ−1i,k+1
∂Ak
∂xj
]
, ∀(i, j) ∈ J1, R+ 1K× J1, NRK (3.19)
A¯ij = Ul
[
Γ¯−1i,1 D¯j +
R∑
k=1
Γ¯−1i,k+1
∂Ak
∂xj
]
, ∀(i, j) ∈ J1, R+ 1K× J1, NRK (3.20)
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Ti = Ul
[
R∑
k=1
Γ−1i,k+1
∂Ak
∂T
− Γ−1i,1 (∇TK(T, P ) · x)
]
, ∀i ∈ J1, R+ 1K (3.21)
T¯i = Ul
[
R∑
k=1
Γ¯−1i,k+1
∂Ak
∂T
− Γ¯−1i,1 (∇TK(T, P, x) · x)
]
, ∀i ∈ J1, R+ 1K (3.22)
Hj = Ul
[(
R+1∑
k=1
∂h
∂xNR+k
Γ−1k,1
)
Dj +
R∑
m=1
(
R+1∑
k=1
∂h
∂xNR+k
Γ−1k,m+1
)
∂Am
∂xj
]
, ∀j ∈ J1, NRK (3.23)
H¯j = Ul
[(
R+1∑
k=1
∂h
∂xNR+k
Γ¯−1k,1
)
D¯j +
R∑
m=1
(
R+1∑
k=1
∂h
∂xNR+k
Γ¯−1k,m+1
)
∂Am
∂xj
]
, ∀j ∈ J1, NRK (3.24)
S =
R∑
m=1
(
R+1∑
k=1
∂h
∂xNR+k
Γ−1k,m+1
)
∂Am
∂T
− (∇TK(T, P ) · x)
R+1∑
k=1
∂h
∂xNR+k
Γ−1k,1 (3.25)
S¯ =
R∑
m=1
(
R+1∑
k=1
∂h
∂xNR+k
Γ¯−1k,m+1
)
∂Am
∂T
− (∇TK(T, P, x) · x)
R+1∑
k=1
∂h
∂xNR+k
Γ¯−1k,1 (3.26)
Na =

−
N∑
i=1
νi,1 · · · −
N∑
i=1
νi,R 1 0 · · · 0 0
−ν1,1 · · · −ν1,R x1 Ul · · · 0 0
...
...
...
...
. . .
...
...
−νNR,1 · · · −νNR,R xNR 0 · · · Ul 0
−νN−R,1 · · · −νN−R,R xNR −A1,1 · · · −A1,NR −T1
...
...
...
...
...
...
−νN,1 · · · −νN,R xN −AR+1,1 · · · −AR+1,NR −TR+1

(3.27)
N¯a =

−
N∑
i=1
νi,1 · · · −
N∑
i=1
νi,R 1 0 · · · 0 0
−ν1,1 · · · −ν1,R x1 Ul · · · 0 0
...
...
...
...
. . .
...
...
−νNR,1 · · · −νNR,R xNR 0 · · · Ul 0
−νN−R,1 · · · −νN−R,R xNR −A¯1,1 · · · −A¯1,NR −T¯1
...
...
...
...
...
...
−νN,1 · · · −νN,R xN −A¯R+1,1 · · · −A¯R+1,NR −T¯R+1

(3.28)
Nb =
(
Qr1 · · · QrR h
∂h
∂x1
Ul −H1 · · · ∂h
∂xNR
Ul −HNR
∂h
∂T
Ul − S
)
(3.29)
N¯b =
(
Qr1 · · · QrR h
∂h
∂x1
Ul − H¯1 · · · ∂h
∂xNR
Ul − H¯NR
∂h
∂T
Ul − S¯
)
(3.30)
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3.3 Distillation de Rayleigh non re´active
Nous nous inte´ressons successivement a` deux hypothe`ses thermodynamiques, donnant lieu
a` deux mode`les mathe´matiques. Dans un premier temps, les phases liquide et vapeur sont
conside´re´es comme e´tant ide´ales, puis on suppose que la phase liquide est non ide´ale. La me´thode
de de´flation peut s’appliquer localement a` chacun des mode`les obtenus sous re´serve de certaines
hypothe`ses, dont la principale est la nullite´ ou la non nullite´ du de´bit vapeur. La discussion
distingue donc tout naturellement le re´gime monophasique du re´gime diphasique. Nous montrons
e´galement que la me´thode ne peut pas eˆtre de´roule´e au point de bulle, point de transition entre
les deux re´gimes.
3.3.1 Phases liquide et vapeur ide´ales
Le proble`me de la distillation de Rayleigh non re´active pour lequel les deux phases sont
conside´re´es comme ide´ales peut eˆtre de´crit par le syste`me suivant :
U˙l = −V
˙xiUl = −V yi, ∀ i ∈ J1, NK
˙hUl = Q− V H
0 = yi −Ki(T, P )xi, ∀ i ∈ J1, NK
0 =
N∑
i=1
(xi − yi)− yinerte
0 = V yinerte.
(3.31a)
(3.31b)
(3.31c)
(3.31d)
(3.31e)
(3.31f)
Ce mode`le est pre´sente´ dans [1]. L’e´quation (3.31a) constitue le bilan matie`re global. Elle indique
que toute variation du nombre de moles en phase liquide se traduit par une variation, e´gale en
valeur absolue, mais de signe oppose´ du nombre de moles en phase vapeur. Au lieu de conside´rer
la variation du nombre total de moles dans la phase liquide, il est possible de conside´rer la
variation du nombre de moles de chaque constituant dans la phase liquide. On obtient ainsi les
N bilans matie`re partiels (3.31b). Le bilan e´nerge´tique (ou enthalpique) est quant a` lui de´crit
par (3.31c). Les e´quilibres thermodynamiques entre la phase liquide et la phase vapeur pour
chaque espe`ce chimique sont fournis pas (3.31d). L’e´quation de sommation (3.31e) caracte´rise
les fractions molaires des constituants e´tudie´s. (3.31f) caracte´rise l’e´tat de la vapeur juste au
dessus de la phase liquide : lorsque le de´bit vapeur est nul, en re´gime monophasique, ce film de
vapeur contient une certaine concentration de vapeur de gaz inerte (air) ; avec l’e´bullition, cette
concentration devient nulle et un de´bit vapeur non nul peut s’e´tablir.
3.3.1.1 Re´gime monophasique
Le re´gime monophasique correspond a` la monte´e en tempe´rature du syste`me, jusqu’a` l’appa-
rition de la premie`re bulle caracte´risant le de´but du changement de phase. Pendant le re´gime mo-
nophasique, on suppose qu’il n’y a pas de de´bit vapeur ; l’e´nergie fournie par la chauffe fait mon-
ter le liquide en tempe´rature. Tant que la tempe´rature d’e´bullition n’est pas atteinte, l’e´nergie
s’accumule mais n’est pas suffisante pour l’apparition d’un de´bit vapeur. Puisque V = 0, on a
yinerte 6= 0. On conside`re la notation de´finie par (3.2).
The´ore`me 21
Supposons que yinerte 6= 0, Ul 6= 0 et ∂h
∂T
6= 0. Alors l’EDA (3.31) est e´quivalente au
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syste`me diffe´rentiel

U˙l
x˙1
...
x˙N
T˙
 =

0
0
...
0(
∂h
∂T
Ul
)−1
Q

, avec

y1
...
yN
V
yinerte
 =

K1(T, P )x1
...
KN (T, P )xN
0
N∑
i=1
Dixi

.
Dans ces conditions, le proble`me (3.31) est une EDA d’indice 1.
Preuve - On e´crit le syste`me (3.31) sous la forme matricielle (3.1), avec
X0 =

Ul
x
T
y
V
yinerte
 ∈ R
2N+4, f0(X0) =

−V
−V y
Q− V H
y1 −K1(T, P )x1
...
yN −KN (T, P )xN
N∑
i=1
(xi − yi)− yinerte
V yinerte

∈ R2N+4
et
E0(X0) =

1 0 · · · 0 0 0 · · · 0
x1 Ul · · · 0 0 0 · · · 0
...
...
. . .
...
...
...
...
xN 0 · · · Ul 0 0 · · · 0
h
∂h
∂x1
Ul · · · ∂h
∂xN
Ul
∂h
∂T
Ul 0 · · · 0
0 0 · · · 0 0 0 · · · 0
...
...
...
...
...
. . .
...
0 0 · · · 0 0 0 · · · 0

∈ R(2N+4)×(2N+4).
Puisque Ul 6= 0 et ∂h
∂T
6= 0, le rang de la matrice E0(X0) vaut N + 2. Ainsi,
E˜0(X0) =

1 0 · · · 0 0
x1 Ul · · · 0 0
...
...
. . .
...
...
xN 0 · · · Ul 0
h
∂h
∂x1
Ul · · · ∂h
∂xN
Ul
∂h
∂T
Ul

∈ R(N+2)×(N+2)
et
f˜0(X0) =

y1 −K1(T, P )x1
...
yN −KN (T, P )xN
N∑
i=1
(xi − yi)− yinerte
V yinerte

∈ RN+2. (3.32)
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De plus, on a
g0(X0) =
 −V−V y
Q− V H
 ∈ RN+2.
Il n’est pas ne´cessaire de permuter les composantes du vecteur X0 dans ce contexte. X1 et Y1
s’e´crivent :
X0 =
(
X1
Y1
)
, ou` X1 =
Ulx
T
 ∈ RN+2 et Y1 =
 yV
yinerte
 ∈ RN+2.
Ainsi, par de´rivation de (3.32) par rapport a` Y1, on a
JY1
(
f¯0
)
=

1 · · · 0 0 0
...
. . .
...
...
...
0 · · · 1 0 0
−1 · · · −1 0 −1
0 · · · 0 yinerte V
 ∈ R(N+2)×(N+2).
On peut aise´ment e´tablir que
det JY1
(
f¯0
)
= yinerte.
De ce fait, on est en mesure d’appliquer le the´ore`me des fonctions implicites au syste`me
alge´brique f˜0 (X0) = 0, ou` f˜0 (X0) est de´finie par (3.32). Plus pre´cise´ment, il existe une fonction
ϕ1 telle que :
Y1 = ϕ1 (X1)⇔

y1
...
yN
V
yinerte
 =

K1(T, P )x1
...
KN (T, P )xN
0
N∑
i=1
Dixi

(3.33)
Par ailleurs, on obtient
A0(X1, Y1) = E˜0(X1, Y1) ∈ R(N+2)×(N+2),
ainsi que
B0(X1, Y1) =
 0 · · · 0... . . . ...
0 · · · 0
 ∈ R(N+2)×(N+2).
La nouvelle matrice coefficient E1(X1) est alors la matrice E˜0(X1, ϕ1(X1)). La premie`re e´tape
de la me´thode de de´flation se termine en fournissant
E1(X1) =

1 0 · · · 0 0
x1 Ul · · · 0 0
...
...
. . .
...
...
xN 0 · · · Ul 0
h
∂h
∂x1
Ul · · · ∂h
∂xN
Ul
∂h
∂T
Ul

∈ R(N+2)×(N+2),
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X1 =
Ulx
T
 ∈ RN+2 et f1(X1) =

0
0
...
0
Q
 ∈ RN+2.
Comme la matrice E1(X1) est inversible, le processus de de´flation s’ache`ve. Le proble`me (3.31)
est alors e´quivalent au syste`me
X˙1 =

1 0 · · · 0 0
x1 Ul · · · 0 0
...
...
. . .
...
...
xN 0 · · · Ul 0
h
∂h
∂x1
Ul · · · ∂h
∂xN
Ul
∂h
∂T
Ul

−1
0
0
...
0
Q

0 = f˜0 (X1, Y1) .
Les calculs e´tant simples dans ce cas, il est possible d’e´crire explicitement le syste`me :

U˙l
x˙1
...
x˙N
T˙
 =

0
0
...
0(
∂h
∂T
Ul
)−1
Q

,
avec 
y1
...
yN
V
yinerte
 =

K1(T, P )x1
...
KN (T, P )xN
0
N∑
i=1
Dixi

.
Le processus de de´flation ne comporte qu’une seule e´tape. Nous sommes en pre´sence d’un
proble`me d’indice 1.
Remarque 21
– Quand il n’y a pas de permutation des composantes du vecteur X0, les calculs sont
grandement simplifie´s graˆce a` la nullite´ de la matrice B0(X1, Y1). Il n’est pas ne´cessaire
de calculer la matrice Jacobienne JX1
(
f¯0
)
. De plus, l’expression explicite de la matrice
Jacobienne JY1
(
f¯0
)
ne sert qu’a` donner son de´terminant.
– Les composantes du vecteur Y1, a` savoir y, V et yinerte sont exprime´es en fonction de
celles du vecteur X1, a` savoir Ul, x et T graˆce a` (3.33).
– D’un point de vue structurel, le syste`me (3.31) satisfaisant les hypothe`ses du the´ore`me
pre´ce´dent est un proble`me semi-explicite d’indice 1, c’est-a`-dire de la forme{
x˙ = f(x, y)
0 = g(x, y),
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ou` la matrice Jacobienne gy(x, y) est inversible.
3.3.1.2 Re´gime diphasique
Observons a` pre´sent le comportement du syste`me a` l’e´bullition, lorsque les deux phases
coexistent et que le de´bit vapeur est non nul. Puisque V 6= 0, on a yinerte = 0. On conside`re les
notations de´finies par (3.2), (3.4), (3.6), (3.8) et (3.10).
The´ore`me 22
Supposons que V 6= 0, Ul 6= 0, ∂h
∂T
6= 0, DN 6= 0, ∇TK(T, P ) ·x 6= 0 et G 6= 0. Alors l’EDA
(3.31) est e´quivalente au syste`me diffe´rentiel

U˙l
x˙1
...
x˙N−1
T˙
 =

−G−1Q
U−1l G−1Qx1D1
...
U−1l G−1QxN−1DN−1
U−1l (∇TK(T, P ) · x)−1 G−1Q
N∑
i=1
D2i xi

,
avec

xN
y1
...
yN−1
yN
yinerte

=

N−1∑
i=1
Kixi
K1(T, P )x1
...
KN−1(T, P )xN−1
KN (T, P )
N−1∑
i=1
Kixi
0

et V = G−1Q.
Dans ces conditions, le proble`me (3.31) est une EDA d’indice 2.
Preuve - On est amene´ a` de´terminer l’expression de la variable V ; or la seule e´quation purement
alge´brique dans laquelle cette dernie`re figure est l’e´quation (3.31f). Cette e´quation ne permet
pas d’exprimer V en fonction des autres variables. Ainsi, il est ne´cessaire de proce´der a` une
permutation des variables afin de faire figurer V dans les variables diffe´rentielles. Pre´cisons que
les expressions X0, E0(X0), f0(X0), E˜0(X0), f˜0(X0) et g0(X0) sont bien entendu les meˆmes que
dans le re´gime monophasique.
Soit P1 ∈ R(2N+4)×(2N+4) la matrice de permutation telle que
P1X0 =
(
X1
Y1
)
ou` X1 =

Ul
x1
...
xN−1
T
V

∈ RN+2 et Y1 =
 xNy
yinerte
 ∈ RN+2.
D’une part, par de´rivation de (3.32) par rapport a` Y1, on a
JY1
(
f¯0
)
=
[
γ1 γ2
0 V
]
∈ R(N+2)×(N+2), (3.34)
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avec
γ1 =

0 1 · · · 0
...
...
. . .
...
−KN (T, P ) 0 · · · 1
1 −1 · · · −1
 ∈ R(N+1)×(N+1) et γ2 =

0
...
0
−1
 ∈ RN+1.
On peut aise´ment montrer que det JY1
(
f¯0
)
= (−1)N V DN . Le the´ore`me des fonctions implicites
s’applique donc au syste`me alge´brique f˜0 (X0) = 0, ou` f˜0 (X0) est de´finie dans (3.32). Plus
pre´cise´ment, il existe une fonction ϕ1 : I0 ⊂ RN+2 → RN+2 telle que :
Y1 = ϕ1(X1)⇔

xN
y1
...
yN−1
yN
yinerte

=

N−1∑
i=1
Ki xi
K1(T, P )x1
...
KN−1(T, P )xN−1
KN (T, P )
N−1∑
i=1
Ki xi
0

. (3.35)
D’autre part, par de´rivation de (3.32) par rapport a` X1, on obtient
JX1
(
f¯0
)
=
[
δ1 0
0 yinerte
]
∈ R(N+2)×(N+2), (3.36)
ou`
δ1 =

0 −K1(T, P ) · · · 0 −∂K1
∂T
x1
...
...
. . .
...
...
0 0 · · · −KN−1(T, P ) −∂KN−1
∂T
xN−1
0 0 · · · 0 −∂KN
∂T
xN
0 1 · · · 1 0

∈ R(N+1)×(N+1).
Par ailleurs, on obtient
A0(X1, Y1) =
[
α1 0
α3 0
]
∈ R(N+2)×(N+2), (3.37)
avec
α1 =

1 0 · · · 0 0
x1 Ul · · · 0 0
...
...
. . .
...
...
xN−1 0 · · · Ul 0
 ∈ RN×(N+1)
et
α3 =
 xN 0 · · · 0 0
h
∂h
∂x1
Ul · · · ∂h
∂xN−1
Ul
∂h
∂T
Ul
 ∈ R2×(N+1)
ainsi que
B0(X1, Y1) =
[
0 0
β3 0
]
∈ R(N+2)×(N+2), (3.38)
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ou`
β3 =
 Ul 0 · · · 0∂h
∂xN
Ul 0 · · · 0
 ∈ R2×(N+1).
De´terminons a` pre´sent la matrice E1(X1) graˆce aux matrices (3.37), (3.38), (3.34) et (3.36) :
E1(X1) =
[
α1 0
α3 0
]
−
[
0 0
β3 0
] [
γ1 γ2
0 V
]−1 [
δ1 0
0 0
]
=
[
α1 0
α3 0
]
−
[
0 0
β3 0
] [
γ−11 −γ−11 γ2 V −1
0 V −1
] [
δ1 0
0 0
]
=
[
α1 0
α3 0
]
−
[
0 0
β3 0
] [
γ−11 δ1 0
0 0
]
=
[
α1 0
α3 0
]
−
[
0 0
β3 γ
−1
1 δ1 0
]
=
[
α1 0
α¯3 0
]
,
ou` α¯3 = α3 − β3 γ−11 δ1. Par de simples calculs, on montre que
γ−11 =

D−1N · · · D−1N D−1N D−1N
1 · · · 0 0 0
...
. . .
...
...
...
0 · · · 1 0 0
D−1N KN (T, P ) · · · D−1N KN (T, P ) D−1N D−1N KN (T, P )
 .
On obtient ainsi
α¯3 =
[
xN K1 Ul · · · KN−1 Ul D−1N (∇T K(T, P ) · x) Ul
h H1 Ul · · · HN−1 Ul LUl
]
.
La premie`re e´tape de la me´thode se termine avec
X1 =

Ul
x1
...
xN−1
T
V

∈ RN+2 et Y1 =
 xNy
yinerte
 ∈ RN+2,
E1(X1) =

1 0 · · · 0 0 0
x1 Ul · · · 0 0 0
...
...
. . .
...
...
...
xN−1 0 · · · Ul 0 0
xN K1 Ul · · · KN−1 Ul D−1N (∇T K(T, P ) · x) Ul 0
h H1 Ul · · · HN−1 Ul LUl 0

∈ R(N+2)×(N+2)
et
f1(X1) =

−V
−V K1(T, P )x1
...
−V KN−1(T, P )xN−1
−V KN (T, P )xN
Q− V H

∈ RN+2.
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La matrice E1 e´tant singulie`re, on ite`re le processus de de´flation.
On conside`re maintenant le proble`me quasi-line´aire E1(X1) X˙1 = f1(X1). Proce´dons en pre-
mier lieu a` la transformation de la matrice coefficient E1(X1) en appliquant la de´composition
LU a` cette dernie`re. Le proble`me pre´ce´dent est alors e´quivalent au syste`me U1(X1) X˙1 =
L1(X1)
−1 f1(X1). En gardant les meˆmes notations (E1(X1) et f1(X1)), on a
E1(X1) =

1 0 · · · 0 0 0
0 Ul · · · 0 0 0
...
...
. . .
...
...
...
0 0 · · · Ul 0 0
0 0 · · · 0 D−1N (∇T K(T, P ) · x) Ul 0
0 0 · · · 0 0 0

∈ R(N+2)×(N+2)
et
f1(X1) =

−V
V x1D1
...
V xN−1DN−1
−V
N∑
i=1
KiDi xi
Q− G V

∈ RN+2.
Puisque G 6= 0 par hypothe`se, il est possible d’extraire une expression de V ; il existe une
fonction ϕ2 : I1 ⊂ RN+1 → R telle que
V = ϕ2

Ul
x1
...
xN−1
T
 = G−1Q.
Ainsi, il n’est pas ne´cessaire de permuter les inconnues de X1 :
X2 =

Ul
x1
...
xN−1
T
 et Y2 = V = ϕ2(X2).
La matrice B1(X2, Y2) e´tant nulle, on a
E2(X2) = A1(X2, ϕ2(X2))
=

1 0 · · · 0 0
0 Ul · · · 0 0
...
...
. . .
...
...
0 0 · · · Ul 0
0 0 · · · 0 D−1N (∇T K(T, P ) · x) Ul
 ∈ R(N+1)×(N+1).
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Cette matrice est inversible par hypothe`se. La me´thode de de´flation se termine en fournissant
l’EDO sous contraintes suivante

U˙l
x˙1
...
x˙N−1
T˙
 =

−G−1Q
U−1l G−1Qx1D1
...
U−1l G−1QxN−1DN−1
U−1l (∇TK(T, P ) · x)−1 G−1Q
N∑
i=1
D2i xi

,

xN
y1
...
yN−1
yN
yinerte

=

N−1∑
i=1
Kixi
K1(T, P )x1
...
KN−1(T, P )xN−1
KN (T, P )
N−1∑
i=1
Kixi
0

et V = G−1Q. Deux e´tapes du processus de de´flation sont ne´cessaires pour re´soudre le proble`me ;
ainsi nous sommes en pre´sence d’une EDA d’indice 2.
Remarque 22
– Dans la premie`re e´tape de la me´thode, on peut toujours supposer que la variable xN
est amene´e dans la partie alge´brique, quitte a` changer la nume´rotation des indices. On
se place ainsi dans le cadre le plus ge´ne´ral possible.
– Seule la premie`re ligne de la matrice γ−11 est en re´alite´ utilise´e. Il est donc possible
d’e´viter le calcul complet de l’inverse de γ1.
A` partir de l’e´bullition et contrairement au cas monophasique, les fractions molaires de chaque
constituant dans chaque phase peuvent varier au cours du temps. C’est le cas en ge´ne´ral, a`
l’exception des me´langes aze´otropiques pour lesquels les proportions des fractions molaires dans
chaque phase sont constantes.
L’hypothe`se d’ide´alite´ de la phase vapeur est fre´quemment utilise´e. Elle correspond a` la
mode´lisation des gaz parfaits. En revanche, la phase liquide est en ge´ne´ral conside´re´e comme
non ide´ale. En nous appuyant sur les re´sultats pre´ce´dents, nous pouvons ge´ne´raliser l’e´tude au
cas d’une phase liquide conside´re´e comme non ide´ale.
3.3.2 Phase liquide non ide´ale et phase vapeur ide´ale
Le proble`me de la distillation de Rayleigh non re´active pour lequel la phase liquide est
conside´re´e comme non ide´ale est de´crit par le syste`me suivant :
U˙l = −V
˙xiUl = −V yi, ∀ i ∈ J1, NK
˙hUl = Q− V H
0 = yi −Ki(T, P, x)xi, ∀ i ∈ J1, NK
0 =
N∑
i=1
(xi − yi)− yinerte
0 = V yinerte.
(3.39)
Dans ce contexte de phase liquide non ide´ale, les e´quilibres thermodynamiques Ki deviennent
e´galement de´pendants de x.
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3.3.2.1 Re´gime monophasique
The´ore`me 23
Supposons que yinerte 6= 0, Ul 6= 0 et ∂h
∂T
6= 0. Alors l’EDA (3.39) est e´quivalente au
syste`me diffe´rentiel 
U˙l
x˙1
...
x˙N
T˙
 =

0
0
...
0[
∂h
∂T
Ul
]−1
Q

,
avec 
y1
...
yN
V
yinerte
 =

K1(T, P, x)x1
...
KN (T, P, x)xN
0
N∑
i=1
(1−Ki(T, P, x))xi

.
Dans ces conditions, le proble`me (3.39) est une EDA d’indice 1.
Preuve - La preuve est en tout point similaire a` celle dans le cas ide´al.
3.3.2.2 Re´gime diphasique
On conside`re les notations de´finies par (3.3), (3.5), (3.7), (3.9) et (3.11).
The´ore`me 24
Supposons que V 6= 0, Ul 6= 0, ∂h
∂T
6= 0, D¯N 6= 0, ∇T K(T, P, x) · x 6= 0 et G¯ 6= 0. Alors il
existe une fonction φ1 : I ⊂ RN → R ou` xN = φ1(T, x1, . . . , xN−1) telle que l’EDA (3.39)
soit e´quivalente au syste`me diffe´rentiel

U˙l
x˙1
...
x˙N−1
T˙
 =

−G¯−1Q
U−1l G¯−1Qx1 (1−K1(T, P, x))
...
U−1l G¯−1QxN−1 (1−KN−1(T, P, x))
U−1l (∇T K(T, P, x) · x)−1 G¯−1Q
N∑
i=1
D¯i (1−Ki(T, P, x))xi

,
avec 
xN
y1
...
yN−1
yN
yinerte

=

φ1(T, x1, . . . , xN−1)
K1(T, P, x)x1
...
KN−1(T, P, x)xN−1
KN (T, P, x)φ1(T, x1, . . . , xN−1)
0

et V = G¯−1Q.
Dans ces conditions, le proble`me (3.39) est une EDA d’indice 2.
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Preuve - Le processus de re´solution dans le cas non ide´al est en tout point similaire au cas
ide´al jusqu’a` la de´termination de la matrice Jacobienne JY1
(
f¯0
)
. En effet, on a
f˜0(X0) =

y1 −K1(T, P, x)x1
...
yN −KN (T, P, x)xN
N∑
i=1
(xi − yi)− yinerte
V yinerte

∈ RN+2. (3.40)
Par de´rivation de (3.40) par rapport a` Y1, on a
JY1
(
f¯0
)
=
[
γ1 γ2
0 V
]
∈ R(N+2)×(N+2), (3.41)
avec
γ1 =

−∂K1(T, P, x)
∂xN
x1 1 · · · 0
...
...
. . .
...
−∂KN (T, P, x)
∂xN
xN −KN (T, P, x) 0 · · · 1
1 −1 · · · −1

∈ R(N+1)×(N+1)
et γ2 =

0
...
0
−1
 ∈ RN+1.
On peut facilement montrer que det JY1
(
f¯0
)
= (−1)N V D¯N . Le the´ore`me des fonctions impli-
cites s’applique donc au syste`me alge´brique f˜0 (X0) = 0, ou` f˜0 (X0) est de´finie dans (3.40). Plus
pre´cise´ment, il existe deux fonctions ϕ1 : I0 ⊂ RN+2 → RN+2 et φ1 : I ⊂ RN → R telles que :
Y1 = ϕ1(X1)⇔

xN
y1
...
yN−1
yN
yinerte

=

φ1(T, x1, . . . , xN−1)
K1(T, P, x)x1
...
KN−1(T, P, x)xN−1
KN (T, P, x)φ1(T, x1, . . . , xN−1)
0

. (3.42)
E´galement, par de´rivation de (3.40) par rapport a` X1, on obtient
JX1
(
f¯0
)
=
[
δ1 0
0 yinerte
]
∈ R(N+2)×(N+2), (3.43)
ou`
δ1 =

0 −∂K1
∂x1
x1 −K1 · · · − ∂K1
∂xN−1
x1 −∂K1
∂T
x1
...
...
. . .
...
...
0 −∂KN−1
∂x1
xN−1 · · · −∂KN−1
∂xN−1
xN−1 −KN−1 −∂KN−1
∂T
xN−1
0 −∂KN
∂x1
xN · · · − ∂KN
∂xN−1
xN −∂KN
∂T
xN
0 1 · · · 1 0

∈ R(N+1)×(N+1),
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ou` les Ki de´pendent de T , P et x. De´terminons a` pre´sent la matrice E1(X1) graˆce aux matrices
(3.37), (3.38), (3.41) et (3.43) :
E1(X1) =
[
α1 0
α3 0
]
−
[
0 0
β3 0
] [
γ1 γ2
0 V
]−1 [
δ1 0
0 0
]
=
[
α1 0
α3 0
]
−
[
0 0
β3 0
] [
γ−11 −γ−11 γ2 V −1
0 V −1
] [
δ1 0
0 0
]
=
[
α1 0
α3 0
]
−
[
0 0
β3 0
] [
γ−11 δ1 0
0 0
]
=
[
α1 0
α3 0
]
−
[
0 0
β3 γ
−1
1 δ1 0
]
=
[
α1 0
α¯3 0
]
,
ou` α¯3 = α3 − β3 γ−11 δ1. Par de simples calculs, on montre que la premie`re ligne de la matrice
γ−11 est :
D¯−1N
[
1 · · · 1 1 1 ] .
On obtient ainsi
α¯3 =
[
xN K¯1 Ul · · · K¯N−1 Ul D¯−1N (∇T K(T, P, x) · x) Ul
h H¯1 Ul · · · H¯N−1 Ul L¯Ul
]
.
La premie`re e´tape de la me´thode se termine avec
X1 =

Ul
x1
...
xN−1
T
V

∈ RN+2 et Y1 =
 xNy
yinerte
 ∈ RN+2,
E1(X1) =

1 0 · · · 0 0 0
x1 Ul · · · 0 0 0
...
...
. . .
...
...
...
xN−1 0 · · · Ul 0 0
xN K¯1 Ul · · · K¯N−1 Ul D¯−1N (∇T K(T, P, x) · x) Ul 0
h H¯1 Ul · · · H¯N−1 Ul L¯Ul 0

∈ R(N+2)×(N+2)
et
f1(X1) =

−V
−V K1(T, P, x)x1
...
−V KN−1(T, P, x)xN−1
−V KN (T, P, x)xN
Q− V H

∈ RN+2.
La matrice E1 n’est pas inversible, le processus de de´flation se poursuit.
On conside`re maintenant le proble`me quasi-line´aire E1(X1) X˙1 = f1(X1). Proce´dons en pre-
mier lieu a` la transformation de la matrice coefficient E1(X1) en appliquant la de´composition
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LU a` cette dernie`re. Le proble`me pre´ce´dent est alors e´quivalent au syste`me U1(X1) X˙1 =
L1(X1)
−1 f1(X1). En gardant les meˆmes notations (E1(X1) et f1(X1)), on a
E1(X1) =

1 0 · · · 0 0 0
0 Ul · · · 0 0 0
...
...
. . .
...
...
...
0 0 · · · Ul 0 0
0 0 · · · 0 D¯−1N (∇T K(T, P, x) · x) Ul 0
0 0 · · · 0 0 0

∈ R(N+2)×(N+2)
et
f1(X1) =

−V
V x1 (1−K1(T, P, x))
...
V xN−1 (1−KN−1(T, P, x))
−V
N∑
i=1
K¯i xi (1−Ki(T, P, x))
Q− G¯ V

∈ RN+2.
Puisque G¯ 6= 0 par hypothe`se, il est possible d’extraire une expression de V ; il existe une
fonction ϕ2 : I1 ⊂ RN+1 → R telle que
V = ϕ2

Ul
x1
...
xN−1
T
 = G¯−1Q.
Ainsi, il n’est pas ne´cessaire de permuter les inconnues de X1 : X2 =
(
Ul x1 . . . xN−1 T
)>
et Y2 = V = ϕ2(X2). Comme la matrice B1(X2, Y2) est nulle, on a
E2(X2) = A1(X2, ϕ2(X2))
=

1 0 · · · 0 0
0 Ul · · · 0 0
...
...
. . .
...
...
0 0 · · · Ul 0
0 0 · · · 0 D¯−1N (∇T K(T, P, x) · x) Ul
 ∈ R(N+1)×(N+1).
La me´thode de de´flation se termine puisque la matrice pre´ce´dente est inversible. On obtient
l’EDO

U˙l
x˙1
...
x˙N−1
T˙
 =

−G¯−1Q
U−1l G¯−1Qx1 (1−K1(T, P, x))
...
U−1l G¯−1QxN−1 (1−K1(T, P, x))
U−1l (∇T K(T, P, x) · x)−1 G¯−1Q
N∑
i=1
D¯i (1−Ki(T, P, x))xi

,
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avec 
xN
y1
...
yN−1
yN
yinerte

=

φ1
K1(T, P, x)x1
...
KN−1(T, P, x)xN−1
KN (T, P, x)φ1
0

et V = G¯−1Q.
Deux e´tapes du processus de de´flation sont ne´cessaires pour re´soudre le proble`me ; ainsi nous
sommes en pre´sence d’une EDA d’indice 2.
Remarque 23
– Ce mode`le, pour lequel la phase liquide est conside´re´e comme non ide´ale, ge´ne´ralise
le cas ide´al ; si les Ki ne de´pendent plus de x, les expressions D¯i, K¯i, H¯i, L¯ et G¯
deviennent Di, Ki, Hi, L et G.
– A` partir de l’expression (3.42), la de´pendance des Ki passe aussi par la fonction φ1 ;
Ki(T, P, x) = Ki(T, P, x1, . . . , xN−1, φ1(T, x1, . . . , xN−1)).
3.3.3 Transition entre les re´gimes monophasique et diphasique
Les mode`les des sections 3.3.1 et 3.3.2 ne traitent pas de la transition entre le re´gime mono-
phasique (avant l’e´bulition) et le re´gime diphasique (pendant l’e´bullition) qui est nomme´e point
de bulle. Ce point de bulle correspond au cas ou` V et yinerte sont nuls simultane´ment. Contrai-
rement aux configurations e´tudie´es dans les sections 3.3.1 et 3.3.2, la me´thode de de´flation ne
peut s’appliquer si les variables V et yinerte sont toutes les deux nulles. En effet, la matrice
Jacobienne JX0(f¯0) ne peut plus eˆtre de rang plein :
JX0(f¯0) =

0 −K1(T, P ) · · · 0 −∂K1(T, P )
∂T
x1 1 · · · 0 0 0
...
...
. . .
...
...
...
. . .
...
...
...
0 0 · · · −KN (T, P ) −∂KN (T, P )
∂T
xN 0 · · · 1 0 0
0 1 · · · 1 0 −1 · · · −1 0 −1
0 0 · · · 0 0 0 · · · 0 0 0

∈ R(N+2)×(2N+4).
Il est ainsi impossible d’extraire, via des permutations de colonnes, un bloc matriciel inversible
de taille N + 2. Les conditions requises pour appliquer le the´ore`me des fonctions implicites ne
sont alors pas re´unies ; la me´thode de de´flation reste muette. Cette dernie`re ne s’applique que
si l’une des deux variables V ou yinerte est diffe´rente de 0.
3.4 Distillation de Rayleigh re´active
3.4.1 Re´actions chimiques controˆle´es par la cine´tique
Dans toute la suite de ce chapitre, nous nous concentrons sur le re´gime diphasique (la
pe´riode d’e´bullition), ou` rappelons-le, V 6= 0 et yinerte = 0. Puisque nous ne regardons que
cette configuration, nous ne faisons plus apparaˆıtre la variable yinerte dans les syste`mes que
nous conside´rons. E´tudions a` pre´sent un mode`le de distillation de Rayleigh re´active en re´gime
diphasique, issu de [57].
Dans cette mode´lisation, les re´actions chimiques sont dites controˆle´es par la cine´tique.
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3.4.1.1 Phases liquide et vapeur ide´ales
En faisant appel aux notations recense´es en (3.2), (3.4), (3.6), (3.8), (3.10), (3.12), (3.13) et
(3.14), on conside`re le mode`le suivant :

U˙l =
N∑
i=1
R∑
j=1
νi,j ∆j − V
˙xi Ul =
R∑
j=1
νi,j ∆j − V yi, ∀i ∈ J1, NK
˙hUl = Q− V H −
R∑
j=1
Qrj ∆j
0 = yi −Ki(T, P )xi, ∀i ∈ J1, NK
0 =
N∑
i=1
(xi − yi).
(3.44)
The´ore`me 25
Supposons que Ul 6= 0, ∂h
∂T
6= 0, DN 6= 0, ∇T K(T, P ) · x 6= 0 et G 6= 0. Alors l’EDA (3.44)
est e´quivalente au syste`me diffe´rentiel

U˙l
x˙1
...
x˙N−1
T˙
 =

N∑
i=1
R∑
j=1
νi,j ∆j − G−1Q
U−1l
(G−1Qx1D1 +M1)
...
U−1l
(G−1QxN−1DN−1 +MN−1)
U−1l (∇T K(T, P ) · x)−1
N∑
i=1
(G−1QDi xi +Mi) Di

,
avec

xN
y1
...
yN−1
yN
 =

N−1∑
i=1
Ki xi
K1(T, P )x1
...
KN−1(T, P )xN−1
KN (T, P )
N−1∑
i=1
Ki xi

et
V = G−1Q.
Dans ces conditions, le proble`me (3.44) est une EDA d’indice 2.
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Preuve - On e´crit le syste`me (3.44) sous la forme matricielle (3.1), avec
X0 =

Ul
x
T
y
V
 ∈ R2N+3, f0(X0) =

N∑
i=1
R∑
j=1
νi,j ∆j − V
R∑
j=1
ν1,j ∆j − V y1
...
R∑
j=1
νN,j ∆j − V yN
Q− V H −
R∑
j=1
Qrj ∆j
y1 −K1(T, P )x1
...
yN −KN (T, P )xN
N∑
i=1
(xi − yi)

∈ R2N+3
et
E0(X0) =

1 0 · · · 0 0 0 · · · 0
x1 Ul · · · 0 0 0 · · · 0
...
...
. . .
...
...
...
...
xN 0 · · · Ul 0 0 · · · 0
h
∂h
∂x1
Ul · · · ∂h
∂xN
Ul
∂h
∂T
Ul 0 · · · 0
0 0 · · · 0 0 0 · · · 0
...
...
...
...
...
...
0 0 · · · 0 0 0 · · · 0

∈ R(2N+3)×(2N+3).
Puisque Ul 6= 0 et ∂h
∂T
6= 0, le rang de la matrice E0(X0) vaut N + 2. Ainsi,
E˜0(X0) =

1 0 · · · 0 0
x1 Ul · · · 0 0
...
...
. . .
...
...
xN 0 · · · Ul 0
h
∂h
∂x1
Ul · · · ∂h
∂xN
Ul
∂h
∂T
Ul

∈ R(N+2)×(N+2)
et
f˜0(X0) =

y1 −K1(T, P )x1
...
yN −KN (T, P )xN
N∑
i=1
(xi − yi)
 ∈ R
N+2. (3.45)
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De plus, on a
g0(X0) =

N∑
i=1
R∑
j=1
νi,j ∆j − V
R∑
j=1
ν1,j ∆j − V y1
...
R∑
j=1
νN,j ∆j − V yN
Q− V H −
R∑
j=1
Qrj ∆j

∈ RN+2.
A` ce stade, nous sommes dans l’obligation de permuter les composantes du vecteur X0 car la
variable V n’apparait pas dans la partie alge´brique (3.45). Soit P1 ∈ R(2N+3)×(2N+3) la matrice
de permutation telle que
P1X0 =
(
X1
Y1
)
, ou` X1 =

Ul
x1
...
xN−1
T
V

∈ RN+2 et Y1 =
(
xN
y
)
∈ RN+1.
D’une part, par de´rivation de (3.45) par rapport a` Y1, on a
JY1
(
f¯0
)
=
[
γ1 IN
1 γ4
]
∈ R(N+1)×(N+1), (3.46)
avec
γ1 =

0
...
0
−KN (T, P )
 ∈ RN et γ4 = ( −1 · · · −1 ) ∈ R1×N .
On peut aise´ment e´tablir que detJY1
(
f¯0
)
= (−1)N DN . Le the´ore`me des fonctions implicites
s’applique donc au syste`me alge´brique f˜0(X0) = 0, ou` f˜0(X0) est de´finie par (3.45). Plus
pre´cise´ment, il existe une fonction ϕ1 : I0 ⊂ RN+2 → RN+1 telle que
Y1 = ϕ1(X1)⇔

xN
y1
...
yN−1
yN
 =

N−1∑
i=1
Ki xi
K1(T, P )x1
...
KN−1(T, P )xN−1
KN (T, P )
N−1∑
i=1
Ki xi

. (3.47)
D’autre part, par de´rivation de (3.45) par rapport a` X1, on obtient
JX1
(
f¯0
)
=
[
0 δ2
0 δ4
]
∈ R(N+1)×(N+2), (3.48)
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ou`
δ2 =

−K1(T, P ) · · · 0 −∂K1(T, P )
∂T
x1 0
...
. . .
...
...
...
0 · · · −KN−1(T, P ) −∂KN−1(T, P )
∂T
xN−1 0
0 · · · 0 −∂KN (T, P )
∂T
xN 0

∈ RN×(N+1)
et
δ4 =
(
1 · · · 1 0 0 ) ∈ R1×(N+1).
Par ailleurs, on a
A0(X1, Y1) =
[
α1 α2
α3 α4
]
∈ R(N+2)×(N+2), (3.49)
avec
α1 =

1
x1
...
xN−1
 ∈ RN , α2 =

0 · · · 0 0 0
Ul · · · 0 0 0
...
. . .
...
...
...
0 · · · Ul 0 0
 ∈ RN×(N+1),
α3 =
(
xN
h
)
∈ R2 et α4 =
 0 · · · 0 0 0∂h
∂x1
Ul · · · ∂h
∂xN−1
Ul
∂h
∂T
Ul 0
 ∈ R2×(N+1),
ainsi que
B0(X1, Y1) =
[
0 0
β3 0
]
∈ R(N+2)×(N+1), (3.50)
ou`
β3 =
 Ul∂h
∂xN
Ul
 ∈ R2×(N+1).
De´terminons a` pre´sent la matrice E1(X1) a` partir des matrices (3.49), (3.50), (3.46) et (3.48) :
E1(X1) =
[
α1 α2
α3 α4
]
−
[
0 0
β3 0
] [
γ1 IN
1 γ4
]−1 [
0 δ2
0 δ4
]
=
[
α1 α2
α3 α4
]
−
[
0 0
β3 0
] [
γ¯1 γ¯2
γ¯3 γ¯4
] [
0 δ2
0 δ4
]
=
[
α1 α2
α3 α4
]
−
[
0 0
β3 0
] [
0 γ¯1 δ2 + γ¯2 δ4
0 γ¯3 δ2 + γ¯4 δ4
]
=
[
α1 α2
α3 α4
]
−
[
0 0
0 β3 (γ¯1 δ2 + γ¯2 δ4)
]
=
[
α1 α2
α3 α¯4
]
,
ou` α¯4 = α4−β3 (γ¯1 δ2 + γ¯2 δ4). Pour calculer ce terme, on commence par de´terminer les expres-
sions γ¯1 et γ¯2 a` l’aide du comple´ment de Schur :
γ¯1 = − (1− γ4 γ1)−1 γ4 ∈ R1×(N+1) et γ¯2 = (1− γ4 γ1)−1 ∈ R.
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On parvient aise´ment a` simplifier l’expression de α¯3 :
α¯4 = α4 − β3 (1− γ4 γ1)−1 (δ4 − γ4 δ2).
De´terminons a` pre´sent les expressions de chaque terme :
(1− γ4 γ1)−1 = D−1N ∈ R
et
δ4 − γ4 δ2 =
(
1 · · · 1 0 0 )− ( K1(T, P ) · · · KN−1(T, P ) ∇T K(T, P ) · x 0 )
=
( D1 · · · DN−1 − (∇T K(T, P ) · x) 0 ) ∈ R1×(N+1).
On e´tablit ainsi
α¯4 =
[ K1 Ul · · · KN−1 Ul D−1N (∇T K(T, P ) · x) Ul 0
H1 Ul · · · HN−1 Ul LUl 0
]
.
La premie`re e´tape de la me´thode de de´flation s’ache`ve en fournissant
E1(X1) =

1 0 · · · 0 0 0
x1 Ul · · · 0 0 0
...
...
. . .
...
...
...
xN−1 0 · · · Ul 0 0
xN K1 Ul · · · KN−1 Ul D−1N (∇T K(T, P ) · x) Ul 0
h H1 Ul · · · HN−1 Ul LUl 0

∈ R(N+2)×(N+2),
X1 =

Ul
x1
...
xN−1
T
V

∈ RN+2
et
f1(X1) =

N∑
i=1
R∑
j=1
νi,j ∆j − V
R∑
j=1
ν1,j ∆j − V K1(T, P )x1
...
R∑
j=1
νN,j ∆j − V KN (T, P )xN
Q− V H −
R∑
j=1
Qrj ∆j

∈ RN+2.
Comme la matrice E1(X1) n’est pas inversible, la me´thode de de´flation se poursuit.
On conside`re a` pre´sent le proble`me quasi-line´aire E1(X1) X˙1 = f1(X1). Transformons la
matrice coefficient E1(X1) via une de´composition LU. Le proble`me pre´ce´dent est alors e´quivalent
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au syste`me U1(X1) X˙1 = L1(X1)
−1 f1(X1). En gardant les meˆmes notations (E1(X1) et f1(X1)),
on a
E1(X1) =

1 0 · · · 0 0 0
0 Ul · · · 0 0 0
...
...
. . .
...
...
...
0 0 · · · Ul 0 0
0 0 · · · 0 D−1N (∇T K(T, P ) · x) Ul 0
0 0 · · · 0 0 0

∈ R(N+2)×(N+2)
et
f1(X1) =

N∑
i=1
R∑
j=1
νi,j ∆j − V
V x1D1 +M1
...
V xN−1DN−1 +MN−1
−
N∑
i=1
(V xiDi +Mi) Ki
Q− G V

.
Puisque G 6= 0 par hypothe`se, il est possible d’extraire une expression de V ; il existe une
fonction ϕ2 : I1 ⊂ RN+1 → R telle que
V = ϕ2

Ul
x1
...
xN−1
T
 = G−1Q.
Il n’est par conse´quent pas ne´cessaire de permuter les inconnues de X1 (i.e. la matrice de
permutation est la matrice identite´) :
X2 =

Ul
x1
...
xN−1
T
 et Y2 = V = ϕ2(X2).
Comme la matrice B1(X2, Y2) est nulle, on a directement
E2(X2) = A1(X2, ϕ2(X2))
=

1 0 · · · 0 0
0 Ul · · · 0 0
...
...
. . .
...
...
0 0 · · · Ul 0
0 0 · · · 0 D−1N (∇T K(T, P ) · x) Ul
 ∈ R(N+1)×(N+1).
111
Chapitre 3. Application a` la re´solution de mode`les de distillation de Rayleigh
Cette matrice est inversible par hypothe`se. La deuxie`me e´tape de la me´thode de de´flation cloˆt
le processus ite´ratif et donne l’EDO sous contraintes

U˙l
x˙1
...
x˙N−1
T˙
 =

N∑
i=1
R∑
j=1
νi,j∆j − G−1Q
U−1l
(G−1Qx1D1 +M1)
...
U−1l
(G−1QxN−1DN−1 +MN−1)
U−1l (∇TK · x)−1
N∑
i=1
(G−1QDixi +Mi)Di

,

xN
y1
...
yN−1
yN
 =

N−1∑
i=1
Kixi
K1x1
...
KN−1xN−1
KN
N−1∑
i=1
Kixi

et
V = G−1Q.
La me´thode de de´flation est acheve´e en deux e´tapes ; l’EDA conside´re´e est d’indice 2.
Remarque 24
– La structure de ce proble`me re´actif est assez similaire a` celle du mode`le non re´actif
e´tudie´ pre´ce´demment. Une des raisons de cette similitude re´side dans le caracte`re non
diffe´rentiel des termes re´gissant l’e´volution des re´actions chimiques. De plus, le nombre
de re´actions chimiques R n’influe pas sur le nombre d’e´quations du syste`me.
– Si on supprime les termes ∆j , c’est-a`-dire si on supprime les re´actions chimiques, Q de-
vient simplement Q et les termesMi disparaissent. Par ailleurs, sans les re´actions chi-
miques, on retrouve les re´sultats du mode`le non re´actif en re´gime diphasique (yinerte =
0).
3.4.1.2 Phase liquide non ide´ale et phase vapeur ide´ale
Les constantes d’e´quilibres thermodynamiques de´pendent de´sormais de T , de P et de x. On
conside`re le mode`le suivant en tenant compte des notations de´finies par (3.3), (3.5), (3.7), (3.9),
(3.11), (3.12), (3.13) et (3.15).

U˙l =
N∑
i=1
R∑
j=1
νi,j ∆j − V
˙xi Ul =
R∑
j=1
νi,j ∆j − V yi, ∀i ∈ J1, NK
˙hUl = Q− V H −
R∑
j=1
Qrj ∆j
0 = yi −Ki(T, P, x)xi, ∀i ∈ J1, NK
0 =
N∑
i=1
(xi − yi).
(3.51)
The´ore`me 26
Supposons que Ul 6= 0, ∂h
∂T
6= 0, D¯N 6= 0, ∇T K(T, P, x) · x 6= 0 et G¯ 6= 0. Alors il existe une
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fonction φ1 : I ⊂ RN → R telle que l’EDA (3.44) soit e´quivalente au syste`me diffe´rentiel

U˙l
x˙1
...
x˙N−1
T˙
 =

N∑
i=1
R∑
j=1
νi,j∆j − G¯−1Q¯
U−1l
(G¯−1Q¯x1 (1−K1(T, P, x)) +M1)
...
U−1l
(G¯−1Q¯xN−1 (1−KN−1(T, P, x)) +MN−1)
U−1l (∇TK(T, P, x) · x)−1
N∑
i=1
(G¯−1Q¯ (1−Ki(T, P, x))xi +Mi) D¯i

,
avec 
xN
y1
...
yN−1
yN
 =

φ1(T, x1, . . . , xN−1)
K1(T, P, x)x1
...
KN−1(T, P, x)xN−1
KN (T, P, x)φ1(T, x1, . . . , xN−1)
 et V = G¯−1 Q¯.
Dans ces conditions, le proble`me (3.51) est une EDA d’indice 2.
Preuve - Jusqu’a` la de´termination de la matrice Jacobienne JY1
(
f¯0
)
, le me´canisme de de´flation
est identique. Dans ce contexte non ide´al, on a :
f˜0(X0) =

y1 −K1(T, P, x)x1
...
yN −KN (T, P, x)xN
N∑
i=1
(xi − yi)
 ∈ R
N+2. (3.52)
Par de´rivation de (3.52) par rapport a` Y1, on a
JY1
(
f¯0
)
=
[
γ1 IN
1 γ4
]
∈ R(N+1)×(N+1), (3.53)
avec
γ1 =

−∂K1(T, P, x)
∂xN
x1
...
−∂KN−1(T, P, x)
∂xN
xN−1
−∂KN (T, P, x)
∂xN
xN −KN (T, P, x)

∈ RN et γ4 =
( −1 · · · −1 ) ∈ R1×N .
On a naturellement det JY1
(
f¯0
)
= (−1)N D¯N . Le the´ore`me des fonctions implicites s’applique
donc au syste`me alge´brique f˜0(X0) = 0, ou` f˜0(X0) est de´finie par (3.45). Plus pre´cise´ment, il
existe deux fonctions ϕ1 : I0 ⊂ RN+2 → RN+1 et φ1 : I ⊂ RN → R telles que
Y1 = ϕ1(X1)⇔

xN
y1
...
yN−1
yN
 =

φ1(T, x1, . . . , xN−1)
K1(T, P, x)x1
...
KN−1(T, P, x)xN−1
KN (T, P, x)φ1(T, x1, . . . , xN−1)
 . (3.54)
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De plus, par de´rivation de (3.52) par rapport a` X1, on obtient
JX1
(
f¯0
)
=
[
0 δ2
0 δ4
]
∈ R(N+1)×(N+2), (3.55)
ou`
δ2 =

−∂K1
∂x1
x1 −K1 · · · − ∂K1
∂xN−1
x1 −∂K1
∂T
x1 0
...
. . .
...
...
...
−∂KN−1
∂x1
xN−1 · · · − ∂KN
∂xN−1
xN−1 −KN−1 −∂KN−1
∂T
xN−1 0
−∂KN
∂x1
xN · · · − ∂KN
∂xN−1
xN −∂KN
∂T
xN 0

∈ RN×(N+1),
avec Ki = Ki(T, P, x) et
δ4 =
(
1 · · · 1 0 0 ) ∈ R1×(N+1).
De´terminons a` pre´sent la matrice E1(X1) a` partir des matrices (3.49), (3.50), (3.53) et (3.55) :
E1(X1) =
[
α1 α2
α3 α4
]
−
[
0 0
β3 0
] [
γ1 IN
1 γ4
]−1 [
0 δ2
0 δ4
]
=
[
α1 α2
α3 α4
]
−
[
0 0
β3 0
] [
γ¯1 γ¯2
γ¯3 γ¯4
] [
0 δ2
0 δ4
]
=
[
α1 α2
α3 α4
]
−
[
0 0
β3 0
] [
0 γ¯1 δ2 + γ¯2 δ4
0 γ¯3 δ2 + γ¯4 δ4
]
=
[
α1 α2
α3 α4
]
−
[
0 0
0 β3 (γ¯1 δ2 + γ¯2 δ4)
]
=
[
α1 α2
α3 α¯4
]
,
ou` α¯4 = α4 − β3 (γ¯1 δ2 + γ¯2 δ4). On a :
α¯4 = α4 − β3 (1− γ4 γ1)−1 (δ4 − γ4 δ2).
De´terminons a` pre´sent les expressions de chaque terme :
(1− γ4 γ1)−1 = D¯−1N ∈ R
et
δ4 − γ4 δ2 =
( D¯1 · · · D¯N−1 − (∇T K(T, P, x) · x) 0 ) ∈ R1×(N+1).
On e´tablit ainsi
α¯4 =
[ K¯1 Ul · · · K¯N−1 Ul D¯−1N (∇T K(T, P, x) · x) Ul 0
H¯1 Ul · · · H¯N−1 Ul L¯Ul 0
]
.
La premie`re e´tape de la me´thode de de´flation s’ache`ve en fournissant
E1(X1) =

1 0 · · · 0 0 0
x1 Ul · · · 0 0 0
...
...
. . .
...
...
...
xN−1 0 · · · Ul 0 0
xN K¯1 Ul · · · K¯N−1 Ul D¯−1N (∇T K(T, P, x) · x) Ul 0
h H¯1 Ul · · · H¯N−1 Ul L¯Ul 0

∈ R(N+2)×(N+2),
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X1 =

Ul
x1
...
xN−1
T
V

∈ RN+2
et
f1(X1) =

N∑
i=1
R∑
j=1
νi,j ∆j − V
R∑
j=1
ν1,j ∆j − V K1(T, P, x)x1
...
R∑
j=1
νN,j ∆j − V KN (T, P, x)xN
Q− V H −
R∑
j=1
Qrj ∆j

∈ RN+2.
Comme la matrice E1(X1) n’est pas inversible, la me´thode de de´flation se poursuit.
On conside`re a` pre´sent le proble`me quasi-line´aire E1(X1) X˙1 = f1(X1). Transformons la
matrice coefficient E1(X1) via une de´composition LU. Le proble`me pre´ce´dent est alors e´quivalent
au syste`me U1(X1) X˙1 = L1(X1)
−1 f1(X1). En gardant les meˆmes notations (E1(X1) et f1(X1)),
on a
E1(X1) =

1 0 · · · 0 0 0
0 Ul · · · 0 0 0
...
...
. . .
...
...
...
0 0 · · · Ul 0 0
0 0 · · · 0 D¯−1N (∇T K(T, P, x) · x) Ul 0
0 0 · · · 0 0 0

∈ R(N+2)×(N+2)
et
f1(X1) =

N∑
i=1
R∑
j=1
νi,j ∆j − V
V x1 (1−K1(T, P, x)) +M1
...
V xN−1 (1−KN−1(T, P, x)) +MN−1
−
N∑
i=1
(V xi (1−Ki(T, P, x)) +Mi) K¯i
Q¯ − G¯ V

.
Puisque G¯ 6= 0 par hypothe`se, il est possible d’extraire une expression de V ; il existe une
fonction ϕ2 : I1 ⊂ RN+1 → R telle que
V = ϕ2

Ul
x1
...
xN−1
T
 = G¯−1 Q¯.
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Il n’est par conse´quent pas ne´cessaire de permuter les inconnues de X1 (i.e. la matrice de
permutation est la matrice identite´) :
X2 =

Ul
x1
...
xN−1
T
 et Y2 = V = ϕ2(X2).
Comme la matrice B1(X2, Y2) est nulle, on a directement
E2(X2) = A1(X2, ϕ2(X2))
=

1 0 · · · 0 0
0 Ul · · · 0 0
...
...
. . .
...
...
0 0 · · · Ul 0
0 0 · · · 0 D¯−1N (∇T K(T, P, x) · x) Ul
 ∈ R(N+1)×(N+1).
Cette matrice est inversible par hypothe`se. La deuxie`me e´tape de la me´thode de de´flation cloˆt
le processus ite´ratif et donne l’EDO

U˙l
x˙1
...
x˙N−1
T˙
 =

N∑
i=1
R∑
j=1
νi,j ∆j − G¯−1 Q¯
U−1l
(G¯−1 Q¯x1 (1−K1(T, P, x)) +M1)
...
U−1l
(G¯−1 Q¯xN−1 (1−KN−1(T, P, x)) +MN−1)
U−1l (∇T K(T, P, x) · x)−1
N∑
i=1
(G¯−1 Q¯ (1−Ki(T, P, x)) xi +Mi) D¯i

,
avec 
xN
y1
...
yN−1
yN
 =

φ1(T, x1, . . . , xN−1)
K1(T, P, x)x1
...
KN−1(T, P, x)xN−1
KN (T, P, x)φ1(T, x1, . . . , xN−1)

et
V = G¯−1 Q¯.
La me´thode de de´flation est acheve´e en deux e´tapes ; l’EDA conside´re´e est d’indice 2.
3.4.2 Re´actions chimiques instantane´ment e´quilibre´es
Terminons l’e´tude par un type de mode´lisation axe´ sur les re´actions chimiques instan-
tane´ment e´quilibre´es. La` encore, ce mode`le de distillation de Rayleigh re´active est conside´re´
en re´gime diphasique. Les re´actions chimiques ont toujours lieu dans la phase liquide. On pose
NR = N −R− 1.
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3.4.2.1 Phases liquide et vapeur ide´ales
On conside`re le mode`le re´actif suivant :

U˙l −
R∑
j=1
(
N∑
i=1
νi,j
)
ξ˙j = −V
˙xi Ul −
R∑
j=1
νi,j ξ˙j = −V yi, ∀i ∈ J1, NK
˙hUl +
R∑
j=1
Qrj ξ˙j = Q− V H
0 = yi −Ki(T, P )xi, ∀i ∈ J1, NK
0 =
N∑
i=1
(xi − yi)
0 = Aj , ∀j ∈ J1, RK.
(3.56)
On utilise les notations de´finies par (3.2), (3.16), (3.17), (3.19), (3.21), (3.23), (3.25), (3.27) et
(3.29).
The´ore`me 27
Supposons que Ul 6= 0, ∂h
∂T
6= 0, det Γ 6= 0, detNa 6= 0 et H − NbN−1a
(
1
y
)
6= 0. Alors il
existe des fonctions φj : I ⊂ RN−R → R pour tout j ∈ J1, R + 1K telles que l’EDA (3.56)
soit e´quivalente au syste`me diffe´rentiel
ξ˙
U˙l
x˙1
...
x˙NR
T˙

= −N−1a
(
H −NbN−1a
(
1
y
))−1
Q
(
1
y
)
,
avec
xN−R
...
xN
y1
...
yNR
yN−R
...
yN

=

φ1(x1, . . . , xNR , T )
...
φR+1(x1, . . . , xNR , T )
K1(T, P )x1
...
KNR(T, P )xNR
KN−R(T, P )φ1(x1, . . . , xNR , T )
...
KN (T, P )φR+1(x1, . . . , xNR , T )

et V =
(
H −NbN−1a
(
1
y
))−1
Q.
Dans ces conditions, le proble`me (3.56) est une EDA d’indice 2.
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Preuve - On e´crit le syste`me (3.56) sous la forme matricielle (3.1), avec
X0 =

ξ
Ul
x
T
y
V
 ∈ R
2N+R+3,
E0(X0) =
[
E˜0(X0) 0
0 0
]
∈ R(2N+R+3)×(2N+R+3),
avec
E˜0(X0) =

−
N∑
i=1
νi,1 · · · −
N∑
i=1
νi,R 1 0 · · · 0 0
−ν1,1 · · · −ν1,R x1 Ul · · · 0 0
...
...
...
...
. . .
...
...
−νN,1 · · · −νN,R xN 0 · · · Ul 0
Qr1 · · · QrR h
∂h
∂x1
Ul · · · ∂h
∂xN
Ul
∂h
∂T
Ul

∈ R(N+2)×(N+R+2)
et
f0(X0) =

−V
−V y
Q− V H
y1 −K1(T, P )x1
...
yN −KN (T, P )xN
N∑
i=1
(xi − yi)
A1
...
AR

∈ R2N+R+3.
Puisque Ul 6= 0 et ∂h
∂T
6= 0, le rang de la matrice E0(X0) vaut N + 2. Ainsi,
f˜0(X0) =

y1 −K1(T, P )x1
...
yN −KN (T, P )xN
N∑
i=1
(xi − yi)
A1
...
AR

∈ RN+R+1. (3.57)
De plus, on a
g0(X0) =
 −V−V y
Q− V H
 ∈ RN+2.
118
3.4 Distillation de Rayleigh re´active
Soit P1 ∈ R(2N+R+3)×(2N+R+3) la matrice de permutation telle que
P1X0 =
(
X1
Y1
)
, ou` X1 =

ξ
Ul
x1
...
xNR
T
V

∈ RN+2 et Y1 =

xN−R
...
xN
y
 ∈ RN+R+1.
D’une part, par de´rivation de (3.57) par rapport a` Y1, on a
JY1
(
f¯0
)
=
[
γ1 IN
γ3 γ4
]
∈ R(N+R+1)×(N+R+1), (3.58)
avec
γ1 =

0 · · · 0
...
...
−KN−R(T, P ) · · · 0
...
. . .
...
0 · · · −KN (T, P )
 ∈ R
N×(R+1),
γ3 =

1 · · · 1
∂A1
∂xN−R
· · · ∂A1
∂xN
...
...
∂AR
∂xN−R
· · · ∂AR
∂xN
 ∈ R
(R+1)×(R+1)
et
γ4 =

−1 · · · −1
0 · · · 0
...
...
0 · · · 0
 ∈ R(R+1)×N .
On e´tablit aise´ment que γ3 − γ4 γ1 = Γ ∈ R(R+1)×(R+1), ou` Γ est une matrice inversible par
hypothe`se, de´finie par (3.17). Puisque Γ est le comple´ment de Schur de la matrice JY1
(
f¯0
)
relati-
vement au bloc IN , on en de´duit que JY1
(
f¯0
)
est inversible. De ce fait, on est capable d’appliquer
le the´ore`me des fonctions implicites au syste`me alge´brique (3.57). En d’autres termes, il existe
des fonctions ϕ1 : I0 ⊂ RN+2 → RN+R+1 et φj : I ⊂ RN−R → R pour tout j ∈ J1, R+ 1K telles
que :
Y1 = ϕ1 (X1)⇔

xN−R
...
xN
y1
...
yNR
yN−R
...
yN

=

φ1(x1, . . . , xNR , T )
...
φR+1(x1, . . . , xNR , T )
K1(T, P )x1
...
KNR(T, P )xNR
KN−R(T, P )φ1(x1, . . . , xNR , T )
...
KN (T, P )φR+1(x1, . . . , xNR , T )

. (3.59)
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D’autre part, par de´rivation de (3.57) par rapport a` X1, on obtient
JX1
(
f¯0
)
=
[
0 δ2
0 δ4
]
∈ R(N+R+1)×(N+R+1), (3.60)
ou`
δ2 =

−K1(T, P ) · · · 0 −∂K1(T, P )
∂T
x1 0
...
. . .
...
...
...
0 · · · −KNR(T, P ) −
∂KNR(T, P )
∂T
xNR 0
...
...
...
...
0 · · · 0 −∂KN (T, P )
∂T
xN 0

∈ RN×(N−R+1)
et
δ4 =

1 · · · 1 0 0
∂A1
∂x1
· · · ∂A1
∂xNR
∂A1
∂T
0
...
...
...
...
∂AR
∂x1
· · · ∂AR
∂xNR
∂AR
∂T
0

∈ R(R+1)×(N−R+1).
Par ailleurs, on obtient
A0(X1, Y1) =
[
α1 α2
α3 α4
]
∈ R(N+2)×(N+2), (3.61)
avec
α1 =

−
N∑
i=1
νi,1 · · · −
N∑
i=1
νi,R 1
−ν1,1 · · · −ν1,R x1
...
...
...
−νNR,1 · · · −νNR,R xNR
 ∈ R
(N−R)×(R+1),
α2 =

0 · · · 0 0 0
Ul · · · 0 0 0
...
. . .
...
...
...
0 · · · Ul 0 0
 ∈ R(N−R)×(N−R+1),
α3 =

−νN−R,1 · · · −νN−R,R xNR
...
...
...
−νN,1 · · · −νN,R xN
Qr1 · · · QrR h
 ∈ R(R+2)×(R+1)
et
α4 =

0 · · · 0 0 0
...
...
...
...
0 · · · 0 0 0
∂h
∂x1
Ul · · · ∂h
∂xNR
Ul
∂h
∂T
Ul 0
 ∈ R(R+2)×(N−R+1)
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ainsi que
B0(X1, Y1) =
[
0 0
β3 0
]
∈ R(N+2)×(N+R+1), (3.62)
ou`
β3 =

Ul · · · 0
...
. . .
...
0 · · · Ul
∂h
∂xN−R
Ul · · · ∂h
∂xN
Ul
 ∈ R(R+2)×(R+1).
De´terminons a` pre´sent la matrice E1(X1) a` partir des matrices (3.61), (3.62), (3.58) et (3.60) :
E1(X1) =
[
α1 α2
α3 α4
]
−
[
0 0
β3 0
] [
γ1 γ2
γ3 γ4
]−1 [
0 δ2
0 δ4
]
=
[
α1 α2
α3 α4
]
−
[
0 0
β3 0
] [
γ¯1 γ¯2
γ¯3 γ¯4
] [
0 δ2
0 δ4
]
=
[
α1 α2
α3 α4
]
−
[
0 0
β3 0
] [
0 γ¯1 δ2 + γ¯2 δ4
0 γ¯3 δ2 + γ¯4 δ4
]
=
[
α1 α2
α3 α4
]
−
[
0 0
0 β3 (γ¯1 δ2 + γ¯2 δ4)
]
=
[
α1 α2
α3 α¯4
]
,
ou` α¯4 = α4 − β3 (γ¯1 δ2 + γ¯2 δ4). On de´termine ensuite les expressions γ¯1 et γ¯2 en utilisant le
comple´ment de Schur de la matrice JY1
(
f¯0
)
:
γ¯1 = −Γ−1 γ4 ∈ R(R+1)×N et γ¯2 = Γ−1 ∈ R(R+1)×(R+1).
L’expression de α¯4 devient :
α¯4 = α4 − β3 Γ−1(δ4 − γ4 δ2).
Explicitions davantage l’expression pre´ce´dente ; tout d’abord
δ4 − γ4 δ2 =

1 · · · 1 0 0
∂A1
∂x1
· · · ∂A1
∂xNR
∂A1
∂T
0
...
...
...
...
∂AR
∂x1
· · · ∂AR
∂xNR
∂AR
∂T
0

−

K1 · · · KNR ∇T K · x 0
0 · · · 0 0 0
...
...
...
...
0 · · · 0 0 0

=

D1 · · · DNR −∇T K · x 0
∂A1
∂x1
· · · ∂A1
∂xNR
∂A1
∂T
0
...
...
...
...
∂AR
∂x1
· · · ∂AR
∂xNR
∂AR
∂T
0

∈ R(R+1)×(N−R+1),
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ou` K = K(T, P ) et Ki = Ki(T, P ) pour tout i ∈ J1, NRK. En posant (Γ−1)i,j = Γ−1i,j pour tout
(i, j) ∈ J1, R+ 1K2, on obtient apre`s calculs
α¯4 =

−A1,1 · · · −A1,NR −T1 0
...
...
...
...
−AR+1,1 · · · −AR+1,NR −TR+1 0
∂h
∂x1
Ul −H1 · · · ∂h
∂xNR
Ul −HNR
∂h
∂T
Ul − S 0
 ∈ R(R+2)×(N−R+1).
La premie`re e´tape de la me´thode de de´flation s’ache`ve en donnant
E1(X1) =
[ Na 0
Nb 0
]
∈ R(N+2)×(N+2),
X1 =

ξ
Ul
x1
...
xNR
T
V

∈ RN+2
et
f1(X1) =
 −V−V y
Q− V H
 ∈ RN+2.
On regarde maintenant le proble`me quasi-line´aire E1(X1) X˙1 = f1(X1). On transforme la ma-
trice coefficient E1(X1) a` l’aide du comple´ment de Schur :
E1(X1) =
[
IN+1 0
NbN−1a 1
] [ Na 0
0 0
]
.
Ainsi, en e´crivant f1(X1) =
−V (1y
)
Q− V H
, on est amene´ a` e´tudier le proble`me
[ Na 0
0 0
]
X˙1 =
 −V
(
1
y
)
Q− V
(
H −NbN−1a
(
1
y
))
 .
Sans permutation des inconnues de X1, on pose :
X2 =

ξ
Ul
x1
...
xNR
T

∈ RN+2 et Y2 = V.
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Puisque H −NbN−1a
(
1
y
)
6= 0 par hypothe`se, il est possible d’extraire une expression de V ; il
existe une fonction ϕ2 : I1 ⊂ RN+1 → R telle que
Y2 = ϕ2(X2)⇔ V =
(
H −NbN−1a
(
1
y
))−1
Q.
Comme la matrice B2(X2, Y2) est nulle, on a E2(X2) = Na. La me´thode de de´flation s’ache`ve
ainsi. On obtient l’EDO

ξ˙
U˙l
x˙1
...
x˙NR
T˙

= −N−1a
(
H −NbN−1a
(
1
y
))−1
Q
(
1
y
)
,
avec

xN−R
...
xN
y1
...
yNR
yN−R
...
yN

=

φ1(x1, . . . , xNR , T )
...
φR+1(x1, . . . , xNR , T )
K1(T, P )x1
...
KNR(T, P )xNR
KN−R(T, P )φ1(x1, . . . , xNR , T )
...
KN (T, P )φR+1(x1, . . . , xNR , T )

et V =
(
H −NbN−1a
(
1
y
))−1
Q.
La me´thode de de´flation est exe´cute´e en deux e´tapes : le proble`me est une EDA d’indice 2.
Remarque 25
– Les activite´s chimiques Aj sont mode´lise´es par des e´quations purement alge´briques.
Elles fournissent donc des e´quations supple´mentaires reliant les fractions molaires en
phase liquide xi entre elles. Il est donc cohe´rent d’obtenir davantage d’expressions
implicites de´crivant ces fractions molaires.
– A` partir de la fin de la premie`re e´tape, les fractions molaires en phase vapeur yi sont
normalement exprime´es en fonction de T, P, x1, . . . , xNR . Afin de ne pas alourdir les
notations, nous laissons l’expression y, mais il faut clairement la conside´rer comme
une fonction implicite des variables pre´ce´dentes.
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3.4.2.2 Phase liquide non ide´ale et phase vapeur ide´ale
On conside`re le mode`le re´actif suivant :

U˙l −
R∑
j=1
(
N∑
i=1
νi,j
)
ξ˙j = −V
˙xi Ul −
R∑
j=1
νi,j ξ˙j = −V yi, ∀i ∈ J1, NK
˙hUl +
R∑
j=1
Qrj ξ˙j = Q− V H
0 = yi −Ki(T, P, x)xi, ∀i ∈ J1, NK
0 =
N∑
i=1
(xi − yi)
0 = Aj , ∀j ∈ J1, RK.
(3.63)
On utilise les notations de´finies par (3.3), (3.16), (3.18), (3.20), (3.22), (3.24), (3.26), (3.28) et
(3.30).
The´ore`me 28
Supposons que Ul 6= 0, ∂h
∂T
6= 0, det Γ¯ 6= 0, det N¯a 6= 0 et H − N¯b N¯−1a
(
1
y
)
6= 0. Alors il
existe des fonctions φj : I ⊂ RN−R → R pour tout j ∈ J1, R + 1K telles que l’EDA (3.63)
soit e´quivalente au syste`me diffe´rentiel
ξ˙
U˙l
x˙1
...
x˙NR
T˙

= −N¯−1a
(
H − N¯b N¯−1a
(
1
y
))−1
Q
(
1
y
)
,
avec
xN−R
...
xN
y1
...
yNR
yN−R
...
yN

=

φ1(x1, . . . , xNR , T )
...
φR+1(x1, . . . , xNR , T )
K1(T, P, x)x1
...
KNR(T, P, x)xNR
KN−R(T, P, x)φ1(x1, . . . , xNR , T )
...
KN (T, P, x)φR+1(x1, . . . , xNR , T )

et V =
(
H − N¯b N¯−1a
(
1
y
))−1
Q.
Dans ces conditions, le proble`me (3.56) est une EDA d’indice 2.
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Preuve - Le de´but de la preuve est similaire a` celle du cas ide´al, jusqu’au calcul de la matrice
Jacobienne JY1
(
f¯0
)
. On e´crit ici
f˜0(X0) =

y1 −K1(T, P, x)x1
...
yN −KN (T, P, x)xN
N∑
i=1
(xi − yi)
A1
...
AR

∈ RN+R+1. (3.64)
D’une part, par de´rivation de (3.64) par rapport a` Y1, on a
JY1
(
f¯0
)
=
[
γ1 IN
γ3 γ4
]
∈ R(N+R+1)×(N+R+1), (3.65)
avec
γ1 =

−∂K1(T, P, x)
∂xN−R
x1 · · · −∂K1(T, P, x)
∂xN
x1
...
...
−∂KN−R(T, P, x)
∂xN−R
xN−R −KN−R(T, P, x) · · · −∂KN−R(T, P, x)
∂xN
xN−R
...
. . .
...
−∂KN (T, P, x)
∂xN−R
xN · · · −∂KN (T, P, x)
∂xN
xN −KN (T, P, x)

∈ RN×(R+1),
γ3 =

1 · · · 1
∂A1
∂xN−R
· · · ∂A1
∂xN
...
...
∂AR
∂xN−R
· · · ∂AR
∂xN
 ∈ R
(R+1)×(R+1) et γ4 =

−1 · · · −1
0 · · · 0
...
...
0 · · · 0
 ∈ R(R+1)×N .
On e´tablit aise´ment que γ3−γ4 γ1 = Γ¯ ∈ R(R+1)×(R+1), ou` Γ¯ est de´finie par (3.18). Cette matrice
est suppose´e inversible. Puisque Γ¯ est le comple´ment de Schur de la matrice JY1
(
f¯0
)
relativement
au bloc IN , on en de´duit que JY1
(
f¯0
)
est inversible. De ce fait, on est capable d’appliquer le
the´ore`me des fonctions implicites au syste`me alge´brique (3.57). En d’autres termes, il existe des
fonctions ϕ1 : I0 ⊂ RN+2 → RN+R+1 et φj : I ⊂ RN−R → R pour tout j ∈ J1, R + 1K telles
que :
Y1 = ϕ1 (X1)⇔

xN−R
...
xN
y1
...
yNR
yN−R
...
yN

=

φ1(x1, . . . , xNR , T )
...
φR+1(x1, . . . , xNR , T )
K1(T, P, x)x1
...
KNR(T, P, x)xNR
KN−R(T, P, x)φ1(x1, . . . , xNR , T )
...
KN (T, P, x)φR+1(x1, . . . , xNR , T )

. (3.66)
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D’autre part, par de´rivation de (3.64) par rapport a` X1, on obtient
JX1
(
f¯0
)
=
[
0 δ2
0 δ4
]
∈ R(N+R+1)×(N+R+1), (3.67)
ou`
δ2 =

−∂K1
∂x1
x1 −K1 · · · − ∂K1
∂xNR
x1 −∂K1
∂T
x1 0
...
. . .
...
...
...
−∂KNR
∂x1
xNR · · · −
∂KNR
∂xNR
xNR −KNR −
∂KNR
∂T
xNR 0
...
...
...
...
−∂KN
∂x1
xN · · · − ∂KN
∂xNR
xN −∂KN
∂T
xN 0

∈ RN×(N−R+1),
avec Ki = Ki(T, P, x) et
δ4 =

1 · · · 1 0 0
∂A1
∂x1
· · · ∂A1
∂xNR
∂A1
∂T
0
...
...
...
...
∂AR
∂x1
· · · ∂AR
∂xNR
∂AR
∂T
0

∈ R(R+1)×(N−R+1).
Par ailleurs, on obtient
A0(X1, Y1) =
[
α1 α2
α3 α4
]
∈ R(N+2)×(N+2), (3.68)
avec
α1 =

−
N∑
i=1
νi,1 · · · −
N∑
i=1
νi,R 1
−ν1,1 · · · −ν1,R x1
...
...
...
−νNR,1 · · · −νNR,R xNR
 ∈ R
(N−R)×(R+1),
α2 =

0 · · · 0 0 0
Ul · · · 0 0 0
...
. . .
...
...
...
0 · · · Ul 0 0
 ∈ R(N−R)×(N−R+1),
α3 =

−νN−R,1 · · · −νN−R,R xNR
...
...
...
−νN,1 · · · −νN,R xN
Qr1 · · · QrR h
 ∈ R(R+2)×(R+1)
et
α4 =

0 · · · 0 0 0
...
...
...
...
0 · · · 0 0 0
∂h
∂x1
Ul · · · ∂h
∂xNR
Ul
∂h
∂T
Ul 0
 ∈ R(R+2)×(N−R+1)
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ainsi que
B0(X1, Y1) =
[
0 0
β3 0
]
∈ R(N+2)×(N+R+1), (3.69)
ou`
β3 =

Ul · · · 0
...
. . .
...
0 · · · Ul
∂h
∂xN−R
Ul · · · ∂h
∂xN
Ul
 ∈ R(R+2)×(R+1).
De´terminons a` pre´sent la matrice E1(X1) a` partir des matrices (3.68), (3.69), (3.65) et (3.67) :
E1(X1) =
[
α1 α2
α3 α4
]
−
[
0 0
β3 0
] [
γ1 γ2
γ3 γ4
]−1 [
0 δ2
0 δ4
]
=
[
α1 α2
α3 α4
]
−
[
0 0
β3 0
] [
γ¯1 γ¯2
γ¯3 γ¯4
] [
0 δ2
0 δ4
]
=
[
α1 α2
α3 α4
]
−
[
0 0
β3 0
] [
0 γ¯1 δ2 + γ¯2 δ4
0 γ¯3 δ2 + γ¯4 δ4
]
=
[
α1 α2
α3 α4
]
−
[
0 0
0 β3 (γ¯1 δ2 + γ¯2 δ4)
]
=
[
α1 α2
α3 α¯4
]
,
ou` α¯4 = α4−β3 (γ¯1 δ2 + γ¯2 δ4). On de´termine les expressions γ¯1 et γ¯2 en utilisant le comple´ment
de Schur de la matrice JY1
(
f¯0
)
:
γ¯1 = −Γ¯−1 γ4 ∈ R(R+1)×N et γ¯2 = Γ¯−1 ∈ R(R+1)×(R+1).
L’expression de α¯4 devient :
α¯4 = α4 − β3 Γ¯−1(δ4 − γ4 δ2).
Explicitions davantage l’expression pre´ce´dente ; tout d’abord
δ4 − γ4 δ2 =

1 · · · 1 0 0
∂A1
∂x1
· · · ∂A1
∂xNR
∂A1
∂T
0
...
...
...
...
∂AR
∂x1
· · · ∂AR
∂xNR
∂AR
∂T
0

−

1− D¯1 · · · 1− D¯NR ∇T K · x 0
0 · · · 0 0 0
...
...
...
...
0 · · · 0 0 0

=

D¯1 · · · D¯NR −∇T K · x 0
∂A1
∂x1
· · · ∂A1
∂xNR
∂A1
∂T
0
...
...
...
...
∂AR
∂x1
· · · ∂AR
∂xNR
∂AR
∂T
0

∈ R(R+1)×(N−R+1),
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ou` K = K(T, P, x). En posant
(
Γ¯−1
)
i,j
= Γ¯−1i,j pour tout (i, j) ∈ J1, R + 1K2, on obtient apre`s
calculs
α¯4 =

−A¯1,1 · · · −A¯1,NR −T¯1 0
...
...
...
...
−A¯R+1,1 · · · −A¯R+1,NR −T¯R+1 0
∂h
∂x1
Ul − H¯1 · · · ∂h
∂xNR
Ul − H¯NR
∂h
∂T
Ul − S¯ 0
 ∈ R(R+2)×(N−R+1).
La premie`re e´tape de la me´thode de de´flation s’ache`ve en donnant
E1(X1) =
[ N¯a 0
N¯b 0
]
∈ R(N+2)×(N+2),
X1 =

ξ
Ul
x1
...
xNR
T
V

∈ RN+2 et f1(X1) =
 −V−V y
Q− V H
 ∈ RN+2.
On regarde maintenant le proble`me quasi-line´aire E1(X1) X˙1 = f1(X1). On transforme la ma-
trice coefficient E1(X1) a` l’aide du comple´ment de Schur :
E1(X1) =
[
IN+1 0
N¯b N¯−1a 1
] [ N¯a 0
0 0
]
.
Ainsi, en e´crivant f1(X1) =
−V (1y
)
Q− V H
, on est amene´ a` e´tudier le proble`me
[ N¯a 0
0 0
]
X˙1 =
 −V
(
1
y
)
Q− V
(
H − N¯b N¯−1a
(
1
y
))
 .
Sans permutation des inconnues de X1, on pose :
X2 =

ξ
Ul
x1
...
xNR
T

∈ RN+2 et Y2 = V.
Puisque H − N¯b N¯−1a
(
1
y
)
6= 0 par hypothe`se, il est possible d’extraire une expression de V ; il
existe une fonction ϕ2 : I1 ⊂ RN+1 → R telle que
Y2 = ϕ2(X2)⇔ V =
(
H − N¯b N¯−1a
(
1
y
))−1
Q.
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Comme la matrice B2(X2, Y2) est nulle, on a
E2(X2) = N¯a.
La me´thode de de´flation s’ache`ve ainsi. On obtient l’EDO
ξ˙
U˙l
x˙1
...
x˙NR
T˙

= −N¯−1a
(
H − N¯b N¯−1a
(
1
y
))−1
Q
(
1
y
)
,
avec
xN−R
...
xN
y1
...
yNR
yN−R
...
yN

=

φ1(x1, . . . , xNR , T )
...
φR+1(x1, . . . , xNR , T )
K1(T, P, x)x1
...
KNR(T, P, x)xNR
KN−R(T, P, x)φ1(x1, . . . , xNR , T )
...
KN (T, P, x)φR+1(x1, . . . , xNR , T )

et V =
(
H − N¯b N¯−1a
(
1
y
))−1
Q.
La me´thode de de´flation est exe´cute´e en deux e´tapes : le proble`me est une EDA d’indice 2.
Remarque 26
– Comme pour le cas ide´al, la variable y est a` substituer par les expressions faisant in-
tervenir T, P, x1, . . . , xNR donne´es par (3.66) a` partir de la fin de la premie`re e´tape. De
plus, il faut comprendre que les expressions des constantes d’e´quilibres thermodyna-
miques ne de´pendent plus explicitement des xN−R, . . ., xN , mais de φ1(x1, . . . , xNR , T ),
. . ., φR+1(x1, . . . , xNR , T ). La` encore, nous n’e´crivons pas explicitement ce changement
de de´pendance afin de ne pas alourdir les notations.
– La matrice N¯b est suppose´e inversible. Cette hypothe`se devient couˆteuse si R est grand
car on a NR + 1 6 rang N¯b 6 N + 1. Ceci s’applique bien e´videmment a` la matrice
Nb.
3.5 Quelques remarques
3.5.1 Sommation des fractions molaires dans la phase liquide
Les trois mode`les de distillation de Rayleigh (3.31), (3.44) et (3.56) (ainsi que leurs versions
non ide´ales) ont une proprie´te´ commune : la somme des fractions molaires xi est conserve´e au
cours du temps. Cette proprie´te´ se retrouve aise´ment en manipulant les e´quations des mode`les.
1. Distillation non re´active - On commence par sommer les N bilans matie`re partiels
(3.31b) pour obtenir
Ul
N∑
i=1
x˙i + U˙l
N∑
i=1
xi = −V
N∑
i=1
yi.
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En utilisant (3.31a), on a
Ul
N∑
i=1
x˙i − V
N∑
i=1
(xi − yi) = 0.
En conside´rant (3.31e), (3.31f) et Ul 6= 0 , on parvient a`
N∑
i=1
x˙i = 0.
Ainsi, la somme des fractions molaires xi est constante. Par de´finition des fractions mo-
laires, on prend comme valeur initiale 1 et par conse´quent
N∑
i=1
xi = 1.
Cette information peut bien entendu eˆtre utilise´e afin de simplifier les expressions obtenues
dans les the´ore`mes 21 - 24.
2. Re´actions chimiques controˆle´es par la cine´tique - Dans ce contexte re´actif, on
parvient aise´ment a` montrer que
Ul
N∑
i=1
x˙i +
(
U˙l + V
) ( N∑
i=1
xi − 1
)
= 0. (3.70)
On observe a` pre´sent
N∑
i=1
xi en tant que fonction suffisamment re´gulie`re de la variable t ;
on note s(t) =
N∑
i=1
xi. De ce fait, si s(0) = 1, on obtient bien par (3.70) que s
′(0) = 0. En
de´rivant une premie`re fois (3.70), on montre de plus que s′′(0) = 0. Ainsi, en proce´dant
par de´rivations successives, on e´tablit en utilisant le de´veloppement de Taylor de s(t) en
t = 0 que s(t) = s(0). Puisque s(0) = 1, on en conclut le re´sultat escompte´.
3. Re´actions chimiques instantane´ment e´quilibre´es - Cette configuration re´active agit
de la meˆme manie`re sur la somme des fractions molaires xi ; le sche´ma de la preuve est
en tout point similaire.
3.5.2 De´termination initiale du de´bit vapeur V
Pour initialiser la valeur de V en de´but de re´gime diphasique, on prend habituellement
comme approximation la valeur (H − h)−1Q. La me´thode de de´flation ame´liore cette approxi-
mation en fournissant des expressions plus pre´cises tenant compte du contexte d’e´tude :
– distillation non re´active ide´ale
V = G−1Q;
– distillation non re´active non ide´ale
V = G¯−1Q;
– re´actions chimiques controˆle´es par la cine´tique - Cas ide´al
V = G−1Q;
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– re´actions chimiques controˆle´es par la cine´tique - Cas non ide´al
V = G¯−1Q¯;
– re´actions chimiques instantane´ment e´quilibre´es - Cas ide´al
V =
(
H −NbN−1a
(
1
y
))−1
Q;
– re´actions chimiques instantane´ment e´quilibre´es - Cas non ide´al
V =
(
H − N¯bN¯−1a
(
1
y
))−1
Q.
Dans ce chapitre, nous avons e´tudie´ trois mode`les d’EDAs quasi-line´aires mode´lisant des
phe´nome`nes de distillation de Rayleigh. L’application de la me´thode de de´flation a` ces mode`les
a permis de mettre en avant diffe´rentes configurations physiques. Mis a` part le mode`le de
distillation non re´actif en re´gime monophasique qui est un proble`me d’indice 1, nous avons
montre´ que toutes les autres configurations sont des EDAs d’indice 2.
En tenant compte des remarques concernant la sommation des fractions molaires xi, il est
possible d’exprimer de fac¸on explicite les e´quations obtenues dans les the´ore`mes 21 - 26 puisqu’on
peut e´crire xN = 1 −
N−1∑
i=1
xi. De ce fait, on peut se passer d’un calcul effectif des fonctions
implicites dans l’application de la me´thode. Par ailleurs, la structure particulie`re de ces deux
configurations (distillation non re´active et distillation ou` les re´actions chimiques sont controˆle´es
par la cine´tique) e´vite d’inverser dans sa globalite´ la matrice Jacobienne JY1
(
f¯0
)
. Dans le cas
re´actif, il suffit d’inverser un scalaire (DN ou D¯N ). Dans le cas non re´actif, le calcul de l’inverse est
simple (car la matrice Jacobienne est creuse) et au demeurant, il suffit de de´terminer la premie`re
ligne de cette matrice. En revanche, ces simplifications sont impossibles pour la distillation ou`
les re´actions chimiques sont instantane´ment e´quilibre´es. Le calcul des fonctions implicites ainsi
que la de´termination de l’inverse de la matrice Jacobienne sont ne´cessaires.
Pour terminer, soulignons le fait que la distinction entre les re´gimes monophasique et dipha-
sique est ne´cessaire pour l’e´tude des mode`les. En effet, il existe une discontinuite´ entre ces deux
configurations. Dans le re´gime monophasique, le de´bit vapeur V est nul tandis que sa valeur
devient strictement positive en re´gime diphasique. Il est donc cohe´rent de traiter se´pare´ment
les deux re´gimes. La me´thode de de´flation prend ici son sens en de´crivant deux cartes locales
d’intersection nulle.
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Annexe A
Pendule
A.1 Dimension 2
On pre´sente la proce´dure simulation dans le contexte du pendule en dimension 2.
1. sys1 de´crit la deuxie`me configuration (deuxie`me point du the´ore`me 15) :
(a) estEtatValide de´cide si le point courant appartient ou non a` cette configuration
(|x1| > |x2|) ;
(b) calculeSolution inte`gre le syste`me (2.21) ;
(c) evalSolution fournit le nouveau point a` e´valuer.
2. sys2 est le miroir de sys1 pour la premie`re configuration (|x2| > |x1|).
3. trouveBonSysteme de´cide a` quel syste`me affecter le nouveau point calcule´.
4. simulation proce`de a` l’inte´gration sur l’intervalle choisi initialement en basculant d’une
configuration a` l’autre.
5. traceSimultaion permet d’obtenir les diffe´rents graphes.
###################
# Cas |x1| > |x2| #
###################
> sys1 := module()
> export estEtatValide, calculeSolution, evalSolution :
> estEtatValide := proc(x)
> return evalb(abs(x[1]) >= 0.9*abs(x[2])) :
> end :
>
> calculeSolution := proc(t0, x)
> local sys, IC, sol, sub :
> sys := [diff(x2(t), t) = x4(t), diff(x4(t),t) = 9.81 - x5(t)*x2(t)] :
> sub :=
> x5(t) = 9.81*x2(t) + (x4(t)/x1(t))^2,
> x3(t) = (-1/x1(t))*(x2(t)*x4(t)),
> x1(t) = sign(x[1])*sqrt(1 - x2(t)^2) :
> sys := subs(sub, sys) :
> IC := [x2(t0) = x[2], x4(t0) = x[4]] :
> sol := dsolve([op(sys), op(IC)], numeric) :
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> return [eval(sol), [sub]] :
> end :
>
> evalSolution := proc(solution, t1)
> local sol, sub, solt1, etat, valautres, toutesval :
> sol, sub := op(solution) :
> solt1 := sol(t1) :
> solt1 := solt1 [2..-1] :
> valautres := subs(solt1, sub) :
> toutesval := [op(solt1), op(valautres)] :
> etat := subs(op(toutesval), [x1(t), x2(t), x3(t), x4(t), x5(t)]) :
> return etat :
> end :
> end module :
###################
# Cas |x2| > |x1| #
###################
> sys2 := module()
>
> export estEtatValide, calculeSolution, evalSolution :
> estEtatValide := proc(x)
> return evalb(abs(x[2]) >= 0.9*abs(x[1])) :
> end :
>
> calculeSolution := proc(t0, x)
> local sys, IC, sol, sub :
> sys := [diff(x1(t), t) = x3(t), diff(x3(t), t) = -x5(t)*x1(t)] :
> sub :=
> x5(t) = 9.81*x2(t) + (x3(t)/x2(t))^2,
> x4(t) = (-1/x2(t))*(x1(t)*x3(t)),
> x2(t) = sign(x[2])*sqrt(1 - x1(t)^2) :
> sys := subs(sub, sys) :
> IC := [x1(t0) = x[1], x3(t0) = x[3]] :
> return [eval(sol), [sub]] :
> end :
>
> evalSolution := proc(solution, t1)
> local sol, sub, solt1, etat, valautres, toutesval :
> sol, sub := op(solution) :
> solt1 := sol(t1) :
> solt1 := solt1 [2..-1] :
> valautres := subs(solt1, sub) :
> toutesval := [op(solt1), op(valautres)] :
> etat := subs(op(toutesval), [x1(t), x2(t), x3(t), x4(t), x5(t)]) :
> return etat :
> end :
> end module :
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> trouveBonSysteme := proc(L, etat)
> local sys :
> for sys in L
> do if sys :-estEtatValide(etat)
> then return sys :
> fi :
> od :
> error "L’e´tat n’est valide pour aucun syste`me" :
> end :
#########################
# Syste`mes a` conside´rer #
#########################
> L := [sys1, sys2] :
###############
# Inte´gration #
###############
> simulation := proc(L, tfin, Delta, IC)
> local t0, sys, P, etat, solution :
> t0 := 0 :
> sys := trouveBonSysteme(L, IC) :
> solution := sys:-calculeSolution(t0, IC) :
> P := [] :
> etat := IC :
> while (t0 < tfin)
> do while (t0 < tfin) and sys :-estEtatValide(etat)
> do
> P := [op(P), [t0, etat]] :
> t0 := t0 + Delta :
> etat := sys :-evalSolution(solution, t0) :
> od :
> sys := trouveBonSysteme(L, etat) :
> solution := sys :-calculeSolution(t0, etat) :
> od :
> return P :
> end :
###########
# Graphes #
###########
> traceSimulation := proc(P)
> local Coor1, Coor2, Param, Energie :
> Coor1 := map(u -> [u[1], u[2][1]], P) :
> print(plot(Coor1)) :
> Coor2 := map(u -> [u[1], u[2][2]], P) :
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> print(plot(Coor2)) :
> Param := map(u -> [u[2][1], -u[2][2]], P) :
> print(plot(Param)) :
> Energie := map(u -> [u[1], 1/2*(u[2][3]^2 + u[2][4]^2) - 9.81*u[2][2]], P) :
> print(plot(Energie)) :
> end :
Il est possible de tracer l’e´nergie Em(t) du syste`me au cours de l’inte´gration. Cette e´nergie
est the´oriquement constante pour le pendule (conservation de l’e´nergie me´canique). Pour le
premier exemple (point de de´part [1, 0, 0, 0, 0]), on observe :
Figure A.1 – Em(t) en fonction de t
Il faut se re´fe´rer a` l’e´chelle pour voir que cette e´nergie est quasi-constante (diminution de
0.00012 sur l’intervalle [0, 5]). Les paliers observe´s correspondent a` l’inte´gration sur une des
cartes locales. Le passage d’un palier a` l’autre correspond au basculement d’une carte a` l’autre.
A.2 Dimension 3
On e´tend la proce´dure pre´ce´dente a` la dimension 3. Ici, trois syste`mes sont a` conside´rer.
###########################
# Cas |x1| > |x2| et |x3| #
###########################
> sys1 := module()
> export estEtatValide, calculeSolution, evalSolution :
> estEtatValide := proc(x)
> return evalb(abs(x[1]) >= 0.9*abs(x[2]) and abs(x[1]) >= 0.9*abs(x[3])) :
> end :
>
> calculeSolution := proc(t0, x)
> local sys, IC, sol, sub :
> sys := [
> diff(x2(t), t) = x5(t),
> diff(x3(t), t) = x6(t),
> diff(x5(t), t) = -x7(t)*x2(t),
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> diff(x6(t), t) = 9.81 -x7(t)*x3(t)] :
> sub :=
> x7(t) = 9.81*x3(t) + x4(t)^2 + x5(t)^2 + x6(t)^2,
> x4(t) = (-1/x1(t))*(x2(t)*x5(t) + x3(t)*x6(t)),
> x1(t) = sign(x[1])*sqrt(1 - x2(t)^2 - x3(t)^2) :
> sys := subs(sub, sys) :
> IC := [x2(t0) = x[2], x3(t0) = x[3], x5(t0) = x[5], x6(t0) = x[6]] :
> sol := dsolve([op(sys), op(IC)], numeric) :
> return [eval(sol), [sub]] :
> end :
>
> evalSolution := proc(solution, t1)
> local sol, sub, solt1, etat, valautres, toutesval :
> sol, sub := op(solution) :
> solt1 := sol(t1) :
> solt1 := solt1 [2..-1] :
> valautres := subs(solt1, sub) :
> toutesval := [op(solt1), op(valautres)] :
> etat := subs(op(toutesval), [x1(t), x2(t), x3(t), x4(t), x5(t), x6(t),
> x7(t)]) :
> return etat :
> end :
> end module:
###########################
# Cas |x2| > |x1| et |x3| #
###########################
> sys2 := module()
> export estEtatValide, calculeSolution, evalSolution :
> estEtatValide := proc(x)
> return evalb(abs(x[2]) >= 0.9*abs(x[1]) and abs(x[2]) >= 0.9*abs(x[3])) :
> end :
>
> calculeSolution := proc(t0, x)
> local sys, IC, sol, sub :
> sys := [
> diff(x1(t), t) = x4(t),
> diff(x3(t), t) = x6(t),
> diff(x4(t), t) = -x7(t)*x1(t),
> diff(x6(t), t) = 9.81 - x7(t)*x3(t)] :
> sub :=
> x7(t) = 10*x3(t) + x4(t)^2 + x5(t)^2 + x6(t)^2 ,
> x5(t) = (-1/x2(t))*(x1(t)*x4(t) + x3(t)*x6(t)),
> x2(t) = sign(x[2])*sqrt(1 - x1(t)^2 - x3(t)^2) :
> sys := subs(sub, sys) :
> IC := [x1(t0) = x[1], x3(t0) = x[3], x4(t0) = x[4], x6(t0) = x[6]] :
> sol := dsolve([op(sys), op(IC)], numeric) :
> return [eval(sol), [sub]] :
137
Chapitre A. Pendule
> end :
>
> evalSolution := proc(solution, t1)
> local sol, sub, solt1, etat, valautres, toutesval :
> sol, sub := op(solution) :
> solt1 := sol(t1) :
> solt1 := solt1 [2..-1] :
> valautres := subs(solt1, sub) :
> toutesval := [op(solt1), op(valautres)] :
> etat := subs(op(toutesval), [x1(t), x2(t), x3(t), x4(t), x5(t), x6(t),
> x7(t)]) :
> return etat :
> end :
> end module :
###########################
# Cas |x3| > |x1| et |x2| #
###########################
> sys3 := module()
> export estEtatValide, calculeSolution, evalSolution :
> estEtatValide := proc(x)
> return evalb(abs(x[3]) >= 0.9*abs(x[1]) and abs(x[3]) >= 0.9*abs(x[2])) :
> end :
>
> calculeSolution := proc(t0, x)
> local sys, IC, sol, sub :
> sys := [
> diff(x1(t), t) = x4(t),
> diff(x2(t), t) = x5(t),
> diff(x4(t), t) = -x7(t)*x1(t),
> diff(x5(t), t) = -x7(t)*x2(t)] :
> sub :=
> x7(t) = 9.81*x3(t) + x4(t)^2 + x5(t)^2 + x6(t)^2,
> x6(t) = (-1/x3(t))*(x1(t)*x4(t) + x2(t)*x5(t)),
> x3(t) = sign(x[3])*sqrt(1 - x1(t)^2 - x2(t)^2) :
> sys := subs(sub, sys) :
> IC := [x1(t0) = x[1], x2(t0) = x[2], x4(t0) = x[4], x5(t0) = x[5]] :
> sol := dsolve([op(sys), op(IC)], numeric) :
> return [eval(sol), [sub]] :
> end :
>
> evalSolution := proc(solution, t1)
> local sol, sub, solt1, etat, valautres, toutesval :
> sol, sub := op(solution) :
> solt1 := sol(t1) :
> solt1 := solt1 [2..-1] :
> valautres := subs(solt1, sub) :
> toutesval := [op(solt1), op(valautres)] :
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> etat := subs(op(toutesval), [x1(t), x2(t), x3(t), x4(t), x5(t), x6(t),
> x7(t)]) :
> return etat :
> end :
> end module :
> trouveBonSysteme := proc(L, etat)
> local sys :
> for sys in L
> do if sys :-estEtatValide(etat)
> then return sys :
> fi :
> od :
> error "L’e´tat n’est valide pour aucun syste`me" :
> end :
#########################
# Syste`mes a` conside´rer #
#########################
> L := [sys1, sys2, sys3] :
###############
# Inte´gration #
###############
> simulation := proc(L, tfin, Delta, IC)
> local t0, sys, P, etat, solution :
> t0 := 0 :
> sys := trouveBonSysteme(L, IC) :
> solution := sys:-calculeSolution(t0, IC) :
> P := [] :
> etat := IC :
> while (t0 < tfin)
> do while (t0 < tfin) and sys :-estEtatValide(etat)
> do
> P := [op(P), [t0, etat]] :
> t0 := t0 + Delta :
> etat := sys :-evalSolution(solution, t0) :
> od :
> sys := trouveBonSysteme(L, etat) :
> solution := sys :-calculeSolution(t0, etat) :
> od :
> return P :
> end :
###########
# Graphes #
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###########
> traceSimulation := proc(P)
> local Coor1, Coor2, Coor3, Param, Energie :
> Coor1 := map(u -> [u[1], u[2][1]], P) :
> print(plot(Coor1)) :
> Coor2 := map(u -> [u[1], u[2][2]], P) :
> print(plot(Coor2)) :
> Coor3 := map(u -> [u[1], u[2][3]], P) :
> print(plot(Coor3)) :
> Param := map(u -> u[2][1..3], P) :
> print(spacecurve(Param)) :
> Energie := map(u -> [u[1], 1/2*(u[2][4]^2 + u[2][5]^2 + u[2][6]^2) -
> 9.81*u[2][3]], P) :
> print(plot(Energie)) :
> end :
Comme pour la dimension 2, il est possible de tracer l’e´nergie Em(t) du syste`me au cours
de l’inte´gration. Pour le point de de´part [1, 0, 0, 0, 0.3, 4, 16.09], on observe :
Figure A.2 – Em(t) en fonction de t
On peut faire le meˆme genre de remarque que dans le cas de la dimension 2 concernant
l’erreur.
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Dans cette the`se, nous avons mis en avant une nouvelle me´thode de re´solution des EDAs
line´aires et quasi-line´aires. Cette me´thode, dite de de´flation, est un processus de re´solution
symbolique ; elle fournit dans le cas des mode`les de distillation de Rayleigh des EDOs sous
contraintes. Cette re´duction a` des EDOs est le cœur de la me´thode e´tudie´e. En effet, a` l’heure
actuelle, les me´thodes de re´solution nume´rique les plus performantes concernent les EDOs. Il
existe des me´thodes nume´riques applicables aux EDAs, mais elles sont ge´ne´ralement mises en
de´faut pour des indices e´leve´s. En re´duisant les EDAs a` des EDOs sous contraintes, on e´vite
ainsi les proble`mes d’inte´gration nume´rique des EDAs.
Dans le premier chapitre, nous avons parcouru les me´thodes majeures de re´solution des
EDAs, en se focalisant sur l’aspect formel. La me´thode de de´flation a e´te´ introduite et e´tudie´e
dans le second chapitre. Nous avons de´crit l’algorithme applique´ aux EDAs line´aires a` coeffi-
cients constants et variables, puis aux EDAs quasi-line´aires. Nous avons notamment re´solu les
e´quations mode´lisant le mouvement du pendule en dimension 2 et 3. Afin de ve´rifier la validite´
de la me´thode, la re´solution formelle a e´te´ dans ce cas comple´te´e d’une re´solution nume´rique. Les
re´sultats obtenus illustrent la pertinence de la me´thode de de´flation. Le caracte`re ge´ome´trique
de cette dernie`re a e´te´ de´montre´ par l’e´tude du pendule en dimension n. Ce proble`me est en
re´alite´ un cas particulier des syste`mes me´caniques contraints a` multi-corps. Dans le troisie`me
chapitre, nous avons effectue´ le pre´-traitement de trois mode`les de distillation de Rayleigh.
Cette re´solution formelle a fourni a` elle seule plusieurs re´sultats sur les syste`mes e´tudie´s. Graˆce
aux e´quations re´duites, on peut notamment de´terminer les conditions initiales cohe´rentes. Par
ailleurs, on connait mieux la structure mathe´matique des mode`les. On sait a` pre´sent que la
distillation de Rayleigh non re´active n’est qu’un cas particulier de la distillation de Rayleigh
aux re´actions chimiques controˆle´es par la cine´tique. De meˆme, d’un point de vue mathe´matique,
le cas ou` la phase liquide est conside´re´e ide´ale n’est qu’un cas particulier du cas ou` elle n’est pas
ide´ale. On sait aussi qu’il n’est pas possible de traiter en une seule fois les phases monophasique
et diphasique ; elles doivent eˆtre traite´es se´pare´ment.
Plusieurs points sont encore a` l’e´tude : nous travaillons actuellement avec K. Alloula sur
la re´solution nume´rique des e´quations de la distillation re´duites par la me´thode de de´flation.
Cette phase est bien plus subtile que pour le pendule car il faut pouvoir ge´rer convenablement
les fonctions implicites au cours de l’inte´gration. La me´thode de de´flation, en tant que pre´-
traitement, nous a permis d’obtenir de nombreuses informations sur les mode`les mis en jeu. Nous
prolongeons ainsi l’e´tude par un traitement nume´rique afin d’exploiter d’un point de vue pratique
les re´sultats fournis par la me´thode de de´flation. Nous souhaitons de plus rendre le traitement du
processus de de´flation automatique. Il est envisageable de s’appuyer sur la structure meˆme des
matrices (la matrice coefficient E, les matrices Jacobiennes interme´diaires, etc.) pour ame´liorer
l’exe´cution de la me´thode de de´flation.
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Re´sume´ :
Cette the`se propose d’e´tudier et de re´soudre certaines classes d’e´quations diffe´rentielles
alge´briques (EDAs), intervenant notamment dans le domaine du ge´nie des proce´de´s.
Les EDAs sont des syste`mes diffe´rentiels ge´ne´raux qui englobent en outre les e´quations
diffe´rentielles ordinaires. On met au point dans cette the`se une nouvelle me´thode de re´solution
des EDAs line´aires et quasi-line´aires. Cette me´thode, nomme´e me´thode de de´flation, est un
processus symbolique ite´ratif dont le but consiste a` transformer une EDA, pour obtenir soit une
e´quation diffe´rentielle sous contraintes, soit un syste`me d’e´quations alge´briques. La me´thode de
de´flation est donne´e par le biais d’un algorithme formel ; on analyse les proprie´te´s de ce dernier
en de´tail.
Le premier chapitre de cette the`se parcourt les me´thodes de re´solution des EDAs les plus
significatives de la litte´rature. Ces me´thodes de re´solution sont pre´sente´es et illustre´es. Dans
le second chapitre, la me´thode de de´flation est de´crite et analyse´e. On montre notamment le
caracte`re ge´ome´trique de la me´thode, a` savoir qu’elle pre´serve la ge´ome´trie des syste`mes e´tudie´s,
a` travers l’e´tude des e´quations mode´lisant le mouvement d’un pendule simple en dimension
n. La me´thode de de´flation est mise en pratique sur des syste`mes me´caniques contraints a`
corps multiples. On montre e´galement la baisse caracte´ristique de l’ indice de Kronecker durant
l’application de la me´thode de de´flation. Plus pre´cise´ment, on prouve que l’indice de Kronecker
diminue de un entre chaque e´tape de la me´thode. Enfin, nous re´solvons formellement dans
le troisie`me chapitre des EDAs quasi-line´aires mode´lisant des phe´nome`nes de distillation de
Rayleigh.
Abstract :
This thesis deals with the study and the resolution of several classes of differential algebraic
equations (DAEs), especially involved in the process engineering field. DAEs are general diffe-
rential systems which include ordinary differential equations. We establish in this work a new
resolution method for linear and quasilinear DAEs. The method, called the deflation method, is
an iterative symbolic process which transforms DAEs into either constrained differential equa-
tions or algebraic equations. The deflation method is provided by a symbolic algorithm. We
analyse properties of this algorithm in detail.
The first chapter of the thesis describes the most significant resolution methods of DAEs
known in the actual literature. These methods are presented and illustrated. In the second
chapter, the deflation method is studied. We show the geometric aspect of the deflation method
(the method preserves the geometry of the studied systems) through the study of the equations
of the n-pendulum. The deflation method is used on constrained multibody systems. We also
show how the Kronecker index decreases during the application of the method. In the last
chapter, we solve quasilinear DAEs provided by Rayleigh distillation models.
