The Lyapunov based approach for synchronizing and identifying the unknown parameters in the Duffing system is presented in this paper. The strategy consists of proposing a slave system which has to follow asymptotically the desired Duffing system. The gains of the slave system are adjusted continually according to a convenient adaptation control law, until the measurable output error converges to zero. The convergence analysis is carried out by using Barbalat's Lemma.
Introduction
In the last two decades synchronization and identification of chaotic systems has attracted the attention of many researchers [15] , due to the fact that there are many applications, among them secure communications [16, 4] . If two coupled chaotic systems are synchronized no matter what the initial conditions are, the difference between both systems is equal to zero as time goes to infinity [8, 2, 16] for a detailed treatment of this topic). This feature is widely employed in engineering communications for encoding and decoding messages [19, 20] . In general, the information signal is embedded in the transmitter system which produces a chaotic signal. The information signal is hidden for a possible intruder, who has no knowledge about the transmitter system. After that, the message is recovered when the transmitter and the receiver are identical [15] . However, when the parameters of the chosen chaotic system are not available, the synchronization among coupled nonidentical systems turns out to be a non trivial problem. That is, for each unknown parameter a control variable must be added, augmenting the system order and dramatically increasing the synchronization convergence time. Furthermore, in most cases it is impossible to guarantee that the estimated parameters will converge to the actual ones. It is well-known that synchronization and identification between coupled chaotic systems may be solved by modern control theory [10] . For instance in [14] the author proposes a simple strategy based on the Lyapunov theory, for the parameter estimation of a third order Lorenz system. In [6, 7] , the authors solve only the identification problem of chaotic systems by means of systems inversion; this method can be summarized as follows: the unknown parameter vector can be seen as an external input, the available measurable signal is considered as an output and the goal is to find an asymptotic inverse of this mapping. In [9] the identification and control of unknown chaotic dynamic systems by using neural networks in combination with the sliding-mode technique is managed. A similar work, with similar tools, is presented in [18, 3] . Finally, we mention the previous works of [1] , [13, 11] where the authors solve only the estimation problem by using some algebraic properties that some chaotic systems satisfy. In this paper we deal with the synchronization and identification of the Duffing mechanical oscillator (DMO). The identification procedure is carried out by the construction of a suitable slave system, which is a copy of the unknown DMO. The gains of the slave system are adjusted according to one adaptive control law, which is obtained directly from a convenient Lyapunov function. The resulting slave system asymptotically matches the actual DMO for any set of initial conditions. Moreover, if the original system exhibits a chaotic behavior, then it is possible to assure that the parameter error tends to zero as time goes to infinity.
The rest of this work is organized as follows. Section 1 gives a short description of the DMO. Section 2 is devoted to establishing the frame of this work, introducing Duffing's model and the slave system. Section 3 contains the results of the simulations, while conclusions are given in section 4.
Synchronization of the DMO and estimation of its parameters
Consider the traditional DMO which is described by
( 1) where x 1 is the position variable of the oscillator, p 3 is the magnitude of the forcing function, w is the forcing frequency, γ is the damping coefficient, and p 1 and p 2 are the stiffness constants related to the nonlinear spring. It is well-known that (1) presents a periodic and chaotic behavior [10] when its parameters belong to the neighborhood of γ = 0.4,
. Clearly, the above differential equation can be written as:
where
The objective is to design a coupled slave system that matches and estimates asymptotically the unknown parameters of the master system (1), from the knowledge of the variable x 1 . Of course, we consider the case that the DMO has a periodical or chaotic behavior. This is a necessary condition because it is not possible to carry out the parameter estimation when the trajectories of the desired system are not bounded or these lie in some of the equilibrium points.
Statement Problem:
We try to solve the estimation problem as the synchronization of two coupled chaotic systems. That is, we introduce a coupled slave system to follow asymptotically the unknown system (1), where the slave system is forced by itself to behave as the DMO does. For that purpose, we introduce the following assumptions: Based on the previous state representation of the master system (2), the slave system is now introduced:
where the set of constants {k 1 , k 2 }, and p the estimate of p, will be determined later. In general, the nonlinear coupled systems (1) and (4) are known as the master and the slave systems, respectively. We want y → x, as t → ∞, when p = p. In other words, we need to find another set of differential equations for vector p of (4), such that (y, p) → (x, p), as long as t → ∞. According to this, it is convenient to introduce the synchronization error and the parameter error, respectively defined as:
Obviously, the dynamics of the errors e and q are given by 1ė
where u must be selected, in such a way that both e and q converge to zero, as long as t → ∞. Next, let us obtain u via Lyapunov's method.
Consider the following positive definite function
V (e, r) = 1 2 e T e + 1 2 q T q.
The time derivative of V along the trajectories of (6) is then given bẏ
It follows thaṫ
So,V is a decreasing function, for any strictly positive k 1 and k 2 . Consequently e, q and p are bounded. Let us proceed to show that e converges to zero as long as t → ∞, by applying Barbalat's Lemma [5] . 2 Integrating both sides of (10), we obtain
that is, e 1 and e 2 ∈ L 2 . Now, from the two first equations of (6), it follows that e 1 and e 2 are bounded since φ(x, t) is bounded, according to Assumption A1 and the fact that e 1 , e 2 and p are bounded. So, from Barbalat's Lemma, it follows that e 1 → 0 and e 2 → 0 as t → ∞. Clearly, as V is lower bounded then anḋ V → 0 as t → ∞, it follows that V converges, as t → ∞. Consequently q converges as t → ∞ (7). Besides, from (9), it follows that˙ p → 0, as t → ∞. This means that, when t is large enough, p is almost constant and the second differential equation of (6) turns out to be, as
where p = {p i } 4 1 is a constant. That is, the above relation is equivalent to
According to the Poincare-Bendixon theorem, the signal x 1 cannot present a chaotic behavior, because x 1 cannot be a solution of a second order differential equation (13) . That is, we contradict the previous assumption A1(i). Hence, p → 0, as t → ∞. Finally, following similar steps as before, we can recover the remaining parameters Q assuming that a single element of the set Q is a priori given (see assumption A1
(ii)). We summarize our previous discussion in the following proposition: Proposition 1: Under assumptions A1 and A2, the synchronization and the parameters estimation problem among systems (1) and (4), is achieved for any strictly positive constants k 1 and k 2 .
It is important to mention that the chaotic condition in the DMO is necessary to guarantee convergence of the estimated parameters to the actual parameters. If this condition is not satisfied, we can also say that the synchronization error converges asymptotically to zero, but convergence of the parameter error to zero is not guaranteed. However, applying a more sophisticated analysis, it is possible to show that, even in this case, the norm of q decreases continuously before e goes to zero (see chapter 3 of [12] ).
Remark 1:
The state x 2 is not available, but this can be estimated with high precision by using the spline interpolate method proposed in [17] . This method consists of approximating a window of data (set of recorded data) by an interpolating polynomial, where the coefficients of the desired polynomial are computed according to the least square method. For instance, using a window of data set {x 1,t , x 1,t−τ , x 1,t−2τ }, where τ is the sampling time, it is easy to show that x 2 can be estimated by
We must emphasize that the estimation of x 2 can be tackled by using another approach. For example, it can be done by using a reduced order observer or high gain observer. However, we select the aforementioned filter, because we consider that this filter is easier simple to implement numerically.
Numerical results
Computer simulations were carried out to test the performance of the proposed method. The step size integration of the Runge-Kutta was chosen to be equal to 0.001. The fixed constants were set as k 0 = 1 and k 2 = 1. The time delay for computing the estimation of x 2 was set as τ = 0.01. The physical parameters of the DMO were set as γ = 0.3, p 1 = −0.5, p 2 = 1 and p 3 = 1, while the set of initial conditions was set as x 1 (0) = 1 and x 2 (0) = 0 .The initial parameters of the estimator were set as γ = 0.6, p 1 = −0.6, p 2 = 0 and p 3 = 2.15
In Fig. 1 , we show the synchronization errors e 1 and e 2 , respectively. As we notice, the slave system is synchronized quite well with the unknown master system. In Fig. 2 and Fig. 3 , we depict the estimated parameters computed by the program. As we expect, a better performance can be obtained, as long as the time is increased. From the simulations it is concluded that the proposed estimator reconstructs reasonably well all the parameters after t = 70[s].
Conclusions
The synchronization and identification problem of the DMO has been treated in this paper. Based on the knowledge of a measurable position of the driven system, it is possible to build a convenient slave system that asymptotically matches the driven system, with the advantage of recovering the actually parameters of the driven system, as we have shown in Proposition 1. The proposed slave system has been obtained directly from a convenient Lyapunov function, while the convergence analysis has been carried out by using the traditional Barbalat's Lemma. It is worth mentioning that the slave system implementation requires the velocity state to be available, but if it is not, then it can be efficiently estimated through a second order filter. Finally, the performance of the proposed solution has been illustrated through a numerical simulation, where the synchronization among the two systems was almost perfectly achieved, and simultane-ously, the unknown parameters were also recovered with high precision. 
