Abstract. We study the high-dimensional limit of (projective) Stiefel and Grassmann manifolds as metric measure spaces in Gromov's topology. The limits are either the infinitedimensional Gaussian space or its quotient by some mm-isomorphic group actions, which are drastically different from the manifolds. As a corollary, we obtain some asymptotic estimates of the observable diameter of (projective) Stiefel and Grassmann manifolds.
Introduction
Gromov developed the metric geometric theory of metric measure spaces, say mm-spaces (see [5, 16] ). There he defined a concept of convergence, which we prefer to call weak convergence, of mm-spaces by the convergence of the sets of 1-Lipschitz continuous functions on the spaces. This is a weaker version of measured Gromov-Hausdorff convergence. In fact, a measured Gromov-Hausdorff convergent sequence converges weakly to the same limit, however the converse does not necessarily hold. The idea of the definition of weak convergence came from the concentration of measure phenomenon due to Lévy and Milman (see [6, 8, 9, 13] ). In fact, since any function on a one-point mm-space is constant, a sequence {X n } ∞ n=1 of mmspaces converges weakly to a one-point mm-space if and only if any 1-Lipschitz function on X n is almost constant for all sufficiently large n, which is just the concentration of measure phenomenon. Lévy's celebrated lemma [9] is rephrased as that the sequence of unit spheres in Euclidean spaces converges weakly to a one-point mm-space as dimension diverges to infinity.
It is a natural problem to study the weak limit of a non-Gromov-Hausdorff precompact sequence of specific manifolds, such as homogeneous manifolds, as dimension diverges to infinity. In our main theorems, we observe that the high-dimensional weak limits of (projective) Stiefel and Grassmann manifolds are drastically different from the manifolds in the sequence. This kind of phenomenon is never seen in the Gromov-Hausdorff convergence.
For n = 1, 2, . . . , ∞, we call the mm-space Γ n := (R n , · , γ n ) the n-dimensional (standard ) Gaussian space, where · is the l 2 (or Euclidean) norm and γ n the n-dimensional standard Gaussian measure on R n . If n = ∞, then · takes values in [ 0, +∞ ]. Let F be one of R, C, and H, where H is the algebra of quaternions, and let M F N,n denote the set of N × n matrices over F . Recall that the (N, n)-Stiefel manifold over F , say V F N,n , is defined to be the submanifold of M F N,n consisting of matrices with orthonormal column vectors. We equip Stiefel manifolds with the mm-structure induced from the Frobenius norm and the Haar probability measure. We set N F := N · dim R F for a number N. Let {n N } ∞ N =1 be a sequence of positive integers such that n N ≤ N for all N. We consider the following condition ( * ) for the sequence {n N }.
( * )
There exists a number c ∈ (0, 1) such that sup Note that the infinite-dimensional Gaussian space is not an mm-space in the ordinary sense and is defined as an element of a natural compactification of the space of isomorphism classes of mm-spaces. In the case where n N = 1, the manifold V F N,n N = V F N,1 is a sphere in a Euclidean space, for which the weak limit was obtained in [16, 17] .
To specify the high-dimensional weak limit of Grassmann and projective Stiefel manifolds, we need some notations. Denote by U F (n) the F -unitary group of size n, i.e., U F (n) is the orthogonal group if F = R, the complex unitary group if F = C, and the quaternionic unitary group if F = H. U F (n) acts on M (1) For any fixed positive integer n, as N → ∞, the (N, n)-Grassmann manifold G F N,n over F with distance multiplied by √ N F − 1 converges weakly to the quotient of (M F ∞,n , · , γ ∞ ) by the F -unitary group U F (n) of size n, where · is the Frobenius norm. The reason why we fix n in Theorem 1.2(1) is that we do not know the weak convergence of the quotient space of (M F ∞,n , · , γ ∞ ) by U F (n) as n → ∞. If it converges weakly, then the (N, n N )-Grassmann manifold also converges weakly to the same limit, provided {n N } satisfies ( * ).
In the case where n N = 1, the projective (N, 1)-Stiefel manifold over F is just the projective space over F , for which the weak limit was obtained in [17] . Theorems 1.1 and 1.2 are also true for any subsequence of {N}. The proofs are the same.
The observable diameter of an mm-space is a quantity of how much the measure of the mm-space concentrates (see Definition 2.5). As a corollary to the above theorems, we have some asymptotic estimates for the observable diameter of (projective) Stiefel and Grassmann manifolds. Corollary 1.3. If {n N } satisfies ( * ), then we have, for any 0 < κ < 1,
lim inf
where
is the cumulative distribution function of γ 1 .
Some upper bounds of the observable diameter of Stiefel and Grassmann manifolds were essentially obtained by Milman [11, 12] and Milman-Schechtman [14] formerly. Corollary 1.3(1) gives an asymptotically optimal estimate. (2) and (4) are direct consequences of (1) . (3) is a nontrivial result. As far as the authors know, any lower estimate of the observable diameter of the Grassmann manifold was not known before.
The (N, n)-Stiefel manifold over F is naturally embedded into M F N,n . We point out that just to compare the distance between the Haar probability measure on the (N, n)-Stiefel manifold and the Gaussian measure on M F N,n is not enough to obtain Theorem 1.1. In fact we have the following Theorem 1.4. The Prohorov distance between the Haar probability measure on the (N, n N )-Stiefel manifold over F with distance multiplied by √ N F − 1 and the Gaussian measure
is bounded away from zero for all N = 1, 2, . . . . Theorems 1.1 and 1.4 tell us that the weak convergence of mm-spaces is different from the weak convergence of measures.
The idea of the proof of Theorem 1.1 is as follows. Denote by X F N,n the (N, n)-Stiefel manifold over F with distance multiplied by √ N F − 1. It suffices to prove that
where ≺ is the Lipschitz order relation (see Definition 2.3). Note that the Lipschitz order relation naturally extends to the relation on the compactification of the space of mm-spaces.
(ii) follows from an easy discussion. S n (r) denotes an n-dimensional sphere of radius r in a Euclidean space. We have X
and the Maxwell-Boltzmann distribution law implies
for any k. Combining these leads to (ii). For the proof of (i), we find a suitable neighborhood of X
which has most of the total measure of γ N F n N , so that the neighborhood approximates (M F N,n N , · , γ N F n N ). We estimate the Lipschitz constant of the nearest point projection from the neighborhood to X F N,n N by using the polar decomposition of a matrix in the neighborhood, where the smallest Lipschitz constant is eventually close to one. We need delicate estimates of the measure of the neighborhood and the Lipschitz constant to justify the proof of (i), in which we find out that the condition ( * ) guarantees to our estimates. Note that we do not know the weak limit without ( * ). Theorem 1.2 is proved by using Theorem 1.1. To prove it, we need maps between X F N,n N and a finite-dimensional approximation of Γ ∞ that are equivariant with respect to the U F (n) and U F (1)-Hopf actions. We need the generalization of the Maxwell-Boltzmann distribution law due to Watson [18] to obtain such maps for the case of Grassmann manifolds.
Our main theorems could be related with the infinite-dimensional analysis, such as the theory of abstract Wiener spaces. In fact, the infinite-dimensional Gaussian space Γ ∞ is an abstract Wiener space with l 2 as its Cameron-Martin space. However, Γ ∞ admits no separable Banach norm fitting to γ ∞ and is not mm-isomorphic to any abstract Wiener space with separable Banach norm. By this reason, many useful theorems in the theory of abstract Wiener spaces cannot be applied to Γ ∞ . We conjecture that the weak limit of compact homogeneous Riemannian manifolds is not mm-isomorphic to any abstract Wiener space with separable Banach norm.
Preliminaries
2.1. Metric measure geometry. In this subsection, we give the definitions and the facts stated in [5, §3 1 2 ] and [16] . The reader is expected to be familiar with basic measure theory and metric geometry (cf. [1] [2] [3] 7] ).
mm-Isomorphism and Lipschitz order.
Definition 2.1 (mm-Space). Let (X, d X ) be a complete separable metric space and µ X a Borel probability measure on X. We call the triple (X, d X , µ X ) an mm-space. We sometimes say that X is an mm-space, in which case the metric and the measure of X are respectively indicated by d X and µ X . Definition 2.2 (mm-Isomorphism). Two mm-spaces X and Y are said to be mm-isomorphic to each other if there exists an isometry f : supp µ X → supp µ Y such that f # µ X = µ Y , where f # µ X is the push-forward of µ X by f and supp µ X the support of µ X . Such an isometry f is called an mm-isomorphism. Denote by X the set of mm-isomorphism classes of mm-spaces.
Any mm-isomorphism between mm-spaces is automatically surjective, even if we do not assume it. Note that X is mm-isomorphic to (supp µ X , d X , µ X ).
We assume that an mm-space X satisfies X = supp µ X unless otherwise stated.
Definition 2.3 (Lipschitz order)
. Let X and Y be two mm-spaces. We say that X (Lipschitz ) dominates Y and write Y ≺ X if there exists a 1-Lipschitz map f : X → Y satisfying f # µ X = µ Y . We call the relation ≺ on X the Lipschitz order.
Proposition 2.4. The Lipschitz order ≺ is a partial order relation on X , i.e., we have the following (1), (2) , and (3) for any mm-spaces X, Y , and Z.
(1) X ≺ X.
(2) If X ≺ Y and Y ≺ X, then X and Y are mm-isomorphic to each other.
2.1.2. Observable diameter. The observable diameter is one of the most fundamental invariants of an mm-space.
Definition 2.5 (Partial and observable diameter). Let X be an mm-space and let κ > 0. We define the partial diameter diam(X; 1 − κ) = diam(µ X ; 1 − κ) of X to be the infimum of diam A, where A ⊂ X runs over all Borel subsets with µ X (A) ≥ 1 − κ and diam A denotes the diameter of A. Denote by Lip 1 (X) the set of 1-Lipschitz continuous real-valued functions on X. We define the observable diameter of X to be
Proposition 2.6. If X ≺ Y for two mm-spaces X and Y , then
for any κ > 0.
Distance between measures.
Definition 2.7 (Total variation distance). The total variation distance d TV (µ, ν) of two Borel probability measures µ and ν on a topological space X is defined by
where A runs over all Borel subsets of X.
If µ and ν are both absolutely continuous with respect to a Borel measure ω on X, then
where dµ dω is the Radon-Nikodym derivative of µ with respect to ω.
Definition 2.8 (Prohorov distance). The Prohorov distance d P (µ, ν) between two Borel probability measures µ and ν on a metric space X is defined to be the infimum of ε > 0 satisfying µ(B ε (A)) ≥ ν(A) − ε for any Borel subset A ⊂ X, where
The Prohorov metric is a metrization of weak convergence of Borel probability measures on X provided that X is a separable metric space.
Proposition 2.9. For any two Borel probability measures µ and ν on a metric space X, we
Definition 2.10 (Ky Fan distance). Let (X, µ) be a measure space and Y a metric space. For two µ-measurable maps f, g : X → Y , we define the Ky Fan distance d KF (f, g) between f and g to be the infimum of ε ≥ 0 satisfying
d KF is a pseudo-metric on the set of µ-measurable maps from X to Y . It follows that d KF (f, g) = 0 if and only if f = g µ-a.e.
2.1.4.
Box distance and observable distance. It is known that any mm-space has a parameter.
Definition 2.12 (Box distance). We define the box distance (X, Y ) between two mm-spaces X and Y to be the infimum of ε ≥ 0 satisfying that there exist parameters ϕ : I → X, ψ : I → Y , and a Borel subset I 0 ⊂ I such that
The box metric is a complete separable metric on X .
Proposition 2.13. Let X be a complete separable metric space. For any two Borel probability measures µ and ν on X, we have
Definition 2.14 (Observable distance). For any parameter ϕ of X, we set
We define the observable distance d conc (X, Y ) between two mm-spaces X and Y by
where ϕ : I → X and ψ : I → Y run over all parameters of X and Y , respectively, and where d H is the Hausdorff metric with respect to the Ky Fan metric d KF for the one-dimensional Lebesgue measure on I. d conc is a metric on X . We say that a sequence {X n } ∞ n=1 of mmspaces concentrates or converges weakly to an mm-space X if X n d conc -converges to X as n → ∞. 2.1.5. Group action. Let X be a metric space and G a group acting on X isometrically. LetX = X/G be the quotient space of X by the G-action. Denote byx the class inX represented by a point x ∈ X. We define a pseudo-metric dX on the quotient spaceX by
dX is a metric if every orbit of G is closed in X.
Let X and Y be two metric spaces and G a group acting on X and Y isometrically. For any G-equivariant map f : X → Y (i.e., g ·f (x) = f (g ·x)), we have a unique mapf :X →Ȳ with the property thatf (x) = f (x) for any x ∈ X. We callf the quotient map of f . Proof. For any x, y ∈ X, we see
This completes the proof.
For a Borel measure µ on X, we denote byμ the push-forward measure of µ by the natural projection X →X. . Let X be a metric space and G a group acting on X isometrically. Then, for any two Borel probability measures µ and ν on X, we have d
Definition 2.18 (Quotient mm-space). Let X be an mm-space and G a group acting on X isometrically such that every orbit is closed in X. We equip the quotient spaceX with dX and µX :=μ X , and call it the quotient mm-space of X by the G-action.
2.1.6. Pyramid.
Definition 2.19 (Pyramid).
A subset P ⊂ X is called a pyramid if it satisfies the following (1), (2) , and (3).
(1) If X ∈ P and if Y ≺ X, then Y ∈ P.
(2) For any two mm-spaces X, X ′ ∈ P, there exists an mm-space Y ∈ P such that X ≺ Y and X ′ ≺ Y . (3) P is nonempty and -closed. We denote the set of pyramids by Π.
For an mm-space X we define
which is a pyramid. We call P X the pyramid associated with X.
We observe that X ≺ Y if and only if P X ⊂ P Y . It is trivial that X is a pyramid.
Definition 2.20 (Weak convergence). Let P n , P ∈ Π, n = 1, 2, . . . . We say that P n converges weakly to P as n → ∞ if the following (1) and (2) are both satisfied.
(1) For any mm-space X ∈ P, we have lim n→∞ (X, P n ) = 0.
(2) For any mm-space X ∈ X \ P, we have lim inf n→∞ (X, P n ) > 0.
For an mm-space X, a pyramid P, and t > 0, we define
The following is obvious.
Lemma 2.21.
(1) Let P and P n , n = 1, 2, . . . , be pyramids, and let t, t n be positive real numbers. If t n → t and P n converges weakly to P as n → ∞, then t n P n converges weakly to tP as n → ∞.
is a monotone increasing sequence of mm-spaces with respect to the Lipschitz order, then P Xn converges weakly to the -closure of the union of P Xn . Theorem 2.22. There exists a metric ρ on Π compatible with weak convergence and satisfying the following (1), (2) , and (3).
(1) The map ι : X ∋ X → P X ∈ Π is a 1-Lipschitz topological embedding map with respect to d conc and ρ.
Note that we identify X with P X in §1. Combining Propositions 2.9, 2.13, 2.15, and Theorem 2.22 yields the following Corollary 2.23. For any two Borel probability measures µ and ν on a complete separable metric space X, we have
2.2.
Decompositions of real, complex, and quaternion matrices. Let F be one of R, C and H, where H is the non-commutative algebra H of quaternions, which is defined as
Note that R and C are naturally embedded into H.
Let M It follows that (tr(Z)) * = tr(Z * ) and (ZW )
Although ·, · is not F -bilinear, a standard argument proves the Cauchy-Schwarz inequality
Definition 2.24 (Unitary and Hermitian matrices). We say that a matrix
We remark that U ∈ M F N is unitary if and only if Uz = z holds for any z ∈ F N . Let U F (N) denote the group of unitary matrices of size N. For any Hermitian matrix 
In addition, there also exist U ∈ U F (N), V ∈ U F (n) and a monotone non-increasing sequence {λ l (Z)} n l=1 of non-negative numbers such that
The two decompositions Z = QH and Z = UΛV * are called polar and singular value decompositions, respectively. Although the two matrix decompositions may not be unique in general, {λ l (Z)} n l=1 is uniquely determined, which coincides with the positive square root of the eigenvalues of Z * Z. We call λ l (Z), l = 1, . . . , n, the singular values of Z. In the case of λ n (Z) > 0, the polar decomposition is unique and Q, H are given by
Remark 2.26. (1) Given any U ∈ U F (N) and Z ∈ M F N,n , we see that Z = Q · H is a polar decomposition of Z if and only if so is UZ = (UQ) · H. (2) We observe that the maximal singular value of a matrix coincides with its spectrum norm. The triangle inequality for the spectrum norm implies that
2.3. Stiefel manifold and its quotient space. Definition 2.27 (Stiefel manifold). For N, n ∈ N with N ≥ n, the (N, n)-Stiefel manifold V F N,n over F is the set of all orthonormal n-frames in F N , namely We consider the (N, n)-Stiefel manifold over F as an mm-space V
We also consider the Hopf action on M F N,n that is the acton of the unitary group U F (1) = { t ∈ F | t = 1 } of size 1 given by left multiplication,
the (N, n)-Grassmann manifold and the (N, n)-projective Stiefel manifold over F , respectively. The (N, n)-Stiefel manifold over F with distance multiplied by
with the Frobenius norm and the Haar probability measure µ N,n,F on X The mm-space Γ m := (R m , · , γ m ) is called the m-dimensional (standard ) Gaussian space. By Lemma 2.21(2), as m → ∞, P Γ m converges weakly to the -closure of the union of P Γ m , which we call the virtual infinite-dimensional Gaussian space P Γ ∞ .
Let l ≤ N and let π
We set π
The projections π N l and π N l (n) are both 1-Lipschitz continuous, preserving Gaussian measures, and equivariant under the U F (1)-Hopf action and the U F (n)-action, respectively. We remark that the U F (1)-Hopf action and the U F (n)-action for n = 1 do not coincide with each other in the case where F = H, because of the non-commutativity of H. We have the quotient maps π 
Then, the sequences {U
are both monotone increasing with respect to the Lipschitz order. Therefore, the associated pyramids converge weakly to the -closure of the unions,
respectively. We remark that for each positive integer n the quotient mm-space of (M F N,n , · , γ N F n ) by the U F (1)-Hopf action is mm-isomorphic to U F (1)\Γ N F n whose associated pyramid converges weakly to P U F (1)\Γ ∞ as N → ∞.
Let us close this section with two approximations related to the Gaussian measure.
Proposition 2.29 is a generalization of the Maxwell-Boltzmann distribution law.
Proposition 2.30 (Stirling's approximation). Let Γ be the Gamma function. There exists a decreasing function ρ : (0, ∞) → (0, ∞) such that
.
Relation between Gaussian space and Stiefel manifold
For any ε, r > 0 and m ∈ N, we set
In this section, we first provide a sufficient condition for {ε m } 
which is the density of the radial distribution of the m-dimensional Gaussian measure. This satisfies
We provide a sufficient condition for {ε m } Lemma 3.1. The zero t 0 of the function given by
is unique and lies in (0, 1).
Proof. The lemma follows from the intermediate value theorem and the following properties
. We deduce from this and Remark 3.2 that if ε m √ m − 1 > t 0 , then we see
This with (3.2) leads to lim inf
The proof is completed.
3.2.
Prohorov distance between γ N F n and µ N,n N ,F .
Proof of Theorem 1.4. By the definition of the Prohorov distance, it holds for any
where we use the property that
This completes the proof. 
where we identify F N with R N F . The purpose of this subsection is to prove the following theorem.
and put
If we choose a function θ : (0, ∞) → (0, ∞) as
In the case that
the statement also holds true if we set a N := (1 + p N )/4.
Note that (3.5) coincides with ( * ) in the introduction. In the rest of this section, we always suppose (3.3) or (3.5). Note that (3.3) follows from (3.5) (see Remark 3.10(a)(b)) and (1 + p N )/2 ≤ 1 − p N is equivalent to p N ≤ 1/3. It turns out that (3.3) (resp. (3.5)) is equivalent to
which yields for any r > 0 that
We may assume that n N ≤ N − 1 without loss of generality. We in addition assume that p N ≤ 1/3 if (3.5) is satisfied. In this case, n N /(N − 1) ≤ ε 
is monotone decreasing and ε N,1 < ε N . For any
Proof. The first statement follows from a direct computation as
It follows from (3.6) that lim N →∞ ε N = 0. We moreover have
These and (3.6) together yield that
Since we observe that
we have lim N →∞ ε N,l (N − l) F − 1 = ∞ and lim N →∞ T N,l = ∞. This completes the proof. 
Proof. By (3.7), we have
Then the corollary follows from the fact
To compute γ N F n (X F N,n,ε,θ ), let us regard U F (N) as a subgroup of U R (N F ) (see Lemma A.1) and put
for any (z 1 , . . . , z n ) ∈ X F N,n,ε,θ and 1 ≤ l ≤ n − 1. We then have
Choose U ∈ U F (N) satisfying that e m , Uz l = 0 for any pair (m, l) with m > l. According to the
Lemma 3.7. For any 1 ≤ l ≤ n N − 1, if we choose θ as in (3.4), then we have
Proof. Given any
by the following computations:
Using the fact that n N /(N − 1) ≤ ε 2 N ≤ 1, we find for 1 ≤ l ≤ n N − 1 that
This implies
By the Cauchy-Schwarz inequality, for any 1
We thus obtain z l+1 ∈ A N,F ε N ,θ [Uz 1 , . . . , Uz l ]. This completes the proof.
and it suffices to prove We consider the case where lim N →∞ n N = ∞. Set m := (N − l) F . By (3.2) and the proof of Lemma 3.3, we have
For large enough N, Corollary 3.6 implies
If we set
which diverges to infinity as N → ∞, then we observe from (3.8) that
Hence we conclude that
If the assumption (3.3) holds, then we see
Under the assumption (3.5), we find that
Proof of Theorem 3.4. We already observe lim N →∞ ε N = 0 in Lemma 3.5. We apply Lemma 3.7 to have
By Lemma 3.8, we have lim
This completes the proof of the theorem.
Remark 3.9. If we choose a function θ :
with the use of Lemma 3.7, then by (3.9), the angle θ is required to satisfy 
It is impossible to reduce the condition
forward to µ X N such that its smallest Lipschitz constant tends to 1 as N → ∞.
Then P X N converges weakly to P ∞ as N → ∞.
Proof. Theorem 2.22(2) ensures the existence of a subsequence {X Nm } ∞ m=1 ⊂ {X N } ∞ N =1 such that P X Nm converges weakly to a pyramid P as m → ∞. It suffices to prove P = P ∞ for any such P. We deduce (C2) from P ∞ ⊂ P.
To show the converse including relation P ⊂ P ∞ , let us regard
as an mm-space. By (C3a), we compute 
Then, the pyramids associated withX N ,Ȳ N both converge weakly to a common pyramid as N → ∞.
Proof. Due to Lemma 2.21 (2) (C1-3) , which completes the proof of the corollary. 
Let us first describe the relation between singular values and polar decompositions as well as in the case of F = C proved by Li [10] . In the case of F = H, we should take account of the fact that tr(ZW ) = tr(W Z) may happen. For N ≥ n, set 
be their polar and singular value decompositions. We then have
, we see that
Thus it is enough to prove the non-negativity of (♯), which is expressed as
. Using the assumptions that U, V n are unitary and A, B, I are real diagonal, we compute
which leads to
We moreover find λ 1 (X) ≤ 1, which together with Remark 2.26(2) implies
The same argument proves Re(y m m ) ≤ 1. This together with
We next show that the scaled polar decomposition is the nearest point projection from M 
Proof. Let Z = QH = UΛV * be polar and singular value decompositions of Z. By Theorem 2.25, we have
implying the last equality in the lemma. For any
We then have
A direct computation proves
which completes the proof.
In the same way as for X F N,n , we define an (ε, θ)-approximation space
Corollary 4.5. For any n ∈ N, ε > 0 and a function θ : (0, ∞) → (0, ∞), we set
Then, for any N ≥ n and Z ∈ X F N,n,ε,θ , we have
Proof. For Z ∈ X F N,n,ε,θ , let Z = QH = UΛV * be polar and singular decompositions of Z. Set Λ ′ := diag(λ 1 (Z), . . . , λ n (Z)). It turns out that
is a polar decomposition of W ′ . We conclude that
where we apply Lemma 4.4 for r = √ N F − 1 in the first inequality and for r = 1 in the last inequality. This completes the proof.
Corollary 4.5 implies that if L(n, ε, θ) < 1, then the map
is well-defined, where Z = Q F (Z)H is the polar decomposition of Z.
Lemma 4.6. Assume L(n, ε, θ) < 1. Then, the map
Proof. For any Z, W ∈ X 
4.2.2.
Condition for L(n, ε, θ) < 1. Given any δ > 0, we define the positive monotone increasing functions on [0, 1) by
Moreover, for any σ ∈ [0, 1], we set
It follows that s 1 (δ) = δ 2 and s nσ−1 < σ ≤ s nσ .
Lemma 4.7. For any δ > 0 and σ ∈ [0, 1), we have
The last inequality also holds true for σ = 1.
Proof. For 1 ≤ l ≤ n σ − 1, we observe that s l < σ and
and thereby,
In the same way, we estimate s l+1 from below and conclude
Combining this with s nσ−1 < σ ≤ s nσ yields
, which provides the desired result.
Proof. The first claim follows from the definition of n σ (δ) and the fact s 1 = δ 2 . In the case of δ 2 < σ ≤ 1, it suffices to prove by Lemma 4.7 that
This follows from the monotone increasing property of r → (1 + 1/r) r on (0, ∞) and the condition δ
We next consider the different expression of s l (δ). For 0 ≤ l ≤ n σ (δ) with σ ∈ [0, 1], we set In particular, the denominator of c l does not vanish and c l is well-defined.
Proof. We prove the lemma by induction on l. In the case of l = 0, the statement is true since c 0 = 0 = s 0 . Assume that the statement is true for l − 1. We then have
ensuring the statement for l. This completes the proof.
Proof. For any Z = (z 1 , . . . , z n ) ∈ U F (n) ε,θ , there exist P ∈ U F (n) and (ζ 1 , . . . , ζ n ) ∈ U F (n) ε,θ with ζ l = 1 such that
We prove the claim by induction on m. If m = 1, we then have c 1 (θ(ε)) = 1 and, for l ≥ 2,
Let us assume that the claim holds true for any 1, . . . m − 1 with m < n σ (θ(ε)). We derive from the assumption and Lemma 4.9 that 
where the last inequality follows from the monotone increasing property of each varieties of
This completes the proof of the claim. It thus holds for any 1 ≤ l ≤ n σ (θ(ε)) that
Setting
we see that
By the arbitrariness of Z ∈ U F (n) ε,θ , the proof of the lemma is complete.
Remark 4.12. In Theorem 4.10, we estimate L(n, ε, θ) 2 from above by the sum of two terms: the first one is due to the error of the lengths between each column vectors Z ∈ U F (n) ε,θ and Q F (Z), and the second one is due to the error of the angles between each column vectors Z and Q F (Z). If n σ (θ(ε)) → ∞ as ε → 0, then we require θ(ε) 2 < σ by Lemma 4.8. Therefore the second term is larger than the first one if ε ≤ θ(ε), which holds for the θ defined in (3.4) . This is according to the fact that the condition L(n, ε, θ) < 1 guarantees that the rank of any elements in U F (n) ε,θ equals to n, and the rank of a matrix is stable to the perturbation on the lengths of their column vectors, but extremely frail against the perturbation on the angles between their column vectors. Indeed, for sufficiently large n, there exists {x l } 2n l=1 ⊂ R n such that each angle between any two distinct vectors is close to π/2 (cf. [4, Theorem 6]).
µ
N,n,F as a push forward measure of γ N F n .
Lemma 4.13. We have
Proof. For any U ∈ U F (n), it is easy to check that U U n commutes with the R-multiplication and we have already seen the commutativity of U 
. These facts with the
By Proposition 2.28, this completes the proof of the lemma. L(n N , ε N , θ) ) −1 due to Lemma 4.6. It thus suffices to prove lim N →0 L(n N , ε N , θ) = 0. We use the same notations in Theorem 3.4 as follows:
We moreover define
It then holds that
where we use (3.6) in the last inequality.
Claim 4.15. For large enough N, we have
The first inequality follows from
We derive the second inequality from Lemma 4.7 and
The claim has been proved. The claim implies that
For large enough N, we have, by Theorem 4.10,
which proves lim N →∞ L N = 0 as desired. This completes the proof.
Proof of Theorems 1.1 and 1.2. We set
for the θ defined in (3.4) and G = U F (1) or U F (n). We already check that the pyramid P Y N converges weakly to P Γ ∞ as N → ∞. It is easy to cheek the G-invariance of Y 
This completes the proof of the theorems. For any mm-space X we have ObsDiam(P X ; −κ) = ObsDiam(X; −κ) for any κ > 0 (see [15] ).
Theorem 5.2 (Limit formulas; [15] ). Let P and P n , n = 1, 2, . . . , be pyramids. If P n converges weakly to P as n → ∞, then, for any κ > 0, ObsDiam(P; −κ) = lim Note that the same property for many other manifolds was already obtained in [15] . for z 0 , z 1 , z 2 , z 3 ∈ R N , where z := z 0 +z 1 i +z 2 j +z 3 k ∈ F N . Then we have for U, V ∈ U F (N),
implying the first two claims. We also find that O F (I N ) = I N F . This implies that
* . This completes the proof.
