♦ Researchers, many of whom are in academic environments, are motivated by publication. In many cases, highly theoretical results are never tested empirically, new metrics are defined but never used, and new theories are promulgated but never exercised and modified to fit reality.
♦ Practitioners want short-term, useful results. Their projects are in trouble now, and they are not always willing to be a testbed for studies whose results won't be helpful until the next project. In addition, practitioners are not always willing to make their data available to researchers, for fear that the secrets of technical advantage will be revealed to their competitors.
♦ Customers, who are not always involved as development progresses, feel powerless. They are forced to specify what they need and then can only hope they get what they want.
It is no coincidence that the most successful examples of software measurement are the ones where researcher, practitioner, and customer work hand in hand to meet goals and solve problems. But such coordination and collaboration are rare, and there are many problems to resolve before reaching that desirable and productive state. To understand how to get there, we begin with a look at the right and wrong uses of measurement.
MEASUREMENT: USES AND ABUSES
Software measurement has existed since the first compiler counted the number of lines in a program listing. As early as 1974, in an ACM Computing Surveys article, Donald Knuth reported on using measurement data to demonstrate how Fortran compilers can be optimized, based on actual language use rather than theory. Indeed, measurement has become a natural part of many software engineering activities.
♦ Developers, especially those involved in large projects with long schedules, use measurements to help them understand their progress toward completion.
♦ Managers look for measurable milestones to give them a sense of project health and progress toward effort and schedule commitments.
♦ Customers, who often have little control over software production, look to measurement to help determine the quality and functionality of products.
♦ Maintainers use measurement to inform their decisions about reusability, reengineering, and legacy code replacement.
Proper usage. IEEE Software and other publications have many articles on how measurement can help improve our products, processes, and resources. For example, Ed Weller described how metrics helped to improve the inspection process at Honeywell; 1 Wayne Lim discussed how measurement supports Hewlett-Packard's reuse program, helping project managers estimate module reuse and predict the savings in resources that result; 2 and Michael Daskalontanakis reported on the use of measurement to improve processes at Motorola. 3 In each case, measurement helped make visible what is going on in the code, the development processes, and the project team.
For many of us, measurement has become standard practice. We use structural-complexity metrics to target our testing efforts, defect counts to help us decide when to stop testing, or failure information and operational profiles to assess code reliability. But we must be sure that the measurement efforts are consonant with our project, process, and product goals; otherwise, we risk abusing the data and making bad decisions.
Real-world abuses. For a look at how dissonance in these goals can create problems, consider an example described by Michael Evangelist. 4 Suppose you measure program size using lines of code or Halstead measures (measures based on the number of operators and operands in a program). In both cases, common wisdom suggests that module size be kept small, as short modules are easier to understand than large ones. Moreover, as size is usually the key factor in predicting effort, small modules should take less time to produce than large ones. However, this metricsdriven approach can lead to increased effort during testing or maintenance. For example, consider the following code segment:
Clearly, this code is designed to read a list of n things. But Brian Kernighan and William Plauger, in their classic book The Elements of Programming Style, caution programmers to terminate input by an end-offile or marker, rather than using a count. If a count ends the loop and the set being read has more or fewer than n elements, an error condition can result. A simple solution to this problem is to code the read loop like this:
This improved code is still easy to read but is not subject to the counting errors of the first code. On the other hand, if we judge the two pieces of code in terms of minimizing size, then the first code segment is better than the second. Had standards been set according to size metrics (as sometimes happens), the programmer could have been encouraged to keep the code smaller, and the resulting code would have been more difficult to test and maintain.
Another abuse can occur when you use process measures. Scales such as the US Software Engineering Institute's Capability Maturity Model can be used as an excuse not to implement an activity. For example, managers complain that they cannot institute a reuse program because they are only a level 1 on the maturity scale. But reuse is not prohibited at level 1; the CMM suggests that such practices are a greater risk if basic project disciplines (such as making sensible commitments and managing product baselines) have not been established. If productivity is a particular project goal, and if a rich code repository exists from previous projects, reuse may be appropriate and effective regardless of your organization's level.
Roots of abuse.
In each case, it is not the metric but the measurement process that is the source of the abuse: The metrics are used without keeping the development goals in mind. In the code-length case, the metrics should be chosen to support goals of testability and maintainability. In the CMM case, the goal is to improve productivity by introducing reuse. Rather than prevent movement, the model should suggest which steps to take first.
Thus, measurement, as any technology, must be used with care. Any application of software measurement should not be made on its own. Rather, it should be an integral part of a general assessment or improvement program, where the measures support the goals and help to evaluate the results of the actions. To use measurement properly, we must understand the nature and goals of measurement itself.
MEASUREMENT THEORY
One way of distinguishing between real-world objects or entities is to describe their characteristics. Measurement is one such description. A measure is simply a mapping from the real, empirical world to a mathematical world, where we can more easily understand an entity's attributes and relationship to other entities. The difficulty is in how we interpret the mathematical behavior and judge what it means in the real world.
None of these notions is particular to software development. Indeed, measurement theory has been studied for many years, beginning long before computers were around. But the issues of measurement theory are very important in choosing and applying metrics to software development.
Scales. Measurement theory holds, as a basic principle, that there are several scales of measurement-nominal, ordinal, interval, and ratio-and each captures more information than its predecessor. A nominal scale puts items into categories, such as when we identify a programming language as Ada, Cobol, Fortran, or C++. An ordinal scale ranks items in an order, such as when we assign failures a progressive severity like minor, major, and catastrophic.
An interval scale defines a distance from one point to another, so that there are equal intervals between consecutive numbers. This property permits computations not available with the ordinal scale, such as calculating the mean. However, there is no absolute zero point in an interval scale, and thus ratios do not make sense. Care is thus needed when you make comparisons. The Celsius and Fahrenheit temperature scales, for example, are interval, so we cannot say that today's 30-degree Celsius temperature is twice as hot as yesterday's 15 degrees.
The scale with the most information and flexibility is the ratio scale, which incorporates an absolute zero, preserves ratios, and permits the most sophisticated analysis. Measures such as lines of code or numbers of defects are ratio measures. It is for this scale that we can say that A is twice the size of B.
The Unless we are aware of the scale types we use, we are likely to misuse the data we collect.
. about how much we can track and absorb as a way of measuring code complexity. Maurice Halstead claimed that his work, too, had psychological underpinnings, but the psychological basis for Halstead's "software science" measures have been soundly debunked by Neil Coulter.
5 (Bill Curtis and his colleagues at General Electric found, however, that Halstead's count of operators and operands is a useful measure of program size. 6 
)
We say that a measure is valid if it satisfies the representation condition: if it captures in the mathematical world the behavior we perceive in the empirical world. For example, we must show that if H is a measure of height, and if A is taller than B, then H(A) is larger than H(B). But such a proof must by its nature be empirical and it is often difficult to demonstrate. In these cases, we must consider whether we are measuring something with a direct measure (such as size) or an indirect measure (such as using the number of decision points as a measure of size) and what entity and attribute are being addressed.
Several attempts have been made to list a set of rules for validation. Elaine Weyuker suggested rules for validating complexity, 7 and Austin Melton and his colleagues have proffered a similar, general list for the behavior of all metrics. 8 However, each of these frameworks has been criticized and there is not yet a standard, accepted way of validating a measure.
The notion of validity is not specific to software engineering, and general concepts that we rarely consider-such as construct validity and predictive validity-should be part of any discussion of software engineering measurement. For example, Kitchenham, Pfleeger, and Fenton have proposed a general framework for validating software engineering metrics based on measurement theory and statistical rules. Apples and oranges. Measurement theory and validation should not distract us from the considerable difficulty of measuring software in the field. A major difficulty is that we often try to relate measures of a physical object (the software) with human and organizational behaviors, which do not follow physical laws.
Consider, for example, the capability maturity level as a measure. The maturity level reflects an organization's software development practices and is purported to predict an organization's ability to produce high-quality software on time. But even if an organization at level 2 can be determined, through extensive experimentation, to produce better software (measured by fewer delivered defects) than a level 1 organization, it doesn't hold that all level 2 organizations develop software better than level 1 organizations. Some researchers welcome the use of capability maturity level as a predictor of the likelihood (but not a guarantee) that a level n organization will be better than a level n−1. But others insist that, for CMM level to be a measure in the measurement theory sense, level n must always be better than level n−1.
Still, a measure can be useful as a predictor without being valid in the sense of measurement theory. Moreover, we can gather valuable information by applying-even to heuristicsthe standard techniques used in other scientific disciplines to assess association by analyzing distributions. But let's complicate this picture further. Suppose we compare a level 3 organization that is constantly developing different and challenging avionics systems with a level 2 organization that develops versions of a relatively simple Cobol business application. Obviously, we are comparing sliced apples with peeled oranges, and the domain, customer type, and many other factors moderate the relationships we observe.
This situation reveals problems not with the CMM as a measure, but with the model on which the CMM is based. We begin with simple models that provide useful information. Sometimes those models are sufficient for our needs, but other times we must extend the simple models in order to handle more complex situations. Again, this approach is no different from other sciences, where simple models (of molecular structure, for instance) are expanded as scientists learn more about the factors that affect the outcomes of the processes they study.
State of the gap. In general, measurement theory is getting a great deal of attention from researchers but is being ignored by practitioners and customers, who rely on empirical evidence of a metric's utility regardless of its scientific grounding.
Researchers should work closely with practitioners to understand the valid uses and interpretations of a software measure based on its measurement-theoretic attributes. They should also consider model validity separate from measurement validity, and develop more accurate models on which to base better measures. Finally, there is much work to be done to complete a framework for measurement validation, as well as to achieve consensus within the research community on the framework's accuracy and usefulness.
MEASUREMENT MODELS
A measurement makes sense only when it is associated with one or more 3 6 M A R C H / A P R I L 1 9 9 7 Measurement theory is getting attention from researchers but is being ignored by practitioners and customers.
models. One essential model tells us the domain and range of the measure mapping; that is, it describes the entity and attribute being measured, the set of possible resulting measures, and the relationships among several measures (such as productivity is equal to size produced per unit of effort). Models also distinguish prediction from assessment; we must know whether we are using the measure to estimate future characteristics from previous ones (such as effort, schedule, or reliability estimation) or determining the current condition of a process, product, or resource (such as assessing defect density or testing effectiveness).
There are also models to guide us in deriving and applying measurement. A commonly used model of this type is the Goal-Question-Metric paradigm suggested by Vic Basili and David Weiss (and later expanded by Basili and Dieter Rombach). 10 This approach uses templates to help prospective users derive measures from their goals and the questions they must answer during development. The template encourages the user to express goals in the following form: From each goal, the manager can derive questions whose answers will help determine whether the goal has been met. The questions derived suggest metrics that should be used to answer the questions. This top-down derivation assists managers and developers not only in knowing what data to collect but also in understanding the type of analysis needed when the data is in hand.
Some practitioners, such as Bill Hetzel, encourage a bottom-up approach to metrics application, where organizations measure what is available, regardless of goals. 11 Other models include Ray Offen and Jeffery's M 3 P model derived from business goals described on page 45 and the combination of goal-question-metric and capability maturity built into the European Community's ami project framework.
Model research. Experimentation models of measurement are essential for case studies and experiments for software engineering research. For example, an organization may build software using two different techniques: one a formal method, another not. Researchers would then evaluate the resulting software to see if one method produced higher quality software than the other.
An experimentation model describes the hypothesis being tested, the factors that can affect the outcome, the degree of control over each factor, the relationships among the factors, and the plan for performing the research and evaluating the outcome. To address the lack of rigor in software experimentation, projects such as the UK's Desmet-reported upon extensively in ACM Software Engineering Notes beginning in October of 1994-have produced guidelines to help software engineers design surveys, case studies, and experiments.
Model future. As software engineers, we tend to neglect models. In other scientific disciplines, models act to unify and explain, placing apparently disjoint events in a larger, more understandable framework. The lack of models in software engineering is symptomatic of a much larger problem: a lack of systems focus. Few software engineers understand the need to define a system boundary or explain how one system interacts with another. Thus, research and practice have a very long way to go in exploring and exploiting what models can do to improve software products and processes.
MEASURING THE PROCESS
For many years, computer scientists and software engineers focused on measuring and understanding code. In recent years-as we have come to understand that product quality is evidence of process success-software process issues have received much attention. Process measures include large-grain quantifications, such as the CMM scale, as well as smaller-grain evaluations of particular process activities, such as test effectiveness.
Process perspective. Process research can be viewed from several perspectives. Some process researchers develop process description languages, such as the work done on the Alf (Esprit) project. Here, measurement supports the description by counting tokens that indicate process size and complexity. Other researchers investigate the actual process that developers use to build software. For example, early work by Curtis and his colleagues at MCC revealed that the way we analyze and design software is typically more iterative and complex than top-down. 12 Researchers also use measurement to help them understand and improve
The lack of models in software engineering is symptomatic of a lack of systems focus.
. existing processes. A good example is an ICSE 1994 report in which Larry Votta, Adam Porter, and Basili reported that scenario-based inspections (where each inspector looked for a particular type of defect) produced better results than ad hoc or checklist-based inspections (where each inspector looks for any type of defect). 13 Basili and his colleagues at the NASA Software Engineering Laboratory continue to use measurement to evaluate the impact of using Ada, cleanroom, and other technologies that change the software development process. Billings and his colleagues at Loral (formerly IBM) are also measuring their process for building space shuttle software.
Remeasuring. The reuse community provides many examples of processrelated measurement as it tries to determine how reuse affects quality and productivity. For example, Wayne Lim has modeled the reuse process and suggested measurements for assessing reuse effectiveness.
14 Similarly, Shari Lawrence Pfleeger and Mary Theofanos have combined process maturity concepts with a goal-question-metric approach to suggest metrics to instrument the reuse process. 15 Reengineering also offers opportunities to measure process change and its effects. At the 1994 International Software Engineering Research Network meeting, an Italian research group reported on their evaluation of a large system reengineering project. In the project, researchers kept an extensive set of measurements to track the impact of the changes made as a banking application's millions of lines of Cobol code were reengineered over a period of years. These measures included the system structure and the number of help and change requests. Measurement let the team evaluate the success and payback of the reengineering process.
Process problems. Use of these and other process models and measurements raises several problems. First, largegrained process measures require validation, which is difficult to do. Second, project managers are often intimidated by the effort required to track process measures throughout development. Individual process activities are usually easier to evaluate, as they are smaller and more controllable. Third, regardless of the granularity, process measures usually require an underlying model of how they interrelate; this model is usually missing from process understanding and evaluation, so the results of research are difficult to interpret. Thus, even as attention turns increasingly to process in the larger community, process measurement research and practice lag behind the use of other measurements.
MEASURING THE PRODUCTS
Because products are more concrete than processes and resources and are thus easier to measure, it is not surprising that most measurement work is directed in this area. Moreover, customers encourage product assessment because they are interested in the final product's characteristics, regardless of the process that produced it. As a result, we measure defects (in specification, design, code, and test cases) and failures as part of a broader program to assess product quality. Quality frameworks, such as McCall's or the proposed ISO 9126 standard, suggest ways to describe different aspects of product quality, such as distinguishing usability from reliability from maintainability.
Measuring risk. Because failures are the most visible evidence of poor quality, reliability assessment and prediction have received much attention. There are many reliability models, each focused on using operational profile and mean-time-to-failure data to predict when the next failure is likely to occur. These models are based on probability distributions, plus assumptions about whether new defects are introduced when old ones are repaired. However, more work is required both in making the assumptions realistic and in helping users select appropriate models. Some models are accurate most of the time, but there are no guarantees that a particular model will perform well in a particular situation.
Most developers and customers do not want to wait until delivery to determine if the code is reliable or maintainable. As a result, some practitioners measure defects as evidence of code quality and likely reliability. Ed Adams of IBM showed the dangers of this approach. He used IBM operating system data to show that 80 percent of the reliability problems were caused by only 2 percent of the defects. 16 Research must be done to determine which defects are likely to cause the most problems, as well as to prevent such problems before they occur.
Early measurement. Earlier life-cycle products have also been the source of many measurements. Dolly Samson and Jim Palmer at George Mason University have produced tools that measure and evaluate the quality of informal, English-language requirements; these tools are being used by the US Federal Bureau of Investigation and the Federal Aviation Authority on projects where requirements quality is essential. Similar work has been pursued by Anthony Finkelstein's and Alistair Sutcliffe's research groups at City University in London. Suzanne
There are no guarantees that a particular model will perform well in a particular situation.
Robertson and Shari Pfleeger are currently working with the UK Ministry of Defence to evaluate requirements structure as well as quality, so requirements volatility and likely reuse can be assessed. However, because serious measurement of requirements attributes is just beginning, very little requirements measurement is done in practice.
Design and code.
Researchers and practitioners have several ways of evaluating design quality, in the hope that good design will yield good code. Sallie Henry and Dennis Kafura at Virginia Tech proposed a design measure based on the fan-in and fan-out of modules. David Card and Bill Agresti worked with NASA Goddard developers to derive a measure of software design complexity that predicts where code errors are likely to be. But many of the existing design measures focus on functional descriptions of design; Shyam Chidamber and Chris Kemerer at MIT have extended these types of measures to object-oriented design and code.
The fact that code is easier to measure than earlier products does not prevent controversy. Debate continues to rage over whether lines of code are a reasonable measure of software size. Bob Park at SEI has produced a framework that organizes the many decisions involved in defining a lines-of-code count, including reuse, comments, executable statements, and more. His report makes clear that you must know your goals before you design your measures. Another camp measures code in terms of function points, claiming that such measures capture the size of functionality from the specification in a way that is impossible for lines of code. Both sides have valid points, and both have attempted to unify and define their ideas so that counting and comparing across organizations is possible. However, practitioners and customers have no time to wait for resolution. They need measures now that will help them understand and predict likely effort, quality, and schedule.
Thus, as with other types of measurement, there is a large gap between the theory and practice of product measurement. The practitioners and customers know what they want, but the researchers have not yet been able to find measures that are practical, scientifically sound (according to measurement theory principles), and costeffective to capture and analyze.
MEASURING THE RESOURCES
For many years, some of our most insightful software engineers (including Jerry Weinberg, Tom DeMarco, Tim Lister, and Bill Curtis) have encouraged us to look at the quality and variability of the people we employ for the source of product variations. Some initial measurement work has been done in this area.
DeMarco and Lister report in Peopleware on an IBM study which showed that your surroundings-such as noise level, number of interruptions, and office size-can affect the productivity and quality of your work. Likewise, a study by Basili and David Hutchens suggests that individual variation accounts for much of the difference in code complexity; 17 these results support a 1979 study by Sylvia Sheppard and her colleagues at ITT, showing that the average time to locate a defect in code is not related to years of experience but rather to breadth of experience. However, there is relatively little attention being paid to human resource measurement, as developers and managers find it threatening.
Nonhuman resources. More attention has been paid to other resources: budget and schedule assessment, and effort, cost, and schedule prediction. A rich assortment of tools and techniques is available to support this work, including Barry Boehm's Cocomo model, tools based on Albrecht's function points model, Larry Putnam's Slim model, and others. However, no model works satisfactorily for everyone, in part because of organizational and project differences, and in part because of model imperfections. June Verner and Graham Tate demonstrated how tailoring models can improve their performances significantly. Their 4GL modification of an approach similar to function points was quite accurate compared to several other alternatives. 18, 19 Barbara Kitchenham's work on the Mermaid Esprit project demonstrated how several modeling approaches can be combined into a larger model that is more accurate than any of its component models. 20 And Boehm is updating and improving his Cocomo model to reflect advances in measurement and process understanding, with the hope of increasing its accuracy.
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Shaky models. The state of the practice in resource measurement lags far behind the research. Many of the research models are used once, publicized, and then die. Those models that are used in practice are often implemented without regard to the underlying theory on which they are built. For example, many practitioners implement Boehm's Cocomo model, using not only his general approach but also his cost factors (described in his 1981 book, Software Engineering Economics). However, Boehm's cost factor values are based on TRW data captured in the 1970s and are irrelevant to other environments, especially given the radical change in development techniques and Debate continues over whether lines of code are a reasonable measure of software size.
tools since Cocomo was developed. Likewise, practitioners adopt the equations and models produced by Basili's Software Engineering Laboratory, even though the relationships are derived from NASA data and are not likely to work in other environments. The research community must better communicate to practitioners that it is the techniques that are transferable, not the data and equations themselves.
STORING, ANALYZING AND REPORTING THE MEASUREMENTS
Researchers and practitioners alike often assume that once they choose the metrics and collect the data, their measurement activities are done. But the goals of measurement-understanding and change-are not met until they analyze the data and implement change.
Measuring tools.
In the UK, a team led by Kitchenham has developed a tool that helps practitioners choose metrics and builds a repository for the collected data. Amadeus, an American project funded by the Advanced Research Projects Agency, has some of the same goals; it monitors the development process and stores the data for later analysis. Some Esprit projects are working to combine research tools into powerful analysis engines that will help developers manipulate data for decision making. For example, Cap Volmac in the Netherlands is leading the Squid project to build a comprehensive software quality assessment tool.
It is not always necessary to use sophisticated tools for metrics collection and storage, especially on projects just beginning to use metrics. Many practitioners use spreadsheet software, database management systems, or offthe-shelf statistical packages to store and analyze data. The choice of tool depends on how you will use the measurements. For many organizations, simple analysis techniques such as scatter charts and histograms provide useful information about what is happening on a project or in a product. Others prefer to use statistical analysis, such as regression and correlation, box plots, and measures of central tendency and dispersion. More complex still are classification trees, applied by Adam Porter and Rick Selby to determine which metrics best predict quality or productivity. For example, if module quality can be assessed using the number of defects per module, then a classification tree illustrates which of the metrics collected predicts modules likely to have more than a threshold number of defects. 22 Process measures are more difficult to track, as they often require traceability from one product or activity to another. In this case, databases of traceability information are needed, coupled with software to track and analyze progress. Practitioners often use their configuration management system for these measures, augmenting existing configuration information with measurement data.
Analyzing tools. For storing and analyzing large data sets, it is important to choose appropriate analysis techniques. Population dynamics and distribution are key aspects of this choice. When sampling from data, it is essential that the sample be representative so that your judgments about the sample apply to the larger population. It is equally important to ensure that your analysis technique is suitable for the data's distribution. Often, practitioners use a technique simply because it is available on their statistical software packages, regardless of whether the data is distributed normally or not. As a result, invalid parametric techniques are used instead of the more appropriate nonparametric ones. Many of the parametric techniques are robust enough to be used with nonnormal distributions, but you must verify this robustness. Presentation. Presenting measurement data so that customers can understand it is problematic because metrics are chosen based on business and development goals and the data is collected by developers. Typically, customers are not experts in software engineering; they want a "big picture" of what the software is like, not a large vector of measures of different aspects. Hewlett-Packard has been successful in using Kiviat diagrams (sometimes called radar graphs) to depict multiple measures in one picture, without losing the integrity of the individual measures. Similarly, Contel used multiple metrics graphs to report on software switch quality and other characteristics.
Measurement revisited.
A relatively new area of research is the packaging of previous experience for use by new development and maintenance projects. Since many organizations produce new software that is similar to their old software or developed using similar techniques, they can save time and money
The choice of tool depends on how you will use the measurements.
. by capturing experience for reuse at a later time. This reuse involves not only code but also requirements, designs, test cases, and more. For example, as part of its Experience Factory effort, the SEL is producing a set of documents that suggests how to introduce techniques and establish metrics programs. Guillermo Arango's group at Schlumberger has automated this experience capture in a series of "project books" that let developers call up requirements, design decisions, measurements, code, and documents of all kinds to assist in building the next version of the same or similar product.
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Refining the focus. In the past, measurement research has focused on metric definition, choice, and data collection. As part of a larger effort to examine the scientific bases for software engineering research, attention is now turning to data analysis and reporting.
Practitioners continue to use what is readily available and easy to use, regardless of its appropriateness. This is in part the fault of researchers, who have not described the limitations of and constraints on techniques put forth for practical use.
Finally, the measurement community has yet to deal with the more global issue of technology transfer. It is unreasonable for us to expect practitioners to become experts in statistics, probability, or measurement theory, or even in the intricacies of calculating code complexity or modeling parameters. Instead, we need to encourage researchers to fashion results into tools and techniques that practitioners can easily understand and apply. ust as we preach the need for measurement goals, so too must we base our activities on customer goals. As practitioners and customers cry out for measures early in the development cycle, we must focus our efforts on measuring aspects of requirements analysis and design. As our customers request measurements for evaluating commercial off-the-shelf software, we must provide product metrics that support such purchasing decisions. And as our customers insist on higher levels of reliability, functionality, usability, reusability, and maintainability, we must work closely with the rest of the software engineering community to understand the processes and resources that contribute to good products.
We should not take the gap between measurement research and practice lightly. During an open-mike session at the metrics symposium, a statistician warned us not to become like the statistics community, which he characterized as a group living in its own world with theories and results that are divorced from reality and useless to those who must analyze and understand them. If the measurement community remains separate from mainstream software engineering, our delivered code will be good in theory but not in practice, and developers will be less likely to take the time to measure even when we produce metrics that are easy to use and effective.
