This paper presents a self-organizing fusion neural network (SOFNN) effective in performing fast clustering and segmentation. Based on a counteracting learning scheme, SOFNN employs two parameters that together control the training in a counteracting manner to obviate problems of over-segmentation and under-segmentation. In particular, a simultaneous region-based updating strategy is adopted to facilitate an interesting fusion effect useful for identifying regions comprising an object in a self-organizing way. To achieve reliable merging, a dynamic merging criterion based on both intra-regional and interregional local statistics is used. Such extension in adjacency not only helps achieve more accurate segmentation results, but also improves input noise tolerance. Through iterating the three phases of simultaneous updating, self-organizing fusion, and extended merging, the training process converges without manual intervention, thereby conveniently obviating the need of pre-specifying the terminating number of objects. Unlike existing methods that sequentially merge regions, all regions in SOFNN can be processed in parallel fashion, thus providing great potentiality for a fully parallel hardware implementation.
Introduction
The goal of image segmentation is to identify objects of interest that satisfy certain pre-defined homogeneity criteria, whereas the primary objective of clustering [1] is to partition a given set of data or objects into clusters (subsets, groups, classes). This partition should have the following properties: 1) Homogeneity within the clusters, i.e., data that belongs to the same cluster should be as similar as possible and 2) Heterogeneity between clusters, i.e., data that belongs to different clusters should be as different as possible. This concept has been found useful [2] [3] [4] in realizing image segmentation wherein a raw image is taken as the input data, then clustering operates on the feature space to label sufficiently similar and adjacent pixels. After the clustering process, the labeled results are mapped onto the image plane to obtain the final segmented objects.
On the other hand, in hybrid-based segmentation methods [5] or the so called split-and-merge techniques, a preprocess is initially invoked to dissect the input image into a set of small primitive regions referred to as initial image tessellation. One well known such pre-process is the morphological watershed transform [6, 7] which has drawn great attentions from researches for two main reasons: its easiness in implementation, and more importantly, it generates a completely closed contour. However, due to the keen sensitivity to local variance the technique suffers a major drawback known as over-segmentation problem [6] , hence an effective merging process is needed in order to achieve valid segmentation. To this end, Vincent et al. [8] used an undirected RAG (Region Adjacency Graph) [9] to sequentially merge small regions pre-generated by watershed analysis. Two regions having the minimum edge are searched globally and merged. Such sequential operation is rather time-consuming. Haris et al. [10] proposed the nearest neighbor graph (NNG) region merging method. Unlike the work of Vincent et al. [8] , not all RAG is kept in the heap; instead only a small portion of it is needed. But the improvement is still rather limited as NNG also conducts merging in a sequential fashion. Another shortcoming of sequential merging is the lack of spatial information needed for estimating the merging criterion, resulting in false contours and less accurate segmentation. Obviously, this undesired effect is further deteriorated by the more number of initial primitive regions.
To overcome the aforementioned shortcomings encountered in conventional split-and-merge techniques, and to further improve merging accuracy while resolving the time consuming problem, we propose a novel approach called self-organizing fusion neural network (SOFNN) to achieve image segmentation in a parallel fashion. Unlike k-means algorithm [4] , SOFNN does not need to pre-specify the final number of objects. Each individual neuron is associated with a working feature to characterize its gray or color features. Another key attribute of SOFNN is the association of each target neuron with two statistical parameters α i and β i which are used to adjust the learning rate in a counteracting manner, namely one favors region-merging while the other favors region-splitting. After counteracting learning, the working features are simultaneously updated, and features of Vol.11 No. 6, 2007 Journal of Advanced Computational Intelligence 1 and Intelligent Informatics adjacent regions will become more similar, and tend to blend to each other, hence the name fusion. During the training process, local statistics pertaining to current adjacency information and relative similarities are collected to update the values of α i and β i . We will show that because of the counteracting effect between α i and β i , the learning can be iterated into a convergence state that represents the final segmentation result that is free of over-segmentation and under-segmentation problems. In addition, in order to further improve segmentation accuracy and the ability of noise tolerance, an extended adjacency strategy is involved in updating the connection weight between two adjacent neurons. The strategy emphasizes that not only the immediate regions of the target region but their neighboring regions are also accounted for. Therefore, a wider range of local statistics is collected to compute for a more reliable merging criterion, which not only improves noise immunity, but also help avoiding trapping in a local minimum.
Thus, the main contributions of this paper are the proposal for a novel approach that incorporates the selforganizing fusion neural network, a concept of adjacency extension, and accurate identification of regions for performing image segmentation, characterizing properties such as convergence and data-driven training parameters, and contrasting the performance with other merging methods and further validation through simulation studies. The rest of the paper is organized as follows. Section 2 elaborates the three major phases of SOFNN: counteracting learning (i.e., simultaneous updating), fusion, and merging, they perform segmentation in a manner of relay race. In Section 3, we demonstrate how to apply SOFNN to perform segmentation for fairly complex real images. To further exploit its applicability, SOFNN is also used as a pre-process prior to clustering gene-expression data, results show that the scale variation of gene-expression data can be reduced without sacrificing essential information such as inherent hierarchical structure of data. In Section 4, important properties of SOFNN such as convergence analysis and parametric characterizations are addressed. Finally, concluding remarks and discussions are given in Section 5.
Self-Organizing Fusion Neural Networks
Network architecture of the proposed SOFNN is shown in Fig. 1 . Initially the average intensity of all pixels in each primitive region dissected by a pre-process, e.g. the watershed transform, is used as an input working feature to be associated with an individual neuron (indicated by a black circle in Fig. 1) . The similarity between an arbitrary neuron and its adjacent neuron is used as the connection weight. After applying a counteracting learning strategy to simultaneously update the working features, adjacent regions will become more similar in feature space (this means the corresponding neurons will get closer to each other). Interestingly, the working features of adjacent regions with similar features tend to blend to each other. This fusion phenomenon is one of many key attributes of SOFNN; it acts the underlying mechanism that facilitates the subsequent self-organizing merging. That is, if some working features are similar enough, their associated neurons will be combined into a neuron, meaning the pertaining regions will be merged. In this context, fusion desirably serves the role of identifying objects comprising a meaningful, resolvable object. Note that after the merging, RAG will be updated in order to track the new adjacency configuration for the next training iteration.
Fusion in Feature Space
Our idea of segmentation is rooted in the observation that regions comprising a resolvable object are at least near-homogeneous in the feature space, and more importantly, they must be adjacent in the image plane. Thus, it is vital to quickly search adjacent regions for each target region and accurately identify which are qualified to be merged. In addition, it is necessary to keep track of adjacency information if there are regions merged during the preceding iterations, the statistical parameters used in this work are closely related to the adjacency information. All these operations require an efficient data structure for representing adjacency, an ideal choice of data structure would be the undirected Region Adjacency Graph (RAG) [9] . The interpretation of an edge in RAG is this: the more two adjacent regions are similar, the more value the edge is. RAG can iteratively update the adjacent information accurately.
After RAG is built, an arbitrary regionR i is characterized by a working feature I t´R i µ defined as the average intensity of all pixels in R i at iteration t, value of I t´R i µ will be iteratively updated until convergence. Because each neuron corresponds to a region in SOFNN, the similarity between an arbitrary region R i and its immediate neighboring regions R j R j j 1 2 n 1 is characterized by the free parameter of connection weight prescribed as (2) where n init denotes the number of initial regions generated by watershed transform, n t is the number of regions at iteration t. Note that because I t´R i µ of all regions are timevarying, the weight defined in Eq. (2) is also time-varying.
Although Eq. (1) quantitatively calculates the weight between two adjacent regions, using it alone is not adequate in practical implementations. The main difficulty arises from the fact that regions subjectively perceived by human eyes as belonging to an object might not possess the similarity sufficient to be identified as the same object through a thresholding scheme in ordinary computer algorithms. In fact, a universal threshold for sufficient similarity is very difficult, if not impossible, to be specified. Thus, instead of using a pre-set global threshold [11] , we employ a statistical merging criterion based on a homogeneous measure using local statistics. Furthermore, prior to merging, regions are subjected to a simultaneously updating process each iteration and checked if some of them have become homogeneous. The iterative update equation for I t´R i µ is given as
. (3) where
n N´R i µ denotes the set of adjacent regions surrounding to R i in RAG, including R i itself. N´R i µ is also referred to as the immediate neighbors of R i . We will elaborate the learning rate ε i in the next section. The parameter I t av´N´R i µµ represents the average working feature of N´R i µ weighted by the connection weight.
The beauty of iteratively applying Eq. (3) is that it can facilitate systematic identification of which adjacent regions to be merged. To see this, we first note that after applying watershed operation, the primitive small regions that compose an object should be quite similar in a local sense. The update by Eq. (3) tends to force the region and its adjacent regions to become more alike, collectively appearing as a fusion phenomenon taking place among the adjacent regions. Very soon the features of adjacent regions become similar enough to be identified as candidates for merging. However, after some beginning iterations, updating should be made more gradual by increasing λ (tµ in order to avoid regions with distinct dissimilarity are erroneously merged into a bigger region (i.e. under-segmentation). This purpose is easily served by the design of Eq. (2), where n t normally decreases as the number of primitive regions cannot be increased as iterating continues.
Following the update, adjacent regions are compared to a statistical merging criterion to check if they are qualified as the comprising components of an object. If so, they will be merged into a bigger region. Just like the weights of all regions are simultaneously updated, the region merging in SOFNN can be conducted in parallel fashion. In subsec- tion 2.3, we will discuss the merging criterion in detail.
The Counteracting Learning
For the learning rate parameter ε i in Eq. (3), we define two counteracting parameters. First, a statistical parameter α i is defined as the number of adjacent regions that "see" R i as their most similar region. The initial value of α i 1 for i 1 n t , n t is the number of regions at iteration t. The rationale of using α i is best explained with the directed similarity flow diagram in Fig. 2 . The directed arrow, say, the one pointing from R 3 to R 1 represents that among the adjacent regions of R 3 , namely R 1 , R 2 , R 4 , R 1 is seen by R 3 as the most similar region, i.e., w 3max Max´w 13 w 23 w 43 µ w 13 . On the other hand, besides R 1 itself there are three regions R 3 ,R 5 ,R 6 that see R 1 as their most similar region, thus α 1 1 · 3 4. The learning rate ε i of region R i is prescribed as
where ε init is the initial learning rate. If otherwise specified, ε init 0 017. Examining Eq. (4) clearly indicates that a larger α i´ 1µ will increase the learning rate. That in turn, according to Eq. (3), encourages fusion (and hence merging) to occur. Another parameter β i in Eq. (4) provides, however, just the opposite effect. The rational of β i is explained as follows. Consider the case when R 3 is distinctively different from its surrounding regions R 1 , R 2 , R 4 , namely w 13 , w 23 , w 43 are rather small, in this case it is desired to inhibit the merge of R 3 to R 1 . Nonetheless, as described previously, α 1 will be increased by 1 since Max´w 13 I´R j µ] 2 is incorporated into Eq. (4). The larger β i is, the smaller the learning rate ε i will be, thus inhibit fusion. The use of β i advantageously prevents fusion between regions with distinct dissimilarity, thereby avoiding undersegmentation.
Illustrations of how SOFNN performs merging in image space and feature space are given in Figs. 3(a) and (b) , respectively. We take each circle as an individual neuron, then update features and merge neurons in feature space using Eqs. (3) and (7), which result in parallel fusion and merging regions in image plane, respectively. The arrows in Fig. 3(b) indicate the direction to which a neuron move from its original position (dotted circle) to a new position in feature space. The bold circle in Fig. 3(b) represents a merged neuron, corresponding to the two regions marked with the arrow in Fig. 3(a) . The number of remaining neurons stands for the number of regions left when the merging process is terminated.
The Merging Criterion
As aforementioned, it is the simultaneous updating in the working feature space that creates the fusion phenomenon useful for identifying regions comprising an object. Following the updating, adjacent regions must be checked to see if their fused features are sufficiently homogeneous such that they are reliably qualified as the comprising components of an object. To proceed, we first define
For an arbitrary region R i , besides the intra-regional parameter I t´R i µ that measures the average intensity of pixels in R i , the inter-regional parameter ζ t´R i µ is more effective in characterizing overall intensity of area surrounding R i . Thus, the value of ζ t´R i µ ζ t´R j µ broadly stands for the dissimilarity (in feature space) between two areas centered at R i and R j , respectively. And the mean difference between and those of regions adjacent to R i is written as
Note that, with ζ t´R i µ prescribed in Eq. (5) In this work, d t´R i µ used as an effective statistical gauge to judge whether a region adjacent to R i comparing to the rest of adjacent regions is more qualified to be merged. As will be shown later, this extension of adjacency of R i can help reduce the likelihood of erroneously merging two regions, and even provides tolerance to input noise. Statistically speaking, if any adjacent region of R i with I t´R j µ similar to that of R i to such extent that their difference is less than d t´R i µ, then it is rather safe to state that R j is more rightfully alike to R i , compared to most of other adjacent regions. Thus, the rule of identifying an adjacent region R j is simply this:
The rationale of using d t´R i µ in Eq. (7) as the local threshold is explained as follows. Because S´R i µ covers not only immediate adjacent regions of R i (i.e., N´R i µµ, but also the adjacent regions of N´R i µ, the value of d t´R i µ in a way stands for the variation of intensity across the area S´R i µ centered at R i . For an area S´R i µ comprising lots of smooth regions, the corresponding values of d t´R i µ should be relatively small, regions in that area are more easily to be merged. In contrast, an area S´R i µ has large values of d t´R i µ would indicate intensity variations in S´R i µ are significant, implying the existence of separated objects in S´R i µ is very likely, merging regions in S´R i µ is certainly not encouraged.
After a larger region is generated due to merging, its weight will be replaced with the average weight of the component regions. And regions that were not merged at current iteration will use the updated weights (via Eq. (3)) in the subsequent iteration. Thus, except in the first iteration calculating I t·1´R i µ is region-based, rather than pixel by pixel. Note that because the parameter d t´R i µ is calculated on region basis, not pixel by pixel. Thus, cal- i µ only uses a small portion of the total computation load. Furthermore, if some regions and their adjacent regions are not merged at present iteration, their average discrepancy parameters will not be recalculated in the subsequent iterations. This also helps lessen computation load, especially in the case of huge number of initial regions. In fact, the speed of merging is fast during the beginning iterations, but as more regions are merged, it will slow down as the number of identified objects become close to the number of actual objects in the image. This property is useful as it provides a plausible way of manually setting the terminating condition for SOFNN. Namely, the iterative operation will be terminated when there are no more regions to be merged. In subsection 4.1, the convergence proof of SOFNN will be provided.
It is not unusual to see that some regions get merged and some don't at certain iteration. To proceed to the next iteration, the updated values of connection weights and RAG will be recalculated for the merged regions along with the intact regions. In short, SOFNN mainly consists of three phases: counteracting learning, fusion, and merging, they perform image segmentation in a manner of relay race. Finally, it is worthy noting that the number of neuron is fixed throughout the training process of Self-Organizing Map (SOM) [12] , whereas the number of neurons in SOFNN decreases during the iterative training process, and the final number of objects corresponding to the number of neurons when SOFNN converges or manually terminated.
Experimental Result

Image Segmentation
We use the benchmark image "peppers" (256¢256, 256 gray levels) shown in Fig. 4(a) as the input. The result after applying watershed pre-process is shown in Fig. 4(b) . The over-segmentation phenomenon is quite vivid as the total number of initial regions is 1566. After applying Eq. (3) to blend the working features of adjacent regions. Larger regions are generated by the merging process using Eqs. (5), (6) and (7). And Fig. 4(c) illustrates the 179 objects painted with weights updated at the 1 st iteration. After termination at iteration 5, Fig. 4(d) shows the final result of 103 merged objects painted with their corresponding original pixel intensities, the total computation time is 0.328 sec. It is reasonable to conjecture that the parallel fashion indeed drastically reduce the computation time. Fig. 5 shows the merging rate in "peppers", it confirms that merging is fast during the beginning iterations, but slows down as the number of identified objects become close to the number of actual objects in the image
Noise Tolerance
In conventional segmentation algorithms where the basic unit to be processed is region or pixel, often only the immediate neighbors are used for measuring similarity/homogeneity. In contrast, SOFNN explores the inter- regional information; and the merging process is actually conducted in unit of regional cluster. That is, the local threshold is obtained in a wider sense by examining not only the immediate neighbors of target region but the neighboring regions surrounding them. This attribute not only offers a more reliable merging criterion, but provides more tolerance to input noise. Two types of noise are tested, namely impulsive and Gaussian. Fig. 6(a) is the test input "house". Figs. 6(b) and (c) are the corrupted images by adding 20% impulsive and Gaussian noise (zero mean and variance 0.01), respectively. Fig. 6(d) is the tessellation result from applying median filter and watershed analysis to Fig. 6(c) . Using the output of applying mean-filtered and watershed analysis to median filter and watershed analysis to (c), (e) segmented result via SOFNN using the output of applying a mean filter and watershed analysis to (b) as input, (f) segmented result via SRM using the mean-filtered output of (b) as input, (g) segmented result via SOFNN using (d) as input, (h) segmented result via SRM using the median-filtered output of (c) as input. Fig. 6(f) is the result via SRM [13] . Using Fig. 6(d) as test input, Fig. 6(g) shows the result via SOFNN. Using the output of applying median-filtered to Fig. 6(c) as test input, Fig. 6(h) is the result via SRM. Despite the scattering false contours, these results verify that SOFNN indeed is robust to noise.
Fig. 6(b) as test input,
Applying SOFNN to Gene-Expression Data Clustering
As mentioned, one key attribute of SOFNN is the fusion behavior that facilitates identification of regions presumably comprising a cluster. In this experiment, we demonstrate that this property of SOFNN makes the exploration of the substructure in the input data much simpler while preserving essential information such as hierarchical structure. In fact, SOFNN can be easily incorporated with existing methods such as MST [14, 15] to extract the hierarchical structure that is highly preferred for biologist in interpreting the clustering results.
When applied to clustering, the original MST tends to overlook some local inter-data relations as it globally exploits single-linkage structural information among subtrees. To deal with this problem, we apply a modified version of MST (MMST) that mainly involves two stages. First, every data point is guaranteed to be linked to its closest neighbor. The edges thus formed are called essential edges. Also, depending on the input distributions certain number of sub-trees might be generated at this stage. Second, with these sub-trees a minimum spanning tree can be generated by applying a greedy algorithm to sort all possible edges connecting two separate sub-trees in increasing order of Euclidean distance and then an edge will be picked from the sorted list in such a way that the edge, the previously picked ones, and the essential edges together cannot form a closed contour. This strategy has been adopted in the classical Kruskal's algorithm [16] to search the MST in a graph. The selection process continues until the picked edges in conjunction with the essential edges are sufficient to form a spanning tree. The chosen edges will be labeled as necessary edges. In order to cluster multi-dimensional data into M f clusters, it is essential to remove M f 1 necessary edges in decreasing order of Euclidean distance. The M f clusters are regarded as prototypes or sub-trees, hence the number of the prototypes are much fewer than the original input data. Most importantly, these prototypes are significant to multi-dimensional data which are difficult to analyze.
To demonstrate the capability of SOFNN in exploring the substructure in the input data while preserving essential hierarchical structure information, we purposely use a graphical output of a cluster analysis as the original gene expression data input [17] . In order to apply MMST to clustering, the green components extracted from Fig. 7(a) are treated as a grey image of size 256¢256 (Fig. 7(b) ), each column can represent a gene condition, e.g. a patient's record. In order to perform clustering, each column containing 256 distinct genes is mapped into multidimensional space. Note that the order of the column from left to right is arranged as the 1 st to the 256 th conditions. The right side of Fig. 7(a) shows the zoom-in of the 254 th -256 th columns. As widely known, filtering is a necessary preprocess when dealing with Gene-expression data [18] , Fig. 7(c) shows the filtered output using Fig. 7(b) as input. Fig. 7(d) shows the result of applying SOFNN to Fig. 7(c). Fig. 7(e) separated clusters using Fig. 7(d) as input, wherein the number 1, 2, 3 represent the clustering label. These labeled results clearly reveal that the outcome of SOFNN exactly corresponds to separate Gastric tumor lymph node and non-tumor Gastric tissues in Fig. 7(a) , verifying the effectiveness of SOFNN in grouping the similar regions. The curves of Figs. 8(a) and (b) represent the grey level distribution of 255 th (green)/256 th (blue), 254 th (red)/255 th (green) conditions in Fig. 7(a) , respectively. In naked eyes, the variation between two curves 255 th /256 th in Fig. 8(a) seems quite vivid, but the two curves are actually more similar in shape. On the other hand, though the variation between two curves of 254 th / 255 th in Fig. 8(b) looks smaller, the two curves are actually less alike in shape. In fact, by examining the zoom-in of Fig. 7(a) , we can readily obtain the same separation with naked eyes. Therefore, the proposed SOFNN indeed is capable of reducing the variation between 255 th /256 th , and can achieve more accurate clustering result. This is verified by the almost overlapped curves in Fig. 7(c) 
Characterizations
This section characterizes SOFNN in order to reveal other important properties and gain more in-depth understanding of the method. First, the issue of stability analysis is addressed. We will also show how the parameter α i and β i affects the learning rate in further improving the performance of SOFNN.
Stability Analysis
It is widely acknowledged that judging whether a final segmentation result is the best is pointless due to the lacking of objective metric. Nevertheless, in region-based techniques gauges such as maximum likelihood or least square error have been developed to address the issue of segmentation quality. Our goal here is to study the dynamics of SOFNN and prove SOFNN would converge to a stable state corresponding to a sensible segmentation. . 9 . (a) The average learning rate ε av of each iteration by using input image "peppers", (b) the average learning rate ε av of each iteration by using input image "house".
Denote n t as the number of regions in image tessellation at the t th iteration. Before proceeding, we note that once regions are merged, they will not separate afterwards, namely n t·1 n t . By Eq. (1), the similarity used as connection weight w t i j is controlled by the λ (tµ. And by Eq. (2), as the training iteration index increases the value of λ (tµ goes up rather quickly, that will put a strong inhibitory effect on the value of w t i j . Thus, by Eq. (3) it is easily seen that for an arbitrary regions R i and R j w 
Convergence of Learning Rate
During the training process, the learning rate itself also converges to a fixed value. Instead of converging to a universal value, the value of converged rate varies with different input data. We use input images "peppers" and "house" to demonstrate this, the results shown in Figs. 9(a) and (b) indicates that the learning rates converged to 9.248¢10 3 and 7.445¢10 3 for "peppers" and "house", respectively. In addition, we can see clearly that although the learning rate as a whole decreases to achieve stability, it slightly fluctuates at times, namely the so called network plasticity that provides the desirable property for "forcing" SOFNN out of a local minimum while in search of a better convergence state.
Counteracting Parameters Analysis
Using the input image "peppers", Fig. 10 shows values of α T α t av and β t av β T which are defined as the average of α T α t i and β t i β T over all regions at iteration t. We can see that β t av β T is monotonically increased, in contrast, α T α t av always decreases. The result clearly verifies that α i favors region-merging while β i favoring regionsplitting, and by counteracting to each other they provide the effect of avoiding over-segmentation and undersegmentation.
As shown in Fig. 10 , the value of α i is quite large at the beginning iteration, thereby facilitating fast fusion with adjacent regions so as to favor regions merging. However, as many regions have been merged, excessive merging should be prevented, namely, in order to prevent undersegmentation the merging speed should be slow down after certain training iterations by providing a mechanism counteracting the merging. That is exactly the role played by the parameter β i .
Conclusions
We have presented a new approach SOFNN that incorporates simultaneously feature fusion, counteracting learning, and extended adjacency strategy to solve the problems of over-segmentation that plagues conventional approaches. To improve the segmentation accuracy, the proposed approach employs a pair of counteracting parameters to avoid under-segmentation. Empirical results have shown that the strategy of extended adjacency effectively can acquire superior local statistics for determining a more reliable merging criterion. The strategy is effective and robust even when noise is in presence. Through the fusion, regions comprising an object are identified and merged in a self-organizing way, and the training process 8 Journal of Advanced Computational Intelligence Vol.11 No.6, 2007 and Intelligent Informatics will be terminated without manual intervention, thereby conveniently obviating the need of pre-specifying the terminating number of objects. Another major advantage of SOFNN is that all regions are processed in parallel fashion, thus providing great potentiality for a fully parallel hardware implementation such as FPGA [19] .
To compare, we note that another self-organizing neural network, the Grow Cell Structure (GCS) [20] adopts a competitive learning to update only the best-matching unit and its neighborhood cells. In contrast, SOFNN undergoes a counteracting learning, and all neurons are simultaneously updated. Furthermore, the number of neurons in SOFNN will only decrease after each merging; it never increases, whereas GCS regulates the number of neurons to increase or decrease during the training. In the future, we will consider generalizing SOFNN to allow the increase in the number of neurons intermittently (e.g. in splitting the erroneous merging), we conjecture that by doing so more accurate and reliable segmentation results can be obtained. We also attempt to apply SOFNN to color images, and examine the performance of SOFNN under different color spaces. Furthermore, in order to process various input data with a dimension number higher than 2D image data, the definition of a region should be generalized to a high-dimensional sphere.
