0. Introduction. In this paper we consider those two state continuous time parameter stochastic processes which have the property that any future and past events are independent given the present, the time elapsed since the last jump and the holding time distribution at the last jump. This is similar to the two state stochastic processes discussed by H. P. McKean, Jr.
II. The class $xl of all characteristic processes for which P(rm = oo \ ¿Vm_x) = 0, P(rm+x>rm + t | •Arm_x, rm = s) has derivatives almost everywhere of all orders in s,teR+, and (See [2] for a proof, using different methods that XS1 is identical to the class of all processes for which P(ms=mr+l \ mt=mr + l) = (s-r)(t-r)~1 whenever r<s<t.)
In proving this theorem we will proceed as follows: in §1 we prove some general theorems on characteristic processes; in §2 we associate families of operators with classes of characteristic processes and study the relationship between these operators and the characteristic processes they represent; and finally, in § §3, 4, and 5 we prove the main theorem.
1. Characteristic processes. A function h=h(o>;m,t) mapping OxZ+xF+, Z+ being the set of all nonnegative integers, into [0, 1] will be called a holding functional if there exists a characteristic process X= (Í2, x(, ¿V, P) for which h(<o; m, t) = P(rm+X > rm + t\ JQ, a.e.
The following theorem is basic. where IA is the indicator function of the set A.
Proof. We first note that if ^i is Jfm measurable, then ip is a function of x0, rx,... rm only ; see [3, p. 87 ] for a proof of this. Thus the theorem holds for « = 1. Suppose, the theorem holds for «. If t/i is ^Fm+n+i measurable, then using the fact that
WtW+l<.] I ^"m) = ¿PW/fe,,*!«*] I ^m+n) I JTm\ a.e., the reader can easily complete the proof by induction on «. 2. Linear families of operators. Let X= (Q, xt, Jf, P) be a characteristic process with associated holding functional «. Suppose that !F is the set of all right continuous functions mapping A+ into A+, and that for each s e R% = A+\{0}, Vs is an operator mapping a subset ^(V) of J5" into &(V) such that «(to; i, -)e3F(y), VJi(oe;i, -)(0)#0, and (2) «(co; i, t) = <KfI.l4.1A(a,; /-l, .)>(r), a.e.
where </> (t) =f(t)lf(0). The set of all characteristic processes which satisfy (2) will be denoted by V(V). ®(V) will be the set of all functions fe3?(V) for which there exists a characteristic process X=(fi, xt, Jf, P) e ^(V) and an tô e Q, with A [x0 = x0(w)] > 0, such that /(/)=«(<£>; 0, t). By Corollary 1.2, there corresponds to each function fe 3>{V) and e e E a unique characteristic process X= (Ù, xt, Jf, P) contained in^(V) for whichP(x0=e)=l and «(co; 0, t) =f(t), a.e. The process X and the corresponding measure A will be denoted by the symbols Ac/and Aef respectively. We therefore have Theorem 2.1. Let V=VS, seR% be a family of operators mapping a subset (V) of SF into ¿F(V). Then to each function f e 2¡(V) ande e E, there corresponds a unique characteristic process Bef=(fl,xt,Jf, Aefi) contained in %(¥) for which P(Xo = e) = l andf(t) = h(w; 0, f), a.e. Conversely, if X=(ü, xt, Jf, P) e <ë(V) and ifP(Xo = é)=\, then X= BJwheref(t)=P(rx>t).
We will consider the operators Ae, eeE of the last theorem as mappings of 3>(V) into ca (Q., Jf), the linear space of all measures on the measurable space (Í2, Jf). A family of operators V= Vs, s e R% mapping a subset ¡F(V) of J*" into &(V) will be called linear if:
(i) 3P(V) is a linear subspace of & and 2(V) is convex, (ii) Vs is a linear operator for each seR%, (iii) The corresponding operators Ae, e e E are affine. A family of operators Vs, s e R* will be called singular if for some s e R%, <Fs/> = <Fsg>forall/,gG0(n Theorem 2.2. Let V= Vs, s e R% be a nonsingular family of linear operators mapping a linear subspace &(V) of'& n C°°, C°° being the set of all infinitely differentiable functions on A+, into ^(V). Suppose that 3>(V) is convex and that for each fe SF(y) and t e R+, Vsf(t) is continuous in s. Then a necessary and sufficient condition that the operators Ae, e e E be affine, is that there exist a function a() such that for all fie 2(V), DJ(s)=a(s)Vsf(0). 
This last equation can be rewritten as
Thus for each pair of functions/ geSi(V) and s e R%, either
This implies that for each s e R*., either
AFs/(/)/F5/(0) = DtVsg(t)¡Vsg(0), all/ g e 9(V) and teR+.
But the family of operators V is nonsingular and so the first equality must hold. Letting a(s) equal [Dsf(s)]¡ Vsf(0), the necessity is proven. To prove sufficiency, we need only show that the functional
The reader can easily verify that this is the case. If Fs, seR*_ is a nonsingular linear family of operators with ^"(F^C™ and Vsf(t) continuous in s, then since we are interested in the value of <Fs/> and not VJ, we can and will assume that DJ(s)= VJ(0), all/e 3F(V). n-l For the duration of the paper, « will be fixed and we will write "F as V, $x as <&I and "#" as Vu. In §3 we calculate 3>(V). In §4 we show that <€(V)=<€x and finally, in §5 we show that V(V)=%n. Proof. According to Theorem 2.3, a necessary and sufficient condition that fe 3>(V) is that/e Jr(F) = Cco(F+),/(0) = 1 and
Calculation of ®(V).
for all choices of/», sx,..., s" and /. But for each/e CX'(R+)
for all / e F+, sx,..., sp e R% and p ^ 1. This is clearly true for p = 1 since
Assuming equation (5) to hold for p, we have
and so equation (5) We wish to conclude that As is a completely monotone function for each s e R%. Let peZ+ be fixed. Then from inequality (6) we see that there exists a Te R* such that for each O^kgn, (-Dtyn+kFs(t) has the same sign for all t^T. But it follows from inequality (7) Proceeding in this manner we can conclude that (-A)î"l+fcAs(r) = 0 for 0¿k^n, t^T, s e A*. But (-Dtyn+nFs(t)^0for all reA+ and so (-A)pn+n_1As(r)^0for all t e R+. Proceeding back in this manner we finally have (-A)Ptt+kA,(f)^0 for all t e A+, j e R*., 0 á k ^ «. Since/? is arbitrary, we conclude that As is a completely monotone function. In particular, A0(r) is a completely monotone function for t e R*.. It follows from Bernstein's Theorem [7] , that there exists a positive, bounded and nondecreasing function ß for which _("-l)Jri-»A/(0 = f e-»ß(d\), t > 0, We may therefore choose a(0) in such a way that J™ a(</A) = 1 giving us At) = mxdx).
Jo
To prove sufficiency we need only note that iff has the form (4), then Dj(t) = (-ty-Yn\t)i(n-iy. where g(t) = j\~"a(dX) is a completely monotone function. The reader can easily check that <Fs/> is again of the form (4) so that/e 3>(V). (n-l)\(-sy-nDsh(oe;m-l, s) -» a.e.
