In this paper we study an assembly system which supplies an end-product inventory. We allow assembly operation times to be G.I. distributed and analyze the system as a Markov renewal process, deriving a closed-form expression for long-run Palm probabilities of both kit and end-product inventory positions. We then present a numerical procedure to obtain various performance measures using the matrix-geometric approach. Finally, we describe insights about the operation of the assembly system which are made possible by our analysis, in particular, showing the effects of kit buffer capacity on kit and end-product inventory positions.
INTRODUCTION
Variability occurs in assembly systems due to the probabilistic nature of both supplier lead times and assembly operations. The variability of procurement lead time depends on the performance of suppliers and affects the kitting of parts to support assembly operations. Variability of assembly times may be attributed to both set up and processing times and affects the flow of end products into inventory.
The purpose of this paper is to model a stochastic assembly system in which assembly operation times are distributed as general, independent (G.I.) random variables. The goal of this work is to describe both kit and end-product inventory positions, in particular, showing the effects of kit buffer capacity on these inventory positions.
Figure 1 depicts a generic assembly system which consists of three servers: P1 and P2 are part processing machines, and P3 is the assembly machine. I1 and I2 are buffers for components, I0 is the buffer for kits including any kit in assembly, and I3 is the buffer for the end-product. P1 and P2 work independently, withdrawing raw materials from their respective pools of unlimited supply and delivering processed components to buffers I1 and I2, respectively. A component arriving at buffer I1 (I2) is immediately matched with a part from buffer I2 (I1) if one is available, and a "kit" is said to be composed.
The kit of matched components, obtained from I1 and I2, is transported (instantaneously) to I0.
If the arriving kit finds I0 empty and P3 idle, it is immediately placed on the assembly machine P3.
Otherwise, the kit is held in buffer I0. When P3 completes an assembly, it withdraws a kit from I0, if available, then assembles another end-product and delivers it to buffer I3. If a kit is not available in I0 when P3 completes an assembly, it remains idle until a completed kit arrives.
Demands for end-products arrive at I3 and are satisfied immediately if stock is available.
Unsatisfied demands are backordered, causing the inventory position at I3 to take on negative values.
Assumptions which further structure the system for analysis are related in section 2.
Typically, stochastic assembly systems have been studied as assembly-like queues. Table 1 summarizes relevant work, indicating the structures of systems studied, fundamental assumptions, and primary results. In a pioneering effort, Harrison [6] studied the multiple-input extension of the GI/G/1 queue in which arrivals in each stream are described by an independent renewal process and service times are i.i.d. He was first to show that such assembly systems are inherently unstable because assembly can begin only when all parts are available, so that part waiting times converge to nondefective limiting distributions only if buffer capacities are limited by finite bounds.
Most studies have addressed systems either two [e.g., Latouche [9] ] or multiple Poisson input streams [e.g., Lipper and Sengupta [10] ], no part processing, exponential assembly times and no endproduct inventory. A more general structure in which parts are withdrawn from infinite pools and processed prior to kitting has been studied by Hopp and Simon [7] and Som, Wilhelm, and Disney [15] . Rao and Suri [12] allowed k arrival streams, each with a single part processing station. Duenyas and Hopp [4, 5] generalized part fabrication lines, allowing nj stations in line j leading to the assembly station, and Duenyas and Hopp [4] assumed that part processing and assembly times were deterministic with random outages.
In most cases, an assembly system with Poisson inputs of components and exponential assembly operation times was considered. Even with the simplifying assumption that assembly operation times are exponential, analytical solutions could not be derived, due to the size of the statespace required to model part and end-product inventories. Approximation methods have, thus, been commonly used to provide bounds on performance measures instead of actual distributional measures.
All studies which treat more than two part fabrication lines invoke an additional assumption to facilitate analysis, for example, that parts are queued in finite buffers [Lipper and Sengupta [10] or that inputs are controlled by CONWIP [Duenyas and Hopp [4] , Duenyas and Hopp [5] , and Rao and Suri [12] . None of these prior studies deals with end-product inventory.
We extend these earlier results by modeling assembly operation times as G.I. random variables, generalizing prior results based solely on the exponential distribution, and resulting in distributional measures, thus providing new capability to analyze assembly systems. This study may be viewed as a direct extension of Hopp and Simon [7] , considering GI assembly times, and of Som, Wilhelm, and Disney [15] , focusing on the system downstream from kitting including the assembly operation and end-product inventory.
In this paper, we analyze the assembly operation downstream of the kitting process as depicted by Figure 1 . Under the assumption that assembly times are G.I., we show that the assembly process which produces end-products, described as work completion process, is a Markov renewal process.
Our primary result is the closed-form solution for the probability distribution of the end-product inventory position. To evaluate performance quantitatively, we use a matrix-geometric approach to compute distributional measures of the kit and end-product inventory positions. This paper complements prior research, which has led only to approximations of the performance of assembly systems, by presenting the closed form solution, by describing what is apparently the first use of numerical methods in modeling complex assembly systems, and by dealing with end-product inventory. This paper is organized in five sections. The assembly operation is formulated as a Markov renewal process in Section 2. The model is analyzed in Section 3, providing the state transition matrix P and the Palm probability vector v of the underlying Markov chain of the work completion process.
A numerical solution procedure is presented in Section 4 to obtain the distributional measures of inventory positions using a matrix-geometric approach. Section 5 discusses certain insights about assembly systems that are made available by this paper and presents conclusions about the results reported.
FORMULATION
Several assumptions are invoked to structure the system for analysis. Demand for the endproduct follows a Poisson distribution with rate ? and each demand is for a single end-product. A maximum of K3 backorders for end-products are accepted. No upper limit is placed on the capacity of buffer I3, and the capacity of I0 is restricted to zero from below. The processing times of assembly machine P3 are i.i.d. non-negative random variables which follow any general distribution F (.) that is independent of the input process.
The distribution function of time between kit arrivals at I0, ? (.), is assumed to be exponential with parameter µ . This assumption allows the system to be decomposed for analysis; its validity is justified by Som, Wilhelm and Disney [15] , who analyzed the kitting process and described it as a Markov renewal process. They confirmed that, as a system stability criteria, part buffers (i.e., I1 and I2) must have limited capacities (i.e., K1 and K2). In the special case in which part arrival streams have the same Poisson parameter (i.e., processing times at machines P1 and P2 are independent exponential random variables with the same rate, µ ), they showed that the output stream of kitted components approximates a Poisson process with the same parameter as that of the arrival streams. The degree of approximation improves as K1 + K2 increases. For the case in which buffer capacities are equal (i.e. K1 = K2 = K), they showed that a desired degree of accuracy e > 0 (i.e., absolute difference between the exponential density and the actual density of the interarrival distribution) may be achieved by setting buffer capacities so that
The assumption that the processing times of parts are exponentially distributed allows a firststep analysis of the dynamics of assembly systems and is supported by evidence that it may provide a good approximation in certain actual cases [e.g., see Solberg [13] ; Solberg and Nof [14] ; and Suri, Sanders, and Kamath [16] ] for the case of a single part processing machine]. However, assembly operations are typically quite different from part processing operations. For example, the former may involve a series of tasks, while the latter requires only a single one. Thus, it is important to allow for more general distributions for assembly as does this paper.
To assure stability of the assembly system, finite capacity limitations must be placed on I0 and I3 [6] . As we show later, when capacity limitations are imposed on both I0 and I3, it does not appear possible to derive a closed form solution for the distribution of the end-product inventory position.
Hence, we resort to Neuts' matrix-geometric approach [11] in order to obtain a numerical solution for the inventory position distribution.
In what follows, we show that the assembly system with finite buffer capacities is amenable to analysis through the matrix-geometric approach. From the sequence {Tm : m∈N}, we define these epochs as a sub-sequence t = { t n : n∈N} with 0 = t 0 Xn) and describes the inventory positions at I0 and I3 immediately after t n. The set X = {Xn : n∈N} defines the work completion state process and the joint random variables {X, t } = {Xn, t n : n∈N} define the work completion process.
The set t = { t n : n∈N} defines the work completion time process.
We study the work completion process { work completion process associated with the system to obtain the joint distribution of the kit and endproduct inventory positions. We identify certain restrictions that are necessary for this system to be stable. Finally, we extract the marginal distributions of kit and end-product inventory positions, both relative to epochs of departure from (I0, P3) [arrival to (I3, demand)]. Thus, this paper is directed towards analyzing the system, not just the (I3, demand) subsystem.
Next, we prove that the work completion process (X, t ) is a Markov renewal process. 
Now,
because the inventory position at I0 at epoch t n+1 depends only on 0
Xn and the number of kits arriving during the interval t n+1 -t n.
since the inventory position at I3 at epoch t n+1 depends only on 3 Xn and the number of end-products demanded during the interval t n+1 -t n; the information on the inventory position at I0 is irrelevant in obtaining the probability in equation (3) .
since the time between two consecutive completions at P3 depends only on whether I0 is empty or not at epoch t n. Combining equations (2) through (4),
Hence, the work completion process (X, t ) is a Markov renewal process, because it satisfies the Markov renewal properties. QED.
The following corollary of Theorem 2.1 identifies the underlying Markov chain of the work completion process.
Corollary 2.2:
The work completion state process X = { 0 Xn, 3 Xn : n∈N} forms a Markov chain on the state space E with one-step transition probability matrix P. The elements of the matrix P are given by P(i, j) = lim ∞ → t 2 Q(i, j, t) .
DETERMINATION OF THE SEMI-MARKOV KERNEL
The semi-Markov kernel of the work completion process (X, t ) may be expressed as
Values of Q(i,j,t) are obtained at times t n and t n+1 for four cases which are defined by the inventory positions at I0 and I3 .
Case I. At t n, the inventory position at I0 is zero, and the inventory position at I3 does not reach its negative boundary during the interval t n+1 -t n.
The associated semi-Markov kernel is
Case II. At t n, the inventory position at I0 is zero, and the inventory position at I3 reaches its negative boundary during the interval t n+1 -t n.
Case III. At t n, the inventory position at I0 is non-zero, and the inventory position at I3 does not reach its negative boundary during the interval t n+1 -t n.
Case IV. At t n, the inventory position at I0 is non-zero, and the inventory position at I3 reaches its negative boundary during the interval t n+1 -t n.
ANALYSIS
We now analyze the work completion process {X, t } by (i) deriving the one-step transition probability matrix P of the underlying Markov chain X,
obtaining the Palm probability vector v of the end-product inventory position observed at end-product completion epochs, (iii) computing the approximate joint distribution of the inventory positions at I0 and I3 using the matrix-geometric approach.
Several new elements of notation used throughout this presentation are:
STATE TRANSITION MATRIX P
The state transition matrix P is defined as
and is obtained from the relationship
Q(i,j,t).
(10) In matrix form P =11. 
and
It may be shown that 
and,
We define the Palm probability vector v, of the end-product inventory position at 
in which
The second summation term in equation (18) 
Combining equations (19) and (20), we obtain
Considering equation (16) for boundary terms at I3,
The first summation term in equation (22) Combining equations (23) and (24), we obtain v(-K3+1)
67 ? (-K3+p, 0)(bp -dp).
Hence, the closed form of the Palm probability distribution of the end-product inventory position at I3 is given by,
69 ? (j+p-1, 0) (ap -cp) for j = -K3+2, -K3+3, ... .
and,

v(-K3+1)
71 ? (-K3+p, 0)(bp -dp).
(26)
NUMERICAL SOLUTION BY MATRIX-GEOMETRIC APPROACH
The expression v(j) that is given in equation (26) requires evaluation of an infinite number of constant terms ? (-K3+1,0), ? (-K3+2,0), ? (-K3+3,0),..., and is, thus, not tractable. However, observing the structure of the P matrix, which is similar to the transition probability matrix of a Markov chain of the GI/M/1 type, we can use the matrix-geometric approach [11] to obtain a numerical solution for the long-run probabilities of the inventory positions.
Since the elements Al and Bm of P must be of finite dimension for the matrix-geometric approach, the capacity of buffer I0 must be bounded from above by K0. This boundary condition requires that the semi-Markov kernel, Q(i,j,t), be evaluated for four additional cases, which are described below.
Case V. At t n, the inventory position at I0 is zero, and it reaches its boundary K0 at the time of the next completion at P3 (i.e., departure from I0). In addition, the inventory position at I3 does not reach its negative boundary during the interval t n+1 -t n.
(27)
Case VI. At t n, the inventory position at I0 is zero, and it reaches its boundary K0
at the time of the completion at P3. In addition, the inventory position at I3 reaches its negative boundary during the interval t n+1 -t n.
Case VII. At t n, the inventory position at I0 is non-zero, and it reaches its positive boundary K0 before the time of the next completion at P3. In addition, the inventory position at I3 does not reach its negative boundary during the interval t n+1 -t n.
(29)
Case VIII. At t n, the inventory position at I0 is non-zero, and it reaches its positive boundary K0 before the time of the next completion at P3. In addition, the inventory position at I3 reaches its negative boundary during the interval t n+1 -t n.
The state transition matrix P has a structure similar to that expressed in equation (11) . The elements of P, Al,(l = 0,1,...), Bn, (n = 1,2,...) may be expressed as follows: The elements el, fn, gl,m and hn,m may be expressed as follows: Define the joint Palm probability vector of the end-product and kit inventory positions as
in which,
, and e is a column vector with all elements equal to 1.
The probability vector X is known as a matrix-geometric probability vector.
Noting that As in most prior studies (see Table 1 ), we assume that the processing time on machine P3 is exponentially distributed. This assumption facilitates calculations [e.g., evaluating the convolution ( ? * F (u)) in equation (5)]. It also reduces the assembly operation to an M/M/1/K0 queue for which models of the number of customers who are waiting upon completion of a service are well known.
However, it is emphasized that our modeling procedure is not restricted to a particular distribution for the processing time on assembly machine P3. In addition, our modeling procedure also describes the end-product inventory position. Let K0 = Finite capacity of the buffer I0. K3 = Maximum number of backorders allowed at buffer I3.
Using the distribution functions ? (t), T (t) and F (t), we find the following: Table 2 shows that the probability that kits will stock-out decreases as the capacity of buffer I0 increases. Also, the probability of observing buffer I0 filled to capacity decreases sharply as the capacity of I0 increases.
The steady state description of the system would be altered by observing at a random point in time. For example, the end-product inventory does not influence upstream operations, so the assembly operation may be modeled as an M/M/1/K0 queue (in this example) for which probabilities of kit inventory positions based on observing at a random point in time [e.g., 17] are given in Table 3 (w0, ..., w 106). The latter probabilities reduce monotonically so that wj+1 / wj = µ / v = 0.3 / 0.5 = 0.6 for j = 0, ..., K0; in contrast, the probabilities in Table 2 have z1 > z0 and then reduce monotonically as j increases. For the M/M/1/K0 queue, the probability of observing an empty queue is higher than that of observing any other state. Our model describes the system at instants at which completed assemblies leave machine P3, and the probability of observing an empty queue is low in each case because of the likelihood of arrivals while the assembly operation is being performed.
That the steady state description of kit inventory position is relative to the times at which the system is observed may be shown analytically [8] by considering the M/M/1/K0 system in which v = mean arrival rate, µ = mean service rate, and K0 = 1. In this case, the state space is [0, 1], and it is easy to show that w0 = µ / (v + µ ) and w1 = v / (v + µ ); and that, in contrast, z0 = 1 and z1 = 0, since the system can hold at most one kit and is observed at epochs of completion as a kit departs the server. Table 4 gives the long-run Palm probabilities of end-product inventory positions for kit buffer capacities of K0 = 3, 4, and 5. We observe, as expected, that the probability of end-product stock-out decreases as K0 increases, that a large kit buffer capacity at I0 reduces the chance of end-product stockout, and that the likelihood of observing more end-products in buffer I3 increases with an increase in the capacity of kit buffer I0. Table 5 shows the long-run average inventory positions of kits (from Tables 2 and 3 ) and of end-products (from Table 4 ). As expected, these results show that average inventory positions for both kits and end-products fall as the capacity of buffer I0 decreases. It is interesting to note that the average number of kits in-process observed at completion times (row 1 value from Table 5 ) is larger than the average number observed at a random point in time (row 2 value from Table 5 ) for each value of K0. This is true because observations made at completion times are biased by the likelihood of kit arrivals during the corresponding assembly operation. In contrast, observations made at random points in time are biased by the likelihood of observing an empty system. This bias provides further intuition of why z1 is the mode of the kit inventory position given by the Palm probabilities in Table 2 .
DISCUSSION AND CONCLUSIONS
This paper analyzes an assembly system in which kits arrive according to a Poisson process, assembly operation times are GI distributed, and customers are serviced by an end-product inventory.
Analyzing the work completion process as a Markov renewal process, we obtained our principal result which is the closed form solution for the distribution of the end-product inventory position.
Unfortunately, it is difficult to evaluate. However, we have shown that this system is amenable to analysis by the matrix-geometric approach so that the marginal distributions of both kit and endproduct inventory positions can be determined numerically. Since our approach is independent of the distributional assumption on assembly operation times, our results are stronger than those available in literature.
This analysis makes available a number of insights about the operation of stochastic assembly systems. For example, consider the effects that the location of the bottleneck makes on system performance. The bottleneck is the machine with the smallest processing rate:
argmin ( µ 1, µ 2, µ 3).
If the minimum is attained by machine P3, the queue in buffer I0 will continue to build and the system will not reach steady state (unless K0 is finite). If the minimum is attained by part processing machine P1 (P2), it will determine the throughput rate of the entire system; the buffer at I2 (I1) will tend to build so that parts will be rejected there at the rate of µ 2 -µ 1 ( µ 1 -µ 2).
Any imbalance in rates µ 1 and µ 2 would result in the rejection of parts, since it is possible to sustain a throughput rate of only min( µ 1, µ 2). Line balancing and workload smoothing techniques could, perhaps, be used to balance production rates at the machines.
For the case in which µ 1 = µ 2 = µ and K1 = K2 = K, as µ increases, K must also increase to maintain the same level of modeling accuracy, since µ / K < e must hold. This relationship quantifies the intuitive expectation that buffer capacity must be increased with µ so that parts arriving at the higher rate are not rejected.
While the assembly of two "parts" may appear to be a trivial system, it is not, since it is the basic building block for complex, multi-echelon assembly. For example, a mainframe progresses down an assembly line and a different kit of parts is processed and delivered to each station for assembly to the mainframe. Thus, each station has two input streams, the mainframe and a kit of parts. The demand at rate ? 3 on buffer I3 may thus be viewed as requests for mainframes by the second station in the assembly process.
Results show that kit buffer capacity plays an important role in designing the assembly system. A larger capacity of the kit buffer reduces the risks of kit stock-out as well as end-product stock-out.
Also, blocking at I0 can be avoided by increasing the kit buffer capacity. This paper opens new opportunities for future research, for example, by extending the approach to deal with multiple parts and by addressing multi-echelon assembly.
REFERENCES
[1]
F. Bonomi, An approximate analysis for a class of assembly-like queues, Queueing Systems: Theory and Applications 1 (1987)289. 
