In the past decades, multigrid methods for linear systems having multilevel Toeplitz coefficient matrices with scalar entries have been largely studied. On the other hand, only few papers have investigated the case of block entries, where the entries are small generic matrices instead of scalars. In that case the efforts of the researchers have been mainly devoted to specific applications, focusing on algorithmic proposals but with very marginal theoretical results.
Introduction
We are interested in solving large positive definite linear systems arising from particular finite element approximation of partial differential equations (PDEs) or coupled systems. As examples we consider the quadrilateral Lagrangian finite element methods (FEM) and staggered discontinuous Galerkin (DG) methods for the incompressible Navier-Stokes equations, see [16, 10, 11] . In these applications, when the PDE has constant coefficients, the resulting matrices possess a natural block-Toeplitz structure, up to a low rank correction due to boundary conditions. A block-Toeplitz matrix has a Toeplitz structure (constant entries along the diagonals), where the entries are generic small d × d matrices instead of scalars. With reference to the block-Toeplitz character, other possible applications are coupled systems of integro-differential equations: whenever the discretization of each equation has a Toeplitz structure, rearranging the unknowns by a proper permutation, the associated linear system retrieves the already mentioned block-Toeplitz structure, see [7, 19] .
After the seminal papers on multigrid methods for Toeplitz matrices investigated in [14, 3] , the results have been extended to multidimensional problems including the V-cycle convergence analysis, see [2] and reference therein. A multigrid methods for block Toeplitz matrices has been proposed in [18] and studied in the case of diagonal block symbol (defined below). This was then adapted and further analysed for specific applications, like those considered in [10, 9] , but the results are strictly related to the block (multilevel) Toeplitz matrices in question. In practice, when the block symbol is not diagonal, there is still a substantial lack of an effective projection proposal and of a rigorous convergence analysis.
The first aim of the paper is to generalize the existing convergence results in the scalar settings for systems with coefficient matrix in the circulant algebra associated with a matrix-valued symbol. According to the relevant literature, the classical Ruge and Stüben convergence analysis in [21] is applied in order to split the two-grid convergence in smoothing property and approximation property. The smoothing property is proved for damped Jacobi with the relaxation parameter chosen in an interval depending on the symbol.
The proof of the approximation property provides a generalization of the two conditions present in the scalar and requires a further commutativity condition on the matrix-valued symbol of the grid transfer operator. In order to extend the results to V-cycle, we propose a measure of the ill-conditioning of the symbol at the coarser levels in order to choose a robust grid transfer operator.
We exploit the algebra structure of circulant matrices for the theoretical analysis of the two-grid and V-cycle algorithms, and we consider Toeplitz matrices for practical applications. This is a common approach and it is supported by the fact that the symbol analysis for Toeplitz matrices is an algebraic generalization of the local Fourier analysis of multigrid methods, see [8] .
Finally, we present some numerical results for quadrilateral Lagrangian FEM and staggered discontinuous Galerkin methods for the incompressible Navier-Stokes equations. The results confirm the theoretical analysis proving an optimal convergence rate also for the V-cycle. Here for optimal rate we mean that the convergence speed is linear and independent of the matrix size and often mildly depending on other relevant parameters such as the dimensionality of the domain or the polynomial degree in the considered FEM/DG methods.
The paper is organized as follows. In Section 2 we fix the notation and we recall the main properties of block-circulant matrices with their main algebraic, structural, and spectral properties. In Section 3 we give an overview on the two-grid method with a particular focus on the convergence results. In Section 4 we briefly sketch the basic ideas for defining the projecting operators for block-circulant matrices. Convergence analysis and optimality proof of the two-grid technique are reported in Section 5. As a conclusion of the theoretical analysis, we define an ill-conditioning of the coarse problem in order to choose a robust grid transfer operator for the V-cycle method. In Section 7 we study the applicability of our two-grid and V-cycle procedures to linear systems stemming from the approximation of differential operators. In particular, in Subsections 7.1-7.2 we will report numerical results for the Q deg Lagrangian FEM applied to the Poisson problem. In Subsection 7.3 we will focus instead on the matrices arising from the discretization by staggered discontinuous Galerkin methods of the incompressible Navier-Stokes equations. Section 8 contains conclusions and discusses few issues to be considered in future works.
Notation
In the current section we fix the notation for matrix and function norms, matrix-valued trigonometric polynomials, block-Toeplitz and block-circulant matrices.
Norms
Given 1 ≤ p < ∞ and a vector x ∈ C n , we denote by x p the p-norm of x and by | · | p the associated induced matrix norm over C n×n . If X is positive definite, · X = |X 1/2 · | 2 denotes the Euclidean norm weighted by X on C n . Moreover, if we denote by σ j (X), j = 1, . . . , n, the singular values of a matrix X ∈ C n×n , · 1 is the so called trace-norm on C n×n defined by · 1 = n j=1 σ j (·), and · ∞ = max j=1,...,n σ j (·) is the spectral norm. Finally, if X and Y are Hermitian matrices, then the notation X ≤ Y means that Y − X is nonnegative definite.
Block-Toeplitz matrices
Let M d be the linear space of the complex d × d matrices and let f :
We say that f ∈ L p (d) (resp. is measurable) if all its components f ij : Q → C, i, j = 1, . . . , d, belong to L p (d) (resp. are measurable) for 1 ≤ p ≤ ∞. Definition 1. Let the Fourier coefficients of a given function f , defined as f ∈ L 1 (d), bê
Then, the block-Toeplitz matrix associated with f is the matrix of order dn given by
where ⊗ denotes the (Kronecker) tensor product of matrices. The term J (j) n is the matrix of order n whose (i, k) entry equals 1 if i − k = j and zero otherwise.
The set {T n (f )} n∈N is called the family of block-Toeplitz matrices generated by f , that in turn is referred to as the generating function or the symbol of {T n (f )} n∈N .
Block-circulant matrices
In the scalar case, when d = 1, if f is a polynomial we can define the circulant matrix generated by f by
, the grid points θ (n) i are 2πi n and i belongs to the index range I n = {0, . . . , n − 1}. Circulant matrices form an algebra C of normal matrices.
In the block-case, d > 1, if f ∈ M d is a matrix-valued trigonometric polynomial the block-circulant matrix generated by f is defined as
where ⊗ is the tensor (Kronecker) product of matrices and diag i∈In (f (θ (n) i )) is the block-diagonal matrix where the block-diagonal elements are the evaluation of f on the grid points θ (n) i , i ∈ I n . The matrix A n has size dn × dn.
Two-grid method
Let A n ∈ C n×n , and x n , b n ∈ C n . Let p k n ∈ C n×k , k < n, be a given full-rank matrix and let us consider a class of iterative methods of the form
where A n = W n − N n , W n nonsingular matrix, V n := I n − W −1 n A n ∈ C n×n , andb n := W −1 n b n ∈ C n . A Two-Grid Method (TGM) is defined by the following algorithm: Steps 1. → 5. define the "coarse grid correction" that depends on the projecting operator p k n , while Step 0. and Step 6. consist, respectively, in applying ν pre times and ν post times a "pre-smoothing iteration" and a "post-smoothing iteration" of the generic form given in (1) . The global iteration matrix of the TGM is then given by
In the present paper, we are interested in proposing such a kind of techniques in the case where A n is a block-circulant matrix. First we recall some general convergence results from the theory of the algebraic multigrid method given in [21] . For the optimality proof of TGM we need the following result, see [21, Theorem 5.2] and [2, Remark 2.2]. Theorem 1. Let A n be a positive definite matrix of size n and let V n be defined as in the TGM algorithm. Assume
∀x n ∈ C n ,
Then γ ≥ α post and
Conditions (a) and (b) are usually called "smoothing property" and "approximation property", respectively.
Since α post and γ are independent of n, if the assumptions of Theorem 1 are satisfied, then the resulting TGM is not only convergent but also optimal. In other words, the number of iterations in order to reach a given accuracy ǫ can be bounded from above by a constant independent of n (possibly depending on the parameter ǫ).
Of course, if the given method is complemented with a convergent pre-smoother, then by the same theorem we get a faster convergence. In fact, it is known that for square matrices A and B the spectra of AB and BA coincide.
Therefore TGM(V 
Projecting operators for block-circulant matrices
The choice the prolongation and restriction operators in order to validate the approximation condition is crucial for TGM convergence and optimality. In the current section, we define the structure of projecting operators p k n for the block-circulant matrix A n (f ) generated by a trigonometric polynomial f : Q → M d . On the one hand, p k n projects the problem into a coarser one, "cutting" the matrix A n (f ), on the other hand the "cut" and projected matrix should maintain the same structure and the properties of A n (f ). Hence, as projector p k n we choose the product between a matrix A n (p) in the algebra, where p is a trigonometric polynomial, and a cutting matrix K T n ⊗ I d (K n defined in Table 1 ). The equality in Table 1 line 5 plays a basic role in maintaining the matrix algebra structure on subgrids, as we will see in Proposition 1. We note that, from the definition of k in Table 1 , n must be even. We are left to determine the conditions to be satisfied by A n (p) (or better by its generating function p), in order to get a projector which is effective in terms of convergence.
TGM conditions
Let A N = A n (f ), N = N (d, n) = dn, with f matrix-valued trigonometric polynomial, f ≥ 0, and let p k n = A n (p)(K T n ⊗ I d ) with p matrix-valued trigonometric polynomial. Define Θ 0 as the set of points θ such Object Definition in the circulant algebra that λ j (f (θ)) = 0 for some j. Assume that, for θ ∈ Θ 0 , λ j (f (θ + π)) = 0 for all j = 1, . . . , d, which also implies that the set Θ 0 is a finite set. Choose p(·) diagonalizable such that the following relations
are fulfilled.
Remark 1. Notice that condition (4) implies that there exists a unitary transform U (·) and a diagonal matrix-valued function
Before proving that the above conditions are sufficient to assure the TGM optimality, we consider a crucial result both from a theoretical and a practical point of view.
Proposition 1. Let f be a nonnegative definite matrix-valued function, k defined as in Table 1 , K = dk, p k n = A n (p)(K T n ⊗ I d ) ∈ C N ×K , with p trigonometric polynomial satisfying condition (2) for any zero eigenvalue of f and globally the condition (3). Then the matrix
Proof. Using the notation in Table 1 , we have that
this is again a block-circulant matrix of size K. From the structure off is clear that if f is nonnegative definite alsof is nonnegative definite.
Proof of convergence
The current section is divided into two parts. In Subsection 5.1 we prove the optimality of the two-grid method validating both the smoothing and the approximation conditions. In Subsection 5.2 we provide a procedure to extend optimality to the V-cycle method focusing on the ill-conditioning of the coarse problem.
TGM convergence
Concerning the validation of the smoothing property, the proof for block-circulant matrices is a slight modification of the one for multilevel scalar-circulant matrices found in [22] . We report it in full for completeness.
in Theorem 1 holds true (and the best value of α post is α post,best = 1/ f ∞ ).
Proof. By setting
with α post > 0 independent of n, that is
By making some algebraic manipulations, the quoted relation can be rewritten as
where the latter is equivalent to requiring that the inequality
hold for any eigenvalue λ of the Hermitian (positive definite) matrix A N with α post > 0 independent of n.
Since A N ∞ ≤ f ∞ , and A N is positive definite (the eigenvalues are real and positive), the eigenvalues of A N lie in the range (0, f ∞ ]. Therefore a necessary and sufficient condition such that (6) holds for any n is that
The result of Lemma 1 can be easily generalized when considering both pre-smoothing and postsmoothing as in [1] .
The following result shows that TGM conditions (2), (3) and (4) are sufficient in order to satisfy the approximation property.
be the projecting operator defined as in Table 1 and with p(θ) ∈ M d diagonalizable trigonometric polynomial satisfying conditions (2), (3) and (4). Then, there exists a positive value γ independent of n such that inequality (b) in Theorem 1 is satisfied.
Proof. In order to prove that there exists γ > 0 independent of n such that for any
we choose a special instance of y in such a way that the previous inequality is reduced to a matrix inequality in the sense of the partial ordering of the real space of the Hermitian matrices. For any
We observe that (p k n ) H p k n is invertible, indeed, using the same arguments of Proposition
where the latter is equivalent to the matrix inequality
As a consequence, the preceding matrix inequality can be rewritten as
Now, using the notation in Table 1 , the matrix p k n = A n (p)(K T n ⊗ I d ) can be expressed according to
Now, it is clear that there exists a suitable permutation by rows and columns of (F H n ⊗ I d )W N (p)(F n ⊗ I d ) such that we can obtain a 2d × 2d block-diagonal matrix of the form
Therefore, by considering the same permutation by rows and columns of (F H n ⊗ I d )A N (F n ⊗ I d ) = ∆ N (f ), condition (8) is equivalent to requiring that there exists γ > 0 independent of n such that, ∀j = 0, . . . , k − 1
.
We define the set H = {η|η ∈ {θ, (θ + π) mod 2π}, where θ ∈ Θ 0 } . Due of the continuity of p and f it is clear that the preceding set of inequalities can be reduced to requiring that a unique inequality of the form
holds for all θ ∈ [0, 2π)\H. Let us define q(θ) = (p(θ) H p(θ)+ p(θ + π) H p(θ + π)) −1 . By simple computations, using condition (4) and Remark 1 the previous inequality becomes
Let us define the matrix-valued function
By the Sylvester inertia law [17] , relation (9) is satisfied if
is satisfied, which is equivalent to show that the matrix-valued function R(θ) is uniformly bounded in the spectral norm. Using again the commutativity hypothesis (4), we can write R(θ) as
We prove that R(θ) is uniformly bounded in the spectral norm by proving that all its components are uniformly bounded in the norm | · | 1 . For all θ ∈ [0, 2π)\H, we can write
Noticing that
and using conditions (2) and (3), we can find δ such that |R 1,1 (θ)| 1 < δ for all θ ∈ [0, 2π)\H.
The uniform boundedness of the other components of R(θ) can be proven in an analogous way, recalling that if θ belongs to Θ 0 , then f is nonsingular in θ + π. This implies that the matrix-valued function R(θ) is uniformly bounded in the 1-norm. Since the matrix dimension of R(θ) is fixed for all θ and equal to 2d, the equivalence between the 1-norm and the spectral norm lets us conclude the proof.
MGM convergence and optimality
In the current subsection we consider a problem of Laplacian type i.e. A n (f ) ≥ 0 generated by a trigonometric polynomial f : Q → M d , f ≥ 0, that has a nonnegative minimal eigenvalue function λ min (f ) with a unique zero in the origin of order two.
In order to select a projector p k n that ensures the convergence and optimality of the multigrid procedure applied to A n (f ), we study the quantity
which gives an estimate of the ill-conditioning of the coarse problem at level j. Indeed the conditioning of the matrix A nj (f j ) depends on λ max (f j ) ∞ and λ ′′ min (f j ) 0 , which measure the magnitude of the maximum eigenvalue function λ max (f j ) and how flat the minimal eigenvalue function is around the origin, respectively. We select a class of projectors p k(j) n(j) (z) = A n(j) (p z )(K T n(j) ⊗ I d ) according to the theoretical analysis of Section 4 with p z (·) of form
where e is the vector of all ones of length d. Note that
hence the eigenvalue functions of p z (·) have a zero at π of order two for all z > 0, which is the desirable property for Condition (2) . Moreover, the matrix-valued function p z (·) trivially satisfies Condition (4), since its eigenvector functions are constant.
In the following section we will study the conditioning κ(f z,j ), wheref z,j is the generating function at level j obtained using p z (·). In particular we will look for a z > 0 such that
that guarantees that the behaviour of the minimal eigenvalue function around the origin remains unchanged at the coarser levels.
Extension to 2D case
In the following we show how it is possible extend the MGM convergence results in the multidimensional setting. Let n := (n 1 , . . . , n k ) be a multi-index in N k and set N (d, n) := d k i=1 n i . In particular we show how to generalize projector p k n for the k−level block-circulant matrix A N = C n (f ) of dimension N (d, n) generated by a multilevel block-circulant trigonometric polynomial f . For a complete discussion on the multi-index notation, see [15] . 
where the Fourier coefficients of f are given by
where j, θ = k t=1 j t θ t and the integrals in (1) are computed componentwise. If f is defined ad in (13), then the nth multilevel block-circulant matrix associated with f is the matrix of order N (d, n) given by
where e = (1, . . . , 1) ∈ N k , j = (j 1 , . . . , j k ) ∈ N k and Z j ξ n ξ is the n ξ × n ξ matrix whose (i, h)th entry equals 1 if (i − h) mod n ξ = j ξ and 0 otherwise.
Analogously to the scalar case, we want to construct the projectors from an arbitrary multilevel block circulant matrix C n (p), with p multivariate matrix-valued trigonometric polynomial of degree c independent of n. Hence we define the projector
where K n the N (1, n) × N (1,n) 2 k matrix defined by K n = K n1 ⊗ K n2 ⊗ · · · ⊗ K n k and C n (p) is a multilevel block-circulant matrix generated by p.
In the next section we will see how an analogous procedure can be applied to multilevel Teoplitz structures. In particular, in Subsections 7.2 and 7.3 we apply the V-cycle procedure to bilevel Toeplitz matrices (k = 2), assuming n = (n, n).
Numerical Examples
In the current section we give numerical evidence of the results proven in Section 5. We will deal with general Toeplitz matrices generated by a matrix-valued trigonometric polynomial, instead of block-circulant matrices. We expect that the theoretical results of Section 5 still hold, since the analysis for Toeplitz matrices is an algebraic generalization of the Local Fourier Analysis of multigrid methods [8] .
As far as the choice of the right-hand side is concerned, we impose that the solution x of the linear system T n (f )x = b is a uniform sampling of the sine function on [0, π]. We compute the right-hand side b as b = T n (f )x.
The structure of the projector slightly changes for block-Toeplitz matrices, in order to preserve the structure at coarser levels. The dimension of the problem at level t becomes N = nd, with n of the form 2 t − 1. The cutting matrix K n takes the form
and, for a matrix-valued trigonometric polynomial p, the projector is
In Subsection 7.1 we present strategies for an implementation of both TGM and MGM for Q deg Lagrangian FEM stiffness matrices for the second order elliptic differential problem on [0, 1].
In Subsection 7.2 we consider the two-dimensional problem, i.e. we study multigrid methods for the Q deg Lagrangian FEM stiffness matrices for the second order elliptic differential problem on the unit square.
In Subsection 7.3, we apply our multigrid strategies to the matrices stemming from the discretization by staggered discontinuous Galerkin methods of the incompressible Navier-Stokes equations.
Apart from the first example, we will use the Gauss-Seidel method as a smoother. The method damps the high frequencies, which makes it a suitable smoother for our problems.
In Subsection 7.1 we also present results with the relaxed Jacobi method as a smoother. We state the following remarks to show how to choose the relaxation parameter ω for the applicability of Lemma 1 to the Jacobi method.
Remark 2. For the relaxed Richardson method with iteration matrix V n := I N − ωT n (f ), we follow the proof of Lemma 1 and we see that, in order to satisfy relation (a) in Theorem 1, there should exist α post > 0 such that
For the existence of such a α post > 0, the right-hand side should be greater than 0, and this leads to the following quadratic inequality:
Remark 3. The iteration matrix of the relaxed Jacobi method is V n := I N − ωD −1 n T n (f ), where D n is a diagonal matrix with the same diagonal as T n (f ). We define the matrixD n := min j=1,...,d a (j,j) 0 I N and we notice thatD −1 n ≥ D −1 n . Applying to the matrix I N − ωD −1 n T n (f ) the same idea that we used for the Richardson method in Remark 2, we obtain that relation (a) in Theorem 1 is satisfied if ω verifies the following inequality: 
The resulting stiffness matrix of size (deg ·n−1)×(deg ·n−1) is nK
with the subscript − denoting that the last row and column of T n (f ) are removed. This is because of the homogeneous boundary conditions.
The construction of the matrix and the symbol is given in [16] . The deg × deg matrix-valued generating function of T n (f ) is
In the following we want to apply the MGM strategy to the matrix A N = T n (f ), for different choices of deg. Indeed there exist n points θ (n) i and a unitary transform Q n such that
Moreover in [16] authors prove that there exists a constant c deg > 0 such that, for all θ c deg (2 − 2 cos θ) ≤ λ min (f (θ)) ≤ 2 − 2 cos θ, which guarantees that λ min (f (θ)) has a zero of order 2 at the origin.
TGM in the deg = 2 setting
In Example 1 of [16] the case for deg = 2 is presented. In particular, the explicit expressions of a 0 , a 1 are given by
Moreover, it is possible to diagonalize f as
where the eigenvalue functions λ 1 (f (θ)), λ 2 (f (θ)) of f are given explicitly by and U : Q → M 2 is the matrix-valued function containing the eigenvectors of f . The hypotheses requested in Section 4 that ensure the convergence and optimality of the TGM for T n (f ) are satisfied using p z in the construction of the projector.
However, we notice that p z has and additional property. It can be shown by direct computation that f (0)p z (0) = p z (0)f (0) for every choice of z > 0. This implies that f (0) and p z (0) are simultaneously diagonalized by the same unitary transform. Therefore, we can control the ill-conditioning of the coarser problems in the subspace associated to θ = 0 by taking different values of z. This will be useful for the study of the V-cycle method. Now we implement a two grid procedure for T n (f ) and we study the number of iterations that the method requires to reach the desired tolerance varying n and for different choices of z.
In order to find the relaxation parameters for the Jacobi method we should compute the quantities in inequality (18) . We see from formula (21) that min j=1,...,s a So, according to inequality (18) , our Jacobi relaxation parameter ω should be smaller than or equal to 7/8. In order to damp the error both in the middle and in the high frequencies, we take a different parameter for the pre-smoother and the post-smoother. For the pre-smoother, we take the greatest admissible value, ω pre = 7/8, and for the post-smoother we take ω post = 2ω pre /3 = 7/12.
In Tables 2-3 we report for z = 1, . . . , 5 the number of iterations needed for achieving the tolerance ǫ = 10 −7 when increasing the matrix size and using p z in the construction of the projector and with two different smoothers. Table 2 shows the results using as pre-and post-smoother one iteration of the Jacobi method with relaxation parameters ω pre = 7/8 and ω post = 7/12. Table 3 shows the results using as preand post-smoother one iteration of the Gauss-Seidel method with ω pre,post = 1.
As expected, in both cases we can observe that for all z = 1, . . . , 5 the number of iterations needed for the TGM convergence remains almost constant, when increasing the size N , confirming the optimality of the method for every choice of z.
MGM in the deg = 2 setting
In order to maintain the optimality of the iterations also for the MGM we should look for the best choice of the parameter z such that the behaviour of λ min (f z,j ) around the origin remains unchanged at the coarser levels, that is, for different choices of z, we check if λ min (f z,j ) satisfies condition (12) . t n = 2 t − 1 N=2n z = 1 z = 2 z = 3 z = 4 z = 5 3 7 14 28 28 28 28 28 Table 3 : Number of iterations for the Two-Grid method applied to the Q 2 Lagrangian FEM Stiffness matrix, using as pre-and post-smoother one iteration of Gauss-Seidel method with ωpre,post = 1 and tolerance ǫ = 10 −7 .
By direct computation, we derive the formula
The latter implies that for values of z smaller than √ 2, the quantity λ ′′ min (f z,j ) 0 tends to zero as j tends to ∞. This suggests that for z < √ 2 the conditioning becomes worse as the levels get coarser. This is numerically confirmed in Table 4 where the condition numbers κ(f z,j ) are listed for z = 1, 2, 3, 4 and j = 1, 2, 3, 4. Therefore we should avoid the choice p k(j) n(j) (1) as projector. Indeed, Tables 5-6 highlight that the number of iterations needed for the MGM convergence, with the desired tolerance, depends on the matrix size with z = 1, whereas it remains almost constant for z > √ 2 as n increases. 3  7  14  28  28  28  28  28  4  15  30  65  34  34  35  39  5  31  62  155  36  34  35  38  6  63  126  407  39  34  35  39  7  127  254  1144  42  34  35  38  8  255  510  3365  45  35  35  37  9  511  1022 4000+  48  35  35  37  10  1023  2046 4000+  50  35  35  37  11 2047 3  7  14  15  15  15  15  15  4  15  30  28  19  16  17  18  5  31  62  67  21  19  20  21  6  63  126  171  23  21  21  23  7  127  254  467  26  22  23  26  8  255  510  1343  29  23  26  28  9  511  1022  3992  31  24  28  30  10  1023  2046 4000+  33  27  29  32  11  2047  4094 4000+  35  28  30  33  12  4095  8190 4000+  36  29  31  34  13  8191  16382 4000+  38  29 32 34 TGM and MGM in the deg > 2 setting
We implemented the analogous TGM for polynomial degrees 3 and 4. From Tables 7-8 we see that the number of iterations to achieve the desired tolerance still remains constant as the matrix size increases. However, we notice that this constant depends on the polynomial degree deg. Achieving optimality from this point of view is beyond the scope of this paper.
The analysis on the condition number that we exploited for deg = 2 can be repeated assuming that Conjecture 3 (numerically verified for deg = 3, 4) holds.
Conjecture 3. For every deg > 0, j > 0, z > 0 there exists c z,deg > 0 such that the following equality holds
The numerical experiments confirm the theoretical analysis deriving from the previous conjecture, as we can see from the number of iterations obtained for deg = 3, 4 in Tables 9-10 . Indeed, analogously to the case deg = 2, we observe that we should avoid to take z = 1, for which λ ′′ min (f z,j ) 0 tends to 0 as j tends to ∞. t n = 2 t − 1 N=(2n − 1) 2 z = 1 z = 2 z = 3 z = 4 z = 5  3  7  169  62  31  22  20  19  4  15  841  151  40  24  22  23  5  31  3721  314  42  22  20  19  6  63  15625  888  51  23  19  19  7  127  64009  2724  63  26  25  25  8  255  259081  4000+  73  27  23  22  9  511  1042441  4000+  80  27  23  24  10  1023  4182025  4000+  84  27  24  25   Table 11 : Number of iterations for the V-cycle method applied to the Q 2 Lagrangian FEM Stiffness matrix for the twodimensional problem, pre-and post-smoother 1 iteration of Gauss-Seidel with ωpre,post = 1, tolerance ǫ = 10 −7 . schemes on structured, adaptive Cartesian and unstructured edge-based staggered grids was proposed in [5] and [12] . In particular, we focus on the case where the degree of the polynomial Discontinuos Galerkin discretization deg is fixed and equal to 2.
The incompressible Navier-Stokes equations consist in a divergence-free condition for the velocity
and a momentum equation that involves non-linear convection, the pressure gradient and viscosity effects:
Here, v is the velocity field; p is the pressure; ν is the kinematic viscosity coefficient and F = v ⊗ v is the tensor containing the non-linear convective term. One of the crucial parts of the method proposed is to find the unknown pressure degrees of freedom at each time step. For a fixed dimension of the space equal to 2 these unknowns can be obtained solving a large linear systems of form:
where n = (n 1 , n 2 ) and n 1 , n 2 are the total number of elements in each direction. Consequently the coefficient matrix size N grows to infinity as the approximation error tends to zero. In [11] the structural properties of the positive definite matrix sequence {A N } has been studied. In particular, for deg = 2 and n = (n, n), the 9n 2 × 9n 2 matrix A N can be decomposed as
Here T n (f ) is the Toeplitz matrix T n (f ) = [a i−j ] n i,j=e generated by f : [−π, π] 2 → C 9×9 , with f (θ 1 , θ 2 ) = a (0,0) + a (−1,0) e −ıθ1 + a (0,−1) e −ıθ2 + a (1,0) e ıθ1 + a (0,1) e ıθ2 .
The matrix E n is a low-rank perturbation, nonnegative definite and its rank grows at most proportionally to n. Hence, we focus on an optimal multigrid procedure for the linear system which has the Toeplitz matrix T n (f ) as coefficient matrix. Indeed, from [22] , if A n and B n are two positive definite matrices, with A n ≤ θB n , for some positive θ independent of n, then, if a multigrid procedure is optimal for the system with coefficent matrix A n then the same algorithm is optimal for the system with coefficent matrix B n . Moreover, in [11] authors prove that λ min (f (θ 1 , θ 2 )) has a zero of order 2 at the origin and they exploit this information to propose a two grid procedure with a projector of the form p k n = (T n (p z ) ⊗ T n (p z )) K T n ⊗ I 9 .
The latter is a natural extension in the multilevel block-Toeplitz setting of a projector of the form described in Subsection 5.2 with z = 1.
In Table 13 , we see that the same projector (with z = 1) and smoother (Gauss-Seidel) do not yield an optimal MGM. However, the study of the ill-conditioning of the coarse problem suggests to try different values of z. Indeed, for z = 2, . . . , 5 the number of iterations needed for achieving tolerance ǫ = 10 −7 remains almost constant as the matrix size grows. t n = 2 t − 1 N=9n 2 z = 1 z = 2 z = 3 z = 4 z = 5 3  7  441  13  13  13  13  13  4  15  2025  19  14  14  15  15  5  31  8649  36  15  15  16  17  6  63  35721  83  17  16  18  20  7  127  145161  220  18  17  20  21  8  255  585225  635  19  19  22  23   Table 13 : Number of iterations for the V-cycle method applied to the staggered DG matrix for the incompressible Navier-Stokes equations, with pre-and post-smoother 1 iteration of Gauss-Seidel with ωpre,post = 1, tolerance ǫ = 10 −7 .
Conclusions and Future Developements
In the past decades, multigrid methods for linear systems having multilevel Toeplitz coefficient matrices with scalar entries have been largely studied. Conversely, the case of block entries has been considered only for specific applications and without taking care of a general convergence theory. Here the main aim was to start filling this gap. The theoretical analysis indicates that the generalization is not trivial since the commutativity played an essential role in the scalar case and here is cannot be used.
Among the numerous applications that lead to the block Toeplitz structure, we have considered high order Lagrangian FEM and staggered DG methods. The numerical results have confirmed the effectiveness of our proposal and the consistency of the proposed theoretical analysis.
We observe that our theoretical results can be useful to mathematically support the projection strategies proposed in several applications. For example the choice of the projector for tensor rectangular FEM Q deg approximations of any dimension k based on a geometric approach [13] .
Among the open problems we can list the full convergence analysis for the V-cycle, a deeper analysis of role of the non-commutativity in the block setting, and the choice of more efficient smoothers especially in the multilevel setting. In fact, in the case of multivariate PDE, we encounter multilevel block structures and the computational cost of Gauss-Seidel is too high for the method to be competitive with existing solvers, since the bandwidth of the matrix depends on the matrix-size. We remind that we used it in our numerical computations, just for showing the robustness of the projectors, but an efficient choice of the smoothers is computationally important and it has to be the subject of future investigations.
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