Our previous constructions of Borchers triples are extended to massless scattering with nontrivial left and right components. A massless Borchers triple is constructed from a set of left-left, right-right and left-right scattering functions. We find a correspondence between massless left-right scattering S-matrices and massive block diagonal S-matrices. We point out a simple class of S-matrices with examples.
Introduction
Here we further study our operator-algebraic approach to constructing quantum field models in the two-dimensional spacetime. In the previous works we have established the general theory of (wedge-local) massless excitations [19, 41] and constructed several families of examples [41, 7] . It has been revealed that from a pair of chiral components of conformal field theory and an appropriate S-matrix one can construct the von Neumann algebra corresponding to the wedge-shaped region. The operators in strictly local regions are to be determined through the intersection of such wedges [8] . In our previous result, we considered only simple particle spectrum. Here we allow multiple particle spectrum. Given a set of massless S-matrix, we construct a Borchers triple, which is a weakened notion of HaagKastler net. A corresponding massive result has been obtained in [28] . We show also that given a set of massless S-matrix, it is possible to construct a massive Borchers triple. This provides a simple class of massive models. In addition, with this transparent formulation we exhibit a family of concrete examples of S-matrix, both massless and massive. Finally, we consider a restriction of a two-dimensional model on the lightray. A novel strategy to construct two-dimensional models is proposed and several candidates for this program are discussed.
There is another approach to integrable quantum field theory, the so-called form factor bootstrap program [40, 21] . One takes a Lagrangian, and after discussing its symmetry, one conjectures the S-matrix. The Hilbert space is identified with the Fock space twisted by the S-matrix and the local operators are obtained when one finds the set of matrix components which satisfy the so-called form factor equations. This program has seen many interesting developments, including form factors of several S-matrices (e.g. [46, 4] for massless Smatrices and [17, 32] for form factors). In massless models there are so-called left-left, right-right and left-right S-matrices [4] . We formulate the properties of S-matrix in terms of operator algebras and construct corresponding Borchers triples. Using an analogous twist as [43] , it turns out that the same set of S-matrices can be used to construct a massive Borchers triple. This provides us an infinite family of concrete S-matrices.
There is another correspondence between one-and two-dimensional theories, namely one can simply restrict a two-dimensional net to the lightray. The full two-dimensional theory is remembered through a one-parameter semigroup of Longo-Witten endomorphisms. Several conjectures have been made, for example, the SU(2)-Thirring model should correspond to the SU(2)-current algebra, or an asymptotically free theory should correspond to the free current (c.f. [10, 28] ). We are not going to prove these conjectures. Rather, we will argue that any of such correspondence would lead to further new two-dimensional Haag-Kastler nets. Although we still do not have any nontrivial example to which this program applies, it could in principle go beyond integrable models in which the particle number is always conserved. This paper is organized as follows. In Section 2 we collect the notions in the operatoralgebraic approach to QFT, especially those oriented to scattering theory and conformal field theory. Section 3 treats massless integrable models. We define two-particle S-matrix and construct the corresponding Borchers triples. It is shown that a class of massive Smatrix can be used to construct massless S-matrix. Then we observe that such a massless S-matrix can be turned into a massive S-matrix in Section 4. We exhibit the correspondence between one-and two-dimensional models in Section 5. Several existing conjectures are explained and a possible strategy for new two-dimensional models is presented. We gather open problems in Section 6.
Parts of this paper are based on the Ph.D. thesis of the author (M.B.) [6] .
Preliminaries
Here we collect fundamental notions in the operator-algebraic approach to scattering theory. In fact, many of them are generalizations of the ones which we considered before [41, 7] . Some properties remain valid for such generalizations. We will be brief in recalling them and refer the reader to the papers above and the reference therein.
Borchers triples
In the operator algebraic approach, a quantum field theoretical model is realized as a Haag-Kastler net [23] , a family of von Neumann algebras with additional structures. On the two-dimensional spacetime, Borchers discovered that it is possible to reconstruct the whole net from just a single von Neumann algebra and the spacetime translation [8] .
A Borchers triple on a Hilbert space H is a triple (M, T, Ω) of a von Neumann algebra M, a unitary representation T of R 2 and a unit vector Ω, such that:
(1) If a ∈ W R , then Ad T (a)(M) ⊂ M, where W R := {(a 0 , a 1 ) ∈ R 2 : a 1 > |a 0 |} is called the right standard wedge.
(2) The joint spectrum of T is contained in the closed forward lightcone V + := {(a 0 , a 1 ) ∈ R 2 : a 0 ≥ |a 1 |}.
(3) Ω is cyclic and separating for M.
For the relation between Haag-Kastler nets and Borchers triples, see our summary [43, Section 2.1]. In short, a Haag-Kastler net gives a Borchers triple and a Borchers triple corresponds to a "weakly localized" net. If Ω is cyclic for the von Neumann algebra M ∩ Ad T (a)(M ′ ) for any a ∈ W R , one can construct a Haag-Kastler net and in this case we say that the Borchers triple (M, T, Ω) is strictly local. In Sections 3 and 4 we construct Borchers triples and Section 5 is concerned with strictly local triples.
The massive scalar free field
The simplest Borchers triple is constructed from the simplest quantum field. The oneparticle Hilbert space of the free scalar field of mass m > 0 is given by H m := L 2 (R, dθ) and the translation acts by (T m (a)ψ)(θ) = e ipm(θ)·a ψ(θ), where p m (θ) := (m cosh(θ), m sinh(θ)) parametrizes the mass shell. We need the unsymmetrized Hilbert space H Σ m := H ⊗n m and the symmetrized Hilbert space H r := P n,sym H ⊗n m , where P n,sym is the projection onto the symmetric subspace.
Let a † r and a r be the creation and annihilation operators as usual (see [43, Section 2.3] . In our notation, a † r (ψ) is linear and a r (ψ) is antilinear with respect to ψ). The (real) free field φ r is defined by
where f is a test function S (R 2 ) and J m ψ(θ) = ψ(θ). Our von Neumann algebra is
The translation on the full space is the second quantized representation T r := Γ(T m ) and there is the Fock vacuum vector Ω r ∈ H r . This triple (M r , T r , Ω r ) is the Borchers triple of the free field. Of course this is strictly local and the corresponding net is the familiar free field net. A more abstract definition of this free field construction starting from a general positive energy representation of the Poincaré is given in [11] .
Examples from integrable models
The form factor bootstrap program, an approach to integrable quantum field theory, can be briefly summarized as follows [40] . First a model with infinitely many conserved current is considered. The scattering matrix turns out to be factorizing, then the explicit form of it is speculated by a symmetry argument. Finally one finds solutions of the so-called form factor equation, which is given in terms of the two-particle scattering function. A solution of the form factor equation is a series of functions. It is supposed to serve as the matrix coefficients of a local observable. The convergence of the series as an operator is expected in a wide class of models but remains open. An alternative approach has been initiated by Schroer [37, 38] and worked out by Lechner [26] . In this approach, given an S-matrix, the operators localized in a wedge are constructed and the local observables are obtained as the intersection of left and right wedges. The determination of the intersection, which in the form factor program would corresponds to finding form factors (and proving the convergence), has been done with the help of operator algebraic methods including the Tomita-Takesaki theory of von Neumann algebras [13] .
For the case of one particle of mass m > 0 (the scalar case) treated in [26] one takes a bounded analytic function S 2 (θ) on the strip R + i(0, π), continuous on the boundary, such that
for θ ∈ R. The one-particle space H 1 is the same as of the free field. On n-particle space one defines the S 2 -permutation by
This time P n,S 2 is the orthogonal projection onto the subspace of H ⊗n 1 invariant under {D S 2 ,n (τ j ) : i ≤ j ≤ n}. We take the Hilbert space H S 2 := P n,S 2 H ⊗n 1 , the representation T S 2 is the second quantized promotion of T 1 and the Fock vacuum is denoted by Ω S 2 . The creation and annihilation operators are given by (z † S 2 (ψ)Φ) n = √ nP n,S 2 (ψ ⊗ Φ n−1 ) and
For a test function f on R 2 , the wedge-local field is defined also as
The von Neumann algebra M S 2 is given by
The triple (M S 2 , U S 2 , Ω S 2 ) is a Borchers triple [24] and strictly local if S 2 is regular and fermionic (S 2 (0) = −1) [26] .
One-dimensional Borchers triple
Let H 0 be a Hilbert space. A triple (M 0 , T 0 , Ω 0 ) of a von Neumann algebra M 0 , a unitary representation T 0 of R with positive generator and a unit vector Ω 0 is said to be a onedimensional Borchers triple if Ω 0 is cyclic and separating for M 0 and it holds that Ad T 0 (t)(M 0 ) ⊂ M 0 for t ≥ 0. Note that this notion is equivalent to that of half-sided modular inclusion [44, 3] if one considers the inclusion Ad
If Ω 0 is cyclic for the intersection M 0 ∩ Ad T 0 (1)(M 0 ), then we say that the triple (M 0 , T 0 , Ω 0 ) is strictly local. The corresponding notion in half-sided modular inclusion is the standardness. If one has a strictly local one-dimensional Borchers triple, then one can construct a Möbius covariant net of von Neumann algebras on S 1 (see below), in which M 0 and T 0 correspond to the algebra of the half-line R + and the translation, respectively [22] .
After this remark it is natural to introduce the following concept (see [30, 41] ): a Longo-Witten endomorphism of the triple (M 0 , T 0 , Ω 0 ) is an endomorphism of M 0 which is implemented by a unitary V 0 , which commutes with T 0 and preserves the vacuum state Ω 0 , · Ω 0 . If we require that V 0 Ω 0 = Ω 0 , such an implementation is unique.
Examples from nets
An important class of examples comes from Möbius covariant nets on S 1 . A Möbius covariant net of von Neumann algebras on S 1 defined on H 0 is a triple (A 0 , U 0 , Ω 0 ), where A 0 assigns a von Neumann algebra A 0 (I) to each proper open interval I ⊂ S 1 , U 0 is a unitary representation of the Möbius group PSL(2, R) and Ω 0 , which satisfy certain properties (see the preliminary sections in [41, 7] ). Then (A 0 (R + ), U 0 | R , Ω 0 ) is a onedimensional, strictly local Borchers triple, where R + ⊂ R is understood as a subset of S 1 by the stereographic projection and U 0 is restricted to the translation subgroup of PSL(2, R) under this identification. Conversely, if one has a strictly local triple, one can construct a Möbius covariant net. The correspondence is one-to-one if one assumes the Möbius covariant nets to be strongly additive [22] .
Similarly, if we take a (two-dimensional) Borchers triple (M, T, Ω), then one can consider the restriction of T to the positive lightray {(t, t) ∈ R 2 : t ∈ R}, which we denote by T + . It is immediate that the triple (M, T + , Ω) is a one-dimensional Borchers triple (W R is by definition an open wedge, hence does not include the lightrays, but the inclusion relation for Borchers triple is immediate from the strong continuity of T and strong closedness of M). We will discuss this class with examples in detail in Section 5.
Massless scattering theory
Usually the existence of massless particles is a source of difficulty in scattering theory. We have seen that an additional assumption, asymptotic completeness, greatly reduces the problem [19, 42, 41] . Of particular importance is the result [41, Section 3] that a HaagKastler net which is asymptotically complete with respect to waves (the corresponding notion of massless particles in the two-dimensional spacetime) can be easily reconstructed from its asymptotic (free) behavior and the S-matrix. In this paper we are concerned only with such models.
Borchers triples by tensor product
A (two-dimensional) Borchers triple can be constructed out of a pair of one-dimensional Borchers triples (M ± , T ± , Ω ± ) as follows. Let (t + , t − ) be the lightray coordinates of R 2 , where t + = t 0 − t 1 and t − = t 0 + t 1 (the indices might look unnatural, but are consistent with the scattering theory [12, 19] ). One takes a triple (M, T, Ω) where
Then it is immediate to see that this is a Borchers triple. The representation T is said to contain waves, in the sense that there are nontrivial spectral projections concentrated in the lightrays. This triple naturally turns out not to interact, namely the S-matrix is the identity operator I [41] . 
How to construct interacting models
We do not repeat the definition of asymptotic completeness for waves [12, 19] . By repeating the proofs of [ • asymptotically complete (for massless waves) Borchers triples {(M, T, Ω)}, The correspondence is given by
Indeed, the properties of net (strict locality) are used only to show the Möbius covariance of the one-dimensional components, which we do not claim here and the rest of the proofs works.
Our program to a construct massless Borchers triples is now split into two steps: first prepare a pair of one-dimensional Borchers triples, then find an appropriate operator S to make them interact. We carry out this program in Section 3. We do not investigate strict locality in the present paper.
Massless models with nontrivial scattering
Here we construct massless Borchers triples following the program described in Section 2.3. As an input we take so-called left-left, right-right and left-right scattering matrices (c.f. [4] ).
Usually the form factor bootstrap program is carried out for massive models. Massless limit makes worse the behavior of the form factors in the momentum space and even the fundamental "local commutativity theorem" fails when applied to concrete cases [40] . As for the operator algebraic approach, the modular nuclearity has been proved through a careful estimate [26] , which will no longer be valid for the massless case.
Yet in operator-algebraic approach, half of the program can be carried out: one can construct certain operators to be interpreted as observables in a wedge. This has been done in [28] for the massive case with multiple particle spectrum and in [41, 7] for the massless case with simple spectrum. In this Section we exhibit a massless construction which includes several kinds of particles. It is also interesting to observe at which point the Yang-Baxter equation enters.
Scattering matrices and operators
As in massless bootstrap program, we need two kinds of input: left-left and right-right scattering and left-right scattering. While the former governs the asymptotic behavior of the model, the latter is directly related to the S-matrix.
Scattering matrices for chiral parts
One-dimensional Borchers triples can be obtained by second quantization of so-called standard pairs, similarly to the algebraic construction of massive models with factorizing Smatrix [28] and the free field construction in [11] . This will be done on a R-symmetric Fock space, where R is a certain operator. We give an abstract definition for suitable operators R and characterize them in terms of usual scattering matrices. They are called left-left or right-right scattering operator in physics literature from a formal similarity to S-matrix, but their physical meaning of R remains unclear, c.f. [10] .
Let H be a Hilbert space. For operator A ∈ B(H ⊗ H) we denote by A ij the operator on B(H ⊗n ) (n ≥ i, j) which acts by A on the product of the i-th and the j-th tensor
A closed, real linear subspace H ⊂ H with H ∩ iH = {0} and H + iH = H is called standard. We denote by H ′ = {x ∈ H : ℑ H, x = 0}, where ℑ is the imaginary part, the symplectic complement of a closed real linear space, which is standard if and only if H is standard. With a standard subspace H we can associate modular objects, i.e. an antiunitary involution J H and a unitary one-parameter group {∆ it H } t∈R by the polar decomposition
H of the densely defined, closed, antilinear involution S H : f + ig → f − ig for f, g ∈ H. A (simpler) one-particle version of Tomita-Takesaki theory says that ∆ it H H = H and J H H = H ′ hold [29] . Let H be a standard subspace of a Hilbert space H and let us assume that there exists a one-parameter group T (t) = e itP on H such that:
• P is positive and P has no point spectrum in 0.
Then we call the pair (H, T ) a (non-degenerate) standard pair. A standard pair is called irreducible if it cannot be written as a non-trivial direct sum of two standard pairs. There exist a unique (up to unitary equivalence) irreducible standard pair (H 0 , T 0 ) whose "Schrödinger representation" is given as follows. We realize (H 0 , T 0 ) on H 0 = L 2 (R) and T 0 (t) = e itP 0 , where
is in H 0 if and only if f admits an analytic continuation on the strip R + i(0, π), such that for every a ∈ (0, π) it is:
) are indeed the modular objects for H 0 [29] . For a standard pair (H, T ) we give an abstract definition of an operator R, which encodes the two-particle scattering process. (1) Reflection property:
We will see that the locality assumption follows from the requirement that on twoparticle level the certain generators of the wedge-algebra fulfill half-line locality in Lemma 3.11.
We remember that each (non-degenerate) standard pair (H, T ) is a direct sum of the unique irreducible standard pair (H 0 , T 0 ) [30] . A standard pair with multiplicity n can be given as follows. We can choose a Hilbert space K with dim K = n and
To make contact with the physics literature, we choose some orthonormal basis indexed by {α} of K and an involution α →ᾱ on the index set and define the antiunitary involution J H to be
is in H if and only if f admits an analytic continuation on the strip R + i(0, π), such that for every a ∈ (0, π) it is: f α ( · + ia) ∈ L 2 (R) with boundary value f α (q + iπ) = fᾱ(q). Every standard pair with finite multiplicity is of this form.
Due to unitarity, translation covariance and the fact that R commutes with ∆ it H ⊗ ∆ it H , a two-particle scattering operator is given by the spectral calculus by R(Q 1 − Q 2 ), where
is unitary almost everywhere. In the above representation this reads:
where it is common to use the matrix valued function S with interchanged indices, c.f. [28] . If we write only the component concerning α and γ in the operator form, it becomes
where dE β δ = dE 0 ⊗ E β δ and dE 0 is the spectral measure of P 0 and E β δ is the matrix which has the value 1 in (β, δ)-component and 0 in the others.
Before giving a characterization of the operators R ∈ S(H, T ) we prove the following Lemma, which will reduce the argument of half-line locality to two-particle processes.
, where {ek} is a basis on H ⊗n .
Proof. Because every standard pair is just a direct sum of the irreducible standard pairs, we may assumeᾱ = α in the above decomposition. We can write R as
Then by the assumption that
which is equivalent toṼ β δ,q S H ⊂ S HṼ δ β,q for almost all q by Lemma A.1. But this implies that alsoṼ
βn,qn holds, hence using again Lemma A.1 the equality of the following two operators follows
which proves the claim.
We characterize the two-particle scattering operators R in terms of matrix-valued function and show that they indeed come from two-particle scattering matrices (c.f. [28] ). (1) Unitarity: S(q) is an unitary matrix for almost all q ∈ R.
(2) Hermitian analyticity: S(−q) = S(q) * for almost all q ∈ R.
(3) Yang-Baxter equation:
(5) Analyticity: q → S(q) is boundary value of a bounded analytic function on R+i(0, π).
Proof. As discussed above the ansatz in equation (2) is equivalent to unitarity, translation covariance and the fact that R commutes with ∆ it H ⊗∆ it H . It is straightforward to check that hermitian analyticity of S( · ) is equivalent to the reflection property of R; the property
* is equivalent to TCP, and Yang-Baxter equation of R with the one for the matrices S(q).
Let us define 
Two-particle left-right scattering matrices
In this section we give an operator definition for two-particle scattering functions which describe the scattering behavior of a left and right moving particle in the sense of Fock space excitations.
Bernard remarked that, for the left-right scattering, two of the conditions can be combined and thus weakened [4] . The following is our precise rendition in terms of standard subspaces.
Definition 3.4. Given two standard pairs (H ± , T ± ) on H ± , respectively, and operators
Using the physicists' notation, we will define the operator
on H − , where {e k } is an orthonormal basis of H − and analogously for "bra" on the second component. Left/right locality is with this notation equivalently to self-adjointness of the
We use the same parametrization as before for the standard pairs (
where by abuse of notation S( · ) = (S αβ γδ ( · )) is a matrix valued function. The operators S ∈ S(R + , R − ) are characterized as follows:
Proposition 3.5. Let S ∈ S(R + , R − ) then S comes from a matrix valued function q → S(q) = (S αβ γδ )(q) (using the above parametrization) fulfilling:
(2) Left mixed Yang-Baxter identity: For almost all q, q ′ ∈ R following holds:
(3) Right mixed Yang-Baxter identity: For almost all q, q ′ ∈ R the following holds:
(4) Analyticity: q → S(q) is boundary value of a bounded analytic function on R+i(0, π). Proof. The above ansatz by a matrix-valued function is the most general ansatz fulfilling
Then the two notions of unitarity and Yang-Baxter identities can be checked to be pairwise equivalent. The proof that left and right locality are equivalent to the analyticity and mixed unitary-crossing relation is completely analogous to the proof of Proposition 3.3.
Namely, with
extending to a bounded weakly continuous map on the strip R + i[0, 1/2] with boundary value 
Examples
One can see that the conditions in our Proposition 3.3 and [28, Definition 2.1] are essentially the same: the mass parameters and the global gauge action can be added by hand. They assume continuity at the boundary, but it is clear from the proof that their proof works with non-continuous boundary values.
Hence, as for S(H + , T + ), we have the same set of examples as [28] . We point out that the S-matrix of the O(N) σ-models satisfies our conditions, where H + has multiplicity N and S
β ′ where σ i are certain analytic functions on the strip R + i(0, π) (see [1, 28] for detail) and δ is the Dirac delta.
As for left-right scattering, we present a class of examples. The O(N) σ-models can be used to construct examples of this class. Let us take R ∈ S(H, T ) and assume that F RF = R, where F ξ 1 ⊗ ξ 2 = ξ 2 ⊗ ξ 1 . For the corresponding matrix-valued function R, this means R Proof. From Proposition 3.3 we know that the matrix-valued function S αβ γδ := R βα γδ satisfies the conditions listed there and the necessary properties ofS in Proposition 3.5 can be read off: Unitarity is trivial. SinceS is defined through the same function R, the left and right Yang-Baxter equations follow trivially from the Yang-Baxter equation for R (note that Proposition 3.3 is written in S and must be translated in R). Analyticity forS is exactly the analyticity of R. Finally, the mixed unitary-crossing relation can be shown as follows:
where we used the definition ofS, the definition of S, the crossing symmetry for S, Hermitian analyticity of S and the definitions of S andS in this order. This is the first of the Mixed unitary-crossing relation. The second relation is obtained by applying the flip symmetry to the both sides of the first relation and replacing the labels as α ↔ β, γ ↔ δ.
Hence we obtain a concrete family of left-right scattering operators out of O(N) σ-models. We do not know whether there are Lagrangians for our new S-matrices. We will construct corresponding massless Borchers triples in Section 3.3 and massive Borchers triples in Section 4. This in turn gives again another family of left-left scattering. In order to repeat this procedure, it is necessary that the starting R satisfies further symmetry R(q) = R(iπ − q). We do not know any such example except constant matrices or scalar case [43] . 
where D n (π) i 1 ···in acts on i 1 · · · i n -th tensor components.
The correspondence given by Φ = F R and D n is defined by D n (τ j ) = Φ j,j+1 for 1 ≤ j ≤ n − 1 and τ j is the transposition of j ↔ j + 1.
Proof. Given unitary R with F RF = R * , define Φ := F R and therefore Φ * = R * F = F R = Φ. If on the other hand a unitary involution Φ is given, by defining R := F Φ we get R * = ΦF = R −1 and F RF = F F ΦF = ΦF = R From this, the equivalence between the 1. and 2. is clear.
For τ i the transposition of the i-th and (i + 1)-th element, we define D n (τ i ) = Φ i,i+1 , which gives a representation of
by the properties of Φ. Given {D n } we set Φ := D 2 (τ 1 ) and we observe that the family is already fixed by D n (τ i ) = Φ i,i+1 , because the transpositions generate S n .
For a pair (H, R) of a Hilbert space and a unitary R ∈ U(H ⊗ H) fulfilling R 21 ≡ F RF = R * and the Yang-Baxter identity, i.e. Properties (1) and (2) of Definition 3.1, we associated the Fock space F H,R given by
where P R is the projection
and
The construction is functiorial, from the additive (by taking direct sums) category with
Objects Pairs (H, R) of a Hilbert space and a unitary R ∈ U(H ⊗ H) fulfilling R 21 = F RF = R * and the Yang-Baxter relation.
to the multiplicative (by taking tensor products) category of Hilbert spaces with contractions, which is given by
We note that Γ(A) is well defined because from (A ⊗ A)
namely they are preserved on the full Fock space and (
There is a natural isomorphism
where for an antilinear operator A we define A 0 as the complex conjugation on C and
. This is well-defined, namely we have
. This can also be formulated aŝ
where in the product the operators are lexicographically ordered from left to right (or equivalently from right to left by YBE). Namely, for ψ ∈ H ⊗n the restricted vector P R ψ is R-symmetric in the sense that we have F i,i+1 P R ψ = R i,i+1 Ψ i,i+1 P R ψ = R i,i+1 P R ψ. From this one can show that on H ⊗n it holds that F 1···n P R = 1≤i<j≤n R ij P R .
Second quantization on R-symmetric Fock space
For f ∈ H let b(f ) be the creation operator on the subspace of finite particles of
Let D be the vectors with finite particle number, i.e. Ψ ∈ F H,R where n-th component vanishes for sufficiently large n.
We define on F H,R the compressed operators a(f ) = P R b(f )P R and define the Segal type field φ(f ) = a(f ) + a(f ) * on D which is symmetric. We note that f → φ(f ) is just real linear. 
Proof. On the unsymmetrized Fock space F Σ H with NΨ n = nΨ n one checks b(g)
= f . But then also the adjoint (N + 1)
has the same norm. Then the bounds follow from a(f )
Lemma 3.9. It holds:
3. f → e iφ(f ) is strongly continuous (where φ(f ) here is the self-adjoint extension).
5. If H is cyclic then Ω is cyclic for the polynomial algebra of φ(f ) with f ∈ H.
Proof. We proceed as in [25, Proposition 4.2.2]. For Ψ n ∈ D with NΨ n = nΨ n we get with c f = 2 f with the help of the bounds of Lemma 3.8 the
and for every t > 0 we have 
so φ(f n )ψ → φ(f )ψ and thus φ(f n ) converges strongly to φ(f ) on D. Since D is a core for φ(f ) and all φ(f n )'s, it holds that e itφ(fn) → e itφ(f ) strongly. Let U ∈ U(H) with [U ⊗ U, R] = 0, then Γ(U) commutes with P R . For ξ ∈ H ⊗n we get
hence we obtain 4. The cyclicity can be shown inductively, namely by applying φ(f ) on Ω one can show that one obtain a total set in P R H ⊗n .
We define for every real subspace H ⊂ H the von Neumann algebra
This can be seen as a generalization of the CCR and CAR algebra.
Proposition 3.10. Let (H, R) like before and K, H ⊂ H real subspaces:
If H is cyclic then Ω is cyclic for M R (H).
Proof. The first statement is clear and the second follows from continuity. The covariance with respect to unitaries with [U ⊗ U, S] = 0 follows from the covariance of φ(f ). Let f 1 , · · · , f n ∈ H and let E k (t) be the spectral projection of the self-adjoint operator φ(f k ) on the spectral values
The cyclicity of Ω for M then follows from the cyclicity of Ω for φ.
R-symmetric second quantization of standards pairs and modular theory
In this section we are interested in the construction of one-dimensional Borchers triples from a standard pair (H, T 1 ) on H. It turns out that for all R ∈ S(H, T 1 ) it is possible to construct a one-dimensional Borchers triple on the "twisted Fock space" F H,R .
Before we turn to the von Neumann algebras we first need commutation relation of the Segal field φ(f ) with the "reflected Segal field" Jφ(f )J. One can think of φ(f ) for f ∈ T 1 (a)H as a field localized in a right half-ray R + + a and of φ ′ (g) := Jφ(J H g)J as a field localized in the left half-ray
Lemma 3.11. Let (H, T 1 ) be a standard pair and R ∈ S(H, T 1 ) two-particle scattering operator, φ(f ) the operator on D ⊂ F H,R defined above and
Proof. Note that h| 1 and h| n , operators on F Σ H , preserve P R H ⊗n because P R H ⊗n is characterized by R-symmetry (see Section 3.2.1) and h| 1 and h| n does not affect the decomposition of a permutation into transpositions. For Ψ n ∈ P R H ⊗n we get
Therefore we have
To calculate the mixed commutator, we first note that (c.f [25, Lemma 4.1.2])
holds, where X 11 = ½ by convention and
In other words, this amounts to R-symmetrizing the first component since the rest is already R-symmetric. Therefore the creation operator acts on
and we calculate:
holds for all f, g ∈ H because of Lemma 3.2.
Proposition 3.12. Let (H, T 1 ) be a standard pair with finite multiplicity on H and R ∈ S(H, T 1 ), then for the von Neumann algebra M R (H) = {e iφ(f ) : f ∈ H} ′′ on F S,H it holds:
(2) Ω ∈ F H,R is cyclic and separating for M R (H). To show that M and M 2 commute we need to use energy bounds. Let P 0 = dΓ(P 1 + 1/P 1 ) ≥ 2 with domain D 0 be the generator of Γ(e it(P 1 +1/P 1 ) ). We get P 0 ≥ 2N. We will see in Section 5.2 (only for the irreducible case, but reducible cases are just parallel) that P 1 and 1/P 1 can be identified with the generators of positive and negative lightlike translations in a massive representation. Hence P 1 + 1/P 1 is the generator of the timelike translations. Real Schwartz test functions with support in W R are mapped densely into H as we will see in Section 5.2. We get bounds from the proof of Lemma 3.8 and because the multiplicity is finite, it holds that (1 + P 0 ) − 1 2 φ(f ) < ∞ on D 0 and similar for the commutator [P 0 , φ(h)] = φ(∂ 0 h), where h is a test function with support in W R , ∂ 0 h is the timelike derivative and φ(h) is defined through the mapping mentioned above, and for Jφ(h)J, [P 0 , Jφ(h)J] (see also the argument in [13, Proposition 3.1]). By the commutator theorem [18] one can conclude that e iφ(h) and e iJφ(g)J commute for all such h, g which by continuity implies that M and M 2 commute.
The property of the modular operators (3) is proved as in [13, Proposition 3.1] and Ω is the unique translation invariant vector, because we assume that standard pairs are non-degenerate. Special cases of such models were constructed in [10] and were proposed as scaling limits of two-dimensional models with factorizing S-matrix. We will present a direct relations to massive models in two dimensions via a class of Longo-Witten unitaries like in Section 5, in other words via the idea of lightfront holography. 
. Using the characterization of Longo-Witten unitaries in E(H, T 1 ) in [30] by matrices of analytic function, we get that these are exactly constant matrices in U(C n ) commuting with R in the above sense where n is the multiplicity of H. Therefore we can associate with (H, T 1 , R) a compact group G ⊂ U(n) acting by internal symmetries.
Remark 3.15. Let us define an operator M as (Mf )
α (q) = m α f α (q) with constants m α = mᾱ > 0 and define •δ (q) = 0 for almost all q ∈ R, respectively. As in Remark 3.14 we can associate a compact group G with (H,
Construction of massless wedge-local models from scattering operators
Given two standard pairs (H ± , T 1 ± ) on H ± , respectively and two operators R ± ∈ S(H ± , T 1 ± ) we obtain two one-dimensional Borchers triples (M ± , T ± , Ω ± ) by the construction of Section 3.2.
We show that every S ∈ S(R + , R − ) gives rise to a wave scattering matrixS as in Proposition 2.1.
Let us define the operatorS = m,n S (m,n) on full Fock space
where we denote for 1 ≤ i ≤ m and 1 ≤ j ≤ n by S i|j ≡ S m|n i|j the operator on H ⊗m
given by S i,j+m (we omit m|n when no confusion arises). We will use notation as f | 1| , R + ij| and R − |ij as well. Namely, if one side of | is empty, then the operator acts trivially on that side. 
Given an operator S fulfilling the properties (1) and (2) of Definition 3.4 and letS be defined as above. Then the following hold.
• [S, P R + ⊗ ½ F Σ 
Given an operator S fulfilling the properties (1)-(4) of Definition 3.4. If left locality holds, then forR
+ = R + 1,m+1| · · · R + 12| S 1|1 · · · S 1|n and the operator AR + f,J H + g : Ψ m ⊗ Φ n → J H + g| 1R + (g ⊗ Ψ m ⊗ Φ n ) on H +,m ⊗ H −,n is self-adjoint for all f, g ∈ H + .
If right locality holds, thenR
Proof. The proof is analogous to the proof of Lemma 3.2. For example for the left case we write
and from left locality holds W
β,q it follows like in the above mentioned proof that AR + is self-adjoint.
) and the associated one-dimensional Borchers triples (M ± , T ± , Ω ± ). Let S be an operator fulfilling (1)- (4) Proof. Let us assume left locality holds. We need to show that [Jφ(g)J ⊗ ½,S(φ(f) ⊗ ½)S * ] = 0 holds, then the statement follows using the energy bounds as in Proposition 3.12.
Let Ψ m ⊗ Φ n ∈ P R + H ⊗m + ⊗ P R − H ⊗n − . We calculate on the full tensor product space
where we again used that h| • preserves the R ± -symmetric Fock space (see Lemma 3.11) as doS due to Lemma 3.16. Therefore we get [Ja(g) * J ⊗½,S(a(f ) * ⊗½)S * ] = 0 and [Ja(g)J ⊗ ½,S(a(f) ⊗ ½)S * ] = 0 by taking the adjoint on D. To compute mixed commutators we proceed as follows, noting thatS commutes with R + -symmetrization:
and it holds on finite particle states that
where we use that the operator AR + f,J H + g is self-adjoint for all f, g ∈ H + by Lemma 3.17. For the second statement similar calculation leads to
and the same arguments as above hold.
For the only if part we realize that the commutation of x ′ ⊗ ½ with AdS(x ⊗ ½) implies that [Jφ(g)J ⊗ ½,S(φ(f) ⊗ ½)S * ] = 0 on a dense domain. The above calculation for the case m = 0 and n = 1 shows that left locality holds and right locality is analogous.
Remark 3.19. Lemma 3.17 and Proposition 3.18 show that Definition 3.4 leads to the most general form of operators S giving rise to a wave S-matrix as in Proposition 2.1 using the Fock space structure. But there are known examples where the S-matrix is not of this form. Namely, for the case H ± the irreducible standard pair and R ± = ½ more general family of wave S-matrix not compatible with the Fock structure, has been implicitly constructed in [7] .
We summarize the construction. Remark 3.21. We recall that in [41, 7] we proved the corresponding commutation by decomposing the S-matrix into Longo-Witten unitaries. In this paper we took a slightly different strategy. This was necessary for nondiagonal S-matrix, which is more complicated and does not admit a simple decomposition into Longo-Witten unitaries. On the other hand the commutation relation we needed is [x ′ ⊗ ½, AdS(x ⊗ ½)] = 0 and it is sufficient that AdS(x ⊗ ½) ∈ M ⊗ B(F H − ,R − ) hence on the B(F H − ,R − ) side one has a greater freedom.
One has to consider not Longo-Witten endomorphisms of M but commutation relations on a larger space. After this observation one can follow the same line of the proofs in [41] .
The connection of these extended commutation relations to nets with boundary [30] is unclear.
We showed in [41, Section 3] that the asymptotic chiral components are conformal if the two-dimensional Borchers triple is strictly local. Conversely, in order to construct strictly local Borchers triples, one has to take strictly local one-dimensional components from the beginning. The question whether one-dimensional Borchers triples can be strictly local has been considered in [10] , which largely remains open.
From the bootstrap approach, there have been found form factors of some local operators in certain massless models [17, 32] . However, the existence of form factors by no means implies the existence of the corresponding Haag-Kastler net. Indeed, we showed [41, 43] that in massless models with a prescribed S-matrix, the strict locality can fail. This should be connected with the well-known problem of the convergence of form factors, which is clearly worse in massless cases. Yet, the possibility that one-dimensional Borchers triples can be strictly local is a very interesting problem. We will discuss this point later in Section 5.
Massive models from left-right scattering
In this short section we construct massive Borchers triples. For a given standard pair (H + , T 1 + ), we define the opposite standard pair as follows: Let P 
, or equivalently if t + ≤ 0 and t − ≥ 0 (see Figure 1 and note an unusual definitions of t + , t − ), then
By a parallel reasoning, one sees that (M − , T 
Proof. The properties forT andΩ are obvious. It follows from the properties of their twoparticle components thatT andS commute, hence AdT (t + , t − )(M) ⊂M for (t + , t − ) ∈ W R . The cyclicity and separating property ofΩ have been already proven in Proposition 3.20.
We will see in Section 5.2 that if (
′ is a massive representation. It follows immediately that for a reducible pair (H + , T 1 + ) the representation
is just the massive representation with the same multiplicity. Accordingly, we can call (M S ,T ,Ω) a massive Borchers triple.
It can be easily realized that the construction here is a generalization of [43, Section 4] . Indeed, the present construction takes two standard pairs, not only irreducible ones, and promotes them by R ± -symmetric second quantization, not only by symmetric or antisymmetric second quantization. Finally, the operator S is allowed to have matrix-value, not only scalar. It is also a generalization of [43, Section 3] , because S can depend on the rapidity. However, here we will not investigate the strict locality.
One may wonder if the S-matrix from our previous work [7] can be used, which does not preserve the two-particle space. This does not work, at least straightforwardly, because it is not clear whether the S-matrix commutes with the opposite translation T ′ + ⊗ ½.
Finally, we remark that our construction in this section is a special case of [28] . To see this, it is enough to extract a Zamolodchikov-Fadeev algebra from our algebra. This can be done exactly as in [43, Section 6] and we omit the proof. As in [43] , our von Neumann algebra is a tensor product twisted byS, hence the scattering inside a component remains the same. We just illustrate how the two-particle S-matrix looks like: As one sees from the construction, the first component is parity-transformed (c.f. Section 5), hence the scattering is determined by R +′ (q) = R + (iπ − q). If both the multiplicities of (H ± , T 1 ± ) are two, then understanding the q-dependence implicitly, it is given by 
Using the convention of [28] and with an appropriate basis, an S-matrix of this form could be called block diagonal. Of course, such an S-matrix has been already treated in [28] in more generality. The point here is that one can obtain concrete examples from massless left-right scattering.
Further construction of massive models
Here we investigate another connection between two-and one-dimensional Borchers triples. In Sections 3, 4 our construction has always been carried out on the tensor product Hilbert space. In this Section we work on a single Hilbert space.
A similar connection has been proposed under the name of algebraic lightfront holography [39] . There has been also an effort to reconstruct a full QFT net from a set of a few von Neumann algebras and some additional structure [45] where, however, strict locality remains open. We present a simple sufficient condition in order to reconstruct a strictly local Borchers triple out of a conformal net. This sufficient condition turns out to be hard to satisfy, but we believe that it is of some interest, because techniques to construct models are rather scarce.
The idea to recover the massive free field from the U(1)-current through the endomorphisms associated with the functions e it/p is due to Roberto Longo. Some of the results in this Section have already appeared in the Ph.D. thesis of the author (M.B.) [6] .
Holographic projection and reconstruction
Let (M, T, Ω) be a (two-dimensional) Borchers triple. As we explained in Section 2.2, T can be restricted to the lightray t + = 0, the restriction we denote by T + , and the triple (M, T + , Ω) is a one-dimensional Borchers triple. We observe that the negative lightlike translation T +′ is now reinterpreted as a one-parameter semigroup of Longo-Witten endomorphisms. Indeed, T +′ obviously commutes with T + and Ad T +′ (t + ) preserves M for t + ≤ 0. Furthermore, T +′ (·) has the positive generator. These properties of T +′ are actually very rare if we exclude the massless asymptotically complete case which we considered in Section 3. Now let us reformulate the situation the other way around. Let (M, T + , Ω) be a onedimensional Borchers triple and V (t) be a one-parameter semigroup of Longo-Witten endomorphism for t ≤ 0 with positive generator. Let T (t + , t − ) = V (t + )T + (t − ). By assumption T + and V commute, hence T is a representation of R 2 . By the assumed spectral conditions, sp T ⊂ V + . Then we have the following. Proof. The first statement is clear from the definition.
We assume that (M, T + , Ω) is strictly local. Let (t + , t − ) ∈ W R , in other words t + < 0 and t − > 0. One observes that Ad T
and Ω is cyclic for the right-hand side by assumption.
As a strictly local Borchers triple corresponds to a Haag-Kastler net, this Theorem gives a simple construction strategy. However, as a natural consequence of difficulty in constructing Haag-Kastler nets, examples of such Longo-Witten endomorphisms seem very rare.
Let us take a closer look at this phenomenon. We take the Borchers triple (M, T + , Ω) associated with the U(1)-current net. Among the endomorphisms found by Longo and Witten, the only one-parameter family with positive generator (negative in their convention [30] ) is given by the function ϕ(p) = e it/p with t ≤ 0. As we will see, if we take V ϕ = Γ(ϕ(P 1 )), the above prescription gives just the free massive field net, hence is not very interesting. However, this endomorphisms is expected not to extend to any extension of the U(1)-current net, due to the failure of Hölder continuity of the function e it/p at p = 0 for t < 0. We found another family of such endomorphisms in [7] . We will discuss it in Section 5.3.
General properties of such endomorphisms have been studied in [9] . It is very interesting to find out how to construct more examples of one-parameter semigroup of Longo-Witten endomorphisms with the semibounded generator, which would immediately lead to HaagKastler nets.
Examples Standard pairs and two-dimensional Wigner representations
First we show that from a irreducible standard pair we can obtain a representation of the two-dimensional Poincaré group. Everything could be done abstractly by using Borchers commutation relations, but we rather give a proof using an explicit representation to get in contact with models constructed in the literature.
Let U m be the irreducible positive-energy representation of the the two-dimensional proper Poincaré group P + with mass m > 0 on a Hilbert space denoted by H m . We can identify H m = L 2 (R, dθ) and the action is given by
where J m = U m (−I) is the anti-unitary representation of (a 0 , a 1 ) → (−a 0 , −a 1 ). We remind that we can associate a standard space H m (W R ) with the right wedge using modular localization [11] , namely H m (W R ) = ker(½ − S H ) is the standard space associated with
For the irreducible standard pair it is convenient to take the restriction to the translation subgroup {T 0 (t)} t∈R of the lowest weight 1 positive energy representation of the Möbius group Möb on H 0 and the standard subspace H 0 = H 0 (R + ) defined again through modular localization [29] It can be represented on H 0 = L 2 (R + , p dp) by
such that (J 0 , ∆ 0 ) are the modular objects for H 0 . 
gives the mass m representation and H 0 is identified with H m (W R ).
Proof. We show using the explicit parametrization. First we note that
defines a unitary, namely
shows unitarity. Then using
we get:
• acts in both representation by complex conjugation, so it holds also R m J m = J 0 R m .
Factorizing S-matrix models
We exhibited some examples of previously known Borchers triples in Section 2.1. The restriction to the lightray gives one-dimensional Borchers triples as we observed in Section 2.2. On the other hand, the scaling limit of the models [26] has been investigated and some one-dimensional Borchers triples (half local quantum fields, in their terminology) have been introduced [10, Section 4] . Here we observe that they simply coincide. As a special case, the lightray-restriction of the massive free net corresponds to the U(1)-current net, which we used in [43] .
Conjecture on the SU(2)-current algebra
Zamolodchikov and Zamolodchikov conjectured [46] that, in our terminology, the onedimensional Borchers triples constructed out of the S-matrix of the SU(2)-symmetric Thirring model is equivalent to the SU(2)-current algebra, the chiral component of a conformal field theory. This conjecture, if it turns out to be true, would imply that the SU(2)-current net admits a one-parameter semigroup of Longo-Witten endomorphisms with positive generator, which comes from the negative lightlike translation in the SU(2)-Thirring model. As remarked before, no such semigroup is so far known for the SU(2)-current net, hence this would be already new. Furthermore, as we see in the next Section, if we have two such semigroups, under suitable technical conditions we can "mix" them to obtain new strictly local Borchers triples, or equivalently Haag-Kastler nets, which would be a striking consequence.
As far as the authors understand, the conjecture remains open. Nakayashiki found a quite large family of form factors of the SU(2) Thirring model which have the same character as the SU(2)-current algebra at level 1 [33] . However, it is not known whether the current algebra itself is appropriately represented. As another evidence, it has been revealed that both the SU(2) Thirring model and the SU(2)-current algebra admit the same symmetry, so-called Yangian symmetry [5, 31] . Yet the equivalence of the two-models is unknown.
Mixing models by the Trotter formula
Here we present a novel idea to construct strictly local Borchers triples. This has not led to any new example, but the authors expect that there should be concrete situations where it can apply, as we explain later. Proof. The Trotter product formula (proved in [14] under the assumption here) tells us that V (t) = lim n (V 1 (t/n)V 2 (t/n)) n . Then it is clear that Ad V (t)(M) = lim n Ad (V 1 (t/n)V 2 (t/n)) n (M) ⊂ n Ad (V 1 (t/n)V 2 (t/n)) n (M) ⊂ M, since both Ad V 1 (t/n) and Ad V 2 (t/n) are endomorphisms of M. Analogously T + commutes with V since so do both V 1 and V 2 . Hence V implements a one-parameter semigroup of Longo-Witten endomorphisms. Positivity of the generator Q 1 + Q 2 is trivial from the assumptions.
The last statement is just a corollary of Theorem 5.1.
The assumption on the generators could be weakened in order to obtain the same result, see [15, 16] .
This Proposition indicates that it is important to investigate the set of one-parameter semigroups of Longo-Witten endomorphisms. Some general properties have been obtained in [9] , however, if one aims at constructing models, it is necessary to study concrete examples. Even in the best-known case where the Borchers triple comes from the U(1)-current net, the known examples of such one-parameter semigroups are scarce.
There is some hope in models with asymptotic freedom. Certain integrable models are expected to be asymptotically free [47, 1] , including the O(N) σ-models treated in [28] . In terms of Algebraic QFT, asymptotic freedom should imply that the scaling limit net is equivalent to the massless free field net, hence to the tensor product of the U(1)-current nets. For an integrable model, the scaling limit net should be constructed from the onedimensional Borchers triples as seen in [10] , which is expected to be equivalent to the U(1)-current net for an asymptotically free models. Then one conjectures that there are two different one-parameter semigroup of Longo-Witten endomorphisms, one coming from the free field and the other coming from the interacting field (they cannot be the same because such a semigroup directly reproduces the net through Theorem 5.1). They could be mixed as Proposition 5.3, producing further different nets. is the fixed point with respect to Ad e i2παQc . The vacuum is clearly not cyclic for this von Neumann algebra if α / ∈ Z (if α ∈ Z, e i2πκQc⊗Qc = ½ and this case is not interesting).
In other words, the one-dimensional Borchers triple ( M c,κ , T + c , Ω c ) does not satisfy strict locality.
A non example
Here we show that on the U(1)-current net A (0) , there is a nontrivial semigroup of LongoWitten endomorphisms with positive generator. The fundamental idea is the boson-fermion correspondence, which we reformulated in the operator-algebraic approach in [7, Section 3.3] . In short, the U(1)-current net can be embedded in the free complex fermion net Fer C , where there is the U(1)-action by inner symmetry and it holds that A (0) = Fer
C , the fixed point subnet.
The net Fer C acts on the fermionic Fock space, where the "one-particle space" has actually multiplicity two as the (projective) representation of the Möbius group with the lowest weight 1 2 . Let us denote by P 1 the generator of the translation group on this "one-particle space". The argument of [30] works without any essential change for the fermionic case and one sees that Λ(e it P 1 ) implements a Longo-Witten endomorphism for t ≤ 0, where Λ is the fermionic second quantization. This operator obviously commutes with the inner symmetry and therefore restricts to the bosonic subspace and implements a Longo-Witten endomorphism of the U(1)-current net. The generator is again the restriction and is positive.
One can observe that if the procedure of Theorem 5.1 is applied to the Fer C and Λ(e it P 1 ), one obtains the massive free complex fermion net. The proof will be just analogous as in Section 5.2. This still admits the U(1)-action. It is immediate that the construction of Theorem 5.1, applied to the U(1)-current net and this restriction of the fermionic translation, leads to this U(1)-fixed point subnet of the two-dimensional free fermion net.
A natural question arises, what happens if we mix the two one-parameter semigroups, the one coming from the restriction of the fermionic translation and the one coming from the bosonic translation, by Proposition 5.3. Unfortunately but interestingly, the selfadjointness condition is crucial.
We show that the common domain does not contain the bosonic one-particle space. As we calculated in [7, Section 3.3] , the bosonic one-particle space L 2 (R + , p dp) can be embedded in the fermionic "two-particle space" (L 2 (R + , dq + ) ⊕ L 2 (R − , dq − )) ⊗2 as follows: For Ψ ∈ L 2 (R + , p dp), there corresponds a function ι(Ψ)(q 1 , q 2 ) = − 1 2π Ψ(q 1 − q 2 ), for q 1 > 0, q 2 < 0, ι(Ψ) = 0 if q 1 and q 2 have the same sign and on the region q 1 < 0, q 2 > 0 it is determined by antisymmetry (note the slight modification of notation from [7] ). The generator of fermionic one-particle translation P 1 acts as the multiplication by |q|, hence . Now we see that any function Ψ ∈ L 2 (R + , p dp) is not in the domain of ). Therefore we cannot find a common domain in such an elementary way to apply Proposition 5.3. There are still weaker conditions which enable such an addition of two generators [16] , but we are so far not able to check them in this situation. To the authors' opinion, it is curious that the very existence of Haag-Kastler net is immediately related to such a domain problem.
A A Lemma on standard subspaces
We need a straightforward generalization of a well-known result (the special case T = T ′ is basically [29, Theorem 3.18] ). A general operator T should not be confused with translation. We use this notation only in this Appendix.
