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© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We consider for (t, x) ∈ R × R3 the nonlinear Schrödinger equation (1.1)
iut(t, x) = Hu(t, x) + γ (t)
∣∣u(t, x)∣∣2u(t, x), u(0, x) = u0(x). (1.1)
Here H := − + V (x) + c with c > 0 a constant. γ (t) is of the form
γ (t) = γ0 + γ1 cos(t), γ0, γ1 ∈ R, γ1 = 0. (1.2)
We will assume the following hypotheses.
(H1) V (x) is a real-valued Schwartz function.
(H2) We assume H 0.
(H3) The set of eigenvalues σd(H) is contained in [0, c). Speciﬁcally, we assume that 0 ∈ σd(H) and
that the sum of the multiplicities of the eigenvalues is n + 1. We write 0 = λ0 < λ1  · · ·  λn
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known that (H1)–(H2) implies dimkerH 1).
(H4) c is not an eigenvalue or a resonance for H, i.e. there are no non-zero solutions of u = V u in
R
3 with |u(x)| 〈x〉−1.
(H5) c /∈ N.
(H6) ∀ j = 1, . . . ,n there exists N j ∈ N such that N jλ j < c < (N j + 1)λ j . Notice that N1 = sup j N j .
Let now [c] ∈ Z be the integral part of c, deﬁned by [c] c < [c] + 1 and set N =max{N1, [c]}.
(H7) For any multi-index μ ∈ Zn+1 with |μ| := |μ0| + · · · + |μk|  2N + 1 and any m ∈ Z with
|m| N , we have μ · λ +m = c.
(H8) If 0 < λ j1 < · · · < λ jk are k distinct λ’s, μ ∈ Zk satisﬁes |μ|  4N + 2 and m ∈ Z satisﬁes|m| 2N , then we have
μ1λ j1 + · · · +μkλ jk +m = 0 ⇐⇒ μ = 0 and m = 0.
(H9) The Fermi golden rule hypothesis (H9′) in Section 4.1, see (4.29), holds.
(H10) We have γ1 = 0 in (1.2).
Theorem 1.1. Let u(t, x) be a solution to (1.1). Assume (H1)–(H10). Then, there exist an 0 > 0 and a C > 0
such that if ‖u0‖H1 <  with  ∈ (0, 0), there exist h± ∈ H1 with ‖h±‖H1  C‖u0‖H1 such that
lim
t→±∞
∥∥u(t, ·) − eith±∥∥H1 = 0. (1.3)
It is possible towrite u(t, x) =A(t, x)+ u˜(t, x)with |A(t, x)| CN (t)〈x〉−N for any N, with lim|t|→∞CN (t) = 0
and such that for any pair (r, p) which is admissible, by which we mean that
2/r + 3/p = 3/2, 6 p  2, r  2, (1.4)
we have
‖˜u‖
Lrt (R,W
1,p
x )
 C‖u0‖H1 . (1.5)
Remark 1.2. When γ1 = 0, Eq. (1.1) admits standing waves of arbitrarily small energy, by simple
bifurcation theory. So (H10), that is γ1 = 0, is an essential hypothesis.
Remark 1.3. Theorem 1.1 is a generalization of the main result of [6] which focuses on the special
case n = 0 and c < 1. In the special case treated in [6], our proof is particularly simple (although this
is here obscured by our emphasis on easing the restrictions on σ(H) of [6]). Notice that we do not
obtain analogues of the decay formulas (1.12)–(1.14) in [6] because our initial data are not required to
satisfy
∫
R3
|x|σ |u0(x)|2 dx  1 for a σ > 5, like in [6]: if one merely asks ‖u0‖H1  1, as we do, the
decay formulas (1.12)–(1.14) in [6] are not true.
Remark 1.4. c /∈ N in (H5) generalizes 0 < c < 1 in [6]. (H7) is more restrictive than (H6). Hypothesis
(H7) is important for the proof of Lemma 4.3, which we actually skip, but see [1]. (H8) is used in
Lemmas 4.4 and 4.8. Hypotheses (H4)–(H8) hold for generic potentials with n+ 1.
Remark 1.5. At the beginning of Section 7 [6] is mentioned, without details, the possibility of proving
the main result of [6] in the case n = 0 and c > 1. In fact this case is substantially harder, even more
if also n 1. Treating these cases is what we accomplish here.
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For instance, in [6] the only energy bound proved is of the form ‖u(t)‖H1   log〈4t〉: here we prove
‖u(t)‖H1   .
Remark 1.7. We choose the nonlinearity |u|2u to simplify exposition. Indeed in this case the energy
E(t,u), see (2.2), is smooth in (t,u) ∈ R × H1(R3), and Theorem 3.6 below is easier to prove. But,
with more effort and with essentially the same argument, we could have considered a nonlinearity
β(|u|2)u, with β(0) = 0, β ∈ C∞(R,R) and s.t. there exists a p ∈ (1,5) s.t. for every k  0 there is a
ﬁxed Ck with | dkdvk β(v2)| Ck|v|p−k−1 if |v| 1, see [1,3].
Remark 1.8. We choose space dimension 3 only for deﬁniteness. It is possible to prove a similar
theorem for any spatial dimension. In low dimensions, 1 and 2, there are no endpoint Strichartz
inequalities, but [13,14] give us good surrogates. Notice that the proofs in [13,14] can be substan-
tially simpliﬁed, following the ideas from Lemma 3.2 to Lemma 3.6 in [8]. The nonlinearity |u|2u can
be treated in space dimension 2. For space dimension 1, given our need of Strichartz estimates to
close nonlinear estimates, it is necessary to work with β(|u|2)u, β ∈ C∞(R,R) with β(0) = β ′(0) = 0.
Hence, and this is an important technical constraint, the nonlinearity is 0 at least at ﬁfth order at
u = 0. For 1D the nonlinearity |u|2u is diﬃcult, being long range, so it remains an open problem. No-
tice that for space dimension 1, the energy E(t,u) is smooth in (t,u) ∈ R × H1(R3) for all β(|u|2)u
with β ∈ C∞(R,R), so Theorem 3.6 below can be easily proved with β(|u|2)u. Summing up, the sec-
ond of the open problems stated at the end of p. 115 in [6] is mostly solvable, but is unsolved in the
case of the nonlinearity |u|2u in 1D.
Remark 1.9. Hypothesis (H9) probably holds for generic V . Under the hypotheses on σ(H) of [6],
hypothesis (H9) is the same of formula (1.9) in [6]. It is easy to show that (1.9) in [6] holds for
generic V , if additionally |V (x)| Ce−a|x| for a > 0, see the proof of Proposition 2.2 and Remark A.1
in [1]. Notice that Proposition 2.2 in [1] proves that the analogue of (H9) in [1] is true for generic
β(|u|2) with ﬁxed V (with V exponentially decreasing and with simple eigenvalues): probably an
analogous proof yields (H9) for generic pairs (β(|u|2), V ).
Remark 1.10. The function γ (t) in (1.2) is particularly simple. This simpliﬁes the exposition. But simi-
lar arguments work if γ (t) is a higher degree trigonometric polynomial, or if, for P (x1, y1, . . . , xA, yA)
a real-valued nonconstant polynomial, γ (t) = P (cos(ω1t), sin(ω1t), . . . , cos(ωAt), sin(ωAt)), adding
appropriate non-resonance hypotheses on these frequencies, the eigenvalues of H and c.
We recall that [6] shows that (under very restrictive hypotheses) nonlinear coupling of contin-
uous and discrete modes is responsible of leaking of energy from discrete modes into radiation,
where linear dispersion occurs. This is analogous in linear theory to the Stark effect, see [19], and
to effects of disturbances on ground states, see [12] and references therein. Nonlinear coupling of
continuous and discrete modes is exploited in [17,1] for a proof of scattering of small energy solu-
tions of the nonlinear Klein Gordon equation (NLKG) with discrete modes. The same idea is exploited
in a substantial number of papers dealing with asymptotic stability of ground states of the non-
linear Schrödinger equation (NLS), see [3] and therein for more references. From the beginning, at
least 15 years ago [16,2,17], it was clear how coupling should act. See also the improvements on
[2,17] contained in [10,7]. In particular, attention was drawn to the sign of speciﬁc coeﬃcients of
the discrete mode equations. This sign is responsible for friction on the discrete modes. Since the
system is hamiltonian, the energy is conserved and simply is moving from discrete to continuous
modes. Except for special cases though, it was not clear how to prove the sign. Emphasis was rightly
attached to the fact that, for the linearization, there are multiples of the eigenvalues contained in
the continuous spectrum. When this “resonance” is absent, cf. the examples of discrete NLS in [4],
the discrete modes persist. But for continuous NLS this “resonance” always occurs. What was not
well appreciated was the crucial role of the hamiltonian structure. Attempts to prove friction with-
2350 S. Cuccagna / J. Differential Equations 250 (2011) 2347–2371out exploiting the hamiltonian structure were extremely complex, see [9] which considers n = 1 and
N1 = 2,3, or somewhat indirect and unsatisfying, see [7] which considers n = 1 without restrictions
on N1. In the case n > 1, friction was proved only in special cases with the eigenvalues close to
the continuous spectrum, [18,5,11]. The ﬁrst reference which recognizes the relevance of the hamil-
tonian structure seems to be [5]. In [1,3] we were ﬁnally able to exploit the intuition of [5] and
to exploit the hamiltonian structure to prove the friction on the discrete modes under very general
hypotheses on the spectrum. By applying a conceptually simple form of the Birkhoff normal form
argument, [1] is able to extend the result in [17] by dropping the spectral assumptions in [17]. Along
the same lines, [3] proves asymptotic stability of ground states of the NLS. The situation in [3] is
harder, since rather that an equilibrium point there is an invariant manifold. In the present paper
we return to the easier setting of [1] where the issue is to prove the asymptotic stability of the
equilibrium point 0. So, we improve [6] in the same way [1] improves [17]. As in [1], the Birkhoff
normal form helps us to prepare the system. We then conclude the proof in Section 4 with somewhat
standard arguments, derived most directly from [7,1,3], but which are a simpliﬁcation and general-
ization of arguments already in [2,17]. Notice that these arguments are simpler that [6]. For example,
there is no need of hierarchies of Banach spaces like in [6]. This is related also to the fact that
results stated for solutions in H1(R3) like Theorem 1.1 are at the same time more general and eas-
ier (although necessarily less precise in terms of rate of decay) than Theorem 1 in [6]. Finally, for
the physical relevance, some interesting open problems and more context and references, we refer
to [6].
We end the introduction with some notation. Given two functions f , g : R3 → C we set 〈 f , g〉 =∫
R3
f (x)g(x)dx. For any k, s ∈ R we set
Hk,s
(
R
3)= { f : R3 → C s.t. ‖ f ‖Hs,k := ∥∥〈x〉s(− + 1)k f ∥∥L2 < ∞}.
We set S(R3) =⋂∞s,k=0 Hk,s(R3). We set L2,s = H0,s , L2 = L2,0, Hk = H2,0. Sometimes, to emphasize
that these spaces refer to spatial variables, we will denote them by Wk,px , L
p
x , H
k
x , H
k,s
x and L
2,s
x . For
I an interval and Yx any of these spaces, we will consider Banach spaces L
p
t (I, Yx) with mixed norm‖ f ‖Lpt (I,Yx) := ‖‖ f ‖Yx‖Lpt (I) . Given an operator A, we will denote by RA(z) = (A − z)−1 its resolvent.
We set N0 = N ∪ {0}.
2. Local well-posedness and hamiltonian structure
The ﬁrst step is the locally well-posed in H1(R3) of the initial-value problem (1.1), see Theorem 2
in [6]:
Theorem 2.1. For every u0 ∈ H1(R3) there exists a unique solution u(t) of the initial-value problem (1.1)
deﬁned on a maximal interval t ∈ [0, Tmax) such that
u ∈ C1([0, Tmax), H−1)∩ C([0, Tmax), H1), (2.1)
where if Tmax < ∞ then limt→Tmax ‖u(t)‖H1 = ∞. Moreover, ‖u(t)‖2 ≡ ‖u(0)‖2 , ∀t ∈ [0, Tmax), and u(t)
depends continuously on the initial data, i.e. if limn→∞ un0 = u0 in H1(R3) then for any closed interval I ⊂[0, Tmax) the solution un(t) of the problem (1.1) with initial data un0 is deﬁned on I for suﬃciently large n, and
limn→∞ un(t) = u(t) in C(I, H1).
The next step is about the hamiltonian nature of (1.1), which is neglected in [6] but which in fact
is crucial. So we spend the rest of the section to discuss the hamiltonian setup. We have an energy
functional
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EK (u) =
∫
R3
∇u · ∇u dx+ c
∫
R3
uu dx+
∫
R3
V uu dx,
E P (t,u) = γ (t)
∫
R3
|u|4
4
dx. (2.2)
Eq. (1.1) can be written as
iu˙ = ∂u E(t,u). (2.3)
We consider eigenfunctions φ j(x) with eigenvalue λ j : Hφ j = λ jφ j . They can be normalized so that
they are real-valued and 〈φ j, φ〉 = δ j . The φ j(x) are smooth and satisfy for some ﬁxed a > 0 and all
multi-indexes α
sup
x∈R3, j=0,n
ea|x|
∣∣∂αx φ j(x)∣∣< ∞. (2.4)
We have the H decomposition
L2
(
R
3,C
)= ker(H) n⊕
j=1
ker(H − λ j) ⊕ L2c (H). (2.5)
Correspondingly we set,
u = z · φ + f , for z · φ =
n∑
j=0
z jφ j(x). (2.6)
The z j ’s and f are natural coordinates, and they are used also in [6]. Ultimately, both here and in [6]
one wants to see friction on the z j ’s due to their nonlinear coupling with f . This is where the hamil-
tonian structure becomes crucial, since it provides useful algebraic relations between coeﬃcients of
the system in the coordinates (z, f ). A simple heuristic argument which tries to justify this claim is
contained in [3, §3]. Armed with this justiﬁcation, and inspired by [1,3], we emphasize the hamilto-
nian setup. In L2(R3,C2) we consider the symplectic form
Ω0
(
(u,u), (v, v)
) := 〈u, v〉 − 〈u, v〉. (2.7)
The proof of the following lemma is elementary:
Lemma 2.2. Let Pc be the projection in L2c (H). Consider the functions z j = 〈u, φ j〉, z j = 〈u, φ j〉, f = Pcu and
f = Pcu. Then in terms of these functions we have
Ω0 =
n∑
j=0
dz j ∧ dz j +
〈
f ′ , f ′
〉− 〈 f ′ , f ′ 〉, (2.8)
where f ′v = Pc v and f ′v = Pc v and where 〈 f ′ , f ′ 〉 (resp. 〈 f ′ , f ′ 〉) acts on a pair (v1, v2) as
〈 f ′v1, f ′v2〉 (resp. 〈 f ′v1, f ′v2〉).
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two additional variables (t, τ ) ∈ R2 and we set
Ω = Ω0 + idt ∧ dτ . (2.9)
For a function F we call hamiltonian vector ﬁeld XF with respect to Ω the ﬁeld deﬁned by
Ω(XF , Y ) = −idF (Y ). For any vector Σ we set
Σ = Σt ∂
∂t
+ Στ ∂
∂τ
+
∑
Σ j
∂
∂z j
+
∑
Σ j
∂
∂z j
+ Σ f + Σ f (2.10)
for
Σt = dt(Σ), Στ = dτ (Σ), Σ j = dz j(Σ),
Σ j = dz j(Σ), Σ f = f ′Σ, Σ f = f ′Σ. (2.11)
A differential 1-form α decomposes as
α = αt dt + ατ dτ +
∑
α j dz j +
∑
α j dz j +
〈
α f , f ′
〉+ 〈α f , f ′ 〉, (2.12)
where 〈α f , f ′ 〉 (resp. 〈α f , f ′ 〉) acts on a vector v as 〈α f , f ′v〉 (resp. as 〈α f , f ′v〉). Then
(XF )t = −∂ F
∂τ
, (XF )τ = ∂ F
∂t
, (XF ) j = −i ∂ F
∂z j
,
(XF ) j = i
∂ F
∂z j
, (XF ) f = −i∇ f F , (XF ) f = i∇ f F . (2.13)
We call Poisson bracket of two functions with respect to Ω the function
{F ,G} := dF (XG) = ∂ F
∂τ
∂G
∂t
− ∂ F
∂t
∂G
∂τ
+ i
n∑
j=1
(
∂ F
∂z j
∂G
∂z j
− ∂ F
∂z j
∂G
∂z j
)
+ i〈∇ f F ,∇ f G〉 − i〈∇ f G,∇ f F 〉. (2.14)
We consider the new hamiltonian
H := HF + E P (t,u), HF := EK − τ . (2.15)
Then the corresponding hamiltonian system is
∂
∂s
z j = −i ∂H
∂z j
,
∂
∂s
f = −i∇ f H,
d
t = − ∂ H = 1, d τ = ∂ H . (2.16)ds ∂τ ds ∂t
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(2.2), it is easy to see the following equality:
HF =
n∑
j=1
λ j z j z j + 〈H f , f 〉 − τ . (2.17)
Once the natural coordinates (2.6) are introduced, [6] starts a normal form argument to simplify
the system. Here we do the same, but we want to preserve the hamiltonian structure. So we need
canonical transformations, which is the theme of Section 3.
3. Canonical transformations
The main result is Theorem 3.6, stated at the end of the section. It roughly states that in an
appropriate system of coordinates, the hamiltonian can be written as HF + Z + R, where R can be
treated as a small perturbation, and where Z is formed by normal forms, which we now deﬁne. We
set λ = (0, λ1, . . . , λn).
Deﬁnition 3.1. A function Z(t, z, z, f , f ) is in normal form if
Z(t, z, z, f , f ) = Z0(z, z) + Z1(t, z, z, f , f ) (3.1)
where we assume properties (N0)–(N2) listed now.
(N0) Z0(z, z) is, for zμ = zμ00 · · · zμnn and zμ = zμ00 · · · zμnn , a ﬁnite sum
Z0(z, z) =
∑
μν
aμν z
μzν with aμν ∈ C and with (3.2)
λ · (μ− ν) = 0 and |μ| = |ν|. (3.3)
(N1) Z1(t, z, z, f , f ) is a ﬁnite sum∑
m,μ,ν
eitmzμzν〈Φmμν, f 〉 +
∑
m′,μ′,ν ′
eitm
′
zμ
′
zν
′ 〈Ψm′μ′ν ′ , f 〉 (3.4)
with Φmμν(x),Ψm′μ′ν ′ (x) ∈ S(R3,C) and indexes satisfying
λ · (μ− ν) −m < −c, |μ| = |ν| − 1, |m| |μ|, (3.5)
λ · (μ′ − ν ′)−m′ > c, ∣∣μ′∣∣= ∣∣ν ′∣∣+ 1, |m| ∣∣ν ′∣∣. (3.6)
(N2) Z0(z, z) and Z1(t, z, z, f , f ) are real-valued when z (resp. f ) is the complex conjugate of z
(resp. f ), that is,
aμν = aνμ, Ψmμν(x) = Φ−mνμ(x). (3.7)
Up to smaller terms, we have i f˙ − H f = ∇ f Z1 =
∑
eitm
′
zμ
′
zν
′
Ψm′μ′ν ′ . Inequalities (3.6) guarantee
that the monomials in (z, z) have suﬃciently high degree to bound the Strichartz norms of f in terms
of bounds on z. Similarly we have iz˙ j −λ j z = ∂z j (Z0 + Z1) where the coupling terms in (z, f ) respon-
sible for friction are in Z1. The key point, as explained in the heuristic argument in [3, Section 3],
is that in the right-hand sides we have ∇ f Z1 in the equation of f , and coupling terms ∂z j Z1 in the
2354 S. Cuccagna / J. Differential Equations 250 (2011) 2347–2371equation of z j . Since for the estimates we need R suﬃciently small and inequalities (3.5)–(3.6), we
cannot just pick the hamiltonian in the initial system of coordinates. Since the change of coordinates
is deﬁned through a recursive sequence of Lie transformations, see below, we need in general many
of them. The hamiltonian structure is crucial: see how without it the coeﬃcients look intractable in
the simple cases n = 1 and N1 = 2,3 treated in [9].
3.1. Lie transform
For m0 ∈ N0, M0 ∈ N we consider functions
χ =
m0∑
=−m0
eit
[ ∑
|μ|=|ν|=M0+1
aμν z
μzν +
∑
|μ|=M0|μ|=|ν|−1
zμzν〈Φμν, f 〉
+
∑
|ν|=M0|μ|=|ν|+1
zμzν〈Ψμν, f 〉
]
. (3.8)
We assume
aμν = a−νμ, Φμν(x) = Ψ−νμ(x). (3.9)
We assume Φmμν(x) ∈ S(R3). Denote by Fs the ﬂow of the hamiltonian vector ﬁeld Xχ . The Lie
transform F = Fs|s=1 is deﬁned in a suﬃciently small neighborhood of the origin and is a canonical
transformation. Then we have, with (z′, f ′) = φ(t, z, f ),(
τ ′, t′, z′, f ′
) := F(τ , t, z, f ) = (τ + ψ(t, z, f ), t + 1, φ(t, z, f )). (3.10)
Lemma 3.2. Consider the χ in (3.8) and its Lie transform F. Fix any n0 ∈ N ∪ {0}. Then there are G(t, z, f )
and Γ j(t, z, f ) such that for any pair (−K ′,−S ′) we have the following properties.
(1) Γ j ∈ C∞(U−K ′,−S ′ ,R), with U−K ′,−S ′ = U˜−K ′,−S ′ ×R, with U˜−K ′,−S ′ ⊂ Cn+1 × H−K ′,−S ′c an appropri-
ately small neighborhood of the origin.
(2) G ∈ C∞(U−K ′,−S ′ , HK ,Sc ) for any K , S.
(3) The transformation φ(t, z, f ) is such that we have
z′j = z j + U j + Γ j(t, z, f ),
f ′ = f + V + G(t, z, f ) (3.11)
where
U j =
n0∑
l=1
1
l!£
l
χ (z j), V =
n0∑
l=1
1
l!£
l
χ ( f ), £
l
χ (g) :=
{
. . . {g,χ} . . . χ︸ ︷︷ ︸
l
}
,
{ f ,χ} := −i∇ f χ = −i
m0∑
=−m0
eit
∑
|ν|=M0|μ|=|ν|+1
zμzνΨμν(x) ,
£lχ ( f ) := −i
m0∑
=−0
eit
∑
|ν|=M0|μ|=|ν|+1
£l−1χ
(
zμzν
)
Ψμν(x). (3.12)
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ment is true for£lχ ( f ).
(5) There exists a constant C = C(K , S, K ′, S ′) such that near 0
|Γ j| + ‖G‖HK ,S  C
(|z| + ‖ f ‖H−K ′,−S′ )2(n0+1)M0+1. (3.13)
Proof. Recall that for any function ψ , we have dds (ψ ◦ Fs) = {ψ,χ} ◦ Fs . Then (3.11) follows by Taylor
expansion with reminders
Γ j :=
1∫
0
(1− s)n0
n0!
{
. . . {z j,χ} . . . χ︸ ︷︷ ︸
n0+1
} ◦ Fs ds,
G :=
1∫
0
(1− s)n0
n0!
{
. . . { f ,χ} . . . χ︸ ︷︷ ︸
n0+1
} ◦ Fs ds. (3.14)
(3.13) follows closing up inequalities with a standard argument, see the proof of Lemma 4.3 in [1].
Claim (4) is true for l = 1, see for example £χ ( f ) in (3.12). The general case follows by induction. 
Lemma 3.3. Consider
g = eitmzμzν〈Φ, f 〉α〈Ψ, f 〉β 〈 f a f b,Ψab〉, (3.15)
where for a multi-index α = (α1, . . . ,αM) we have set 〈Φ, f 〉α = ∏Mj=1〈Φ j, f 〉α j for Φ j ∈ S(R3,C) and
where 〈Ψ, f 〉β has a similar meaning, i.e. 〈Ψ, f 〉β = ∏M˜j=1〈Ψ j, f 〉β j for Ψ j ∈ S(R3,C) for a multi-index
β = (β1, . . . , βM˜). Assume:
(i) a+ b  4;
(ii) |μ| + |α| + a = |ν| + |β| + b = L + 1;
(iii) Ψab ∈ S(R3,C) for a+ b < 4; if a+ b = 4 we assume Ψab = 14 δab and L = 2;
(iv) |m| L.
Consider χ as in (3.8). Then£χ (g) is a ﬁnite sum of terms of the form
eitm
′
zμ
′
zν
′ 〈
Φ ′, f
〉α′ 〈
Ψ ′, f
〉β ′ 〈
f a
′
f b
′
,Ψ ′a′b′
〉
(3.16)
with:
(1) a′ + b′ < 4 and Ψ ′a′b′ ∈ S(R3,C);
(2) |μ′| + |α′| + a′ = |ν ′| + |β ′| + b′ = L′ + 1, with L′ = L + M0;
(3) |m′|m0 + |m|.
In (3.16) the factors 〈Φ ′, f 〉α′ and 〈Ψ ′, f 〉β ′ are deﬁned like the corresponding ones in (3.15) and involve
functions Φ ′j,Ψ
′
j ∈ S(R3,C).
Proof. £χ (g) is obtained applying the Leibnitz rule to the rhs of (3.15). Trivially, if a + b < 4 then
also a′ + b′ < 4. On the other hand, for a + b = 4 we have g = 14‖ f ‖44 by (iii). Then £χ (g) is a linear
combination of terms eitm〈£χ ( f ) f f 2,1〉 and eitm〈£χ ( f ) f f 2,1〉. If we apply the formula for £χ ( f )
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by the fact that in (3.16) we have m′ =  +m with ||m0 and m the same of (3.15). Finally, (2) is
an elementary consequence of the Leibnitz rule and the deﬁnition of χ in (3.8). For example, one of
the terms in the expansion of £χ (g) is
aeitmzμzν〈Φ, f 〉α〈Ψ, f 〉β 〈£χ ( f ) f a−1 f b,Ψab〉.
If we substitute the formula for £χ ( f ) in (3.12) we get a linear combination of terms
eit(m+)zμ+μ′′ zν+ν ′′ 〈Φ, f 〉α〈Ψ, f 〉β 〈 f a−1 f b,Ψμ′′ν ′′Ψab〉,
where |ν ′′| = M0, |μ′′| = M0 + 1 and Ψμ′′ν ′′Ψab ∈ S(R3,C). This is of the form (3.16) with
m′ =m+ , μ′ = μ+μ′′, ν ′ = ν + ν ′′, α′ = α,
β ′ = β, a′ = a− 1, b′ = b,∣∣μ′∣∣+ ∣∣α′∣∣+ a′ = |μ| + |α| + a− 1+ ∣∣μ′′∣∣= L + M0 + 1,∣∣ν ′∣∣+ ∣∣β ′∣∣+ b′ = |ν| + |β| + b + ∣∣ν ′′∣∣= L + M0 + 1. 
Lemma 3.4. Consider g like in (3.15), with the above conventions and with assumptions (i)–(iv) of Lemma 3.4.
(a) We have an expansion
g ◦ F1 = g + V + G, V =
n0∑
l=1
1
l!£
l
χ (g),
|G| C(|z| + ‖ f ‖H−K ′,−S′ )2M0(n0+1)+2L−a−b(|z| + ‖ f ‖H1)a+b. (3.17)
(b) Each£lχ (g) is a ﬁnite sum of terms of the form (3.16)with |m′| lm0 +|m|, where L′ +1= |μ′|+ |α′|+
a′ = |ν ′| + |β ′| + b′ satisﬁes L′ = L + lM0 . We have a′ + b′ < 4 and Ψ ′a′b′ ∈ S(R3,C).
Proof. (b) is obtained iterating the result in Lemma 3.3. We turn to the proof of (a). By dds (g ◦ Fs) ={g,χ} ◦ Fs . Then the ﬁrst line in (3.17) is a Taylor expansion with reminder
G :=
1∫
0
(1− s)n0
n0! £
n0+1
χ (g) ◦ Fs ds. (3.18)
We now estimate G. £n0+1χ (g) is a linear combination for k+  = n0 + 1 of
£χ
(
zμzν〈Φ, f 〉α〈Ψ, f 〉β)〈£kχ ( f a f b),Ψab〉. (3.19)
By Lemma 3.2 we have
∣∣£χ (zμzν〈Φ, f 〉α〈Ψ, f 〉β)∣∣ C(|z| + ‖ f ‖H−K ′,−S′ )2M0(+1)+2L−a−b (3.20)
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〈
£kχ
(
f a f b
)
,Ψab
〉= ∑∑
k j+
∑
k′j=k
ck1...kak′1...kb
〈
a∏
j=1
£
k j
χ ( f )
b∏
j=1
£
k′j
χ ( f ),Ψab
〉
. (3.21)
It is easy to conclude that the largest terms in (3.19) are those with k = 0 and  = n0 + 1. This yields
(3.17). When g = 〈 f a f b,Ψab〉, the worst terms are the ones of the form∣∣〈£n0+1χ ( f ) f a−1 f b,Ψab〉∣∣ C ∑
|μ|=M0|μ|=|ν|+1
∣∣£n0χ (zμzν)∣∣‖ f ‖a+b−1H1
 C‖ f ‖a+b−1
H1
(|z| + ‖ f ‖H−K ′,−S′ )2M0n0+2M0+1
 C
(|z| + ‖ f ‖H1)a+b(|z| + ‖ f ‖H−K ′,−S′ )2M0(n0+1).  (3.22)
3.2. Homological equations
Recall we have set λ = (0, λ1, . . . , λn). We will use the following table of formulas:{
HF , e
itmzμzν
}= i(λ · (μ− ν) −m)eitmzμzν,{
HF , e
itmzμzν〈Φ, f 〉}= ieitmzμzν 〈(H − λ · (ν −μ) −m)Φ, f 〉,{
HF , e
itm′ zμ
′
zν
′ 〈Ψ, f 〉}= −ieitm′ zμ′ zν ′ 〈(H − λ · (μ′ − ν ′)+m′)Ψ, f 〉. (3.23)
We set
Rmμν = RH
(
λ · (μ− ν) −m). (3.24)
An immediate consequence of the table (3.23) is the following lemma.
Lemma 3.5. Consider ﬁnite sums in m, μ and ν
K =
∑
eitmzμzν
(
kmμν + 〈Φmμν, f 〉 + 〈Ψmμν, f 〉
)
. (3.25)
Suppose that K has normal form part: k0μν = 0 if (μ,ν) satisﬁes (3.3), Φmμν = 0 if (m,μ,ν) satisﬁes (3.5),
Ψm′μ′ν ′ = 0 if (m′,μ′, ν ′) satisﬁes (3.6). Consider
χ = i
∑
eitmzμzν
[
〈R−mνμΦmμν, f 〉 + kmμν
(λ · (μ− ν) −m) − 〈RmμνΨmμν, f 〉
]
. (3.26)
Then we have
{χ, HF } = K . (3.27)
If the coeﬃcients of K satisfy (3.7), that is, if
kmμν = k−mνμ, Φmμν = Ψ−mνμ, (3.28)
then also χ satisﬁes analogous equalities.
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Theorem 3.6. For any integer N + 1  r  1 there are a neighborhood U of the origin in H1(R3,C) and a
smooth canonical transformation Tr : U → H1(R3,C) s.t.
H (r) := H ◦ Tr = HF + Z (r) + R(r), (3.29)
where:
(i) Z (r) is in normal form, i.e. satisﬁes (N0)–(N2), with 2r-degree monomials;
(ii) Tr = Tr−1 ◦ Fr , with T1 the identity and Fr a transformation as in Section 3.1 arising from a polynomial
χr as in (3.8);
(iii) we have R(r) =∑7d=0 R(r)d with the following properties:
(iii.0) we have a ﬁnite sum
R(r)0 (t, z) =
∑
|μ|=|ν|r+1
|m||μ|
a(r)mμνe
imt zμzν (3.30)
with a(r)mμν ∈ C s.t. a(r)mμν = a(r)−mνμ;
(iii.1) we have a ﬁnite sum
R(r)1 (t, z, f ) =
∑
|μ|=|ν|−1r
|m||μ|
eimt zμzν
〈
Φ
(r)
mμν, f
〉
+
∑
|ν|=|μ|−1r
|m||ν|
eimt zμzν
〈
Ψ
(r)
mμν, f
〉
(3.31)
with Φ(r)mμν ∈ S(R3,C) and with Ψ (r)−mνμ = Φ(r)mμν ;
(iii.2–5) for d = 2, . . . ,5 we have
R(r)d (t, z, f )
=
∑
a+b=d
|μ|+|α|+a=|ν|+|β|+b=:L+12
|m|L
eimt zμzν
〈
Φ(r), f
〉α 〈
Ψ (r), f
〉β 〈
f a f b,Ψ (r)abmμναβ
〉
,
with functions Φ(r)j , Ψ
(r)
j and Ψ
(r)
abmμναβ in S(R3,C) and with R(r)d real-valued;
(iii.6) R(r)6 (t, z, f ) = γ (t)
∫
R3
| f (x)|4 dx/4;
(iii.7) we have R(r)7 ∈ C∞(U−K
′,−S ′ ,R) for all (K ′, S ′) with U−K ′,−S ′ = U˜−K ′,−S ′ × R, with
U˜−K ′,−S ′ ⊂ Cn+1 × H−K ′,−S ′c an appropriately small neighborhood of the origin, and with
∣∣R(r)7 (t, z, f )∣∣ C(|z| + ‖ f ‖H−K ′,−S′ )2N+4.
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K˜r+1 := R˜(r)0 + R˜(r)1 ,
R˜(r)0 :=
∑
|μ|=|ν|=r+1
|m|r
a(r)mμνe
imt zμzν,
R˜(r)1 :=
∑
|μ|=|ν|−1=r
|m|r
eimt zμzν
〈
Φ
(r)
mμν, f
〉+ ∑
|ν|=|μ|−1=r
|m|r
eimt zμzν
〈
Ψ
(r)
mμν, f
〉
, (3.32)
i.e. R˜(r)0 (resp. R˜(r)1 ) deﬁned as the sum of the terms in (3.30) with |μ| = r, (resp. terms in (3.31) with
|μ| + |ν| = 2r + 1). Split K˜r+1 = Kr+1 + Zr+1, collecting inside Zr+1 all the terms of K˜r+1 in the form
either (3.2)–(3.3) or (3.4)–(3.6). Apply Lemma 3.5 with χr+1 deﬁned from Kr+1 in the way (3.26) is
deﬁned from (3.25). Then,
{HF ,χr+1} = −Kr+1. (3.33)
χr+1 is of the form (3.8) with m0 = M0 = r. We can apply Lemmas 3.2–3.4 to χr+1. Let Fr+1 be as F
in (3.10). For Tr+1 = Tr ◦ Fr+1 set
H (r+1) := H (r) ◦ Fr+1 = H ◦ (Tr ◦ Fr+1) = H ◦ Tr+1. (3.34)
Split
H (r) ◦ φr+1 = HF + Z (r) + Zr+1 (3.35)
+ (Z (r) ◦ Fr+1 − Z (r)) (3.36)
+ Kr+1 ◦ Fr+1 − Kr+1 (3.37)
+ HF ◦ Fr+1 −
(
HF + {HF ,χr+1}
)
(3.38)
+ (R(r)0 − R˜(r)0 + R(r)1 − R˜(r)1 ) ◦ Fr+1 (3.39)
+ (R(r)2 + · · · + R(r)5 ) ◦ Fr+1 (3.40)
+ R(r)6 ◦ Fr+1 (3.41)
+ R(r)7 ◦ Fr+1. (3.42)
Deﬁne Z (r+1) := Z (r) + Zr+1. Then it is a degree 2r + 2 polynomial in (z, z, f , f ) of the form (3.1)
satisfying (3.2)–(3.7). R(r)7 ◦ Fr+1 can be absorbed in R(r+1)7 by (iii.7) and Lemma 3.2. For (3.36)–
(3.41) we apply Lemma 3.4 with n0 + 1 = N + 2. This yields two kinds of terms. The ﬁrst kind is
formed by the reminder terms corresponding to G in (3.17), which can be absorbed in R(r+1)7 . The
second kind is formed by terms corresponding to V in (3.17), to which we can apply Lemma 3.4(b).
In particular, this second kind of terms is of the form (3.16) with L′ = L + lr and with |m′| L + lr.
Since L  1, this means they are of degree at least 2r + 4 and they can be absorbed in R(r+1) . 
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We apply Theorem 3.6 for r = N + 1. Hence we have H (r) := H ◦ Tr = HF + Z (r)0 + Z (r)1 + R(r) . To
simplify notation, but not only for this reason, we will drop the super indexes but not in an obvious
way. The ﬁrst step is obvious. We set
Z0 = Z (r)0 . (3.43)
To proceed, we go back to the normal forms in (N1) and to conditions (3.4)–(3.7). Set
M= {(m,μ,ν): λ · (μ− ν) −m < −c, |μ| = |ν| − 1, |m| |μ| N},
M′ = {(m′,μ′, ν ′): (−m′, ν ′,μ′) ∈M}. (3.44)
Notice that the two inequalities |μ| = |ν| − 1 and |m|  |μ|  N , by hypothesis (H7) imply λ · (ν −
μ) +m = c.
We have
Z (r)1 =
∑
(m,μ,ν)∈M
eimt zμzν
〈
Φ
(r)
mμν, f
〉+ ∑
(m′,μ′,ν ′)∈M′
eim
′t zμ
′
zν
′ 〈
Ψ
(r)
m′μ′ν ′ , f
〉
.
By Theorem 3.6(iii.0)–(iii.1)
Φ(r)mμν = Ψ (r)−mνμ. (3.45)
Deﬁnition 3.7. Denote by M the subset of the indexes (m,μ,ν) ∈ M with the following property: if
(m,α,β) ∈M and if α j μ j and β j  ν j for j = 0, . . . ,n, then (α,β) = (μ,ν).
Deﬁnition 3.8. Denote by M ′ the subset of the indexes (m′,μ′, ν ′) ∈ M′ with the following property:
if (m′,α′, β ′) ∈M′ and if α′j μ′j and β ′j  ν ′j for j = 0, . . . ,n, then (α′, β ′) = (μ′, ν ′).
The following is a straightforward consequence of Theorem 3.6:
Lemma 3.9. The following is a 1–1 and onto map M → M ′:
(m,μ,ν) → (m′,μ′, ν ′) where m′ = −m, μ′ = ν, ν ′ = μ. (3.46)
We set, and this is non-obvious,
Z1 =
∑
(m,μ,ν)∈M
eimt zμzν
〈
Φ
(r)
mμν, f
〉+ ∑
(m′,μ′,ν ′)∈M ′
eim
′t zμ
′
zν
′ 〈
Ψ
(r)
m′μ′ν ′ , f
〉
(3.47)
and
R = R(r) + Z (r)1 − Z1. (3.48)
Finally, to simplify notation, we set
Φmμν = Φ(r)mμν, Ψmμν = Ψ (r)mμν. (3.49)
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We apply Theorem 3.6 for r = N + 1 and we use the notation in Section 3.3. We will show:
Theorem 4.1. There is a ﬁxed C > 0 such that, for ε0 > 0 suﬃciently small and for the  in Theorem 1.1 taken
with  ∈ (0, ε0), we have
‖ f ‖
Lrt ([0,∞),W 1,px )  C for all admissible pairs (r, p), (4.1)∥∥zμ+ν∥∥L2t ([0,∞))  C for all (m,μ,ν) ∈ M, (4.2)
‖z j‖W 1,∞t ([0,∞))  C for all j ∈ {0, . . . ,n}. (4.3)
It is elementary to show that Theorem 4.1 implies limt→+∞ z j(t) = 0. By standard arguments,
see [7], Theorem 4.1 implies
lim
t→+∞
∥∥ f (t) − eitσ3 f+∥∥H1 = 0 (4.4)
for an f+ ∈ H1 with ‖ f+‖H1  C and for a real-valued function θ ∈ C1(R,R).
By Theorem 3.6, Theorem 4.1 implies Theorem 1.1. Notice that (1.1) is time reversible, so in par-
ticular (4.1)–(4.3) are true over the whole real line. The proof, though, exploits that t  0, speciﬁcally
when for λ ∈ σc(H) we choose R+H(λ) = RH(λ + i0) rather than R−H(λ) = RH(λ − i0) in formula
(4.10). See the discussion on p. 18 in [17].
The proof of Theorem 4.1 is a standard continuation argument. We assume
‖ f ‖
Lrt ([0,T ],W 1,px )  C1 for all admissible pairs (r, p), (4.5)∥∥zμ+ν∥∥L2t ([0,T ])  C2 for all (m,μ,ν) ∈ M, (4.6)
‖z j‖W 1,∞t ([0,T ])  C3 for all j ∈ {0, . . . ,n} (4.7)
for ﬁxed suﬃciently large constants C1, C2 and C3. Then we prove that for  suﬃciently small, (4.5)–
(4.7) imply the same estimate but with C1, C2, C3 replaced by C1/2, C2/2, C3/2. Then (4.5)–(4.7) hold
with [0, T ] replaced by [0,∞).
The proof consists in three main steps.
(i) Estimate f in terms of z.
(ii) Substitute the variable f with a new “smaller” variable g and ﬁnd smoothing estimates for g .
(iii) Reduce the system for z to a closed system involving only the z variables, by insulating the part
of f which interacts with z, and by decoupling the rest (this reminder is g). Then clarify the
nonlinear Fermi golden rule.
These three steps are the same of the material in [1] from Section 7 on, and [3] from Section 10 on.
We start by sketching steps (i) and (ii). Step (i) is encapsulated by the following proposition:
Proposition 4.2. Assume (4.5)–(4.7). Then ∃ constants K1 = K1(C2,C3) > 0 and 1 = 1(C1,C2,C3) > 0,
K1 independent of C1 s.t. if  ∈ (0, 1) we have
‖ f ‖
Lrt ([0,T ],W 1,px )  K1 for all admissible pairs (r, p). (4.8)
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i f˙ − H f =
∑
(m′,μ′,ν ′)∈M ′
eitm
′
zμ
′
zν
′
Ψm′μ′ν ′(x) + ∇ f R. (4.9)
The proof of Proposition 4.2 is standard and we skip it, see [7]. The dominating term in the rhs of
(4.9) is the ﬁrst term in the rhs.
Step (ii) in the proof of Theorem 4.1 consists in introducing the variable
g = f +
∑
(m′,μ′,ν ′)∈M ′
eitm
′
zμ
′
zν
′
R+H
(
λ · (μ′ − ν ′)−m′)Ψm′μ′ν ′(x). (4.10)
Notice that by [15, Lemma 7, Ch. XIII.8], we have g ∈ L2,−Sx (R3) for S > 1/2. Substituting the new
variable g in (4.9), the ﬁrst term in the rhs of (4.9) cancels out. By an easier version of Lemma 4.3 in
[7] we have:
Lemma 4.3. For  suﬃciently small and for and S > 0 suﬃciently large, there exists C0 = C0(H, S) a ﬁxed
constant such that
‖g‖L2t L2,−Sx  C0 + O
(
2
)
. (4.11)
We skip the proof, which is standard, see [7]. As in [2,17] and subsequent literature, the part of
f which couples nontrivially with z comes from the polynomial in z in the summation in the rhs of
(4.10). In some sense, g and z decouple.
4.1. The Fermi golden rule
We proceed like [1,3], with in (4.30) a different Lyapunov functional than in [1,3]. Set R±μνm =
R±H(λ · (μ− ν) −m). System (2.16) with the new hamiltonian H (r) yields (notice that in the ﬁrst line
in (4.12) summation is over M , while in the second line in (4.12) is over M ′)
iz˙ j − λ j z j = ∂z j Z0(z) +
∑
(m,μ,ν)∈M
ν je
imt z
μzν
z j
〈 f ,Φmμν〉
+
∑
(m,μ,ν)∈M ′
ν je
imt z
μzν
z j
〈 f ,Ψmμν〉 + ∂z jR. (4.12)
We substitute (4.10) in (4.12). Then we rewrite (4.12)
iz˙ j − λ j z j = ∂z j Z0(z) + E j (4.13)
−
∑
(m,μ,ν)∈M
(m′,μ′,ν ′)∈M ′
ν je
i(m+m′)t zμ+μ
′
zν+ν ′
z j
〈
R+μ′ν ′m′Ψm′μ′ν ′ ,Φmμν
〉
(4.14)
−
∑
(m,μ,ν)∈M ′
(m′,μ′,ν ′)∈M ′
ν je
i(m−m′)t zμ+ν
′
zν+μ′
z j
〈
R−μ′ν ′m′Ψm′μ′ν ′ ,Ψmμν
〉
(4.15)
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variables. Summing up only on the subsets M1 ⊆ M × M ′ and M2 ⊆ M ′ × M ′ , deﬁned by the fact
that the denominators in (4.16) are non-zero, we deﬁne new variables ζ j by
z j = ζ j +
∑
M1
ν jei(m+m
′)t zμ+μ′ zν+ν ′ 〈R+μ′ν ′m′Ψm′μ′ν ′ ,Φmμν〉
(m+m′ − λ · (μ+μ′ − ν − ν ′))z j
+
∑
M2
ν jei(m−m
′)t zμ+ν ′ zν+μ′ 〈R−μ′ν ′m′Ψm′μ′ν ′ ,Ψmμν〉
(m−m′ − λ · (μ+ ν ′ − ν −μ′))z j . (4.16)
Lemma 4.4. In (4.16) we have contributions from all terms in (4.14) (resp. (4.15)) with m = −m′ (resp.
m =m′).
Proof. We consider only contributions from (4.14). Contributions from (4.15) can be treated similarly.
It is enough to show that for m = −m′ , (m,μ,ν) ∈M and (m′,μ′, ν ′) ∈M′ , we have
m+m′ − λ · (μ+μ′ − ν − ν ′) = 0. (4.17)
By the deﬁnition of M and M′ in (3.44), we have |μ + μ′ − ν − ν ′| 4N + 2 and |m +m′| 2N . By
hypothesis (H8), lhs(4.17) = 0 would imply m+m′ = 0. This proves (4.17). 
By (4.6)–(4.7) and by the fact that in (4.16) we have |ν| > 1 and hence by (4.6)–(4.7) we have
‖ν j zν/z j‖L∞t  C˜C3 , we obtain:
‖ζ − z‖L2t  C˜C3
∑
(m′,μ′,ν ′)∈M ′
∥∥zμ′+ν ′∥∥L2t  CC2C32;
‖ζ − z‖L∞t  CC333, (4.18)
with C a ﬁxed constant. In the new variables, Eq. (4.13)–(4.15) is of the form (D j is discussed later,
in the course of the proof of Lemma 4.8)
iζ˙ j − λ jζ j − ∂ζ j Z0(ζ ) − D j
= −
∑
(m,μ,ν)∈M
(−m,μ′,ν ′)∈M ′
λ·(μ+μ′)=λ·(ν+ν ′)
ν j
ζμ+μ′ζ ν+ν ′
ζ j
〈
R+μ′ν ′(−m)Φmν ′μ′ ,Φmμν
〉
−
∑
(m,μ,ν)∈M ′
(m,μ′,ν ′)∈M ′
λ·(μ−ν)=λ·(μ′−ν ′)
ν j
ζμ+ν ′ζ ν+μ′
ζ j
〈
R−μ′ν ′mΨmμ′ν ′ ,Ψmμν
〉
. (4.19)
Set α = ν ′ , β = μ′ in the ﬁrst term in the rhs of (4.19); replace in the second term in the rhs of
(4.19), α = ν ′ , β = μ′ , (μ,ν) with (ν,μ) and m with −m. Then we get:
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= −
∑
(m,μ,ν)∈M
(m,α,β)∈M
λ·(μ−ν)=λ·(α−β)
ν j
ζμ+βζ ν+α
ζ j
〈
R+H
(
λ · (β − α) +m)Φmαβ,Φmμν 〉
−
∑
(m,μ,ν)∈M
(m,α,β)∈M
λ·(μ−ν)=λ·(α−β)
μ j
ζ ν+αζμ+β
ζ j
〈
R−H
(
λ · (β − α) +m)Φmαβ,Φmμν 〉. (4.20)
Let now X = {λ · (β − α) +m: (m,α,β) ∈ M}. M is a ﬁnite set, so also X is a ﬁnite set. For each
w ∈ X let Mw = {(m,α,β) ∈ M: λ · (β − α) +m = w}.
Remark 4.5. Notice that if (m,μ,ν) ∈ Mw and (m′,μ′, ν ′) ∈ Mw , then m = m′ and λ · (μ − ν) =
λ · (μ′ − ν ′) by (H8).
Recall Plemelji formula 1x±i0 = P .V . 1x ∓ iπδ(x). Then, proceeding as in [17,1], we write
iζ˙ j − λ jζ j − ∂ζ j Z0(ζ ) − D j
= −
∑
w∈X
∑
(m,μ,ν)∈Mw
(m,α,β)∈Mw
ν j + α j
ζ j
〈
P .V .
1
H − w ζ
αζβΦmαβ, ζ
μζ νΦmμν
〉
+ iπ
∑
w∈X
∑
(m,μ,ν)∈Mw
(m,α,β)∈Mw
α j − ν j
ζ j
〈
δ(H − w)ζαζ βΦmαβ, ζμζ νΦmμν
〉
. (4.21)
Here we take a minor departure from [1]. We prove:
Lemma 4.6. Let
Φw :=
∑
(m,μ,ν)∈Mw
ζμζνΦmμν. (4.22)
Then, we have
n∑
j=0
1
2
∂t |ζ j|2 +π
∑
w∈X
〈
δ(H − w)Φw ,Φw
〉= n∑
j=0
Im(D jζ j). (4.23)
Proof. We multiply (4.21) by ζ j and sum on j = 0, . . . ,n and take the imaginary part of the sum.
Then, (4.23) is an immediate consequence of two cancelations, (4.24) and (4.26) below, and one iden-
tity, (4.27) below. To ﬁnish the proof of Lemma 4.6 we need to state and prove (4.24), (4.26) and
(4.27).
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2i
n∑
j=0
Im
(
ζ j∂ζ j Z0(ζ )
)= n∑
j=0
(
ζ j∂ζ j Z0(ζ ) − ζ j∂ζ j Z0(ζ )
)
=
n∑
j=0
∑
|μ|=|ν|
(ν j −μ j)aμνζμζ ν
=
∑
|μ|=|ν|
(|ν| − |μ|)aμνζμζ ν = 0. (4.24)
We turn to the second cancelation. For (m,μ,ν) and (m,α,β) elements of Mw ⊂M, by the deﬁnition
of M in (3.44) we have
n∑
j=0
(μ j − ν j) =: |μ| − |ν| = −1= |α| − |β| =
n∑
j=0
(α j − β j). (4.25)
By (4.25) we get
∑n
j=0(ν j + α j) = |ν| + |α| = |β| + |μ|. Hence
Im
∑
w∈X
(m,μ,ν)∈Mw
(m,α,β)∈Mw
(|ν| + |α|)〈P .V . 1H − w ζαζβΦmαβ, ζμζ νΦmμν
〉
= Im
∑
w∈X
(m,μ,ν)∈Mw
(m,α,β)∈Mw
|α| + |β| + |μ| + |ν|
2
〈
P .V .
1
H − w ζ
αζβΦmαβ, ζ
μζ νΦmμν
〉
= 0. (4.26)
Having stated and proved the second cancelation (4.26), we turn to the last identity, (4.25) below.
Rearranging, by Re〈δ(H − w)v1, v2〉 = Re〈δ(H − w)v2, v1〉 and by (4.25), we get∑
w∈X
(m,μ,ν)∈Mw
(m,α,β)∈Mw
(|α| − |ν|)Re〈δ(H − w)ζαζ βΦmαβ, ζμζ νΦmμν 〉
= 1
2
∑
w∈X
(m,μ,ν)∈Mw
(m,α,β)∈Mw
(|α| − |ν| + |μ| − |β|)Re〈δ(H − w)ζαζβΦmαβ, ζμζ νΦmμν 〉
= −
∑
w∈X
〈
δ(H − w)Φw ,Φw
〉
. (4.27)
This yields Lemma 4.6. 
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a form of the so-called nonlinear Fermi golden rule.
Lemma 4.8. Assume inequalities (4.6)–(4.7). Then for a ﬁxed constant c0 we have
n∑
j=0
‖D jζ j‖L1[0,T ]  (1+ C2)c02. (4.28)
We postpone the proof, assume the conclusion and complete the proof of Theorem 4.1. We intro-
duce now the following key hypothesis.
(H9′) We assume that for some ﬁxed constants for any vector ζ ∈ Cn we have:
∑
w∈X
〈
δ(H − w)Φw ,Φw
〉≈ ∑
(m,μ,ν)∈M
∣∣ζμ+ν ∣∣2. (4.29)
Now we complete the proof of Theorem 4.1. Notice that lhs(4.29) 0. By (4.23)–(4.29)
∑
j
∣∣z j(t)∣∣2 + ∑
(m,μ,ν)∈M
∥∥zμ+ν∥∥2L2(0,t)  2 + C22. (4.30)
By (4.18) this implies ‖zμ+ν‖2
L2(0,t)
 2 + C22 for all the above multi-indexes. So, from
‖zμ+ν‖2
L2(0,t)
 C222 we conclude ‖zμ+ν‖2L2(0,t)  C22. This means that we can take C2 ≈ 1. This
yields Theorem 4.1.
Proof of Lemma 4.8. We have schematically
D j = E j + ∂ j Z0(t, z) − ∂ j Z0(t, ζ )
+
∑
k
∂zk∂z j
(∑
M1
zμ+μ′ zν+ν ′ +
∑
M2
zμ+ν ′ zν+μ′
)
rhs(4.12)k
−
∑
k
∂zk∂z j
(∑
M1
zμ+μ′ zν+ν ′ +
∑
M2
zμ+ν ′ zν+μ′
)
rhs(4.12)k (4.31)
where the exponents in the second line are the sums of the exponents in (4.16), where rhs(4.12)k is
just (4.12) when j = k and where
E j = ∂z jR
+
∑
(m,μ,ν)∈M
ν je
imt z
μzν
z j
〈g,Φmμν〉 +
∑
(m,μ,ν)∈M ′
ν je
imt z
μzν
z j
〈g,Ψmμν〉
−
∑
(m,μ,ν)/∈M
λ·(μ−ν)−m<c
|μ|=|ν|−1
(m′,μ′,ν ′)∈M ′
ν je
i(m+m′)t zμ+μ
′
zν+ν ′
z j
〈
R+μ′ν ′m′Ψm′μ′ν ′ ,Φmμν
〉
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∑
(m,μ,ν)/∈M ′
λ·(μ−ν)−m>c
|μ|=|ν|+1
(m′,μ′,ν ′)∈M ′
ν je
i(m−m′)t zμ+ν
′
zν+μ′
z j
〈
R−μ′ν ′m′Ψm′μ′ν ′ ,Ψmμν
〉
. (4.32)
We now estimate one by one the terms in (4.31). Lemma 4.8 is an immediate consequence of
Lemmas 4.9–4.11 below.
Lemma 4.9. There are ﬁxed C0 and 0 > 0 such that for  ∈ (0, 0) we have
‖E jζ j‖L1t [0,T ]  (1+ C2)C0
2,
‖E j‖L2t [0,T ]  C0. (4.33)
Proof. We have for C = C(C1,C2,C3)
‖ζ j∂z jR‖L1t  ‖∂z jR‖L1t ‖ζ j‖L∞t  2C3
7∑
d=0
‖∂z jRd‖L1t  C
3 (4.34)
by (4.5)–(4.7), (4.18), by Theorem 3.6 for r = N + 1.
We prove now that, for Φ ∈ S(R3,C), we have
∑
(m,μ,ν)∈M
ν j
∥∥∥∥eimt zμzνz j ζ j〈Φ, g〉
∥∥∥∥
L1t
+
∑
(m,μ,ν)∈M ′
ν j
∥∥∥∥eimt zμzνz j ζ j〈Φ, g〉
∥∥∥∥
L1t
 (1+ C2)C02 (4.35)
for a ﬁxed C0. These are the terms responsible for C2c02 in (4.28). All the other terms can be
incorporated in c02. We focus on
eimt
zμzν
z j
ζ j〈Φ, g〉 = eimt zμzν〈Φ, g〉 + eimt z
μzν
z j
(ζ j − z j)〈Φ, g〉. (4.36)
We have for (m,μ,ν) either in M or in M ′ and by Lemma 4.3
∥∥eimt zμzν〈Φ, g〉∥∥L1t  ∥∥zμzν∥∥L2t ‖g‖L2t L2,−sx  C22. (4.37)
Turning to the second term in rhs(4.36)
∥∥∥∥zμ zνz j (ζ j − z j)〈Φ, g〉
∥∥∥∥
L1t

∥∥∥∥zμ zνz j
∥∥∥∥
L∞t
‖ζ j − z j‖L2t ‖g‖L2t L2,−sx  C(C2,C3)
3
by (4.5)–(4.7), by Lemma 4.3 and by (4.18).
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line of (4.32) can be treated similarly. We can write
∑
(m,μ,ν)/∈M
λ·(μ−ν)−m<c
|μ|=|ν|−1
(m′,μ′,ν ′)∈M ′
ν j
(∥∥zμ+μ′ zν+ν ′∥∥L1t +
∥∥∥∥ zμ+μ′ zν+ν ′z j (z j − ζ j)
∥∥∥∥
L1t
)
(4.38)
where we omitted the factors ei(m+m′)t . It is easy to understand that the largest terms in (4.38) are
the ones with (m,μ,ν) ∈M\M . For each (m,μ,ν) ∈M\M there exists a (m,α,β) ∈ M with α j μ j
and β j  ν j for all j = 0, . . . ,n, with at least one strict inequality. Hence∥∥zμ+μ′ zν+ν ′∥∥L1t  ‖z‖L∞t ∥∥zα+β∥∥L2t ∥∥zμ′+ν ′∥∥L2t  C3C223. (4.39)
The second terms in (4.38) can be bounded by
∥∥∥∥ zμ+μ′ zν+ν ′z j (z j − ζ j)
∥∥∥∥
L1t

∥∥∥∥ zμzνz j
∥∥∥∥
L∞t
∥∥zα+β∥∥L2t ‖z − ζ‖L2t  C(C2,C3)3. (4.40)
We have ‖Ek‖L2t  C(C2,C3)2, as can be easily seen by (4.32) and the estimates used in (4.34). 
Lemma 4.10. There is a ﬁxed 0 > 0 such that assuming (4.5)–(4.7) and for  ∈ (0, 0) we have∥∥(∂ j Z0(t, z) − ∂ j Z0(t, ζ ))ζ j∥∥L1t [0,T ]  C(C2,C3)3. (4.41)
Proof. We consider quantities ( ζ
μζν
ζ j
− zμzνz j )ζ j with (μ,ν) s.t. |μ| = |ν| and λ · (μ− ν) = 0, see (3.3).
By Taylor expansion these are
∑
∂k
(
zμzν
z j
)
(ζk − zk)ζ j +
∑
∂k
(
zμzν
z j
)
(ζ k − zk)ζ j + ζ j O
(|z − ζ |2). (4.42)
It is straightforward that by (4.7) and (4.18)
∥∥ζ j O (|z − ζ |2)∥∥L1t  C(C2,C3)3. (4.43)
Turning to the ﬁrst terms in (4.42) we split
μk
zμzν
zkz j
ζ j(ζk − zk) = μk z
μzν
zk
(ζk − zk) +μk z
μzν
zkz j
(ζ j − z j)(ζk − zk). (4.44)
The second term in rhs(4.44) can be treated like (4.43). To bound the ﬁrst term in rhs(4.44) we
substitute (4.16). We have
μk
∥∥∥∥ zμzνzk (ζk − zk)
∥∥∥∥
L1t

∑
M ∪M
μkβk
∥∥∥∥ zμzνzk ei(m±m′)t z
α+α′ zβ+β ′
zk
∥∥∥∥
L1t
.1 2
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least one index ν = 0 such that λ = λk . Indeed, if k 1,
λk
∑
: λ=λk
(μ − ν) = 0=
∑
: λ=λk
(μ − ν). (4.45)
This yields the existence of the ν = 0 for k = 0. (4.45) implies∑
=0
(μ − ν) = 0. (4.46)
Finally, (4.46) and |μ| = |ν| imply also μ0 = ν0, and our claim for k = 0. Having established our claim,
we can bound
μkβk
∥∥∥∥ zμzνzk z
α+α′ zβ+β ′
zk
∥∥∥∥
L1t
μkβk
∥∥∥∥ zμzνzkz
∥∥∥∥
L∞t
∥∥∥∥z zαzβzk
∥∥∥∥
L2t
∥∥zα′ zβ ′∥∥L2t
 C(C2,C3)4 (4.47)
by the fact that the monomials in Z0 have degree at least 4 (and so ‖ zμzνzkz ‖L∞t  C(C3)2) and that
the monomial z z
α zβ
zk
belongs to the class of monomials with indexes in M ∪ M ′ . Same argument and
bounds hold for the second summation in (4.42). This yields (4.41). 
Lemma 4.11. There is a ﬁxed 0 > 0 such that assuming (4.5)–(4.7) and for  ∈ (0, 0) we have
∥∥second+ third line rhs(4.31)∥∥L1t [0,T ]  C(C2,C3)3. (4.48)
Proof. We will only bound
μkν j
∥∥∥∥ei(m+m′)t zμ+μ′ zν+ν ′zkz j rhs(4.12)kζ j
∥∥∥∥
L1t
 C(C2,C3)3, (4.49)
with terms from the ﬁrst line in rhs(4.16). In particular we assume (m,μ,ν) ∈ M and (m′μ′, ν ′) ∈ M ′ .
The other terms can be treated similarly. To begin with, we will show
μkν j
∥∥∥∥ei(m+m′)t zμ+μ′ zν+ν ′zkz j ζ j∂zk Z0(t, z)
∥∥∥∥
L1t
 C(C2,C3)4. (4.50)
It will be enough to consider
μkν jν
′′
k
∥∥∥∥ zμ+μ′ zν+ν ′zkz j z
μ′′ zν
′′
zk
ζ j
∥∥∥∥
L1t
 C(C2,C3)4, (4.51)
with (μ′′, ν ′′) as in (3.3). By the argument before (4.46) we can conclude that (3.3) and hypothesis
(H8) imply that there is at least one index μ′′ = 0 such that λ = λk . To prove (4.51) we substitute
ζ j = z j + (ζ j − z j). Then
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μ′′ zν
′′
zk
(ζ j − z j)
∥∥∥∥
L1t

∥∥∥∥ zμ′′ zν ′′zzk
∥∥∥∥
L∞t
∥∥∥∥ zμ+μ′ zν+ν ′ zzkz j
∥∥∥∥
L2t
‖ζ − z‖L2t  C(C2,C3)
5, (4.52)
where we have used that the ﬁrst and the last factors in the second line of (4.52) contribute at
least 2, and the middle one  . To complete (4.51) we prove
μkν jν
′′
k
∥∥∥∥ zμ+μ′ zν+ν ′zk z
μ′′ zν
′′
zk
∥∥∥∥
L1t
 C(C2,C3)4. (4.53)
We have by (4.6)–(4.7)∥∥∥∥ zμ+μ′ zν+ν ′zk z
μ′′ zν
′′
zk
∥∥∥∥
L1t

∥∥∥∥ zμ′′ zν ′′zzk
∥∥∥∥
L∞t
∥∥∥∥ zμ+μ′ zν+ν ′ zzk
∥∥∥∥
L1t
 C232
∥∥∥∥ zμzzk zν
∥∥∥∥
L2t
∥∥zμ′ zν ′∥∥L2t  C23C224. (4.54)
Hence we have proved (4.50). Rewriting rhs(4.12) = rhs(4.13)+ (4.14)+ (4.15), to complete the proof
of (4.49) it is enough to prove (4.55)–(4.56) below.
We need to show for (m,α,β) either in M or in M ′ , for (m′,α′, β ′) in M ′ (these are factors
contributed from (4.14) or (4.15)) and for (μ,ν) sums of exponents in either of the two lines in (4.16)
(these are factors contributed from the ﬁrst factors in second or third lines of (4.31)),
μkν jβk
∥∥∥∥ zμzνz j zk ei(m±m′)t z
α+α′ zβ+β ′
zk
ζ j
∥∥∥∥
L1t
 C(C2,C3)4. (4.55)
We also need to show:
μkν j
∥∥∥∥ zμzνz j zk Ekζ j
∥∥∥∥
L1t
 C(C2,C3)4. (4.56)
Let us start with (4.55). Substituting ζ j = z j + (ζ j − z j) and focusing for deﬁniteness on terms of the
ﬁrst line of (4.16), we reduce to
μkν jβk
∥∥∥∥ zμ′+μ′′ zν ′+ν ′′ zα+α′ zβ+β ′zkzk
∥∥∥∥
L1t
 C(C2,C3)4,
μkν jβk
∥∥∥∥ zμ′+μ′′ zν ′+ν ′′ zα+α′ zβ+β ′z j zkzk (z j − ζ j)
∥∥∥∥
L1t
 C(C2,C3)4, (4.57)
for some (m˜′,μ′, ν ′) ∈ M and (m˜′′,μ′′, ν ′′) ∈ M ′ , with μk (resp. νk) equal either to μ′k or μ′′k (resp. ν ′k
or ν ′′k ). Inequalities (4.57) can be easily proved using previous arguments. Finally let us turn now to
(4.56). Here too for deﬁniteness we prove, for some (m˜′,μ′, ν ′) ∈ M and (m˜′′,μ′′, ν ′′) ∈ M ′ ,
μ′kν
′
j
∥∥∥∥ zμ′+μ′′ zν ′+ν ′′z j zk Ekζ j
∥∥∥∥
L1
 C(C2,C3)4. (4.58)t
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μ′kν
′
j
∥∥∥∥ zμ′+μ′′ zν ′+ν ′′z j zk Ekζ j
∥∥∥∥
L1t
μ′kν ′j
∥∥∥∥ zμ′+μ′′ zν ′+ν ′′z j zk ζ j
∥∥∥∥
L2t
‖Ek‖L2t . (4.59)
We substitute ζ j = z j + (ζ j − z j). Then (4.60) follows by (4.33) and by
μ′k
∥∥∥∥ zμ′+μ′′ zν ′+ν ′′zk
∥∥∥∥
L2t
μ′k
∥∥∥∥ zμ′ zν ′zk
∥∥∥∥
L∞t
∥∥zμ′′ zν ′′∥∥L2t
 C(C2,C3)3,
μ′kν
′
j
∥∥∥∥ zμ′+μ′′ zν ′+ν ′′z j zk (ζ j − z j)
∥∥∥∥
L2t
μ′kν ′j
∥∥∥∥ zμ′+μ′′ zν ′+ν ′′z j zk
∥∥∥∥
L∞t
‖ζ − z‖L2t
 C(C2,C3)3.  (4.60)
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