Abstract -We find asymptotic behavior of the minimum expected number E ( n , p ) of disjunctive tests in two-stage reconstruction of unknown binary vectors of length n distributed according to the Bernoulli p scheme where the minimum is taken over all matrices of tests comprising the first stage.
I. INTRODUCTION
We consider the problem of reconstructing an unknown binary vector x = (21, ..., zn) using two-stage disjunctive testing defined as follows. In the first stage, with the help of a binary r x n matrix H = ( h i , j ) , the binary vector (syndrome) s = (81, ..., sr) is determined where s i = vy=l zj A h i j , z = 1, ..., r . The syndrome s allows us to determine some but not necessarily all components of x. We denote by u(H,x) the number of components of x that remain unknown by someone who knows H and s. We resolve these components in the second stage by using u(H,x) individual disjunctive tests each of which has only one nonzero component. We suppose that selection of the binary vector x is governed by the Bernoulli distribution with a parameter p , 0 < p < 1, which is assumed to be known for testing. The efficiency of a two-stage testing procedure is characterized by the minimum expected number of disjunctive tests required to uniquely reconstruct x:
X
The main problem is to find
where the minimum is taken over all matrices H with n columns and any r 2 1 rows. Disjunctive testing has been studied for more than 50 years and has numerous applications. Moreover, in recent years it has attracted increased interest in connection with new applications in multiple access channels and in analysis of genetic information (see [l] , [Z] ).
The problem above is analogous to the problem, for a binary symmetric channel with crossover probability p, of finding a check matrix H of a linear code that has the minimal probability of decoding error. For the class of linear codes, this decoding problem is equivalent to reconstructing an unknown noise vector x = (21, ..., 2") by its syndrome s = ( 3 1 , ..., sr) , where, instead of disjunction V and conjunction A, sum and multiplication in GF(2) are used.
UNIVERSAL AND EXISTENTIAL BOUNDS
Shannon's Theorem on the expected length of a prefix code implies the following bound which is also valid for any adaptive 'Supported by NSF grants ECS-9632266 and CCR-9980616. We also provide an explicit construction which shows that E ( n , p ) 5 r + p n [ n / r l . This construction is good for sufficiently small p and allows us to prove that E ( n , p ) -1, if p = o (n-'), and E(n,p) x 1, if p x n-'. Here and henceforth, f(n) = g(n) means that there are constants c1 > 0 and
ASYMPTOTIC RESULTS
The statements of Section I1 allows us to determine the asymptotic behavior of E(n,p) for a broad class of functions p = p(n) when n 4 CO. This is based on a surprising fact that the condition r -k2 In k if k > n p arises both when i = k gives the maximal member of the sum in (2) and when we find the minimum (over r ) of the exponent in the right-hand side of (3). Our asymptotic results can be described in compact, albeit
.
somewhat weakened, form as follows:
Inn E ( n , p ) =: nplnn Note that in the last case the asymptotic behavior of E ( n , p ) coincides (up to positive constants) with the informationtheoretic bound (1). This implies that the efficiency of twostage disjunctive testing cannot be essentially strengthened in the class of all multistage adaptive algorithms.
