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Classifying the wind power ramp events. Accurate prediction of wind ramp events is critical for the ensuring the reliability
and stability of the power systems with high penetration of wind energy. This paper proposes a classification based approach for
estimating the future class of wind ramp event based on certain thresholds. A parallelized gradient boosted regression tree based
technique has been proposed to accurately classify the normal as well as rare extreme wind power ramp events. The model has
been validated using wind power data from Alberta electricity market. Performance comparison with several benchmark techniques
indicates that the model superiority of the proposed technique in terms of superior classification accuracy.
Index Terms—classification, gradient boosted regression tree, renewable energy, wind ramp events.
I. INTRODUCTION
GLOBAL warming and depleting fossil fuel resources aresome of the the key driving factors for the increasing
popularity of renewable energy sources such as wind en-
ergy [1]. Wind energy is a clean and sustainable alternate to the
conventional sources of energy. Many countries have resolved
to gradually increase the penetration of wind power into their
existing power systems [2][3][4]. However, the intermittent
nature of wind energy poses certain technical and economic
challenges. Sudden increase or decrease of the wind energy in
response to changes in wind speed, denoted as a wind ramp
event, leads to challenges in maintaining the demand-supply
balance at all times.
Accurate forecast of wind power plays a key role in man-
aging the uncertainty of wind power generation for its reliable
integration with the grid. Wind power forecasts are employed
in power system planning activities such as unit commitment,
scheduling and dispatch by system operators. Several research
papers have investigated the problem of accurate wind power
forecasting and developed efficient and reliable methodologies.
These models are based on physical, statistical and hybrid
approaches. Some of the existing wide scale wind farm models
are Prediktor, HIRPOM, ForeWind and OMEGA [5],[6].
The existing wind energy forecasting literature primarily
pertains to point forecast where the focus is one predicting
the numerical value of the wind power at a given instant
in future [7][8][9][10]. Point forecasting techniques suffer
with the limitation that they do not indicate the uncertainty
associated with such forecasts. Since wind power is a highly
uncertain variable, it is necessary to quantify the uncertainty
associated with the forecasts along with their numerical values.
Some papers address this issue by estimating the probability
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density function, confidence interval and prediction interval of
point forecasts[11], [12], [13], [14], [15]
Keeping in view the increasing capacity as well as pene-
tration of the wind power into the existing power systems,
it is imperative to accurately predict the severe ramp up/
ramp down events over a short period of time to ensure the
stability and the reliability of the system. A survey of the
available literature indicates the attempts made by reserachers
to address the problem of predicting wind ramp events. A
dynamic programming recursion technique was proposed by
Sevlian and Rajagopal [16] to detect the ramp events. A
family of scoring functions with ramp events definitions was
suggested which could be used in forecasting and simulation.
Bossavy et al.[17] generated the confidence intervals asso-
ciated with the occurrence of ramp events. However, it is
difficult to incorporate these intervals in automated dispatching
and unit commitment systems. Graves et al.[18] suggested the
incorporation of the numerical weather forecast (NWP) models
for improving the forecasting accuracy of ramp events. But the
success of their proposed technique depends on improving the
NWP forecasts which is a difficult task. Cui et al.[19] proposed
a method which provided the statistical information associated
with wind power ramping events.
Some alternative approaches have been proposed where the
focus is on predicting the class of the ramp event based on
certain predefined-thresholds. Zareipour et al.[20] predict the
class of the ramp event using the one against all approach
of the support vector machines (SVM). The paper reported
satisfactory accuracy levels for different testing periods. But
the paper lacks a formal structure for future control applica-
tion [19] and also a detailed analysis and specifications of the
classification methodology employed. The wind power data
is labeled for classification purpose based on predetermined
thresholds. Since extreme ramp events are rare in nature, this
leads to a huge class imbalance in the datasets leading to
doubtful conclusions about the accuracy of the methodology.
This paper proposes a novel methodology based on gradient
based regression trees to efficiently address such issues. The
rest of the paper is organized as follows. The problem def-
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inition is discussed in Section II. The detailed methodology
is presented in Section III. Section IV describes the various
case studies performed to validate the methodology. Results
and discussions are provided in Section V followed by the
conclusions in Section VI.
II. PROBLEM DEFINITION
Let the wind power at time t and t − ∆t of the d-day
be denoted by wd(t) and wd(t − ∆t), respectively. In this
formulation, ∆t is a relatively small time interval (ranging
from 10 minutes to 1 hour). The difference between the
two consecutive wind power outputs is defined as ∆wd(t) =
wd(t)− wd(t−∆t).
A positive value for ∆wd(t) is an increase in the wind
power output i.e. a ”ramp up” event while a negative value
of ∆wd(t) represents a decrease in the wind power output,
which is a ”ramp down” event. A ramp event is defined as
∆wd(t) hitting a certain threshold, say |∆wd(t)| > T , where
T is specified by the system operator.
Severity of ramp events can further be categorized by defin-
ing different ramp event thresholds. To describe the amplitude,
or severity, of ramp events, an ordered set of thresholds from
system operator can be specified as Tmin < T1 < T2 . . . <
Tmax. By comparing ∆wd(t) to these thresholds, one can
identify into which interval the ramp events will fall.
A class can be assigned to each ramp event depending in
which interval it falls. Given the chronological wind power
time series data wd(t) back from the time pair . Then the
corresponding time series of wind power changes ∆wd(t) is
readily obtained.
The objective in this paper is to predict the classes of the
ramp events at the future time interval from t+1 to t+S where
S indicates the number of time intervals into the future; this is
in fact a S-step ahead classification problem until the current
time.
III. METHODOLGY
A. Gradient Boosted Regression Tree
Gradient Boosted Regression Trees is an ensemble learning
method that builds a set of decision trees in a greedy manner at
training time and makes a class prediction by taking a majority
vote, which is the mode of classes predicted by individual trees
at test time.
The model is an ensemble of k trees, formalized as
yˆi =
K∑
k=1
fk(xi), fk ∈ F (1)
The model is built in a greedy manner, with an aim to
minimize the objective function
Obj =
n∑
i
l(yˆi, y) +
∑
k
Ω(fk) (2)
To find the functions fk , an additive training procedure is
followed
yˆ
(0)
i = 0
yˆ
(1)
i = f1(xi) = yˆ
(0)
i + f1(xi)
yˆ
(2)
i = f1(xi) + f2(xi) = yˆ
(1)
i + f2(xi)
. . .
yˆ
(t)
i =
t∑
k=1
fk(xi) = yˆ
(t−1)
i + ft(xi)
The model at training round t is the sum of the function in
the previous round and a function ft(x) . To find the function
ft(x), the following objective function is minimized at round
t,
Obj(t) =
n∑
i=1
l(yi, yˆ
(t)
i ) +
n∑
i=1
Ω(fi) (3)
A quadratic approximation allows us to define the objective
function at round t as
Obj(t) ≃
n∑
i=1
[gift(xi) +
1
2
hif
2
t (xi)] + Ω(ft) (4)
where
gi = ∂yˆ(t−1)l(yi, yˆ
(t−1)), hi = ∂
2
yˆ(t−1)l(yi, yˆ
(t−1)) (5)
Thus, the search for the functions ft depend on the objective
only via the first and second gradients of the loss functions gi
and hi respectively, which inspires the name Gradient Boosted
Regression Trees.
This model is widely used in the industry for a variety
of regression and classification problems, across a number of
domains.
IV. CASE STUDIES
A. Dataset description
The model validation is performed using wind power data
obtained from the National Renewable Energy Laboratory
(NREL) website [21]. Modeled wind farm data points for
the Eastern region of United States are provided in the
dataset. This database was developed for the purpose of as-
sisting researchers involved in wind integration studies. Wind
speed/power data pertaining to 1326 onshore sites in 34 states
and 4948 offshore sites for 17 states is available in the dataset
with a time resolution of 10 minutes. In the present study,
we use data corresponding to one offshore site (SITE 7856)
and one onshore site (SITE 13000). The wind speed and net
power are listed as features over 157,969 time points in both
the datasets.
In order to formulate the wind ramp event classification
problem, it is necessary to tranform the numerical values of
the wind power (targets of the training data sets) into labels
or classes. Data is labelled according to certain thresholds
which are fixed by the operators/ plant owners as per their
requirements. To prepare the data, differences between wind
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power at successive 10-minute, 20- minute, 30-minute, 40-
minute, 50-minute, 60-minute time points are taken. The
obtained values are compared with the threshold set at 50 per
cent of the rated site capacity, which is 10 MW for SITE
13000 and 545 MW for SITE 7856.
For example, using these threshold values, the targets are
classified into four distinct classes in the following manner
for the SITE 13000 dataset.
target class = 1, if x < −10.
2, if −10 < x < 0.
3, if 0 < x < 10.
4, if x > 10.
(6)
where x is the actual point value of the wind power
difference between successive time points. The training data
thus created is now used to train various classification models.
The class distribution for the datasets is highly imbalanced,
as depicted in Tables I and II for SITE 7856 dataset and SITE
13000 dataset respectively. Class 1 and 4 represent severe
down and up ramp events respectively, and thus are rare in
number. It can be observed in Table I that only 0.58% of the
examples represent the rare ramp up/down events. This can
also be observed in the SITE 13000 dataset depicted in Table
II where only 5.06% of the examples correspond to the rare
events. The occurance of rare events is higher in site 13000
compared to site 7856 but still the fraction is too small for
efficient traning. Classifying such events accurately is very
crucial for enhancing the reliability and safe integration of
wind power into the grid.
TABLE I
SITE 7856 DATASET
Class Number of examples Percentage
1 447 0.28
2 81760 51.70
3 75377 47.72
4 474 0.30
TABLE II
SITE 13000 DATASET
Class Number of examples Percentage
1 3611 2.29
2 83270 52.71
3 66685 42.21
4 4402 2.77
Since predicting these rare ramp events is of greater value,
we explicitly measure the performance of our models accord-
ing to the F1 score for rare ramp event class (1 and 4). We
see in section V that the GBRT model performs competitively
according to this metric on SITE 13000 dataset.
B. Model selection
XGBoost is an open-source implementation of parallelized
gradient boosted regression trees, which has been shown to
work well in a variety of machine learning competitions
across a wide variety of datasets. It supports various objective
functions, including regression, classification and ranking.
The package is made to be extensible, and is suited for
research purposes. XGBoost requires careful parameter tun-
ing to ensure optimal model performance. The parameters
nEstimators, which controls the number of rounds for which
boosting is performed, and maxDepth, which is the maximum
depth of a decision tree, were determined with a grid-search
based approach. The basic idea behind grid search is to
pick out the best combination of parameters from the grid
formed by individual parameter values. nEstimators varied
from [50,100,200], and maxDepth varied from [2,4,6]. The
best parameters were selected on the basis of the best 3-fold
cross validation performance on the train set, to ensure better
generalization to the test set.
C. Results
We benchmark the performance of a parallelized imple-
mentation of the GBRT model against a variety of state-
of-the-art machine learning algorithms: Support Vector Ma-
chines(SVM), Neural Networks (NN), LSTM-NN(Long Short
Term Memory)-Neural Networks and Random Forests(RF).
The GBRT model performs robustly across different
datasets, outperforming the other models in terms of both
classification accuracy and mean F1 score. The classification
accuracy is defined as follows.
Accuracy =
nc
nt
(7)
where nc is the number of correctly classified instances and
nt is the total number of instances.
The F1 score is the harmonic mean of precision and recall,
defined as
F1 =
2 ∗ precision ∗ recall
precision+ recall
(8)
where precision is defined as the fraction of true positives
out of total instances predicted as positives, that is
Precision =
tp
tp + fp
(9)
and recall is defined as the fraction of instances belonging
to positive class that were predicted as positives, that is
Recall =
tp
tp + fn
(10)
D. Benchmark Models
1) Support Vector Machines (SVMs)
SVMs construct a separating hyperplane in a high-
dimensional space, and have been applied to a wide
variety of classification and regression problems. SVMs
have been applied to the problem of wind ramp event
forecasting [22] [23].
However, their applicability to large datasets like SITE
13000 and site 7856 is limited, as they take a long time
to train and can’t be parallelized trivially. Moreover, the
kernel SVM implementation is rendered unfeasible as
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the kernel matrix takes up large memory space. The
scores in Table 3 and Table 4 were obtained with a linear
SVM implementation from scikit-learn Python library.
2) Artifical Neural Networks (ANNs)
ANNs are a family of models inspired by biological
neural networks and are used to estimate or approximate
functions that can depend on a large number of inputs
and are generally unknown. ANN models have been
used to forecast wind power and for wind ramp event
class prediction [24] [25]. Neural networks are a class
of machine learning models that mimic the neurons in
the human brain, and can be shown to learn arbitrarily
complex mappings approximately.
3) Long Short Term Memory Networks (LSTMs)
LSTMs are a variant of Recurrent Neural Networks
which contain LSTM blocks, with specialised input,
forget and output gates and maintain a cell state, which
maintains a ”thought vector” summarizing the data seen
so far. [18] [26]
Some studies have showcased the efficacy of Recurrent
Neural Network(RNN) models with time-series data,
for classification, regression and predictive modelling
tasks. We benchmark the performance of the GBRT
model against a variant of RNNs, called LSTM (Long-
Short term memory). These models have been shown
to work very well for sequence modelling, and are
used for a variety of tasks including speech recognition,
handwriting generation.
4) Random Forests
Random forests are an ensemble learning method for
classification, regression and other tasks, that operate by
constructing a multitude of decision trees at training time
and outputting the class that is the mode of the classes
(classification). [27]
Random forests are resistant to overfitting in general.
Random Forests have been applied to the problem of
wind power forecasting as well [28].
5) Persistence benchmark
Persistence prediction uses the ground truth ramp class
in the previous time-step and predicts the same class
for the current time-step. This serves as a baseline for
advanced machine learning models to compare their
performance.
1) Implementation details
The GBRT model was implemented using open source
machine learning library xgboost [29]. The cross-validated
grid search for the parameters was done using the xgboost’s
interface to Python’s scikit-learn library. The ANN and LSTM
models were trained on a Amazon Web Services(AWS) GPU
node with 16GB RAM and a Tesla K20 GPU with 4 GB
memory and 40 cores. The model was implememented using
the open-source deep learning library Keras[30].
The ANN model consists of an input layer of size 36, 2 hidden
layers with 100 neurons each, with dropout probability of 0.2
in each layer and the final layer as a 4-way softmax layer.
The LSTM model consists of hidden layer with 36 timesteps,
with the input being fed into each timestep being the wind
power. The final layer is a 4-way softmax from the hidden
layer of size 4 to the softmax output.
Both models were trained using minibatch stochastic gradient
descent with a minibatch size of size 512 for 20 epochs, with
the loss function being the categorical cross-entropy loss with
4 categories. The data was split as 80 percent training and 20
percent test data using a stratified shuffle split strategy. The
validation set was taken as 10 percent of the training data. The
results are reported with the weights at the end of the 20th
epoch.
The Random Forest model was implemented with Python’s
scikit-learn library [31][32] and cross-validated grid search
was performed to select the parameters. nEstimators var-
ied from [50,100,200] and maxFeatures varied between
[sqrt(numFeatures),log2(numFeatures)], which is the maxi-
mum number of features to consider when looking for the
best split. 3-fold cross validation was performed to select the
best set of parameters.
V. RESULTS
Table III and Table IV compare the classification accuracy,
overall F1 score and F1 score for the rare ramp events for
the GBRT model versus the benchmark models, for the
SITE 13000 and SITE 7856 datasets. The overall F1 score is
computed as the average of the F1 scores for class prediction
for ramp event in the next 10, 20, 30, 40, 50 and 60 minute
windows. The accuracy and F1 scores for the rare classes are
computed in a similar fashion.
Looking at the SITE 13000 dataset in Table III, the GBRT
model achieves an overall F1 score of 0.83 and the Random
Forest model achieves an overall F1 score of 0.79. Comparing
this to the neural network based models with F1 scores of
0.74, the decision tree based models are better predictors of
the class of a wind ramp event. The persistence benchmark
performs very well with a F1 score of 0.77.
Looking at the accuracy of the models, GBRT gets an
accuracy of 0.82 and the Random Forest model gets an
accuracy of 0.80. Comparing this to LSTM-NNs and ANNs,
which achieve an accuracy of 0.75, we see that the Random
Forest and GBRT models obtain higher accuracy than the
persistence benchmark while the LSTMs and ANNs perform
below the benchmark set at 0.77
For the SITE 7856 dataset in Table IV, the persistence
benchmark forms a good baseline with a F1 score of 0.74 .
The GBRT model achieves an overall F1 score of 0.79 . In
comparison, the LSTM-NN and ANN models come up with
an overall F1 score of 0.77 and 0.74 . The SVM and Random
Forests model perform below the persistence benchmark at
overall F1 scores of 0.63 and 0.53 respectively.
The accuracy of the models on SITE 7856 dataset is compared
in Table IV. The GBRT gets an accuracy of 0.79, followed
by ANNs and LSTMs, which get 0.78 and 0.75 respectively.
The persistence benchmark is set at 0.74, which the Random
Forest and SVM models perform below at 0.53 and 0.64
respectively.
In order for any such model to be practically applicable, it
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needs to have a reasonable F1 score for the severe up-ramp
and down-ramp events. For the SITE 13000 dataset, the
GBRT model has a rare event F1 score of 0.58. The ANN
model achieves a score of 0.54 and the RF model achieves
a score of 0.50. The persistence benchmark is set at 0.49,
which the LSTM-NNs and SVMs perform below at 0.11 and
0.13 respectively.
For the SITE 7856 dataset, the ANN model gives a rare event
F1 score of 0.50 followed by GBRT model with a score of
0.42. The persistence benchmark is set at 0.31, which the
Random Forests, LSTM-NN and the SVM models fail to beat
with a score of 0.15, 0.14 and 0.00 respectively.
In conclusion, performing a thorough analysis of the perfor-
mance of various ML models on both datasets shows that the
GBRT model robustly achieves high accuracy the other ML
models across datasets. In particular, with a reasonably high
F1 score for rare events in both datasets, the GBRT model is
practically applicable to the problem of wind ramp event class
prediction.
TABLE III
SITE 13000 DATASET
Gradient Boosted Regression Trees(GRBT) model
Accuracy F1 score(overall) F1 score (rare events)
0.82 0.83 0.58
Support Vector Machine(SVM) model
Accuracy F1 score(overall) F1 score (rare events)
0.62 0.59 0.13
Artificial Neural Network(ANN) model
Accuracy F1 score(overall) F1 score (rare events)
0.75 0.74 0.54
Long Short Term Memory-Neural Network (LSTM-NN) model
Accuracy F1 score(overall) F1 score (rare events)
0.75 0.74 0.11
Random Forests (RF) model
Accuracy F1 score(overall) F1 score (rare events)
0.79 0.80 0.50
Persistence Benchmark
Accuracy F1 score(overall) F1 score (rare events)
0.77 0.77 0.49
The testing times of the models are compared across dif-
ferent hardware setups as mentioned in the implementation
details is compared in Table V.
The neural network based models are faster at test times
because of the parallelism afforded by the GPU, as opposed to
the decision-tree based models which only used a multi-core
CPU for training.
Since the test times per example are much lower than the
smallest time window for prediction(10 minutes), these models
are suitable for real-time prediction in a streaming input
setting.
TABLE IV
SITE 7856 DATASET
Gradient Boosted Regression Trees(GBRT) model
Accuracy F1 score(overall) F1 score (rare events)
0.79 0.79 0.42
Support Vector Machines(SVM) model
Accuracy F1 score(overall) F1 score (rare events)
0.64 0.63 0.00
Artifical Neural Network(ANN) model
Accuracy F1 score(overall) F1 score (rare events)
0.78 0.77 0.50
Long Short Term Memory(LSTM-NN) model
Accuracy F1 score(overall) F1 score (rare events)
0.75 0.74 0.14
Random Forest model
Accuracy F1 score(overall) F1 score (rare events)
0.53 0.53 0.15
Persistence
Accuracy F1 score(overall) F1 score (rare events)
0.74 0.74 0.31
TABLE V
TEST TIMES PER EXAMPLE IN MILLISECONDS
Model SITE 13000 SITE 7856
GBRT 75 72.3
SVM 81 82.5
ANN 60.3 70.6
LSTM-NN 112.5 115.7
RF 86.4 86.7
Persistence 0.1 0.1
VI. CONCLUSION
Gradient Boosted regression trees are a powerful class of
models for learning patterns from a wide variety of datasets.
They have been shown to be robust to overfitting, easy to
train and compact to use at test time. This work shows that
wind ramp event prediction from large historical datasets
is made possible by parallelizing the learning procedure of
gradient boosted trees across multi-core machines with a large
number of cores. The performance of the GBRT model is
compared to that of state-of-the-art pattern recognition and
machine learning algorithms such as Support Vector Machines,
Artificial Neural networks, Long Short Term Memory Neural
Networks and Random Forests. The comparison is done on
two datasets from wind farms in Alberta and the GBRT model
is shown to work well on both datasets across three metrics.
In addition to the regularly used metrics of accuracy and F1
score, we introduced an additional metric for F1 score of rare
events to evaluate the practical usability of these models. The
GBRT and ANN models perform well with respect to this
metric.
We compare the performance of these models with a sim-
ple persistence benchmark. The superior performance of the
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persistence model to a number of machine learning models
mentioned above indicates that the performance of wind ramp
event prediction models may be improved by designing a
models that take in the last persistent class as input along
with the historical data to make predictions, a direction that
can be explored in future work.
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