We explain the notion of software-defined networking (SDN), whose southbound interface may be implemented by the OpenFlow protocol. We describe the operation of OpenFlow and summarize the features of specification versions 1.0-1.4. We give an overview of existing SDN-based applications grouped by topic areas. Finally, we point out architectural design choices for SDN using OpenFlow and discuss their performance implications.
Introduction
Software-defined networking (SDN) has gained a lot of attention in recent years, because it addresses the lack of programmability in existing networking architectures and enables easier and faster network innovation. SDN clearly separates the data plane from the control plane and facilitates software implementations of complex networking applications on top. There is the hope for less specific and cheaper hardware that can be controlled by software applications through standardized interfaces. Additionally, there is the expectation for more flexibility by dynamically adding new features to the network in the form of networking applications. This concept is known from mobile phone operating systems, such as Apple's iOS and Google's Android, where "apps" can dynamically be added to the system. In this paper, we introduce the notion of SDN using the definition from the Open Networking Foundation (ONF). OpenFlow is just an option for a control protocol in SDN, but it is the predominant one. As OpenFlow currently evolves, several versions of its specification exist; newer releases are more powerful, as their feature sets support IPv6, Multiprotocol Label Switching (MPLS), rerouting, metering, policing and more scalable control. However, most existing applications are based on version 1.0, whose feature set is rather limited. We will highlight how SDN contributes to network innovation by various networking applications that were implemented and analyzed in recent years. These applications fall in the areas of network management and traffic engineering, security, network virtualization and routing optimization. Several surveys of SDN already exist [1] [2] [3] ; this contribution differs from them through an analysis of architectural design choices for OpenFlow-based SDN networks. We discuss performance issues of OpenFlow-based SDN and refer to studies regarding these aspects.
Section 2 explains the concept of SDN, and Section 3 gives an overview of the OpenFlow protocol, which is currently the major protocol to control network elements in SDN. Section 4 gives a survey of networking applications and groups them by topic areas. Section 5 discusses architectural design choices for SDN. Performance issues of OpenFlow-based SDN are discussed in Section 6, and Section 7 summarizes OpenFlow-based SDN. Finally, Section 8 concludes this work.
Software-Defined Networking
In this section, we give an overview of SDN. We review the interfaces of SDN and discuss potential control protocols for SDN. We delineate SDN from the active and programmable networks, which resemble it in some aspects.
Definition
We discuss SDN along the definition given by the ONF [4] . It is the most accepted SDN definition worldwide, because most global players in the networking industry and many IT corporations participate in the ONF. Figure 1 illustrates the SDN framework, which consists of three layers. The lowest layer is the infrastructure layer, also called the data plane. It comprises the forwarding network elements. The responsibilities of the forwarding plane are mainly data forwarding, as well as monitoring local information and gathering statistics.
One layer above, we find the control layer, also called the control plane. It is responsible for programming and managing the forwarding plane. To that end, it makes use of the information provided by the forwarding plane and defines network operation and routing. It comprises one or more software controllers that communicate with the forwarding network elements through standardized interfaces, which are referred to as southbound interfaces. We review protocol options for the southbound interface in Section 2.2. OpenFlow, which is one of the mostly used southbound interfaces, mainly considers switches, whereas other SDN approaches consider other network elements, such as routers. A detailed description of the OpenFlow protocol is given in Section 3.
The application layer contains network applications that can introduce new network features, such as security and manageability, forwarding schemes or assist the control layer in the network configuration. Examples of network applications will be discussed in Section 4. The application layer can receive an abstracted and global view of the network from the controllers and use that information to provide appropriate guidance to the control layer. The interface between the application layer and the control layer is referred to as the northbound interface. For the latter, no standardized API exists today, and in practice, the control software provides its own API to applications. We briefly discuss the northbound interface in Section 2.3.
Protocol Options for the Southbound Interface
The most common southbound interface is OpenFlow, which is standardized by the Open Networking Foundation (ONF). OpenFlow is a protocol that describes the interaction of one or more control servers with OpenFlow-compliant switches. An OpenFlow controller installs flow table entries in switches, so that these switches can forward traffic according to these entries. Thus, OpenFlow switches depend on configuration by controllers. A flow is classified by match fields that are similar to access control lists (ACLs) and may contain wildcards. In Section 3, we provide a detailed description of OpenFlow and describe the features offered by different versions of the protocol.
Another option for the southbound interface is the Forwarding and Control Element Separation (ForCES) [5, 6] which is discussed and has been standardized by the Internet Engineering Task Force (IETF) since 2004. ForCES is also a framework, not only a protocol; the ForCES framework also separates the control plane and data plane, but is considered more flexible and more powerful than OpenFlow [7, 8] . Forwarding devices are modeled using logical function blocks (LFB) that can be composed in a modular way to form complex forwarding mechanisms. Each LFB provides a given functionality, such as IP routing. The LFBs model a forwarding device and cooperate to form even more complex network devices. Control elements use the ForCES protocol to configure the interconnected LFBs to modify the behavior of the forwarding elements.
The SoftRouter architecture [9] also defines separate control and data plane functionality. It allows dynamic bindings between control elements and data plane elements, which allows a dynamic assignment of control and data plane elements. In [9] , the authors present the SoftRouter architecture and highlight its advantages on the Border Gateway Protocol (BGP) with regard to reliability.
ForCES and SoftRouter have similarities with OpenFlow and can fulfill the role of the southbound interface. Other networking technologies are also discussed, as well as possible southbound interfaces in the IETF. For instance, the Path Computation Element (PCE) [10] and the Locator/ID Separation Protocol (LISP) [11] are candidates for southbound interfaces.
Northbound APIs for Network Applications
As we will highlight in Section 3, the OpenFlow protocol provides an interface that allows a control software to program switches in the network. Basically, the controller can change the forwarding behavior of a switch by altering the forwarding table. Controllers often provide a similar interface to applications, which is called the northbound interface, to expose the programmability of the network. The northbound interface is not standardized and often allows fine-grained control of the switches. Applications should not have to deal with the details of the southbound interface, e.g., the application does not need to know all details about the network topology, etc. For instance, a traffic engineering network applications should tell the controller the path layout of the flows, but the controller should create appropriate commands to modify the forwarding tables of the switches. Thus, network programming languages are needed to ease and automate the configuration and management of the network.
The requirements of a language for SDN are discussed in [12] . The authors focus on three important aspects. (1) The network programming language has to provide the means for querying the network state. The language runtime environment gathers the network state and statistics, which is then provided to the application; (2) The language must be able to express network policies that define the packet forwarding behavior. It should be possible to combine policies of different network applications. Network applications possibly construct conflicting network policies, and the network language should be powerful enough to express and to resolve such conflicts; (3) The reconfiguration of the network is a difficult task, especially with various network policies. The runtime environment has to trigger the update process of the devices to guarantee that access control is preserved, forwarding loops are avoided or other invariants are met.
Popular SDN programming languages that fulfill the presented requirements are Frenetic [13] , its successor, Pyretic [14] , and Procera [15] . These languages provide a declarative syntax and are based on functional reactive programming. Due to the nature of functional reactive programming, these languages provide a composable interface for network policies. Various other proposals exist, as well. The European FP7 research project, NetIDE, addresses the northbound interfaces of SDN networks [16] .
SDN, Active and Programmable Networks
In the past, various technologies were developed to enable programmability in communication networks. Active networks (AN) [17] were developed in the 1990s. The basic idea of AN is to inject programs into data packets. Switches extract and execute programs from data packets. With this method, new routing mechanisms and network services can be implemented without the modification of the forwarding hardware. However, this approach has not prevailed, due to security concerns and performance issues that can occur on executing programs in the forwarding devices. For example, an attacker can inject malicious programs into network packets and forward them into the network.
Programmable networks (PN) [18, 19] also provide a means for programmability in the network by executing programs on packets similar to AN. However, programs are not included in the data packets as with AN. The programs are installed inside the network nodes, which execute the programs on the packets. This clearly reduced security concerns that occur with AN, because a network node only accepts programs after a prior signaling and node setup. Various proposals for PN were made in the past. For example, xbind [20] was proposed for asynchronous transfer mode (ATM) networks that are tailored towards quality of service (QoS) and multimedia applications. The aim of xbind was to overcome the complexity associated with ATM and to allow easier service creation by separating the control algorithms from the ATM protocol, which was enabled by the programmability of the forwarding devices through programming languages.
Both approaches, AN and PN, introduce new flexibility by allowing programs to be executed within the network. They are more flexible than an OpenFlow-based SDN approach, because they allow one to program the data plane in an extensible way. New data plane functionality can be implemented through programs that are either part of data packets with AN or installed inside network nodes with PN. An OpenFlow-based SDN approach cannot extend the data plane functionality without an upgrade of the switches, due to the fact that OpenFlow only provides a fixed set of network operations. The OpenFlow controller is only able to program the switch with its supported set of operations.
The OpenFlow Protocol
The OpenFlow protocol is the most commonly used protocol for the southbound interface of SDN, which separates the data plane from the control plane. The white paper about OpenFlow [21] points out the advantages of a flexibly configurable forwarding plane. OpenFlow was initially proposed by Stanford University, and it is now standardized by the ONF [4] . In the following, we first give an overview of the structure of OpenFlow and then describe the features supported by the different specifications.
Overview
The OpenFlow architecture consists of three basic concepts. (1) The network is built up by OpenFlow-compliant switches that compose the data plane; (2) the control plane consists of one or more OpenFlow controllers; (3) a secure control channel connects the switches with the control plane. In the following, we discuss OpenFlow switches and controllers and the interactions among them.
An OpenFlow-compliant switch is a basic forwarding device that forwards packets according to its flow table. This table holds a set of flow table entries, each of which consists of match fields, counters and instructions, as illustrated in Figure 2 . Flow table entries are also called flow rules or flow entries. The "header fields" in a flow table entry describe to which packets this entry is applicable. They consist of a wildcard-capable match over specified header fields of packets. To allow fast packet forwarding with OpenFlow, the switch requires ternary content addressable memory (TCAM) that allows the fast lookup of wildcard matches. The header fields can match different protocols depending on the OpenFlow specification, e.g., Ethernet, IPv4, IPv6 or MPLS. The "counters" are reserved for collecting statistics about flows. They store the number of received packets and bytes, as well as the duration of the flow. The "actions" specify how packets of that flow are handled. Common actions are "forward", "drop", "modify field", etc. The basic packet forwarding mechanism with OpenFlow is illustrated in Figure 3 . When a switch receives a packet, it parses the packet header, which is matched against the flow table. If a flow table entry is found where the header field wildcard matches the header, the entry is considered. If several such entries are found, packets are matched based on prioritization, i.e., the most specific entry or the wildcard with the highest priority is selected. Then, the switch updates the counters of that flow table entry. Finally, the switch performs the actions specified by the flow table entry on the packet, e.g., the switch forwards the packet to a port. Otherwise, if no flow table entry matches the packet header, the switch generally notifies its controller about the packet, which is buffered when the switch is capable of buffering. To that end, it encapsulates either the unbuffered packet or the first bytes of the buffered packet using a PACKET-IN message and sends it to the controller; it is common to encapsulate the packet header and the number of bytes defaults to 128. The controller that receives the PACKET-IN notification identifies the correct action for the packet and installs one or more appropriate entries in the requesting switch. Buffered packets are then forwarded according to the rules; this is triggered by setting the buffer ID in the flow insertion message or in explicit PACKET-OUT messages. Most commonly, the controller sets up the whole path for the packet in the network by modifying the flow tables of all switches on the path.
OpenFlow Specifications
We now review the different OpenFlow specifications by highlighting the supported operations and the changes compared to their previous major version and summarize the features of the different versions. Finally, we briefly describe the OpenFlow Configuration and Management Protocol OF-CONFIG protocol, which adds configuration and management support to OpenFlow switches.
OpenFlow 1.0
The OpenFlow 1.0 specification [22] was released in December, 2009. As of this writing, it is the most commonly deployed version of OpenFlow. Ethernet and IP packets can be matched based on the source and destination address. In addition, Ethernet-type and VLAN fields can be matched for Ethernet, the differentiated services (DS) and Explicit Congestion Notification (ECN) fields, and the protocol field can be matched for IP. Moreover, matching on TCP or UDP source and destination port numbers is possible. Figure 3 illustrates the packet handling mechanism of OpenFlow 1.0 as described in Section 3.1. The OpenFlow standard exactly specifies the packet parsing and matching algorithm. The packet matching algorithm starts with a comparison of the Ethernet and VLAN fields and continues if necessary with IP header fields. If the IP type signals TCP or UDP, the corresponding transport layer header fields are considered.
Several actions can be set per flow. The most important action is the forwarding action. This action forwards the packet to a specific port or floods it to all ports. In addition, the controller can instruct the switch to encapsulate all packets of a flow and send them to the controller. An action to drop packets is also available. This action enables the implementation of network access control with OpenFlow. Another action allows modifying the header fields of the packet, e.g., modification of the VLAN tag, IP source, destination addresses, etc.
Statistics can be gathered using various counters in the switch. We first explain the pipeline. With OpenFlow 1.0, the result of the packet matching is a list of actions that are applied to the packets of a flow. These actions are directly specified by flow table entries, as shown in Figures 2 and 3 . With OpenFlow 1.1, the result of the pipeline is a set of actions that are accumulated during pipeline execution and are applied to the packet at the end of the pipeline. The OpenFlow table pipeline requires a new metadata field, instructions and action sets. The metadata field may collect metadata for a packet during the matching process and carry them from one pipeline step to the next. Flow table entries contain instructions instead of actions, as shown in Figure 4 . The list of possible instructions for OpenFlow 1.1 are given in Table 1 . The "Apply-Actions" instruction directly applies actions to the packet. The specified actions are not added to the action set. The "Write-Actions" instruction adds the specified actions to the action set and allows for incremental construction of the action set during pipeline execution. The "Clear-Actions" instruction empties the action set. The "Write-Metadata" instruction updates the metadata field by applying the specified mask to the current metadata field. Finally, the "Goto" instruction refers to a flow table, and the matching process continues with this table. To avoid loops in the pipeline, only tables with a higher ID than the current table are allowed to be referenced. Thus, the matching algorithm will deterministically terminate. If no "Goto" instruction is specified, the pipeline processing stops, and the accumulated action set is executed on the packet. 
Instruction Argument Semantic
Apply-Actions Action(s) Applies actions immediately without adding them to the action set Write-Actions Action(s) Merge the specified action(s) into the action set Clear-Actions -Clear the action set Write-Metadata Metadata mask Updates the metadata field Goto- Table  Table ID Perform matching on the next table Figure 5 illustrates the packet processing of the pipeline. Before the pipeline begins, the metadata field and the action set for a packet are initialized as empty. The matching process starts on the first flow table. The packet is matched against the consecutive flow tables from each of which the highest-priority matching flow table entry is selected. The pipeline ends when no matching flow table entry is found or no "Goto" instruction is set in the matching flow table entry. The pipeline supports the definition of complex forwarding mechanisms and provides more flexibility compared to the switch architecture of OpenFlow 1.0. The second major change is the addition of a group table. The group table supports more complex forwarding behaviors, which are possibly applied to a set of flows. It consists of group table entries, as shown in Figure 6 . A group table entry may be performed if a flow table entry uses an appropriate instruction that refers to its group identifier. In particular, multiple flow table entries can point to the same group identifier, so that the group table entry is performed for multiple flows. 
Group Identifier Group Type Counters Action Buckets
The group table entry contains a group type, a counters field and a field for action buckets. The counters are used for collecting statistics about packets that are processed by this group. A single action bucket contains a set of actions that may be executed, depending on the group type. There are possibly multiple action buckets for a group table entry. The group types define which of them are applied. Four group types exist, and we illustrate the use of two of them.
The group type "all" is used to implement broadcast and multicast. Packets of this group will be processed by all action buckets. The actions of each bucket are applied to the packet consecutively. For example, a group table entry with the type "all" contains two action buckets. The first bucket consists of the action "forward to Port 1". The second bucket consists of the action "forward to Port 2". Then, the switch sends the packet both to Port 1 and Port 2.
The group type "fast failover" is used to implement backup paths. We first explain the concept of liveness for illustration purposes. An action bucket is considered live if all actions of the bucket are considered live. The liveness of an action depends on the liveness of its associated port. However, the liveness property of a port is managed outside of the OpenFlow protocol. The OpenFlow standard only specifies the minimum requirement that a port should not be considered live if the port or the link is down. A group with the type "fast failover" executes the first live action bucket, and we explain this by the following example. The primary path to a flow's destination follows Port 3, while its backup path follows Port 4. This may be configured by a group table with the first action bucket containing the forwarding action towards Port 3 and a second action bucket containing the forwarding action towards Port 4. If Port 3 is up, packets belonging to this group are forwarded using Port 3; otherwise, they are forwarded using Port 4. Thus, the "fast failover" group type supports reroute decisions that do not require immediate controller interaction. Thus, a fast reroute mechanisms can be implemented that ensures minimum packet loss in failure cases. Fast reroute mechanisms, such as the MPLS fast reroute [24] or the IP fast reroute [25] can be implemented with OpenFlow group tables.
As an optional feature, OpenFlow 1.1 performs matching of MPLS labels and traffic classes. Furthermore, MPLS-specific actions, like pushing and popping MPLS labels, are supported. In general, the number of supported actions for OpenFlow 1.1 is larger than for OpenFlow 1.0. For example, the Time-To-Live (TTL) field in the IP header can be decremented, which is unsupported in OpenFlow 1.0. OpenFlow 1.1 provides additional statistics fields due to the changed switch architecture. Controllers can query statistics for the group table and group entries, as well as for action buckets. With OpenFlow 1.2, a switch may simultaneously be connected to more than a single controller, i.e., it can be configured to be administrated by a set of controllers. The switch initiates the connection, and the controllers accept the connection attempts. One controller is defined master and programs the switch. The other controllers are slaves. A slave controller can be promoted to the master role, while the master is demoted to the slave role. This allows for controller failover implementations.
OpenFlow 1.3 OpenFlow 1.3 [27] introduces new features for monitoring and operations and management (OAM).
To that end, the meter table is added to the switch architecture. Figure 7 shows the structure of meter table entries. A meter is directly attached to a flow table entry by its meter identifier and measures the rate of packets assigned to it. A meter band may be used to rate-limit the associated packet or data rate by dropping packets when a specified rate is exceeded. Instead of dropping packets, a meter band may optionally recolor such packets by modifying their differentiated services (DS) field. Thus, simple or complex QoS frameworks can be implemented with OpenFlow 1.3 and later specifications. 
Meter Identifier Meter Bands Counters
The support for multiple controllers is extended. With OpenFlow 1.2, only fault management is targeted by a master/slave scheme. With OpenFlow 1.3, arbitrary auxiliary connections can be used to supplement the connection with the master controller and the switch. Thereby, better load balancing in the control plane may be achieved. Moreover, per-connection event filtering is introduced. This allows controllers to subscribe only to message types they are interested in. For example, a controller responsible for collecting statistics about the network can be attached as the auxiliary controller and subscribes only to statistics events generated by the switches. OpenFlow 1.3 supports IPv6 extensions headers. This includes, e.g., matching on the encrypted security payload (ESP) IPv6 header, IPv6 authentication header, or hop-by-hop IPv6 header. Furthermore, support for Provider Backbone Bridge (PBB) is added, as well as other minor protocol enhancements.
3.2.5. OpenFlow 1.4 OpenFlow 1.4 [28] was released in October 2013. The ONF improved the support for the OpenFlow Extensible Match (OXM). TLV structures for ports, tables and queues are added to the protocol, and hard-coded parts from earlier specifications are now replaced by the new TLV structures. The configuration of optical ports is now possible. In addition, controllers can send control messages in a single message bundle to switches. Minor improvements of group tables, flow eviction on full tables and monitoring features are also included. Table 2 provides the supported protocols and available match fields of the discussed OpenFlow versions. Table 3 compiles the types of statistics collected by a switch, which can be queried by a controller. Table 2 . OpenFlow (OF) match fields.
Summary of OpenFlow Specifications and Controllers
A list of open source controllers is given in Table 4 . The NOX controller [29] was initially developed at Stanford University and can be downloaded from [30] . It is written in C++ and licensed under the GNU General Public License (GPL). The NOX controller was used in many research papers. The POX [30] controller is a rewrite of the NOX controller in Python and can be used on various platforms. Initially, POX was also published under the GPL, but has been available under the Apache Public License (APL) since November, 2013. The Beacon [31] controller was also developed at Stanford University, but is written in Java. The controller is available under a BSD license. The Floodlight controller [32] is a fork of the Beacon controller and is sponsored by Big Switch Networks. It is licensed under the APL. The Maestro controller [33] was developed at Rice University and written in Java. The authors emphasize the use of multi-threading to improve the performance of the controller in larger networks. It is licensed under the GNU Lesser General Public License (LGPL). The NodeFLow [34] controller is written in Java and is based on the Node.JS library. It is available under the MIT license. The Trema [35] controller is written in C and Ruby. It is possible to write plugins in C and in Ruby for that controller. It is licensed under the GPL and developed by NEC. Finally, the OpenDaylight controller [36] is written in Java and hosted by the Linux Foundation. The OpenDaylight controller has no restriction on the operating system and is not bound to Linux. The controller is published under the Eclipse Public License (EPL). 
OF-CONFIG
The OF-CONFIG protocol adds configuration and management support to OpenFlow switches. It is also standardized by the ONF. OF-CONFIG provides configuration of various switch parameters that are not handled by the OpenFlow protocol. This includes features like setting the administrative controllers, configuration of queues and ports, etc. The mentioned configuration possibilities are part of OF-CONFIG 1.0 [37] , which was released in December, 2011. The initial specification requires OpenFlow 1.2 and later. As of this writing, the current specification is OF-CONFIG 1.1.1 and supports the configuration of OpenFlow 1.3 switches.
Innovation through SDN-Based Network Applications
SDN has been a vehicle for network innovation in recent years, because it allows for more flexibility and extensibility than existing network architectures. New features or services that are added to an SDN-based network often require only a manageable number of control elements to be upgraded. Upgrades on forwarding elements are often unnecessary depending on the southbound interface. Thus, the separation of the control and data plane allows both planes to evolve more independently of each other compared to other network architectures. Network features and services can be dynamically added in the form of network applications, which facilitates their deployment. Multiple network applications have already been proposed and evaluated by the SDN research community, and we survey them in the following. They can be grouped in the areas of network management and traffic engineering, application server load balancing and network access control, SDN security, network virtualization and inter-domain routing.
SDN Network Management and Traffic Engineering
The most well-known deployed SDN network in industry is Google's OpenFlow-based WAN, which is used as a production network. As presented at the Open Networking Summit 2012 and in their SDN experience paper [38] at SIGCOMM 2013, Google describes their internal global network that interconnects their data centers worldwide. They discuss the actual implementation of their network and show how traffic engineering can be supported by routing decisions. Their traffic engineering server schedules operations depending on the available bandwidth in the network. They show significant effects in resource utilization that can be achieved with SDN and OpenFlow in the context of data center synchronization and communication. This is possible in the data center environment of Google, but is not generally applicable for other use cases.
SDN eases the introduction of new protocols in the network. In [39] , IP multicast is implemented in the control plane using OpenFlow by handling multicast subscribe requests within the control software. The control software installs the forwarding entries in the switches according to the multicast application. This is achieved without modification of the forwarding devices, because their OpenFlow switches supported the required forwarding operations. However, the OpenFlow data plane has to be upgraded if a new protocol requires other operations than those offered by the OpenFlow specification in use. For SDN solutions that support a programmable data plane, e.g., FLARE [40] or programmable networks, the control and data plane can evolve more independently from each other.
Some researchers consider network updates and the consequences of mismanaged updates. Inconsistent routing, e.g., routing loops, can occur when flow tables are updated in the wrong order. In [41] , the authors consider consistent network updates by determining the correct switch update order. First, they introduce powerful abstractions for network updates and define various properties, such as "no security wholes", "connection affinity" and a "loop-free property". Then, the authors verify that their abstractions are valid and lead to the expected network-wide behavior according to the properties. They also discuss the update process on a "per-packet" and "per-flow" basis, as well as the additional state requirements of their proposal. Their work allows network operators to focus on the state before and after a configuration change without worrying about the transition in between.
The creation of user-friendly interfaces for SDNs is discussed in [42] . The authors present a remote network management interface to OpenFlow networks, called OMNI. It eases the management of OpenFlow-based networks, which can be difficult, due to the number of monitoring variables and multiple network configuration options. OMNI monitors and configures the dynamic creation of flows. To that end, it collects data statistics of the network devices and provides an easy to understand network-wide visualization of the current network state.
Load Balancing for Application Servers
Various SDN-based applications have been proposed for enterprise networks. A common task is to load balance online requests to particular service replicas. This is typically implemented by using a dedicated middlebox that performs the load balancing. In [43] , incoming packets are directly forwarded towards service replicas. An OpenFlow switch automatically distributes the traffic to different servers. A simple solution to establish a flow table entry for each client does not scale. Therefore, the authors provide a scalable and efficient load-balancing application. They achieve that by exploiting the wildcard expressions of the flow entries and, thus, do not require external middleboxes for load-balancing purposes.
Security and Network Access Control
Traditional enterprise network security relies on securing the hosts and the application of middleboxes, such as firewalls, intrusion detection systems and network address translators. However, middleboxes are often placed at the edges of the network, due to the lack of network routing control. In [44] , the authors allow middleboxes to be placed freely in the network, e.g., in a virtual machine on any physical host. OpenFlow-based SDN is used to steer traffic directly to the responsible middleboxes. Furthermore, in [45] , middlebox traversal depending on network policies is controlled by SDN.
Network function virtualization (NFV) [46] is a highly related topic and is standardized at the European Telecommunications Standards Institute (ETSI). Network functions, which are often provided by specialized hardware, can be virtualized with NFV. Then, virtual network functions can reside as virtual machines on general purpose servers within the network. As with middleboxes, SDN can be used to steer traffic to virtualized middleboxes and network functions. Service function chaining (SFC) is used to combine various network services. SFC is standardized in the IETF [47] and was previously called network service chaining (NSC) in the IETF. In [48] , the authors point out future research directions in NSC. As illustrated in [44, 45] , SDN can achieve service function chaining by steering traffic to middleboxes depending on network policies.
In [49] , the authors propose the system "Resonance" that provides dynamic access control policies. Their solution is based on OpenFlow to implement network access control in network elements. Due to the flexibility and the possibility of fine-grained entries, they can achieve reactive and dynamic network access control without the use of specialized middleboxes. They also highlight the disadvantages and limitation of their current VLAN-based access control architecture and show how the SDN approach overcomes those limitations and problems.
A similar topic, the enforcement of network-wide policies, is discussed in [50] . The authors propose the VeriFlow architecture, which can be used to check and enforce network policies and invariants in real time. Such invariants can include checks for forwarding loops, suboptimal routing and access control violations.
Yao et al. [51] implement address validation based on SDN so that address spoofing can be efficiently prohibited. The approach is based on selective installation of flow entries that either allow or drop packets. If a packet arrives that does not match any installed entry, the controller is queried. Then, the controller checks if the given address is authorized to send the packets. When spoofing is detected, explicit drop rules are installed in the switches to prevent further actions by a malicious intruder.
Moving target defense prevents attacks that rely on static IP address assignments, such as stealthy scanning and worm propagation. The basic idea of moving target defense is to frequently change IP addresses of hosts over time. In [52] , an SDN-based moving target defense method is presented. A host has a persistent IP address and SDN translates this IP address to different IP addresses over time. Thereby, the host operates on the same IP address, while from the outside world, it appears to frequently change its IP address. This method effectively prevents scanning of the host from external, as well as internal attackers.
The detection and defense against Denial of Service (DoS) and distributed DoS (DDoS) attacks have been investigated several times on the basis of SDNs. Chu et al. [53] detect DDoS attacks by measuring the frequency of the traffic of a flow. If the flow frequency exceeds a specified threshold, they assume that a DoS attack is happening. In such a case, the controller instructs the switches to drop the packets that belong to the malicious flow to mitigate the effects of the attack. Another attack proposed by Braga et al. [54] is based on self-organizing maps to classify traffic patterns. When traffic is classified as malicious, the controller reactively programs the network to drop the malicious traffic.
The control plane in SDN is more centralized, powerful and open than in existing network architectures. Therefore, the control plane is obviously vital and must not be compromised. Therefore, FortNOX is proposed in [55] , which is an extension of the NOX OpenFlow controller. It can be used in OpenFlow-based SDN networks to improve the security of critical control components by providing role-based authorization of network applications and security constraint enforcement within the controller. This is achieved by a conflict detection engine that mediates flow rule insertion that can be triggered by various network applications. Flow table entry installations are enforced by "least privilege" to ensure high integrity. Thus, the authors propose a solution that allows for network applications, which may request conflicting flow installations.
Network Testing, Debugging and Verification
The SDN framework changes network configuration and operation. Traditionally, network operators configure the network using device-centric configurations, which can be hard to manage and maintain for large networks. With SDN, various software modules and network applications are responsible for programming the network automatically. Network operators will use the abstractions and user interfaces of SDN software to specify network-centric configurations and policies. Obviously, it is vital that the software programs are correct and produce valid device-centric configurations that provide the desired networking behavior. However, such complex software is often susceptible to bugs, and network application programmers must be able to detect and remove bugs from the programs.
Many debugging utilities for software programs exist that aid programmers to detect and remove bugs from the code. Inspired by the GNU debugger, gdb, the authors of [56] propose a network debugger, called ndb. Programmers annotate programs with breakpoints; gdb will stop a running process at the breakpoints, and the programmer can inspect the current program state. ndb provides the same functionality with respect to the networking domain. Network breakpoints can be defined, and ndb generates packet backtraces belonging to the breakpoint. The authors present how ndb modifies flow tables in switches to generate packet traces. This allows network application programmers to reconstruct the sequence of events that caused packets to be falsely forwarded.
The OFRewind framework's [57] main goal is to apply network debugging technologies, such as the Simple Network Management Protocol (SNMP), tcpdump and the sampling of network data to OpenFlow-based networks. The tools provided by the framework can be used to reproduce software errors, to identify hardware limitations or to determine the location of configuration errors. The tools provide the means to correctly record the traffic that is sent over the network and allows one to reproduce failure scenarios by replaying the recorded data traffic in a specific test environment. The authors describe the challenge for providing such a scalable and correct platform and how their solution leverages the centralized OpenFlow control plane to implement a controlled testing environment.
The authors of [58] propose a solution to test OpenFlow switches. Within each OpenFlow switch, an OpenFlow agent communicates with an OpenFlow controller and accepts programs in the form of flow table entries. There may be various OpenFlow agents in a network, e.g., the switches in the network are provided by different vendors or different OpenFlow versions are installed. The SOFT approach aims to identify inconsistencies between different agents and firmware versions by performing symbolic execution. Then, the results of different OpenFlow agents are crosschecked against each other. The authors were able to identify several inconsistencies between the publicly available reference OpenFlow switch and OpenVSwitch implementations.
In [59] , the authors propose NICE, a testing method OpenFlow controller application. The authors performed model checking and concolic execution to test unmodified OpenFlow controller applications for the correct behavior. The authors systematically explored the network behavior and network state under various network event orderings. They solved scalability issues by simulating simplified switches and end hosts. The authors improved their bug detection rate by interleaving network events. The effectiveness of NICE is shown by detecting several bugs in three real network applications.
A systematic workflow for debugging SDNs is proposed in [60] . The goal of the workflow is to detect errant behavior in the network and to locate its cause. Especially, failure location is a difficult and tedious problem, but is required to fix or work around a bug. Therefore, the workflow tries to classify failures to different layers. For example, a tenant isolation breach can originate from the hypervisor caused by a mis-translation from virtual networks towards flow table entries in physical devices. The authors describe the overall picture, the considered layers and illustrate their workflow with examples from real network operation. In addition, the authors discuss network troubleshooting tools for traditional and SDN-based networks. They clarify that their workflow is not only applicable on SDN-based networks, but emphasize the advantages of SDN for network debugging. Finally, the authors describe unresolved issues of network debugging and how the process can be possibly optimized in future work.
SDN Inter-Domain Routing
Various efforts exist to integrate SDN and OpenFlow in carrier networks that often require network routing protocols. The authors of [61] integrate the routing suite, Quagga, into the NOX OpenFlow controller. This enhanced NOX controller is called QuagFlow. The authors highlight the advantages of reusing existing software rather than rewriting a routing suite in a centralized fashion for OpenFlow. Their main argument is that new software tends to have more bugs than an equivalent software that was already tested and applied in real networks. Their solution is based on virtualized routers that run the Quagga routing suite. The QuagFlow architecture ensures that routing control messages are correctly delivered from OpenFlow switches to virtual Quagga routers and vice versa. This avoids inconsistencies between the IP and the OpenFlow network. The RouteFlow architecture [62] is based on QuagFlow. In addition, RouteFlow is transparent with regard to the routing engine, e.g., Quagga can be replaced with any appropriate routing software. RouteFlow allows for flexible mapping and operation between virtual elements and physical switches. For instance, each virtual router may control a single or multiple OpenFlow switches. Both approaches, QuagFlow and RouteFlow, enable SDN to interact with IP networks and allow for incremental migration towards SDN-based networks.
The authors of [63] discuss how SDN can perform inter-domain routing. They provide an inter-domain routing component to an SDN control plane. They implement inter-AS routing in the OpenFlow NOX controller. Finally, concepts of centralized BGP control platforms are re-evaluated again. Routing Control Platforms (RCP) [64] were discussed in the mid-2000s to implement a scalable and extensible control platform for BGP. However, RCP focused mainly on the BGP control plane and its integration in IP networks running Interior Gateway Protocols (IGPs), such as Open Shortest Path First (OSPF) or Intermediate System to Intermediate System (IS-IS). The integration in IP networks is enabled through an "IGP Viewer" component. The authors of [65] discuss the concept of RCP in combination with OpenFlow-based networks. They describe how RCP can be embedded as an SDN-based network application and discuss the advantages of this approach, as well as potential difficulties. A centralized BGP control plane can scale for a high number of exterior BGP sessions, as shown in the past. The authors discuss how a centralized BGP control plane simplifies the edge architecture by replacing expensive IP border routers with simplified SDN switches. The RCP architecture is also believed to provide more stability, security and improved policy management than common BGP architectures, such as route reflectors and confederations. However, the authors discuss scalability issues with OpenFlow-based RCP that are due to the flow table limitations, as well as the required backup flow installations. The availability of a centralized BGP control plane can also be problematic, and the authors discuss potential solutions based on BGP SHIM to avoid the single point of failure problem.
SDN-Based Network Virtualization
Multiprotocol Label Switching (MPLS) is a network technology that provides various network features with explicit tunneling. The MPLS tunnels may be used for traffic engineering (known as MPLS-TE), as well as for MPLS-based VPNs (MPLS-VPN). The former is often enabled by the Resource Reservation Protocol (RSVP-TE), and the latter often appears in the context of BGP and MPLS/IP virtualization. In [66] , the authors discuss how MPLS-TE and MPLS-VPN solutions can be implemented as plugins to the NOX controller. The authors highlight the advantages of the OpenFlow-based approach that can effectively reuse network functionality from the OpenFlow protocol to implement the complex MPLS-TE and MPLS-VPN functionality with little effort. Generalized MPLS (GMPLS) is an extended variant of the MPLS control plane. It can create tunnels on the optical network layer. The authors of [67] provide a unified OpenFlow/GMPLS control plane that can be used to provide GMPLS-specific features to OpenFlow networks.
Network virtualization can also be achieved with pure SDN-based solutions. They are commonly based on the idea of explicit flow table entry installation based on virtual network definitions. The work in [68] describes a virtual network definition and highlights how the virtual network definitions are converted to OpenFlow entries. The authors describe the SDN control plane decisions and how they verify the isolation properties of virtual networks. Hierarchical policies for network virtualization are discussed in [69] . The authors propose PANE, a system that creates flow-specific entries out of virtual network definitions. PANE exposes an API through the northbound interface that can be used to request virtual networks. The system is able to detect conflicts when new virtual networks are requested. PANE can resolve conflicting virtual networks automatically. Finally, the authors of [70] implement an SDN network virtualization component for Openstack [71] . Openstack is an open-source platform for building and maintaining private and public clouds. Their prototype is called Meridian; it is integrated in Openstack, and provides network-as-a-service features to Openstack. This allows Openstack to provide a virtual network for a cloud that has specific network requirements. For example, a complex cloud application can consist of a firewall, a database server and several web-servers. Meridian allows one to define a virtual network that connects the elements and provide consistent routing for external and internal traffic.
Design Choices for OpenFlow-Based SDN
Today, SDN is mostly used for flexible and programmable data centers. There is a need for network virtualization, energy efficiency and dynamic establishment and enforcement of network policies. An important feature is the dynamic creation of virtual networks, commonly referred to as network-as-a-service (NaaS). Even more complex requirements arise in multi-tenant data center environments. SDN can provide these features easily, due to its flexibility and programmability.
However, SDN is also discussed in a network or Internet service provider (ISP) context. Depending on the use case, the design of SDN architectures varies a lot. In this section, we point out architectural design choices for SDN. We will discuss their implications with regard to performance, reliability and scalability of the control and data plane and refer to research on these topics.
Control Plane: Physically vs. Logically Centralized
Typically, a centralized control plane is considered for SDN. It provides a global view and knowledge of the network and allows for optimization and intelligent control. It can be implemented in a single server, which is a physically centralized approach. Obviously, a single controller is a single point of failure, as well as a potential bottleneck. Thus, a single control server is most likely not an appropriate solution for networks, due to a lack of reliability and scalability.
As an alternative, a logically centralized control plane may be used to provide more reliability and scalability. It consists of physically distributed control elements that interface with each other through the so-called east-and west-bound interface which is illustrated in Figure 8 . Since that distributed control plane interfaces with other layers, like a centralized entity, the data plane and network applications see only a single control element. A challenge for logically centralized control is the consistent and correct network-wide behavior. Another common term for the SDN logically centralized control plane is the "network operating system" (network OS). Several studies investigated the feasibility, scalability and reliability of logically centralized control planes. One research issue is the placement of the distributed control elements inside the network. In [72] , the importance of limited latency for control communication in OpenFlow-based networks is highlighted. To meet these latency constraints, they propose a number of required controllers with their position in the network. Hock et al. [73] optimize the placement of controllers with regard to latency, as well as controller load, reliability and resilience. Their proposed method can be used to implement a scalable and reliable SDN control plane.
The authors of [74] propose a control plane named HyperFlow that is based on the NOX OpenFlow controller. They discuss the management of network applications and the consistent view of the framework in detail. For example, when a link fails, one controller notices the failure, but other controllers may not be aware of the link failure. The HyperFlow architecture ensures in such cases that network applications operate on a consistent state of the network, even though control elements may not share identical knowledge about the network. A hierarchical control platform called Kandoo is proposed in [75] , which organizes controllers in lower and higher layers. Controllers in lower layers handle local network events and program the local portions of the network under their control. Controllers on higher layers make network-wide decisions. In particular, they instruct and query the local controllers at lower layers.
Another study [76] compares the performance of network applications that run on a distributed control platform. Network applications that are aware of the physical decentralization showed better performance than applications that assume a single network-wide controller.
Jarschel et al. [77] model the performance of OpenFlow controllers by a M/M/1 queuing system. They estimate the total sojourn time of a packet in a controller, which is mostly affected by its processing speed. Furthermore, they calculate the packet drop probability of a controller.
Control Plane: In-Band vs. Out-of-Band Signaling
In the following, we will discuss the communication between the control elements and the forwarding devices on the data plane. This control channel has to be secure and reliable. In SDN-based data center networks, this control channel is often built as a separate physical network in parallel with the data plane network. Carrier and ISP networks have different requirements. They often span over a country or a continent. Therefore, a separate physical control network might not be cost-efficient or viable at all. Thus, two main design options for the control channel exist: in-band control plane and out-of-band control plane.
With in-band control, control traffic is sent like data traffic over the same infrastructure. This is shown in Figure 9a . This variant does not require an additional physical control network, but has other major disadvantages. Firstly, the control traffic is not separated from the data traffic, which raises security concerns. Failures of the data plane will also affect the control plane. Thus, it is possible that a failure disconnects the switch from its control element, which makes the restoration of the network more complicated.
Out-of-band control requires a separate control network in addition to the data network, as illustrated in Figure 9b . This is a common approach in data centers that are limited in geographical size. In the data center context, the maintenance and cost of an additional control network is usually acceptable. This may be different for wide-ranging networks, such as carrier networks, where a separate control network can be costly with regard to CAPEX and OPEX. The advantages of an out-of-band control plane are that the separation of data and control traffic improves security. Data plane network failures do not affect control traffic, which eases network restoration. Moreover, a separate control plane can be implemented more securely and reliably than the data plane. This ensures the high availability of the control plane and can be crucial for disruption-free network operation. A possible approach that combines in-band and out-of-band control planes for carrier networks is based on the control planes in optical networks, such as synchronous optical network (SONET) or synchronous digital hierarchy (SDH) and optical transport networks (OTN). In such networks, an optical supervisory channel (OSC) may be established on a separate wavelength, but on the same fiber over which data traffic is carried. In a similar way, a dedicated optical channel could be allocated for SDN control traffic when an optical layer is available. Furthermore, other lower layer separation techniques may be used to implement separated control and data networks over the same physical infrastructure.
Management of Flow Entries: Proactive vs. Reactive
We first explain why flow tables in OpenFlow switches are limited in size, and then, we discuss two approaches for flow table entry management.
In the SDN architecture, the control plane is responsible for the configuration of the forwarding devices. With OpenFlow, the controller installs flow table entries in the forwarding tables of the switches. As discussed in Section 3, an entry consists of match fields, counters and forwarding actions. The OpenFlow match fields are wildcards that match to specific header fields in the packets. Wildcards are typically installed in ternary content-addressable memory (TCAM) to ensure fast packet matching and forwarding. However, TCAM is very expensive, so that it needs to be small; as a consequence, only a moderate number of flow entries can be accommodated in the flow table. In the following, we will describe two flow management approaches: proactive and reactive flow management. Both variants are not mutually exclusive: it is common in OpenFlow networks to install some flows proactively and the remaining flows reactively.
The controller is able to install flow entries permanently and in particular before they are actually needed. This approach is referred to as proactive flow management [78] . However, this approach has a disadvantage: flow tables must hold many entries that might not fit into the expensive TCAM.
To cope with small flow tables, flow entries can also be installed reactively, i.e., installed on demand. This is illustrated in Figure 10 . (1) Packets can arrive at a switch where no corresponding rule is installed in the table, and therefore, the switch cannot forward the packet on its own; (2) The switch notifies the controller about the packet; (3) The controller identifies the path for the packet and installs appropriate rules in all switches along the path; (4) Then, the packets of that flow can be forwarded to their destination. The mechanisms to enable reactive flow management in OpenFlow are based on timeouts. The controller sets an expiry timer that defaults to one second. The switch tracks the duration to the last match for all entries. Unused entries are removed from the switch. When more packets of an expired flow arrive, the controller must be queried for path installation again.
Both flow management approaches have different advantages and disadvantages. The reactive approach holds only the recently used flow entries in the table. On the one hand, this allows one to cope with small forwarding tables. On the other hand, controller interaction is required if packets of a flow arrive in a switch that has no appropriate entry in the flow table. After some time, the correct entry will be eventually installed in the switch, so that packets can be forwarded. The resulting delay depends on the control channel and the current load of the controller. Thus, reactive flow management reduces the state in the switches and relaxes the need for large flow tables, but it increases the delay and reliability requirements of the control channel and control plane software. Especially, failures of the control channel or the controller will have significant impact on the network performance if flow entries cannot be installed in a timely manner.
With a proactive flow management approach, all required flow entries are installed in the switches by the controller. Depending on the use case and network, a huge amount of flows must be installed in switches, e.g., BGP routing tables can contain hundreds of thousands IP prefixes. This may require switch memory hierarchy optimizations that are not needed with reactive flow management. While proactive flow management increases state requirements in switches, it relaxes the requirements on the control plane and software controller performance and is more robust against network failures in the control plane. That means that if the controller is overloaded or the communication channel fails, the data plane is still fully functional.
The problem with limited TCAM and proactive flow management is a special concern in carrier networks. They mostly use the Border Gateway Protocol (BGP), which has significantly high state requirements [79] . Thus, analyses of the feasibility and practicability of SDN in that context with regard to different flow management approaches and state-heavy protocols are relevant, and viable solutions are needed.
The authors of [80] use a reactive approach to SDN and BGP. They leverage the knowledge of the traffic distribution that they have measured on real data to offload flows with a high traffic portion, called heavy hitters, to the forwarding plane. Entries for flows with low packet frequency are not held in the flow table when space is not available. Those flow entries are kept in the controller and packets belonging to low-frequency flows are sent from the switch to the controller, which has the complete forwarding knowledge of all flows. The proposed SDN software router is presented in [81] . Other approaches try to reduce the flow table size. For example, source routing techniques can be leveraged to significantly reduce the number of flow table entries, as shown by Soliman et al. [82] . In their source routing method, the ingress router encodes the path in the form of interface numbers in the packet header. The routers on the path forward the packet according to the interface number of the path in the header. Since packets of source-routed flows contain the path in their headers, the switches on the path do not require a flow table entry for them. However, their method requires some minor changes to the OpenFlow protocol to support the source routing. Source routing methods for SDN are also discussed in the IRTF [83] .
The forwarding state for BGP is also a concern in traditional networks without the challenging limitations of forwarding tables. Various approaches to solve this problem exist today. The authors of [84] try to improve the scaling of IP routers using tunneling and virtual prefixes for global routing. Virtual prefixes are selected in such a way that prefixes are aggregated efficiently. Their solution requires a mapping system to employ the virtual prefixes. Ballani et al. [85] have a similar solution, where they remove parts of the global routing table with virtual prefixes. They show that this technique can reduce the load on BGP routers. The idea of virtual prefixes is currently standardized in the IETF [86] . Distributed hash tables can also be used to effectively reduce the size of BGP tables, as shown in [87] . Other methodologies are based on the idea of efficient compression of the forwarding information state, as shown in [88] . The authors use compression algorithms for IP prefix trees in such a way that lookups and updates of the FIB can be done in a timely manner. However, match fields in OpenFlow may contain wildcards and, therefore, have more freedom with regard to aggregation than prefixes in IP routing tables. Appropriate methodologies must be developed and tested to reduce the state in OpenFlow switches.
Data Plane: Resilience
Link or node failures are common in networking, and routing protocols are responsible for the recovery from network failures. Failure recovery is mainly classified by restoration and protection; the latter is often referred to as fast reroute. Restoration is provided by almost all network protocols, but generally requires some time until the network has recovered. Protection schemes provide backup paths that locally bypass failed network elements to minimize the packet loss and, in general, have to be activated within 50 ms. Thus, protection schemes are highly desirable. A variety of protection schemes exist on various network layers: optical networks often rely on ring protection; IP fast reroute [25] is usually based on shortest paths and encapsulation, and even protection mechanisms for transport layer protocols, e.g., multipath TCP [89] , exist.
However, protection schemes always require additional resources to be allocated in the network. Optical networks must reserve additional bandwidth on separate wavelengths, IP fast reroute requires additional forwarding entries in the devices, etc. Most importantly, additional forwarding entries can be crucial for OpenFlow networks, due to the fact that forwarding tables have a limited size. Thus, it is important to understand the restoration process in OpenFlow networks, as well as the options and advantages of protection schemes for OpenFlow.
When an OpenFlow switch detects that a link has failed, it notifies its controller about the failure. The controller then takes action to reroute the affected traffic by installing different forwarding entries in appropriate nodes, so that the failure is bypassed. This has two major effects: (1) the restoration is delayed due to the necessary controller interaction and round trip time; and (2) causes additional load on the control plane. Since this may happen simultaneously with multiple flows, this may cause overload on the controller and heavily affect the network performance, especially with reactive flow management. The authors of [90] have analyzed OpenFlow in carrier-grade networks and also investigated the restoration process with OpenFlow. In their test setup, they measured a restoration time between 80 and 130 ms. They also emphasize that the restoration time will be a magnitude higher for large networks, and thus, protection schemes are required that mitigate the effect of the separated control and data plane.
As an alternative, data plane resilience may be achieved by protection. A protection scheme implies that a switch can forward traffic affected by a failure over an alternative local interface. This minimizes service interruption and makes longer reaction times by the controller acceptable. Section 3.2.2 describes how such backup paths can be pre-established in OpenFlow networks. Backup paths require at least OpenFlow 1.1 and have to be installed in the OpenFlow group table. Each flow having a backup path must refer to a group table entry with the group type "fast-failover". The actions for the primary path are installed in the first action bucket of the group entry. The next action bucket describes the actions for the first backup path. Additional backup paths can also be installed in consecutive action buckets of the group entry. The switch will execute the first live action bucket, i.e., in the failure-free case, the primary path, and in the failure case, the first live backup path.
In [91] , two main contributions are made toward the protection for OpenFlow networks. The first contribution handles the liveness of ports, actions and action buckets. The OpenFlow standard states that the liveness of ports and links can be managed outside of the OpenFlow protocol. The authors use Bidirectional Forwarding Detection (BFD) to implement their protection mechanism. A BFD component is added to the OpenFlow switch, and it detects link failures in less than 50 ms and disables the port. Then, the switch activates the backup path defined in the group table entry. The second contribution of their work is a protection scheme based on MPLS fast reroute [24] . Appropriate MPLS labels identify backup paths and are pre-established by the controller. The failure detecting switch ensures that the backup path label is applied to the MPLS label stack and forwards the affected packets along the path; the switches along the backup path require additional flow table entries that match on the backup path labels.
The previously discussed work [91] shows that protection schemes can be a critical design choice for large OpenFlow networks, due to the required additional flow entries. It is important to evaluate state requirements for protection schemes and carefully consider whether protection is applicable to a network of a certain size. Therefore, resilience in OpenFlow-based SDN can be a crucial factor that either significantly improves network performance in failure scenarios or causes further scalability concerns, in particular in failure-free scenarios.
Performance of OpenFlow-Based SDNs
In the following, we discuss the scalability and feasibility aspects of OpenFlow-based networks and OpenFlow-compliant switches. Several works discuss data plane performance issues that arise with fine-grained flow control, limited flow table sizes and limited sizes of OpenFlow counters that can be used to implement various operations and management (OAM) features.
To improve scalability issues with flow counters, Mogul and Congdon [92] increased the performance by proposing alternate switch designs that implement software-defined counters on a generic CPU within the switch. As a side effect, this design allows flow tables with more flow table entries. In reference [93] , the authors improved the performance of switches by differentiating between coarse-grained and fine-grained flows and by managing both flow classes independently. They showed a significant increase in switching performance and the possibility of handling more flows within a switch, while being fully compliant with OpenFlow 1.0. Using the CPU as a co-processing unit in switches can improve the flexibility and switching performance of OpenFlow devices [94] . The results of this work are validated using a prototype implementation, where the switch design is modified by adding a general purpose CPU interconnected to an application-specific integrated circuit (ASIC) with an internal high-bandwidth link. Source routing techniques are applied to SDN networks in [95] . The forwarding path is encoded in the packets to significantly reduce the number of required flow table entries. Finally, the authors of [96] discuss the feasibility of OpenFlow on Linux-based systems and analyze the influence of small packets on the forwarding performance.
Other approaches aim to minimize the number of entries in TCAM by aggregating the matches for entries with the same action. This is a common procedure on prefix-based matches, which can be optimally solved in polynomial time, as shown in [97] . The compression of wildcard entries is more complex. The "TCAM Razor", proposed in [98] , is a heuristic for the compression of wildcard matches. A set of TCAM entries is converted into a smaller semantically equivalent set of entries. In this work, they also discuss the compression of multi-dimensional entries, as found in ACLs and OpenFlow-based match rules. They show significant compression ratios compared to prefix-based aggregation and evaluate the runtime. The authors emphasize that their proposal does not require any modifications to existing packet classification systems.
Another method to compress wildcard matches is presented in [99] . The authors provide a compression heuristic that has a polynomial run time with regard to the amount of TCAM rules. The method is based on bit weaving, i.e., two rules are aggregated if they have the same action and differ in only one bit. The authors also consider incremental updates in their method and compare their solution with other compression methods, such as the TCAM Razor. The bit-weaving method improves the runtime significantly, but decreases the compression efficiency.
A different approach for wildcard aggregation with TCAM is proposed in [100] . The authors perform rule-set minimization based on two-level logic minimization. The algorithm is based on exact logic function minimization algorithms, which are applied in the process of creating large integrated circuits. The authors provide an exact solution for the minimization problem, as well as a number of heuristics and show higher compression ratios with their methods compared to others. However, the proposed method has scalability problems with the number of TCAM entries that must be aggregated.
The "Doing It Fast And Easy" (DIFANE) [101] approach examines the scalability issues that arise with OpenFlow in large networks and with many fine-grained flow entries. Scalability concerns can be classified by (1) the number of flow entries inside the switches and (2) the load on the controller that is caused when many flows have to be installed simultaneously. DIFANE installs all forwarding information in the fast path, i.e., in TCAM, in a few selected switches, called "authority switches". This is achieved by wildcard match fields and the intelligent distribution of flow table entries on the authority switches. The other switches forward traffic that cannot be resolved by their own flow table towards authority switches. The authors show the applicability of DIFANE in large networks by evaluating their proposal on various metrics, such as the number of required TCAM entries, packet loss caused by failures, etc.
Discussion of OpenFlow-Based SDN
In this work, we have shown that OpenFlow-based SDN provides advantages, but also creates technical challenges. SDN provides more flexibility and programmability than conventional networking architectures, so that new features and network applications can be added to networks more easily. Researchers have analyzed OpenFlow-based SDN in various networking areas and showed improvements, even for complex networking tasks and features. We presented network applications in the fields of network security, traffic engineering, network management, middlebox networking, virtualization and inter-domain routing in Section 4.
All those network applications are facilitated by the SDN control plane, which is discussed in Section 5.1. It provides a consistent and global view of the network, which enables network control algorithms to be written in a simplified fashion. The control plane is software-based and can run on powerful server hardware with lots of memory and modern CPUs, which enables computation-intensive route calculations in practice, such as traffic engineering and route optimization. Moreover, the number of control elements in OpenFlow-based SDN is usually smaller than the number of forwarding elements, which facilitates upgrades. However, OpenFlow-based SDN possibly requires data plane updates for new protocols, if the set of operations offered by an OpenFlow specification is insufficient. The OpenFlow protocol provides more flexibility since OpenFlow 1.2, because new match fields can be defined using the OpenFlow Extensible Match (OXM), as presented in Section 3.2.3. Other southbound interfaces are more flexible than OpenFlow, e.g., ForCES offers a more programmable data plane.
As the control server sets the flow table entries in OpenFlow switches via the OpenFlow protocol, the frequency of configuration requests by OpenFlow switches may drive the control server to its limit, so that a bottleneck may occur. Such situations may happen in the presence of a large number of fine-grained flow table entries that occur in large networks with many switches and end-hosts or in the presence of network failures or updates when many flows need to be simultaneously rerouted. We presented various works that discuss and improve the control plane scalability of OpenFlow by leveraging hierarchical control structures or intelligent flow rule distribution.
Software-based network applications enable network innovation. Nonetheless, complex software often contains many bugs, which also holds for network control algorithms. Failures in network control software can cause failures and outages in a network. Therefore, the correctness of network applications, which are applied to critical infrastructure, have to be correct and well tested before they are deployed. We discussed several approaches for the testing and verification of SDN software in Section 4.4.
In addition, the OpenFlow data plane faces scalability issues. OpenFlow switches support wildcard matches that are used to classify packets to flows. Thus, fast packet forwarding for OpenFlow requires special hardware: TCAM is used in switches for the fast lookup of wildcard matches. TCAM size is often very limited, due to the high cost. Serious scalability problems can occur when many flow table entries are needed. The number of necessary flow table entries increases for larger networks, excessive use of fine-grained matches and data plane resilience methods. We discussed several proposals in Section 6 that improve the performance of the OpenFlow data plane, especially with regard to the limited number of flow table entries. This discussion shows that it is recommendable to investigate prior to deployment whether the advantages of OpenFlow-based SDN solutions outweigh its scalability concerns, which both depend on the specific use case.
Conclusions
In this paper, we have reviewed the concept of software-defined networking (SDN) and explained the features of the different specifications of the OpenFlow protocol, which is a means to implement SDN-based networks. We illustrated various SDN applications in different areas that improve network management and operation, enterprise networks and middlebox routing, security issues and inter-domain routing. A major contribution of this paper is the consideration of design choices. The controller may be physically or logically centralized; in-band or out-of-band control may be used,; flow table entries may be configured in the switches in a reactive or proactive way; and data plane resilience may be provided. We discussed the advantages and disadvantages of these approaches and summarized the challenges and advantages of OpenFlow-based SDN that have been proposed recently.
