ABSTRACT Two-particle azimuthal correlations allow one to study high-p T parton fragmentation without full jet reconstruction. Enhancements of the azimuthal correlations are seen at ∆ϕ ≈ 0 and ∆ϕ ≈ π, resulting from back-to-back jet fragmentation in the parton center-of-mass system. We present the current status of the study of correlations between charged trigger particles and associated strange baryons (Λ) and mesons (K 0 S ) in pp collisions at √ s = 7 TeV. A data-driven feeddown correction for Λ is also presented, which could allow a more accurate calculation of the primary Λ/K 0 S ratio in jets and the underlying event.
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Introduction
An enhancement of the strange baryon-to-meson ratio is observed in heavy-ion collisions for the intermediate p T region with respect to pp collisions [1, 2] . This is typically explained in terms of collective flow or quark recombination [3] . Two-particle azimuthal correlations are a powerful tool to explore such particle production mechanisms. The yields in the near-and away-side peaks are usually associated with jet fragmentation, while the yields in the underlying event are usually associated with multiple partonic interactions and initialand final-state radiation [4] . The main aim of this ongoing analysis is to extract strange particle yields from correlations with an unidentified charged trigger particle in pp collisions at √ s = 7 TeV. The goal is to eventually analyze the strange baryon and meson production in the peak and underlying regions in pp collisions in order to map out the various hadronization processes in elementary collisions. In these proceedings, we present the current status of the analyses performed with a high-p T trigger particle and strange baryons (Λ + Λ) and mesons (K 0 S ) as associated particles.
Analysis Technique
ALICE is a dedicated heavy-ion physics experiment at the LHC with the primary objective of studying properties of the Quark Gluon Plasma [5] . The analysis is performed on a sample of 260 × 10 6 minimum bias (MB) events from pp collisions at a center-of-mass energy of √ s = 7 TeV in the 2010 run of the LHC. Triggering is done using a hit in the Silicon Pixel Detector or a signal in the V0 detectors. In addition, we impose a primary vertex Z position cut of |z|< 10 cm. The charged particles are reconstructed using tracking information from the Inner Tracking System and the TPC [5] . The trigger particle is the leading particle in a single well-defined interval of 6 < p T <12 GeV/c. Associated strange particles are reconstructed through their decay topology (K
. Since these neutral particles decay into a V-shaped topology, they are commonly known as V 0 particles. Topological cuts are placed on the V 0 s to reduce the combinatorial background, and different topological cuts are used for K 0 S and Λ due to their different decay kinematics [6] .
Once the topological selection cuts are applied, we fit the invariant mass peaks of the strange particles with a combined gaussian and a linear function to describe the background. Based on the width of the gaussian function, all strange particles inside the ±6σ range around the peak were used to make correlation pairs. We explicitly check that the trigger particle is not a daughter track of an associated V 0 particle in order to remove any unphysical short-range correlations near the peak region.
The associated per-trigger yield as a function of the azimuthal angle difference ∆ϕ and pseudorapidity difference ∆η is defined as follows [7] :
Here N assoc is the number of associated particles in a given (∆ϕ, ∆η) bin and N Trig is the number of trigger particles. The per-trigger yield is measured using the right-hand side of Eq. 1, where N sibling is the total number of pairs in the same event, and N mixed is the number of mixed pairs in mixed events. V 0 s are chosen to have 1 < p T < 6 GeV/c. To correct for the geometric acceptance, we used mixed-event distributions where the trigger and associated particles are from two different events. For this purpose, the analysis builds up an event buffer where the tracks of previous events are cached. This buffer stores the events in bins of multiplicity and z-vertex position, and the division is done using events from within these bins to ensure that the events used for the mixed-event distributions have an acceptance that is similar to the events being corrected. The mixed-event distribution is normalized to unity at (∆ϕ, ∆η) = (0, 0). To increase the statistical significance, we combined the Λ and Λ signals. after all topological cuts have been applied, fitted with a Gaussian function and a linear function. The ±6σ range used to make correlation pairs with the trigger particle is also shown. After the division of the same-event distribution by the mixed-event distribution, we project the 2D correlation function within |∆η| < 0.5 to ∆ϕ. To subtract the baseline we find the absolute minimum of the correlation function in the corresponding p T region. Then, we assume that all pairs below this baseline are uncorrelated with the trigger particle and subtract the baseline from the correlation function. This will give us a baseline-subtracted correlation function that has a minimum value of zero. In Figure 3 we show the projected correlation function in ∆ϕ. In both projections, the near-side jet peak is visible at ∆ϕ ≈ 0. The smeared peak at ∆ϕ ≈ π is from jets produced back-to-back in ϕ and with the parton center-of-mass system (cms) shifted with respect to the cms of the collision. The associated-particle efficiency correction has not yet been applied in these correlation function projections. However, before these can be applied, Λ feeddown from the Ξ − and Ξ 0 decays has to be removed in the near-side, away-side, and underlying-event regions
The option of using the more traditional inclusive feeddown calculation is not available in this analysis, since no measurement of the Ξ − and Ξ 0 production in association with jets and the underlying event is available.
To overcome this difficulty, we have investigated the use of a data-driven feeddown correction based on the distance of closest approach (DCA) to the primary vertex of secondary and primary V 0 s. The DCA distributions for these two contributions are different enough that a change of DCA selection in the analysis will result in the removal of a different fraction of each contribution. When varying the DCA selection, one can use the relative signal change observed in data to determine the fraction of secondaries present in the analysis via:
where S Data is the total signal observed in data, S M C prim/sec are the primary and secondary signals as seen in simulations, ∆S denotes, in all cases, the observed signal variation when changing the DCA selection, and f prim/sec is the fraction of primary and secondary V 0 s in the real data, where f prim + f sec =1. As a benchmark, the inclusive * f sec computed with this method compares favorably with the fraction of secondaries computed with a more traditional approach that utilizes a feeddown matrix and a Ξ measurement, as can be seen in Figure 4 . This result is encouraging, since the DCA-based interpolation method has the advantage that one can determine a feeddown fraction in each region (near and away side, underlying event) separately. Work is currently ongoing to finalize these yields, which includes incorporating the associated particle efficiency corrections as well as performing track splitting studies. 
Conclusions
We have shown the uncorrected two-particle correlation function for h ± −K 0 S and h ± −(Λ+Λ). The near-side and away-side regions, which originate from parton fragmentation, are clearly visible even without full jet reconstruction, demonstrating the potential of using azimuthal correlations to probe jet-sensitive physics. Further, we estimate the feeddown fraction of Λs from Ξ − and Ξ 0 using a scaling method based on the DCA of the V 0 s to the primary vertex. Results were shown to be comparable with the ones obtained with a feeddown correction approach that utilizes a Ξ measurement, demonstrating that there is no need for a Ξ measurement in order to compute primary Λ yields.
