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Abstract
We apply the two dierent denitions of chaos given by Devaney and by Knudsen for gen-
eral discrete time dynamical systems (DTDS) to the case of elementary cellular automata, i.e.,
1-dimensional binary cellular automata with radius 1. A DTDS is chaotic according to the
Devaney’s denition of chaos i it is topologically transitive, has dense periodic orbits, and it is
sensitive to initial conditions. A DTDS is chaotic according to the Knudsen’s denition of chaos
i it has a dense orbit and it is sensitive to initial conditions. We enucleate an easy-to-check
property (left or rightmost permutivity) of the local rule associated with a cellular automaton
which is a sucient condition for D-chaotic behavior. It turns out that this property is also nec-
essary for the class of elementary cellular automata. Finally, we prove that the above mentioned
property does not remain a necessary condition for chaoticity in the case of non elementary
cellular automata. c© 2000 Published by Elsevier Science B.V. All rights reserved.
1. Introduction
The notion of chaos is very appealing, and it has intrigued many scientists (see
[1, 2, 10, 14, 22] for some works on the properties that characterize a chaotic process).
There are simple deterministic dynamical systems that exhibit unpredictable behavior.
Though counterintuitive, this fact has a very clear explanation. The lack of innite
precision in the description of the state of the system causes a loss of information which
is dramatic for some processes which quickly loose their deterministic nature to assume
a non deterministic (unpredictable) one. A chaotic phenomenon can indeed be viewed
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Fig. 1. Finite precision combined with sensitivity to initial conditions causes unpredictability after a few
iterations (x represents the state of the CA at time step 0, and i(x) the state at time step i).
as a deterministic one, in the presence of innite precision, and as a nondeterministic
one, in the presence of nite precision constraints. Thus one should look at chaotic
processes as at processes merged into time, space, and precision bounds, which are the
key resources in the science of computing.
A nice way in which one can analyze this nite=innite dichotomy is by using
cellular automata (CA) models. CA are dynamical systems consisting of a regular
lattice of variables which can take a nite number of discrete values. The global state
of the CA, specied by the values of all the variables at a given time, evolves in
synchronous discrete time steps according to a given local rule which acts on the
value of each single variable.
Consider the 1-dimensional CA hX; i, where X = f0; 1gZ and  is the left-shift
map on X associating to any conguration c2f0; 1gZ the next time step conguration
(c)2f0; 1gZ dened by
8i2Z [(c)](i)= c(i + 1):
In order to completely describe the elements of X , we need to operate on two-sided
sequences of binary digits of innite length. Assume for a moment that this is possible.
Then the shift map is completely predictable, i.e., one can completely describe n(x);
for any x2X and for any integer n. In practice, only nite objects can be computation-
ally manipulated. Let x2X: Assume we know a portion of x of length n (the portion
between the two vertical lines in Fig. 1). One can easily verify that n(x) completely
depends on the unknown portion of x. In other words, if we have nite precision, the
shift map becomes unpredictable, as a consequence of the combination of the nite
precision representation of x and the sensitivity of .
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1.1. Chaos for discrete time dynamical systems
In the case of discrete time dynamical systems, hX; Fi, many denitions of chaos
are based on the notion of sensitivity to initial conditions (see, e.g. [10, 13]). Here, we
assume that the phase space X is equipped with a distance d and that the next state
map F :X 7!X is continuous on X according to the topology induced by the metric d.
In particular, in the sequel, we assume that the metric space (X; d) is perfect, that is
without isolated points.
Denition 1.1 (Sensitivity). A DTDS hX; Fi is sensitive to initial conditions i there
exists >0 such that
8x2X 8>0 9y2X 9n2N: (d(x; y)< and d(Fn(x); Fn(y))>): (1.1)
Constant  is called the sensitivity constant.
Intuitively, a map is sensitive to initial conditions, or simply sensitive, if there exist
points arbitrarily close to x which eventually separate from x by at least  under
iteration of F . We emphasize that not all points near x need eventually separate from x,
but there must be at least one such point in every neighborhood of x. If a map possesses
sensitive dependence on initial conditions, then for all practical purposes, the dynamics
of the map dees numerical approximation. Small errors in computation which are
introduced by round-o may become magnied upon iteration. The results of numerical
computation of an orbit, no matter how accurate, may be completely dierent from the
real orbit. As stressed above, the sensitive dependence on initial conditions require
that for any state and any of its neighborhood there must exist at least a state whose
dynamical evolution is aected of a  unpredictability. In the case of perfect DTDS a
stronger notion of sensitive dependence is the following one which, on the contrary,
involves any pair of states.
Denition 1.2 (Positive expansivity). A DTDS hX; Fi is positively expansive 1 i
there exists >0 such that
8x; y2X; x 6=y; 9n2N: d(Fn(x); Fn(y))>: (1.2)
Constant  is called the expansivity constant.
In the case of reversible DTDS, i.e., DTDS hX; Fi in which the next state map
F :X 7!X is one-to-one and onto, Denition 1.2 is enriched as follows (see [9] for
application to ergodic theory in DTDS theory):
Denition 1.3 (Expansivity). A reversible DTDS hX; Fi is expansive i there exists
>0 such that
8x; y2X; x 6=y; 9n2Z: d(Fn(x); Fn(y))>: (1.3)
Constant  is called the expansivity constant.
1 When no confusion arises simply expansive.
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In the case of continuous dynamical systems based on a metric space, there are
many possible denitions of chaos, ranging from pure topological notions to notions of
randomness in ergodic theory (which in any case involves a measure theoretic structure
based on a metric space). In this paper we adopt the more general topological approach
(for some links between the topological approach and the measure theoretical one,
see for instance [4] and the references therein). We now recall some other properties
which are central to topological chaos theory namely, having a dense orbit, topological
transitivity, and denseness of periodic points.
Denition 1.4 (Dense orbit). A dynamical system hX; Fi has a dense orbit i
9x2X : 8y2X 8>0 9n2N: d(Fn(x); y)<: (1.4)
For perfect DTDS the existence of a dense orbit implies topological transitivity.
Denition 1.5 (Transitivity). A dynamical system hX; Fi is topologically transitive i
for all nonempty open subsets U and V of X , 9n2N:
Fn(U )\V 6= ;:
Intuitively, a topologically transitive map has points which eventually move under
iteration from one arbitrarily small neighborhood to any other. As a consequence,
the dynamical system cannot be decomposed into two disjoint closed sets which are
invariant under the map (undecomposability condition).
Denition 1.6 (Denseness of periodic points). A dynamical system hX; Fi has dense
periodic points i the set of all the periodic points of F dened by
Per(F)= fx2X j 9k 2N: Fk(x)= xg;
is a dense subset of X , i.e.,
8x2X 8>0 9p2Per(F): d(x; p)<: (1.5)
Denseness of periodic points is often referred to as the element of regularity a chaotic
dynamical system should exhibit.
The popular book by Devaney [10] isolates three components as being the essential
features of topological chaos. They are formulated for a continuous map F : X 7!X ,
on some metric space (X; d).
Denition 1.7 (D-chaos). Let F :X 7!X; be a continuous map on a metric space (X; d).
Then the dynamical system hX; Fi is chaotic according to the Devaney’s denition of
chaos (D-chaotic) i
(D1): F is topologically transitive,
(D2): F has dense periodic points (topological regularity), and
(D3): F is sensitive to initial conditions.
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It has been proved in [2] that for DTDS of innite cardinality, transitivity and
denseness of periodic points imply sensitivity to initial condition. As a consequence
of this result, in order to prove that an innite DTDS hX; Fi is chaotic in the sense
of Devaney, one has only to prove properties D1 and D2. A stronger result has been
proved in [6] by one of the authors in the case of CA dynamical systems: topological
transitivity implies sensitivity to initial conditions.
Knudsen in [14] proved that in the case of a dynamical system which is chaotic
according to Devaney’s denition, the restriction of the dynamics to the set of periodic
points (which is clearly invariant) is Devaney’s chaotic too. Due to the lack of non-
periodicity this is not the kind of system most people would consider labeling chaotic.
In view of these considerations, Knudsen proposed the following denition of chaos
which excludes chaos without non-periodicity [14].
Denition 1.8 (K-chaos). Let F :X 7!X; be a continuous map on a metric space (X; d).
Then the dynamical system hX; Fi is chaotic according to the Knudsen’s denition of
chaos (K-chaotic) i
(K1): F has a dense orbit, and
(K2): F is sensitive to initial conditions.
The two-sided shift dynamical system
〈
AZ; 

on a nite alphabet A is a paradig-
matic example of both Devaney’s and Knudsen’s chaotic system. In the case of com-
pact and perfect DTDS, i.e., DTDS whose phase space is a compact and perfect metric
space, we have the following result.
Proposition 1.1. A compact and perfect DTDS hX; Fi is topologically transitive i it
has a dense orbit. In addition; in this case the next state map F :X 7!X is surjective.
Transitive

OneDense Orbit
Compact
=) Surjective (1.6)
As we will see later, the properties of being compact and perfect are the main
features of the phase space of DTDS induced by CA local rules. As a consequence,
the following immediately follows.
1. If a compact and perfect DTDS hX; Fi is D-chaotic then it is K-chaotic.
2. In the case of a DTDS
〈
AZ; Ff

induced by a CA local rule f, the dynamical
system is K-chaotic i it is topologically transitive.
In the case of 1-dimensional CA dynamics, stronger denitions of chaos can be con-
sidered in order to distinguish shift-like chaotic behavior from more complex chaotic
ones. We formulate it for perfect DTDS as follows.
Denition 1.9 (E-chaos). Let F :X 7!X; be a continuous map on a perfect metric
space (X; d). Then the dynamical system hX; Fi is positively expansive chaotic
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(E-chaotic) i
(E1): F is topologically transitive,
(E2): F has dense periodic points (topological regularity), and
(E3): F is positively expansive.
The one-sided shift dynamical system
〈
AN; 

on the nite alphabet A is a paradig-
matic example of E-chaos. The two-sided shift dynamical system hAZ; i is an example
of D-chaos which is not E-chaotic.
1.2. Chaos for cellular automata
In the case of 1-dimensional CA, there have been many attempts of classication ac-
cording to their asymptotic behavior (see, e.g. [5, 7, 11, 21, 24]), but none of them com-
pletely captures the notion of chaos. As an example, Wolfram divides 1-dimensional CA
in four classes according to the outcome of a large number of experiments. Wolfram’s
classication scheme, which does not rely on a precise mathematical denition, has
been formalized by Culik and Yu [8] who split CA in three classes of increasing com-
plexity. Unfortunately membership in each of these classes is shown to be undecidable.
In this paper we complete the work initiated in [4, 5, 16], where the authors for the
rst time apply the denition of chaos given by Devaney and by Knudsen to CA. More
precisely:
 In [5] the authors make a detailed analysis of the behavior of the elementary CA
based on a particular non-additive rule (rule 180) and prove its chaoticity according
to the Devaney’s denition of chaos.
 In [16] the authors completely classify 1-dimensional additive CA dened over any
alphabet of prime cardinality according to the Devney’s denition of chaos.
 In [4] the authors completely characterize topological transitivity for every D-dimen-
sional additive CA over Zm (m>2, and D>1) and denseness of periodic points for
any 1-dimensional additive CA over Zm (m>2).
In this paper we apply both the Devaney’s and the Knudsen’s denitions of chaos
to the class of elementary CA (ECA), i.e., binary 1-dimensional CA with radius 1. To
this extent, we introduce the notion of permutivity of a map in a certain variable. A
boolean map f is permutive in the variable xi if f(: : : ; xi; : : :)= 1−f(: : : ; 1−xi; : : :): In
other words, f is permutive in the variable xi if any change of the value of xi causes
a change of the output produced by f, independently of the values assumed by the
other variables. The main results of this paper can be summarized as follows:
(a) Every 1-dimensional CA based on a local rule f which is permutive either in the
rst (leftmost) or in the last (rightmost) variable is Devaney, and then Knudsen,
chaotic.
(b) An ECA based on a local rule f is Devaney chaotic i f is permutive either in
the rst (leftmost) or in the last (rightmost) variable (in this case Devaney and
Knudsen chaoticity are equivalent).
(c) All the ECA based on a local rule f which is both rightmost and leftmost permutive
are expansively chaotic.
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(d) There exists a chaotic CA based on a local rule f with radius 1 which is not
permutive in any variable.
(e) There exists a chaotic CA dened on a binary set of states based on a local rule
f which is not permutive in any variable.
We wish to emphasize that in this paper we propose the rst complete classication
of the ECA rule space based on a widely accepted rigorous mathematical denition of
chaos.
The rest of this paper is organized as follows. In Section 2 we give basic notation
and denitions. In Section 3 we classify ECA rule space according to the Devaney’s
denition of chaos. In Section 4 we discuss the local entropy of ECA rule space.
In Section 5 we prove that leftmost and=or rightmost permutivity is not a necessary
condition for chaotic behavior of non elementary CA.
2. Notations and denitions
For m>2, let A= f0; 1; : : : ; m− 1g denote the ring of integers modulo m with the
usual operations of addition and multiplication modulo m. We call A the alphabet of
the CA. Let f :A2k+1!A; be any map depending on the 2k+1 variables x−k ; : : : ; xk .
We say that k is the radius of f. A 1-dimensional CA based on the local rule f is
the pair
〈
AZ; F

, where
AZ= fc : Z 7!A; i! c(i)g
is the space of congurations and
F :AZ 7!AZ
is the global next state map, dened as follows. For any conguration c2AZ and for
any i2Z
[F(c)](i)=f(c(i − k); : : : ; c(i + k)):
Throughout the paper, F(c)2AZ will denote the result of the application of the map
F to the conguration c2AZ and c(i)2A will denote the ith element of the cong-
uration c. We recursively dene Fn(c) by Fn(c)=F(Fn−1(c)); where F0(c)= c:
In order to specialize the notions of sensitivity and expansivity to the case of D-
dimensional CA, we introduce the following distance (known as Tychono distance)
over the space of congurations. For every a; b2AZ
d(a; b)=
+1P
i=−1
1
mjij
ja(i)− b(i)j;
where m is the cardinality of A. It is easy to verify that d is a metric on AZ and
that the metric topology induced by d coincides with the product topology induced by
the discrete topology of A. With this topology, AZ is a complete, compact, perfect,
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and totally disconnected space and F is a (uniformly) continuous map, whatever be
the CA local rule inducing this global next state map. Let us recall that the metric
topology induced from the Tychono distance is the coarsest one with respect to the
component-wise convergence of sequences: the sequence of congurations fcngAZ
is convergent to the conguration c2AZ i for any i2Z,
lim
n!1 cn(i)= c(i)2A:
Since the alphabet A is nite, this component-wise convergence is in a nite number
of steps, i.e.,
8i2N 9ni: 8n>ni cn(i)= c(i):
This gives an \empirical" criterion to test if a dynamical evolution converges to an
equilibrium point (a similar consideration can be made for cyclic point convergence).
During an empirical simulation, let us isolate a nite \window" of observation (for
instance all the cells between the site i and the site j, with i<j), inside a larger portion
of the initial conguration; then apply the local CA rule and look to the dynamical
evolution inside the window. If after a nite number of steps we obtain that all the cells
of the window reaches an equilibrium point, then we can suggest to be in presence of
an equilibrium point conguration.
On the alphabet A= f0; : : : ; m − 1g it is possible to introduce the conjugation op-
eration dened 8a2Anfm − 1g, as a=1 + a, and (m − 1)=0. In this case, it is
possible to take into account, for any xed local rule f, at least three other local rules
whose global dynamics cannot be distinguished since they are all mutually isometrically
conjugate.
Denition 2.1. Let f :A2r+1 7!A be a boolean CA local rule, we denote by
1. f :A2r+1 7!A the conjugate rule of f, dened by
8(x−r ; : : : ; x0; : : : ; xr)2A2r+1 f(x−r ; : : : ; x0; : : : ; xr)=f(x−r ; : : : ; x0 ; : : : ; xr ):
2. fo :A2r+1 7!A the reected rule of f, dened by
8(x−r ; : : : ; x0; : : : ; xr)2A2r+1 fo(x−r ; : : : ; x0; : : : ; xr)=f(xr; : : : ; x0; : : : ; x−r):
3. fo :A2r+1 7!A (=fo) the reected conjugate rule of f, dened by
8(x−r ; : : : ; x0; : : : ; xr)2A2r+1 fo(x−r ; : : : ; x0; : : : ; xr)=f(xr ; : : : ; x0 ; : : : ; x−r):
To each rule f we can associate the set of (not necessarily distinct) rules
C(f)= ff;f; fo; fog:
The transformations introduced above give rise to isometrical conjugacy between dy-
namical systems, as expressed in the following:
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Proposition 2.1. Let f :A2r+1 7!A be a local rule and f its conjugate; the dynam-
ical systems
〈
AZ; Ff

and
〈
AZ; Ff

are isometrically conjugate. This means that
the following diagram commutes:
AZ
Ff−−−−−! AZ

?????y
?????y 
AZ −−−−−!
F
f
AZ
where  :AZ 7!AZ is the surjective isometry
c2AZ!(c)= (: : : ; i−1(c); i (c); i+1(c); : : :)2AZ
dened by
8i2Z i (c)= c(i):
An analogous result holds for fo and fo, dening the surjective isometries
o :AZ 7!AZ and o :AZ 7!AZ as follows: 8c2AZ and 8i2Z
oi (c)= c(−i) and oi (c)= c(−i):
The isometrical conjugations between
〈
AZ; Ff

and any of the
〈
AZ; Ff

, being  one
of the transformation maps ; o, and o, implies that a great number of set theoretic,
topological, and metrical qualitative dynamical properties are preserved. We mention,
equilibrium and cyclic points [c2Perk(Ff) i (c)2Perk(Ff)], regularity, transitivity,
sensitivity, expansivity, D-chaos, and K-chaos. In particular, the positive motion of
initial conguration c is in a one-to-one correspondence with the positive motion of
initial state (c):
8t 2N; [Ff]t(c) 

−! [Ff ]t((c)): (2.1)
Let us remark that there exists a class of CA local rules whose associated global
dynamics is quite regular: the set of all its periodic points is a global attractor. We say
that a local rule f :A2k+1 7!A; is trivial i there exists a map g :A 7!A such that
f(x−k ; : : : ; xk)= g(x0). Trivial CA (CA based on a trivial local rule) exhibit a very
simple behavior. The generic positive orbit of any initial conguration c=(: : : ; c(i −
1); c(i); c(i + 1); : : :) is such that
8t 2N Ftg (c)= (: : : ; gt(c(i − 1)); gt(c(i)); gt(c(i + 1)); : : :);
where, for any xed i2Z, the positive orbit gt(c(i)) in the nite phase space A after
a nite number of steps necessarily converges to a periodic point pi 2A of the DTDS
hA; gi. In conclusion, the DTDS 〈AZ; Fg induced from these particular CA has the
set of periodic points which is a global attractor. In particular, we have as extreme
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cases the null CA rule f0(x−k ; : : : ; xk)= 0, whose corresponding global dynamics has
the null conguration (: : : ; 0; 0; 0; : : :) as a one step global attractor, and the identity
CA rule fid(x−k ; : : : ; xk)= x0, whose corresponding global dynamics is such that any
conguration is an equilibrium point.
We now give the denition of permutive local rule and that of leftmost [resp.,
rightmost] permutive local rule, respectively.
Denition 2.2 (Hedlund [12]). A CA local rule f is permutive in xi, −k6i6k; i
for any given sequence
x−k ; : : : ; xi−1; xi+1; : : : ; xk 2A2k
we have
ff(x−k ; : : : ; xi−1; xi; xi+1; : : : ; xk): xi 2Ag=A:
Denition 2.3. The CA local rule f is said to be leftmost [resp., rightmost] permutive
i there exists an integer i:− k6i60 [resp., i: 06i6k] such that
1. i 6=0,
2. f is permutive in the ith variable, and
3. f does not depend on xj; j<i, [resp., j>i].
We recall the denition of additive local rule.
Denition 2.4. A CA local rule f is said to be additive i there exist 2k+1 elements
i 2A such that for any (x−k ; : : : ; xk)2A2k+1
f(x−k ; : : : ; xk)=
 
kP
i=−k
ixi
!
mod m: (2.2)
The following can be easily proved.
Proposition 2.2. Let A be an alphabet of prime cardinality and
〈
AZ; F

be the
dynamical system induced from a non trivial additive CA local rule. Then;
〈
AZ; F

is either leftmost or rightmost (and in particular cases both) permutive.
Denition 2.5. A 1-dimensional CA based on a local rule f :A2k+1 7!A; is an ele-
mentary CA (ECA) i k =1 and A= f0; 1g:
We enumerate the 22
3
= 256 dierent ECA as follows. The ECA based on the local
rule f is associated with the natural number nf, where
nf =f(0; 0; 0)  20 + f(0; 0; 1)  21 +   + f(1; 1; 0)  26 + f(1; 1; 1)  27:
In the case of ECA, a rule f : f0; 1g3 7! f0; 1g is leftmost permutive i
8x0; x1: f(0; x0; x1) 6= f(1; x0; x1):
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Similarly, it is rightmost permutive i
8x−1; x0: f(x−1; x0; 0) 6= f(x−1; x0; 1):
Finally, an ECA local rule f is additive i there exist three constants a; b; c2f0; 1g
such that
f(x−1; x0; x1)= a x−1  b x0  c x1
(where  is the usual \xor" binary boolean operation).
3. Chaotic elementary cellular automata
In this section we analyze global dynamics induced by ECA local rules with respect
to both Knudsen’s and Devaney’s denitions of chaos.
3.1. Leftmost or rightmost permutive CA: D-chaos
We recall the following result due to one of the authors.
Theorem 3.1 (Favati et al. [16]). Let
〈
AZ; F

be any leftmost and=or rightmost per-
mutive 1-dimensional CA dened on a nite alphabet A. Then
〈
AZ; F

is topologi-
cally transitive (K-chaotic).
We now prove that Leftmost [Rightmost] Permutive 1-dimensional CA have dense
periodic points. To this extent we need some preliminary denitions and lemmas. We
say that a conguration x2AZ is spatially periodic i there exists s2N such that
s(x)= x:
Lemma 3.1. Let
〈
AZ; F

be a surjective CA. Every predecessor according to F of
a spatially periodic conguration is spatially periodic
Proof. Let x; y2AZ be such that F(x)=y and s(y)=y for some s2N: For every
i2Z we have
F(is(x))= is(F(x))= is(y)=y:
Assume that x is not spatially periodic. Then there exist innitely many predecessors
of y according to F namely, is(x); i2Z: Since every 1-dimensional surjective CA
have a nite number of predecessors (see [12]), we have a contradiction.
We now give the denition of Right [Left] CA.
Denition 3.1. Let
〈
AZ; F

be a CA based on the local rule f(x−r ; : : : ; xr). F is a
Right [Left] CA i f does not depend on x−r ; : : : ; x0 [x0; : : : ; xr].
We have the following Lemma.
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Lemma 3.2. Let
〈
AZ; F

be a Right [Left] CA. Then G= I − F is surjective.
Proof. Since F is a Right [Left] CA, we have that I − F is Leftmost [Rightmost]
permutive and then surjective.
In the next theorem we prove that for surjective Right [Left] CA periodic congu-
rations are also spatially periodic.
Theorem 3.2. Let
〈
AZ; F

be a Right [Left] CA (non necessarily surjective). Then
for every x2AZ we have
(9t 2N: Ft(x)= x) ) (9s2N: s(x)= x):
Proof. If x is periodic for F , i.e., Fn(x)= x, then x is a predecessor of the all-zero
conguration (: : : ; 0; 0; 0; : : :) according to G= I − Fn. Since F is a Right [Left] CA
then Fn is again a Right [Left] CA and then, from Lemma 3.2, we have that G= I−Fn
is surjective for every n2N. From Lemma 3.1 we conclude that x is spatially
periodic.
Corollary 3.1. Let
〈
AZ; F

be a (non necessarily surjective) CA. Let n2Z be such
that G= nF is a Right [Left] CA global map. Every periodic conguration for G
is periodic also for F; i.e.;
(9t 2N: Gt(x)= x) ) (9t0 2N: Ft0(x)= x):
Proof. Let x be such that Gt(x)= x. From Theorem 3.2 we have that there exists an
s2N such that s(x)= x: We have
x = Gt(x)=Gts(x)= (nF)ts(x) = ntsFts(x)=Ftsnts(x)=Fts(x):
We are now ready to prove the main result of this section.
Theorem 3.3. Leftmost [Rightmost] permutive 1-dimensional CA have dense periodic
points.
Proof. Assume without loss of generality that F is Rightmost permutive. Let s2Z be
such that Gs= sF is a Right CA. We now prove that Gs has dense periodic orbits.
Let
w=(w−k   w0   wk)2A2k+1
be any nite conguration of length 2k+1. Let V0 2AZm be the following conguration
V0 =    21w−k   w0   wk12    ;
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where w is centered at the origin of the lattice, i.e., V0(0)=w0: Since Gs is a rightmost
permutive CA then, in view of Theorem 3.1, it is transitive and there exist n2N and
W0 =    0201w−k   w0   wk0102   
such that
Gn(V0)=W0:
Let
W1 =    0201w−k   w0   wk102    :
Since Gs is a Right and Rightmost permutive CA one can nd suitable 00i ; i>2, such
that
Gns (   321w−k   w0   wk1002 003   )=W1:
Let
V1 =    3201w−k   w0   wk1002 003    :
Since Gs is a Right CA, we have
Gns (V1)=    003 002 01w−k   w0   wk10203    ;
for some 00i ; i>2:
By repeating the above procedure we are able to construct a sequence of pairs of
congurations (Vi;Wi) such that Gn(Vi)=Wi and Vi(j)=Wi(j) for j= − i− k; : : : ; k + i
and i=1; 2; : : : : Since AZ is a complete space we have
lim
i!1
Wi= lim
i!1
Vi=W and Gn(W )=W:
Since w can be arbitrarily chosen, we conclude that G has dense periodic orbits. Finally,
from Corollary 3.1 we conclude that F has dense periodic points.
Taking into account (1.6), we can summarize the above results with the following
chain of implications:
L or R Permutive ) D-Chaos ) K-Chaos ) Surjective (3.1)
3.2. Leftmost or rightmost permutive ECA: topological chaos
Since boolean CA are based on the alphabet f0; 1g which has prime cardinality,
from Theorem 3.1 we have the following corollary.
Corollary 3.2. All the leftmost and=or rightmost permutive ECA are D-chaotic.
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We now prove that if an ECA is neither leftmost nor rightmost permutive, then
it is not surjective and then not topologically transitive. Let A= f0; : : : ; m − 1g be
any nite alphabet. Let f be any local rule of radius k>0 dened on A. We dene
fn :An+2k 7!An; as follows. For every c2An+2k
[fn(c)](i)=f(c(i); : : : ; c(i + 2k)); 16i6n:
We denote by f−1n (a) the set of the predecessors of a2An according to the map fn
and by #(f−1n (a)) its cardinality. We say that a nite conguration cn of length n is
circular i cn(1)= cn(n − 1) and cn(2)= cn(n): We recall the following result due to
Hedlund.
Theorem 3.4 (Hedlund [12]). Let
〈
AZ ; F

be the CA based on the local rule
f :A2k+1 7!A; with radius k>0: Then the two following statements are
equivalent:
1. F is surjective.
2. For every n>1; and for every a2An; #(f−1n (a))=m2k :
Let f :A2k+1 7!A; be any local rule with radius k>0. we say that f is balanced
if for any t 2A #(f−11 (t))=m2k : We have the following result.
Theorem 3.5. Let
〈f0; 1gZ; F be a non trivial ECA based on the local rule
f : f0; 1g3 7! f0; 1g: If F is surjective; then f is either leftmost or rightmost per-
mutive.
Proof. Assume that f is a balanced local rule which is neither leftmost nor right-
most permutive. Then there exist two nite congurations c1 and c2 of length 2 such
that f1(0c1)=f1(1c1)= a and f1(c20)=f1(c21)= b, where a; b2f0; 1g: Consider the
ECA for which c1 = c2. We have that #(f−12 (ab))>4: Since f is balanced, one can
readily verify that #(f−12 (ab))>4; and then, by Theorem 3.4, we have that F is not
surjective. Consider now the case c1 6= c2. There are only 4 balanced non trivial ECA
which are neither leftmost nor rightmost permutive for which c1 6= c2. They are ECA
43; 113; 142; and 212. For these ECA, it is easy to check that #(f−13 (010))= 3: Again,
from Theorem 3.4, we have that F is not surjective.
The next corollary is a direct consequence of (3.1) and Theorem 3.5.
Corollary 3.3. Let
〈f0; 1gZ; F be an ECA based on the local rule f. Then; the
following statements are equivalent.
1. f is either leftmost or rightmost permutive (or both).
2. F is Devaney-chaotic.
3. F is Knudsen-chaotic.
4. F is surjective and non-trivial.
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Table 1
Leftmost (L), rightmost (R), and central (C) permutive ECA. Rules of the kind xa are additive. Rules of
the kind yb are of the form 1+xa (1+additive)
C 204a, 51b
L 240a, 15b, 30, 45, 75, 120, 135, 180, 210, 225
R 170a, 85b, 86, 89, 101, 106, 149, 154, 166, 169
LC 60a, 195b
CR 102a, 153b
LR 90a, 165b
LCR 150a, 105b
All this can be summarized by the following scheme.
L and=or R Permutive ECA() D-Chaos ECA() Non-trivial Surjective (3.2)
In Table 1 we collect all left and=or rightmost permutive ECA local rules with infor-
mation also on their central permutivity.
3.3. Leftmost and rightmost permutive CA: E-chaos
For any xed initial conguration c2AZ, the CA evolves through a sequence of
congurations by the iteration of the global function. The positive orbit (motion) start-
ing from c is the sequence of congurations c : N 7!AZ associating with any time
step t 2N the conguration at time t, c(t)2AZ, obtained by the t-times iteration of
the global function:
8t 2N c(t) :=Ft(c): (3.3)
The space-time pattern of initial conguration c can be represented by a bi-innite
gure, where for the sake of simplicity we set ct(j) := [Ft(c)](j):
t=0 : : : c(−2) c(−1) c(0) c(1) c(2) : : : = c
t=1 : : : c1(−2) c1(−1) c1(0) c1(1) c1(2) : : : =F(c)
...
...
...
...
...
...
...
...
...
t : : : ct(−2) ct(−1) ct(0) ct(1) ct(2) : : : =Ft(c)
...
...
...
...
...
...
...
...
...
If we use the (one-sided) sequential notation to denote the positive orbit of initial
conguration c:
c (c; F(c); F2(c); : : : ; Ft(c); : : :)2 [AZ]N
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then, the positive orbit of initial state F(c) is represented by the left-shifted (one-sided)
sequence
F(c) (F(c); F2(c); F3(c); : : : ; Ft+1(c); : : :)2 [AZ]N:
In this way we obtain the following commutative diagram:
c2AZ F−−−−−! AZ 3 F(c)
F
?????y
?????y F
c 2 [AZ]N −−−−−!

[AZ]N 3 F(c)
The map F , associating to any conguration c the orbit starting from c, is one-to-one
but not onto; the map  is the (one-sided) left-shift map on the alphabet of innite
cardinality [AZ]. Since F(AZ) is shift-invariant, as a conclusion we can say that
any DTDS
〈
AZ; F

(where the next state map F is not necessarily induced by some
CA local rule) is topologically conjugated to the subshift
〈
F(AZ); 

based on an
innite alphabet.
We now construct families of topological semi-conjugations, based on nite alpha-
bets, considering suitable \windows of observation" of the dynamics produced by a
xed next state map F .
Let i; j2Z, with i6j. The set of sites [i; j] = (i; i + 1; : : : ; j) is the window of ob-
servation of extreme cells i and j. For any conguration c2AZ we dene its (i; j)-
segment (or block) as the portion of this conguration between the sites i and j:
[c]i; j =(c(i); c(i + 1); : : : ; c(j))2Aj−i+1. This segment is a word of length j − i + 1
based on the alphabet A.
We can now introduce the map Fi; j :A
Z 7! [Aj−i+1]N associating with any cong-
uration c2AZ the one-sided sequence on the nite alphabet [Aj−i+1]:
Fi; j(c)= [c]i; j  ([c]i; j ; [F(c)]i; j ; [F2(c)]i; j ; : : : ; [Ft(c)]i; j ; : : :)2 [Aj−i+1]N: (3.4)
This sequence can be represented by the space-time pattern, restricted to the window
of observation [i; j]:
t=0 c(i) : : : c(j) = [c]i; j
t=1 c1(i) : : : c1(j) = [F(c)]i; j
...
...
...
...
...
t ct(i) : : : ct(j) = [Ft(c)]i; j
...
...
...
...
...
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In this way, we have the commutative diagram:
c2AZ F−−−−−! AZ 3 F(c)
Fi; j
?????y
?????y Fi; j
[c]i; j 2 [Aj−i+1]N −−−−−!

[Aj−i+1]N 3 [F(c)]i; j
The two DTDS
〈
AZ; F

and
〈
Fi; j(A
Z); 

are now only semi-conjugate since the
homomorphism Fi; j is not one-to-one. It will be interesting to investigate under what
conditions for some i and j it is possible to have a conjugation. The following is easily
proved.
Proposition 3.1. Let
〈
AZ; F

be the DTDS based on the next state map F; non
necessarily induced from a 1-dimensional CA local rule. The following are equivalent:
1.
〈
AZ; F

is positively expansive.
2. 9i; j2Z: Fi; j(AZ) is injective.
3.
〈
AZ; F

is topologically conjugate to a one-sided subshift on a nite alphabet.
In the particular case of CA dynamics we have the following results.
Theorem 3.6. Let
〈
AZ; Ff

the DTDS induced from a 1-dimensional CA local rule f.
The following are equivalent.
a.
〈
AZ; Ff

is positively expansive.
b.
〈
AZ; Ff

is topologically conjugated to the one-sided subshift
〈
F0;2k−1; 

; which
in its turn is topologically conjugated to a one-sided full shift on a nite alphabet
[20].
c.
〈
AZ; Ff

is topologically conjugated to a one-sided full shift on a nite alphabet
[18].
In particular the proof of equivalence a, c is very simple and self-consistent (for
another proof we can quote [15]). All the above results involve properties of the global
dynamics of a 1-dimensional CA; the following result gives a very interesting link
between the local behavior of a 1-dimensional CA local rule and the global positively
expansive dynamics.
Theorem 3.7 (Margara [18]). Let
〈
AZ; Ff

be the DTDS based on the 1-dimensional
CA local rule f. If f is leftmost and rightmost permutive; then
〈
AZ; Ff

is topolog-
ically conjugated to a one-sided full shift on a nite alphabet.
L and R Permutive CA=) E-Chaos (3.5)
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4. Rule entropies as indicators of chaos
In [3], one of us [GC] has introduced the Rule Entropy (RE) of a CA local rule f.
Unlike other forms of entropies for CA proposed in the literature (e.g., [17, 19, 23, 24]),
Rule Entropy is a measure solely of the rule structure and not of the initial conguration
or the dynamical evolution of the global next state map. Furthermore, it is eectively
computable since it only assumes values in a nite set. Informally, it measures how
much the initial uncertainty on the values of some cells inuences the knowledge about
the future congurations of the CA and propagates during its evolution. In other words,
the RE expresses the inherent tendency of a CA to increase disorder in presence of
uncertainty.
The triple (f0; 1g3;P(f0; 1g3); c) is a probability space, where c is the count prob-
ability measure. An ECA local rule f can be viewed as a boolean random variable
on the phase space f0; 1g3. Let x; y2 f0; 1g be xed. Let flxy : f0; 1g 7! f0; 1g be
the map flxy ( t) :=f(t; x; y). On the probability space dened above, we introduce the
partition:
flxy := fA0; A1g ;
where
A0 = (flxy)
−1 ( 0) ; A1 = (flxy)
−1 ( 1) ;
A0 (resp., A1) can be seen as the event \a measurement of the random variable f for
x; y xed gives the value 0 (resp., 1)". We have
c (A1) =
f(0; x; y) + f(1; x; y)
2
which represents the probability that the application of the rule with x; y xed, re-
spectively in the second and third position, yields the value 1. Similarly, we have
that
c(A0)= 1− f(0; x; y) + f(1; x; y)2 :
Now we can calculate the entropy of the partition flxy using the canonical denition
of entropy for a partition:
H (flxy) =
P
a2f0;1g
f(a; x; y)
2
log
2P
a2f0;1g f(a; x; y)
+
 
1− P
a2f0;1g
f(a; x; y)
2
!
log
1
1−Pa2f0;1g f(a; x; y)2 :
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Table 2
Left entropy (El), right entropy (Er), and central entropy (Ec) for leftmost, rightmost, and central permutive
ECA
Permutivity Rule El Er Ec
C 204a, 51b 2 2 4
L 240a, 15b 6 0 2
R 170a, 85b 0 6 2
LC 60a, 195b 6 2 6
CR 102a, 153b 2 6 6
L 30; 45; 75; 120; 135; 180; 210; 225 6 3.6 4
R 86; 89; 101; 106; 149; 154; 166; 169 3.6 6 4
LR 90a, 165b 6 6 2
LCR 150a, 105b 6 6 4
For dierent values of the parameters x and y we obtain dierent partitions and then
dierent entropies; if we sum all these quantities, we obtain the left-1 RE:
H ( 1)l =
P
x;y2f0;1g
 P
a2f0;1g
f(a; x; y)
2
!
log
 
2P
a2f0;1g f(a; x; y)
!
+
 
1− P
a2f0;1g
f(a; x; y)
2
!
log
1
1−Pa2f0;1g f(a; x; y)2 :
Fixing only a value z we can calculate in a similar way the left-2 RE H ( 2)l ; and, analo-
gously, we can dene right-1 and right-2 REs. In the sequel, we shall call left-RE the
quantity El=H
( 1)
l +H
( 2)
l and right-RE the quantity Er =H
( 1)
r +H
( 2)
r , a similar deni-
tion can be given for the case of the central-RE. We say that an ECA local rule f is in-
dependent on the variable xi−1 i 8xi; xi+1 2f0; 1g we have f(0; xi; xi+1)=f(1; xi; xi+1).
In [3] it has been shown that the RE captures the relationship between permutivity of
the rule and, owing to the above Corollary 3.3, the chaotic behavior of the global
dynamics.
Proposition 4.1 (Cattaneo et al. [3]). An ECA local rule f has the maximum left=
right rule entropy i it is left=rightmost permutive. An ECA local rule has zero
left=right rule entropy i it is independent on the left=right variable.
In Table 2 we collect the rules entropies for the case of all leftmost, rightmost and
central permutive ECA.
As shown by the above table, and in agreement with Proposition 4.1, the E-chaos
of leftmost and rightmost permutive ECA local rules is characterized by the maximum
of RE values (El = 6 and Er = 6); the shift, both leftmost and rightmost permutive,
dynamics is characterized by the RE values (6; 0) and (0; 6). Any intermediate value
of the ECA local rule entropies [for instance (6; 2), (2; 6) and (6; 3:6), (6; 3:6)] can be
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Table 3
Additive ECA. Notice that rules 90 and 150 are the unique ECA rules which are both leftmost and rightmost
permutive
Permutivity ECA rule Chaos
No 0 No
C 204 No
L 240 Right-Shift
R 170 Left-Shift
L[C] 60 Right-Devaney
R[C] 102 Left-Devaney
LR 90 Expansive
LR[C] 150 Expansive
considered as an indicator of a \degree" of chaoticity between the shift-like chaotic
dynamics and the \stronger" expansive chaos.
On the contrary, the ECA local rules 204 and 51, whose global dynamics is char-
acterized by the property that all points are xed (rule 204) or all points are cyclic of
period 2 (rule 51), have very small entropy values (2,2).
4.1. Additive and ane ECA
Since for alphabets of prime cardinality nontrivial additive CAs are either leftmost
or rightmost permutive (Proposition 2.2), the following is immediate.
Corollary 4.1. Nontrivial additive CAs dened on an alphabet of prime cardinality
are D-chaotic.
Table 3 collects the main properties of additive ECA with respect to permutivity
and corresponding chaos.
We consider now the subclass of ECA based on a local rule of the form (1 +
f) mod 2, where f is an additive local rule, called 1-ane in the sequel. Precisely, we
are interested to a transformation of ECA rule space c :R(ECA) 7!R(ECA) associating
with any ECA local rule f : f0; 1g3!f0; 1g the corresponding transformed ECA local
rule c(f) : f0; 1g3!f0; 1g dened, for any (x−1; x0; x1)2f0; 1g3, as follows:
c(f)(x−1; x0; x1)= 1− f(x−1; x0; x1)= 1 f(x−1; x0; x1): (4.1)
In particular, we deal with ECA rules obtained by transformation c applied to ad-
ditive ECA rules. An additive ECA rule f is necessarily 0-quiescent: f(0; 0; 0)=0.
The null conguration is a xed point of the global dynamics: Ff(0)= 0. This implies
that the set F0 of all congurations c=(: : : ; 0; 0; 1; ; : : : ; ; 1; 0; 0; : : :) in a background
of 0s (or 0-nite congurations), is positively invariant (i.e., a trapping subdynami-
cal system): Ff(F0)F0. The transformed ECA rule (Table 4) c(f) is such that
[c(f)](0; 0; 0; )= 1 and thus, any orbit starting from a 0-nite conguration after the
rst step enter into the set F1 of all congurations in a background of 1 (or 1-nite
G. Cattaneo et al. / Theoretical Computer Science 244 (2000) 219{241 239
Table 4
Additive ECA and corresponding c-transformed ECA
Additive f 0 60 90 102 150 170 204 240
c(f)= 1 f 255 195 165 153 105 85 51 15
f(1; 1; 1)= 0 f(1; 1; 1)= 1
congurations). The further dynamical evolution depends in particular from the value
f(1; 1; 1) since
[c(f)](1; 1; 1)=
(
1 if f(1; 1; 1)=0;
0 if f(1; 1; 1)=1:
(4.2)
Therefore, if f(1; 1; 1)=0 the orbit of Fcf is trapped in F1 (after one time step);
otherwise, it passes alternatively from F0 to F1.
5. Permutivity vs. D-chaos for general CA
In this section we discuss the relation between leftmost and=or rightmost permutivity
and the Devaney’s denition of chaos in the case of non-elementary CA. We prove
that leftmost and=or rightmost permutivity are not necessary conditions for having D-
chaos both in the case of CA with radius 1 dened over alphabets of cardinality greater
than 1 and in the case of binary CA with radius greater than 1.
Let CA(r; m) denote the set of local rules of radius r dened over an alphabet of
cardinality m. We have the two following results.
Theorem 5.1. There exist a chaotic CA based on a local rule f2CA(1; 4) which is
not permutive in any input variable.
Proof. We now give a CA with radius 1 over the alphabet A= f0; 1; 2; 3g which is
chaotic in the sense of Devaney but it is neither leftmost nor rightmost permutive.
Consider the local rule f dened in Table 5. It takes a little eort to verify that f is
not permutive in any variable. In addition, we have f2 =  and then Ff is D-chaotic.
Theorem 5.2. There exists a chaotic CA based on a local rule f2CA(9; 2) which is
not permutive in any input variable.
Proof. We now construct a CA which is topologically conjugate to the D-chaotic ECA
90. The conjugacy is given by the injective binary CA based on the local rule h dened
by
h(x−1; x0; x1; x2)= x0 + x−1x2(1 + x1):
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Table 5
Denition of local rule f : f0; 1; 2; 3g3 7! f0; 1; 2; 3g, ( denotes any character)
x; y; z f(x; y; z) x; y; z f(x; y; z)
; 0; 0 0 ; 2; 0 0
; 0; 1 0 ; 2; 1 0
; 0; 2 1 ; 2; 2 1
; 0; 3 1 ; 2; 3 1
; 1; 0 2 ; 3; 0 2
; 1; 1 2 ; 3; 1 2
; 1; 2 3 ; 3; 2 3
; 1; 3 3 ; 3; 3 3
It is easy to verify that h  h= I , where I is the identity local rule. Let g be the
local rule dened by g= h f90  h. It is easy to verify that g is neither leftmost nor
rightmost permutive. Since the binary CA based on the local rule g is topologically
conjugate to the ECA 90, it satises the same topological properties satised by ECA
90 and then it is D-chaotic.
6. Conclusions
We have classied elementary cellular automata rule space according to the most
popular denitions of chaos given for general discrete time dynamical systems: the
Devaney’s and the Knudsen’s denition of chaos. We wish to emphasize that this is,
to our knowledge, the rst classication of elementary cellular automata rule space
according to a rigorous mathematical denition of chaos. We are currently applying
the Devaney’s denition of chaos to the case of general cellular automata.
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