Differential inequalities and stability and boundedness of stochastic differential equations  by Ladde, G.S. et al.
IOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 48, 341-352 (1974) 
Differential Inequalities and Stability and Boundedness of 
Stochastic Differential Equations 
G. S. LADDE, V. LAKSHMIKANTHAM, AND P. T. Lru 
Department of Mathematics, University of Rhode Island, 
Kingston, Rhode Island 02881 
Submitted by M. Urabe 
1. INTRODUCTION 
The problem of stability of differential systems with random parameters 
has been investigated by Kats and Krasovskii in [2] where an attempt was 
made to formulate the criteria analogous to the theory of Lyapunov’s second 
method. 
As is well known, the concept of Lyapunov functions, together with the 
theory of inequalities, provides a very general comparison principle by means 
of which a variety of qualitative properties of solutions of differential equa- 
tions may be studied in a unified way. The real significance of this comparison 
technique is brought out in [3]. 
In the present paper, we develop an analogous comparison principle for 
stochastic differential equations which is then employed to discuss the prob- 
lem of stability of solutions of such equations. We introduce various defini- 
tions of stability and boundedness of stochastic motion, generalizing the 
known definitions in the sense of Lyapunov, and give sufficient conditions for 
these concepts to hold. Our results may be considered as generalizations of 
some of the results in [2]. Examples are worked out to demonstrate the use- 
fulness of our results. 
2. DEFINITIONS AND NOTATIONS 
Let Rn denote the n-dimensional Euclidean space with any convenient 
norm /j * jj . Let R+ be the half-line [0, co). We write R as usual, for R1. Let 
(r)(t), t E R+} be a Markov process which is defined on some probability space 
(Q, 9, p) and takes values in R. 
BY the symbol MIXal ,.-., 4iB1, we shall mean the mathematical expecta- 
tion of the random quantities a, ,..., a, subject to the condition /3, where fi 
denotes some system of equations, inequalities, or some other conditions. 
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We consider the stochastic differential system 
where f E C[R+ x R” x R, R”]. 
We shall assume the existence of solutions {x(t, to , x0 , yo), q(t, to , qo)} for 
all t > to > 0. We shall also suppose that f(t, 0,7(t)) = 0, so that (2.1) 
admits a trivial solution. 
We now define the concepts of stability and boundedness in the mean. 
DEFINITION 2.1. The trivial solution x = 0 of (2.1) is said to be: 
(i) “equistable in the mean” if, for each E > 0, to E R+, there exists a 
positive function 6 = 8(t, , l ) that is continuous in to for each E, such that the 
inequality 
II x0 II < 6 
implies 
MElI 46 to 9 x0 Y rlolllxo 3 7701 -==I EY t 2 to; 
(ii) “uniformly stable in the mean” if, the 6 in (i) is independent of to . 
With respect to Eq. (2.1), the trivial function x = 0 is said to be 
(iii) “quasi-equi-asymptotically stable in the mean” if, for each E > 0, 
01 > 0, to E R+ there exists a positive number T = T(to , E, LX) such that 
whenever 
Jw& to > *o 3 77owo P ,701 < E> t 2 to + T 
II x0 II d a; 
(iv) “quasiuniformly asymptotically stable in the mean,” if, the num- 
ber T in (iii) is independent of to; 
(v) “equiasymptotically stable in the mean” if, (i) and (iii) hold 
simultaneously; 
(4 “uniformly asymptotically stable in the mean” if, (ii) and (iv) 
hold together. 
DEFINITION 2.2. Solutions of the stochastic differential system (2.1) are 
said to be: 
(i) “equibounded in the mean” if, for each 01 > 0, to E R+, there 
exists a positive function /3 = /?(to , OL), which is continuous in to for each 01, 
such that the inequality 
IIXOII <a 
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implies 
Wll 44 to 3 x0 9 r)o)lllxo I 701 < B, t > to; 
(ii) “uniformly bounded in the mean” if, the /3 in (i) is independent 
of to; 
(iii) “quasi-equi-ultimately bounded in the mean” if, for each 01 3 0 
and to E Rf, there exist positive numbers N and T = T(to , a) such that the 
inequality 
II x0 II G 01 
implies 
Wll 44 to > x0 9 rlowo 9 701 < N t 2 4, + T; 
(iv) “quasi-uniformly-ultimately bounded in the mean” if, the T is 
(iii) is independent of to; 
(v) equiultimately bounded in the mean if, (i) and (iii) hold at the 
same time; 
(vi) uniformly, ultimately bounded in the mean if, (ii) and (iv) hold 
at the same time. 
Corresponding to the given stochastic differential system (2.1), we shall 
consider a scalar differential equation 
u’ = g(4 u), u(to) = 240 3 0 (2.2) 
where g E C[R+ x R+, R] and g(t, 0) = 0. Let u(t, to , uo) be any solution 
of (2.2). 
With regard to the scalar differential equation (2.2), we need the corre- 
sponding stability and boundedness notions in our discussion. 
DEFINITION 2.3. The trivial solution u = 0 of (2.2) is said to be: 
(i*) equistable if, f or each E > 0, to E Rf, there exists a positive func- 
tion 6 = 8(t, , c) that is continuous in to for each E, such that 
whenever 
The other corresponding definitions may be formulated similarly. 
Rernurk. We notice that in the Definition 2.l(iii), (iv) and the Definition 
2.2, we do not require that Eq. (2.1) h as a trivial solution and therefore, it is 
not necessary to assume that f(t, 0, v(t)) = 0. A similar comment holds 
correspondingly for the scalar equation (2.1). 
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DEFINITION 2.4. A function b(r) is said to belong to the class X if 
b E C[R+, R+], 6(O) = 0 and b(r) is strictly increasing in r. 
DEFINITION 2.5. A function a(t, r) is said to belong to the class &’ if 
a E C[R+ x R+, R+], a(& 0) = 0, and a(t, r) E X for each t E R+. 
3. THE COMPARISON PRINCIPLE 
In this section, we develop the basic comparison theorem for stochastic 
differential system (2.1) which plays an important role in our subsequent 
discussion. Observe that this result is a natural extension of a corresponding 
result [3, Theorem 3.1.31. 
For any V E C[R+ x R” x R, R+], we define 
D+Jq V(4 % T(q)1 
= lirn~tp(l/h) [M[V@ + A, x + @(t, x, ?I@)), rl(t + ~)h(~)l - w WWb 
Then we have the following. 
THEOREM 3.1. Assume that there exist functions V(t, x, 7) and g(t, u) 
sattkfying the following conditions. 
(i) g E C[R+ x R+, R], g(t, u) is concave in u for fixed t E R+; 
(ii) V E C[R+ x R* x R, R+] and V(t, x, 7) is locally Lipschitzian 
in x for jxed t and uniformly in 7 ; 
(iii) for (t, x, T(t)) E R+ x Rn x R, 
~+Jw% x, rlw1 < go, w, x9 m>. (3.1) 
Let r(t) = r(t, to , uO) be the muximal solution of the scalar differential equa- 
tion (2.2) existing fw t > to > 0. I f  {x(t) = x(t, to , x0 , v&, q(t) = T(t, t, ,7,)} 
is any solution of (2.1) existing for t > t,, 3 0 such that 
then 
wo 9 x0 9 70) G u, f (3.2) 
Jw(t, 4th 7wxo 9 701 < r(4 to , aoo), t g3 to. (3.3) 
Proof. Let {x(t), T(t)} be any solution of (2.1) defined for t > to such that 
(3.2) holds. Set 
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50 that m(to) = V(t, , x,, , v,,]. For sufficiently small h > 0, we have 
nr(t + 4 - m(t) 
Now using the property of Markov process and the locally Lipschitzian 
nature of V, we get 
nr(t -I- 4 - 4) < MPWV + A, x(t) + w x(t), q(9), q(t + 4)/x(t), T(t)1 
- w x(t), 71w)/%l ? %I 
+ MEL II x(t + 4 - 44 - W, 4th ~@))ll/~o 3 d 
where L is a locally Lipschitz constant. It then follows that 
d li~yy(W) WM[W + k x(t) + W, 4th I), rl(t + WW, Ml 
Consequently,l 
1 In view of the properties of V together with the Lebesgue convergence theorem, 
the process of switching lim sup and M can be justified. 
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This, together with the assumption (3.1), the concavity of g, and Jensen’s 
inequality [I], yields 
An application of Theorem 1.4.1 in [3], proves the stated result (3.3). The 
proof is complete. 
4. CRITERIA FOR STABILITY AND BOUNDEDNESS 
The following theorems provide sufficient conditions for stability and 
boundedness of solutions of stochastic differential systems (2.1). 
THEOREM 4.1. Assume that there exist functions V(t, x, 7) and g(t, u) 
satisfying the following conditions. 
(i) VE C[R+ x Rn x R, R+] and for t E R+, V(t, x, 7) is ZocuZZy 
Lipschit&.m in x for fixed t and uniformly in v ; 
(ii) for (t, x, 7) R+ x R” x R, 
b(ll x II) G m x9 7) d 46 II x II> 
where b E ~5, b is convex and a E -02; 
and (iii) g E C[R+ x R+, R], g(t, 0) = 0, g(t, u) is concave in u for fixed t, 
o+M[w, x, 77Wl < &l v, x> rim for (t, x, T(t)) E R+ x Rn X R. 
Then: 
(I) equistabily of the trivial solution of (2.2) implies equistability in the 
mean of the trivial solution of (2.1); 
(II) quasi-equi-asymptotic stability of the trivial function u E 0 with 
respect to (2.2) implies quasi-equi-asymptotic stability in the mean of the trivial 
function x = 0 with respect to (2.1); 
(III) equiasymptotic stability of the trivial function u E 0 with respect 
to (2.2) implies equiasymptotic stability in the mean of the trivial function x = 0 
with respect to (2.1). 
Proof. Let E > 0 and t,, E R+ be given. Assume that the trivial solution 
u = 0 of (2.2) is equistable. Then, given b(e) > 0, t,, E Rf, there exists a 
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positive function S, = 6Jt, , E) that is continuous in to for each E, such that 
us < 6, implies 
44 to > uo) -==I b(E), t > to. (4.1) 
Suppose that {x(t), r)(t)} is any solution of (2.1). Then from the hypotheses (i) 
and (iii), and in view of Theorem 3.1, we arrive at the inequality 
ww, x(t), T(t))/% > TOI G r(4 to 9 uo), t >, to 9 (4.2) 
whenever 
qt, , x0 , uo) < %I * (4.3) 
Choose u. = a(t, , // x0 11). S ince a E Se, we can find a 6 = S(t, , c) > 0, that is 
continuous in to for each E, such that 
l/x0/I G.6 implies 4to 9 II x0 II) < 61 * (4.4) 
We claim that, if (1 x0 (1 < 6 then 
WI a to 9 x0 , rlo)lll~o 9 rlol < % t 3 to. 
Suppose that this is false. Then there would exist a solution (x(t), T(t)} with 
11 x0 II f  6 and t, > to such that 
M[ll &)lll~o > %I = E- (4.5) 
From the hypothesis (ii), we get 
wm ~(t)ll/~o 7 7701) G ww 4th N>/~o ,701, t 3 to. (4.6) 
The relations (4.1), (4.2), (4.5), and (4.6) lead us to the contradiction 
44 G WWl 3 x(tA &>)/xo 7 7701 e Q, 9 to > uo) < 44. 
This proves the conclusion of (I). 
Now, we shall indicate the proof of the conclusion (II). 
Let E > 0, 01 > 0 and to E Rf be given and let 1) x0 Jj < 01. In view of the 
hypotheses (ii), there exists a number CQ = al(t,, , a) satisfying the inequalities 
II x0 II < % 40 9 II x0 II) G a1 9 (4.7) 
simultaneously. Suppose now that the trivial function u = 0 is quasi-equi- 
asymptotically stable with respect to (2.2). Then, given b(c) > 0, a1 > 0, 
there exists a positive number T = T(to , a1 , 6) such that 
u(t, to 9 uo) -c b(4, t 3 to + T, (4.8) 
409/48/2-3 
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whenever 
As before, we choose u, = a(&, (1 x0 [[) and obtain the estimate (4.2). We 
claim that, 11 x0 11 < (Y implies 
Assume that this is not true. Then, let there exist a sequence {tn}, t, > to + T, 
t, -+ cc as n -+ co such that for some solution {x(t), q(t)} of (2.1) satisfying 
11 x0 11 < 01, we have 
WII 4t,)ll/xo > 701 2 es t, > to + T. 
This together with (4.2), (4.6), and (4.8) gives a contradiction 
b(4 d ~Pvn 3 X(&J, rl&Wo t 701 G +n 9 to 9 Icg) -=c N4 
which proves (II). 
The proof of (III) follows from the proof of (I) and (II). 
THEOREM 4.2. Let the assumptions (i), (ii), and (iii) of Theorem 4.1 hold. 
Assume further that a(t, r) E a(r) in (ii). Then: 
(I) uniform stability of the trivial solution of (2.2) implies uniform 
stability in the mean of the trivial solution of (2.1); 
(II) quasiunaform asymptotic stability of the trivial function u = 0 with 
respect to (2.2) implies quasiuniform asymptotic stability in the meun of the 
trivial function x = 0 with respect to (2.1); 
(III) un;form asymptotic stability of the trivial function u = 0 with 
respect to (2.2) implies uniform asymptotic stability in the mean of the trivial 
function x = 0 with respect to (2.1). 
Proof. We follow the argument in the proof of Theorem 4.1. By the 
uniform stability of (2.2), we get S, which is independent of to . Since a(t, Y) 
is now independent of t, the number 6 obtained in view of the relation (4.4) 
is also independent of to . Consequently, the uniformity of stability follows. 
Similar argument may be adopted to complete the rest of the proof. 
THEOREM 4.3. Assume that there exist functions V(t, x, 7) and g(t, u) 
satisfring the following conditions. 
(i) V E C[R+ x Rn x R, R+] and for t E R+, V(t, x, 7) is locally 
Lipschitzian in x for fixed t and un;formly in 17 ;
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(ii) for (t, x, q) E R+ x Rn x R, 
where a E -02, b E A?, b is convex and b(r) -+ 00 as r + CO; 
(iii) g E C[R+ x Rf, R], g(t, u) is concave in u for fixed t and 
D+qqt, 2, dt))l < g(t, w x, N)). 
Then : 
(I) equiboundedness of solutions of (2.2) implies equiboundedness in the 
mean of solutions of (2.1); 
(II) quasi-equi-ultimately boundedness of solutions of (2.2) implies 
quasi-equi-ultimately boundedness in the mean of solutions of (2.1) ; 
(III) equiultimately boundedness of solutions of (2.2) implies equiultimately 
boundedness in the mean of solutions of (2.1). 
Proof. We sketch the proof of (I). The proofs of (II) and (III) can be 
given following the proof of Theorem 4.1 and that given below. 
Let 01 > 0 and to E A’ be given. Then, proceeding as in the proof of Theo- 
rem 4.1, we conclude that every solution {x(t), y(t)} such that !I x0 Ij < CL 
implies 
M[ll x(t>ll/xo s %I < /%I 2 49 t > to. (4.9) 
From equiboundedness of (2.2), given a1 > 0 and to E A+, there exists a 
iwo 9 ar) that is continuous in to for g such that 
44 to 9 uo) < A % t > to, (4.10) 
provided 
uo < 011 - 
Choose (or so that (4.7) may hold simultaneously. Since b(t) -+ CO as Y + CO, 
we can find /3 = p(to, a) > 01 such that 
A(to 9 Qd G 4% (4.11) 
Now, let u. = a(t, , /j x0 11). Then from the hypotheses (i) and (iii), and in 
view of the Theorem 3.1, we have 
w% x(t), ~(Wxo > %I d e, to , uo), t > to. (4.12) 
Suppose that there is a solution (x(t), r)(t)} such that /j x0 11 < LY and 
WI &)ll/xo 9 7101 = 6 t1 > to . 
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Then, because of (4.6), (4.10), (4.1 I), and (4.12) we are lead to the contra- 
diction 
W) G ~Pvl Y 4t1h 77W~o 9 %I1 G +I 3 to > %> < a<to 9 011) < W). 
The proof of (I) is therefore complete. 
THEOREM 4.4. Let the assumptions (i), (ii), and (iii) of Theorem 4.3 hold. 
Assume further that a(t, r) E a(r) in (ii). Then: 
(I) uniform boundedness of solutions of (2.2) implies uniform boundedness, 
in the mean qf solutions of (2.1); 
(II) quasi-uniform-ultimately boundedness of solutions of (2.2) implies 
quasi-uniform-ultimately boundedness in the mean of solutions of (2.1); 
(III) uniform-ultimately boundedness of solutions of (2.2) implies uniform- 
ultimately boundedness in the mean of solutions of (2.1). 
Proof of this theorem can be formulated in the spirit of the proofs of the 
Theorems 4.2 and 4.3. We leave the details to the reader. 
5. EXAMPLES 
In this section, we give examples to illustrate the fruitfulness of our 
results. 
EXAMPLE 1. Consider the differential system 
x’ = 7p cos t + yf(7j) sin t, 
y’ = -f (7) x sin t + my cos t 
(5.1) 
for (t, X, y, 7) E R+ x R x R x [0, k] and f  is smooth enough to assure the 
existence of solutions of (5.1). 
Let V(t, x, y, 7) = a(1 + 7) (x2 + y2). Then, the hypotheses (i) and (ii) 
of the Theorem 4.2 are clearly satisfied, and 
o&(t, x, 711 < [277 COS t + WI K 
whenever 
m/u + rl)) G w for all 7 E [0, k] and h E L1(O, 0~)). 
Here 
and hence Dq is a function of 71 and t defined for all r] E [0, k] and t > 0. 
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Taking 
g(t, u) = [27 cos t + h(t)] u for fixed 7 E [0, k], 
we see that (2.2) is uniformly stable. 
From Theorem 4.2, we conclude therefore that the trivial solution of the 
system (5.1) is uniformly stable. 
EXAMPLE 2. Consider the differential equation 
x’ = -7% + e-(ti2) (5.2) 
for (t, x, 7) E R+ x R x [0, k]. 
Let V(t, x, 7) = (1 + 7) x2. Then, the hypotheses (i) and (ii) of Theorem 
4.2 are easily satisfied and 
D+M[V(t, x, 7j)] = 2(1 + 7) xx’ + x2& 
= --2(1 + 7) 7x2 + 2(1 + 71) xd2 + (&l(l + rl)) v 
< --271v + (WU + 7)) v + (1 + 71) 6” + e-7 
d (-27 + (Wl + 4) + 1) if + (1 + 4 e-t 
d --ccV + (1 + 4 e+, 
whenever 
1 + (Ml + q)) - 211 < -/A forallqE[O,k] and p> 1. 
Taking 
g(t, 4 = -P + (1 + 4 e+, 
it is easy to see that (2.2) is q uasiuniformly asymptotically stable. Hence, in 
view of the Theorem 4.2, (5.2) is quasiuniformly asymptotically stable. 
If  we take V(t, x, 7) = (1 + 7) 1 x 1 , then we have 
provided 
D+M[V(t, x, y)] < -pV + (1 + k) e-tj2 
VW + 7)) - 71 < -CL. 
Suppose p > 3. Then u = 0 is quasiuniformly asymptotically stable with 
respect to U’ = --t~u + (1 + k) e-t/2. This implies quasiuniformly asymp- 
totic stability of x = 0 with respect to (5.2). 
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