Local linear estimator is a popularly used method to estimate the nonparametric regression functions, and many methods have been derived to estimate the smoothing parameter, or the bandwidth in this case. In this article, we propose an information criterion based bandwidth selection method, with the degrees of freedom originally derived for nonparametric inferences. Unlike the plug-in method, the new method does not require preliminary parameters to be chosen in advance, and is computationally efficient compared to the cross-validation method. Numerical study shows that the new method performs better or comparable to existing plug-in method or cross-validation method in terms of the estimation of the mean functions, and has lower variability than cross-validation selectors. Real data applications are also provided to illustrate the effectiveness of the new method.
In this article, we propose a new bandwidth selector for the local linear approximation of model (1.1), based on the idea of information criterion and the degrees of freedom proposed by Fan et al. (2001) for nonparametric regression. Unlike the plug-in method, the new method does not require preliminary parameters to be chosen in advance, and is computationally efficient compared to the cross-validation method. Numerical study shows that the new method performs better or comparable to existing plug-in method or cross-validation method in terms of the estimation of the mean functions, and has lower variability than cross-validation selectors. Some real data applications are also provided to illustrate the effectiveness of the new method.
The rest of the article is organized as follows. The derivations of the new method are given in Section 2 . In Section 3 and Section 4, we use simulation studies and real data examples to show the effectiveness of the new method, and compare it with existing bandwidth selectors. A few discussions are provided in Section 5.
Bayesian Information Criterion Based Method
In general, a Bayesian information criterion has the form:
where df is the degrees of freedom, amounting to the complexity of the model, and the first term is a measure of goodness-of-fit of the model. To implement the information criterion, a measure of the complexity of the model is needed. Unlike the parametric model, the model complexity is not well defined for nonparametric regression model.
Here, we implement the degrees of freedom proposed by Fan et al. (2001) , which is originally derived for nonparametric hypothesis testing. Based on Fan et al. (2001) , the 4 degrees of freedom of model (1.1) is:
where Ω is the support of the covariate, K(·) is a kernel density function, and
Therefore, we propose to select the bandwidth which minimizes 3) where df N is defined in (2.2). Note that the degrees of freedom and, therefore, BIC N depend on the bandwidth h. We propose to apply the information criterion on a wide range of bandwidths, and select the bandwidth which minimizes the information criterion (2.3). In case the support of the covariate is not a closed interval, we propose to use the range of the sample to approximate |Ω|.
Zhang (2003) also covered in detail the degrees of freedom of linear smoothers in nonparametric settings. For linear smoother S, they proposed to use either tr(S), tr(S T S), or tr(2S − S T S) as the degrees of freedom. Among these, they showed, under some conditions, tr(2S − S T S) = (2K − K * K)(0)|Ω|/h{1 + o(1)}, which is proportional to our df , with a multiplier r K /2. However, the intuition behind the methods are quite different.
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In this section, we use Monte Carlo simulations to investigate the finite sample performance of the newly proposed bandwidth selection method, and compare it with some existing bandwidth selectors. Table 1 contains the eight examples considered in the simulation study. In Figure 1 , a random sample of size n = 100 is plotted for each example, accompanied by their mean functions. In Example 1 and Example 2, the covariates are from a closed interval and an open set, respectively. Example 3 and Example 4 were used by Fan (1992) , where the mean function is approximately linear in Example 3, and the covariate in Example 4 is from a mixture of normal distributions. Example 5 -Example 8 were suggested
by Hurvich et al. (1998) , where Example 5 represents a case with less fine structure or trend, Example 6 a case with noticeably different degrees of curvature for different values of the predictor, Example 7 a case with a trend but no fine structure, and Example 8 non-differentiable at x = 1/3. For each model, sample sizes of n = 100, n = 200 and n = 400 are conducted over 500 repetitions. 
For each example, we assume that the data comes from model (1.1) and the local linear approximation with Gaussian kernel is used to estimate the mean functions. The performance of the new bandwidth selector is reported, and is compared with the plugin method by Ruppert et al. (1995) , leave-one-out cross-validation, and 10-fold crossvalidation. For the plug-in method, the least squares quartic fit is used to approximate m(x) and therefore m (x). If r is used to denote the range of predictors, then the grid of bandwidths is formed by taking 30 equally spaced points from 0.01r to 0.5r.
To assess the performance of the bandwidth selectors, we report the average squared error (ASE) of the estimators:
where {u 1 , ..., u N } is a set of equally spaced grid points, and N is the number of grid points. In the simulation, N = 100 is set for all examples. Table 2 contains the mean and standard deviation of ASE of the four bandwidth selectors when n = 100, n = 200, and n = 400, based on 500 repetitions. In addition to the estimation of the mean functions, we also compare the computation efficiency among different bandwidth selectors. The simulation is done through
Matlab on a personal laptop with an i7-3610QM CPU and 8GB of RAM. Table 3 reports the mean and standard deviation of calculation time (in seconds) of a repetition.
As expected, the plug-in method is always the fastest method in all cases. The BIC N method takes much less time than the 10-fold CV, and the leave-one-out cross-validation takes the longest time to compute.
To assess the variability of the selected bandwidths, we also report the variance of the selected bandwidths over 500 repetitions, in Table 4 Assuming the two variables follow model (1.1), we apply local linear approximation to the data, using each of the foregoing bandwidth selection method for optimal bandwidths. Figure 5 shows the scatter plot and fitted models based on the four bandwidth selectors.
To compare the newly proposed bandwidth selector to existing methods, since the true regression function is unknown, we use 10-fold cross-validation to check the prediction performance. The mean and standard deviation of the mean squared prediction error (MSPE) are reported in Table 6 . The calculation time of each method is also reported.
It can be seen that the newly proposed bandwidth selector works comparable to 10-fold CV or leave-one-out CV in terms of prediction performance, but with much less computation time. Since 10-fold CV targets the minimization of the MSPE, it indicates that the bandwidth chosen by the new method has the optimal prediction performance.
The plug-in selector, in this case, has similar prediction performance and with the least computation time. Example 2 (Canadian prestige data). Next, we apply the bandwidth selectors to the Canadian prestige data (Fox and Weisberg, 2011) , using average education of occupational incumbents (in 1971) to predict for prestige score, which is from a social survey conducted in the mid-1960s. The data set has 102 observations, corresponding
to occupations. Table 6 shows the MSPE and calculation time of each of the bandwidth selection methods. Similar to the British family expenditure data, the new bandwidth selector and plug-in method obtain the optimal bandwidth in terms of prediction, but with much less calculation time, which is desirable in real data applications. 
Discussion
In this article, we proposed a bandwidth selector for local linear estimator, based on information criterion with the degrees of freedom originally derived for nonparametric inferences. The method can be easily implemented using any statistical software and is intuitively appealing. Simulation studies and real data examples show that the new selector outperforms the cross-validation method in terms of the estimation of the mean functions and calculation time, and is less variable in most cases. In addition, unlike the plug-in method, the new method does not require preliminary parameters to be chosen in advance, and therefore, is desirable in real data applications. 
