Introduction
Hyperspectral and multispectral imaging is a modern tool for solving different tasks [1] including forest inventory. When the images are obtained using highresolution hyperspectral sensor deployed in the aircraft, it is possible to perform forest analysis on the individual tree level [2] . Another technology that complements spectral imaging for these purposes is that of LiDAR, providing means for obtaining height models of forest areas. One of the major inventory tasks is classification of tree species.
To perform classification from spectral images, relatively low number of not necessarily contiguous spectral bands within visible light and near infrared regions can be configured for acquisition by the hyperspectral sensor so that processed images are actually multispectral. To start with, coordinates of individual trees should be estimated and marked on the image first. This can be done by processing multispectral images, too, but LiDAR data are more suitable for the task [3] , if available. However, joint use of LiDAR and multispectral data requires precise enough geocorrection so that both are properly mapped to the same spatial coordinates. For the methods analyzed in present study, it is assumed that LiDAR data are processed to provide coordinates of trees to be classified, and this processing is not considered here.
Depending of the forest type, number of species of interest may vary from 3 to more than 10. Various methods are developed for tree species classification [2, 4, 5] , including fully automatic ones that do not exploit any prior data [5] . However, semiautomatic approaches are still more practicable and precise [6] , relying on prior information about trees from different species identified during field work in forest or entered by the forestry specialist recognizing species of trees from their multispectral images by the shape of their crowns or using mapping of different spectral bands to RGB colors. In any case, those identified trees are used to form design sets of the classification algorithms. In this paper, we shall analyze performance of some practicable classification methods in terms of accuracy. Computer simulation of these methods was performed for that, using real multispectral image of the forest area in Latvia, together with field data collected about 270 trees from this area. Multispectral data were obtained in 13 spectral bands within the range of wavelengths from 400 nm to 950 nm, spatial resolution was 0.5 m on both axes. All input data were provided by the Institute for Environmental Solutions, Latvia (www.videsinstituts.lv).
Preprocessing
We shall denote the processed multispectral data set by X . It was obtained during a single overflight and represents the whole forest area of interest. Species of interest were pine, spruce, birch, oak and aspen, the percentage of other species was insignificant and they were ignored. We denote number of analyzed species by . r Classification methods of individual trees were operating on subsets s A of the data set, each representing an individual tree from one of the five mentioned species. The subsets were extracted from the surroundings of tree tops identified by the collected field data. We shall call the subset s A an "envelope" containing pixels, i.e. -p dimensional (for the processed data, 13 
) were considered known in advance. Design sets i X were formed from the envelopes of trees of i -th species selected in a random way. In practice, they should be formed to be as representative samples ofi th species as possible.
k-NN classifier using weighed Euclidean metric (k-NN)
The first analyzed method was based on k-nearest neighbors algorithm [7] with weighed Euclidean distance used as the distance metric. This method does not require any assumption about the probability distribution function of the population. 
The squared distance between thes th tree andj th tree within thei th design set is computed then using the squared weighed Euclidean distance
where W is the diagonal matrix, with -m th diagonal element calculated as the inverse of a variance estimate for them th dimension of the data set X :
The species of thes th tree is determined using the "voting" principle within k smallest squared distances observed for all design sets combined, i.e. from the most frequent value of i among the k smallest squared
If more than one species got the observed maximum number of "votes", then the tree was classified as a representative of species with smallest mean distance among these k distances among species with maximum number of "votes". Number of nearest neighbors was . 4  k
Bayes classifier using single pixels (BP)
The other three classification methods were designed on the basis of hypothesis that multispectral data of each species can be interpreted as a sample realization from the -p dimensional universe with Gaussian distribution, i.e. Estimates of these parameters are calculated from the pixels in design set according to expressions: With estimates of i μ and i Σ in place, we can write an estimate of the probability density of the universe were classified as representatives ofi th species. If it was impossible to determine species in such way, then species with minimum squared Mahalanobis distance between the design set and mean value of the envelope:
were detected.
Bayes classifier using mean values of envelopes (BM)
This is a variation of the classification algorithm described above, designed by replacing classification of pixels
with classification of their mean values within the envelope (10).
In this case, supplementary rule defined above is not needed. This algorithm is less time-consuming than BP.
Two-stage Bayes classifier (BP2)
This classification algorithm exploits two consequent classification stages. It applies the same major rule as BM first, but considers the first classification procedure as clusterization that is performed within the whole set 
where i Σ is replaced by
The second stage was performed using the major and supplementary rules as described for the BP method, i.e. elements of the set s A were classified according to the following rule:
is classified as representative of
Classification accuracy
Performance of the described classification algorithms was tested against the multispectral data of 270 individual trees from the region with coordinates obtained by field work. Only trees from 5 species of interest were included in this analysis set. For each method, 30 experiments were perfor-med with design set formed from N randomly selected trees for each species, . 20 , 1  N Trees not included in de-sign sets were considered unknown and number of correct-ly classified trees was calculated against these trees only.
Obtained mean percentage of correctly classified trees for each algorithm is presented in Fig.1 
Conclusions
We found that the two-stage Bayes classifier in general provides the smallest error rate. This algorithm can produce up to 94% correctly classified cases even with only one carefully selected tree in each design set, and up to 98,5% correctly classified trees with 3 trees in each design set.
k-NN classifier produced very weak results, in average only 72% trees were correctly classified using 20 trees in each design set. We obtained about 80% maximum correct classification rate for this algorithm. This number decreases as number of trees in design set decreases.
Other classifiers showed slightly weaker result than the two-stage classifier. Bayes classifier using single pixels featured slightly better performance than Bayes classifier processing mean values of envelopes. Whatever, when design sets' sizes are small, it is more preferable to choose a two-stage classifier or classifier with more than two stages designed on the basis of the same idea as BP2.
The results show that the average correct classification rate of up to 97-98% can be achieved by application of methods based on Bayes rules. However, these results are obtained in idealistic conditions. In real practice, a number of obstructive factors will influence the classification process and correct classification rate will be lower.
Our results also show that selection of reliable design sets has a dramatic influence on classification results especially then design sets' sizes are small. This means that further effort is needed to develop reliable selection procedures of trees for the design set.
