In this paper, we prove the global convergence of the Perry-Shanno's memoryless quasi-Newton (PSMQN) method with a new inexact line search when applied to nonconvex unconstrained minimization problems. Preliminary numerical results show that the PSMQN with the particularly line search conditions are very promising.
Introduction
We consider the unconstrained optimization problem:
where :
n f R R  is continuously differentiable. Perry and Shanno's memoryless quasi-Newton method is often used to solve the problem (1.1) when n is large. The PSMQN method was originated from the works of Perry (1977 [1] ) and Shanno (1978 [2] ), and subsequently developed and analyzed by many authors. Perry and Shanno's memoryless method is an iterative algorithm of the form
2) where k  is a steplength, and k d is a search direction which given by the following formula: 
By (1.4) and (1.5), we can rewrite
In practical testing, it is shown that the memoryless method is much more superior to the conjugate gradient methods, and in theoretic analysis, Perry and Shanno had proved that this method will be convergent for uniform convex function with Armijor or Wolfe line search. Shanno pointed out that this method will be convergent for convex function if the Wolfe line search is used. Despite of many efforts has been put to its convergence behavior, the global convergence of the PSMQN method is still open for the case of f is not a convex function. Recently, Han, Liu and Yin [3] proved the global convergence of the PSMQN method for nonconvex function under the following condition The purpose of this paper is to study the global convergence behavior of PSMQN method by introducing a new line search conditions. The line search strategy used in this paper is as follows: find k t satisfying 
Algorithm
By combining the PSMQN and the MWWP, we can obtain a modified Perry-Shanno's memoryless quasi-Newton method as follows:
Step 0: Given 1
Step 1: Find a 0
Step 3: Generate
Step 4: Set : 1 k k   , go to Step 1.
Global Convergence
In order to prove the global convergence of Algorithm 1, we will impose the following two assumptions, which have been used often in the literature to analyze the global convergence of conjugate gradient and quasi-Newton methods with inexact line searches. Assumption A. The level set
There exists a constant L such that for 
and (3.3), yields
therefore, (3.4) and (3.5) hold. The property (3.4) is very important for proving the global convergence of Algorithm 1, and it is not known yet for us whether (3.4) holds for other types line search (for example, the weak Wolfe-Powell conditions or the strong Wolfe-Powell conditions).
By using (3.4) and the result given in [3] , we can deduce that Algorithm 1 is convergent globally. In the following, we give a direct proof for the global convergence of Algorithm 1.
Lemma 3.2 Assume that k B is a positive definite matrix. Then
Proof. Omitted. 
Using (1.8) and (3.12), we have
By using the positive definiteness of
14)
from which we can deduce that 
Adding above inequality to (3.15), we obtain 
Thus we have
Hence there exists a positive constant c such that 
Numerical Experiments
In this section, we report the numerical results for PSM-QN, MPSMQN and CPSMQN method. The problems that we tested are from [4] . For each test problem, the termination condition is The geometric mean of these ratios for method EM( j ) over all the test problems is defined by where S denotes the set of the test problems and S the number of elements in S . One advantage of the above rule is that, the comparison is relative and hence does not be dominated by a few problems for which the method requires a great deal of function evaluations and gradient functions.
From Table 2 , we observe that the average performances of the Algorithm 1 are the best among the three methods, and the average performances of the Algorithm 2 are little better than the PSMQN method. Therefore, the Algorithm 1 is the best method among the three methods given in this paper from both theory and the computational point of view.
