Classification is one of the most popular branches of supervised learning algorithms. In the real-world problems, there are some situations in which distributions of the two classes are not the same. This situation is known as a class imbalanced problem. In the past years, several investigations have been done to find a way of handling imbalanced data, which most of them stay in one of two groups, including internal techniques and external techniques. The proposed gravitational density-based mass sharing method (GDMS) is an internal method that is designed based on k-nearest neighbor and fixed radius nearest neighbor (FRNN) rules. GDMS is a new technique that assigns masses to instances based on their local density while considering the global information too. In the labeling phase, GDMS decides based on the sum of gravitational forces coming from the candidates set, which are defined by FRNN rule. The GDMS does not need any parameters to be set in the whole procedure of classification, which is an advantage in comparison with the previous methods. To demonstrate the effectiveness of our proposed method, we use 40 standard datasets from the KEEL repository. The results show the effectiveness and superiority of GDMS compared to the competing methods.
Introduction
Today, with the growth of raw data, generation, and accessibility to such data, considerable growth in the advancement of science has accrued. This development shows an excellent opening for the data analysts and computer scientist to play a vital role in a vast variety of states from daily routine life to top security departments, and from information processing for government's budget for the upcoming year to distinguish a patient who has cancer from a healthy one [1] . Supervised learning is one of the essential tasks in machine learning. A supervised learning algorithm analyzes a set of labeled training examples and produces a function to predict the correct output for any other patterns. One of the most popular supervised learning techniques is classification [2, 3] the main goal of which is to predict the correct label for an unseen sample by studying a group of given training samples. Unlike the usual consideration, distributions of classes are not always the same. There are some situations in which the class distributions are different, i.e., there is a class with much more members than other class or classes. In such cases, a problem appears, which is known as a class imbalanced problem [4] [5] [6] .
The machine learning society has paid more attention to the imbalanced learning problems' domain in recent years [6] [7] [8] . The issue of imbalance learning is expanding, as it is a recurring problem in many realworld applications. Imbalanced datasets are common in medical recorded databases of rare diseases as the number of patients who have rare diseases is much less than those who do not [9] . The same situation occurs in fault monitoring issues as the number of non-faulty cases is much more than the faulty ones [10] . Therefore, Imbalanced learning methods could be a proper way of dealing with these kinds of issues. In binary classification problems, the class with fewer instances is defined as the Minor (Positive) class, and the other one is known as Major (Negative) class. In most of the imbalanced data classification problems, the class with fewer instances attracts more interest than others. Thus minor class instances are much more important, and the cost of misclassifying them is more than others [9] [10] [11] .
Due to the importance of imbalanced data classification, several methods have been suggested that can be categorized into two main groups: internal methods and external methods. Creating a new algorithm or modifying existing ones is the primary purpose of internal methods [12] [13] [14] , while external methods take advantage of preprocessing to modify the imbalanced distribution [15, 16] . External methods' main advantage is their being independent of the type of classifier, and their drawback is increasing the probability of overfitting and overgeneralization [17] .
As the gravitation law principle is simple and its performance is considerable, it has been used in many types of research in recent years. Isaac Newton proposed the universal gravitation law for the first time in 1687. Based on this law, all particles in the universe attract other particles with a force which is proportional to the product of their masses and inversely proportional to the square of the distance between their centers [18] . In recent years, several methods have proposed based on the gravitation law to solve the imbalanced class problems [19, 20] . However, those techniques still have drawbacks that need to be overcome for achieving a satisfying result. Most of the reported algorithms only use global information and need a parameter tuning step, which makes them timeconsuming. Also, some drawbacks and defects should be overcome for accessing a satisfying result.
We introduce a new method to overcome the previously methods' drawbacks. With this aim, we assign each pattern a mass based on its importance in classifying procedure by using both local and global information simultaneously. Moreover, there is no need for parameter adjustment in the whole classification process that makes GDMS easier to use. The paper's main purpose is to find a simpler but more efficient instance-based method based on the mass sharing concept to overcome the defects of the earlier classifiers in handling imbalanced data. In summary, the main contributions of this paper are as follow:
• Presenting a new method for imbalanced class problems based on Newton's law of gravity to obtain a better perception of each class's distribution.
• Using both local and global information at the same time to assign a mass to each pattern based on their importance in the classification process. • Unlike most of the previous methods, GDMS takes advantage of the FRNN rule to gather local information around each sample. • GDMS does not need any manual parameter selection in its whole procedure that makes it easy to use and adaptive to different kinds of problems. • The comparison with previous methods on 40 datasets reveals the efficiency and effectiveness of the proposed method.
The rest of the paper is organized as follows: related works are brought in Sect. 2, the proposed method is presented in Sect. 3. The results of Experiments are reported in Sect. 4. Eventually, the conclusion is drawn in Sect. 5.
Related works
In recent years, doing research in the imbalanced class domain has been broadly increased. Data Level approaches, which are known as external methods, try to balance the distribution by adding or eliminating some samples from each class. Data level approaches are three types:
• Under-sampling techniques are the first group that seeks to choose a subset of the original dataset by removing samples from the major class. • Oversampling techniques are the second group that tries to balance the dataset by duplicating minor samples or creating new ones from the existing ones. • Hybrid techniques are the last ones using a mixture of both under-sampling and oversampling techniques to balance the classes' distribution.
Based on how the algorithm adds or removes samples, different methods of under-sampling and oversampling have been presented [21, 22] . Random oversampling [15] , which is the simplest method in this branch, duplicates the minority samples randomly. This method is easy to use, but it may increase the probability of overfitting. Random under-sampling [15] , which is another easy method eliminates majority class samples randomly. However, as its removing procedure follows no rule, it may remove useful samples as well. One of the most well-known algorithms in this field is the synthetic minority oversampling technique (SMOTE) [23] , which creates synthetic samples for the minor class to make the classes balanced. It selects a group of minority samples in a neighborhood and creates new samples by interpolating between them. In oversampling techniques, the probability of overgeneralization depends on how synthetic samples are created. Thus SMOTE uses none information for creating samples; overgeneralization is possible.
To enhance the SMOTE algorithm, safe-level-SMOTE [24] has been proposed, which assigns different weights to samples to generate synthetic samples. Some other methods presented to improve SMOTE are hybrid methods such as SMOTE-TL and SMOTE-ENN. SMOTE-TL first generates samples using the SMOTE algorithm and in the second phase, removes redundant samples with Tomek Links (TL) [25] . SMOTE-ENN benefits from the ENN algorithm, which is a prototype selection technique to remove redundant samples produced by SMOTE [25] . Neighborhood Cleaning Method (NCL) [26] is an under-sampling method which first finds three nearest neighbors for each sample. If the sample is a majority class sample and its three nearest neighbors misclassify it, it will be eliminated from the dataset. If the sample belongs to the minority class and its three nearest neighbors classify it wrongly, its neighbors who belong to the majority class will be removed.
The category of algorithmic methods contains other ways of dealing with imbalanced problems. The aim of this is to change baseline learning methods in such a way that they can be used in imbalanced problems [17, 26] . Costsensitive methods are included in this category. In imbalanced problems, recognition of minor class instances has a higher priority than major class. Hence, in the cost-sensitive learning methods, the main goal is to minimize both the number of high-cost errors and the overall misclassification cost [27] . It should be noticed that such methods take advantage of the cost matrix to set up a model with the lowest cost [28] .
Ensemble learning is another approach that can be used for dealing with imbalanced issues [13, 29, 30] . Ensemble algorithms try to take advantage of a combination of several classifiers to get more accurate results.
The nearest neighbor algorithm (NN) [31] is an instancebased method that is identified as the simplest classification method. It classifies test samples based on the labels of the closest training samples. K-nearest neighbors algorithm (kNN) is a modified version of the NN classifier. It is one of the most powerful data mining techniques and has shown to perform well in many domains [32] . Also, if the size of the training data is big enough, the classification error rate of the nearest neighbor algorithm is only twice the Bayes [33] . However, it does not perform well in imbalanced data problems. Therefore, several methods have been proposed for this purpose that can be categorized into two main groups:
The first group seeks to increase sensitivity to the minor class samples. Exemplar-based nearest neighbor (ENN) [34] and positive biased nearest neighbor (PNN) [35] are the most popular methods of this branch. As PNN does not have any training phase, it performs faster in the labeling phase and is considered as the modified version of ENN.
The second group tries to take advantage of prior knowledge of the global distribution. The center-based nearest neighbor classifier (CNN) [36] is one of these algorithms. It uses the distance between training samples and centers of their classes as a benchmark to measure how far an unclassified example from training samples is. CNN considers the center-based line passing through training examples and the center of the data class. However, CNN's performance is not acceptable when dealing with datasets that have overlap or comprise small disjuncts. Class confidence weighted k-nearest neighbors (CCW-kNN) [37] , class-based weighted k-nearest neighbors (CW-kNN) [19] , class conditional nearest neighbors distribution (CCNND) [38] and Localized Informative k-nearest neighbors version (LI-kNN) [39] stay in this branch too. CCW-kNN calculates the mixture model to gain weights and then enforces these weights on different neighbors as a confidence ratio. In addition, CW-kNN calculates the amount of misclassification cost for each class with original kNN to get weights for each sample. Furthermore, informative k-nearest neighbors (IkNN) comprises a localized version of Informative kNN (LI-kNN) and globalized version of informative kNN (GI-kNN). IkNN measures the informativeness between samples by defining a new criterion at the first step. In the second step, it chooses the sample from basic k-Nearest Neighbors as final candidates [39] . GI-kNN is another instance-based method that assumes samples have different amounts of information. It assigns different weights to training samples based on their information and then uses a weighted Euclidean metric to calculate the distances. Most of the kNN based classifiers have defects such as having complex structures, being time-consuming as they need several parameters to be set. Also, they are not achieving satisfying results. As a result, a good classifier is needed to obtain good results on imbalanced datasets. Moreover, dealing with the issues of earlier classifiers seems crucial. An algorithm that performs in this domain and gains acceptable results is the gravitational fixed radius nearest neighbor algorithm (GFRNN) [19] . This method uses Fixed Radius Nearest Neighbor (FRNN) rule to highlight those neighbors that stay in radius R and uses an imbalanced ratio (IR) to weight training samples. The imbalanced ratio is a metric to show the level of inequality of two classes and is computed as follows:
where N NEG and N POS are the numbers of instances belonging to the negative class and positive class, respectively.
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In the decision phase, GFRNN uses the gravitational re to decide which class is the most suitable one for the unseen sample. Although GFRNN shows considerable progress in imbalanced data classification, it still has defects, as it uses no local information for weighting samples. In other words, global information weakens during the training phase, so it is not enough to achieve a significant result.
The proposed method
Classifiers can take advantage of the difference between the distributions of classes for labeling test data. For this purpose, the classifier should gain some information from training samples. It is necessary to choose the type of information that the algorithm wants to use for the classification procedure. There are two types of information: Global and Local.
Most of the previous methods use only one of these two options; thus, their performance is not as great as it could be. Therefore, in this paper, we tend to introduce a new method that takes advantage of both local and global information at the same time. The proposed method procedure consists of three main steps:
• First, the proposed method takes advantage of the FRNN rule to find an appropriate candidate set for a mass sharing algorithm. • Second, the proposed method assigns each sample a mass using the mass sharing algorithm based on their importance in the classification procedure. • Finally, the proposed method takes advantage of Newton's universal gravitational law to determine the correct class for test samples.
The main goal of the GDMS algorithm is to introduce a new classifier for imbalanced data classification based on the mass sharing concept to diminish the drawbacks of earlier methods and meanwhile enhance their performance. Moreover, unlike GFRNN which uses the mean squared mutual Euclidean distance between each training sample pairs, the proposed method uses a new strategy to increase the effect of classes' distribution in calculating the radius R . To do so, the proposed method takes advantage of the average distance of each class samples' pair separately which gives a better view of each class distribution.
In classifiers, which are designed to take advantage of local information, selecting a proper neighborhood is a challenge as it plays a critical role in the classification's process, and an inappropriate neighborhood can affect the classifier's generalization. Due to skewed distributions in the imbalanced domain, selecting a large neighborhood may lead to overgeneralization by misclassifying minority class samples as majority class patterns as there is a significant difference between the number of members of each class in a large neighborhood. It should be noted that the neighborhood should not be too small to be local enough for the samples.
In our method, the training set is called X training which includes both minority (positive) class and majority (negative) class samples, and is defined as follows:
where c i is known as the class of training pattern x i , and is equal to +1 for minority class samples and −1 for majority class samples. Furthermore, the number of training samples N training is equal to the sum of two minority and majority class samples as follow:
where N neg and N pos are the numbers of majority and minority class samples, respectively.
Finding candidates set using FRNN rule
In computational geometry, the Fixed Radius Nearest Neighbors algorithm (FRNN) is a variant of the Nearest Neighbors method (NN). In this method, based on the radius R, which is given to the method as an input, a set of patterns is obtained that is known as the candidates set. In the proposed method, training samples and radius R are FRNN rule's inputs. The candidate set for each x q X training is obtained from the FRNN rule as follow: where x p and x q are two training samples, X training is the training set, and R is the radius of FRNN rule, which calculated automatically by the algorithm itself. The main advantage of using FRNN instead of kNN goes back to selecting parameter k for kNN, which plays a critical role in reaching the desired results. Moreover, finding the optimal k , which leads to optimal results, is tough and problemdependent. Furthermore, in our proposed method, FRNN can be more powerful and consistent as we offer a new way of calculating the radius R based on each class's distribution which is defined as follows: where N c j is a number of samples in class j and d(.) is the Euclidean distance between two members of the same class which is calculated as follow:
In this way, the distribution of each class affects the amounts of radius R, contrary to the way GFRNN employs, which makes the candidates set to be selected more precise. It should be mentioned that we choose Euclidean distance for more simplicity, but it is possible to employ any other appropriate measurements.
The proposed mass calculation method using mass sharing technique
Most of the recently proposed methods which are based on gravitation only take advantage of either local or global information. That is, while our method tends to combine both local and global information. For this purpose, the proposed method takes advantage of the mass sharing algorithm. The idea comes from the fitness sharing technique, which is originally a niching method in evolutionary computation that permits the evolutionary algorithm to locate several optimal solutions at the same time. Firstly, the proposed method allocates a mass equals to one to all training samples [40] . In the following, based on the mass sharing method, all the training samples are considered as a set while their mass needs to be shared. Mass sharing determines candidates set for each training sample based on the Radius (R), which is obtained in the previous section. After specifying candidates set, the shared mass of each sample is obtained based on the sharing function, which is defined as follows:
While d x i , x j is the Euclidean distance between two samples x i and x j of the training set, and IR is the Imbalanced ratio. Afterward, the shared mass of each training sample is calculated as follow:
where || indicates the cardinality operator, and here is a measure of the number of elements of the set X candidate .
Eventually, to add global information to the obtained local information, the proposed method takes advantage of IR value. To do so, the proposed method multiply minor class shared mass M share (.) by IR and the final mass of each training sample will be equal to:
It needs to be mentioned that with this strategy, it is so rare for two samples to obtain the same mass, and each sample is weighted according to its importance in the classification process.
Classifying test samples using Newton's Universal gravitational law
In the last part, after obtaining each training samples' mass, GDMS uses the gravitation law to classify test samples. Based on Newton's universal gravitational law, every particle attracts all other particles in the universe with a force that is directly proportional to the product of their masses and inversely proportional to the square of the distance between them. Therefore, the proposed method considers each training sample as an independent particle with a specific mass, which is obtained in the previous part. Differently, from several previous gravitational based methods, the proposed method does not consider any direction for gravitation. Furthermore, for each test sample y , the sum of gravitational force which is applied to it from the candidates set's members is obtained through the function F(.) as follows:
where M(i) is the mass of the training sample x i and d(.) is the Euclidean distance between the test sample y and training sample x i . To make this equation simpler, we assume constant G equal to one and p i , which is a constant equal to:
Eventually, the proposed method calculates the sum of forces coming from samples that are located in the candidates set for each class separately and compares them to see which one is stronger. In other words, the 
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Sample y i will be classified to minority class, and if F y, X Candidate < 0 , the test sample y i will be classified to the majority class. The whole procedure of GDMS is summarized as pseudocode given in Algorithm 1.
Experiments
In this part, we have applied the proposed GDMS and some representative algorithms to 40 binary-class imbalanced real-world datasets from the KEEL repository (http:// www.keel.es/datas et.php) to substantiate both the competency and strength of the proposed method. The characteristics of the used datasets are presented in Table 1 , including imbalance ratio (IR), which is in the range of 2.46 to 127.42, data sets' size, and data sets' dimension. In addition, 5-fold cross-validation (5FCV) is adopted during the whole experiments to evaluate the performance of the GDMS algorithm in comparison to other representative algorithms. Moreover, three non-parametric statistical tests are used to analyze the results of GDMS and other representative algorithms statistically, which are introduced in Sect. 3.2. The experimentation setting is given in the first part, and the detailed reports on experiments are presented in the rest parts. All the computations are performed on Intel core i7 2670QM processors with 2.20 GHz, 8G RAM DDR3, Microsoft Windows 8.1, and MATLAB environment.
Performance evaluation
Two common imbalanced indicators are used to measure the results in the imbalanced domain, which are average accuracy (AA) and geometric mean (GM). GM and AA are defined based on the confusion matrix presented in Table 2 presents four relationships between the correct class of each instance and the predicted label by the learning method. Based on the confusion matrix, average accuracy (AA) is defined as follows:
Moreover, G-mean is calculated as follows:
It should be mentioned that GM measures the accuracy of both positive and negative classes simultaneously. As a result, we can access the maximum accuracy in each class by maximizing this metric.
Statistical tests
To find out whether there is a significant difference between the results of the used algorithms, three statistical [38], ENN [34] , LI-kNN [39] , and PNN [35] is chosen to be compared with the proposed method. Three of this group (GFRNN, CCNND, and LI-kNN) come from distribution-oriented methods, and the remaining two (PNN and ENN) are amongst pattern-based methods. For experiments, the number of neighbors for ENN, PNN, and CCNND are chosen from the set {1, 3} while it is chosen for LI-kNN from the set {7, 9, 11, 13, 15, 17, 19} . Meanwhile, the number of informative points for LI-kNN is chosen from the set of {1, 3}. Also, the confidence level is set at 10% and 20% for ENN and PNN, respectively. Lastly, the parameter z is set to 0.84 for PNN and 1.28 for ENN. For the second part, nine baseline algorithms including kNN [31] , FRkNN [42] , C4.5 [43] , LR [44] , and SVM [45] with three different types of kernel (Linear, Polynomial, and radial basis function (RBF)) are used for comparing with the proposed method. Moreover, the parameter k for kNN and FRkNN is chosen from the set {1, 5} since it is mentioned in the literature that these methods perform better with these values in most of the datasets. Eventually, the parameters of SVM are as follow:
Results of comparing GDMS with other well-known methods
The results of the average accuracy of GDMS and five wellknown kNN based methods alongside nine baseline algorithms on 40 datasets are recorded in Fig. 1 . Meanwhile, the standard deviations (Std) of 5 folds for all 15 methods are reported besides their results. It is evident that as we compare 15 methods in Fig. 1 , the ranks range from 1 to 15. By comparing the final ranks of each algorithm in Fig. 1 , it can be shown that GDMS is performing better than other compared methods. By comparing the results of Fig. 1 , It is evident that GDMS and GFRNN perform much better than ENN and PNN approaches. Moreover, by comparing GDMS and GFRNN, it can be concluded that taking advantage of both local and global information leads to better results in terms of AA, and Std. The results of making a comparison of Geometric Mean among GDMS and all other methods on 40 datasets are recorded in Fig. 2 . Figure 2 presents the Average results of geometric mean along with the standard deviations (Std) of fivefolds of all compared methods on all datasets. Based on Fig. 2 , the methods rank based on their geometric mean from left to right. Based on the results of Fig. 2 , it can be concluded that in the GM metric, GDMS achieves the best results as it stays in the best position in Fig. 2 . A d for Polynomial kernel is set to 2.
C for RBF kernel is chosen from set {10 −2 , 10 −1 , 10 0 , 10 +1 , 10 +2 }.
for RBF kernel is chosen from set {10 −3 , 10 −2 , 10 −1 , 10 0 , 10 +1 , 10 +2 , 10 +3 }.
analysis methods are applied, including the Friedman test, Bonferroni-Dunn test, and Wilcoxon Signed-Rank test. In the following, these tests are briefly elaborated.
• Friedman test [41] : The goal of the Friedman test is to rank the used algorithms for each dataset separately. Its main purpose is to perform a comparison between the average ranks of each algorithm to check whether there is a significant difference between them and the mean rank or not. For each dataset, the Friedman test assigns the rank one to the method with the best performance. The second-best performing algorithm takes the second rank, and so on. • Bonferroni-Dunn test [41] : To compare the proposed method with other classifiers, we take advantage of the Bonferroni-Dunn test, which controls the family-wise error. To do so, Bonferroni-Dunn seeks to control familywise error by dividing α by the number of algorithms that are used in the comparison procedure.
Comparison algorithms and parameters settings
To make a comparison, in the first part, a group of five state-of-the-art methods, including GFRNN [19] , CCNND closer look at the results reveals that for most datasets, GDMS stays among the top three of all algorithms, which demonstrates the stability and constancy of the proposed method. Also. Based on Fig. 2 , it is evident that GDMS stays in the best position along with having the lowest value of Std that is another proof of the proposed method's stability in comparison with other methods. Moreover, it should be mentioned that SVM performs better in comparison with other baseline methods in the imbalance domain as it focuses on boundary samples. Although the results of GDMS are more like boundary-sensitive methods, in the main characteristics and the procedure of classifying a query sample, they have a major difference.
Finally, yet importantly, the results of applying nonparametric tests on the results of both Figs. 1 and 2 are reported in Tables 3 and 4 . Table 3 reports the average ranks, which are obtained by applying the Friedman test to both Figs. 1 and 2. Based on the results of Table 3 , GDMS stays in the first rank among all other methods in average accuracy and geometric mean. The results of applying the Bonferroni-Dunn test are reported in Table 4 . The first column shows the corresponding table's name, while other columns report the p_value of each algorithm. Under each p_value , the comparison between p_value and critical value (CV) is reported. To have a tangible difference between the proposed method and other algorithms, the corresponding p_value should be smaller than the Critical Value (CV).
From the results of both Figs. 1 and 2 , it can be concluded that GDMS performs differently from boundarybased methods; meanwhile, their concepts have a tangible difference. Finally, since both GDMS and GFRNN use the same process for classifying test data, there is no difference between the total times that GDMS and GFRNN consume in the test phase. Lastly, from results of both Figs. 1 and 2, it is obvious that GDMS is performing Research Article SN Applied Sciences (2020) 2:260 | https://doi.org/10.1007/s42452-020-2039-2 well in both low and highly imbalanced dataset (IR is from range 2.46 to 127.42) and the size of the dataset does not affect the classification procedure (datasets size ranges from 92 to 5472). It should be mentioned that based on all the results of the mentioned figures, it can be seen that GDMS performs more efficient than other compared methods. Moreover, from the speed point of view, GDMS is comparable to other methods as it does not need any parameter selection. For future works, it could be a good idea to examine other kinds of distance to see if it affects the algorithm's performance. Also, it is possible to extend the algorithm for multiclass problems as well. Also, it is possible to investigate other ways to use global information rather than using IR. It is also possible to search for a better strategy of mixing local and global information to gain better performance in future works.
Conclusion
In this paper, we introduce a new method based on the gravitation law called Gravitational Density-Based Mass Sharing method (GDMS) to deal with the problem of imbalanced data classification. GDMS is inspired by the Fixed Radius Nearest Neighbor rule and the concept of Fitness Sharing from evolutionary computing. Then, GDMS takes advantage of Newton's gravitational rule for predicting the correct class of each test sample. GDMS does not need any manual parameter selection in the whole classification procedure. To evaluate the proposed method, an experiment is designed which compares GDMS with 14 other well-known algorithms, including GFRNN, CCNND, ENN, LI-kNN, PNN, kNN, FRkNN, LR, C4.5 and SVM with three different kernels on 40 binary class datasets from KEEL repository. Moreover, the effectiveness of the proposed method is investigated by three nonparametric tests, including the Friedman test, Bonferroni-Dunn test, and Wilcoxon Signed-Rank test to reveal the difference between GDMS and representative methods. The results of the experiments for both Average Accuracy and Geometric Mean demonstrated the efficiency and superiority of the GDMS compared to other representative methods. Ultimately, contributions of this paper can be summarized in designing a new classifier for imbalanced problems based on Newton's gravitation law. The proposed method takes advantage of the Mass Sharing concept to add both local and global information together. This idea leads GDMS to have a more efficient and effective result in dealing with imbalanced class problems than previous methods.
