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Im vorliegenden Diskussionspapier wird ein Überblick über nichtparametrische Verfah-
ren zur Lösung des Selektionsproblems gegeben, wobei die bisher bestehende Lücke 
zwischen einführenden  Texten und der weiterführenden,  eher formalen  Literatur  ge-
schlossen werden soll. Dazu werden die Vor- und Nachteile der Verfahren, die nötigen 
Annahmen sowie die Anforderungen an die Datenbasis erläutert. Aus der Darstellung 
wird ersichtlich, dass für die empirische Anwendung keine Methode zur Lösung des 
Selektionsproblems den anderen generell überlegen ist. Alle Ansätze beruhen auf be-
stimmten Grundannahmen, und jeder Schätzer ist verzerrt, wenn die zur Verfügung ste-








1   Einführung 
Der Begriff Evaluation bezeichnet im allgemeinen den Vergleich einer eingetretenen 
Situation mit verschiedenen Alternativen. Ein solcher Vergleich ist immer dann sinn-
voll, wenn aus verschiedenen Entscheidungsmöglichkeiten die beste ausgewählt werden 
soll bzw. im Nachhinein geprüft wird, ob die gewählte Alternative die beste (im Sinne 
eines bestimmten Kriteriums) gewesen ist. Insofern ist Evaluation auf verschiedenste 
Lebensbereiche bzw. ökonomische Entscheidungen anwendbar. Ein Beispiel, das ge-
genwärtig in der Anwendung solcher Verfahren dominiert, sind staatliche Fördermaß-
nahmen auf dem Arbeitsmarkt.  
Für die Darstellungen im vorliegenden Diskussionspapier wird deshalb unterstellt, dass 
die  untersuchte  Handlungsalternative  die  Teilnahme  an  einer  staatlicher  Fördermaß-
nahme ist, deren Auswirkung auf die persönliche Situation anhand des Einkommensef-
fekts  überprüft  werden  soll.  Anstelle  von  Einkommenseffekten  sind  allerdings  auch 
andere  Zielgrößen,  bspw.  Arbeitslosigkeitsdauer,  Wiederbeschäftigungschancen  oder 
die Qualität einer künftigen Beschäftigung denkbar.  
Die Schwierigkeit mikroökonometrischer Evaluationsverfahren besteht darin, eine mög-
lichst  passende  Vergleichsgröße  zum  beobachteten  Einkommen  zu  finden.  Das  wird 
durch das sog. Selektionsproblem erschwert.  Zu seiner  Lösung wurden  verschiedene 
parametrische  und  nichtparametrische  Verfahren  entwickelt.  Nichtparametrische  Lö-
sungsverfahren sind besonders attraktiv, weil sie auch zu konsistenten Ergebnissen füh-
ren, wenn der Maßnahmeeffekt in der Bevölkerung heterogen ist.  
Das vorliegende Diskussionspapier gibt einen Überblick über die nichtparametrischen 
Verfahren zur Lösung des Selektionsproblems. Dabei wird versucht, die bisher beste-
hende Lücke zwischen einführenden, eher intuitiven Texten und der weiterführenden, 
eher formalen Literatur zu schließen. So kann zum einen ein umfassender Überblick 
über die aktuell in der Literatur diskutierten Methoden gewonnen werden. Zum anderen 
kann der Neueinstieg in die Evaluationsproblematik erleichtert werden, indem für die 
einzelnen Verfahren folgende Fragen beantwortet werden: Welche Idee liegt dem jewei-
ligen Ansatz zugrunde? Welche Annahmen müssen erfüllt sein, damit das vorgestellte 
Verfahren konsistente Schätzergebnisse liefert? Welche Anforderungen werden an die 
Datenbasis  gestellt?  Welche  Vorteile  bietet  die  Methode?  Welche  Probleme  können 
auftreten?  
Die Beantwortung dieser Fragen soll außerdem zur Erleichterung der Auswahl des rich-
tigen Verfahrens für die praktische Anwendung beitragen. Da die Gültigkeit der Grund-




allgemeingültige Handlungsempfehlung für die Verfahrensauswahl gegeben werden – 
außer dieser: jede Anwendung erfordert gründliche Vorüberlegungen und Sensibilität 
gegenüber der Kompatibilität von gewähltem Verfahren und der zur Verfügung stehen-
den Datenbasis.  
Im folgenden Kapitel wird das Grundproblem der mikroökonometrischen Evaluation 
erläutert, aus dessen Lösung das Problem der Selektionsverzerrung resultiert. Anschlie-
ßend werden der Vorher-Nachher-Vergleich, der Kreuz-Vergleich und der Differenz-
von-Differenzen-Schätzer vorgestellt. Gegenstand des vierten Kapitels sind verschiede-
ne  Matchingmethoden  und  mögliche  Erweiterungen.  Im  letzten  Kapitel  werden  die 
Hauptgedanken noch einmal zusammengefasst. 
 
2   Das Grundproblem der mikroökonometrischen Evaluation  
Das Anliegen mikroökonometrischer Evaluationen ist die Feststellung eventueller Ver-
änderungen der persönlichen Situation der Betroffenen, bspw. durch Inanspruchnahme 
einer staatlichen Fördermaßnahme. Darüber kann ein Vergleich der persönlichen Situa-
tion, die aus dieser Entscheidung resultiert, mit derjenigen ohne Fördermaßnahme Auf-
schluss geben. Dabei wird unterstellt, dass die persönliche Situation ohne Teilnahme 
repräsentativ für die persönliche Situation ohne Maßnahme ist.
1 
Im Rahmen des Model of Potential Outcomes
2, das als Grundlage jeder Evaluation ver-
wendet wird, wird der individuellen Effekt einer Fördermaßnahme  it a  als Unterschied 
zwischen der potentiellen Situation einer Person i zum Zeitpunkt t nach Teilnahme an 
einer Fördermaßnahme 
T
it Y  und der potentiellen Situation ohne Maßnahmeteilnahme 
C





it it Y Y - = a . 
                                                 
1 Diese Annahme impliziert, dass nur direkte Effekte auf die teilnehmenden Personen betrachtet werden 
und indirekte Effekte (z. B. Steuerzahlungen zur Finanzierung der Maßnahme oder Verdrängungseffekte 
auf dem regionalen Arbeitsmarkt) unberücksichtigt bleiben. Vgl. dazu Heckman et al. (1999), S. 1880. 
2 Dieses Modell findet sich in der Literatur unter verschiedenen Namen. Es wird auch als Switching Reg-
ression Model von Quandt, Neyman-Fischer-Cox-Rubin-Model, Modell der potentiellen Einkommen oder 
als Roy-Modell der Einkommensverteilung - siehe bspw. Heckman/Vytlacil (1996), S. 4730 für eine Ver-





Die Verwendung des Modells basiert auf der Annahme, dass die Teilnahmeentschei-
dung von einem nutzenmaximierenden Individuum auf Grundlage seines individuellen 
erwarteten Nutzens aus der Maßnahme getroffen wird.
3  
Eine der beiden Situationen ist für ein und dieselbe Person allerdings nicht beobachtbar: 
für einen Teilnehmer lässt sich nicht feststellen, wie hoch bspw. sein Einkommen gewe-
sen wäre, wenn er nicht an der Fördermaßnahme teilgenommen hätte; für eine nicht 
geförderte Person kann kein Einkommen nach Teilnahme an einer Maßnahme ermittelt 
werden.
4 Das beobachtete Einkommen Yit ist entweder das Einkommen nach Teilnahme 
T
it Y  oder das Einkommen ohne Maßnahmeteilnahme 
C
it Y : 




it i it Y D Y D Y - + × = 1 . 
Die Dummy-Variable Di gibt an, ob die betrachtete Person an einer Fördermaßnahme 
teilgenommen hat ( ) 1 = i D  oder nicht ( ) 0 = i D . 
Das Grundproblem der Evaluation ist also ein Problem fehlender Informationen: der 
individuelle Effekt einer Fördermaßnahme ist nicht ermittelbar, da eine der beiden Situ-
ationen nicht beobachtbar ist und damit der Vergleichsmaßstab für die beobachtete Si-
tuation  fehlt.
5  Anstelle  des  individuellen  Effekts  wird  deshalb ein  durchschnittlicher 
Maßnahmeeffekt bestimmt.
6  
Eine grundlegende Bedingung, die erfüllt sein muss, damit der Durchschnittseffekt un-
abhängig von Größe und Zusammensetzung der Teilnehmergruppe bestimmt werden 
kann, wird als Stable Unit Treatment Value Assumption (SUTVA) bezeichnet. Sie be-
sagt, dass der Maßnahme-Effekt auf eine Person nicht beeinflusst werden darf von der 
Teilnahme anderer Personen an der gleichen Maßnahme. In der Praxis ist diese Bedin-
                                                 
3 Der Nutzen wird definiert als der Gegenwartswert der erwarteten Einnahmen nach Maßnahmeteilnahme, 
abzüglich der Teilnahmekosten (die sich aus direkten Kosten und entgangenen Einnahmen aufgrund der 
Teilnahme zusammensetzen). Individuelle Erwartungen  werden unter Verwendung der dem Entschei-
dungsträger zur Verfügung stehenden Informationen gebildet und können daher – je nach Informations-
quelle – zwischen den Teilnehmern variieren.  
Für  nähere  Erläuterungen  zur  unterstellten  Entscheidungsregel  und  den  getroffenen  Annahmen  siehe 
Heckman et al. (1999), S. 1915f.  
4 Im folgenden werden die Begriffe „Einkommen“ und „Situation einer Person“ synonym verwendet. Das 
Einkommen ist als ein mögliches Beispiel für die Bewertung einer Situation zu verstehen.  
Die unbeobachtbare der beiden Situationen wird in der Literatur als hypothetisch bzw. counterfactual 
(outcome) bezeichnet. Vgl. bspw. Hujer/Caliendo (2000), S. 10. 
5 Das Fundamentalproblem wird häufig als Identification Problem bezeichnet. Vgl. Schmidt (1999), S. 3. 




gung  nicht  selbstverständlich  erfüllt.  So  können  bspw.  große  Teilnehmerzahlen  an 
gleichartigen  Förderprogrammen  in  einer  Region  die  Beschäftigungsaussichten  eines 
einzelnen Teilnehmers nach Beendigung einer Maßnahme negativ beeinflussen.  
Für empirische Evaluationsstudien wird i. d. R. die Gültigkeit der SUTVA unterstellt.  
Der prominenteste der durchschnittlichen Maßnahmeeffektschätzer ist der durchschnitt-
liche Effekt für die Teilnehmer  ( ) 1 | = D E t a .
7 Er ist interpretierbar als Antwort auf die 
Frage  „Wie  groß  ist  der  durchschnittliche  Vorteil  einer  Person,  der  sich  durch  eine 
Maßnahme-Teilnahme ergibt, im Vergleich zu seiner Situation ohne Maßnahme?“, und 
wird ermittelt aus dem Unterschied der Situation der Teilnehmer nach der Maßnah-
me ( ) 1 | = D Y E
T
t  und der hypothetischen Situation, die sich eingestellt hätte, wenn diese 
Gruppe nicht teilgenommen hätte  ( ) 1 | = D Y E
C
t : 




t t a . 
Dieser in der englischsprachigen Literatur als Treatment on the Treated bezeichnete 
Schätzer erlaubt eine Schätzung des Maßnahmeeffekts ohne Einschränkung der Hetero-
genität der betrachteten Teilnehmer.  
Da  man  für  die  Teilnehmergruppe  keine  Nichtteilnahme-Situation  beobachten  kann, 
muss für den letzten Term in Gleichung (3) ein geeigneter Ersatz gefunden werden: eine 
Gruppe nicht an der evaluierten Maßnahme Teilnehmender, für die gilt: 





Die Dummy-Variable D gibt dabei an, ob es sich um Maßnahmeteilnehmer  ( ) 1 D =  
oder um Nichtteilnehmer ( ) 0 D =  handelt. 
Diese Annahme erfordert Gruppen, deren Mitglieder sich in allen für das Einkommen 
und die Maßnahme-Teilnahme relevanten Merkmalen
8 nicht unterscheiden. Dies gilt 
sowohl für beobachtbare Merkmale (wie Qualifikation, Alter, Geschlecht), als auch für 
unbeobachtbare (z. B. Motivation, Selbstbewusstsein).  
In der Praxis ist diese Bedingung nicht selbstverständlich erfüllt, da die Teilnehmer an 
einer Fördermaßnahme i. d. R. eine ausgewählte Gruppe von Personen mit bestimmten 
                                                 
7 Vgl. Schmidt (1999), S. 16.  
8 Relevante Merkmale sind solche, die sowohl die Zuordnung zu einer der beiden Gruppen als auch  die 
potentielle Ausprägung der abhängigen Variable, also z. B. des Einkommens, beeinflussen. Vgl. dazu 




Merkmalen darstellen und deshalb nicht ohne weiteres mit den Nichtteilnehmern ver-
gleichbar sind:
9  





Bei Nichtbeachtung der Unterschiede zwischen den Gruppen wird der Einfluss einer 
Maßnahme über- oder unterschätzt. Dieses Problem wird als Selektionsverzerrung be-
zeichnet. 
Zur Beseitigung der Selektionsverzerrung wurden verschiedene Ansätze entwickelt, die 
sich hinsichtlich der Problemlösungsstrategie, der Anforderungen an die zur Verfügung 
stehenden Daten und der Möglichkeit, bestimmte Ursachen der Verzerrung zu berück-
sichtigen, unterscheiden. Im folgenden sollen Lösungsansätze erläutert werden, die kei-
nen modelltheoretischen Rahmen erfordern. 
 
3   Nichtparametrische Ansätze mit pauschaler Kontrollgruppen-
bildung 
Die nichtparametrischen Ansätze können als alternative Entwicklung zu sozialen Expe-
rimenten innerhalb der statistischen Literatur angesehen werden.
10 Auch sie beruhen auf 
der Idee, das Problem der Selektionsverzerrung durch die Schaffung eines geeigneten 
Vergleichsmaßstabs  zu  beseitigen.  Im  Unterschied  zu  den  experimentellen  Ansätzen 
wird dabei allerdings keine neue Datenbasis geschaffen, sondern aus den vorliegenden 
Daten eine geeignete Kontrollgruppe konstruiert. Dabei kann entweder die gesamte zur 
Verfügung stehende Nichtteilnehmergruppe berücksichtigt oder ein Teil der Nichtteil-
nehmer für die Untersuchung ausgewählt werden. Entsprechend wird hier unterschieden 
in Lösungsansätze mit pauschaler Kontrollgruppenbildung und Lösungsansätze mit aus-
gewählten Nichtteilnehmern. Erstere lassen sich nach der Art der gewählten Kontroll-
gruppe in Vorher-Nachher-Vergleich, Kreuz-Vergleich und Differenz-von-Differenzen-
Schätzer einteilen. Innerhalb der zweiten Gruppe werden verschiedene Matchingverfah-
ren und mögliche Erweiterungen unterschieden. 
                                                 
9 Das ergibt sich aus der Tatsache, dass für die einzelnen Förderprogramme bestimmte Zugangsvoraus-
setzungen bestehen, und nur diejenigen Personen, die diese Voraussetzungen erfüllen, an diesen Maß-
nahmen teilnehmen können.  




3.1   Der Vorher-Nachher-Vergleich 
Der intuitiv am einfachsten zugängliche Maßnahmeeffekt-Schätzer vergleicht eine Per-
songruppe mit sich selbst. 
3.1.1   Idee und zentrale Annahme  
Zur Ermittlung des Maßnahmeeffekts werden die Durchschnittseinkommen der Teil-
nehmergruppe vor und nach der Maßnahme miteinander verglichen. 
Dazu wird unterstellt, dass sich das durchschnittliche Einkommen im Zeitablauf nicht 
verändern würde, wenn die betrachtete Personengruppe nicht an einer Fördermaßnahme 
teilnehmen würde: 







c die Einkommen vor Beginn bzw. nach Beendigung der 
Maßnahme.  
Diese Kernannahme des Vorher-Nachher-Vergleichs lässt zwar Unterschiede zwischen 
Vor-Maßnahme-Einkommen und hypothetischem Einkommen für einzelne Personen zu, 
im Gruppendurchschnitt sind diese Abweichungen aber ausgeglichen.
11 
Die Annahme impliziert, dass das Einkommen vor Maßnahmebeginn nicht beeinflusst 
wird durch die Antizipation der Teilnahme an der bevorstehenden Maßnahme und dass 
keine  gesamtwirtschaftlichen  Veränderungen  (wie  Rezessionen  oder  Konjunktur-
schwankungen) und keine zeitbedingten Veränderungen (z. B. lebenszyklusabhängige 
Einkommenssteigerungen)  das  Durchschnittseinkommen  der  Teilnehmergruppe  von 
einer Periode zur nächsten verändern.
12  
3.1.2   Ermittlung des Maßnahmeeffekts 
Die Gültigkeit der Kernannahme vorausgesetzt, kann der durchschnittliche Maßnahme-
effekt für die Teilnehmer 
t BAE a zum Zeitpunkt t konsistent geschätzt werden:
13 
                                                 
11 Vgl. Schmidt (1999), S. 29. 
12 Vgl. Hujer et al. (2001), S. 7. 
13 Der Vorher-Nachher-Vergleich wird in der englischsprachigen Literatur als Before After Estimator 








t BAEt a . 
Er ergibt sich als durchschnittliche Differenz der beobachteten Teilnehmereinkommen 
vor und nach Maßnahme.  
Wenn die gesamte Teilnehmergruppe betrachtet wird, spricht man von einem Naiven 
Vorher-Nachher-Vergleich.
14 Die Berücksichtigung bestimmter erklärender Variablen 
wie  z. B.  Qualifikation,  Alter  oder  Familienstand  bei  der  Bildung  der  untersuchten 
Gruppe vergrößert die Chance, dass eventuelle Abweichungen zwischen Vor-Maßnahme-
Einkommen und hypothetischem Einkommen im Gruppendurchschnitt tatsächlich be-
seitigt werden können.
15 Der Vorher-Nachher-Vergleich unter Berücksichtigung persön-
licher Merkmale teilt die Gruppe der Teilnehmer in bestimmte Untergruppen von Per-
sonen, die jeweils die gleichen Merkmale haben.  
Die Grundannahme muss dann für jede dieser Untergruppen erfüllt sein. Die berück-
sichtigten Merkmale werden mit X bezeichnet. 





Der durchschnittliche Einkommenseffekt einer Maßnahme 
t X BAE| a  zum Zeitpunkt t lässt 
sich dann in jeder Untergruppe als durchschnittliche Differenz der beobachteten Ein-
kommen konsistent schätzen:
16 




t X BAEt a . 
                                                                                                                                               
Es  sind  verschiedene  Darstellungsformen  gebräuchlich.  Alternativ  zur  Darstellung  bedingter  Erwar-
tungswerte kann der Schätzer – in Anlehnung an Hübler (2001), S. 106 – auch wie folgt formuliert wer-













= - ∑ . 
Dabei bezeichnen 
T
it Y  und  ,
C
i t a Y -  die individuellen Einkommen nach bzw. zu einem Zeitpunkt vor Beginn 
der Maßnahme. 
14 Diese Bezeichnung wird u. a. in. Hujer/Caliendo/Radic (2001), S. 7 verwendet. 
15 Vgl. dazu Hujer et al. (2001), S. 7.  
















= - ∑ . 




4.1.3   Kritik und Bemerkungen zur Anwendung 
Ein großer Vorteil des Vorher-Nachher-Vergleichs besteht darin, dass keine Informatio-
nen über Nichtteilnehmer erforderlich sind. Es werden lediglich Längsschnitt-Daten der 
Teilnehmer für jeweils einen  Zeitpunkt vor und nach der Maßnahme benötigt.
17 Die 
Anforderungen an die Datenbasis ist also vergleichsweise gering. Die Nutzung von aus-
schließlich Teilnehmer-Daten hat einen weiteren Vorteil: es können keine Verzerrungen 
durch heterogene beobachtbare und nicht beobachtbare Merkmale in den verglichenen 
Gruppen auftreten. 
Allerdings  ist  die  Grundannahme  verletzt,  wenn  temporäre  Veränderungen  des  Ein-
kommens auftreten und diese nur die Teilnehmer betreffen. Ein Beispiel für eine solche 
Veränderung bildet der Ashenfelter Dip. Dieser Begriff beschreibt die Beobachtung, 
dass  sich  die  Situation  der  zukünftigen  Teilnehmer  kurz  vor  Maßnahmebeginn  ver-
schlechtert.
18 Wenn der Referenzzeitpunkt in diesen Zeitraum fällt, wird der Maßnah-
meeffekt überschätzt. 
Eine weitere Verletzung der Grundannahme stellen zyklische Veränderungen der Ar-
beitsmarktsituation wie bspw. konjunkturelle Schwankungen dar. Eine arbeitsmarktbe-
dingte  Änderung  der  Situation  eines  Teilnehmers  kann  mit  dem  Vorher-Nachher-
Vergleich nicht als solche identifiziert werden und führt – je nach Richtung der Verän-
derung - zur Über- oder Unterschätzung des Maßnahmeeffekts.  
Simulationsstudien haben gezeigt, dass der Vorher-Nachher-Vergleich deutlich verzerr-
te Schätzergebnisse liefert, sobald gesamtwirtschaftliche Veränderungen, lebenszyklus-
bedingte Änderungen, Ashenfelter Dip oder eine Kombination aus mehreren „Störfakto-
ren“ auftritt.
19 
                                                 
17 In Heckman et al. (1999), S. 1892 wird darauf hingewiesen, dass Längsschnittdaten nicht zwingend 
erforderlich  sind.  Vorher-Nachher-Vergleiche  sind  auch  mit  wiederholten  Querschnittsdaten  möglich, 
wenn  diese  die  gleiche  Teilnehmergruppe  repräsentieren  und  sich  Abweichungen  zwischen  Vor-
Maßnahme-Einkommen und hypothetischem Einkommen im Durchschnitt eliminieren lassen.   
18 Sehr anschaulich wird der Ashenfelter Dip und seine Auswirkungen auf Schätzergebnisse in Hujer et 
al. (2001), S. 7 f. erläutert. Ein häufig zitierter Erklärungsversuch dieses Phänomens von Ashenfelter 
(1978) besagt, dass infolge der Antizipation der Maßnahmeteilnahme die Suchanstrengungen der zukünf-
tigen Teilnehmer nachlassen. Noch nicht geklärt ist allerdings, für welchen Zeitraum vor Maßnamebeginn 
ein solches Verhalten tatsächlich unterstellt werden kann.  
19 Vgl. dazu bspw. Hujer et al. (2001), S. 14 ff.  
Zum gleichen Ergebnis  kommen auch  Heckman/Smith (1999) beim Vergleich  mit Ergebnissen eines 




Eine Möglichkeit der Kontrolle für arbeitsmarktbedingte Veränderungen bietet der Ver-
gleich der Teilnehmergruppe mit einer geeigneten Gruppe von Nichtteilnehmern. Diese 
Idee liegt den im folgenden vorgestellten Methoden zugrunde. 
 
3.2   Der Kreuz-Vergleich 
Der einfachste Vertreter dieses Vergleichs zweier unterschiedlicher Personengruppen ist 
der Kreuz-Vergleich. 
3.2.1   Idee und zentrale Annahme 
Hier werden die Einkommen von Teilnehmern und Nichtteilnehmern nach Beendigung 
der Maßnahme verglichen. 
Dazu wird angenommen, dass das Durchschnittseinkommen in der Gruppe der Nicht-
teilnehmer mit dem hypothetischen Nichtteilnahme-Einkommen der Teilnehmer über-
einstimmt. 
Die unterschiedlichen Durchschnittseinkommen in beiden Gruppen resultieren also nur 
aus der Teilnahme der einen und der Nichtteilnahme der anderen Gruppe. Die Einkom-
men einzelner Personen in den Gruppen können sich unterscheiden, im Durchschnitt 
müssen sich die Unterschiede aber aufheben. Die durchschnittlichen Einkommen dürfen 
also weder durch beobachtbare noch durch unbeobachtbare Unterschiede in den Merk-
malen der Personen beider Gruppen beeinflusst werden. Hier ergibt sich allerdings das 
Problem,  dass  Teilnehmer-  und  Kontrollgruppe  aus  sehr  unterschiedlichen  Personen 
bestehen können und damit nicht sichergestellt werden kann, dass das Einkommen in 
der Nichtteilnehmergruppe tatsächlich eine geeignete Vergleichsgrundlage bietet. Die 
Wahrscheinlichkeit der Einhaltung der Grundannahme kann daher durch die Berück-
sichtigung persönlicher Merkmale bei der Bildung der zu vergleichenden Gruppen er-
höht werden.
20  
Dadurch entstehen mehrere Teilnehmer- und Nichtteilnehmergruppen mit Personen mit 
gleicher Ausprägung der Merkmale X.  
Die Grundannahme lässt sich dann wie folgt formulieren: 





                                                 




Das hypothetische Einkommen in der Gruppe der Teilnehmer mit bestimmten Merkma-
len  ( ) 1 , | = D X Y E
C
t  stimmt mit dem Einkommen in der Gruppe der Nichtteilnehmer 
mit den gleichen Merkmalen  ( ) 0 , | = D X Y E
C
t  überein. 
3.2.2   Ermittlung des Maßnahmeeffekts 
Der durchschnittliche Maßnahmeeffekt für die Teilnehmer 
t CSE a zum Zeitpunkt t kann 
bei  Gültigkeit  dieser  Annahme  konsistent  geschätzt  werden  mit  Hilfe  des  Kreuz-
Vergleichs:
21  
(6)  ( ) ( ) | | , 1 | , 0
t
T C
CSE X t t E Y X D Y X D a   = = - =   . 
Er ergibt sich aus der durchschnittlichen Differenz der Einkommen in Teilnehmer- und 
Nichtteilnehmergruppe nach Beendigung der Maßnahme. 
3.2.3   Kritik und Bemerkungen zur Anwendung 
Die Anwendung des Kreuz-Vergleichs erfordert Zugang zu Querschnittsdaten für die 
Maßnahmeteilnehmer  und  eine  Gruppe  nichtteilnehmender  Personen  für  einen  Zeit-
punkt nach Beendigung der Maßnahme. 
Im Gegensatz zum Vorher-Nachher-Vergleich ist er robust gegenüber gesamtwirtschaft-
lich  und  lebenszyklusbedingten  Veränderungen,  wenn  diese  die  Teilnehmer  und  die 
Nichtteilnehmer gleichermaßen betreffen. Auch der Ashenfelter Dip stellt kein Problem 
dar, da nur Daten eines Zeitpunkts nach Maßnahmeende verwendet werden.  
Wenn  allerdings  systematische  Unterschiede  zwischen  den  Durchschnittseinkommen 
beider Gruppen bestehen, bedingt durch beobachtbare oder unbeobachtbare Merkmale, 
liefert der Kreuz-Vergleich verzerrte Schätzergebnisse. Es ist beispielsweise denkbar, 
dass Motivationsunterschiede zwischen beiden Gruppen bestehen, die daraus resultie-
ren, dass die aktiveren Personen sich mehr um eine Teilnahme an einem Förderpro-
gramm bemühen und dadurch in der Teilnehmergruppe überrepräsentiert sind. Wenn 
                                                 
21 In der englischsprachigen Literatur heißt dieser Schätzer Cross Section Estimator und wird  deshalb 
hier mit aCSE bezeichnet. 
Auch für diesen Schätzer gibt es eine alternative Darstellung : 
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|
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wobei mit Nc,X die Anzahl der Nichtteilnehmer mit bestimmten Merkmalen bezeichnet wird. Eine ähnli-




diese Personen schneller und/oder bessere Jobs bekommen, ist die Situation der Teil-
nehmergruppe auch ohne Maßnahme besser; der Maßnahmeeffekt würde überschätzt. 
Unter bestimmten Annahmen ist ein anderes Verfahren, der Differenz-von-Differenzen-
Schätzer, in der Lage, für systematische Unterschiede in nicht beobachteten Charakte-
ristika zu kontrollieren.  
 
3.3   Der Differenz-von-Differenzen-Schätzer 
Diese  Methode  ist  eine  Kombination  aus  Vorher-Nachher-Vergleich  und  Kreuz-
Vergleich. 
3.3.1   Idee und zentrale Annahme 
Hier  werden  nicht  Einkommen  miteinander  verglichen,  sondern  Einkommens-
veränderungen.  
Es wird angenommen, dass die durchschnittliche Differenz zwischen Vor- und Nach-
Maßnahme-Einkommen der Nichtteilnehmer der hypothetischen Einkommensdifferenz 
der Teilnehmer entspricht. Anders ausgedrückt:
22 









Der Vorher-Nachher-Vergleich einer Nichtteilnehmergruppe mit bestimmten Merkma-




t   wird  als  geeigneter  Stellvertreter  für  den  hypothetischen 
Vorher-Nachher-Vergleich  der  Teilnehmer  mit  den  gleichen  Merkmalen 




t  angesehen.  
Damit können die in den betrachteten Zeitpunkten t und t-a realisierten Einkommen 
zwischen Teilnehmern und Nichtteilnehmern differieren. Eine unverzerrte Schätzung 
des  Maßnahmeeffekts  ist  allerdings  nur  möglich,  wenn  sich  die  Einkommens-
entwicklung in den verglichenen Personengruppen im Durchschnitt nur durch die Maß-
nahmeteilnahme der einen und die Nichtteilnahme der anderen Gruppe unterscheidet.  
Unter  welchen  Bedingungen  dies  der  Fall  ist,  lässt  sich  für  einen  „Durchschnitts-
Teilnehmer“ und einen „Durchschnitts-Nichtteilnehmer“ mit Hilfe des Switching Reg-
                                                 
22 Wie für die oben vorgestellten Schätzer gilt auch hier, dass eine Berücksichtigung persönlicher Merk-




ression Model, das um eine unbeobachtbare individuelle Komponente git erweitert wird, 
verdeutlichen:
23 
  ( ) 1
T C
it it i it i it Y DY D Y g = + + - . 
Unter Verwendung der Definition des individuellen Effekts einer Fördermaßnahme (1) 
lässt sich daraus die Differenz der Einkommen vor und nach der Maßnahme für den 
Teilnehmer i ableiten: 
  ( ) , , ,
C C
it i t a it i t a i it it i t a Y Y D Y Y g g a - - -   - = - + + -  . 
Aus dem Vergleich mit der Einkommensdifferenz für den Nichtteilnehmer j: 
  ( ) , , , 1
C C
jt j t a jt j t a j jt j t a Y Y D Y Y g g - - -   - = - + - -    
lässt sich ablesen, wann die Differenz dieser Einkommensdifferenzen den Maßnahmeef-
fekt wiedergibt. Dazu müssen die Differenzen der Nichtteilnahmeeinkommen von Teil-








it Y Y Y Y - - - = - , ,   
und es muss möglich sein, den Einfluss der unbeobachtbaren Merkmale zu neutralisie-
ren:    ( ) ( ) 0 , , = - - - - - a t j jt a t i it g g g g .  
Dies ist unter folgenden Bedingungen der Fall:  
1)  wenn evtl. unbeobachtete Merkmale beider Personen und damit die unbeobacht-
baren Heterogenitäten zeitinvariant sind: 
  a t i it - = , g g    und   a t j jt - = , g g     sowie 
2)  sich für die verglichenen Personengruppen die  Nichtteilnahmeeinkommen im 





i Y Y D = D . 
Das  bedeutet  auch,  dass  arbeitsmarkt-  und  lebenszyklusbedingte  Einkommens-
veränderungen beide Gruppen gleichermaßen betreffen. 
                                                 
23 Dabei ist zu berücksichtigen, dass die getroffenen Aussagen für den Gruppendurchschnitt gelten. Indi-




3.3.2   Ermittlung des Maßnahmeeffekts 
Wenn die Grundannahme erfüllt ist, kann der durchschnittliche Einkommenseffekt einer 
Maßnahme für die Teilnehmer zum Zeitpunkt t  X DiDt| a  konsistent geschätzt werden:
24 








t X DiDt a . 
Er wird ermittelt durch den Vergleich des Einkommensunterschieds der Teilnehmer mit 




t  mit dem der Nichtteilneh-




t .  Der  Einkommensunter-
schied  bezeichnet  jeweils  die  Differenz  zwischen  Vor-  und  Nach-Maßnahme-
Einkommen.
25 
3.3.3  Kritik und Bemerkungen zur Anwendung 
Die  Differenz-von-Differenzen-Methode  verbindet  die  Eigenschaften  des  Vorher-
Nachher-Vergleichs mit denen des Kreuz-Vergleichs. Sie erfordert Zugang zu Längs-
schnittdaten für die Teilnehmer an der evaluierten Maßnahme und eine geeignete Grup-
pe von nicht teilnehmenden Personen. 
Der Schätzer ist robust gegenüber gesamtwirtschaftlich und lebenszyklusbedingten Ver-
änderungen, wenn diese die Teilnehmer und die Kontrollgruppenmitglieder gleicherma-
ßen betreffen.
26 Er ist in der Lage, Selektionsverzerrung wegen unbeobachtbarer Hete-
rogenitäten zu beseitigen, wenn sie durch zeitinvariante Charakteristika hervorgerufen 
wird.  
Allerdings ist die Grundannahme verletzt, wenn unsymmetrische temporäre Verände-
rungen wie der Ashenfelter Dip auftreten. Die Ergebnisse sind also sehr sensitiv gegen-
                                                 
24  Der  Schätzer  wird  wegen  seiner  englischen  Bezeichnung  Difference  in  Difference  Estimator  mit 
t DiD a bezeichnet. 
25 Wie die oben beschriebenen Schätzer lässt auch er sich – in Anlehnung an Hübler (2001), S. 108 – 
alternativ darstellen als:  
, ,
| , ,
1 1 , ,
1 1
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= - - -    
       
∑ ∑ . 
Mit  ,
C
j t a Y -  wird das Einkommen der Nichtteilnehmer zu einem Zeitpunkt vor Beginn der Maßnahme be-
zeichnet. 
26 Wenn die Einkommensänderungen in beiden Gruppen unterschiedlich ausfallen, liefert die Differenz-
von-Differenzen-Methode  verzerrte Schätzergebnisse. Das  wurde bei einem  Vergleich der Ergebnisse 
dieser Methode mit denen eines sozialen Experiments nachgewiesen. Vgl. dazu Heckman/Smith (1999), 








4   Nichtparametrische Ansätze mit ausgewählten Nichtteilnehmern 
In den bisher vorgestellten Lösungsansätzen wird eine Kontrollgruppe für die beobach-
teten Teilnehmer aus allen Nichtteilnehmern, die bestimmte persönliche Merkmale ha-
ben, gebildet. Dabei ist uninteressant, ob wirklich für jeden Teilnehmer ein mit ihm ü-
bereinstimmender  Nichtteilnehmer  in  der  Kontrollgruppe  zu  finden  ist.  Eine  andere 
Möglichkeit besteht darin, für jeden Teilnehmer einzeln einen passenden Nichtteilneh-
mer zu suchen und diese Nichtteilnehmer in der Kontrollgruppe zusammenzufassen. 
Das ist aufwendiger, hat aber den Vorteil, dass für jeden Teilnehmer ein Pendant in der 
Kontrollgruppe existiert und damit die Vergleichbarkeit der Gruppen verbessert wird.  
Diese Idee der Zuordnung einzelner Nichtteilnehmer liegt dem Matching-Ansatz zu-
grunde.  
 
4.1   Der Matching-Ansatz  
Das Matching-Verfahren kann als eine Weiterentwicklung des Kreuz-Vergleichs be-
trachtet werden. 
4.1.1  Idee und Zentrale Annahme 
Wie dort wird das hypothetische Einkommen der Teilnehmer durch das Einkommen 
geeigneter  Nichtteilnehmer  ersetzt.  Im  Unterschied  zum  Kreuz-Vergleich  wird  beim 
Matching allerdings für jeden einzelnen Teilnehmer eine eigene Unter-Kontrollgruppe 
ermittelt, für die gilt:  





Das durchschnittliche Einkommen der ausgewählten Nichtteilnehmer  ( ) 0 , | = D X Y E
C
t  
kann als Stellvertreter für das hypothetische Durchschnittseinkommen der Teilnehmer 
( ) | , 1
C
t E Y X D =  verwendet werden. 
                                                 




Die Gültigkeit dieser Annahme setzt die Einhaltung folgender Bedingungen voraus. Die 
Grundbedingung, bezeichnet als Conditional Independence Assumption (CIA), besagt, 
dass es möglich ist, unter Berücksichtigung der relevanten Merkmale Personen unab-
hängig vom potentiell erzielten Einkommen der Teilnehmer- oder Kontrollgruppe zuzu-
ordnen:
28 




t | , ^ . 
Anders ausgedrückt: Für alle Personen mit gleichen Merkmalen ist das potentielle Ein-
kommen bei Teilnahme und Nichtteilnahme gleich.  
Für die Ermittlung des durchschnittlichen Maßnahmeeffekts für die Teilnehmer muss 




t Y D X ^ . 
Dieser Annahme bedeutet, dass – gegeben X – die Nichtteilnahmeeinkommen in Teil-
nehmer- und Nichtteilnehmergruppe die gleiche Verteilung haben.
30 Das bedeutet, dass 
alle Merkmale, die den Selektionsprozess und das potentielle Einkommen beeinflussen, 
beobachtbar sind und berücksichtigt wurden. 
Weiterhin müssen sowohl Teilnehmer als auch Nichtteilnehmer mit den beobachteten 
Merkmalen zu finden sein.  
(A7)  ( ) 1 | 1 Pr 0 < = < X D . 
Diese Annahme wird als common support bezeichnet.  
Beide Bedingungen lassen sich unter dem Begriff Strongly Ignorable Treatment As-
signment (SITA) zusammenfassen.
31 
                                                 
28Für  die  Auswahl  der  relevanten  Merkmale  können  theoretische  Überlegungen  mit  den  Ergebnissen 
früherer empirischer Studien verknüpft werden. Christensen (2001), S. 25 f. bspw. verbindet einen hu-
mankapitaltheoretischen Ansatz mit früheren Forschungsergebnissen, um Variablen zu identifizieren, die 
die Teilnahmeentscheidung an Weiterbildungsmaßnahmen beeinflussen.  
29 Vgl. Heckman et al. (1997), S. 611. 
30 Vgl. Heckman et al. (1998), S. 1023. 




4.1.2   Ermittlung des Maßnahmeeffekts 
Der durchschnittliche Maßnahmeeffekt für die Teilnehmer 
t M a  zum Zeitpunkt t lässt 
sich bei Gültigkeit der oben genannten Annahmen – analog zum Kreuz-Vergleich – 
konsistent aus der durchschnittlichen Einkommensdifferenz zwischen Teilnehmern und 
Nichtteilnehmern ermitteln: 
(8)  ( ) ( ) | , 1 | , 0
t
T C
M t t E Y X D Y X D a   = = - =  . 
Der Unterschied zum Kreuz-Vergleich wird aus der alternativen Darstellung des Schät-
zers ersichtlich. Anstelle des Vergleichs zweier Durchschnittseinkommen wird hier der 
Maßnahmeeffekt als gewichteter Durchschnitt aller individuellen Einkommensdifferen-
zen ermittelt:  









w i Y Y a
=
= - ∑  
Die Anzahl der berücksichtigten Einkommensdifferenzen wird dabei mit NT  bezeichnet, 
die Gewichtung jeder einzelnen Differenz mit  ( ) w i .  
C
it Y  gibt das Vergleichseinkommen für Teilnehmer i zum Zeitpunkt t an, das aus dem 
gewichteten  Durchschnitt  aller  Nichtteilnehmereinkommen  in  seiner  Unter-Kontroll-
gruppe gebildet wird:  













jt Y  wird das Einkommen eines Nichtteilnehmers j zum Zeitpunkt t bezeichnet; 
( ) j i W ,  gibt die individuelle Gewichtung dieses Einkommens für Teilnehmer i an. Die 
einzelnen  Nichtteilnehmereinkommen  können  unterschiedlich  gewichtet  werden.  Für 
die Gewichtung gilt:  
(10)  ( ) 1 , 0 £ £ j i W  und 







1 , .  
Die Anzahl der Nichtteilnehmer in der Unter-Kontrollgruppe Ci wird durch 





Wie groß die Unter-Kontrollgruppe jedes Teilnehmers ist und wie die einzelnen Ein-
kommen gewichtet werden, hängt von der Wahl des Zuordnungsprozesses ab. Wichtig 
ist dabei, dass diejenigen Nichtteilnehmer, die dem Teilnehmer besonders ähnlich sind, 
auch am stärksten berücksichtigt werden. 
4.1.3   Matching-Zuordnungsprozesse  
Die Unter-Kontrollgruppe Ci eines Teilnehmers wird in Abhängigkeit seiner individuel-
len Merkmale Xi geschaffen und setzt sich aus denjenigen Nichtteilnehmern zusammen, 
deren Charakteristika Xj denen des Teilnehmers ähnlich sind: 
(11)  ( ) { } | i j i C j X C X = Î     { } 0 = Î " D j . 
Mit C(Xi) wird die Menge aller Nichtteilnehmer mit ähnlichen Merkmalen
32 bezeichnet. 
Die Zuordnungsprozesse lassen sich danach unterscheiden, ob genau ein Nichtteilneh-
mer ausgewählt wird, oder ob mehrere Nichtteilnehmer in der Unter-Kontrollgruppe 
vertreten sind.  
Zuordnungsprozesse,  in  denen  genau  ein  Nichtteilnehmer  die  Unter-Kontrollgruppe 
bildet, werden als 1:1-Matching oder Nearest-Neighbor-Matching bezeichnet und sollen 
im folgenden Abschnitt erläutert werden. Andere Verfahren, in denen mehrere Nicht-
teilnehmer zur Konstruktion des Vergleichseinkommens verwendet werden, sind Ge-
genstand der darauf folgenden Abschnitte. 
4.1.3.1 Nearest-Neighbor-Matching 
Für das 1:1-Matching ergibt sich folgende Definition der Ähnlichkeit zwischen dem 
Teilnehmer und den Nichtteilnehmern in der Unter-Kontrollgruppe: 
(11.1)  ( )
{ } { } 0 | || || i i j j D C X j Min X X
Î = = - . 
Dabei  bezeichnet  || || j i X X -   die  Distanz  zwischen  einem  Teilnehmer  und  einem 
Nichtteilnehmer, die aufgrund der beobachteten Merkmale ermittelt wird. Es wird der-
jenige Nichtteilnehmer als ähnlichster bezeichnet, dessen Merkmale den geringsten Ab-
                                                 
32 In der Literatur findet sich für Ähnlichkeit auch der Begriff Neighborhood. Vgl. bspw. Heckman et al. 




stand zu den Teilnehmermerkmalen aufweisen. Für die Gewichtung des Nichtteilneh-
mereinkommens gilt dann: 









X C j wenn
j i W
i  
Das Teilnehmereinkommen wird nur mit dem Einkommen des ihm ähnlichsten Nicht-
teilnehmers verglichen.  
Um zu verhindern, dass ein Teilnehmer mit einem ihm unähnlichen Nichtteilnehmer 
verglichen wird, wenn es keine ähnlichen Nichtteilnehmer gibt, kann ein zulässiger Ma-
ximalabstand zwischen den Merkmalen festgelegt werden. Diese Form wird als Caliper 
Matching bezeichnet:
33 
(11.2)  ( ) { } { } 0 | || || || ||
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Es  wird  dann  unter  denjenigen  Nichtteilnehmern  der  ähnlichste  ausgewählt,  deren 
Merkmale nur innerhalb der vorgegebenen Toleranz e  von denen des Teilnehmers ab-
weichen. Existiert kein solcher Nichtteilnehmer, kann für den betrachteten Teilnehmer 
kein Vergleichseinkommen ermittelt werden; er wird bei der Ermittlung des Maßnah-
meeffekts nicht berücksichtigt.  
Für  die  Feststellung  des  Abstands  zwischen  Teilnehmer-  und  Nichtteilnehmer-
merkmalen lassen sich die gängigen statistischen Abstandsmaße verwenden.
34 Ein weit 
verbreitetes Maß ist die Mahalanobis Metrik MMij  
(12)  ( ) ( ) ( ) ( )
1 '
ij
ij i j i j C MM X X X X
-     = - S -    , 
bei  der  neben  dem  quadrierten  Abstand  jedes  einzelnen  Merkmals  die  Varianz-
Kovarianz-Matrix der Merkmale 
ij C S  berücksichtigt wird. Das hat den Vorteil, dass evtl.  
 
                                                 
33 Vgl. Cochrane/Rubin (1973), S. 420 f. 
34 Eine Einführung in die vor allem in der Clusteranalyse eingesetzten Abstandsmaße bietet jedes statisti-




vorhandenen Korrelationen zwischen den Merkmalen Rechnung getragen wird.
35 Der 
ähnlichste Nichtteilnehmer würde mit Hilfe dieses Maßes wie folgt definiert: 
(11.3)  ( )
{ } { } 0 | || || i ij j D C X j Min MM
Î = = . 
Die Anwendung dieses Distanzmaßes ist allerdings nur möglich, wenn alle berücksich-
tigten Merkmale metrisch skaliert sind. Sollen unterschiedlich skalierte Merkmale in die 
Distanzmessung einbezogen werden, ist die Bildung eines aggregierten Distanzmaßes 
erforderlich. Allerdings ist die Suche nach einem geeigneten Gewichtungsfaktor, der die 
einzelnen  Merkmale  entsprechend  ihrer  Bedeutung  berücksichtigt,  sehr  aufwendig. 
Hierfür existieren keine verbindlichen Richtlinien.
36  
Eine Alternative zur Bildung eines aggregierten Distanzmaßes ist die Abstandsmessung 
mit Hilfe eines Balancing Scores. Unter diesem Begriff werden alle Funktionen b(X) 
der relevanten Merkmale zusammengefasst, für die gilt:  
(A8)  ( ) X b D X | ^ . 
Gegeben die Funktion b(X), muss die bedingte Verteilung der Merkmale in Teilnehmer- 
und der Kontrollgruppe gleich sein.
37 Also ermöglicht auch die Verwendung eines Ba-
lancing Scores in großen Stichproben die Einordnung von Personen in Teilnehmer- oder 
Kontrollgruppe unabhängig vom potentiell erzielten Einkommen.
38 
Der gröbste – und in empirischen Studien am häufigsten verwendete – Balancing Score 
ist der Propensity Score P(X).
39 Er kann als die auf Grundlage der relevanten Merkmale 
geschätzte  Wahrscheinlichkeit  der  Teilnahme  an  einer  Fördermaßnahme  aufgefasst 
werden:  ( ) ( ) X D X P | 1 Pr = = .
40 
                                                 
35 Vgl. Kaufmann/Pape (1996), S. 450. 
36 In der gängigen statistischen Literatur wird eine Gewichtung der für jedes Skalenniveau einzeln ermit-
telten Distanzmaße entsprechend des Anteils der Variablen an der Gesamtvariablenanzahl vorgeschlagen. 
Vgl. bspw. Opitz (1980), S. 50 f. Um eine  Über- oder Untergewichtung einer der Variablengruppen zu 
verhindern, müssen die Variablen vorher normiert werden.  
37 Die Definition des Balancing Score in dieser Form findet sich in Rosenbaum/Rubin (1983), S. 42. 
38 In Rosenbaum/Rubin (1983), S. 45 wird bewiesen, dass eine Zuordnung auf Grundlage eines Balancing 
Scores die Grundannahme des Matchings (SITA) asymptotisch erfüllt, wenn der Score aus Merkmalen 
gebildet wird, für die diese Annahme erfüllt ist. Es gilt also:  
, | ( )
T C
t t Y Y D b X ^ und 0 Pr( 1| ( )) 1 D b X < = < . 
39 Anwendungen finden sich bspw. bei Rosenbaum/Rubin (1985), Hujer et al. (1999), Hujer/Wellner 
(2000), Larsson (2000) oder Brodaty et al. (2001).  
40 Durch die Schätzung wird der Rahmen der nichtparametrischen Verfahren eigentlich verlassen, denn 




Für die Schätzung der individuellen Teilnahmewahrscheinlichkeit wird i. d. R. ein Pro-
bit- Modell verwendet. Der Modellteil der latenten Variable Ii wird als Indexfunktion 
bezeichnet: 
  i i i X I e b + =       mit  ) , 0 ( ~
2 s e N i ,  













Der individuelle Propensity Score lässt sich in diesem Modellrahmen unter Verwen-
dung der Verteilungsfunktion der Standardnormalverteilung F schätzen:
41 
(13)  ( ) ( ) i i X X P b ˆ F = . 
Der Grund für die häufige Verwendung dieses eindimensionalen Abstandsmaßes liegt in 
der erheblichen Vereinfachung des Zuordnungsprozesses, da nur die Ähnlichkeit dieser 
einen Maßzahl anstelle aller relevanten Merkmale überprüft werden muss – womit das 
Dimensionsproblem
42 umgangen wird. Allerdings ist zu berücksichtigen, dass die Ein-
haltung der Grundannahme nur asymptotisch gilt. Gerade in kleinen Stichproben kann 
der mit der Verwendung jedes eindimensionalen Ähnlichkeitsmaßes verbundene Infor-
mationsverlust Auswirkungen auf die Qualität des Matchingergebnisses haben. So ist 
nicht auszuschließen, dass einige Merkmale eine andere Bedeutung für die Teilnahme-
entscheidung als für die zukünftige Situation einer Person haben, sodass Personen mit 
identischem Propensity Score unterschiedliche Aussichten auf dem Arbeitsmarkt haben. 
Diesem Problem kann begegnet werden, indem – zusätzlich oder alternativ zum Propen-
                                                 
41 Für eine detaillierte Erläuterung des Probit-Modells und weiterer Annahmen vgl. Greene (2003), Kapi-
tel 21. 
42 Mit diesem Begriff wird die exponentielle Steigerung der Anzahl der zu überprüfenden möglichen 
Übereinstimmungen zwischen Teilnehmern und potentiellen Partnern, die mit jedem zusätzlich berück-
sichtigten Merkmal verbunden ist, bezeichnet. 
In Anlehnung an Hujer et al. (2001), S. 10 lässt sich dieses Problem mit Hilfe eines Beispiels verdeutli-
chen: Die Ähnlichkeit von Personen soll anhand von n=2 Merkmalen überprüft werden, für die jeweils 2 
Ausprägungen zu beobachten sind (z. B. Beschäftigungsstatus: beschäftigt/nicht beschäftigt; abgeschlos-
sene Berufsausbildung: ja/nein). Es ergeben sich 
2 n 2 =2  zu überprüfende Matching-Möglichkeiten. Die 
Berücksichtigung  eines  zusätzlichen  Merkmals  (Alter:  bis  45  Jahre/älter)  erhöht  diese  Anzahl  auf 
3 1 2 2




sity Score – wichtige Determinanten der persönlichen Situation bei der Feststellung der 
Ähnlichkeit von Personen berücksichtigt werden.
43 
Die oben beschriebenen Methoden zur Ähnlichkeitsfeststellung lassen sich miteinander 
kombinieren.  Eine  sehr  häufig  verwendete  Kombination,  die  von  Rosenbaum/Rubin 
(1985) vorgeschlagen und von Lechner (1998) weiterentwickelt wurde, verbindet den 
Propensity Score als Vorauswahlkriterium mit einem Mahalanobis-Metrik-Matching zur 
Ermittlung der Ähnlichkeit zwischen Teilnehmern und den vorgewählten Nichtteilneh-
mern.
44  
Im ersten Schritt wird für jeden Teilnehmer eine Gruppe von Nichtteilnehmern ausge-
wählt. Als Kriterium dient die aus der Propensity Score-Schätzung abgeleitete Teilnah-
meneigung
45 des Teilnehmers:  
(14)  i i X I b ˆ ˆ = . 
Es  werden  nur  diejenigen  Nichtteilnehmer  als  Mitglieder  der  vorausgewählten  Ver-
gleichsgruppe  VOR i C ,  für Teilnehmer i zugelassen, deren Teilnahmeneigung  ˆ
j I  nur in-
nerhalb der Grenzen eines Intervalls von der des Teilnehmers abweicht: 
(15)  ( ) { } , ˆ ˆ ˆ | i VOR j i i C j I I Var I e   = Î ±    
    { } 0 = Î " D j . 
Die Größe des Intervalls ist abhängig von der Genauigkeit der Schätzung:
 je geringer 
die Streuung, desto kleiner das Intervall und umso ähnlicher damit die Mitglieder dieser 
Vergleichsgruppe. Die Konstante e wird dabei so gewählt, dass ein Konfidenzintervall 
um die Teilnahmeneigung des Teilnehmers entsteht. 
Für den Teilnehmer und jeden Nichtteilnehmer in der Vergleichsgruppe  VOR i C j , Î  wird 
dann die Ähnlichkeit anhand aller relevanten Merkmale mit Hilfe der Mahalanobis Met-
rik festgestellt: 
(16)  ( ) ( ) ( ) ( )
1 ˆ ˆ ˆ ˆ , , ' , ,
ij
ij i i j j i i j j C MM I X I X I X I X
-     = - S -    . 
                                                 
43 Dieses Problem wird in Fröhlich (2004), S. 216f. ausführlich erläutert. Der aus der zusätzlichen Be-
rücksichtigung persönlicher Merkmale resultierende Balancing Score wird hier als Augmented Propensity 
Score bezeichnet. 
44 Beim Vergleich der Ergebnisse ihres zweistufigen Verfahrens mit denen des Nearest Neighbor Propen-
sity Score Matching und des Nearest Neighbor Mahalanobis Metrik Matching stellten Rosenbaum/Rubin 
(1985), S. 37 ff. eine größere Ähnlichkeit zwischen Teilnehmern und den zugeordneten Partnern als in 
beiden Vergleichsverfahren fest.  
45 Die Bezeichnung der latenten Variable der Probit-Schätzung als Teilnahmeneigung ist übernommen 




Als ähnlichster Nichtteilnehmer wird derjenige mit der geringsten Mahalanobis Distanz 
zum Teilnehmer definiert: 




i ij j C C X j Min MM
Î = . 
Die Zuordnungsprozesse, mit denen den Teilnehmern ihre Partner zugewiesen werden, 
lassen sich einteilen in Zuordnungsprozesse nach dem Prinzip Ziehen mit Zurücklegen 
und solche nach dem Prinzip Ziehen ohne Zurücklegen.  
Bei der Zuordnung mit Zurücklegen wird jedem Teilnehmer der ähnlichste Nichtteil-
nehmer zugewiesen, unabhängig davon, für wie viele Teilnehmer ein Nichtteilnehmer 
als Partner verwendet wird. Dabei besteht die Gefahr, dass nur wenige Nichtteilnehmer 
zur Bildung der Kontrollgruppe benutzt werden, auch wenn noch andere – sehr ähnliche – 
Nichtteilnehmer zur Verfügung stehen.
46  
Die  Anwendung  dieser  Zuordnung  empfiehlt  sich  für  Matchingprozesse,  bei  denen 
Teilnehmer- und Nichteilnehmergruppe (annähernd) gleich groß sind, da sichergestellt 
ist, dass jeder Teilnehmer zur Feststellung des Maßnahmeeffekts berücksichtigt wird, 
wenn er ein Pendant in der Nichtteilnehmergruppe hat.
47 
Wenn die Nichtteilnehmergruppe deutlich größer als die Teilnehmergruppe ist, werden 
Zuordnungsprozesse ohne Zurücklegen angewendet. Bei dieser auch als Pair Matching 
bezeichneten Art der Gruppenbildung wird jedem Teilnehmer genau ein Nichtteilneh-
mer zugeordnet, wobei ein Nichtteilnehmer nicht als Partner für mehrere Teilnehmer 
eingesetzt werden kann.  
Ein häufig eingesetztes Verfahren legt nach dem Zufallsprinzip eine Reihenfolge fest, 
nach der jedem Teilnehmer ein passender Nichtteilnehmer zugeordnet wird. Diejenigen 
Teilnehmer, für die kein Partner gefunden wird, werden aus der Gruppe der untersuch-
ten Teilnehmer entfernt.
48 Die implizite Antwort auf das Entscheidungsproblem, wel-
chem Teilnehmer ein Nichtteilnehmer zugeordnet werden soll, der als Partner für meh-
                                                 
46 Lechner (2000), S. 9 weist darauf hin, dass damit eine erhebliche Steigerung der Varianz der Schätzung 
verbunden sein kann. 
47 Gleich große Teilnehmer- und Nichtteilnehmergruppen treten vor allem bei der Evaluation mehrerer 
Maßnahmen auf, wo die Teilnehmer der einen Maßnahme gleichzeitig Nichtteilnehmer für eine andere 
Maßnahme sind. Vgl. bspw. Fröhlich (2002), Fröhlich et al. (2000), Lechner (2001). 
48 In Augurzky (2000) findet sich für dieses Verfahren der Begriff Greedy Pair Matching.  





rere Teilnehmer in Frage kommt, lautet hier: Dem zufällig zuerst gezogenen. Dabei 
wird in Kauf genommen, dass – je nachdem, ob ein Toleranzbereich für die Abwei-
chung der Merkmale festgelegt wurde oder nicht – bei der Zuordnung evtl. Teilnehmer 
übrig bleiben, weil kein passender Nichtteilnehmer mehr gefunden wird, obwohl es ähn-
liche Nichtteilnehmer gibt, oder diesen Teilnehmern sehr unähnliche Nichtteilnehmer 
zugeordnet werden.
49 
Eine bessere Antwort wäre also: Demjenigen Teilnehmer, der keinen weiteren mögli-
chen Partner hat. Damit könnte verhindert werden, dass mehr Teilnehmer als nötig aus 
der Analyse ausgeschlossen werden.  
Auch wenn der Verlust von Teilnehmern für die Analyse keine Rolle spielen würde, 
gäbe es eine bessere Entscheidung: Die Zuordnung des dem Nichtteilnehmer ähnlichs-
ten  Teilnehmers.  Damit  würde  die  Ähnlichkeit  zwischen  Teilnehmer-  und  Kontroll-
gruppe insgesamt erhöht.
50 
Die gleichzeitige Berücksichtigung beider Anliegen ist mit Hilfe optimaler Matching-
Prozesse möglich. Dazu können Methoden aus der linearen Optimierung bzw. der Gra-
phentheorie eingesetzt werden.
51 Solche Verfahren liefern eine vollständige Zuordnung 
von Nichtteilnehmern zu Teilnehmern (wenn diese möglich ist), bei der die Gesamt-
summe der Abstände zwischen Teilnehmern und Nichtteilnehmern minimal ist.
52 
Die Gefahr aller hier beschriebenen Zuordnungsprozesse ohne Zurücklegen besteht dar-
in, dass der festgestellte Maßnahmeeffekt nicht repräsentativ für die gesamte Gruppe 
der Teilnehmer ist. Dies ist der Fall, wenn Teilnehmer mit ganz bestimmten Merkmalen 
systematisch aus der Gruppe der untersuchten Personen entfernt werden, weil kein pas-
sender Nichtteilnehmer gefunden wird.
53 Diesem Problem kann auf verschiedene Weise 
begegnet werden. 
                                                 
49 Auf diese Problematik wird in Rosenbaum (1989), S. 1026 f. anhand von Beispielen eingegangen. 
50  Die  Anwendung  eines  iterativen  Matching-Algorithmus,  bei  dem  die  nach  dem  Standardverfahren 
gebildete Anfangszuordnung verändert wird, wenn sich dadurch die Ähnlichkeit zwischen beiden Grup-
pen insgesamt verbessert, findet sich in Reinowski/Schultz/Wiemers (2003). 
51 Die Zusammenhänge zwischen einem Matching-Problem und der Graphentheorie werden in Rosen-
baum (1989), S. 1027 ff. ausführlich erläutert. 
52 Die Anwendung solcher Zuordnungsprozesse auf Matching-Probleme ist allerdings relativ selten. Ein 
Anwendungsbeispiel des Ungarischen Algorithmus zur Evaluation von Weiterbildungsmaßnahmen findet 
sich bspw. in Reinowski/Schultz/Wiemers (2004). 




4.1.3.2 Matching mit mehreren Nichtteilnehmern und Full Matching  
Eine Möglichkeit der Zuordnung besteht in der Aufteilung aller Nichtteilnehmer unter 
den Teilnehmern. Bei diesem als Matching mit mehreren Nichtteilnehmern bezeichne-
ten Verfahren wird eine Mindestanzahl von Partnern, die jedem Teilnehmer zugeordnet 
werden müssen, festgelegt (i. d. R. einer). Auch die Festlegung von Höchstgrenzen ist 
möglich, um ausgewogene Gruppengrößen zu erreichen. Die Unter-Kontrollgruppen der 
Teilnehmer setzen sich dann aus unterschiedlich vielen Nichtteilnehmern zusammen. 
Für die Größe der Unter-Kontrollgruppe jedes  Teilnehmers  gilt:  b N a
i C £ £ . Dabei 
bezeichnet 
i C N  die Anzahl der Nichtteilnehmer in der Kontrollgruppe, a gibt die mini-
male Anzahl der Partner eines Teilnehmers, b die maximal mögliche Anzahl an.
54  
Für die Feststellung der Distanz zwischen Teilnehmern und Nichtteilnehmern können 
die oben beschriebenen statistischen Abstandsmaße eingesetzt werden. Die Zuordnung 
der Nichtteilnehmer erfolgt mit Hilfe von Algorithmen aus der linearen Optimierung. 
Dabei werden die Personen so zugeordnet, dass die Gesamtsumme der Distanzen über 
alle  Teilnehmer  und  Nichtteilnehmer  minimiert  wird  –  unter  Berücksichtigung  der 
Grenzen für die Gruppengrößen.  
Für  die  Gewichtung  der  einzelnen  Nichtteilnehmereinkommen  zur  Konstruktion  der 
Vergleichsgröße  sind  verschiedene  Möglichkeiten  denkbar.  Beispielsweise  lässt  sich 
das Vergleichseinkommen als arithmetisches Mittel der Nichteilnehmereinkommen in 





) , ( = . 
Eine andere Möglichkeit ist die Gewichtung der Nichtteilnehmereinkommen in Abhän-
gigkeit von der Distanz der Nichtteilnehmer vom Teilnehmer. Denkbar wäre bspw. die 
Verwendung bekannter Kernfunktionen wie Gaußscher oder Epanechnikov-Kernel. 
Bei Full Matching Verfahren können mehrere Nichtteilnehmer einem Teilnehmer und 
mehrere Teilnehmer einem Nichtteilnehmer zugeordnet werden. Auch dabei werden alle 
Nichtteilnehmer  verwendet.  Die  Untergruppen  werden  so  gebildet,  dass  die  durch-
schnittliche Distanz zwischen Teilnehmern und Nichtteilnehmern innerhalb der gebilde-
                                                 




ten Untergruppen minimiert wird.
55 Auch hierfür lassen sich Verfahren  der linearen 
Optimierung  anwenden.  Für  die  Ermittlung  der  Distanz  zwischen  Teilnehmern  und 
Nichtteilnehmern und die Gewichtung der einzelnen Nichtteilnehmereinkommen gelten 
die oben getroffenen Aussagen. 
In den beiden zuletzt beschriebenen Zuordnungsprozessen wird die komplette Nichtteil-
nehmergruppe für die Schätzung des Maßnahmeeffekts verwendet. Deshalb ist – zusätz-
lich zum durchschnittlichen Maßnahmeeffekt für die Teilnehmer – auch die Ermittlung 
des  durchschnittlichen  Maßnahmeeffekts  für  eine  zufällig  ausgewählte  Person  mög-
lich.
56  
Wie für das Nearest Neighbour Matching ist auch für diese Zuordnungsverfahren die 
Festlegung von maximalen Distanzen, die zwischen einzelnen Personen bestehen dür-
fen, vorstellbar (Caliper Matching). Damit kann verhindert werden, dass völlig unähnli-
che  Nichtteilnehmer  bei  der  Konstruktion  der  Vergleichseinkommen  berücksichtigt 
werden.
57 Allerdings kann dann nicht ausgeschlossen werden, dass für manche Teil-
nehmer kein passender Nichtteilnehmer gefunden wird, und diese damit nicht mehr zur 
Schätzung des Maßnahmeeffekts zur Verfügung stehen. 
4.1.4  Local Polynomial Regression (Kernel Matching und Local Linear Matching) 
Ein alternativer Ansatz verwendet die Einkommen mehrer Nichtteilnehmer zur Schät-
zung eines Vergleichseinkommens mit Hilfe einer gewichteten Kleinste-Quadrate-
Schätzung (weighted least squares). Das Einkommen eines Nichtteilnehmers kann dabei 
für die Schätzung mehrerer Vergleichsgrößen genutzt werden.
58  
Für die Anwendung der Local Polynomial Regression wird angenommen, dass das Ver-
gleichseinkommen für eine Umgebung von  i X  durch ein Polynom p-ter Ordnung ap-
proximiert werden kann. Dann ist die Schätzung der Vergleichsgröße als gewichteter 
 
                                                 
55 In Rosenbaum (1991), S. 600 f. wird gezeigt, dass jedes Full Matching die optimale Untergruppen-
bildung hinsichtlich der durchschnittlichen Distanz zwischen Teilnehmern und Nichtteilnehmern in einer 
Untergruppe repräsentiert. 
56 Augurzky (2000), S. 13 
57 Wenn dabei systematisch Nichtteilnehmer aus der weiteren Analyse ausgeschlossen werden, ist der 
Maßnahmeeffekt nicht mehr repräsentativ für eine zufällig ausgewählte Person, sondern für die Teilneh-
mergruppe. 




Durchschnitt  der  Einkommen  j Y   aller  Nichtteilnehmer  mit  Merkmalen j X ,  die  den 
Merkmalen des betrachteten Teilnehmers  i X  ähnlich sind, möglich. Die Gewichtung 
der  einzelnen  Nichtteilnehmereinkommen  erfolgt  so,  dass  die  j Y   mit zunehmendem 
Abstand der  j X  von  i X  geringeres Gewicht bekommen. 
Die Schätzung der Koeffizienten der Weighted Least Squares Regression entspricht der 
Lösung des folgenden Minimierungsproblems: 
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für  p l ,..., 0 = . Dabei bezeichnet p die polynomiale Ordnung des Minimierungsprob-
lems,  () × K  eine nichtnegative Gewichtungs- bzw. Kernfunktion und  n h  die Bandbreite, 
innerhalb derer die Merkmale der berücksichtigten Nichtteilnehmer liegen müssen.
59  
Die Lösung lässt sich wie folgt formulieren: 
(9’) 
{ } ∑
















W Y  
mit Gewichtung  ( ) ( ) { }
1 1, ,..., ,
T p i j i j n T
n i j i j
n n
X X X X
W e S X X X X K
h h
- - -    
= - -    
   
 
wobei der Index T jeweils für die transponierte Matrix steht. 
Die  ( ) 1 + ´ p n -Matrix 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
,0 ,1 ,
,1 ,2 , 1
, , 1 ,2
n j n j n p j
n j n j n p j
n
n p j n p j n p j
S X S X S X
S X S X S X
S












M M O M
K
 besteht aus den 





n l j i j
j D n
X X
S X K X X
h Î =
-  
= -  
  ∑  (für  p l 2 ,..., 0 = ). Die Anzahl der 
Elemente des Einheitsvektors  ( ) 1,0,0,...
T e = werden durch p vorgegeben. 
                                                 
59 Es ist ersichtlich, dass auch dieser Ansatz nicht im wahrsten Sinne des Wortes nichtparametrisch ist, 
weil mit der Wahl der Gewichtungsfunktion implizit eine Annahme über die Verteilung der Einkommen 




Durch die Wahl der polynomialen Ordnung für die Approximation des Vergleichsein-
kommens wird die angewendete Methode festgelegt. So lässt sich bspw. die Kernel-






































Die Wahl von  1 = p  impliziert die Anwendung der Local Linear Regression. Die Lö-
sung dieses Verfahrens lässt sich im oben beschriebenen Rahmen wie folgt darstellen: 
(9’.2)  ( ) ( ) ( ) ( )
( ) ( ) ( )
,2 ,0 ,1 ,1
,1 2
,0 ,2 ,1
ˆ n j n j n j n j C
i
n j n j n j
S X T X S X T X
Y
S X S X S X
  -
  =
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  ∑  für  1 , 0 = l .  
Polynome höherer Ordnung sind zur Lösung des Selektionsproblems nicht gebräuch-
lich. 
Der Unterschied zwischen beiden Methoden wird deutlich, wenn man sich die gewich-
tete Regression zur Schätzung der Vergleichsgrößen vorstellt: die Regression für Kernel 
Matching entspricht der Schätzung einer Konstanten, während die Local Linear Regres-
sion eine Konstante und einen linearen Term enthält.
60 
4.1.4.1 Kernel Matching 
Beim Kernel Matching werden alle Nichtteilnehmereinkommen zur Konstruktion der 
Vergleichsgröße eingesetzt. Die Unter-Kontrollgruppe eines Teilnehmers entspricht also 
der gesamten Kontrollgruppe:  
(11.5)  { } 0 ) ( = Î = D j X C i . 
                                                 




Die Gewichtung W(i,j) jedes einzelnen Kontrollgruppenmitglieds j für den betrachteten 
Teilnehmer i ist abhängig von der Ähnlichkeit seiner Merkmale zu denen des Teilneh-
mers. Sie ist nicht auf Null oder eins beschränkt: 
(10.3) 
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K K  die Kernfunk-
tion bezeichnet, die zur Gewichtung der einzelnen Nichtteilnehmereinkommen für Teil-
nehmer i eingesetzt werden soll. Die Gewichtung der einzelnen Nichtteilnehmerein-
kommen richtet sich nach ihrem Abstand vom Teilnehmer. Als Kernfunktion kann jede 
symmetrische, positive Funktion, deren Integral eins ist, verwendet werden.
61 Die ge-
bräuchlichsten Funktionen sind die Normalverteilung (Gaußscher Kernel) und der Epa-
nechnikov-Kernel.
  
Durch die Wahl der Bandbreite wird festgelegt, wie viele Nichtteilnehmereinkommen 
für die Schätzung der Vergleichsgröße für einen Teilnehmer genutzt werden. Dabei be-
steht ein Zielkonflikt zwischen Unverzerrtheit und Varianz der Schätzung: Mit zuneh-
mender  Größe  der  Bandbreite  verringert  sich  die  Varianz  des  Schätzers  (weil  mehr 
Nichtteilnehmereinkommen  zur  Schätzung  verwendet  werden),  aber  die  Gefahr  der 
Verzerrung nimmt zu (weil auch solche Nichtteilnehmereinkommen verwendet werden, 
die dem Teilnehmer weniger entsprechen). Die optimale Bandbreite (im Sinne einer 
Minimierung  des  mean  square  error)  ist  abhängig  von  verschiedenen  Faktoren  und 
kann mit Hilfe verschiedener Methoden näherungsweise bestimmt werden. Die am häu-
figsten eingesetzten Verfahren sind Silvermans Faustregel
62 und das Cross-Validation-
Verfahren, bei dem der durchschnittliche Schätzfehler minimiert wird. 
4.1.4.2 Local Linear Regression  
Eine Verringerung des Bias kann erreicht werden, wenn ein Polynom höherer Ordnung 
zur Approximation des Vergleichseinkommens verwendet wird. Die Local Linear Reg-
ression hat neben ihren asymptotischen Eigenschaften (Minimax-Effizienz unter allen 
                                                 
61 Diese Anforderungen werden von jeder symmetrischen Verteilungsfunktion erfüllt. 
62 Die Anwendung dieser Regel erfordert die Verwendung der Gaußschen Kernfunktion. Eine Anwen-





63  weitere  Vorzüge  wie  Robustheit  gegenüber  der  Verteilung  der 
Regressoren  und  damit  Anwendbarkeit  auf  verschiedene  Datendesigns,  Algorithmen 
mit schneller Konvergenz der Lösung sowie einfache Interpretation der Ergebnisse.
64 
Ein weiterer Vorteil besteht darin, dass (bspw. im Gegensatz zum Nadaraya-Watson-
Kernel) keine Modifikationen für die Ränder der Verteilung nötig sind.  
Auch für die Anwendung der Local Linear Regression wird die Vergleichsgröße aus 
den Einkommen aller Nichtteilnehmer konstruiert:  
(11.6)  { } 0 ) ( = Î = D j X C i . 
Für die Gewichtung W(i,j) jedes einzelnen Kontrollgruppenmitglieds j für den betrach-
teten Teilnehmer i gilt: 
(10.4)  ( )
( ) ( ) ( ) { } { }
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K K  die Kernfunktion und  n h  die Bandbreite. Für die 
Wahl  der  Kernfunktion  gelten  die  oben  getroffenen  Aussagen.  Die  Festlegung  der 
Bandbreite erfolgt i. d. R. mit Hilfe des Cross-Validation-Verfahrens. 
Bei der Anwendung der Local Linear Regression auf kleine Stichproben kann in Daten-
bereichen, in denen wenige Beobachtungen zu finden sind, das Problem auftreten, dass 
die Varianz der Schätzung sehr groß ist. Um die Varianz in diesen Bereichen zu verrin-
gern, wurden verschiedene Modifikationen entwickelt. Beim sog. Trimming werden nur 
Daten von Personen zur Schätzung verwendet, deren geschätzte Teilnahmewahrschein-
lichkeit hinreichend häufig auftritt.
65 Dazu wird ein Bereich der geschätzten Dichte-
funktion  der  Teilnahmewahrscheinlichkeit  definiert,  innerhalb  dessen  die  geschätzte 
Teilnahmewahrscheinlichkeit  der  Personen  liegen  muss.  Daten  von  Personen,  deren 
geschätzte Wahrscheinlichkeitsdichte geringer ist, werden bei der Schätzung der Koef-
fizienten ausgeschlossen. Unter Ridging ist die „Stabilisierung“ der Schätzung durch 
                                                 
63 Als Minimax-Effizient werden Schätzer bezeichnet, bei denen die maximal mögliche durchschnittliche 
Abweichung des Schätzergebnisses vom wahren Wert geringer ist als bei allen anderen Schätzern. Diese 
Eigenschaft wurde in Fan et al. (1997) bewiesen. 
64 Vgl. Hengartner et al. (2002), S.791 oder Heckman et al. (1998), S1041.  
65 In Heckman et al. (1998), S. 1078 f. wird diese Idee im Rahmen eines Partial Linear Regression Model 




einen Zusatzterm zu verstehen. Der eingefügte Ridge Parameter vergrößert den Nenner 
der Gleichung (9’.2), wenn  ( ) ,2 n j S X  sehr klein ist, d. h., wenn sich die Beobachtungen 
im Intervall auf eine Stelle konzentrieren. Dadurch wird die Varianz der Schätzung ver-
ringert.
66  
4.1.5   Kritik und Bemerkungen zur Anwendung 
Matching ist das am häufigsten angewendete Verfahren zur Lösung des Selektionsprob-
lems.  
Diese Popularität lässt sich mit verschiedenen Vorzügen des Verfahrens erklären. Zum 
einen lässt sich die Grundidee der individuellen Suche nach Vergleichspersonen leicht 
vermitteln. Dadurch ist es besonders geeignet als empirische Grundlage der Politikbera-
tung. Zum anderen ist Matching robust gegenüber gesamtwirtschaftlich und lebenszyk-
lusbedingten Veränderungen, wenn diese die Teilnehmer und die Nichtteilnehmer glei-
chermaßen betreffen.
67 Wenn der Zeitpunkt der Beobachtung der Merkmale, aufgrund 
derer Teilnehmer und Nichtteilnehmer gematcht werden, lange genug vor Beginn der 
evaluierten Maßnahme liegt, kann auch der Einfluss eines Ashenfelter Dip ausgeschlos-
sen werden.  
Allerdings sind die Anforderungen an die Datenbasis sehr hoch: Es sind umfangreiche 
Informationen über Teilnehmer und Nichtteilnehmer für mindestens zwei Zeitpunkte 
nötig: vor Maßnahmebeginn und nach Ende der Maßnahme.
68 Für die Anwendung einer 
Nearest Neighbour Zuordnung muss zudem die Anzahl der Nichtteilnehmer, für die 
diese Informationen vorliegen, die Zahl der teilnehmenden Personen deutlich überstei-
gen,  damit  für  jeden  Teilnehmer  ein  geeigneter  Nichtteilnehmer  gefunden  werden 
kann.
69 Aus diesem Grund ist in jüngeren Veröffentlichungen zunehmend die Anwen-
dung von Verfahren aus der Gruppe der Local Polynomial Regression zu beobachten. 
Der entscheidender Nachteil aller hier vorgestellten Matching-Verfahren besteht darin, 
dass mit ihrer Hilfe nur Heterogenitäten zwischen Teilnehmern und Nichtteilnehmern 
aufgrund beobachtbarer Merkmale beseitigt werden können. Es besteht also die Gefahr, 
dass das Selektionsproblem nicht vollständig gelöst wird, da die Heterogenitäten auf-
grund unbeobachtbarer Eigenschaften unberücksichtigt bleiben.  
                                                 
66 In Seifert/Gasser (2000), S. 340 ff. wird die Konstruktion des Ridge Parameters ausführlich erläutert. 
67 Vgl. dazu Schmidt (1999), S. 27. 
68 Vgl. dazu Hujer et al. (2001), S. 20. 




Um dieses Problem zu lösen, werden in der Literatur verschiedene Erweiterungen des 
Matching-Ansatzes diskutiert. Im Folgenden soll ein kurzer Überblick über die Ver-
knüpfungsmöglichkeiten von Matching mit anderen Verfahren gegeben werden.  
 
4.2 Erweiterungen des Matching-Ansatzes 
4.2.1   Der bedingte Differenz-von-Differenzen-Schätzer 
Eine Erweiterungsmöglichkeit besteht in der Kombination von Matching mit der Diffe-
renz-von-Differenzen-Methode.  Dadurch  können  noch  verbleibende  Heterogenitäten 
aufgrund unbeobachtbarer Faktoren beseitigt werden, falls sie sich im Zeitablauf nicht 
ändern.
70  
Für die Schätzung des durchschnittlichen Maßnahmeeffekts wird das Teilnehmerein-
kommen 
C
it Y  durch die Einkommensdifferenz des Teilnehmers zwischen zwei Zeitpunk-
ten t, t-a ersetzt: ( ) ,
T T C
i it i t a Y Y Y - D = - . Die Vergleichsgröße bildet der gewichtete Durch-
schnitt der Einkommensdifferenzen zwischen zwei Zeitpunkten in der Unter-Kontroll-
gruppe  ( )( ) ∑
=








i Y Y j i W Y
1
, , .  Der  Maßnahmeeffekt  wird  dann  ermittelt  als 
gewichteter Durchschnitt der Differenzen aus den individuellen Einkommensdifferen-
zen der Teilnehmer: 









w i Y Y a
=
  = D -D   ∑  
Die Anzahl der Teilnehmer wird mit NT  bezeichnet, die Gewichtung jedes Teilnehmers 
mit  ( ) w i .  
4.2.2  Regression-adjusted Matching 
Ein alternativer Ansatz erweitert das oben vorgestellte Matchingverfahren um die Nut-
zung von Informationen über die funktionale Form der Einkommensgleichung und die 
                                                 
70 Erläuterungen zu dieser Erweiterungsmöglichkeit finden sich in Heckman et al. (1997), S. 613 f. und 
631 sowie in Heckman/Smith (1999), S. 342. Angewendet wird diese Kombination bspw. in Bergemann 




Einbeziehung von sog. Ausschlussbedingungen, d. h. der Zerlegung von X in verschie-
dene Komponenten.
71  
Den Ausgangspunkt bildet ein herkömmliches Modell für das Einkommen im Nichtteil-
nahmefall:  0 0 0 Y X U b = + , in dem beobachtbare und unbeobachtbare Faktoren additiv 
separierbar sind. Zur Schätzung der Parameter wird eine partiell lineare Regression auf 
die Daten der Kontrollgruppe angewendet:  ( ) ( ) 0 0 0 | , 0 | , 0 E Y X D X E U X D b = = + = . 
Dabei muss gelten:
72 
(A9)  0 | U D X ^ .  
Es  ist  in  vielen  Fällen  möglich  und  sinnvoll,  X  in  zwei  Komponenten  zu  zerlegen: 
( ) , X T Z = , in Variablen, die das Einkommen beeinflussen T und welche, die die Teil-
nahmewahrscheinlichkeit beeinflussen Z. Dabei können einige Variablen sowohl in T 
als auch in Z enthalten sein. Dann gilt:  ( ) ( ) Pr 1| Pr 1| D X D Z = = =  und  
(A9’)  0 | , U T D Z ^ . 
Für die Schätzung des Maßnahmeeffekts wird dann von  0 Y  und  1 Y  der Schätzer  0 ˆ Xb  
abgezogen:  0 ˆ T T
it it i Y Y X b = - %  bzw.  0 ˆ C C
jt jt j Y Y X b = - % . Der durchschnittliche Maßnahme-
effekt wird unter den o. g. Bedingungen konsistent ermittelt als:
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w i Y Y a
=
= - ∑
% %  
wobei die Vergleichsgröße bezeichnet wird mit:
74 







Y W i j Y
=
=∑
% %   
Beide Erweiterungen lassen sich miteinander verbinden zum sog. Regression-adjsted 
conditional Difference-in-Difference-Verfahren.
75 
                                                 
71 Die Grundidee dieser Methode wird in Heckman/Ichimura/Tod (1997), S. 630 f. erläutert. 
72 Diese Bedingung bedeutet nicht, dass  ( ) 0 | 0 E U X = , sondern die  gleiche Verteilung der unbeobacht-
baren Faktoren in Teilnehmer- und Nichtteilnehmergruppe. Vgl. Heckman/Ichimura/Todd (1998), S. 268. 
73 Vgl. Heckman et al. (1998), S. 269. 
74 Diese Idee lässt sich mit Local Linear Matching auf Grundlage des Propensity Scores verbinden. An-




5   Schlussbetrachtung 
Im vorliegenden Diskussionspapier werden verschiedene nichtparametrische Methoden 
zur Lösung des Problems der Selektionsverzerrung vorgestellt. Zunächst wird dazu das 
Grundproblem der Evaluierung und das daraus erwachsende Problem der Selektions-
verzerrung erläutert. Im Anschluss daran wird die Lösung mit Hilfe verschiedener Ver-
fahren der pauschalen Kontrollgruppenbildung sowie mit ausgewählten Nichtteilneh-
mern dargestellt. Es werden Vor- und Nachteile der Verfahren, die nötigen Annahmen 
und Anforderungen an die Datenbasis erläutert. 
Aus der Darstellung ist ersichtlich, dass in der empirischen Anwendung keine Methode 
zur Lösung des Selektionsproblems den anderen generell überlegen ist.
76 Alle Ansätze 
beruhen  auf  bestimmten  Grundannahmen  über  Teilnahmeentscheidung  und  Einkom-
men. Da diese Annahmen i. d. R. nicht testbar sind, sind gründliche Vorüberlegungen 
und eine genaue Analyse der Aussagefähigkeit der Daten für die Auswahl eines adäqua-
ten Schätzverfahrens nötig. Denn jeder Schätzer liefert inkonsistente Ergebnisse, wenn 
die Datenbasis nicht zu den getroffenen Annahmen passt.
77  
In der Praxis begrenzt die zur Verfügung stehende Datenbasis die Auswahlfreiheit zwi-
schen verschiedenen Modellen und auch die Güte der Kontrollgruppe, die konstruiert 
werden kann.
78 Die Antwort auf die Frage, welches Verfahren in der empirischen An-
wendung eingesetzt werden sollte, ist also abhängig von Art, Umfang und Qualität der 
zur Verfügung stehenden Daten. 
 
 
„The best solution to the evaluation problem lies in improving the quality 
of the data on which evaluations are conducted and not in the develop-
ment of formal econometric methods to circumvent inadequate data.”
 79 
                                                                                                                                               
75 Vgl. Heckman et al. (1997), S. 631. 
76 Diese Aussage wird in Heckman et al. (1999), S. 2011ff. mit Hilfe einer Simulationsstudie untermauert.  
77 Vgl. Heckman et al. (1999), S. 2007. 
78 Vgl. dazu LaLonde (1986), S. 612. 
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