Several solution strategies for a class of large, sparse linear systems with a block 2-by-2 structure arising from the finite element discretization of an optimal control problem in wind simulation are introduced and analyzed. Block preconditioners and a sparse direct solver on the original coupled system are compared with a preconditioned GMRES iteration applied to a reduced system (Schur complement).
INTRODUCTION
In this paper we develop an efficient solver for large, sparse systems of linear equations with a 2-by-2 block structure arising from finite element discretizations of control problems resulting from a mathematical model of wind field adjustment.
Wind models are important tools that allow the study of several problems related to the atmosphere, such as the effect of wind on structures, wind power, pollutant transport, fire spreading, and so forth. Our starting point is a mass consistent vertical diffusion wind field model. If the significant phenomena that we want to simulate occur in a zone where the horizontal dimensions are much larger than the vertical one, then an asymptotic approximation of the primitive Navier-Stokes equations can be derived as in the model developed in [1] . The most salient feature of this asymptotic approach is that it provides a three-dimensional velocity wind field (which satisfies the incompressibility condition in the air layer) governed by a twodimensional equation, so that it can be coupled with the temperature surface distribution in order to take into account thermal effects such as sea breezes. In addition, the terrain elevation information is also taken into account by the model.
The validity of this model has the following limits: the nonlinear terms are neglected, and it is assumed that the air temperature decreases linearly with the height. Also, the air compressibility is neglected. On the other hand, the model takes into account buoyancy forces, slope effects, and mass conservation. The wind model presented in this article is an adaptation of the wind model proposed in [1] . When the data are given by meteorological predictions, an optimal control problem is obtained [2] which can be solved using the adjoint equation-based method. We refer the reader to [3] and [4] for the details of this approach. The corresponding numerical approximation leads to linear algebraic systems of equations which are very illconditioned and quite challenging to solve. In practical applications, the number of equations can be high (roughly between 100,000 and 600,000) and many systems may have to be solved in the course of a simulation, thus justifying the search for efficient iterative methods.
The remainder of the paper is organized as follows. In section 2 we describe the mathematical model leading to the control problem that we are interested in solving. The variational (weak) formulation used to establish the well-posedness of the continuous problem and for its discretization by means of finite elements is given in section 3. Section 4 is devoted to a discussion of the discrete problem and some of its properties. Several solution methods, including a preconditioned iteration on the Schur complement system, are described in section 5 . In section 6 we analyze the spectrum of the preconditioned Schur complement, and in section 7 we report on numerical experiments. Some conclusions are given in section 8.
THE CONTROL PROBLEM
In this section we present the wind model. An asymptotic analysis gives a three-dimensional convective model governed by a two-dimensional equation. This model adjusts a threedimensional velocity wind field in a layer under the influence of the orography and temperature distribution.
Notation
Let us consider the three-dimensional domain Ω = {(x, z)|x ∈ ω, H(x) < z < δ} representing the air layer under study. We assume that the height δ is small compared to the width, and that the surface height at point x, H(x), is smaller than δ. We decompose the boundary of Ω into
is the air upper boundary and L = {(x, z)|x ∈ ∂ω, H(x) < z < δ} is the air lateral boundary; ω ⊂ R 2 is a two-dimensional normalized bounded domain, representing the projection of the three-dimensional geographical surface S. We denote by (x, z) any point of the threedimensional domain Ω, and by x any point of the two-dimensional domain ω.
Asymptotic equations
Consider an air velocity field U = (U, V, W ) and a potential P satisfying the Navier-Stokes equations. Using the fact that the thickness δ of the considered air layer is small compared with its width, we obtain the following vertical diffusion model:
where V = (U, V ) denotes the horizontal velocity, µ = φRe (with φ representing buoyancy forces and Re the Reynolds number), and T is the temperature. We define the horizontal flux at a point x ∈ ω by
Denoting by N and n the inner unit normal vector field to ∂Ω and to ∂ω, respectively, the boundary conditions can be written as
Here v m denotes the meteorological wind, which is assumed to be known, horizontal, independent of z and with zero total flux through the lateral boundary, that is,
Equations (1) to (6) are well posed: for given T and v m , there exists a unique solution (V, W, P ) (up to an additive constant for P ). For more details about this convection asymptotic model, see [1] . Equation (1), together with conditions in (4) and (5), yields
where
being ξ = 1 ζ the inverse of the friction coefficient ζ andt a re-scaled temperature related to the surface temperature t = t(x) byt(x) = µt(x) δ−H(x) . We are assuming that the air temperature decreases linearly with the height,
. The function p(x) is a potential that satisfies the following boundary value problem:
and
Adjustment of point data by solution of an optimal control problem
To simplify the notation, and since in the following we are only concerned with the twodimensional problem, we omit the subscript ( ) x in the differential operators.
. We are going to reformulate the original problem as an optimal control problem. Given N experimental measurements of the wind velocity
given by the expression in (7) are as close as possible to the experimental values of V i . Thus, in the optimal control framework we have:
ii) Equations (8), (9) are the state equations;
iii) The regularized cost functional to be minimized is given by:
where α is a regularization parameter (usually α = 0.001) and ρ ε,i is a suitable smoothing function given for example by
for a small ε, where G is a constant such that ρ ,i (x)dx = 1. Here and in the rest of the paper, we denote the Euclidean length of a vector x by |x|.
With these definitions, the optimal control problem to be solved may be posed as follows:
3. WEAK FORMULATION Let V = H 1 (ω), then using general optimal control theory (see, e.g., [3] ) and introducing the adjoint state q, problem (10) may be formulated as:
together with the relation
Let us define the following bilinear forms:
From the definition of c 2 (·, ·) and b(·, ·) we can see that there exists a constant γ related to the functions ρ ε,i and to m such that
To have uniqueness of the solution, the (singular) bilinear form b(·, ·) needs to be perturbed with a term of the form η ω pϕ dx. As a result, the perturbed bilinear formb(·, ·),
has an eigenvalue λ min of order η. In the FreeFEM [5] code used below, η = 0.001. It can be easily verified that there exist positive constants γ 1 , γ 2 and k η such that
for all p, ϕ ∈ V and with k η dependent on the regularization parameter η.
Thus, the problem that we are dealing with can be written as:
with
We now introduce linear continuous operators B,
where ·, · denotes the duality pairing between V and its dual space V . The above weak formulation is the basis for the finite element discretization of the original continuous problem.
THE DISCRETE PROBLEM
Let T h be a uniform triangulation of ω corresponding to a discretization parameter h, and let V h be the associated space of P 1 (or P 2 ) finite elements. Besides a better order of convergence, a reason in favor of P 2 against P 1 is that in practical applications, the variable of physical interest is the wind velocity V which is obtained from the potential p using expression (7), involving derivatives.
Choosing a finite element basis {φ i } for V h , we introduce the following matrices:
Thus, the discrete problem can be written as the following linear algebraic system:
Note that the system (25) is 2n × 2n, where n = dim V h .
Properties of C 1 , C 2 and B
In order to develop efficient solvers for the linear system (25), it is important to have a good understanding of the properties of the matrices B, C 1 and C 2 .
The entries of C 1 are all O(h) since they are integrals on the boundary (which is 1-dimensional) not involving any derivatives. The rank of C 1 is the number of nodes (of the finite element mesh) on the boundary ∂ω.
Since C 2 and B correspond to second-order elliptic operators discretized with P 1 (or P 2 ) finite elements, their entries are O(1) (because we are in dimension two). Note that B has full 7 rank owing to the presence of regularization. The rank of C 2 is the number of nodes such that the associated basis function intersects the support of the functions ρ ε,i , i.e., the number of nodes in a small neighborhood of the circle of radius ε with center x i . Hence, the rank of C 2 is usually much lower than the rank of B. Hence, C 1 and C 2 are both highly singular.
The following theorem provides some useful spectral information about the matrices B, C 1 and C 2 . 
Proof. Let v h be the unique element in V h such that its nodal values are the components
and let us assume a regular triangulation. We have:
Moreover, the following inverse inequalities hold:
1. The only nonzero entries of C 1 are those corresponding to nodes belonging to the boundary ∂ω. Moreover, from the definition and the symmetry of c 1 (·, ·) we get that C 1 is symmetric and positive semidefinite. The eigenvalues λ of C 1 are such that:
Concerning C 2 , we can apply the standard theory for matrices associated to the discretization of a second-order elliptic problem by P 1 (or P 2 ) finite elements in dimension two. The only nonzero entries of C 2 are those corresponding to nodes such that the associated basis function intersects the support of the functions ρ ε,i (x). Thanks to (19),(27), and (26) we get that the eigenvalues λ of C 2 satisfy
with k 2 positive constant independent of h. Hence λ max (C 2 ) ≤ k 2 , whereas λ min (C 2 ) = 0 since for any constant vector x we have C 2 x = 0.
3. Finally, we note that B is the matrix associated to the discretization of a second-order elliptic operator using P 1 (or P 2 ) finite elements in dimension two; it is symmetric positive definite since B is associated to the regularized bilinear formb(·, ·) defined in (18). The eigenvalues of B then satisfy:
and by using (20) and (21) we have
Thanks to (27) and (26) we get
with k 3 , k η positive constants independent of h and k η dependent on the regularization parameter η.
The proof is complete.
System (25) is nonsymmetric. Interchanging the first and second block columns of A leads to the symmetric indefinite system Proof. The matrix AQ in (29) is nonsingular. Indeed, since B is nonsingular it follows that Ker(C 1 ) ∩ Ker(B) = {0}. The nonsingularity of AQ is then a consequence of Lemma 1.1 in [6] . Since Q is obviously nonsingular, A must be nonsingular as well.
SOLUTION METHODS
In this section we describe some solution methods for the linear system (25). First we note that we have a choice between working with the original system (25), with the symmetric system (29), or with the nonsymmetric system
Although the symmetric formulation (29) would seem at first to be the most attractive, the singularity of the diagonal blocks C 1 and C 2 causes significant difficulties for both direct and preconditioned iterative methods applied to (29). Indeed, it is very difficult to find effective symmetric preconditioners for (29), which are necessary if one is to use symmetric solvers like SQMR or MINRES (the latter actually requires the preconditioner to be symmetric positive definite, which is even more problematic); see, e.g., [7] . We mention that all these equivalent formulations lead to ill-conditioned linear systems.
It turns out that a highly effective solution method is obtained by means of a preconditioned Schur complement approach, leading to a nonsymmetric system that can be solved by GMRES [8] in a constant number of iterations. For the description of this approach it is convenient to work with the nonsymmetric formulation (30), which we rewrite more explicitly as
In the following, we denote with M the coefficient matrix in (31). This system can be solved using GMRES with a suitable block preconditioner. Using the 'ideal' preconditioner
where S = B +C 1 B −1 C 2 is the Schur complement, results in a preconditioned matrix MP
−1 ideal
with minimum polynomial of degree 2 (see [9] ). This implies that GMRES preconditioned with P ideal converges in at most two steps. It is interesting to observe that although B −1 is completely dense, the Schur complement S, while not as sparse as B, is still quite sparse. However, explicitly forming S = B + C 1 B −1 C 2 is not recommended. Besides efficiency considerations, matrix S is very ill-conditioned and badly scaled, with entries that vary over many orders of magnitude, owing to the presence of many large entries in B −1 and in C 1 . Even with a state-of-the-art sparse LU factorization [10] , the LU factors of S contain a large number of nonzeros originating from the need to perform pivoting to maintain numerical stability. This suggests that one should avoid forming the Schur complement explicitly. Instead, we proceed as follows. Consider the block triangular preconditioner
We have
hence the spectrum of the preconditioned matrix consists of the eigenvalue λ = 1 (counted n times) plus the eigenvalues of the matrix SB
; a more detailed description of the spectrum of MP −1 tr is given in the next section. Note that using P tr as a preconditioner for GMRES applied to the system (31) necessitates the solution of two linear systems with coefficient matrix B at each iteration. Moreover, such an approach requires working with vectors of length 2n in each GMRES iteration. The following implementation instead only requires vectors of length n within GMRES: first we find the solution of the block lower triangular system
and then we recover the solution of (31) by solving the block upper triangular system
If a sparse Cholesky factorization of B is available, the latter system can be easily solved.
Since B represents a discrete elliptic operator in 2D, it can be factored very efficiently and with relatively low fill-in by a sparse Cholesky factorization like the one described in [10] . The solution of the linear system (34) is given by [b q ; y p ] where y p solves the reduced system
which can be written as
Solving the reduced system (36) with GMRES is equivalent to applying right-preconditioned GMRES to the Schur complement system
using B as the preconditioner. As shown below, this iteration converges at a rate independent of h. Clearly this requires solving two linear systems with coefficient matrix B at each step, just like GMRES preconditioned by P tr applied to the unreduced system (31). The advantage of the reduced system approach is that it requires only vectors of length n (rather than 2n) and this results in very substantial savings already for moderate n. Again, a sparse Cholesky factorization of B (computed once and for all at the outset) can be used to compute the action of B −1 on a vector. Summarizing, the algorithm (which we call P S tr ) is the following:
where the Matlab-like 'backslash' notation x = A\b denotes the solution of Ax = b. Furthermore, in gmres the coefficient matrix (B +C 1 B −1 C 2 )B −1 is not constructed explicitly. Instead its matrices are applied to a vector in sequence; B −1 is applied by using its Cholesky factors R and R T , computed in R = chol(B). In practice, the matrix B is first reordered using an approximate minimum degree (AMD) algorithm [11] before computing the Cholesky factor.
In addition to this 'reduced system' approach we also tested the use of GMRES on the whole system (31) with preconditioner P tr as well as with the following block preconditioners:
In P
AM G tr
, the approximation B of B is implicitly defined by replacing the 'exact' inversion of B by an algebraic multigrid (AMG) V-cycle. This method has been implemented using the recently developed AMG code described in [12] .
All these iterative methods have been compared with a sparse direct solver directly applied to the system (31). The sparse solver used is the one available as the 'backslash' operator in Matlab, see [10] .
SPECTRAL ANALYSIS
In this section we study the spectral properties of the preconditioned Schur complement matrix
, which determine to a large extent the convergence behavior of GMRES with the preconditioners P S tr and P tr . We begin with a simple lemma. 
We are thus left to show that the largest eigenvalues of
An eigenvalue λ of the former matrix satisfies with w = B −1/2 z. Let w h be the unique element in V h such that its nodal values are the components w i of the vector w, i.e. w h (x) = i w i φ i (x), then
withk positive constant and k η coercivity constant defined in (21). By using the definition of C 1 and standard trace inequalities we get
that is
with k(η) positive constant dependent only on η.
We proceed in a similar manner for the eigenvalues λ of B −1/2 C 2 B −1/2 . Setting w = B −1/2 z and thanks to (17) we can write
with κ constant independent of η and h. This completes the proof of the result.
In Table I we report the maximum eigenvalue of the matrices Numer. Linear Algebra Appl. 2000; 00:1-18 Prepared using nlaauth.cls which holds for any two matrices A and B for which the product AB is well-defined, we obtain the following corollary. The sparsity structure of C 1 and C 2 is such that C 1 C 2 = 0. This is because C 1 is nonzero only on the boundary of ω whereas C 2 is nonzero only on the nodes corresponding to the experimental measurements of the wind velocity V i . These nodes are inside the domain ω and and far from the boundary, thus yielding C 1 C 2 = 0. This leads to significant cancellation in the product
, and it turns out that the rank of
is actually much less than r = min{r 1 , r 2 } for n sufficiently large. Hence, almost all the eigenvalues of SB −1 are equal to 1. The remaining ones are confined in a finite interval (independent of h and bounded below by 1), and their number grows slowly with the number n of degrees of freedom; see Table II . 
Note that system (29) can be regarded as a (regularized) saddle point problem. The constraint preconditioner is obtained approximating the low-rank matrix C 1 with the zero matrix; see, e.g., [13, Section 10.2] .
NUMERICAL RESULTS
In this section we report on a few numerical experiments aimed at assessing the performance of the solvers discussed in the previous sections. All the numerical experiments have been performed in Matlab 7.5.0 (R2007b) on an iMAC 2.66GHz Intel Core 2 Duo, 2 GB 800MHz DDR2 SDRAM -2 × 1GB.
We deal with a square domain ω = [0, 6] × [0, 6] (Kms.) and four experimental values of the wind velocity at points (1., 1.), (5., 1.), (5., 5.), (1., 5.). By using the code FreeFEM, unstructured meshes T h have been built through a Delaunay-Voronoi triangulation algorithm with V h the associated space of P 2 finite elements (see Fig. 1 We have compared the preconditioners P tr , P S tr , P
AM G tr
and P d with the sparse direct solver ('backslash') in Matlab. For the latter method we apply a symmetric AMD reordering to the diagonal blocks B prior to solving the system, as this was found to improve performance relative to other orderings (or to no reordering at all). The stopping criterion used was as follows:
where · ∞ denotes the infinity norm of a matrix, and tol is chosen so that the relative error in the computed approximation x k satisfies
Here the 'exact' solution x * is the one computed by the direct method. The resulting values of tol where tol = 10 −10 for P tr , tol = 10 −9 for P S tr , and tol = 10 −12 for P
. These small values of tol reflect the ill-conditioning of the linear systems under consideration.
In Table III we report GMRES iteration counts (in parentheses) and CPU times for a sequence of problems of increasing size. We do not include the results for the block diagonal preconditioner P d because it was found to require about twice the number of iterations (and CPU time) as the block triangular one.
It is clear from the results in Table III that the iterative solvers all exhibit h-independent convergence rates. The preconditioners P tr and P S tr are mathematically equivalent; the small difference in the iteration counts for the four smallest problems is likely due to implementation details and round-off effects. Note, however, the striking difference in CPU time due to the use of vectors of half the size with the Schur complement reduction approach. In terms of CPU time, the direct solver is best only for problem sizes up to 23878, whereas P S tr is the winner for all the remaining problems. For the underlying application, 2n = 592490 is a realistic problem size, therefore P S tr is the method of choice, requiring only half the time as its closest competitor. We also note that the 'optimal' AMG-based preconditioner P
is actually not competitive due to the high cost of each preconditioned iteration compared with the (suboptimal!) Cholesky-based preconditioners. We tried using different variants of this approach with different convergence tolerances but the performance of this preconditioner was also significantly inferior, in terms of CPU time, to that of P S tr . An attempt was also made to replace the Cholesky factorization with an AMG inner iteration in the solution of the Schur complement system, but the results were not good.
Set-up times were found to be very small both for the Cholesky-based preconditioners and for the AMG-based one, accounting in all cases for a negligible fraction of total solution time. Next, we assess the robustness of the P S tr solver with respect to the regularization parameter η. In Table IV we display the minimum eigenvalue of B, the maximum eigenvalue of
, and the number of iterations required by GMRES preconditioned with P S tr for different values of η. The number of degrees of freedom is fixed (2n = 8968). The results show that P S tr is essentially insensitive to the value of η. A further advantage of the Schur complement approach over the direct solver applied to the unreduced system is that it only requires the factorization of B. The matrices C 1 , C 2 enter the computation only in the form of matrix-vector products. Hence, if in the course of the simulation some of the entries of either C 1 or C 2 change, no additional computations are needed for the Schur complement preconditioner. In contrast, with the direct solver the entire LU factorization of A must be computed anew, at a significant cost. We note that changes in C 1 occur whenever the locations x i of the wind measurements change.
Finally, we have performed a few experiments with an augmented variant of GMRES. Augmented GMRES [14] is known to significantly improve the performance of GMRES when convergence delay is due to the presence of a separated group of eigenvalues. If available, good approximate eigenvectors may be injected in the approximation space so as to spare GMRES their dynamic approximation, resulting in the mitigation of a possible stagnation phase. The process can also be applied in a restarting setting, although we have not exploited this possibility here. Our spectral analysis in Corollary 6.3 shows that the coefficient matrix of the reduced system (35) has indeed a group of eigenvalues well separated from the rest of the spectrum, which GMRES takes a few iterations to 'spot' (see the near-stagnation phase in the solid curve of Figure 2 ). Whenever a group of (approximate) relevant eigenvectors is available from the problem, the use of the Augmented method may be highly beneficial. This is reported in the case 2n = 2266 in Figure 2 , where the dash-dotted line shows the convergence curve of the Augmented strategy when the exact eigenvectors corresponding to the 10 largest eigenvalues are included in the approximation space. The dashed line shows the convergence curve when the eigenvectors corresponding to 10 out of the 20 largest eigenvalues are included (those with odd index). Clearly, the inclusion of some of the largest 20 eigenvectors practically eliminates the plateau phase (dashed curve), whereas the inclusion of only the largest ten (which span a much smaller real interval) requires GMRES to capture more eigenvectors before the asymptotic linear behavior takes place. Note however that in this latter case, few eigenvectors are sufficient to initially drastically decrease the residual norm. eigenvectors corresponding to the largest 10 odd indexed eigenvalues are included.
CONCLUSIONS
We have investigated the solution of large linear systems with block 2-by-2 structure resulting from finite element discretizations of coupled systems of elliptic PDEs arising from a class of optimal control problems. We have shown that a combination of Schur complement reduction, GMRES and suitable preconditioning leads to h-independent convergence rates and is superior, in terms of CPU time, to several other approaches including a state-of-the-art sparse direct solver. The convergence of the iterative solver was also found to be independent of the choice of the regularization parameter. In particular, the fact that the reduced system approach works on vectors of length n (rather than 2n) was found to result in very substantial savings in terms of CPU times over the other methods tested. While the original control problem considered in this paper is rather special, it is possible that the methods and results of this paper will find application to similarly structured problems arising in other areas of scientific computing. Indeed, in many optimal control problems governed by partial differential equations the use of the adjoint state method leads to large, sparse systems of linear equations with the same 2-by-2 block structure as (31); see, e.g., [4] . Moreover, if the control is on the boundary some of the matrices involved will have similar properties to those considered here.
