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Abstract
In this paper we derived a variational principle for the specific entropy on the
context of symbolic dynamics of compact metric space alphabets and use this result
to obtain the uniqueness of the equilibrium states associated to a Walters potential.
1 Introduction
Let N be the set of positive integers, A a finite alphabet, Ω ≡ AN the product space
equipped with its usual distance dΩ, product topology and the sigma-algebra generated
by the open sets. The dynamics in this paper is given by σ : Ω → Ω, the left shift
mapping. In this setting an equilibrium state for a continuous potential f : Ω→ R is an
element of Mσ(Ω), the set of all shift-invariant Borel probability measures, solving the
following variational problem
sup
µ∈Mσ(Ω)
{H(µ) +
∫
Ω
f dµ}, (1)
where H(µ) is the Kolmogorov-Sinai entropy of µ. This variational principle was in-
troduced by Ruelle [Rue67] in the context of Statistical Mechanics and later Walters
[Wal75] considered this problem in the Ergodic Theory setting. This classical problem
still is a central one in Ergodic Theory/Thermodynamic Formalism and the complete
classification of all continuous potentials for which the problem (1) has a unique solution
remains open.
One of the goals of this paper is to establish the uniqueness of the equilibrium states
for Hölder and Walters potentials (see Definition 5 for the former) in a more general
setting, where the alphabet A is a general compact metric space, thus including cases
where A is uncountable. We shall remark that this uniqueness result is well-known in
the context of finite alphabets, see [Wal01, Bal00, PP90] and references therein. The
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first step towards this uniqueness result on general compact metric space alphabets was
given in [LMMS15]. They proved that any probability measure µ satisfying L ∗
f¯
µ = µ
(see Section 3) is a solution to the variational problem and also that the set of such
probability measures is a singleton. In the finite-alphabet case this implies, by a result
in [PP90], the uniqueness of the equilibrium states. But it is not evident that the results
from [PP90] can be applied in cases where A is a general compact metric space. The main
idea presented here to solve this problem is to use the Ruelle operator and DLR-Gibbs
measures theory, suitably adapted for the one-dimensional one-sided lattice.
In what follows we recall how the Ruelle operator associated to a Hölder potential
and the equilibrium states are linked, in the finite-alphabet context. Next we move the
discussion to more general settings.
For each 0 < α < 1, we denote by Cα(Ω) ≡ Cα(Ω,R) the space of all real valued
α-Hölder continuous functions which is defined as usual by{
f : Ω→ R : Holα(f) ≡ sup
x 6=y
|f(x)− f(y)|
(dΩ(x, y))α
<∞
}
.
When the potential f has nice regularity properties such as α-Hölder continuity,
equilibrium states and fine properties of them can be obtained by using the Ruelle transfer
operator Lf , which is defined for each continuous function ϕ by the following expression
Lf (ϕ)(x) =
∑
a∈A
exp(f(ax))ϕ(ax), where ax ≡ (a, x1, x2, . . .).
If f is an α-Hölder continuous function then the Ruelle-Perron-Frobenius theorem
ensures, among other things, that λf , the spectral radius of Lf acting on C
α(Ω), is
a positive maximal isolated eigenvalue and associated to it we have a strictly positive
eigenfunction hf . Moreover, there is a Borel probability measure νf on Ω, such that
L ∗f νf = λfνf , where L
∗
f is the Banach transpose of Lf : C(Ω) → C(Ω), and C(Ω) ≡
C(Ω,R) is the space of all real continuous function from Ω. In this case there is a unique
equilibrium state for f and it is given, up to a normalization, by the probability measure
µf ≡ hfνf , see [Bal00, PP90, Rue68]. Besides solving the variational problem the spectral
data of the Ruelle operator can also be used to obtain a variational formulation of the
Kolmogorov-Sinai entropy of µf as follows
H(µf ) = log |A|+ inf
g∈Cα(Ω)
{−
∫
Ω
g dµf + log λg},
see [LMMS15]. If f ≡ 0, then H(µf ) = log |A| and therefore when the number of symbols
in our alphabet goes to infinity, i.e., |A| → ∞, the Kolmogorov-Sinai entropy of µf will
be infinity.
To handle the case of infinite alphabets, a new definition for entropy of a Gibbs
measure associated to a Hölder potential is proposed in [LMMS15]. To circumvent the
pointed-out problem with Kolmogorov-Sinai entropy, the authors considered an a priori
Borel probability measure p on A having full support, and next a p-dependent concept
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of entropy is given. It takes non-positive values and attain its supremum in the product
measure
∏
i∈N dp. The introduction of an a priori measure is also a standard procedure,
in Equilibrium Statistical Mechanics, when dealing with continuous spin systems, see
[vEFS93, Geo11]. However, in [LMMS15] no mention to a possible relation between
these two approaches is made. In [GKLM18] the authors develop an abstract theory
of Thermodynamic Formalism, where entropy is defined as a kind of Legendre-Fenchel
dual of the topological pressure. It worth to mention that similar results are well-known
in the context of Statistical Mechanics, see for example [Isr79]. Here we show that the
specific entropy coincides with the one introduced in [LMMS15] and it can be extended
to the classical Legendre-Fenchel transform of the topological pressure, thus providing a
concrete representation (as a Thermodynamic Limit) of this function in cases where the
alphabet A is a general compact metric space. Furthermore, we obtain (Theorem 1) a
version of the important identity (15.32) of [Geo11]
lim
n→∞
1
|Λn|
HΛn(µ|ν) = P (Φ) + 〈µ, P 〉 − h
s(µ)
in the context of symbolic dynamics for potentials in the Walters class, see Definition 7.
We also show that the entropy defined in [LMMS15] is equal to the specific entropy (or
mean entropy or entropy rate) commonly used in Statistical Mechanics (see [Geo11]) and
as by-product a variational formulation for the specific entropy is derived. Afterwards,
these results are applied to prove uniqueness of equilibrium states for potentials in Walters
class, when A is a general compact metric alphabet.
We should mention that our results about the uniqueness of the equilibrium states
for potentials in Walters space can not be deduced from the recent results in [GKLM18].
The first reason is related to the finite-to-one map hypothesis imposed there, which is
broken when the alphabet is infinite. The second reason is that the Ruelle operator
associated to a Walters potential does not have, in general, the spectral gap property, see
[CS16]. In such cases the arguments given in [GKLM18] can not be used. Although the
references [CL16, CS16, LMMS15] already considered compact alphabets and equilibrium
states in such context, the uniqueness results discussed in these papers concern to the
eigenmeasures of the Banach transpose of the Ruelle operator. As mentioned earlier, in
the finite-alphabet case, the uniqueness of the eigenmeasures implies the uniqueness of
the equilibrium states for Hölder and Walters potentials. For general compact metric
alphabets more work is required. The additional results needed to prove the uniqueness
of the equilibrium states are obtained in Section 3.
In [CL16, CS16, LMMS15] a concept of entropy is considered in the context of com-
pact metric alphabets. It is defined by a variational principle, but it was not recognized
as the negative of the Legendre-Fenchel transform of the pressure functional. Here we
obtain as a byproduct of the proof of Theorem 3: the entropy considered in these works
is actually the negative of the Legendre-Fenchel dual of the pressure functional and,
moreover, is equal to the specific entropy. This equality, the content of Theorem 3,
has a further consequence due to Proposition 15.14 in [Geo11] which reads: the entropy
considered in these works is an affine function, when restricted to the subspace of shift-
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invariant Borel probability measures. Although this was a known result for dynamical
systems with finite topological entropy, it is new for uncountable alphabets.
2 Specific Entropy
In this section we recall the definition and basic properties of the specific entropy,
the exposition follows closely the reference [Geo11].
From now on A is a compact metric space and F denotes the sigma-algebra of Ω
generated by the open sets. Let µ, ν be two probability measures on the measurable
space (Ω,F ). The negative of the relative entropy of µ with respect to ν on the sub-
sigma-algebra A , notation HA (µ|ν), is the extended real number
HA (µ|ν) ≡


∫
Ω
dµ|A
dν|A
log
(
dµ|A
dν|A
)
dν, if µ≪ ν on A ;
∞, otherwise.
For each finite Λ ⊂ N consider the projection piΛ : Ω→ A
Λ given by piΛ(x) = (xi)i∈Λ.
We denote by FΛ the sigma-algebra generated by the projections {piΓ : Γ ⊂ Λ} and we
define the relative entropy of µ with respect to ν in FΛ by HΛ (µ|ν) ≡ HFΛ (µ|ν) .
Fix an a priori probability measure p on A. For each probability measure µ on Ω
and a finite volume Λ ⊂ N, the relative entropy of µ in Λ, with respect to p, is defined
by HΛ(µ) ≡ −HΛ(µ
∣∣ ∏
i∈N p). If Λn ≡ {1, . . . , n} and µ ∈ Mσ(Ω), is shown in [Geo11]
that the following limit
h
s(µ) = lim
n→∞
HΛn(µ)
n
always exists in [−∞, 0] and hs(µ) is called the specific entropy per site of µ relative to
the a priori probability measure p. The specific entropy hs is always a concave and upper
semicontinuous function. Since hs(
∏
i∈N p) = 0, for any choice p, h
s is not identically
constant equal to −∞. An extreme case occurs when p is a Dirac measure concentrated
on an arbitrary point of A. In this case the product measure
∏
i∈N p is the only σ-
invariant probability measure for which this function take finite values. For the proof of
these properties and more details on specific entropy, see [Geo11].
3 Main Results
In this section we obtain a variational formulation for the specific entropy and also
prove the uniqueness of equilibrium states for a large class of potentials. For the sake of
simplicity, we present the argument for Hölder potentials and point out, in last section,
what are the needed changes to prove the theorem in more general cases.
Let (A, dA) be an arbitrary compact metric space and consider the symbolic space
Ω = AN equipped with a metric dΩ which induces the product topology. For example,
dΩ(x, y) ≡
∑∞
n=1 2
−ndA(xn, yn)/(1 + dA(xn, yn)).
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Given an a priori measure p on A and an α-Hölder continuous potential f we define
the Ruelle operator Lf : C
α(Ω) → Cα(Ω) as being the linear operator sending ϕ to
Lf (ϕ), which is given by the following expression
Lf (ϕ)(x) =
∫
A
exp(f(ax))ϕ(ax) dp(a), where ax ≡ (a, x1, x2, . . .).
A potential f is said to be normalized if Lf (1)(x) = 1 for all x ∈ Ω. By using
the generalization of Ruelle-Perron-Frobenius theorem provided in [LMMS15] we can
associate to any Hölder potential f a cohomologous normalized potential f¯ given by
f¯ = f + log hf − log(hf ◦ σ)− log λf , (2)
where λf is a maximal eigenvalue of Lf and hf is a strictly positive α-Hölder eigen-
function associated λf . The authors also proved that G
∗(f¯) ≡ {ν ∈ M1(Ω) : L
∗
f¯
ν = ν}
is a singleton and contained in Mσ(Ω). This measure is called here the Gibbs measure
associated to the potential f .
Now we consider the following family of probability kernels (γn)n≥1, where for each
n ≥ 1 the kernel γn : F × Ω → [0, 1] is given by γn(A|y) ≡ L
n
f (1A)(σ
n(y)), where
f ∈ Cα(Ω) is a normalized potential. For any probability measure ν, on Ω, and y ∈ Ω
we define a probability measure νγn(·|y) ≡
∫
Ω γn(·|y) dν(y). We remark that if ν is such
that L ∗f ν = ν then for any A ∈ F and y ∈ Ω we have
νγn(A|y) =
∫
Ω
L
n
f (1A) ◦ σ
n(y) dν(y) =
∫
Ω
L
n
f (1A)(y) dν(y)
=
∫
Ω
1A(y) d[(L
∗
f )
nν](y) = ν(A).
Our next theorem is inspired by Theorem 15.30 of [Geo11]. The hypotheses there
are not fully satisfied in our setting. Firstly, here we are working on one-dimensional
one-sided lattice. Secondly, the family of kernels considered here is not defined by a
uniformly summable translation invariant interaction. The main difference of our proof
is the use of duality properties of the Ruelle operator.
Theorem 1. Let p be an a priori probability measure on A having full support and
f ∈ Cα(Ω). Then for each µ ∈ Mσ(Ω) and ν ∈ G
∗(f¯), the following limit exists
lim
n→∞
1
n
HΛn(µ|ν) ≡ h(µ|ν) = log λf −
∫
Ω
f dµ− hs(µ).
Proof. If for some n ∈ N, we have HΛn(µ|ν) = +∞, then HΛn(µ|νγn(·|y)) = +∞ and
therefore HΛn(µ|γn(·|y)) = +∞, so µ|FΛn is not absolutely continuous with respect to
γn(·|y)|FΛn . Since f is bounded, it follows from the definition of γn(·|y) that µ|FΛn is not
absolutely continuous with respect to p|FΛn . Since the relative entropy is an increasing
function of FΛn we have HΛj (µ|γj(·|y)) = +∞, ∀ j ≥ n and also h
s(µ) = −∞, which
proves the theorem in this case. Therefore we can assume HΛn(µ|γn(·|y)) < +∞, for
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all n ∈ N. To lighten the notation we write dp ≡
∏
i∈N dp to denote the product
measure. Let f¯ a normalized potential cohomologous to f and γn(A|y) ≡ L
n
f¯
(1A)(σ
n(y)).
If HΛn(µ|γn(·|y)) is finite for all n ≥ 1 then
HΛn(µ|γn(·|y)) =
∫
Ω
dµ|FΛn
dγn(·|y)|FΛn
log
dµ|FΛn
dγn(·|y)|FΛn
dγn(·|y)
= L n
f¯
(
dµ|FΛn
dγn(·|y)|FΛn
log
dµ|FΛn
dγn(·|y)|FΛn
)
(σn(y))
=
∫
Ω
exp(Sn(f¯))
dµ|FΛn
dγn(·|y)|FΛn
log
dµ|FΛn
dγn(·|y)|FΛn
∏
i∈Λn
dp×
∏
i∈Λcn
dδyi
=
∫
Ω
dγn(·|y)|FΛn
dp|FΛn
dµ|FΛn
dγn(·|y)|FΛn
log
dµ|FΛn
dγn(·|y)|FΛn
∏
i∈Λn
dp×
∏
i∈Λcn
dδyi .
=
∫
Ω
dµ|FΛn
dp|FΛn
log
dµ|FΛn
dγn(·|y)|FΛn
∏
i∈Λn
dp ×
∏
i∈Λcn
dδyi ,
where Sn(f¯) ≡ f¯ + f¯ ◦ σ + . . .+ f¯ ◦ σ
n−1. Since the above integrand is FΛn-measurable
we get
HΛn(µ|γn(·|y)) =
∫
Ω
dµ|FΛn
dp|FΛn
log
dµ|FΛn
dγn(·|y)|FΛn
dp.
From the properties of the Radon-Nikodym derivative follows that
HΛn(µ|γn(·|y)) =
∫
Ω
dµ|FΛn
dp|FΛn
log
(
dµ|FΛn
dγn(·|y)|FΛn
dγn(·|y)|FΛn
dp|FΛn
)
dp
−
∫
Ω
dµ|FΛn
dp|FΛn
log
dγn(·|y)|FΛn
dp|FΛn
dp
=
∫
Ω
dµ|FΛn
dp|FΛn
log
dµ|FΛn
dp|FΛn
dp −
∫
Ω
Sn(f¯)(xΛnyΛcn)dµ(x)
= −HΛn(µ)−
∫
Ω
Sn(f¯)(xΛnyΛcn)dµ(x),
where (xΛyΛc)i = xi, if i ∈ Λ and (xΛyΛc)i = yi, otherwise.
Note that ∫
Ω
f¯ dµ = lim
n→∞
1
n
∫
Ω
Sn(f¯)(xΛnyΛcn) dµ(x). (3)
Indeed, for all n ≥ 1, we have |Sn(f¯)(xΛnyΛcn) − Sn(f¯)(x)| ≤
∑n
j=0 2
−αjHolα(f¯). From
this observation and the σ-invariance of µ the claim follows.
Recall that for any µ ∈ Mσ(Ω) we have HΛn(µ)/n → h
s(µ), when n → ∞. This
convergence together with (3) implies the existence of the following limit
lim
n→∞
HΛn(µ|γn(·|y))
n
= −hs(µ)−
∫
Ω
f¯ dµ = log λf − h
s(µ)−
∫
Ω
f dµ,
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where in the last equality we used that µ ∈ Mσ(Ω) and the expression (2).
To finish the proof we only need to show that n−1HΛn(µ|γn(·|y)) → h(µ|ν), when
n→∞, for any choice of y ∈ Ω.
HΛn(µ|ν) = HΛn(µ|νγn(·|y))
=
∫
Ω
dµ|FΛn
d[νγn(·|y)|FΛn ]
log
dµ|FΛn
d[νγn(·|y)|FΛn ]
d[νγn(·|y)]
=
∫
Ω
dµ|FΛn
dp|FΛn
(
d[νγn(·|y)|FΛn ]
dp|FΛn
)−1
log
dµ|FΛn
d[νγn(·|y)|FΛn ]
d[νγn(·|y)]
=
∫
Ω
log
dµ|FΛn
d[νγn(·|y)|FΛn ]
d[γn(·|y)|FΛn ]
dp|FΛn
dµ−
∫
Ω
log
d[γn(·|y)|FΛn ]
dp|FΛn
dµ
=
∫
Ω
log
dµ|FΛn
d[γn(·|y)|FΛn ]
dµ+
∫
Ω
log
d[γn(·|y)|FΛn ]
dp|FΛn
(
d[νγn(·|y)|FΛn ]
dp|FΛn
)−1
dµ
= HΛn(µ|γn(·|y))
+
∫
Ω
[
Sn(f)(xΛnyΛcn)− log
∫
Ω
exp(Sn(f)(xΛnzΛcn)) dν(z)
]
dµ(x) (4)
= HΛn(µ|γn(·|y)) + o(n),
where the last expression follows from (3) together with the inequality | log
∫
Ω exp(ϕ)dµ−
log
∫
Ω exp(ψ)dµ| ≤ ‖ϕ− ψ‖∞. 
Corollary 1. For all f ∈ Cα(Ω) and µ ∈ Mσ(Ω) we have h(µ|µf¯ ) ≥ 0.
We now present the entropy considered in [LMMS15] and then we prove that it
coincides with the specific entropy on the set of all Borel shift-invariant probability
measures.
Definition 2. Given a Borel probability measure µ on Ω, we define its entropy as follows
h
v(µ) ≡ hv,p(µ) ≡ inf
g∈Cα(Ω)
{
−
∫
Ω
g dµ+ log λg
}
,
where λg is the maximal eigenvalue of Lg.
Theorem 3. For all µ ∈ Mσ(Ω) we have h
s(µ) = hv(µ).
Proof. Given µ ∈ Mσ(Ω) it follows from Corollary 1 that h
s(µ) ≤ log λg −
∫
Ω g dµ, for
all g ∈ Cα(Ω). Therefore hs(µ) ≤ hv(µ).
The remainder of the proof is by contradiction. For the sake of simplicity, we will
work on Ms(Ω), the topological vector space of all finite Borel signed measures endowed
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with the weak-∗ topology, and with extensions hs, hv : Ms(Ω) → [−∞, 0] of h
s and hv,
respectively, given by
h
s(µ) =
{
h
s(µ), if µ ∈ Mσ(Ω)
−∞, otherwise.
h
v(µ) =
{
h
v(µ), if µ ∈ Mσ(Ω)
−∞, otherwise.
We split the proof in two separate cases.
Case 1. Suppose that there is ν ∈ Ms(Ω) such that −h
v(ν) < −hs(ν) < +∞. Since
the negative of the extension of the specific entropy −hs : Ms(Ω) → [0,+∞] is convex,
lower semicontinuous and bounded from below, we have that its epigraph epi(−hs) ≡
{(µ, t) ∈ Mσ(Ω) × R : −h
s(µ) ≤ t} is a convex closed subset of Ms(Ω) × R. By
assumption we have (ν,−hv(ν)) /∈ epi(−hs). Therefore, there are c ∈ R and a continuous
linear functional F : Ms(Ω) × R → R, such that for all (µ, t) ∈ epi(−h
s) we have
F (ν,−hv(ν)) < c < F ((µ, t)). Since Ms(Ω) endowed with the weak-∗ topology, the
functional F can be represented as follows F ((µ, t)) =
∫
Ω ϕdµ + at, for some ϕ ∈ C(Ω)
and a ∈ R. From the previous inequality follows that∫
Ω
ϕdν − ahv(ν) < c <
∫
Ω
ϕdµ + at, for all (µ, t) ∈ epi(−hs)
Since Mσ(Ω) is compact, and C
α(Ω) is dense in C(Ω), with respect to the uniform norm,
up to small change in c we can assume that ϕ in above inequality is a Hölder continuous
function. From this inequality it is easy to deduce that a > 0. Without loss of generality
we can assume that a = 1. From Corollary 1, definition of epi(−hs), the above inequality,
and Theorem 3 of [LMMS15] we have
log λ(−ϕ) = sup
µ∈Mσ(Ω)
{
∫
Ω
(−ϕ) dµ + hs(µ)} ≤ −c <
∫
Ω
(−ϕ) dν + hv(ν) ≤ log λ(−ϕ)
which is a contradiction. Therefore, for all µ ∈ Mσ(Ω) such that h
s(µ) > −∞ we have
h
s(ν) = hv(ν).
Case 2. Now we have to prove that for all µ ∈ Mσ(Ω) such that −h
s(µ) = +∞, we have
−hv(µ) = +∞. The idea is to prove that we can reduce this to the previous case. Suppose
that for some ν ∈ Mσ(Ω) we have −h
v(ν) < hs(ν) = +∞. Since −hs is a convex and
lower semicontinuous function from Ms(Ω) to [0,+∞], then it is pointwise supremum of
a family F of continuous affine functions from Ms(Ω) to R, see Proposition 3.1 of [ET76].
A generic member of F is a function of the type µ 7−→ ξ(µ) +C, where ξ ∈ Ms(Ω)
∗ and
as observed before can be represented as µ 7−→
∫
Ω g dµ + C, for some g ∈ C(Ω). Let
D denote the family of all affine functions of the form Ms(Ω) ∋ µ 7−→
∫
Ω g dµ − log λg,
with g varying in Cα(Ω). Since for all µ ∈ Ms(Ω), we have h
s(µ) ≤ hv(µ) then we can
assume that D ( F. Given M > −hv(ν) there is F ∈ F \D such that F (ν) > M . On
the other hand, we have hs(
∏
i∈N p) = 0 so F (
∏
i∈N p) ≤ 0. Without loss of generality
we can assume that the last inequality is strict, and for all µ ∈ Ms(Ω), we have F (µ) =∫
Ω ϕdµ + at, for some ϕ ∈ C
α(Ω) and a ∈ R. Note that F is everywhere less than −hs
and separates epi(−hs) from (ν,−hv(ν)). Therefore a 6= 0 and the proof is finished by
proceeding as in Case 1. 
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Theorem 4. If f ∈ Cα(Ω) then h(µ|µf¯ ) = 0 if and only if µ ∈ G
∗(f¯). In particular, the
set of the equilibrium states for f is a singleton.
Proof. If f ∈ Cα(Ω) then G∗(f¯) is a singleton, see [LMMS15], and so h(µ|µf¯ ) = 0.
Conversely, suppose that µ ∈ Mσ(Ω) is such that h(µ|µf¯ ) = 0. To prove that
µ ∈ G∗(f¯) it is enough to show that for each fixed n0 ∈ N we have µγn0 = µ, see reference
[CL16] Definition 4 and remark b) below it, and Theorem 2. Since we are assuming that
h(µ|µf¯ ) = 0, and we know that Λ 7→ HΛ(µ|µf¯ ) is a non-decreasing function (see [Geo11,
p. 310]) it follows that HΛ(µ|µf¯ ) <∞, for any finite Λ ⊂ N.
As a warm-up, let us first prove the theorem in the case sup{HΛn(µ|µf¯ ) : n ∈ N} <
+∞. Under this assumption we have HΛn(µ|µf¯ ) < +∞, for all n ∈ N, and so there
exists the Radon-Nikodym derivative
ϕn ≡
dµ|FΛn
dµf¯ |FΛn
. (5)
Recall that ϕn ≥ 0 and FΛn-measurable. It is a simple matter to check that (ϕn)n∈N
is a martingale relative to µf¯ . Indeed, since FΛn defines an increasing filtration, for
every m > n we have ϕn = µf¯ (ϕm|FΛn) µf¯ -a.s. due to uniqueness of Radon-Nikodym
derivative.
We will show that this martingale converges in L1(µf¯ )-norm to some F -measurable
function ϕ ≥ 0. To do this it is enough to prove that this sequence is uniformly µf¯ -
integrable. Indeed, for any K > 1 we have∫
Ω
ϕn1{ϕn≥K} dµf¯ ≤
1
logK
∫
Ω
[ϕn logϕn] 1{ϕn≥K} dµf¯
<
1
logK
∫
Ω
[1 + ϕn logϕn] 1{ϕn≥K} dµf¯
≤
1
logK
(1 + sup{HΛn(µ|µf¯ ) : n ∈ N}),
where in the last inequality we used that 1 + x log x ≥ 0, for all x ≥ 0. From these
estimates and the assumption that sup{HΛn(µ|µf¯ ) : n ∈ N} < +∞, we have that
(ϕn)n∈N is a uniformly integrable martingale and thereby convergent in L
1(µf¯ ). Therefore
there exists ϕ ∈ L1(µf¯ ) such that limn→∞
∫
Ω |ϕn − ϕ| dµf¯ = 0. Of course, ϕ = dµ/dµf¯ .
Proposition 3 of [LMMS15] ensures that µf¯ is ergodic. Since µ is a shift invariant
probability measure and µ≪ µf¯ it follows from a classical result in Ergodic Theory that
µ = µf¯ and the theorem is proved in this case.
Now we go back to the general case. We shall prove that for any fixed n0 ∈ N, we
have µγn0 = µ. We split this proof in three steps.
Step 1. For each δ > 0 and each n1 > n0, there is n2 ∈ N such that n0 < n1 < n2
and
HΛn2
(µ|µf¯ )−HΛn2\Λn1 (µ|µf¯ ) ≤ δ, (6)
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where HΛ0(µ|µf¯ ) ≡ 0. Indeed, let m1 ∈ N be such that if n ≥ max{n1,m1}, then
n−1HΛn(µ|µf¯ ) ≤ δ/n1. By taking m2 = ⌈max{n1,m1}/n1⌉ we get
1
m2
m2∑
k=1
(HΛkn1 (µ|µf¯ )−HΛ(k−1)n1 (µ|µf¯ )) ≤
1
m2
HΛm2n1
(µ|µf¯ ) < δ.
Therefore there is some n2 > n1 such that HΛn2 (µ|µf¯ ) − HΛn2−n1 (µ|µf¯ ) ≤ δ. Since
µ, µf ∈ Mσ(Ω) it follows that HΛn2−n1 (µ|µf¯ ) = HΛn2\Λn1 (µ|µf¯ ) and so the statement
in step 1 is proved.
Step 2. Let ϕn2 be the function defined as in (5). Given ε > 0 there exists δ > 0
such that ∫
Ω
∣∣∣∣∣ϕn2 −
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
∣∣∣∣∣ dµf¯ < ε
whenever n1 < n2 and HΛn2 (µ|µf¯ ) −HΛn2\Λn1 (µ|µf¯ ) < δ. In fact, if n1 and n2 are two
positive integers satisfying n1 < n2. Then we have
ϕn2 = 0 µf¯ − a.s. on the set
{
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
= 0
}
because the last Radon-Nikodym derivative is equal to µf¯ (ϕn2 |FΛn2\Λn1 ). Consider the
function ψ : [0,∞) → R, given by ψ(x) = 1− x+ x log x. For some 0 < r <∞, we have
the following inequality |1− x| ≤ rψ(x) + ε/2, for all x ≥ 0. Therefore,∫
Ω
∣∣∣∣∣ϕn2 −
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
∣∣∣∣∣ dµf¯
=
∫
Ω
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
∣∣∣∣∣∣1− ϕn2
(
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
)−1∣∣∣∣∣∣ dµf¯
≤ r
∫
Ω
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
ψ

ϕn2
(
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
)−1 dµf¯ + ε2
= r
∫
Ω
ϕn2 log

ϕn2
(
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
)−1 dµf¯ + ε2
= r(HΛn2 (µ|µf¯ )−HΛn2\Λn1 (µ|µf¯ )) +
ε
2
.
By taking δ = ε/2r the step 2 statement is proved.
Step 3. To prove that µγn0 = µ we fix a local function φ (a bounded FΛn-measurable
function for some n ∈ N) and ε > 0. Since f¯ is a Hölder potential it follows from Theorem
3 of [CL16] that the family of probability kernels (γn)n≥1 is quasilocal. Therefore there
exists a local FΛcn0
-measurable function φ˜ such that
sup
y∈Ω
∣∣∣∣φ˜(y)−
∫
Ω
φ(x)dγn0(x|y)
∣∣∣∣ < ε.
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Let n1 > n0 be such that φ is FΛn1 -measurable and φ˜ is FΛn1\Λn0 -measurable. Choose
δ in terms of ε as in Step 2, and define n2 in terms of n1 and δ as in Step 1. Then we
have∣∣∣∣
∫
Ω
φdµγn0 −
∫
Ω
φdµ
∣∣∣∣ ≤
∫
Ω
∣∣∣∣
∫
Ω
φ(x)dγn0(x|y)− φ˜(y)
∣∣∣∣ dµ(y)
+
∣∣∣∣∣
∫
Ω
φ˜ dµ −
∫
Ω
φ˜
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
dµf¯
∣∣∣∣∣
+
∫
Ω
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
(y)
∣∣∣∣
∫
Ω
φ(x)dγn0(x|y)− φ˜(y)
∣∣∣∣ dµf¯ (y)
+
∣∣∣∣∣
∫
Ω
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
(y)
(∫
Ω
φ(x)dγn0(x|y)− φ(y)
)
dµf¯ (y)
∣∣∣∣∣
+ ‖φ‖∞
∫
Ω
∣∣∣∣∣ϕn2 −
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
∣∣∣∣∣ dµf¯
+
∣∣∣∣
∫
Ω
ϕn2φdµf¯ −
∫
Ω
φdµ
∣∣∣∣ .
Since φ˜ is FΛn2\Λn1 -measurable and φ is FΛn2 -measurable, the second and last terms on
rhs above are zero. Due to the choice of φ˜, the first and third terms are each at most
ε. The fifth term is not larger than ε‖φ‖∞ because of our choice of n2. The fourth term
is zero because of the DLR-equations. Indeed, since µf¯ ∈ G
∗(f¯) and f¯ is Hölder follow
from Theorem 2 of [CL16] that µf¯γn0 = µf¯ , therefore∣∣∣∣∣
∫
Ω
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
(y)
(∫
Ω
φ(x)dγn0(x|y)− φ(y)
)
dµf¯ (y)
∣∣∣∣∣
=
∣∣∣∣∣
∫
Ω
∫
Ω
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
(x)φ(x) dγn0(x|y)dµf¯ (y)−
∫
Ω
φ
dµ|FΛn2 \Λn1
dµf¯ |FΛn2 \Λn1
dµf¯
∣∣∣∣∣ = 0,
where in the first equality above we used that γn0 is a proper probability kernel and the
DLR-equations. 
4 Concluding Remarks
In [LMMS15] the classical notion of equilibrium states, when A is finite, is generalized for
any compact metric alphabet. The authors fixed an a priori Borel probability measure p
on A and then defined equilibrium states for a Hölder potential f as being a σ-invariant
probability measure solving the variational problem
sup
µ∈Mσ(Ω)
h
v(µ) +
∫
Ω
f dµ.
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They shown that any probability measure µ satisfying L ∗
f¯
µ = µ is a solution to the
variational problem. They also shown that there is a unique solution to L ∗
f¯
µ = µ,
however they do not shown that any solution of the variational problem has to be of this
form. We settled this question by combining the results of Theorems 1, 3 and 4. We
remark that when A is finite this result was first obtained in [GKLM18]. Our techniques
also provided the uniqueness of the equilibrium states for potentials in Walters space,
which is defined as follows.
Definition 5 (Walters Space). A potential f : Ω→ R is said to be a Walters potential,
notation W (Ω, σ), if the following condition is satisfied
sup
n≥1
sup
a∈An
|Sn(f)(ax)− Sn(f)(ay)| → 0, when dΩ(x, y) → 0. (7)
Theorem 1 ensures that
lim
n→∞
1
n
HΛn(µ|ν) = log λf −
∫
Ω
f dµ− hs(µ),
where f is an α-Hölder potential, µ ∈ Mσ(Ω) and ν ∈ G
∗(f¯). The way we computed the
above limit, the regularity properties of f are crucial. The main steps in this computation
is the existence of f¯ (a normalized potential cohomologous to f), the identity (3), and
o(n) estimates for (4). The two former conditions are also verified for any potential in
the Walters class and the existence of f¯ is proved in [CS16], for a general compact metric
space alphabets. Therefore Theorem 1 can be generalized for such potentials. In the
case of finite alphabet, the theorem can also be generalized to potentials in the Bowen
class. Although it is not known whether the eigenfunctions associated to the maximal
eigenvalue on this class is a continuous function its uniform upper and lower bounds,
obtained in [Wal01], are enough for our argument. For a general compact metric space
alphabet, as far as we know, the existence of the maximal eigenfunction has not been
proved.
To obtain the uniqueness of the equilibrium states for a Walters potential f , we
proceed as in the proof of Theorem 4, but using the equality G∗(f¯) = GDLR(f¯) and the
uniquness of G∗(f¯) proved in [CL16].
Since Theorem 1 is based on the maximal spectral data of the Ruelle operator we
have a natural way to extend the definition of h(µ|ν), when ν is an equilibrium state of
an arbitrary continuous potential f . For this extension instead of, using the maximal
eigenvalue we use the spectral radius of Lf acting on C(Ω). So we can define h(µ|ν),
where µ ∈ Mσ(Ω) and ν an equilibrium state for some continuous potential f , by putting
h(µ|ν) ≡ log ρ(Lf )−
∫
Ω
f dµ− hv(µ).
Note that the above expression is similar to the one obtained in Theorem 1, but the
specific entropy hs(µ) is replaced by hv(µ) and we can see that h(µ|ν) ≥ 0. On the other
hand, we do not know, in general, whether n−1HΛn(µ|γΛn(·|y)) converges to h(µ|ν).
Counterexamples, on the lattice Z, given in Section A.5.2 of [vEFS93] (classical lattice
systems) and in [MvE98] (quantum lattice systems) shows that this convergence can be
a delicate issue.
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