In this study we investigate the existence and approximation of the periodic solutions for nonlinear system of differential equations of third order with boundary conditions.
Introduction
There are many subject in physics and technology using mathematical methods that depends of nonlinear differential equations and boundary value problems and it became clear that the existence and uniqueness of periodic solutions and its algorithm structure from more important problems in the present time   6 , 4 , 1 .
The periodic solutions for some nonlinear systems of differential equations and boundary value problems have been used to study many problems for example   7 , 5 , 3 , 2
. In this paper we use the above method for investigating the periodic solution for nonlinear system of differential equations of third order with boundary conditions. Our work is to extend the results of Butris   3 . And also this study lead us to the improving and extending the above method. Consider the following system of nonlinear differential equation, which has the form: 
x
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Approximate Solution
The investigation of approximate solution of the problem (1.1), (1.2) will be introduced by the following theorem: Theorem 1:
If the system (1.1) with boundary conditions (1.2) defined in the domain (1.3), continuous in x t, and satisfy the inequalities (1.4) and (1.5), then the sequence of functions:
periodic in t with period T, converges uniformly when   m on the domain:
to the limit function ) , , , (
which is satisfying the equation:
3) And it's a unique solution of (1.1) provided that:
Setting m=0 in (2.1) and using lemma 1 and the sequence of the functions (2.1) we get:
By derivative the equation (2.1), and setting m=0, we have:
That is
By mathematical induction we have:
By using the second derivative of (2.1) and setting m=0, we get:
Also by induction we have:
We prove that the sequence of functions (2.1) is uniformly convergent in (2.2). From (2.1), when m=1 we get:
Now when m=2 we get the following:
for m = 1,2,… . Rewrite the inequalities (2.14), in vector from:
this leads to the estimation:
Since the matrix 0  has eigen-values
The limiting relation (2.19) signifies a uniform convergent of the sequence ) , , , ( 
is a solution of differential equations (1.1).
Uniqueness solution
The study of the uniqueness solution of the problem (1.1), (1.2) will be introduced by the following:
Theorem 2:
Let all assumptions and conditions of theorem 1 be given then the problem (1.1), (1.2) has a unique solution ) , , , (
Proof:
We have to show to that ) , , , (
is a unique solution of problem (1.1), (1.2). On the contrary, we suppose that there is at least two different solutions ) , , , (
of the problem (1.1), (1.2). From (2.3) the following inequalities are holds: 
, hence proceeding in the last inequality to the limit we should obtain the equalities ) , , ,
 which proves the solution is a unique and this completes the proof of the theorem.
Existence of Solution
The problem of existence solution of the system (1.1) is uniquely connected with the existence of zeros of the function ) ( 0 x  , which has the form:-
Since this function is approximately determined from the sequence of functions:
Theorem 3:
Let all assumptions and conditions of theorem 1 were given, then the following inequality:
is holds for all 1  m and
Proof:
According to (4.1) and (4.2) we have:
where , denotes the scalar product in the space 2 R and 1 K , 2 K , 3 K , m  are a positive constants.
Remark 1: [7]
When 1 R R n  , i.e. when x is a scalar, theorem 4 can be strengthens by giving up the requirement that the singular point should be isolated, thus we have. 3 are positive constant. Then (1.1), has a periodic solution
Proof:
Let 1 x , 2 x be any point in the interval By using the inequalities (4.4) and (4.5) we have:
From the continuity of (4.1) and (4.2) there exists a point 
Using the inequalities (4.13), (4.14) and (4.15) in (4.11) we have the inequality (4.10), and this proves the theorem.
