After the description of a brain model based on glial-neuronal interactions, a computer system for simulation of human perception, called clocked perception system, is proposed. The computer system includes a receptor field with sensors, each of which receives data with specific characteristics. These data are passed to processors, whereby only those connections between sensors and processors are released that are suited for an evaluation of the data according to a combination of specific data dictated by a phase program circuit. The computer system also includes a selector circuit that discards those dictated program commands that lead to a "senseless" computation result. A motor program circuit for the control of effectors may be connected to the computer system which at least contributes to the movement of the receptor field in order to bring the receptor field closer to suitable data with specific characteristics for better execution of the program. From disorders of the computer system implications are deduced for the pathophysiology of the schizophrenic syndrome. Finally, a novel treatment approach to this syndrome is proposed.
INTRODUCTION
The construction of artificial perception systems dates back to the 1960s [1] . Over the years, far better learning algorithms were developed and much more powerful hardware provided, hence rendering neural networks, or neurocomputing, the method of choice for most pattern-recognition applications or robotics [2, 3] . Sophisticated pattern-recognition systems are now available in all perception qualities.
The present paper is one of a series investigating the time-coding principle from a biological and formaltechnical point of view [4] [5] [6] [7] [8] . Here, the biological and formal background is further elaborated and some implications for the pathophysiology of schizophrenia are deduced from disorders of the mechanism.
CLOCKED PERCEPTION SYSTEM

Brain Biological Background
The biological brain model for the proposed clocked perception system is based on glial-neuronal interactions [5, 7] . The nervous tissue of the brain consists of the neuronal systems (neurons, axons, dendrites) and the glial system (astrocytes, oligodendrocytes with myelin sheaths enfolding axons, radial glia, and microglia). Experimental results are inspiring a major reexamination of the role of glia in the regulation of neural integration in the central nervous system [9, 10] . Figure 1 shows a schematic diagram of the glial-neuronal interaction: two astrocytes (Ac 1, 2 ) are shown in this very simple model, whereby in each case only one neuron (N 1,2 ) belonging to an astrocyte is taken into consideration. Halassa et al. [11] identified how a single astrocyte contacts only four to eight neurons, but 300 to 600 synapses via its processes. The glial network (syncytium) consists in this schema of two astrocytes and two oligodendrocytes (Oc 1,2 ) interconnected via gap junctions (g.j.). The neuronal system shows two neurons (N 1,2 ) with two afferent axons (Ax i,j ) and two afferent axodendritic synapses (Sa i,j ), two efferent axons (Ax 1,2 ) with myelin sheaths (Ms) and a node of Ranvier (N.R.), as well as two dendro-dendritic synapses (Sd 1, 2, 3, 4 ) with the corresponding dendrites (D 1, D 2, D 3, D 4 ).
Although a true understanding of how the astrocyte, the dominant glial cell type, interacts with neurons is still missing, several models have been published. Here, I focus on a modified model proposed by Newman [12] . Figure 2 depicts a schematic diagram of possible glial-neuronal interactions at a glutamatergic tripartite synapse. Release of glutamate (GLU) from the presynaptic terminal activates glial receptors (glR) and postsynaptic receptors (poR) 1) (for the sake of clarity only one receptor is shown). The occupancy of glial receptors evokes a Ca 2+ increase 2) and the release of glutamate from the astrocyte. Glutamate excitation of presynaptic receptors (prR) 3) modulates glutamate release while activation of postsynaptic receptors 4) directly depolarizes the postsynapse. Activation of the astrocyte also elicits the release of adenosine-triphosphat (ATP), which depolarizes the postsynaptic neuron 5) and inhibits the presynaptic terminal 6) via occupancy of the cognate receptors [13] . Hence, glia may exert a temporal boundary-setting function in synaptic information processing [5] .
For understanding the clock mechanism of the perception system, the rhythmic contraction waves of glial cells (astrocytes and oligodendrocytes) are decisive. Glial cells, when they get swollen and/or depolarized, can potentially release accumulated K + , neurotransmitters, neuromodulators (e.g. taurine), and water into interstitial fluid in a pulsatile manner. Such discharge processes represent mechanisms by which glial cell networks could influence neuronal firing in a coordinated fashion [14] . In addition to modulating synaptic transmission in neuronal cells, astrocytes and oligodendrocytes may play a direct role in generating pacemaker rhythms [15] .
This originally speculative assumption has already been verified. Parri et al. [16] showed that astrocytes in situ could act as a primary source for generating neuronal activity in the mammalian central nervous system. Slow glial calcium oscillations (every 5 to 6 minutes) occur spontaneously and can cause excitations in nearby neurons. Although experimental evidence shows that neuronal-glia interactions also occur in the millisecond range [17] , until now spontaneous rapid glial oscillations within a second are not found. However, slow rhythmic pulsations of glial cells, especially of astrocytes, could influence cognitive processes such as thinking and could also play a role in neuronal pacemaker circuits [18] .
Since phase programming represents a basic mechanism in the clocked perception system that may be generated in the astrocytic syncytium, the underlying biological structure and function must be described. Figure  3 shows a diagrammatic schema depicting an astrocytic syncytium composed of two astrocytes (Ac 1 , Ac 2 ) interconnected via gap junctions (g.j.). Each astrocyte contacts four synapses (S y ) with four different qualities (a, b, c, d) building an astrocytic-neuronal compartment. A Two astrocytes (Ac 1,2 ) are shown in this very simple model, whereby in each case only one neuron belonging to an astrocyte is taken into consideration. The glial network (syncytium) consists of two astrocytes and two oligodendrocytes (Oc 1,2 ) belonging to them. Gap junctions (g.j.) exist between the astrocytes and the oligodendrocytes. The neuronal system shows two neurons (N 1,2 ) with two afferent axons (Ax i,j ) and two afferent axo-dendritic synapses (Sa i,j ), two efferent axons (Ax 1,2 ) with myelin sheaths (Ms) and a node of Ranvier (N.R.), as well as two dendro-dendritic synapses ( 
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Release of glutamate (GLU) from the presynapse activates (arrows) glial receptors (glR) and postsynaptic receptors (poR) (1), (for the sake of clarity only one receptor is shown). The occupancy of glR evokes a Ca 2+ increase (2) and the release of GLU from the astrocyte. GLU excitation of presynaptic receptors (prR) (3) modulates GLU-release while activation of prR (4) directly depolarizes the postsynapse. Activation of the astrocyte also elicits the release of adenosine-triphosphat (ATP), which depolarizes the postsynapse (5) and inhibits the presynapse (6) via occupancy of the cognate receptors. Two astrocytes (Ac 1 , Ac 2 ) are interconnected via gap junctions (g.j.). Each astrocyte contacts four synapses (S y ) with four different qualities (a, b, c, d) building two astrocytic-neuronal compartments. Since these two compartments are interconnected via gap junctions, a network is generated, called syncytium. quality is defined as the specific neurotransmitter type that mainly operates in synaptic neurotransmission, say glutamate (a), acetylcholine (b), serotonin (c), and dopamine (d). The gap junctions consist of the four identified astrocytic connexins Cx43, Cx30, Cx26, and Cx45, forming homotypic and heterotypic gap junction channels (for the sake of clarity not shown in the figure) .
Moreover, astrocytes are also connected with oligodendrocytes via gap junctions (g.j.), as shown in Figure 4 . One speaks of a panglial syncytium [19] . Importantly, astrocytes may activate or inhibit the axonal information flux on the nodes of Ranvier (N.R.). In addition to "traditional" myelin formation oligodendrocytes may influence synaptic regulation and signaling of the nodes of Ranvier [20] . There is growing experimental evidence that oligodendrocytes co-determine axonal information processing via myelin sheaths, by ions and transmitters. Since oligodendrocytes are interconnected with astrocytes via gap junctions, the processes in the astrocytic syncytium may determine the function of the oligodendrocytes [21] . This functional interplay between glial cells represents a basic mechanism in the implementation of the clocked perception system. The special functions of the neuronal system will be described and interpreted below. Let me now attempt to show how the double structure of the neuronal and glial networks can be implemented as a spatio-temporal mechanism, termed clocked perception system [7] . Figure 5 shows a computer system for the simulation of human perception via sense organs that contains a large number of sensors R n , namely R 1 , R 2 , R 3 ,…R 10 , R 11 ,…R n in a receptor field 2. These sensors are sensitive to data a, b, or c, which are represented here by different configurations of the sensors; thus, the sensors, such as R 1 , R 4 , etc. which have a triangular receptor surface, are sensitive to specific data that are simulated in the illustration by STa. Correspondingly, sensors R 2 , R 5 , R 11 , etc. are sensitive to specific data b supplied by stimuli ST b , which here are shown to have a semi-circular receptor surface and a similar stimulus. Further sensors such as sensors R 3 , R 6 , …R n are sensitive to specific data c, which here are shown to have a quadrilateral receptor surface or correspondingly quadrilateral stimuli ST c . All stimuli are compiled in a stimulus field 3. It is clear that the stimuli are not produced by an arranged stimulus field as shown in the illustration; rather, they are presented to the computer system within the scope of a simulation of the environment in a non-arranged fashion. Each sensor R i is connected with a processor P i via a line L i , whereby the index i progresses from 1 to n. Instead of a processor, an entire processor group PG, consisting of several processors P i , as shown by dotted lines in Figure  6 may be provided. Such a processor group consisting of processors P 6.1 , P 6.2 , to P 6.6 is shown in Figure 6 . The results calculated by processors P i are stored in a memory buffer 4.
CLOCKED PERCEPTION SYSTEM
Description of the Preferred Embodiments
A circuit configured as a line circuit 5 is provided that is controlled by a phase circuit 6. Lines A 1 to A n proceed from the line circuit 5 to corresponding lines L 1 to L n , where they affect switches S 1 in the lines L 1 , of which only the switches S 1 , S 6 , S 7 and S n are shown. These switches are pure on/off switches, so that the lines L i are either interrupted or connected by the switches. Along with the control circuit C for the line switching 5, the phase circuit 6 includes a large number of output lines B, of which the lines B 1 to B 11 and B n are shown here. These lines B i also lead to the connection lines L i between the sensors R i and the processors P 1 , and control the switches SW i located in the lines there, of which only switches SW 1 , SW 6 , SW 7 , and SW n are shown. As switch S i , these switches SW i are pure on/off switches, so that lines L i are either interrupted or connected by the switches as they are controlled.
The central element of this computer system is a phase program circuit 7 in which an intended program for the total computer system is embedded and that controls the phase circuit 6 via control line C 2 and also the line switching directly via control line C 1 . Cycles are dictated to phase circuit 6 via the phase program circuit 7, whereby a cycle corresponds to the time phase in which a certain switching applies. Depending on the programming, a primary, secondary, or tertiary analysis of the status of the sensors is performed, for example, by the phase circuit. Thus, the cycled programming has a sampling function in that all monographs, digraphs, or trigraphs are played through or intentionally implemented, so that a certain combination of sensor statuses is sought in the simulated environment. The processors are arranged such that exactly as many processors are assigned to each receptor as there are phases being processed by the phase program. In the simplified case represented in Figure 6 , there are six processors per group PG i that are connected with one of the sensors R i Copyright © 2010 SciRes. JBiSE via lines L i . In this case, only three characteristics for the stimuli, i.e. three specific data types a, b, and c are dictated; during simulation of optical perception these could be, for example, specific characteristics such as "flat ground" (a), "obstacle" (b), and "small objects on the floor" (c). Naturally, considerable more sensors and considerably more specific characteristics would be necessary for a complete simulation of optical perception. In the simplified representation in Figure 6 , only those sensors that may be assigned the named chracteristics R 1 to R n are shown as small boxes, each connected to a processor group PG 1 to PG n . Each processor group PG i consists of six processors, whereby, as mentioned above, only those processors of the sixth group are designated as P 6.1 through P 6.6 . Figure 6 shows only the line circuit 5 from the computer system in the upper part of Figure 5 , whereby a trigraph of the specific characteristics b, c, b are specified on the line circuit block, which are processed in six steps corresponding to the six processors based on the phase program. One may see from Figure 6 that the sensors occupied by specific characteristics "b" and "c" are switched through, and that some processors are already acting in the pertinent processor groups (designated by black boxes). It is also clear that no processor is active in the processor group PG n , which leads to the conclusion that the sensor R n is not occupied. Since neither the sensors nor the processors executing the specific characteristics "a" are being queried by the trigraph, the corresponding processor groups are not active. During the processing of the distribution of specific characteristics specified by the trigraph, the line circuit 5 must perform the following number of switchings in the arrangement of sensors for the computer system shown: -For primary analysis ("Is a suitable stimulation of the three specific characteristics occurring at all?"), two switchings; -For secondary analysis ("What is the distribution of the specific characteristics queried?"), 24 switchings; and -For tertiary analysis ("How many of the specific characteristics are present at the sensor?"), 12 switchings. As may be derived from the diagram in Figure 6 , only matching stimuli are accepted for the pre-determined phase program, while non-matching stimuli, i.e. those that do not correspond to the phase program, are discarded. This alternation between acceptance and rejection is a characteristic of subjective intentional systems. A system's ability to reject is an "index of its subjectivity", which means that the implementation of intentions requires not only the identification of matching objects, but also the simultaneous discarding of present objects not intended. In order to dynamically configure the statistical computer system described, and thus to optimally simulate perception, as mentioned above, a motor program circuit 8 is connected with the computer system that interacts with the phase program circuit 7 via bidirectional lines, and is controlled by it in accordance with each phase program step. This motor program circuit controls effectors 9 that affect the receptor field 2, for example, in order to display it, thus achieving a better reception of stimuli by the individual sensors. The effectors might also serve to reposition a complete robot. The line circuit 5 also acts directly on the effectors 9 or their control circuits, which report each phase program step to be processed to the effectors, so that these may be controlled correspondingly.
It must be mentioned for the sake of completeness that another comparator circuit 10 may be provided that contains data from the memory buffer 4, the motor program circuit 8, and the phase programming circuit 7, whereby communication with the phase program circuit 7 is bi-directional. The available data may be compared after suitable transformation in order to determine how well the intended phase program was processed. Based on this result, the phase program may be altered, or the computer system may be placed into another condition, e.g. by movement of the sensors or repositioning the robot. In this case, the decision is sent to the computer system whether it should continue to attempt to find the characteristics corresponding to the phase program, or whether it should alter the phase program with the help of the memory buffer 4.
The perception mechanism presented may be viewed as a guitarist who hears a melody in his head and wants to hear how it really sounds. He wants to perceive it. He picks up his guitar and with his left hand presses the strings at exactly those points that correspond to his desired melody. The melody therefore dictates where the strings must be pressed. Regarding the perception mechanism, this means that the phase program determines which lines must be released by the switching mechanism for a certain time period. Since the melody consists of varying combinations of sounds or notes, the grip on the guitar must be constantly changed, which correspond to a change in the phase program. Earlier, the guitar did not produce any sound by itself except for the minor sounds caused by placing the fingers on the strings. The guitar player must first strike the strings with his right hand (or guitar pick). This process corresponds to stimulation of the sensors. This takes into account the combination of how the guitarist uses the strings of his instrument. This mechanism of creating a melody requires no logical calculations, but rather takes advantage of the possibilities of use of the instrument in time cycles. However, from a biological point of view we are faced with the problem how and where these phase programs may be generated in the brain [22] .
Generation of the Phase Programs within the Astrocytic Syncytium
First of all, if one speaks of intentional programs, one has to define the formalism on which these programs are based. According to Guenther [23] , a negative language Copyright © 2010 SciRes. JBiSE can be formalized in an n-valent permutation system. Generally, a permutation of n things is defined as an ordered arrangement of all the members of the set taken all at a time according to the formula n! (! means factorial). (N 2 ) (N 3 ) Generally, the number of negation operators (NOT) is dependent on the valuedness of the permutation system minus 1. For example, in a pentavalent permutation system four negation operators (N 1 -N 4 ) (n = 5 -1 = 4) are at work.
It is possible to form loops, each of which passes through all permutations of the permutation system once (Hamilton loop). In a quadrivalent system they are computable (44 Hamilton loops), but in higher valent systems they are not computable. Table 2 shows an example of a Hamilton loop [23] . The first permutation (P = 1234) is permutated via a sequence of negation operators (N 1×2×3,…,2×1×2 ) generating all the permutations once until the loop is closed.
Such permutation systems can be mathematically formalized as negation networks, called permutographs [24] . Table 1 . Quadrivalent (n = 4) permutation system arranged in a lexocographic order. Table 2 . Example of a Hamilton loop generated by a sequence of negation operators (Guenther, 1980 ) and designation of a phase program. Already in the 1980s we were able to show that the negative language may represent an appropriate formal model for a description of intentional programs generated in neuronal networks of biological brains. Based on this formalism, computer systems for robot brains have also been proposed [25, 26] . Here, I will try to further elaborate on this possible intentional programming in our brains, focusing on glial-neuronal interaction.
Glial Gap Junctions Could Embody Negation
Operators In situ, morphological studies have shown that astrocyte gap junctions are localized between cell bodies, between processes and cell bodies, and between astrocytic endfeet that surround brain blood vessels. In vitro, junctional coupling between astrocytes has also been observed. Although less frequently observed than junctions between astrocytes, gap junctions also occur between oligodendrocytes, as observed in situ and in vitro. Moreover, astrocyte-to-oligodendrocyte gap junctions have been identified between cell bodies, cell bodies and processes, and between astrocyte processes and the outer myelin sheath. Thus, the astrocytic syncytium extends to oligodendrocytes, allowing glial cells to form a generalized glial syncytium, also called "panglial syncytium", a large glial network that extends radially from the spinal cord and brain ventricles, across gray and white matter regions, to the glia limitans and to the capillary epithelium. Ependymal cells are also part of the panglial syncytium. Additionally, activated microglia may also be interconnected with astrocytes via gap junctions. However, the astrocyte is the linchpin of the panglial syncytium. It is the only cell that interconnects to all other glia. Furthermore, it is the only one with perisynaptic processes.
Gap junctions are now recognized as a diverse group of channels that vary in their permeability, voltage sensitivities, and potential for modulation by intracellular factors; thus, heterotypic coupling may also serve to coordinate the activities of the coupled cells by providing a pathway for the selective exchange of molecules below a certain size. In addition, some gap junctions are chemically rectifying, favoring the transfer of certain molecules in one direction versus the opposite direction. The main gap junction protein of astrocytes is connexin Cx43, whereas Cx32 is expressed in oligodendrocytes in the CSN as well as another type of connexin, Cx45. Heterelogous astro-oligodendrocyte gap junctions may be composed of Cx43/Cx32, if these connexins form functional junctions [27] . Recent experimental results suggest roles of glial gap junction-mediated anchoring of signalling molecules in a wide variety of glial homeostatic processes [28] .
Gap junctions are showing properties that differ significantly from chemical synapses [29] . The following enumeration of gap junctional properties in glial syncytia may support my hypothesis that gap junctions could embody negation operators in the sense of a generation of negative language in glial syncytia:
First, gap junctions communicate through ion currents in a bi-directional manner, comparable to negation operators defined as exchange relations. Bidirectional information occurs between astrocytes and neurons at the synapse. This is primarily chemical and based on neurotransmitters. It is not certain that all glial gap junction communications are bidirectional due to rectification. This is a poorly understood area because of extremely severe technical difficulties, especially in vivo [30] . Second, differential levels of connexin expression reflect region-to-region differences in functional requirements for different astrocytic gap junctional coupling states. The presence of several connexins enables different permeabilities to ions and molecules and different conductance regulation. Such differences of gap junctional functions could correspond to the different types of negation operators. Third, neuronal gap junctions do not form syncytia and are generally restricted to one synapse. Fourth, processing within a syncytium is driven by neuronal input and depends on normal neuronal functioning. The two systems are indivisible. It is important to emphasize that neuronal activity-dependent gap junctional communication in the astrocytic syncytium is long-term potentiated. This is indicative of a memory system as proposed in neuronal synaptic activity by Hebb over five decades ago [31] . Fifth, the diversity of astrocytic gap junctions results in complex forms of intercellular communication because of the complex rectification between such numerous combinatorial possibilities. Sixth, the astrocytic system normally functions to induce precise efferent (e.g. behaviorally intentional or appropriate motor) neuronal responses. Admittedly, the testing of this conjecture is also faced with experimental difficulties. Now, let us tie junctional functions and negative language together. Negation operators represent exchange relations between adjacent values or numbers. So they operate like gap junctions bi-directionally. Dependent on the number of values (n) that constitute a permutation system, the operation of different negation operators (n-1) is necessary for the generation of a negative language. With concern to gap junctions, they also show functional differences basically influenced by the connexins. Therefore, different types of gap junctions could embody different types of negation operators. Furthermore, a permutation system represents-like the glial syncytium-a closed network generating a negative language. So we have a biomimetic interpretation of the negative language.
If it is supposed that Hamilton loops are generated in the astrocytic syncytium, how can these be interpreted as Copyright © 2010 SciRes.
JBiSE working phase programs in glial-neuronal interactions? Let us take the Hamilton loop shown in Table 2 as an example. It consists of a sequence of 24 negation operators (N 1 -N 3 ). In the computer system proposed, the phase programming is clocked and based on characteristic triplets (a, b, c) in various combinations [7] . If the negation operators N 1, N 2 , N 3 stand for the characteristics a, b, and c, then a Hamilton loop consists of eight triplets representing a phase program ( Table 2) . Now, a phase programming in various combinations of triplets (e.g. aaa; baa, etc.) occurs [7] . Interestingly, in a quadrivalent permutation system all possible Hamilton loops (n = 44) are computable. In higher valued systems one is faced with a NP (non-deterministic polynomial time) problem so that the number of all possible Hamilton loops is uncomputable. What the implementation of this biomimetic model of phase programming concerns, we can expect promising biotechnical developments [32] .
Coping with "Nonsense" Phase Programs
In undisturbed dynamics the perception system is capable of coping with "nonsense" phase programs. In order to shorten the time required to process the overall phase program, and to calculate sigificant results from the phase program quickly, the computer system includes a selection circuit that quasi "jumps over" such commands during readout of those individual program commands whose execution would lead to senseless or non-executable results, thereby discarding them. Such "nonsense" program commands are buffered, so that the meaningful commands are compared with the buffered "nonsense" program commands when the program commands are read out, and may thus be removed from program execution. The computer system starts, for example, with any particular phase program and tests which program commands created significant perception images within a certain environment. The criterion for "meaningful" might be, for instance, that the computer system intentionally conducts an action corresponding to the perception. For example, the proper motor is actuated in a robot that leads to meaningful handling. The computer system determines over time that certain program commands corresponding to a time cycle in the phase program lead to "senseless" perception images which also evince themselves in purposeless, i.e. "nonsense" actions, e.g. motor processes. However, such program commands executed in another environment might cause meaningful actions, so that consideration of the current environment is significant. The computer system's learning process consists of having the phase programs created for a specific, targeted environment, and, based on system feedback, having program commands ignored that are unsuitable for each task in the current environment, and thereby creating a suitable action, e.g. movement of sensors.
The sensors address three different properties or data types, whereby the individual program commands are compiled as triplets, i.e. as a triple data set composed of a, b, and c. When triplets, for example, that have the property b in the first position are unsuitable for the creation of meaningful actions in the current environment, they are removed from the phase program. If, for example, the following phase program is present: aaa/baa/cba/bcc/aca, then the second and fourth triplets beginning with b will be cancelled, i.e. removed, so that the following implementable phase program remains: aaa/cba/aca. From this very brief example, one may see that the act of ignoring part of the phase program can significantly shorten it, so that the calculation time for the entire system is also shortened. Actions that are suitable and meaningful for the environment may be quickly calculated.
The function of this phase program circuit, which is modified by this selection circuit, is oriented to genetic code: a gene carries so-called codones, i.e. genetic words consisting of four (or possibly five) nucleotides A, T, C, and G (and possibly U), which represent a reading framework for amino acids from which in turn a certain protein is created. Comparable to this genetic mechanism, command programs are encoded as phase program triplets that represent the structure of a perception image. Note, a gene consists of sections of nucleotides which may factor a gene (so-called exons), and sections which cannot factor a protein (so-called intrones). In order to create a functional protein at all, the intrones must be "spliced out" of the nucleotide sequence. In science, one speaks of a so-called "splicing mechanism". As soon as this mechanism is destroyed in that intrones are not actually cut out, non-functional "Chimera" proteins or only short-lived supported proteins (truncated proteins) come into existence. In the phase programming for the computer system based on the invention, this genetic principle means that program commands encode in the form of trigraphs, e.g. triplets of time cycles which encode unsuitable positions for a qualitative image construction for the objects of a certain environment, or tend to lead to sense deceptions within the meaning of false perceptions if these program commands are not spliced out.
IMPLICATIONS FOR THE PATHOPHYSIOLOGY OF THE SCHIZOPHRENIC SYNDROME
Since in schizophrenia various phenomenologies are observed, it is more appropriate to speak of a schizophrenic syndrome [33] . From the perception system proposed three main disorders can be deduced that could play a role in the pathophysiology of the schizophrenic syndrome. First, a disorder of phase programming in the glial syncytium occurs. Second, phase programs cannot be transferred to the neuronal system in synapses. Third, the switching mechanism is defective so that the oligodendrocyte-axonic system is affected. These disorders can also be combined which determines the severity of the schizophrenic syndrome.
Incomplete Generation of Phase Programs Caused by a Loss of Gap Junctions
If the function of an amount of gap junctions in the glial syncytium is genetically or (and) by stress disturbed, the network is incomplete ("leaky") [34] . Hence, complete cycles of phase programs cannot be generated. Even if the synaptic glial-neuronal interactions would remain intact, phase programs cannot work, since incomplete triplets are unable to conduct analyses of the various object qualities in the environment. Hallucinations may be caused by this perception disorder. In visual hallucinations, for example, uncanny scenes arise where unreal objects are composed, corresponding to neologisms in the semantic domain. Such severe cognitive impairment also affects thinking, emotions and motor behaviour.
Phase Programs cannot be Transferred in Synapses Caused by Non-Functional Astrocytic Receptors
As shown in Figure 2 , astrocytes exert a modulatory function in synaptic information transmission via their receptors accompanied by gliotransmission. As in Figure 8 depicted, the glial receptors (glR) are non-functional (crosses) and cannot be occupied by neurotransmitters (NT), so that the activation of the gliotransmitters (GT) is impossible. Hence, they cannot negatively feedback to the receptors on the presynapse (prR). As a consequence, the glia lose their inhibitory or boundary-setting function and the neural transmitter flux is unconstrained, as the flux of thought on the phenomenological level [35] . The glial system in its interaction with the neuronal system generates glial-neuronal compartments in the sense of specific functional units or operational domains [5, 36] . The interactional structure of an astrocyte with n-neurons can be defined as an elementary compartment of nerve cells. By simultaneously activating and deactivating neurotransmission in all of the synapses enveloped by an astrocyte, the astrocyte calcium wave may coordinate synapses into synchronously firing groups, interpretable as harmonization [7, 37] .
A loss of the glial boundary-setting function is depicted in Figure 9 . The astrocytes (Ac i ; Ac j ) of compartment x and compartment y have non-functional glial receptors (crosses), so that glia cannot influence neuronal information processing. This genetically determined disturbance results in a compartmentless neuronal network displayed as a group of eight neurons with 28 connecting lines (according to the formula [n 2
-n] 2). Such a brain is unable to structure the environmental information. One may argue that a glial determination of neuronal networks into functional units is not necessary because the neuronal system is compartmentalized per se [38] . However, there is a qualitative difference between the purely neuronal compartments and the glia-determined compartments. Neuronal compartments may be merely functional for information processing, whereas glial-neuronal compartments may in addition have an information-structuring potency that we need for recognizing the qualitative differences between objects and individuals in our environment. That capacity may be lost in schizophrenic patients. Therefore, one can also speak of a loss of conceptual boundaries in schizophrenia. This disorder can affect cognitive processes such as thinking. If a schizophrenic patient is unable to delimit conceptual boundaries among words, thoughts, or ideas with different meanings, then meaningless word constructs (neologisms) or disorganized speech are the typical phenomenological manifestations, called "thought disorder".
From an ontological point of view, delusions are the consequence of the loss of boundaries between the self and the others (nonselves). Here, the self is defined as a living system capable of self-observation. One could also say that our brain embodies a distinct ontological locus of self-observation. Everything taking place in the brains of schizophrenic patients is reality because they cannot differentiate between their inner world and the outer world. Therefore, they cannot see ontological differences between the selves and the nonselves. This loss of ontological boundaries may lead to a delusional misinterpretation of reality.
Hallucinations may be caused by the same disorder. However, the perception systems are phenomenologically affected. A schizophrenic who hears the voice of a person in his head is absolutely convinced that this person is really speaking to him. The loss of ontological boundaries or inner/outer confusion shows its phenomenological manifestation in the auditory system. Such a disorder can also occur in other sensory systems. The loss of the glial boundary-setting function may also be responsible for motoric and emotional symptoms in schizophrenia as catatonia and affective flattening. Importantly, Kondziella et al. [39] argued that astrocytes Copyright © 2010 SciRes.
JBiSE are important in controlling glutamate homeostasis and it is therefore necessary to assign a significant role to glialneuronal interactions in the pathophysiology of schizophrenia. Moreover, there is extensive evidence suggesting glial impairment in the cerebral cortex of patients with schizophrenia [40] . Patients with schizophrenia have trouble distinguishing between expressions of emotions in the faces of people. Researchers' working hypothesis is that the brain of these patients cannot focus on a stimulus because they are unable to inhibit or gate irrelevant material [41] . This means that a schizophrenic brain has lost the capability to reject irrelevant information. The crucial function of rejection in undisturbed perception is described in Section 3.
Defective Switching Mechanism Caused by Decomposed Oligodendrocyte-Axonic Relations Leads to Incoherence of Information Processing
The processes of oligodendrocytes that envelop axons via myelin sheaths tie axons together in groups according to a combinational rule [42] . Axons conduct informations of various properties. These axonal properties are classified into categories by the processes of oligodendrocytes. By means of this mechanism the undisturbed brain is capable to compose informational qualities and can construct meaning from the many details of infor mation. In the case of a decrease or loss of oligodendrocytes and their myelin sheaths (demyelination), the oligodendrocyte-axonic system decomposes so that it is incapable of generating categories of information. This incoherence may be responsible for symptoms of disorganization in schizophrenia like thought disorder, inappropriate affect and incommunicable motor behavior.
Non-functional glial receptors (glR), depicted by crosses, cannot be occupied by neurotransmitters (NT). Since the activation and production of gliotransmitters (GT) is not possible, glia do not negatively feed back to the presynaptic receptors (prR) and cannot depolarize the postsynaptic neuron. This severe synaptic disturbance leads to an unconstrained neurotransmission (fat arrows). The research criteria for alternative dimensional descriptors for schizophrenia [43] differentiate between a psychotic (hallucinations, delusions) dimension, a disorganized dimension and a negative (deficit) dimension of schizophrenia. The disorganized dimension describes the degree to which disorganized speech, disorganized behaviour or inappropriate affect have been present. This kind of schizophrenic symptomatology can be deduced from the incoherence of brain functions that may be caused by decomposed oligodendrocyte-axonic relations.
Thought disorder is the main symptom of cognitive disorganization. This appears in incoherent words, termed neologisms, and in incoherent sentences (word salad) [44] . These symptoms of incoherence may be caused by decomposed oligodendrocyte-axonic relations, if the cognitive systems are affected. However, one may argue that multiple sclerosis is also based on a demyelinating disorder of the brain where oligodendroglia is decreased or lost, comparable to the mechanism that is hypothesized for symptoms of incoherence in schizophrenia. In addition, patients with multiple sclerosis show not only the typical motoric symptoms, but can also suffer from cognitive impairments, affective disorders, and even psychotic symptoms [45] . First of all, although the pathophysiology of schizophrenia is as yet unknown, there is a consensus that the core symptoms (delusions and hallucinations) of schizophrenia may be basically caused by a disorder in the synaptic information processing, so that the astrocyte-neuronal interaction in tripartite synapses must primarily be disordered, which is not the case in multiple sclerosis. In line with this argumentation all macroglial cells (astrocytes and oligodendrocytes) with their syncytia must be considered in their interaction with the neuronal system with regard to research of the pathophysiology of schizophrenia. Therefore, abnormalities of white matter in brains with schizophrenia may be mainly responsible for symptoms of incoherence and not for the whole schizophrenic syndrome.
Structural magnetic resonance imaging research suggests that schizophrenia is associated with grey matter reductions in a network of frontal, temporal, limbic, thalamic, and striatal areas [46] . In addition, abnormalities of cerebral white matter, oligodendrocytes and myelin have been observed in schizophrenia with in-vivo imaging and post-mortem biochemistry [47] . White matter abnormalities are also frequently associated with cognitive impairment in both healthy and diseased individuals, and cognitive dysfunction is an important component of schizophrenia [48, 49] .
Although the neurobiological origins of the abnormalities in white matter of brains with schizophrenia are unclear, gene studies involved in the maintenance of white matter structures may be particularly fruitful in schizophrenia. Recently, data gathered in a number of model systems indicated that axonal RNAs are synthesized in the surrounding glial cells. Experiments on the perfused squid giant axon have definitely proven that axoplasmic RNAs are transcribed on periaxonal glia. Their delivery to the axon occurs by a modulatory mechanism based on the release of neurotransmitters from the stimulated axon and on their binding to glial receptors [20, 50] .
FUTURE PROSPECTS
Since the computer system for simulation of human perception is implementable in a robot brain [8] , an alternative approach to experimental biological brain research is available. Moreover, the underlying brain model is based on the structures and functions of both the neuronal and the glial system. The latter may generate intentional or phase programs that characterize subjective systems. Therefore, a robot brain endowed with intentions may show features of subjectivity in its behaviour. Importantly, the perception mechanism proposed does not primarily work as a pattern-recognition system but as a pattern-generation system.
What the so-called mental disorders concerns, we can also implement these disorders in a robot brain as described for schizophrenia. Then the robot could teach us what we know about these disorders, what we should further investigate and what probably remains unknown. The hypothesis that the schizophrenic syndrome may essentially be caused by non-functional astrocytic receptors is experimentally testable. Since the splicing code has recently been deciphered [51] , the hypothesis that non-functional, truncated astrocytic receptors are caused by a non-splicing of introns can be investigated at least in post-mortem brains with schizophrenia. Should these non-functional receptors be identified, the substitution of proteins identical with astrocytic receptor types could represent a novel therapeutic approach to the schizophrenic syndrome.
