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Abstract—In dense sensor networks, density control is an im-
portant technique for prolonging network’s lifetime while provid-
ing sufﬁcient sensing coverage. In this paper, we present a new
densitycontrolalgorithmcalledNODC (Non-OverlappingDensity
Control). The goal of NODC is maximizing coverage while avoid-
ing the overlap of sensing areas of active sensors. We derive the
optimality conditions and develop a distributed algorithm. Exper-
imental results show that NODC can use up to 20% fewer active
nodes than OGDC with less than 5% reduction in coverage.
I. INTRODUCTION
Many sensor network applications require sensors to monitor
and collect data in a region of interests. Due to the limited en-
ergy resource in each sensor node, sensors are usually deployed
in high density and take turns to work in order to prolong the
network lifetime [1]. Density control techniques have been de-
velopedtodeterminewhenandwhatsensorsshouldbepowered
up and what should be put into energy saving mode.
A general approach is to divide the operating time into many
rounds and set different nodes active in different rounds de-
pending on their energy levels and other attributes.
In AF [3], the region of interest is divided into virtual grid,
and one node in each grid is selected to be “on” in each round.
In Ascent [4], each node self-determines its participation based
on its contribution to network connectivity by checking its local
node density and measuring message loss rate. In PEAS (Prob-
ing Environment and Adaptive Sleeping) [5], sleeping nodes
wake up once a while to probe their neighborhood and replace
any failed working node. It does not guarantee the sensing area
of a sleeping node is completely covered by other nodes. In
OGDC [2], an optimal geographical density control algorithm
is proposed based on the optimality conditions under which a
subset of working sensor nodes can be chosen to achieve full
coverage.
II. NON-OVERLAPPING DENSITY CONTROL (NODC)
In this paper, we extend OGDC and propose a new den-
sity control algorithm called NODC (Non-Overlapping Den-
sity Control) by considering the trade-offs between sensing area
overlap and sensing gaps.
In the ideal case, the optimal conditions for NODC is drived
based on the following assumptions: (i) the sensing area of each
node is represented as a disk of the same size; (ii) sensor node
density is sufﬁciently high that a sensor can be found at any
desirable point; and (iii) the interested sensing space is much
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Fig. 1. Comparison of the basic idea of NODC (left) and OGDC (right).
larger than the sensing range of each sensor node, so the bound-
ary effects can be ignored; (iv) the radio range is at least twice
of the sensing range, and (v) each node knows its position.
The primary goal of NODC is to minimize the uncovered
area (sensing gaps of the working nodes), while avoiding over-
laps of the sensing areas of working nodes. A representative
case of three working nodes selected according to the criteria
of NODC is shown in Fig. 1. In contrast, the goal of OGDC is
to minimize the overlaps of the sensing areas of working nodes
(cannot make it zero), while avoiding sensing gaps.
The overall process of NODC is similar to OGDC. Time is
divided into rounds. At the beginning of each round, all nodes
wake up, set their states to “UNDECIDED,” and carry out the
process of selecting the working nodes. The process ends when
all the nodes change their states to either “ON” or “OFF.” All
nodes remain in the state until the beginning of the next round.
The main difference of NODC from OGDC is in how to set
backoff timer of each node when it receives a power-on mes-
sage.
Selection of starting node. At the beginning of each round,
every node is in the “UNDECIDED” state. A node volunteers
to be a starting node with a certain probability. The volunteer
changes its state to “ON”, and broadcasts a power-on message
that contains (i) the position of the sender and (ii) the direction
α. This direction is randomly generated from a uniform distri-
bution in [0,2π].
Actions taken when a node receives a power-on message.
When a sensor node receives a power-on message, it checks
whether or not the ratio of its sensing area covered by its “ON”
neighbors to its overall sensing area is over a predetermined
threshold. If so, it sets its state to “OFF”. Otherwise, it takes
actions according to the following rules R1 to R4.
Rule R1: The message is the ﬁrst power-on message received
and is from a starting node. If the α in the message is greater
than or equals to 0, then the message was originated from a
starting node. In this case, the node sets a timer of Tc1 seconds.
Proceedings of the 29th Annual IEEE International Conference on Local Computer Networks (LCN’04) 
0742-1303/04 $ 20.00 IEEE 2
sender
receiver
d rs
∆α
target direction
d
∆α
AB
O’
O
C R
Fig. 2. Description of formulas Tc1 (left) and Tc2 (right).
When the timer expires, the node sets its state to “ON” and
broadcasts a power-on message with α set to a negative value.
If the node hears any other power-on message before its timer
expires, it carries out the operations speciﬁed in Rule R3.
The value, Tc1, of the backoff timer is set as follows:
Tc1 = t0(c((2rs − d)2 +( d∆α)2)+u) (1)
where t0 is the time it takes to send a power-on message, c is
a constant that determines the backoff scale, rs is the sensing
range, d is the distance from the sender to the receiver, ∆α is
the angle between α and the direction from the sender to the
receiver, as shown in Fig. 2, and u is a random number drawn
from the uniform distribution [0,1].
Rule R2: The message is the ﬁrst power-on message received
but is from a non-starting node. The node sets a timer of Te
seconds, where the value of Te is much larger than that of Tc1.
Rule R3: The message is the second power-on message re-
ceived. If the coverage areas of the two senders do not inter-
sect, then if the second sender is further away from the receiver
than the ﬁrst one, the receiver simply ignores the new message
but retains the timer set for the ﬁrst power-on message; other-
wise, it cancels the existing Te or Tc1 timer and sets a timer of
Tc1 based on the second sender. If the two senders intersect,
the receiver cancels the existing timer and sets a timer of Tc2
seconds:
Tc2 = t0(c((OC − d)2 +( d∆α)2)+u) (2)
where OC =

(2rs)2 − (1
2AB)2 − 1
2OO , and t0, c, rs, and
u are the same as in Eq. (1). Figure 2 illustrates the basic idea,
where A and B are two senders and R is the receiver.
Rule R4: More than two power-on messages have been re-
ceived. This case can be further divided into two subcases.
a) None of the coverage areas of the senders overlaps with
each other. The receiver sets the timer to the Tc1 value of the
closest sender.
b) The coverage areas of the senders overlap. Find the two
closest senders that overlap and set the timer to their Tc2 value.
In R1 to R4, the timer of the receiver can be set based on
up to two “ON” neighbors. For comparison purpose, we also
propose a simpler algorithm that only set the timer based on up
to one “ON” neighbor. To distinguish these two algorithms, we
call the one using Rules R1-R4 NODC-2, and the simpler one
using the following two Rules, R1’ and R2’, NODC-1.
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Fig. 3. Performance comparison of NODC-2, NODC-1, and OGDC.
Rule R1’: The message is the ﬁrst power-on message re-
ceived. The receiver sets its timer to the value of Tc1.
Rule R2’: More than one power-on messages have been re-
ceived. If the new sender is the closest to the receiver among
the previous senders, then the receiver sets its timer to the value
of Tc1 of the new sender. Otherwise, the receiver keeps its timer
unchanged.
III. EXPERIMENTAL RESULTS
The parameters of the test problems are as follows:
• The region of interest is a 50m by 50m square.
• The sensing range of each node rs is 5m.
• The time it takes to send a power-on message t0 is 7ms.
• The constant c used in Eqs. (1) and (2) is 10/r2
s.
The other parameters for OGDC are set to the same values as
in [2].
In the simulation, we compare the results of the three algo-
rithms, NODC-2, NODC-1, and OGDC, for different power-
off threshold of the nodes. Each data point is the averages
of 100 random runs. Fig. 3 shows the result of coverage per-
centage versus the turn-off threshold percentage for sensor net-
works with 200 sensor nodes. OGDC has the best coverage,
but uses the most working nodes. NODC-2 and NODC-1 use
much fewer working nodes than OGDC, and the difference in-
creases as the turn-off threshold decreases. The saving of work-
ing nodes by NODC-2 and NODC-1 against OGDC goes up to
25%. At the same time, the reduction of the overall coverage of
NODC-2 and NODC-1 against OGDC is less than 5%. The per-
formance difference between NODC-2 and NODC-1 is small.
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