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ABSTRACT 
 
Analyzing Prosody with Legendre Polynomial Coefficients  
by 
Rachel Rakov 
Advisor: Rivka Levitan 
 
This investigation demonstrates the effectiveness of Legendre polynomial coefficients 
representing prosodic contours within the context of two different tasks: nativeness classification and 
sarcasm detection.  By making use of accurate representations of prosodic contours to answer 
fundamental linguistic questions, we contribute significantly to the body of research focused on 
analyzing prosody in linguistics as well as modeling prosody for machine learning tasks.  Using 
Legendre polynomial coefficient representations of prosodic contours, we answer prosodic questions 
about differences in prosody between native English speakers and non-native English speakers 
whose first language is Mandarin.  We also learn more about prosodic qualities of sarcastic 
speech.  We additionally perform machine learning classification for both tasks, (achieving an 
accuracy of 72.3% for nativeness classification, and achieving 81.57% for sarcasm detection).  We 
recommend that linguists looking to analyze prosodic contours make use of Legendre polynomial 
coefficients modeling; the accuracy and quality of the resulting prosodic contour representations 
makes them highly interpretable for linguistic analysis.   
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1. Introduction 
 Prosody is a vitally important aspect of speech, describing the manner in which words are 
spoken.  Although lexical content is the primary focus of speech, equally important is how 
lexical content is spoken, as different ways of vocalizing lexical content can change the meaning 
of what is said.  Prosody, composed of suprasegmental elements of speech like pitch, intensity, 
rhythm, loudness, and length, can aid in the disambiguation of meaning, from semantic meaning 
to emotion detection to speaker state (Rosenberg, 2009, Liscombe, 2007).  Misunderstood 
prosody and intonational skills can lead to frustrations in both communicating effectively and 
being understood.   
As natural language processing research progress, it is increasingly recognized that 
intionation makes a significant contribution to discourse and communication structure 
(Hirschberg et al., 1987).  Because of this, it is becoming more important for suprasegmental 
elements of speech to be considered when building systems that interact with speech in some 
way, such as in spoken dialogue systems, automatic speech recognition, text-to-speech, or 
speaker-state detection systems.  As more commercial virtual assistants are coming to market, 
consumers have increasingly high expectations for spoken dialogue systems.  Prosody is an 
important element in communication and inherent in the speech signal; it is therefore prudent to 
increase the incorporation of prosody research as an element of speech processing and automatic 
speech recognition (ASR) research as speech research continues its rapid and expanding growth. 
One method for modeling prosody for speech tasks is making use of Legendre 
polynomial expansions, a decomposition method for creating a low-dimensional representation 
of curves.  Both pitch and intensity can be expressed as curves within the speech signal.  
Investigating these contours can determine whether aspects of prosody are being vocalized in 
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accordance with linguistic predictions.  For example, by looking at a pitch curve, one can 
determine whether a native English speaker is vocalizing a yes-no question in accordance with 
the predictions laid out by Pierrehumbert & Hirschberg (1990), which states that a yes-no 
question in English makes use of a rising pitch contour.  Legendre polynomial expansions can be 
used a way to compactly represent contours, such as pitch contours, as set of polynomial 
coefficients, which can be used as features for machine learning tasks. 
Using Legendre polynomial expansions for prosody modeling is not uncommon in 
speech classification tasks, and has been shown to be effective in previous work, such as in 
emotion detection (Doumouchel et al., 2009), and speaker recognition (Dehak et al., 2007).  
However, to the best of our knowledge, no researchers have used the representations formed by 
Legendre polynomial coefficients to analyze prosodic contours within a more linguistic context.  
In this dissertation, we demonstrate the effectiveness of modeling prosodic contours using 
Legendre polynomial coefficients not just for machine learning, but for prosodic analysis for two 
tasks: nativeness classification and sarcasm detection.   
For both tasks, we fine tune Legendre polynomial coefficients to create accurate 
representations of prosodic contours, and use those representations as features for machine 
learning classification tasks.  We also investigate linguistic questions that can be answered by 
exploring the prosodic representations of the contours that are produced by the Legendre 
polynomial coefficients.  Exploring where, how, and why prosody impacts speech is fundamental 
to linguistic analysis of prosody.  By making use of accurate representations of prosodic contours 
to answer these fundamental linguistic questions, we contribute significantly to the body of 
research focused on analyzing prosody in linguistics as well as modeling prosody for machine 
learning tasks. 
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 We begin with investigation of prosody modeling as it is used to determine whether 
speech comes from native or non-native speakers of English.   In these experiments, we compare 
the pitch contours of wh-questions (such as “Where were you born?”) and yes-no questions 
(“Did you ever have a pet?”) produced by native (L1) English speakers and non-native (L2) 
English speakers whose first language is Mandarin Chinese.  We first discuss the principles of 
intonational phonology, describing both English and Mandarin prosody, especially as it relates to 
the two types of questions we’re going to investigate.  We define a set of research questions that 
we will investigate by modeling prosody with Legendre polynomial coefficients.  We investigate 
if there are certain types of pitch curves that are more likely to occur in speech produced by 
native and/or non-native English speakers, and, if there are pitch curves that are likely to occur, 
if any of the pitch contours correspond to different types of question intonations defined by each 
group’s respective first language.  Finally, we use the Legendre polynomial coefficients as 
features for the task of nativeness classification, determining if they are effective at aiding in 
distinguishing between native and non-native English speech. 
We then move on to explore our second task - using prosodic cues to identify sarcastic 
speech from non sarcastic speech.  As there is not a publically available corpus of speech that has 
been labeled for sarcasm, we construct a corpus containing both sarcastic and non sarcastic 
speech.  To acquire labels for this new corpus and to learn more about how humans perceive 
sarcastic speech, we run a survey called ‘Perceptions of Sarcastic Speech’, and explore the 
results.  We investigate prior work regarding prosodic qualities of sarcastic speech, and use 
Legendre polynomial coefficients to represent prosodic contours of sarcastic and non sarcastic 
speech.  We then explore sequence modeling of these prosodic contours, hypothesizing that 
sarcasm, at the word level, is not realized on a single word, but rather, is influenced by sarcastic 
4 
affect present on adjacent words.  We then use these features for a sarcasm detection task, 
investigating whether these features produce an effective classifier.  Finally, we use our trained 
classifier to provide sarcastic and non sarcastic labels for a held out dataset, created from held-
out data from our survey that humans had strongly conflicting opinions about as to whether the 
speech was sarcastic or not, and discuss the results.  
We conclude with a discussion about how using Legendre polynomial expansions for 
prosodic analysis provides a deeper understanding of how prosody is used in our two different 
prosodic scenarios.  We discuss the ways in which the prosodic contours represented by 
Legendre polynomial coefficients allow for different aspects of prosodic analysis in each task, as 
well as discussing how modification of the Legendre polynomial coefficients could lead to better 
linguistic analyses as well as improved classification in machine learning.   
 
1.1 Prosody modeling with Legendre polynomials 
Prosody modeling is the process by which elements of prosody are examined and 
extracted for machine learning tasks.  Features of prosody include pitch,1 intensity, and duration 
information.  These are the most commonly investigated features of prosody.  Some other 
aspects of human speech prosody that can be used as a features include jitter and shimmer, which 
measure cycle-to-cycle variations in voice quality in intensity and fundamental frequency, 
respectively.  Another vocal quality of prosody that is often measured is the harmonics-to-noise 
(HNR) ratio, which measures the degree to which noise replaces periodic signal, mapping onto a 
percept of “hoarseness”.  These features are commonly used to model prosody for a variety of 
                                               
1 It is important to note that within the field of intonational phonology itself, the terms f0 and pitch are often used 
interchangeably.  This is incorrect; f0 is a physical measurement of fundamental frequency, while pitch is a 
perception of that fundamental frequency.  However, within this paper, as is within the field, we are using ‘pitch’ as 
a common term to describe both quantitative and qualitative aspects, and ‘f0’ in its traditional use. 
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tasks.  Some of these tasks include emotion detection, deception detection, intoxication 
detection, and more.   
Exploring traditional acoustic and vocal qualities elements of prosody are not the only 
techniques that can be used to prosody modeling.  Another way to model prosody in speech is to 
examine pitch and intensity contours across different levels of speech (sentences, phrases, and 
words).  To investigate pitch and intensity contours in this dissertation, we explore using 
Legendre polynomials to represent contours. 
The Legendre polynomials are the polynomial solutions to Legendre’s differential 
equation.  These are traditionally expressed using Rodrigues’ (1816) formula, which can be seen 
in equation 1, where n, a non-negative integer, is the degree of the polynomial.  
 
Equation 1: Rodrigues’ formula, 1816. 
Because Legendre polynomials are orthogonal, we can decompose an f0 curve as a 
weighted sum of Legendre polynomials using the method of least squares.  That is, for f0 
measurements y, given an x which is a matrix containing the Legendre polynomial values 
sampled at each f0 values’ respective time point, the weight vector β is the solution to the linear 
system of equations βx = y minimizing the sum of squared errors. 
The following visualizations aid in the description of how Legendre polynomials 
represent contours2.  Figure 1.1 depicts a representation of the functions that produce the first 
three polynomials.   
                                               
2 Note that in all of our visualizations, the number of degree of the polynomial is represented by n in Rodrigues’ 
formula.   
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Figure 1.1: 3-degree Legendre polynomials 
In this chart, we can see a representation of the first-degree polynomial (which looks like 
a horizontal line), the second-degree polynomial (which looks like a diagonal line), and the third-
degree polynomial (which looks like a slightly curved line).  As we increase the number of the 
degrees, the functions become more complex, leading to more complicated contours.  This can 
be seen in Figure 1.2. 
 
Figure 1.2:  7-degree Legendre polynomials 
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As the complexity of Legendre polynomials increases, the contours themselves become 
more capable of representing more complicated information.  To demonstrate this, we investigate 
representing a vector of f0s as both 3 and 7-degree Legendre polynomial expansions.  For the 
following images, all f0 contours are depicted using an orange line, while all Legendre 
polynomial representations are depicted using a blue line.  Figure 1.3 depicts the f0 contour of a 
wh-question and its associated 3-degree Legendre polynomial contour representation.  To 
contrast that, Figure 1.4 shows the same f0 contour, now represented by a 7-degree Legendre 
polynomial. 
 
 
Figure 1.3:  An English f0 contour (wh-question) and its associated 3-degree Legendre 
polynomial contour (blue) 
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Figure 1.4:  The same English f0 contour and its associated 7-degree Legendre 
polynomial contour  
Although in both images, the Legendre polynomial contour captures the general shape of 
the intonation of the wh-question, the Legendre polynomial contour in Figure 1.3 is simpler, and 
doesn’t capture some of the complexity of the f0 contour, capturing only that the f0 contour 
starts somewhere relatively high, and produces a bit of an arc before trending downward.   In 
Figure 1.4, the Legendre polynomial contour produces a closer representation of the f0 curve, 
capturing the dip, the rise, and then the fall of the contour.  In this way, we can see that the 
choosing an appropriate number of degrees to capture the complexity of prosodic contours is an 
important factor when using Legendre polynomials to model prosodic contours. 
The above figures show that Legendre polynomials are effective at producing contours 
that are representative of the prosodic contours they are modeling.  This efficacy in producing 
representative prosodic contours allows linguists to get interpretable information about prosodic 
contours.  Linguists can investigate different linguistic properties of prosody by exploring these 
visual representations of prosodic contours.   
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Figures 1.5 and 1.6 further demonstrate the efficacy of Legendre polynomial contour 
modeling.  Figure 1.5 shows a native English wh-question, and Figure 1.6 shows a native 
English yes-no question.  In both images, the orange line represents the f0 contour of each 
respective question, and the blue line represents the Legendre polynomial representation of the 
contour. 
 
Figure 1.5:  F0 contour and Legendre polynomial contour of wh-question  
 
 
Figure 1.6: F0 contour and Legendre polynomial contour of yes-no question 
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The f0s in Figure 1.5 represent a full wh-question.  The Legendre polynomial contour 
representation of this f0 contour clearly shows that the contour begins with a fall in pitch, 
followed by a slight pitch rise and ending with falling pitch.  This is the expected prosody of a 
wh-question produced in English (cf. section 2.2).  This pattern follows in Figure 1.6, which 
depicts the prosody of a yes-no question in English.  The Legendre polynomial contour 
representation describes the contour as beginning with a shallow dip and then moving to a sharp 
rise.  This is the expected prosody of yes-no questions in English (cf. section 2.2).  In this way, 
we demonstrate that Legendre polynomial contour modeling is an effective method of accurately 
represent prosodic contours. 
Legendre polynomial coefficient modeling has shown success in a number of prosodic 
tasks, including emotion detection (Dumouchel et al., 2009),  language identification (Lin and 
Wang, 2005), and speaker verification (Dehak et al., 2007), detailed in the next section. 
  
1.2  The use of modeling prosody with Legendre polynomial expansions 
Modeling prosody with Legendre polynomial expansions has been shown to be 
successful across a variety of speech and intonation tasks.  These tasks include speaker 
verification, emotion detection, and dialect modeling. 
Dialect and accent significantly affect automatic speech recognition performance  (Hasen 
et al., 2004).  Grabe, Kochcanski, and Coleman (2003) investigated dialect modeling for 
improving speech recognition, using Legendre polynomial coefficients to model dialect f0 
contours to identify different types of intonation for different phrases in a variety of dialects of 
English.  The materials used were a corpus of recordings of 7 different urban dialects of English 
spoken in the British Isles.  Speakers of each dialect read a list of declaratives, wh-questions, 
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yes/no questions, and declarative questions.  The authors represented the f0 data as a best-fit sum 
of Legendre polynomials where each polynomial was normalized to have unit variance.  This 
produced a model for the f0 of each utterance.  The result of this investigation indicated that in 
some dialects, speakers produced similar-shaped contours in the four utterance types 
investigated, while in other dialects, the contours were different.  This suggests that contour 
types may well support the question/statement distinction, but the presence of such information 
is dialect-specific.   
Legendre polynomial expansions have also been used to model prosody for speaker 
recognition tasks.  Dehak and colleagues (Dehak et al., 2007ab), first used 5-degree Legendre 
polynomial coefficient for prosodic modeling to continuously model pitch and energy contours 
across syllable-like regions.  These features could be modeled using Gaussian Mixture models.  
These prosodic features, when combined with speaker and session variability features modeled 
using joint factor analysis, improve over a traditional system of using Mel-frequency cepstral 
coefficients with a relative improvement over the NIST 2006 Speaker Recognition Evaluation 
baseline of 12% for an English-only system, and 8% across a combined language trial (in which 
English speech was included among Arabic, Bengali, Chinese, Farsi, Hindi, Korean, Russian, 
Spanish, Thai and Urdu speech).   
The authors followed this experiment with a second experiment, using the same NIST 
2006 data, wherein they added formant features and syllable duration features (with a minimum 
length of 60ms), also modeled using Legendre polynomial coefficients.   In addition to adding 
these features, they made use of a larger degree of Legendre polynomial expansion, as a larger 
order polynomials more accurately modeled longer prosodic segments.  Adding these features 
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led to a 3% equal error rate compared to the results of the prosodic system from (2007a), 
although the system combined with the with the system in (2007a) led to equivalent results. 
Another area of research that has made use of Legendre polynomial coefficient modeling 
is emotion detection.  Doumouchel et al. (2009) estimated pitch and energy contours using 
Legendre polynomial coefficients in emotion detection.  The first three Legendre polynomial 
coefficients, when combined with means of the first two formants of speech segments and 
modeled using a mixture of 256 Gaussians, resulted in the best performing individual model for a 
two-class emotion detection task (distinguishing between idle and negative emotions), with an 
best-weighted average recall of 70.84%.  
As we have seen, Legendre polynomial coefficients have previously been used as a way 
to estimate a variety of prosodic elements for features representation a number of speech tasks.  
In this dissertation, we use Legendre polynomial coefficients to model prosodic contours for two 
different tasks: nativeness classification and sarcasm detection.  The way in which we use the 
Legendre polynomial coefficients for contour modeling is not dissimilar, despite the fact that 
these two tasks do not have a lot in common apart other than being tasks for which prosody 
modeling could be useful in helping to linguistically analyze  prosody.  To our knowledge, 
prosody modeling using Legendre polynomial expansions have not yet been applied to the tasks 
of nativeness classification and sarcasm detection. 
In investigating nativeness classification, we focus on the phrasal level of speech, looking 
at interrogative phrases in sentences, as in Grabe, et al. (2003).  Interrogative phrases exist in the 
majority of the world’s languages (Dryer and Haspelmath, 2013), and it is common for 
languages to have particular prosody associated with different question types.  As the way that 
prosodic realization of questions differs from language to language (cf. sections 2.2 and 2.3), we 
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hypothesize that speakers’ question prosody will transfer when they are speaking in a learned 
second language (L2).  Given this hypothesis, we conjecture that these differences in how 
question phrases are realized could make for good features for nativeness classification machine 
learning tasks.  Legendre polynomial coefficients are able to capture the contours of these 
question phrases and represent them compactly, allowing for us to compare the contours that we 
see in speech from native and non-native language speakers.  We can expect to see when these 
contours appear as expected, and also when they deviate from what is expected.  We use 
Legendre polynomial coefficients so as to try to capture language transfer information.  Flege et 
al. define transfer formally as interference that arises from structural and/or phonetic differences 
between a speaker’s first language (L1) and second language (L2), influencing the speech of 
adult learners (Flege et al., 1984), and a variety of work focuses on prosodic transfer from L1 
Mandarin to L2 English (Ding et al., 2016, Zhou et al., 2015).  We try to leverage these 
coefficient features which we believe have captured transfer information as a prosodic feature to 
a classification system, where we investigate how well a trained classifier can predict whether a 
speaker is a native or non-native speaker of English.   
For our investigation into automatic sarcasm detection, we hypothesize that sequentially 
modeling contours of words themselves can provide us with features that will improve 
classification.  We aim to model prosodic context using sequence models of word-level prosodic 
contours across a whole sentence.  We also hypothesize that sarcasm isn’t strictly realized on a 
single word.  By modeling prosody at the word level using Legendre polynomial coefficients, we 
will investigate if sequences of pitch or intensity curves are predictive of sarcastic speech.  
Legendre polynomial coefficient contour modeling will specifically aid us in being able to do 
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this type of sequence modeling of curves, which to our knowledge has not yet been used as an 
approach to investigate classification of speech sarcasm.   
Improving both of these tasks would make a significant contribution to the field.  Much 
research has been done on how humans recognize and understand sarcastic speech, both in 
isolation and as distinguished from sincere speech.  This research has indicated that sarcasm can 
be reliably characterized by a number of prosodic cues (Cheang and Pell, 2008).  However, very 
little work has been done regarding modeling sarcastic speech for automatic recognition.  As 
speech recognition technology continues to progress forward, it will be important for automatic 
speech recognition (ASR) systems to be able recognize more casual and colloquial speech.  This 
can be seen as more virtual assistants hit the marketplace, such as the Google Assistant and 
Amazon Alexa.  Consumers are looking increasingly frequently for products that have robust 
spoken dialogue systems, and aspire to talk to computers the way in which they would talk to 
humans.  As sarcasm is often used to express negative and critical attitudes toward persons or 
events (Cheang and Pell, 2008, Kreuz and Glucksberg, 1989), or even to virtual assistants 
themselves, it is very conceivable that ASR systems (particularly those in consumer products and 
spoken dialog systems) which are able to recognize sarcastic speech will be useful in the future.   
Similarly, while research has been done on using prosodic features for nativeness 
classification (Shriberg et al.,  2008), little work in this area has included using Legendre 
polynomial coefficients as a way of capturing prosodic information.  Current automatic speech 
recognition systems still struggle with speaker adaptation, much to the frustration of non-native 
speakers who are using ASR systems that have been trained on native English speech (Raux and  
Eskenazi, 2004).  We see this again with speech recognition systems across consumer products 
(Google Assistant, Amazon Alexa).  As we see with sarcasm, consumers are coming to expect 
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more and more from virtual assistance that use ASR and spoken dialogue systems.  Assisting the 
field in solving the problem of nativeness classification is an important pursuit; creating a system 
that can easily adapt to non-native speech, so that a spoken dialogue system could respond to its 
input speech in a helpful way, could alleviate frustrations of non-native English speakers using 
tools and products that were trained on native English.  In our work, we aim to solve this 
problem by using Legendre polynomial coefficients as a tool for modeling a linguistically 
motivated approach to the task of nativeness classification.  With evidence from prior research, 
we use the phenomena of language transfer use it as a feature for nativeness detection.  Legendre 
polynomial coefficients allow us to represent prosodic linguistic transfer as a machine-learnable 
features. 
 
2.  Intonational Phonology  
We begin with the nativeness classification task.  In this task, we explore speech of native 
(L1) English speakers and non-native (L2) English speakers whose first language is Mandarin 
Chinese.  We explore the English speech prosody from these two speaker groups to determine if 
prosody modeling is an effective method to find separability between these two types of speech 
(native and non-native English speech).  However, before beginning to investigate the prosody of 
these speakers, it is important that we understand the basics of intonational phonology, and how 
the prosodic systems of English and Mandarin can be described within a theory of intonational 
phonology, as we expect that the speech used in our experiments will be influenced by the 
intonational systems of its speakers; we expect that native English speakers will produce speech 
influenced by their intonational phonological system, and that native Mandarin speakers may use 
aspects of their Mandarin intonational phonological system when producing English speech. 
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Intonational phonology describes the structure and organization of prosodic information, 
and does so in terms that are inherently phonological in nature.  The phonetic elements that 
realize intonation include intensity, duration, and fundamental frequency (F0, which we refer to 
in this paper as pitch).  Intonational phonology also draws a clear distinction between pitch and 
relative prominence.  Although both pitch and prominence fit comfortably within the scope of 
intonation as they both are obviously suprasegmental, carry meaning that is not lexical, and 
depend on distinctions that are linguistically structured, they are treated differently in the 
analysis. 
Ladd (2008) describes intonation as consisting of suprasegmental features that convey 
meaning in a linguistically structured way, and points out that intonational features are organized 
in terms of categorically distinct entities.   Ladd argues that a complete description of 
intonational phenomena includes:   a) being able to describe the sounds of intonation by using a 
small number of categorically distinct elements (i.e., phonology), b) being able to map such 
abstract descriptions of sounds to a number of different and continuously varying parameters, 
which determine the properties of an acoustic waveform or some other means of tracking 
movements of the articulator (i.e., acoustic or articulatory phonetics), (Ladd, 2008, p.10).   
In our following 4 sections (cf. sections 2.1 - 2.4), we describe the intonational 
phonology of the two specific languages that our work discusses, English and Mandarin Chinese.  
Although the two languages differ in one very particular way - Mandarin is a language that 
makes use of lexical tone, while English does not - the two languages are similar prosodically in 
that they both use pitch variation to contextually convey differences in meaning (Bent, 2005) and 
both may contain aspects of  metrical strength (Lai, Sui, and Yuan, 2010)3.  In addition, both 
                                               
3 Metrical strength in Mandarin is highly debated, and the interaction between metrical strength and prominence in 
Mandarin remains relatively under-discussed. In this paper, we use Lai et al.’s account of metrical strength in 
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English and Mandarin contain wh and yes-no questions, which is relevant to the remainder of 
this work.  Finally, each language’s intonational system can be accommodated within the first 
two tenets of Ladd’s 1996 Autosegmental Metrical theory.  In Ladd’s formulation, there are four 
basic tenets of an autosegmental metrical theory of intonation.  Within the scope of this paper, 
we will discuss the first two tenets only4. 
  
2.1  Autosegemental Metrical theory 
To best describe both English and Mandarin’ s international phonological structures, we 
use Ladd’s 1996 Autosegmental Metrical theory (AM theory).  Gussenhoven (2002) describes 
AM theory as autosegmental because it has different tiers for segments and tones, and metrical 
because the elements within those tiers are held within a hierarchical order of phonological 
constituents (Gussenhoven, 2002, p.271).  AM theory also provides a method of mapping the 
phonetic elements of intonation to their corresponding acoustics or articulatory realizations, as 
well as providing a framework for phonologically organizing intonational contours into 
categorically distinct elements (Ladd, 2008, p.43).    
The first tenet of AM theory describes intonation as a sequence of discrete events.  AM 
theory focuses on a distinction between two different categorical types which make up any 
prosodic sequence: events, which are specified points within a single string, and transitions,  
which describe the pitch contour between intonational events.   This leads to a differentiation 
between pitch accents (prominence associated with pitch-synchronous qualities) and edge tones 
                                               
Mandarin strictly as a means of distinguishing between intonational events and stress in Mandarin.  We do not 
discuss the larger topic of metrical strength in Mandarin, as it is not in the scope of this paper. 
4 As the presence of high and low intonational tone in Mandarin has not yet been established, we will not discuss the 
the third and fourth tenets of AM theory with regard to English and Mandarin.   
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(indicators of prosodic boundaries).  Events and transitions are connected in ordered sequences, 
with events determining contour types. 
The second tenet of AM theory, according to Ladd, is a solid distinction between 
intonational events and word-level stress.  To define and predict stress, AM theory makes 
reference to metrical phonology.  Metrical strength, along with focus-driven stress shifts, gives 
prosodic structure to lexical items.  The location of intonational events (such as prominence) is 
mediated by metrical phonology; however, the two are separate and distinct.  The first two tenets 
of AM theory, referring to the existence of tone sequences and metrical phonology, are both 
purely phonological. 
 
2.2  English intonational phonology  
In keeping with the first tenet of AM theory, English intonation consists of intonational 
events and transitions.  Intonational events in English include prominence (realized via pitch 
accents), which mark the relative prominence of individual lexical items, and prosodic phrase 
boundaries.  English intonation is often annotated using the conventions of Tone and Break 
Indices (ToBI) (Silverman, Beckman, Pitrelli, Ostendorf, Wightman, Price, Pierrehumbert, and 
Hirschberg, 1992), which were formulated specifically to accord with AM theory, and which are 
applicable to standard American English.  This variety of English licences six distinct pitch 
accents, which themselves can include one or two tonal targets, according to Beckman & 
Pierrehumbert (1986).  These pitch accents are built with properties of low (L) and high (H), and 
*, the latter denoting the alignment of a tone with a specific target syllable.   High pitch accents 
may be downstepped, i.e., realized in a specified context with slightly lowered height; downstep 
is denoted as !.  It is important to note that downstep is not the same as F0 declination.  
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Gussenhoven (2002) writes that F0 declination is a gradual, time-dependent (context-
independent) lowering of F0.  Downstep, on the other hand, is context-dependent, occurring as 
subsequent high pitch accents are realized systematically at lower heights than an initial high 
pitch accent (Gussenhoven, 2002, p.274).   The six possible English pitch accents, according to 
Beckman and Pierrehumbert (1986), are L*, H*, L+H*,  H*+L,  L*+H, and H+H!5. 
Phrase boundaries denoting the end of the prosodic phrase are marked by either of two 
boundary tones.  These boundary tones also have the properties of being either high (H%) or low 
(L%).  Every full intonational phrase in English is comprised of one or more intermediate 
phrases.  Intermediate phrases also have tones associated with their phrase boundaries.  These 
tones are called phrase accents, and they, too, may be low or high, denoted as L- or H-.  All of 
these intonational cues, taken together, can be combined to create at least 22 different contours 
(Pierrehumbert, 1980).  
The second tenet of AM theory holds with metrical phonology in that it makes a 
distinction between intonational events and stress.  Each syllable in English contains lexical 
stress in metrical patterns (often described as strong/weak patterns).  Stress in English is lexically 
constrained.  An example of stress being constrained by the lexicon can be seen in the word 
contrast.  When contrast is a noun, it is pronounced as cóntrast, with the stress on the first 
syllable.  However, when it is a verb, it is pronounced as contrást, with the stress on the second 
syllable.  The placement of stress in the word is determined by the lexical category of the word. 
English also uses stress to draw focus or to indicate contrast.  Consider the following 
dialogue, which sets up the circumstance for a non-standard contrastive focus: 
 
                                               
5 It is worth noting that ToBI annotation conventions do not use H*+L; Silverman et al. describe H*+L as a 
“downstep inducing version of H*” rather than a tone inventory distinction (Silverman et al., 1992, p.868). 
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 A1: “I’m flying to LONdon today.” 
 B: “You’re flying from London today?” 
 A2: “I’m flying TO London today. ”   
 
In A1, metrical phonology constrains the realization of the word “London” in its typical 
fashion, allowing the realization of intonational prominence to be on the metrically strong 
syllable of the word.  However, in sentence A2, the speaker intends to draw contrastive focus to 
the word to, shifting the focus of the sentence from the location the speaker is flying to (London) 
to the direction the speaker is flying in that day (to London, not from London).  The word to in 
sentence A2 is metrically promoted by this intended focus.  This focus is realized phonetically 
via a pitch accent on the word to.  
We now turn to discuss, in particular, the prosody of two different question types in 
English: wh-question prosody and yes-no question prosody.  It is widely assumed that wh-
question phrases in English are pronounced with falling intonation, while yes-no question 
phrases in English are pronounced with rising intonation.  There are several proposed ideas for 
why these particular types of questions have different intonations (Pierrehumbert (1980), 
Gussenhoven (2002), Halliday (1967)), but there is no dispute that these two types of questions 
follow these distinct intonational patterns.   Hedberg et al. (2014) point out that the rising 
intonation of a yes-no question in American and British English is so obvious it is essentially 
common knowledge.  In this paper, they conclude that the most common rising contour in yes-no 
questions corresponds with the contour determined by Pierrehumbert & Hirschberg (1990) to be 
the most frequently used contour for yes-no questions.  This is rising contour occurs 79.8% of 
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the time, and can be notated using ToBI notation as L*H-H%.  This contour is visualized in 
Figure 2.1 below. 
 
Figure 2.1: Example of most common yes-no question contour (Hedberg et al., 2014) 
 
Hedberg et al. also investigate the typical prosodic contours for wh-questions in English. 
In their 2010 paper, they find that in a corpus of 200 English spoken wh-questions, 81% of the 
questions followed the expected falling intonation pattern.  49% of these falling intonation 
patterns of wh-questions have a high fall (higher than that of a declarative statement), described 
by ToBI notations as H*LL% .  Another 25% of the falling intonation contours for wh-questions 
can be described as L*LL%, where the fall starts from a lower pitch accented place, but still 
follows a falling intonation.  Figure 2.2 visualizes the most common falling contour for wh-
question prosodic realizations. 
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Figure 2.2: Example of the most common wh-question contour (Hedberg et al., 2010) 
 
2.3  Mandarin intonational phonology 
Mandarin contains both a lexical tone system and suprasegmental prosody system, and 
both exist independently of the other (Shen, 1990).  Both systems affect pitch in Mandarin, 
which makes distinguishing the influence of suprasegmental intonation and lexical tone a 
challenge.  Both lexical tone and prosody use pitch to convey information, and native Mandarin 
speakers are able to recognize both lexical tone and prosody simultaneously.  It is therefore 
necessary for us to describe the lexical tone system of Mandarin before describing the 
suprasegmental intonational system of Mandarin.  To keep our description consistent with the 
second tenet of AM theory, we separate the description of Mandarin intonation into two sections, 
first describing the pitch elements that make up intonational events in Mandarin.  We then follow 
with a description of stress and metrical strength in Mandarin. 
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Lexical tone is said to occur in every variety of Mandarin6 (Peng, Chan, Tseng, Huang, 
Lee, and Beckman, 2005).  Mandarin is described as having four tones (with an additional 
“neutral” tone occurring on some grammatical formatives).  These tones are standardly described 
as follows :  high level (H), high rising (LH), low level (L, sometimes called low falling or 
“dipping”) and high falling (HL).  Within the lexical tone system of Mandarin, there is also 
evidence of tonal sandhi, a phonologically conditioned tonal alternation of underlying lexical 
tone (Peng et al., 2005, p. 232).  
Mandarin also contains a suprasegmental prosodic system, which Peng et al. refer to as a 
higher-level prosodic grouping (p.247).  Mandarin makes use of two types of prosodic pitch 
manipulation.  The first is the use of boundary tones, which mark pragmatic contrasts at the end 
of sentences.  The second is the use of pitch range effects.  These pitch range effects can be split 
into two categories;  global pitch range effects (consisting of pitch downtrend or pitch reset and 
an overall rise in pitch range across a sentence or phrase), and local pitch range effects (which 
consist of expansion of pitch range due to prominence, and reduction of pitch range that follows 
previously expanded pitch range due to prominence).  The remainder of this section describes the 
details of prosodic boundary tones and pitch effects in Mandarin. 
Mandarin marks the end of sentences with the use of boundary tones.  Peng et al. (2005) 
note that these boundary tones correspond with Chao (1968)’s description of pragmatic ending 
tones in Mandarin.  For example, sentence final particles (which contain no lexical tone) in 
Mandarin can contain a rise, which can indicate surprise (such can be found in some yes-no 
questions in Mandarin), or a fall, which can indicate that the sentence is a statement (often used 
                                               
6It is important to make the distinction between Mandarin varieties (such as Mandarin spoken in Shanghai), and 
regional dialects (such as Shanghaiiese), which are often unintelligible with Mandarin.  Peng et al. note that it is 
common in China for people to speak more than one variety of Mandarin, as well as a regional dialect. 
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to soften an explanation).  These rising endings  are marked with a high boundary tone (H%), 
and falling endings are marked with a low boundary tone (L%).  
Mandarin also makes use of global (phrase and multi-phrase level) pitch range effects.  
One example of a global pitch range effect is that of pitch reset.  Yang (2011) describes pitch 
reset as an important cue for both prosodic phrasing and indication of boundaries between 
prosodic phrases.  Intonational phrase initials are often indicated by a pitch reset at the beginning 
of a prosodic phrase. Intonational phrase finals also contain pitch reset, but not to the degree that 
intonational phrase initials are reset.  (Intonational phrase middles are not realized with pitch 
reset effects.)   
Mandarin additionally makes use of local pitch range effects.  One example of this is the 
way in which Mandarin marks prominence.  Rather than employing pitch accents to indicate 
prominence (as is done in English), Mandarin speakers indicate prominence by expanding a 
syllable’s pitch range, and then compressing the pitches of the remainder of the syllables .  Peng 
et al. (2005) offer the example of the sentence “Wèi Lì mài làròu” (Wei Lei sells bacon).  This 
illustrative example is an artificially constructed sentence; not only is the lexical tone of each 
word a high-falling (HL) tone, but the sentence is also fully sonorant, which affords a 
segmentally uncomplicated pitch track. Consider the following dialogue7. 
 
A:  “Wèi Lì mài làròu.”  (“Wei Li sells bacon.”) → indicates broad focus 
B: “Shéi mài làròu?”  (“Who sells bacon?”) 
A:  “Wèi Lì mài làròu.” (“Wei Li sells bacon.”) → indicates narrow focus 
 
                                               
7 We write this example in pinyin, a phonetic system used for transcribing Mandarin pronunciation of characters into 
the Latin alphabet. 
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Figures 2.3 and 2.4, cited from (Peng et al. 2005, p. 241), show the difference in pitch 
range on the name Wèi Lì when pronounced with and without focus.  Figure 2.3 shows the pitch 
range under the broad focus pronunciation (default, non-prominent) of the name Wèi Lì.  Figure 
2.4 shows the very different pitch range of the narrow focus pronunciation (prominent) of Wèi 
Lì.  There is visible and audible manipulation of the pitch range across the entirety of the narrow 
focus sentence.  Pitch range expands when indicating Wèi Lì as prominent, and pitch compresses 
across the rest of the sentence (compared with the broad focus sentence).  This example 
demonstrates how focus in Mandarin is realized by both an expansion of pitch range on 
prominent syllables as well as compression of pitch on non-prominent syllables.  
 
 
  
Figure 2.3: “Wèi Lì” pronounced with broad focus 
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Figure 2.4:  “Wèi Lì” pronounced with narrow focus  
 
 
One way of describing stress in Mandarin is by using the stress framework described by 
M_ToBI, a Tone and Break Indices system for Mandarin.  Proposed by Peng et al. (2005), 
M_ToBI is a preliminary system for annotating Mandarin prosody that fits within the framework 
of AM theory.  The M_ToBI annotation system is a combination of two other prosodic 
annotation systems (one developed by Academia Sinica, and the other developed by The Ohio 
State University) and is designed to be applicable to any variety of Mandarin Chinese.  M_ToBI 
proposes four levels of stressed syllables;  syllables that are realized with full lexical tones, 
syllables with lexical neutral tone (also described as inherently unstressed syllables), syllables 
with tonal reduction that does not reach neutralization (also described as an undershoot of a tonal 
target), and syllables with neutralized (but not inherently neutral) tones8.   
                                               
8 It is interesting to note that even the definitions of stress in Mandarin are tied to the realizations of lexical tone.  
This is further evidence of intimate connection between lexical tone and intonation in Mandarin. 
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In addition to syllabic stress, Mandarin also contains a pattern alternation between 
prominent and non-prominent syllables.  This alternating pattern is found particularly in 
unfocused sentences, as well as sentences that contain relatively short strings of monosyllables.  
Polysyllabic phrases in Mandarin display evidence of a similar stable prominence pattern, but 
may also deviate from the prominent / non-prominent pattern.  Kratochvil (1998) describes the 
resolution of prominence pattern conflicts in the following ways: while non-prominent syllables 
can be resolved in issues of prominence pattern conflicts, prominent syllables cannot be, and 
must be either be removed or changed to remove the conflict of the pattern (p. 423)   
This is in keeping with what Lai, Sui, and Yuan (2010) refer to as metrical strength in 
Mandarin.  Lai et al. argue that Mandarin uses F0 to mark metrical stress patterns, resulting in 
strong/weak alternations in syllables.  In Figures 3 and 4,  Lì (in both sentences) has a lower F0 
compared to Wèi.  This seems to indicate that this name has a metrical strong/weak F0 pattern 
that is separate from the focus-driven pitch range expansion on those same syllables.  This is in 
keeping with the second tenet of AM theory, which separates metrical strength from intonational 
events. 
Mandarin additionally contains short (monosyllabic) and long (disyllabic) forms of words 
that can be used interchangeably.   For example, the word tiger (lǎohǔ) may be expressed as 
either the long form (lǎohǔ）or in its short form (hǔ).  This is not a type of compounding; 
although the word lǎo in isolation means “old”, lǎohǔ does not mean “old tiger” (for example, a 
newborn baby tiger could be called either lǎohǔ or hǔ) (Duanmu, 2012).  This phenomenon is 
referred to as “elastic word length”.  Although both long and short forms are allowed, Mandarin 
has strong preference for particular word length patterns.  For noun pairs (nouns that are 
followed by another noun), short-short word lengths patterns are preferred for both nouns 
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(monosyllabic + monosyllabic), while short-long combinations (monosyllabic + disyllabic) are 
extremely disfavored.   For verb-object pairs, short-short word length patterns are again 
preferred, while long-short patterns (disyllabic-monosyllabic) are extremely disfavored.  
Monosyllables and disyllables in Mandarin are more common by an order of magnitude than 
additional polysyllables (Duanmu, 2012).  
Mandarin makes use of two different types of prosodic pitch manipulation.  As discussed 
above, one type of pitch manipulation is the use of of pitch range effects.  These pitch range 
effects can be split into two categories;  global pitch range effects (consisting of pitch downtrend 
or pitch reset and an overall rise in pitch range across a sentence or phrase), and local pitch range 
effects (which consist of expansion of pitch range due to prominence, and reduction of pitch 
range that follows previously expanded pitch range due to prominence).    This can make 
investigating Mandarin question intonation a challenging task, as lexical tone is inherently 
conflated with phrasal pitch range effects.  That being said, there is evidence of global pitch 
range effects around particular types of questions in Mandarin.  This can be seen especially in 
yes-no questions in Mandarin. 
 There are two ways to phrase yes-no questions in Mandarin.  Pytlyk (2008) describes two 
methods of forming yes-no questions in the following way.  The first way to phrase a yes-no 
question is to add an interrogative sentence final particle (such as ma)  to the sentence, as can be 
seen in gloss 1. 
1)  Nǐ                máng          ma 
  you           busy       PARTICLE 
  “Are you busy?” 
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 The second way to phrase a yes-no question in Mandarin is reduplicate the verb and 
insert a negative morpheme (such as bù or méi) in between the two verbs.  This type of 
construction is often called “A-not-A”, and can be seen below. 
 
2)    Nǐ        máng     bù  máng 
you      busy  not      busy 
“Are you busy?” 
 
Although these are both valid ways of phrasing yes-no questions in Mandarin, the 
prosodic mechanics of how these questions are phrased are slightly different.  For yes-no 
questions that end in the interrogative final particle (Pytlyk 2008, Lin 2001), the underlying tone 
of the particle is neutral, and therefore gets its pitch from the preceding tone such that pitch will 
fall when preceded by a high level tone, a high rising tone, or a high falling tone.  The pitch on 
the neutral tone will rise when it is preceded by a low-level tone.  The remainder of the question 
follows the general pattern of Mandarin intonation, making use of expanded pitch range across 
the sentence itself. 
For questions phrased with A-not-A construction, it is less clear what the global prosodic 
patterns are, as they are often linked particularly to the lexical tone of the phrase-final syllable.  
However, unlike English, they do not contain a clear rising intonation throughout the entirety of 
the phrase.  This is somewhat similar to how wh-questions are vocalized in Mandarin.  Unlike in 
English, where wh-questions often occur at the beginning of the sentence (due to syntactic 
movement) and indicate an intonational fall across the phrase, Mandarin wh-questions are 
realized in-situ (meaning the wh word can occur at any point in the question), and global pitch 
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effects are not utilized.  However, Mandarin may still make use of local expanded pitch range 
near the end of the sentence for wh-questions, while still preserving lexical tone shapes (Yuan, 
Shih, Kochanski (2002) via Hirschberg Columbia course CS4706 (2005)).  Although both 
English and Mandarin use different prosodic methods to indicate wh-questions and yes-no 
questions, they are both making use of suprasegmental prosodic tools to indicate that a particular 
phrase is a question.   
Primarily, Mandarin wh-questions are realized differently than Mandarin yes-no 
questions.  Shyu and Tung (2018) have suggested that wh-questions’ focus prosody is more 
likely to occur in the wh word itself, particularly if that word is being used as a noun.  A series of 
production experiments performed by Liu and Xu (2005) indicate that wh words take 
prominence and, as with other words in Mandarin that take prominence, result in making use of 
expanded pitch range followed by pitch suppression.  Finally, Shen (1990) and Cheng (2017) 
both agree that expanded pitch range, higher register starting point, and higher overall curves in 
intonation are indicative of questions overall in Mandarin. 
 
2.4  Comparing English and Mandarin prosody  
Given our goal of classification, we concentrate on the differences between English 
question contours produced by native English speakers and non-native English speakers whose 
first language is Mandarin.  We hypothesize that, while native English speakers are unlikely to 
deviate from expected English contours when producing different types of question intonations, 
it is unlikely that the non-native, first language Mandarin speakers produce these questions in 
English with the same kind of prosody that the native English speakers use.   
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Despite the many differences in how prosody is expressed in English and Mandarin, there 
is also a certain similarity that can be drawn between English and Mandarin; both Mandarin and 
English contain similar types of prosodic phrasal units.  English contains intermediate phrase and 
intonational phrases (Pierrehumbert & Beckman, 1986) which Yang (2011) equates with 
prosodic/phonological phrases and prosodic/breath groups in Mandarin Chinese.   Given this 
similarity, it is reasonable for us to assume that we can find a way to compare phrases (question 
and otherwise) in English and Mandarin while still preserving the underlying differences 
between these two different intonational phonological systems. 
To that end, this dissertation refers to “inter-pausal units” or IPUs, as units of speech that 
occur between units of silence (with silence being defined as 50ms or longer without speech).  
The IPU, though not defined phonologically, nevertheless can be used as a proxy for prosodic 
phrasing, and allows us to collapse similar phrasal intonations into a prosodic unit that can be 
described consistently.  This can be further justified as the vast majority of the IPU boundaries in 
our corpora are also phrase boundaries, giving us high precision when it comes to identifying 
IPUs this way.  We sacrifice recall using this method, as some of the phrase boundaries in our 
corpus are not coincident with pauses (which is not surprising given that our corpus consists of 
speech from non-native speakers), but from an automatic processing viewpoint, using the IPU as 
our speech unit is reasonable. 
The speech data that we discuss in this section of our work (nativeness classification) 
contains speech from native English speakers, as well as speech produced by non-native speakers 
of English whose first language is Mandarin.  We cannot be sure what phonological prosodic 
system these non-native speakers of English were using when producing the speech in this 
corpus;  they may have been using an English prosodic system, or their native Mandarin prosodic 
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system, or some combination of the two (which could be the result of transfer effects).  Given 
this uncertainty, identifying phrasal units as IPUs provides us with a reliable and consistent way 
to compare speech produced by both native English speakers and non-native English speakers 
whose first language is Mandarin while still leaving space for the languages to have two different 
underlying prosodic systems. 
 
3.  Nativeness Classification 
 In this section, we explore using Legendre polynomial expansion models to compare the 
the prosody of native English speakers and non-native English speakers.  Section 3.1 provides a 
context for the work, discussing prior work that has been done in nativeness classification that 
makes use of prosody.  Section 3.2 discusses our hypotheses regarding prosody realizations in 
native and non-native English speech, section 3.3 describes our data, and 3.4 describes our 
methods for the first three experiments.  Detailed description of our four nativeness experiments 
can be found in sections 3.5 - 3.8. 
 
3.1 Motivating background  
Before detailing our approach for nativeness classification, we address prior work.  
Researchers have previously worked on the task of nativeness classification, either by improving 
prosody modeling directly, or by investigating which prosodic features are most helpful for 
nativeness classification.   
Teixeira et al. explored using prosody modeling for the task of nativeness classification in 
2000, which is thought to be the first instance of using prosodic features for nativeness 
classification.  This paper investigates using acoustic features such as duration, word stress, max 
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f0 and pitch slope, finding duration features to be particularly predictive of non-native speech 
(over pitch features and lexical stress, individually).   
Additional researchers went on to continue this line of using prosody modeling for 
nativeness classification.  Rosenberg (2011) investigated using a type of sequential modeling to 
distinguish between native and non-native English speech, also using L2 speakers whose native 
language is Mandarin Chinese.  Rosenberg’s paper makes use of ToBI labels (as a means of 
dimensionality reduction) to represent prosody using symbolic modeling, compared to more 
traditional means of direct prosodic modeling.  Direct prosodic modeling was done by first using 
a direct calculation of a discrete value for each word based on whether or not that word has a 
higher or lower pitch than the average pitch of that speaker.  Additional direct prosodic modeling 
was performed by using sequential modeling, calculating the joint probability p(xi , xi-1) as a two 
dimensional Gaussian.  Results indicated that sequentially modeling prosody using symbolic 
representation was effective for the task of nativeness classification, demonstrating its 
effectiveness as a “valuable compact representation of prosodically relevant acoustic 
information”.   
Lopes et al. (2011) explored using a combination of acoustic and prosodic features for 
nativeness classification, using TED talks as the corpus of native and non-native English speech.   
Prosodic features included log pitch and log energy (of voiced speech at the utterance level) 
contours, approximated by using 5-degree Legendre polynomial coefficients (resulting in 6 
coefficients for each contour).  Acoustic features measured the length of syllable-like regions, 
and the combined features resulted in a vector with 13 elements.   
These features, when combined with acoustic features, result in an equal error rate of 
10.58%.  The authors report that using a reduced number of frames per utterance for computing 
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prosodic features made it difficult to discriminate between native and non-native segments.  This 
indicates that using more frames per utterance, perhaps over a longer speech signal, could 
improve the effectiveness of using only Legendre polynomial coefficients as effective prosodic 
features for nativeness classification.    
Mehrabani et al. (2012) investigated using prosodic features extracted from Accent 
Groups (defined as a prosodic level between the Foot and the Intermediate Phrase, an accented 
syllable and all of the unaccented syllables following it).  Suprasegmental features were 
calculated across polysyllabic accent groups, including polynomial approximations of f0 
contours.  F0 contours were modeled using n-degree polynomials P1xn + P2xn-1 + … + Pnx + 
Pn+1.  Polynomial curve fitting was performed in a least-squares sense, where n=5.  This feature, 
combined with duration features, was also effective for nativeness classification, with accuracy 
increasing as number of Accent Groups increased.  The success of this experiment indicates that 
perhaps a similar approach, using polynomial approximations of f0 contours to model longer 
prosodic phrases could also be an effective way of performing nativeness classification.  
The limited research in this area indicates that using prosodic features for the task of 
nativeness classification remains an unsolved problem.  This problem also continues to be 
relevant, as more spoken dialogue systems continue to flood the market and are used in English 
by both native and non-native English speakers.  It is well known in the field that automatic 
speech recognition (ASR) quality deteriorates when processing non-native speech  (Coutinho et 
al., 2016).  Given that prosody is an inherent part of a speech signal, and that prosody modeling 
has been shown to be an effective tool for nativeness classification, it makes sense to utilize this 
aspect of the speech signal alongside phonetic and phonotactic information to aid in the task of 
nativeness classification.   
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3.2 Nativeness Hypotheses  
We first run experiments using Legendre polynomial coefficient clustering for the task of 
nativeness classification.  Hoping to shed light on several research questions about native and 
non-native intonation, we are particularly interested in prosodic contours of different types of 
questions.  Both English and Mandarin have specific types of questions that are the same (for 
example, wh-questions and yes-no questions), however, the ways pitch is utilized to express 
these types of questions are different.  Given that both English and Mandarin have specific types 
of prosody that is used to express different types of questions (and that the types of questions that 
exist in each language are not identical), this set of experiments is focused on English question 
contours produced by native English speakers and non-native English speakers whose first 
language is Mandarin.  While native English speakers are unlikely to deviate from expected 
English contours when producing different types of question intonations, it is unclear if the non-
native, L1 Mandarin speakers will produce these questions with the same kind of contours that 
the native speakers will produce, and they may in fact use some question contours more 
indicative of questions in Mandarin, or a combination of both Mandarin and English question 
intonation.  We also choose to model prosody across the IPU level, to see if the was a difference 
in classification performance when comparing question contours to just the contours of all IPUs 
from individual speakers. 
To that end, several different types of questions and IPUs have been identified and hand-
annotated within the corpus used for this research.  The questions within the corpus were chosen 
because a) each annotated question occurred with high frequency within the corpus we used, and 
b) each question type has well-specified and well researched prosodic contours in English.  
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There is a solid prediction for how native English speakers will produce yes-no questions and 
wh-questions, and therefore we will be able to compare both native and non-native English 
speakers’ productions of these contours to these predictions.  
Our set of research questions regarding if there is a difference in F0 contours between 
native and non-native English speakers follows. 
● Are there certain types of F0 contours that are more likely to occur in speech produced by 
native and/or non-native English speakers in our corpus?    
● If we find contours that are likely to occur, do these same contours correspond to 
contours of any types of question IPUs that are similar to the different types of question 
intonations defined by each group’s respective first language?    
● Are any of these contours predictive features in the task of nativeness classification?  Is 
this type of contour modeling effective for the task of nativeness classification?  
● Do we see any evidence of prosodic transfer from native Mandarin speakers when they 
are speaking in English, based on our knowledge of what question structures we expect to 
see from our discussion of expected question prosody in Mandarin? 
 
 Our aim is to use Legendre polynomial coefficients to first compactly represent pitch 
contours in our corpus, and then cluster together similar types of pitch contours to identify 
contours that occur at high rates in our corpus.  We hypothesize that this type of modeling will 
give us insight as to whether any of these contour approximations match any type of contours we 
might expect to see in our corpus (such as particular question contours). 
Regarding our first set of research questions, we hypothesize that we will find evidence 
of F0 contours that are likely to be found in speech produced by native and non-native English 
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speakers, respectively.  Having found these likely contours, we further hypothesize that these 
contours may correspond to different types of question contours that are outlined by each group’s 
native language, which in our case are English and Mandarin. We additionally hypothesize that 
Legendre polynomial coefficient contour modeling will contribute to the effectiveness of our 
nativeness classification task . 
In our first set of experiments, we will test the hypothesis that there are pitch contours 
that are likely to be found in speech produced by native English speakers and non-native English 
speakers, respectively.  These contours may also correspond to different types of question 
intonations outlined by each group’s respective native language.  Finally, we hope that by 
clustering pitch contour features, our contour modeling approach will contribute to a 
classification system that can automatically distinguish between native and non-native speech.   
 
3.3  Data Description and Methods 
For this set of experiments, we use materials collected by Columbia University, CUNY, 
Brooklyn College, and College of Staten Island, the Columbia X-Cultural Deception (CXD) 
corpus (Levitan et al. 2015, Levitan et al. 2018).  This project was funded by the Air Force 
Office of Scientific Research, and these materials contain over 157 hours of natural speech 
conversations.  The conversations are one-on-one question-answer format (with discussion), and 
take place between either two native English speakers, two native Mandarin speakers, or one 
native English speaker and one native Mandarin speaker.  Participants in the conversations were 
given a set of question prompts to ask each other, and were told to converse freely around each 
topic.  Participants were also encouraged and incentivized to lie to each other when answering 
some of these questions, as the corpus was designed for the task of deception detection.  The 
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questions range from relatively innocuous (“Where were you born?”) to quite personal (“Who do 
you love more, your mother or your father?”), as one of the goals of the project was to determine 
if participants  demonstrated lying behavior differently on different types of questions, with the 
more personal questions eliciting a more notable emotional response by making participants 
more uncomfortable.  Conversations between participants are about 20 minutes in length, and 
have been hand-annotated for words, inter-pausal units (IPUs), laughter, and questions.  All 
speech is also labeled with participant information, including gender (male/female) and native 
language of the speaker (English/Mandarin).    
One of the reasons that this corpus is particularly appropriate for our current work is 
because it contains many instances of both native and non-native English speakers asking each 
other a series of questions.  As a goal of this work is to determine whether non-native English 
speakers deviate from producing questions using prototypical English question prosodic 
contours, having clear examples of different types of question contours is very helpful for 
training and analysis.  For this work, different types of questions have been identified and hand-
annotated within this corpus.  The question types we primarily focus on are wh-questions (such 
as “Where were you born?”) and yes-no questions (“Do you own a tennis racket?”).  These 
question types were chosen because there is a solid prediction for how native English speakers 
will produce these different types of question contours.  Additionally, these question types 
appear with high frequency within this corpus.  We will therefore be able to use these different 
question types to create prototypical contours of native English and non-native English  wh-
questions and yes-no questions.    
The corpus we used for this work is a much smaller version of the CXD corpus, and 
contains some differences, in particular, the inclusion of hand-annotated questions in the speech.  
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All questions fit within a single IPU - no questions span through an IPU boundary.  It is 
important to note that we cannot be sure what phonological prosodic system these non-native 
speakers of English were using when producing the speech in this corpus;  they may have been 
using an English prosodic system, or their native Mandarin prosodic system, or some 
combination of the two (which could result in transfer effects).  Given this uncertainty, 
identifying phrasal units as IPUs provides us with a reliable and consistent  way to compare 
speech produced by both native English speakers and non-native English speakers whose first 
language is Mandarin while still leaving space for the languages to have two different underlying 
prosodic systems.  
During the process of hand-annotating the wh and yes/no questions from this corpus, only 
wh-questions and yes-no questions were considered; although we initially included clarifying 
questions (“Really?”) and X/OR questions (“Do you often go skating or do you not go that 
often?”), we excluded these questions for our third experiment when seeing how little these 
questions contributed to the corpus overall.  Cases where wh-questions are encased in yes/no 
questions (such as “Can you tell me what your mother’s job is?”) were excluded from the corpus 
for clarity and consistency among the questions types.  Additionally, during the annotation 
process, we noticed that some non-native English speaking participants code-switched when 
asking some of their questions, using their native Mandarin when asking some questions (for 
example, “Do you like Lí Nă?”), which could result in negative transfer effects affecting the 
prosody of the IPU.  These questions were left in the corpus, which could potentially mean 
poorer classification results.   
In our first experiment, our corpus consists of speech from 50 speakers, totaling 12,229 
IPUS.  Our second experiment makes use of a modified corpus, as it focuses only on question 
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IPUs.  The corpus for the second experiment consists of 41 speakers.  This corpus consists of 18 
native speakers and 23 non-native speakers, with a total of 1,214 IPUs (less than a tenth of the 
IPUs in used in Experiment 1).    
 
 
Question Type Native English 
speakers 
Non-native English 
Speakers 
WH 283 353 
Yes/No  210 257 
Clarifying 11 54 
X/OR 25 21 
Table 3.1: Breakdown of types of questions for experiment 2 
 
 For both Experiments 1 and 2, we chose not to have a separate test set, and instead 
evaluated our systems using cross-validation methods (see section Experiments 1 and 2). 
In our third experiment, we added separate train and test sets, with our train set consisting 
of 55 speakers, and our test set consisting of 17 speakers.  Despite this, we find that our corpus 
does not contain an equal number of speech question IPUs from both native and non-native 
English speakers.  In total, our train set consists of a total of 1794 question IPUs, and our test set 
consists of 811 question IPUs;  the testing set contains a little less than half as much data as the 
training set.  The breakdown of these IPUs by language and question type follows in Table 3.2.  
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Corpus set Native English 
WH IPUs 
Native English 
Y/N IPUs 
Non-Native 
English WH 
IPUs 
Non-Native 
English Y/N 
IPUs 
Train 523 377 521 373 
Test 232 169 237 173 
Table 3.2: Breakdown of corpus data (experiment 3) 
 
We can see here that our corpus contains more native English speech than non-native 
English speech, and that our corpus contains more wh-question IPUs than it does yes/no question 
IPUs.  Despite this, the ratio of wh-questions and yes/no questions in our train and test sets is 
almost even (for both native and non-native English speakers).  The smaller amount of IPU data 
from non-native English speakers may be due to speech variation in the data; for example, many 
potential wh-questions produced by non-native speakers are realized as statements rather than 
questions (for example, “Tell me about your mother’s job” instead of “What does your mother 
do?”).  Another potential reason we have less data from non-native speakers may be due to the 
exclusion of a number of longer IPUs from the non-native speech data due to participants not 
containing the entire question within a single IPU boundary.  This could also be a reason for the 
disparity between the number of wh-questions and yes/no questions between native and non-
native speakers.  We keep note of these inequalities in the data for analysis. 
In our fourth experiment, we expanded the dataset, using more materials from the 
Detection Deceptions Across Cultures speech corpus.  This is expansion is detailed in section 
3.8.1. 
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3.4 Methods 
Legendre polynomial coefficient modeling was consistent across the first three 
experiments.  To perform this modeling, we first extracted F0 measurements consistently across 
every IPU at a frame rate of 10ms, using the ESPS algorithm implemented in the Snack Sound 
Toolkit for Python, a toolkit that extracts f0 from provided pitch tracks.  We modeled the 
resulting F0 contours using Legendre polynomial expansions (see section 1.2 for mathematical 
description of Legendre polynomial coefficients).  
To reduce dimensionality and determine more average approximate prosodic contours for 
the task, we used scikit-learn’s k-means clustering algorithm to cluster the Legendre coefficients 
of every IPU within our corpus9.   
We used this method of contour modeling (clustering of Legendre polynomial 
expansions) to perform two different types of experiments.  Our first experiment is speaker-
based, and make use of 5-degree Legendre polynomial coefficients.  In this experiment, after 
training our clusterer on every IPU in our corpus (a total of 12,229 IPUs), we calculated the 
percentage of every individual speaker’s IPUs that fell into each respective cluster.  The 
proportions of a speakers’ IPUs assigned to each cluster were then used as features for 
classification. 
Our second experiment is IPU-based.  To increase our understanding of which features 
were most helpful for the classification task, we next look at the cluster centers (contour 
approximations) that were most predictive for native and non-native classification.  We use a 
similar clustering approach as the first experiment, this time clustering only the question IPUs in 
                                               
9 Normalization of IPUs was done with sklearn’s StandardScaler, which ensures for each coefficient’s 
feature the mean is 0 and the variance is 1, bringing all features to the same magnitude.  (Müller & Guido, 
2016.) 
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our corpus (a total of 1,214 IPUs, slightly less than a tenth of the data).  In this experiment, we 
mapped each question IPU to a cluster center, and used a binary encoding of this mapping as a 
feature for classifying individual IPUs as coming from native or non-native speakers.   
Finally, we compare both of these approaches and their performance against a baseline10 
of common acoustic features, to determine if this clustering method is more effective than 
traditional acoustic prosodic features for nativeness classification, or to see if combining these 
sets of features boosts classification performance. 
Within these experiments, we find through the cluster that there are certain types of F0 
contours that are more likely to be occur in speech produced by both native and non-native 
speakers, particularly around question contours. We investive these high-occurring question 
IPUs in the next section, along with their use as features in the nativeness classification task. 
 
3.5 Experiment 1 (Speaker Based) 
In our first experiment, each IPU in our corpus was used to train a k-means clustering 
algorithm.  Each speaker’s IPUs were then compared to every cluster center, and the proportions 
of a speakers’ IPUs assigned to each cluster were calculated.  This left us with a feature vector of 
70 features per speaker, each the proportion of that speaker’s IPUs assigned to each of k=70 
clusters.  To perform classification, we used sklearn’s SVC classifier method (a support vector 
machine classifier that uses an RBF kernel, C=1, gamma=10011) along with sklearn’s shufflesplit 
cross-validation method, which allows for control over the number of iterations of both the 
training and test sizes in the cross validation independently.  In shufflesplit cross validation, each 
                                               
10In each experiment, the baseline was modified to accommodate the additional features, whether they 
represented an IPU-based system or a speaker-based system  
11 Parameters determined during tuning experiments 
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split samples train-size many data points for the train set, and test-size many points for the 
testing set.  This splitting is then repeated for n number of cross-validation iterations.   (Müller & 
Guido, 2016).  Due to the nature of the shufflesplit tool, we assume that shufflesplit does not 
ensure splits that provide a test result to each speaker.  To decrease the likelihood of this 
happening, we reran the splits several times.  
For our classification, we use shufflesplit cross-validation with 10 iterations, using 75% 
of our data for the train set, and 25% of the data for the test set.12   The random baseline for 
Experiment 1 is 50.08%. 
The results of our first experiment were positive, and are summarized in Figure 3.1.  In 
almost every tuning of k that we tried, we see that that classification accuracy is higher than our 
baseline.  We see our best results with k = 70, achieving 66.92% accuracy in our nativeness 
classification task, which is a 34% increase in accuracy over the majority baseline.  We also see 
that k’s both higher and lower than 70 do not achieve as good accuracy as 70 clusters.  A 
confusion matrix (summarized in Table 3.3) shows that we are achieving a high number of false 
positives; we are incorrectly classifying a number of non-native speakers as native speakers. 
  
                                               
12 This is how we perform all classification tasks within the scope of the first two experiments. 
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Figure 3.1: Tuning k clusters 10 - 90 
 
 
 Predicted Native Predicted Non-
Native 
Actual Native  11 True Native 13 False Native 
Actual Non-Native 6 False Non-Native 20 True Non-Native 
 
Table 3.3: Confusion matrix for Experiment 1 
 
 
 These results provide evidence for our first hypothesis; there appear to be pitch curves 
that are likely to appear in native and non-native speech, respectively, to a degree that is 
predictive.  Although it is clear to see that using this kind of contour modeling to train a clusterer 
is an effective approach for this classification task, it is less clear what kind of contour 
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information is being captured.  To increase our understanding of which features were most 
helpful for the classification task, we next look at the cluster centers (contour approximations) 
that were most predictive for native and non-native classification.   
 
3.5.1  Predictive Features: Experiment 1, Speaker Based 
To better increase our understanding of which features were most helpful for the 
classification task, we built a linear SVM classifier, and then examined the weights the classifier 
assigned to the individual clusters in our best model (k=70).  These weights can be either 
negative or positive, with the negative side corresponding to native speech and the positive side 
corresponding to non-native speech.  Table 3.4 summarizes the top three most predictive clusters 
for each respective nativeness classification. 
 
Native Non-Native 
Cluster59 (-3.820) Cluster52 (3.820) 
Cluster22 (-3.392) Cluster23 (2.575) 
Cluster30 (-2.451) Cluster54 (1.74) 
Table 3.4:  Top Three predictive clusters (Native vs Non-Native) 
 
These values independently are somewhat meaningless; we want to get an idea of the 
differences in the pitch contours that are predictively different for native and non-native English, 
and to understand how often which speakers were assigned to these predictive clusters.  Thus, we 
chose to visualize the cluster centers of the top three predictive clusters for native and non-native 
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speech (Figures 3.2 and 3.3).  We also counted how many native and non-native speakers had 
IPUs that were classified into these top predictive clusters, which are summarized in Table 3.5.   
 
 
 
Figures 3.2 and 3.3: Top 3 predictive F0 contours for native speakers (left) and non-native 
speakers (right) 
 
 
Predictive Native Contours Predictive Non-Native Contours 
 
Contour Name Clu59 Clu22 Clu30 Clu52 Clu23 Clu54 
Native Count 18 14 20 18 17 14 
Non-Native Count 16 26 18 25 24 24 
Table 3.5:  How many native and non-native speakers were assigned to the three top 
predictive native and non-native cluster contours   
 
 It is clear to see that the most predictive contours for native and non-native speech are 
visually extremely different.  We also find that the top three contours that are predictive of 
nativeness have about the same percentage of native and non-native speakers assigned to them, 
indicating that about equal numbers of native and non-native speakers are using F0 contour of 
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approximately this shape at about equal frequency13.  This is not particularly surprising, as all of 
the speakers in our corpus are speaking the same language (English), and thus are likely aspiring 
to use standard native English prosody.  Furthermore, when we look at the most predictive native 
contour, we see that it looks very much like typical declarative statements found in our corpus , 
as shown in Figure 3.4. 
 
Figure 3.4:  Prosodic curve of declarative statement “We moved” (Native English speaker) 
 
 We also find that the second most predictive native contour looks very much like a 
typical English wh-question within our corpus, as can be seen in Figure 3.5. 
 
 
Figure 3.5: Prosodic curve of English question “What does your dad do?” (Native 
English speaker) 
 
As our corpus is a recording of questions and their answers, it is encouraging to see that 
some of the contours that our clusterer found correspond to prosodic contours we expect to see in 
                                               
13 With the exception of the second most predictive native contour (cluster 22), which 100% of the non-
native (n=26) speakers in our population appear to be using in their speech. 
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our corpus.  It is additionally unsurprising to see that both native and non-native speakers are 
using these expected prosodic contours with relatively equal frequency in their speech. 
In comparison, the top three predictive non-native contours had over 90% of non-native 
speakers assigned to them, which is at a much higher percentage that native speakers were 
assigned to these clusters.  This indicates that non-native speakers are using these types of 
contours more frequently that native speakers.  The contours that the non-native English speakers 
are using appear overall to have more dramatic rises and falls than the contours that are being 
used primarily by native English speakers.  This may indicate that non-native speakers are 
experiencing negative prosodic transfer from their native language, as Mandarin prosody uses an 
expanded pitch range to indicate focus across statements.    
We further notice that the second-most predictive non-native contour looks very similar 
to the Mandarin A-not-A question construction (cf. section 2.3).  An visual example of an A-not-
A question prosodic curve can be seen in Figure 3.6 (Pytlyk, 2008). 
 
 
Figure 3.6:  Mandarin A-not-A construction 
ni  you mei you  qi che 
You    have not have  car 
“Do you have a car?” 
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This may further indicate that non-native speakers in our corpus may be using intonation 
that is similar to the Mandarin A-not-A construction while speaking English, which could add 
additional support to the idea that non-native speakers in this corpus are experiencing negative 
transfer effects from the prosody of their native language.  However, it is also possible that non-
native speakers are using pitch differently due to influence from tones inherent in their first 
language.  
To get a better idea of whether or not any of these common contours correspond to any 
particular question contours in our corpus, we now move on to our second experiment, which 
investigates question IPUs independently. 
 
3.6  Experiment 2 (IPU-based) 
In our second experiment, we explored classifying the nativeness of individual F0 
contours, specifically, the question contours within our corpus.  Nine of the speakers in our 50-
speaker corpus did not ask any questions in their 20 minutes of speech; these speakers were 
removed from the corpus, leaving us with a modified corpus of 41 speakers (18 native speakers 
and 23 non-native speakers) and 1,214 question IPUs.  For this task, we chose to do an eight-way 
classification task; we classified the four annotated question types along with native and non-
native labels, resulting in labels such as “WH-native” and “WH-non-native”, etc.  A similar k-
means clustering approach to the first experiment was used (k=15), this time mapping each 
question IPU to a cluster center, and using a binary coding of these question IPUs as additional 
features for nativeness classification.  In tuning experiments, we find that for Experiment 2, k=15 
clusters performed best for this task.  (This decrease in number of clusters is to be expected, as 
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we had much less data in Experiment 2.)  As we had an uneven distribution of question IPUs, the 
random baseline for this task is 21.64%. 
Question Type Native Non-native 
WH 283 353 
Yes/No  210 257 
Clarifying 11 54 
X/OR 25 21 
 
Random baseline 21.64% 
 
Table 3.6: Breakdown of question labels count in the modified corpus 
 
 The results of our second experiment were slightly worse than our first; using the same 
method of classification with slightly different tuning parameters (an SVC classifier,  C=1, 
gamma=0.1) along with sklearn’s shufflesplit method for 10-fold cross-validation, we see the 
following results, shown in Table 3.6.  Here we see that our model built with the individual 
question IPU cluster features performs at 30% accuracy, which is a 38.63% percent increase in 
improvement over the random baseline.  
This same trend continues as we split this task back into a binary classification task 
(native IPUs vs non-native IPUs); although a model built using only question IPU contour 
features performs better than the baseline, it does not perform as well as the model that uses all 
of the IPU contour features.  A confusion matrix (Table 3.7) confirms this, demonstrating that we 
continue to falsely classify non-native IPUs as native IPUs. 
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Classification task Contours Only 
8-way (baseline = 0.22) 0.30 
Binary (baseline = 0.51) 0.63 
 
Table 3.7: Accuracy results of two classification tasks using three different models 
 
 
 Actual Native Actual Non-Native 
Predicted Native  234 True Native 295 False Native 
Predicted Non-Native 183 False Non-
Native 
502 True Non-
Native 
 
Table 3.8: Confusion matrix for Experiment 2 (Binary only) 
 
  
 In interpreting these results, one thing to keep in mind is that due to the random shuffling 
of the shufflesplit algorithm,  some of the speakers’ IPUs likely appeared both in the training and 
the testing sets  - separate IPUs from the same speaker could appear in both training and testing 
sets.  As a result, our model may not adapt well to new speakers. 
We next take a more in-depth look at the question contour approximations for both native 
and non-native speakers, to see if any of these are similar to the predictive contours in 
Experiment 1, and to investigate whether any of the contours that we saw were common in 
Experiment 1 correspond to particular question contours that we see in our corpus.   
 
3.6.1  Predictive contours analysis: IPU-based 
 To do this analysis, we calculate the percentage of native and non-native IPUs that fell 
into the various clusters (out of a total of 15).  We calculated this by looking at the total number 
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of IPUs assigned to each cluster, and finding the percentage of those IPUs that were from native 
and non-native speakers, respectively.  After determining the top three clusters for native and 
non-native IPUs, we plot the curve of each of these, to investigate whether any of these curves 
appear to correspond to contours we might expect to see in any of our given question types.  
We next investigate whether any of these contours appear to be similar to typical question 
contours in English and Mandarin.  We find that some of these contours do appear to be very 
similar to expected question contours in our speakers’ native languages.  
The figures of our results are as follows.   
 
   
Figure 3.7:  Question contours that had the highest percentage of nativeness (from left to right): 
 cluster2 (“high dip”), cluster3 (“sharp peak”), cluster 13 (“dipping rise”) 
 
 
 
Figure 3.8: Question contours that had the highest percentage of non-nativeness (from left to 
right): Cluster9 (“low rise and fall”), cluster11 (“sharp dip”), cluster4 (“low peak”) 
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 Interestingly, we see some contours that appear to be very similar to contours we found to 
be the most predictive in Experiment 1, for both the native and non-native classification task, 
despite using a tenth of the data and exclusively question IPUs.   
 Wh-questions from non-native speakers make up a plurality of the questions in our 
question-only IPU corpus (29%).  Cluster 9 (“low rise and fall”), the cluster with the highest 
non-native question IPU assignment frequency, visually depicts a relatively rapid rise followed 
by a very slight drop, and looks very similar to the contours of several wh-questions produced by 
non-native English speakers in our corpus (Figure 3.9).    Additionally, when we look at which 
IPUs are assigned to the low rise and fall contour cluster, we find out of all of the question IPUs 
assigned to this cluster14, 45% of them are non-native English wh-questions, which is a higher 
percentage than any other question IPUs assigned to this cluster. 
 
 
Figure 3.9: Low rise and fall and wh-question “How many of them?” produced by a non-native 
speaker (in our corpus) 
 
This depicts a common prosodic phenomenon in our corpus; were the non-native English 
speakers in our corpus speaking with prosody indistinguishable from native English speakers, 
their wh-questions would be expected to follow a falling intonational pattern.  However, within 
our corpus, it is common for the non-native English speakers to use unusual intonation when 
                                               
14 In this section, when we calculate what questions make up what percentages of each cluster, we only 
look at wh-questions and yes/no questions from both native and non-native English speakers. 
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pronouncing wh-questions, and in fact, produce wh-questions with rising intonation.  Not every 
non-native speaker in our corpus is making this error; 33% of the questions assigned to this 
cluster are non-native English yes-no question IPUs, and as previously discussed, native English 
yes-no questions are expected to contain a kind of rise.  The fall, however, could indicate that 
non-native English speakers in our corpus are using incorrect phrasal prosody when producing 
English wh-questions, vocalising them more like yes-no questions (as we see that non-native 
speakers are using this same type of low rise and fall contour to produce yes-no questions as 
well).  It is unclear as to why this is happening.  It is possible that this is due to English language 
learning practices (being taught to raise the voice whenever one sees a questions mark), or it 
could be due to the Mandarin prosodic pattern of using expanded pitch range near the end of the 
sentence to indicate that the sentence is a question.  Further investigation into this question is 
needed before we can say for sure that this indicates negative language transfer. 
Continuing our assessment of contours from Experiment 2, we next look at Cluster 2 
(“high dip”).  High dip is virtually identical to cluster30 (which also looks like a high dip) from 
Experiment 1, which we posited might be a native English wh-question.  The fact that this same 
contour appears as a cluster in Experiment 2 provides even more evidence that this contour does 
in fact, correspond to an English wh-question.  (See Figure 3.10).   
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Figure 3.10: High dip and wh-question “What does your father do?”produced by a native 
speaker (in the corpus)15 
 
 As English wh-questions make up the second highest percentage of the question IPUs 
(23.3%), and we presume that native English speakers produce wh-questions with expectedly 
similar prosody, we predict the clusterer will find contours that look like wh-questions produced 
by native English speakers.  However, our data does not confirm our predictions; out of all of the 
question IPUs assigned to this cluster, only 32% of them are native English wh-questions.  The 
highest percentage of questions IPUs assigned to this cluster are native English yes-no questions 
(41%).  The contour that this cluster predicted seems to represent native English speech, rather 
than non-native English speech; additionally, it is more likely to be a native English yes-no 
question than a native English wh-question.  Positing that high dip represents English question 
prosody in general, and knowing that this contour had a higher percentage of native English 
question IPUs assigned to it, we posit that it is unlikely that non-native speakers in our corpus are 
consistently using the same prosodic contours as native speakers to produce wh-questions.  This 
is consistent with the analysis we posited above, regarding the contour produced by low rise and 
                                               
15Figure 3.10 contains some pitch halving effects, which is consequence of visualization in Praat that we 
were unable to eliminate.  Several other figures in this paper contain similar pitch halving visualizations. 
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fall, wherein we suggest that non-native English speakers are not using expected native English 
prosody to produce wh-questions.    
 We next investigate high dip, and compare it to other types of questions that appear in 
our corpus.  Within our corpus, we find that there are several non-native speakers who are 
producing yes-no questions with prosodic contours that look very similar to the contour that has 
primarily native English yes-no questions assigned to it (only with an expanded pitch range, 
which is indicative of Mandarin prosody), as seen in Figure 3.11 below. 
 
 
Figure 3.11:  High dip and yes-no question “Have you ever bought anything on eBay?”, 
produced by a non-native speaker16. 
 
 This indicates that it is possible that some of the non-native speakers in our corpus are 
using expected English yes-no question prosody when vocalizing yes-no questions in English.  
However, the percentages of IPUs assigned to this cluster do not hold with this prediction; only 
5% the IPUs assigned to this cluster are yes-no questions from non-native English speakers.  Our 
analysis shows that this cluster is primarily capturing native English yes-no questions (again, 
41%), and 22% of the IPUs assigned to this cluster are non-native English wh-questions.  This 
could indicate that there are second language learned effects at work here (i.e., non-native 
                                               
16 Figure 3.11 again contains some pitch halving effects that we were unable to eliminate. 
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English speakers are using wh-prosody to produce what should sound more like a native English 
yes-no question).  Future work could further investigate this possibility. 
 This leads us to the last contour we will focus on, which is Cluster4 (“low peak”).  Low 
peak has the third-highest percentage of non-native question IPUs assigned to it.  We posit that 
this contour has a similar contour shape to Mandarin A-not-A question constructions (see Figure 
10).  It is possible that non-native English speakers in our corpus may be using this prosodic 
construction when vocalising yes-no questions.  When looking at the low peak contour, it 
appears that non-native speakers tend to use this prosodic contour while producing English yes-
no questions, an example of which can be seen in Figure 3.12. 
 
Figure 3.12:  Low peak and Yes-No question “Have you ever gone ice skating” produced by a 
non-native speaker (in the corpus) 
 
 It is possible that non-native speakers using what looks like A-not-A question 
construction prosody when producing yes-no questions in English.  However, looking at which 
IPUs are assigned to the low peak contour cluster, we find that our predictions are again 
incorrect; the majority of the IPUs assigned to this cluster are non-native English wh-questions 
(41%), while non-native English yes-no questions make up 35% of this cluster.  While it is 
possible that non-native English speakers are using the A-not-A question construction, it is also 
possible that they are experiencing another type of negative transfer effect and using prosody 
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from their native language (Mandarin) when producing wh-questions in English.  We can see 
that this contour, with a high number of non-native English wh-question IPUs assigned to it, 
looks extremely different from low rise and fall, where also non-native English wh-questions are 
being clustered.  This indicates that among our non-native English speaking participants, there is 
certainly variation in how wh-questions are being produced.  Future work can investigate this 
phenomenon more thoroughly. 
  The results of our investigation into the particular curves that have a high rate of contour 
assignation indicates that some of the cluster centers we are using as features in our classifier do 
appear to be similar to expected native and non-native prosodic contours.  We see evidence of a 
cluster contour that looks very much like a non-native English wh-question contour, and also see 
that, with regard to these particular cluster contours, a higher percentage of native English 
speaker question IPUs are assigned to certain contours, indicating they may look like English 
questions, and a higher percentage of non-native speech IPUs are assigned to the certain contours 
that may looks like Mandarin questions; some of the contours our clusterer builds appear to 
correspond to question intonations defined by the respective first language of the speakers in our 
corpus (English and Mandarin).   
Additionally, we see evidence of non-native English speakers using unexpected contours 
in the place of expected English prosody.  In this, we see potential evidence of some speakers in 
our corpus experiencing negative language transfer effects.  Finally, we see some non-native 
speakers using canonically English wh-question prosody when producing yes-no questions in 
English, which may be evidence of second language learning effects. 
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3.7  Experiment 3:  Combination with an acoustic-prosodic model 
It is clear to see that the clustering of pitch contours for the task of nativeness 
classification is effective, and that there are particular pitch contours that are predictive of native 
and non-native speech.  We next compare these features to other, more common approaches of 
prosodic analysis, to see if this type of contour modeling outperforms or contributes to these 
more common classification approaches.  For Experiment 3, we combine our best performing 
model (speaker-based model with k=70 clusters) with a typical acoustic baseline with features 
commonly used to extract prosody.  A description of this acoustic-prosodic baseline follows. 
 
3.7.1  Acoustic baseline design and features description 
For Experiment 3, we used many of the acoustic features often used in prosody tasks for 
a standard prosodic baseline (Cheang & Pell (2008))  All acoustic extraction was again 
performed using Snack, a toolkit for Python.  F0 measurements were extracted using the Snack 
implementation of the ESPS algorithm, at a frame rate of 10ms.  All f0 baseline features were 
log-normalized before computation.  These features include the following: 
 
mean f0: Average f0 across all IPUs for a speaker  
minimum f0:  The minimum f0 across all IPUs for a speaker 
 maximum f0: The maximum f0 across all IPUs for a speaker 
mean STD:  The average standard deviation of the mean f0 across all IPUs for a speaker 
z-normalized mean f0:  The mean f0 of each speaker’s set of IPUs divided by the 
standard deviation that mean.   
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syllables per speaker:  The total number of syllables a speaker used across all IPUs. The 
syllable count for each utterance was calculated by counting the canonical number of syllables 
for each word using the Python package “pronouncing” (Parrish, 2015), a wrapper for Carnegie 
Mellon’s CMUdict. All out of vocabulary words are returned as being monosyllabic, with the 
assumption that the majority of the out of vocabulary words are fillers (“umm”, “uh” “mmm”)17.   
total whispered:  The total number of IPUs without any f0 (considered to be whispers). 
 
We combine these features with the 70 dimensional feature vector containing proportions 
of speakers’ IPUs that were assigned to k=70 clusters that we used in Experiment 1, for a 
combined total of 77 features for Experiment 3.  The majority baseline for this task is 50.08%. 
 
3.7.2  Combined results with cluster features and common acoustic features 
For proper comparison to our previous approach, we performed classification using 
sklearn’s SVC classifier method (a support vector machine classifier that uses an RBF kernel, 
C=1, gamma=10018) along with sklearn’s shufflesplit method for 10-fold cross-validation (as 
discussed in section 3.5).  We found that tuning of the classifier was extremely sensitive (which 
is expected when using this particular classifier), and had a dramatic impact on our results.  
Table 8 summarizes our results. 
Our results show that our acoustic baseline alone is able to predict speaker nativeness 
with an accuracy that is the same as our clustering approach (71.5% accurate) when the classifier 
parameters C and gamma are tuned to the acoustic baseline (C=10 and gamma =1) .  
                                               
17 We are aware that this makes a large assumption, and is inaccurate, as names of locations in China 
and other location names were also a part of the out of vocabulary (OOV) terms.  However, as the 
majority of the OOV words were these filler words, this approximation seemed appropriate.   
18 Parameters were determined in tuning experiments 
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Performance of the acoustic baseline falls when using parameters tuned on our clustering 
approach (42.3%), which is below the majority baseline of 50.08%.  We see this same parameter 
tuning trend across the rest of our results; our clustering approach also performs below chance 
when using parameters tuned on the acoustic baseline.  This is not entirely surprising, as these 
features do look dramatically different from each other, but the difference in tuning parameters 
leading to such massively different results leaves us skeptical about the possibility of combining 
them effectively.  That said, our best combination results (combining the baseline and the 
clustering features, tuning C and gamma parameters the combine of baseline and cluster features) 
perform better than both the strictly acoustic model as well as strictly cluster model 
independently; the combination model predicts with 72.3% accuracy, just slightly better than the 
acoustic model on its own. 
 
AcouBase 
(tuning for 
cluster 
features) 
AcouBase 
(tuning 
for 
baseline) 
ClustOnly 
(tuning for 
cluster 
features) 
ClustOnly 
(tuning for 
baseline 
features) 
Base+Clust 
(tuning for 
cluster 
features) 
Base+Clus 
(tuning for 
combined 
features) 
0.423 0.715 0.669 0.461 
 
0.446 0.723 
Table 3.9:  Results when compared and combined with an acoustic model 
 
 
 Actual Native Actual Non-Native 
Predicted Native  16 True Native 8 False Native 
Predicted Non-Native 7 False Non-Native 19 True Non-Native 
 
Table 3.10: Confusion matrix for Experiment 3 (best performing model) 
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 From this result, we can see that this contour modeling approach can do almost as well as 
a strictly acoustic modeling approach, and the two combined models perform slightly better than 
either one independently.  It is likely that there is not more drastic improvement because there is 
overlap in what these features are capturing - they may be capturing very similar elements of the 
speech signal. That said, we are encouraged by the improvements in our confusion matrix (Table 
3.9) which shows that the number of false positives has been reduced under our best-performing 
combination model.  This is encouraging to our clustering performance - it is good to know that 
this prosodic contour modeling approach (clustering the coefficients of Legendre polynomials)  
is nearly as effective as more traditional prosody modeling approaches.  We see that this contour 
modeling approach may slightly improve on a more traditional prosody modeling approach, 
indicating we see some small evidence of support for using this approach of prosodic contour 
modeling. 
To summarize the results of Experiments 1, 2, and 3; we have found that there are indeed 
pitch contours that are likely to occur in native and non-native speech, respectively, and that 
these contours look very different from each other.  We have seen evidence that some cluster 
contours may also correspond to different types of question intonations outlined by each group’s 
respective native language; we see evidence of contours that look like English wh-questions, as 
well as intonation contours that look similar to Mandarin A-not-A questions.  In addition to 
finding that our clustering features are predictive in a nativeness classification task, we also see 
signs that combining clustering features with an acoustic baseline may slightly improve accuracy 
over either model independently. 
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3.8 Experiment 4  
 In experiment 4, we explore using Legendre polynomial coefficients as a means of 
representing F0 contours of native and non-native English wh-and yes/no questions.  Here, we 
hypothesize that using the raw Legendre polynomial coefficients themselves (as in Lopes et al., 
2011) may better represent the questions’ contours that we are trying to capture, without making 
use of a clustering step.  We calculate the posterior probabilities of whether a contour (as 
represented by a series of 7-degree polynomials) is closer to the average contour of each of the 
four different questions (also represented by Legendre polynomial coefficients).   
 
3.8.1 Materials for Experiment 4 
For this experiment, we use the same data described above, the CXD corpus, used in the 
experiments found in sections (cf. 3.5 - 3.7). In this next set of experiments, we added separate 
train and test sets, with our train set consisting of 55 speakers, and our test set consisting of 17 
speakers.   All speech from added speakers contains questions.  As with the smaller corpus used 
in Experiment 2, all of the question contours annotated fit within a single IPU boundary, all 
speech has been hand-annotated for wh and yes-no questions, and all speech has been labeled 
with the native language of each speaker.  Once again, only wh and yes-no questions were 
considered, as neither clarifying questions nor X/OR questions were common enough across 
speakers to contributed equally to the corpus.   
Our training set consists of 1404 IPUs, while our testing set contains 1201 IPUs.  This 
data expansion more than doubles the amount of data used in Experiment 2, which used only a 
set of 1214 IPUs (and using cross-validation for classification instead of separate train and test 
sets).      
65 
 
Corpus set Native English 
WH IPUs 
Native English 
Y/N IPUs 
Non-Native 
English WH 
IPUs 
Non-Native 
English Y/N 
IPUs 
Train 401 296 403 304 
Test 354 250 355 242 
Table 3.11: Breakdown of corpus data (Experiment 4) 
 
We can see here that our corpus contains essentially the same amount of native English 
speech as non-native English speech, and that our corpus contains more wh-question IPUs than it 
does yes-no question IPUs.  Despite this, the ratio of wh-questions and yes-no questions in our 
train and test sets is almost even (for both native and non-native English speakers).  The smaller 
amount of IPU data from non-native English speakers may be due to speech variation in the data; 
for example, many potential wh-questions produced by non-native speakers are realized as 
statements rather than questions (for example, “Tell me about your mother’s job” instead of 
“What does your mother do?”).  Another potential reason we have less data from non-native 
speakers may be due to the exclusion of a number of longer IPUs from the non-native speech 
data due to participants not containing the entire question within a single IPU boundary.  This 
could also be a reason for the disparity between the number of wh-questions and yes-no 
questions between native and non-native speakers.  We keep note of these imbalances in the data 
for analysis. 
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3.8.2 Methods for Experiment 4 
After hand-annotating this data, we extracted the timestamps of each question from each 
audio file, and extracted the question audio itself by using Sound eXchange (SoX), a program 
that converts and manipulates audio files.  We then split the question audio files into 10 ms files, 
and then used openSmile (a tool often used for prosodic feature extraction) to extract F0 from 
our questions (measuring F0 every 10ms).  We used the resulting F0s to create 7-degree 
Legendre polynomial coefficients to more compactly represent the pitch contour - each question 
had a series of 7 Legendre polynomials associated with it.  As a preliminary investigation, we 
calculated the mean and standard deviation of the polynomial coefficients per each language-
question pair (eg, Native English wh, Native English y-n, Non-native English wh, non-native 
English y-n).  We calculated the percent probability of the likelihood that each individual 
coefficient for each question could come from the “average” contour - (represented by the mean 
and standard deviation of the 4 types of contours).  The results of this were not positive - we 
found that each individual question contour (as represented by the Legendre polynomial 
contours) is extremely unlikely to be similar to any of the prototypical contours we calculated 
from the means and standard deviations, regardless of language-question pair.  This can be also 
seen in the following visualization of the prototypical contours for each language-question pair 
in our tuning experiments. (Note that the labels for each visualization are indicating the first 
language of each speaker; all question data is in English).   
67 
   
Figure 3.13: Visualization of the prototypical contours (train set) before normalization 
 
 From this visualization, we can see that the prototypical contours themselves do not 
appear to be particularly different from one another in terms of shape, and that the standard 
deviations for each contour are extreme in both directions.  This, combined with the extreme 
unlikeliness that each question contour could come from any of the prototypical contours (every 
contour had a nearly 0 percent chance of representing any of the question contours), indicates 
that this approach is not ideal for finding separability in our different question contour types.  It 
seems that this approach loses too much information about the contours themselves.  This may 
be due to the Legendre polynomial coefficient conversions, or perhaps due to the calculation of 
prototypical contours; it seems that the question contours have too great a standard deviation for 
this approach to be effective. The contours themselves cannot be averaged to represent a 
prototypical contour; these contours span too wide a range, which we can see from the large 
standard deviations. 
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We ran an additional tuning classification experiment to determine if any traditional 
acoustic prosodic features of our data were predictive whatsoever.  For this task, similarly to 
experiment 3, we used acoustic prosodic features min f0, max f0, and f0 range, to determine 
whether our data is separable even in this small f0 space.  In this experiment, we used sklearn’s 
Linear SVM classifier with 10-fold cross-validation (on the train set).  Our results were not 
encouraging; our results showed an accuracy of 29%, which is no greater than chance.  We also 
calculated the stratified majority baseline19, which displays that random chance accuracy is 
around 30- 31%.  This indicates that f0 features from wh-questions and yes-no questions from 
the native and non-native English speakers in this data set are too similar to be predictive.   
We also combined feature vectors and performed four-way classification using the f0s 
features along with the individual Legendre polynomial coefficients as features.  This does not 
improve accuracy; in ten-fold cross validation with the same algorithm, we achieve 28% to  29% 
accuracy only about 60% of the time.  This demonstrates further that individual Legendre 
polynomial coefficients are not predictive features for this classification task. 
 
3.8.3 Experiment 4 results  
During tuning experiments, we calculated the speaker normalized mean across our 
dataset: we normalized f0 by the mean f0 of the speaker across each of their IPUs.  To do this, 
we averaged all of the f0s from each speaker in our training datas’  IPUs, then subtracted the 
mean from each of the f0s in their IPU.  Getting and subsequently plotting the means of the 
normalized IPU’s using 7-degree Legendre polynomial coefficients again left us with curves that 
                                               
19 Calculated using scikit-learn’s DummyClassifier, which generates random predictions by respecting the 
training set class distribution. 
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were still extremely noisy and extremely close together.  Below is a visualization of the mean of 
each of the legendre polynomial coefficients plotted into the resulting curves. 
 
 
Figure 3.14:  Speaker mean normalized curves (training set only) 
 
These curves look distinctly like typical speech contours, demonstrating the effectiveness 
of f0 normalization and demonstrating that the Legendre polynomial coefficients are modeling 
contours correctly.  That said, it appears that speaker mean normalization does not fix our 
problems with regard to reducing noise in the data20.   
We used the same f0 normalization technique on the testing set, and our visualizations 
show the same large standard deviation as in our training set, indicating a similar amount of 
noise.  If nothing else, this shows consistency between our training and testing sets.  
                                               
20 Other forms of f0 normalization were tried; however, they did not reduce the large standard deviation in 
our data. 
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Figure 3.15:  Speaker normalization (test) 
When performing our final experiments, after finishing tuning experiments, we used 
speech that was speaker-mean normalized, and used 7-degree Legendre polynomials coefficients.  
We used the Legendre polynomial coefficients themselves as features for classification, as in 
Lopes et al. (2011), resulting in a vector of seven features.  We also used probabilities that a 
given IPU could come from the mean curve of each prototypical language-question pair contour, 
for a total of 11 features.   
Our results on our test set are shown in Table 11.  To perform binary classification for 
nativeness, we used sklearn’s LinearSVC classifier with the parameter settings of penalty="l1", 
C=0.001, and multi_class='crammer_singer'.  Our results show we achieve an accuracy of  
50.21%, which demonstrates that our classifier is not classifying above random chance.  The 
features we use for this task are not predictive of nativeness; our classifier cannot distinguish 
between native and non-native English questions.  
In addition to nativeness classification, we performed two other classification tasks.  The 
second type of classification task we performed was question classification - a binary 
classification task to see if our classifier could distinguish between question types (wh and yes-
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no questions).  As a reminder, all of the speech in our corpus was in English; if our hypothesis 
holds, we would expect question classification to be poor, as we anticipate that prosodic transfer 
from the non-native English speakers will interfere with clear realizations of expected English 
prosody.  Our results for question classification are 58.95%, which is slightly better than chance.  
This performance is not as poor as we would expect if questions with heavy prosodic transfer 
were interfering with the question classification system.  
Finally, we performed four way classification, to see if we were able to distinguish 
between each of the language-question pairs (native English wh-question, non-native English 
wh-questions, native English yes-no questions, and non-native English yes-no questions).  For 
classification, we again used sklearn’s Linear SVC classifier, this time with parameters 
penalty="l2", C=0.01, and multi_class='ovr'.  Our results from four-way classification are poor; 
we achieve an accuracy of 28.89%. 
 
Classification task Coefficients & Probabilities 
Nativeness binary (m. baseline = 
0.51) 
0.50 
Question binary (m. baseline = 
0.50) 
0.59 
4-way (m. baseline = 0.25) 0.29 
 
Table 3.12: Accuracy results of the three classification tasks  
 
 From these results, we can draw the following conclusions.  Using Legendre polynomial 
coefficients themselves is not an effective way of modeling prosodic contours of these questions 
themselves across phrases.  This is likely due to the high dimensionality of the coefficients, 
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which we reduced in prior experiments via clustering.  This dimensionality reduction seems to be 
a necessary step for using Legendre polynomial coefficients to represent contours.   
It is also possible that question phrases within this larger dataset consist of more complex 
contour movements than we are able to predict at the phrasal level.  Future experiments may 
want to consider prosodic contour sequence modeling at the word level - perhaps sequence 
modeling of Legendre polynomials would be more likely to capture pitch range on specific 
words, or target areas where expected contours are expected to occur.  This could help 
specifically with question classification - by using prosodic modeling at the word level, it may be 
possible to distinguish specifically question contours from non-question contours that are likely 
to occur mid-phrase.  This may specifically help with the question identifying aspect of the 
classification task.   
Our results seem to indicate that the expanded dataset does not contain speech that is 
vastly separable.  It is possible that the question contours are all too similar; that said, from our 
images above, it looks like there is just too much noise in the data to be able to capture nuances 
of question contours from so many different IPUs.  The contours average too closely to each 
other due to such a wide f0 range.  Although it is possible that this wide f0 range is due to 
transfer of Mandarin wh-question prosody, where expanded pitch range is used to realize the wh-
question, we see no other evidence of wh-question prosodic transfer.  It is more likely that using 
Legendre polynomial coefficients themselves as a feature to represent prosodic contours is not 
particular effective for this task. 
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3.9 Comparison of results to similar models  
 Our best performing model is the model produced in Experiment 3, that uses a 
combination of traditional acoustic prosodic features with Legendre polynomial coefficient 
cluster features - this model achieves 72.3% accuracy.  We find that our results are not far from 
the results of similar approaches.  Ma et al. (2015) also explored modeling f0 contours using 
contour features calculated based on a polynomial fit of native and non-native short sentences. 
Their series of models classify between speech from native English speakers and English speech 
from speakers from China and India, and their best performing model achieves 78.3% accuracy.  
This is lower than another modeling approach for nativeness classification developed in 2010 by 
Tepperman et al.  Tepperman et al. explored classifying between speech from native English 
speaker and English speech from native Japanese speakers at the syllable level.  Using rhythm, 
intonation, and segmental features, they achieve 89.8% accuracy, significantly higher than our 
results.    
 As a natural follow up to the question of how accurate nativeness classification systems 
are, one might ask how automatic nativeness classification compares to human performance of 
the same task.  Are humans able to distinguish between native and non-native English speech, 
and if so, to what extent? 
 Similar research has been done on perceptual adaptation to foreign-accented English in 
speaker-dependent and speaker-independent conditions (Bradley and Bent, 2008); however, this 
research is focused on human ability to distinguish between speakers, rather than speech, and 
shows that native English speaking participants are better able to distinguish between speakers if 
they had pre-exposure to foreign-accented English.   
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 Ikeno and Hansen in their 2006 paper explored the many aspects that go into human 
perception of accented and unaccented speech.  They investigated human perception of native 
English speech compared to non-native English speech.  The native English accent was produced 
by speakers of US, Irish, British, English, Welsh and Canadian varieties of English, while the 
non-native English accent was produced by native speakers of Chinese, French, German, 
Japanese, Spanish, Thai, and Turkish.  The participants performed the task of perceptually 
distinguishing native English accent to non-native accent. Ikeno and Hansen found that, at the 
phrase level, British English speakers were able to detect native accent English 100% of the 
time, while US English speakers were able to detect native English accent 83% of the time.  
Non-native English speakers were able to detect native English accent only 70% of the time.    
Performance ability decreased when the task was done on speech that was a single word, rather 
than a phrase; British English speakers fell to detecting native accent English only 55% 
accuracy, while US English speakers’ accuracy fell to 49% and non-native English speakers’ 
accuracy fell to 36%.  Humans perform extremely well on this task at the phrasal level, and lose 
accuracy by almost half when performing this task at the word level.  From this information, we 
could inform a benchmark necessary to achieve for automatic accent classification systems.  
  
4. Sarcasm Detection  
 In this section, we discuss our second task: sarcasm detection.  Section 4.1 introduces 
sarcastic affect and its definitions.  Section 4.2 describes the need to create a new dataset for the 
task sarcasm detection, and the tools used to create the corpus.  Section 4.3 outlines the 
Perceptions of Sarcastic Speech survey, which was run to determine labels for our corpus data as 
well as to determine how sarcastic speech is perceived without context.  Section 4.4 discusses the 
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results of this survey.  In section 4.5, we describe the features and the Legendre polynomial 
coefficient prosodic contour modeling that we use for experiment 5.  We also describe 
Experiment 5, in which we train a machine learning classifier to distinguish sarcastic speech 
from non sarcastic speech.  Section 4.6 discusses these results.  In section 4.7, we run an 
additional experiment (experiment 6) using our trained classifier from experiment 5, and discuss 
the results.  Finally, section 4.8 outlines our plans to make the corpus we created for sarcasm 
detection available to the public for research purposes.   
 
4.1 Introduction to Sarcasm 
Sarcasm (sometimes referred to as verbal irony21) has been described as a “sophisticated 
form of speech act in which the speakers convey their message in an implicit way” (Davidov et 
al., 2010).  Davidov et al. continue to describe sarcasm as “an inherent characteristic of sarcasm 
is that it is frequently difficult to recognize”.  Despite some difficulty detecting sarcasm in real 
life, humans generally have relatively clear intuitions as to what constitutes sarcastic speech.  It 
is often the case that in sarcastic speech, the intended pragmatic interpretation is the opposite of 
the canonical semantic meaning.  However, although  sarcastic speech acts are inherently 
subjective, humans have relatively clear intuitions as to what constitutes sarcastic speech.  Much 
research has been done on how humans recognize and understand sarcastic speech, both in 
isolation and as distinguished from sincere speech.  This research has indicated that sarcasm can 
be reliably characterized by a number of prosodic cues (Cheang & Pell, 2008).  However, very 
little work has been done regarding modeling sarcastic speech for automatic recognition.   
                                               
21 The literature occasionally makes a difference between sarcasm and verbal irony, though, as Chen & Boves 
(2018) note, there is no consensus on the relationship between the two expressions in the literature. In this 
dissertation we, too, treat these two terms as synonymous. 
76 
As speech recognition technology continues to progress, it will be important for 
automatic speech recognition (ASR) systems to be able recognize more casual and colloquial 
speech.  This can be seen as more virtual assistants hit the marketplace, such as the Google 
Assistant and Amazon Alexa.  Consumers are looking increasingly frequently for products that 
have robust spoken dialogue systems, and aspire to talk to computers the way in which they 
would talk to humans.  As sarcasm is often used to express negative and critical attitudes toward 
persons or events (Cheang and Pell, 2008, Kreuz and Glucksberg, 1989), or even to virtual 
assistants themselves, it is very conceivable that ASR systems (particularly those in consumer 
products and spoken dialog systems) which are able to recognize sarcastic speech will be useful 
in the future. 
 
4.2 Corpus Creation 
In this section, we describe the background research that led to our decision to create a 
new annotated corpus, as well as the materials used for creating this corpus. 
 
4.2.1 Motivating Background 
Most prior work that’s been done in sarcasm detection has been on text data, not speech.  
A number of researchers have worked on the problem of sarcasm detection in Twitter (González-
Ibáñez, 2011).  Using a bootstrapping approach, Riloff et al. (2013) identified sarcastic tweets 
looking for negative situation phrases following positive verb phrases in a corpus of Twitter data 
containing the hashtag #sarcasm which they additionally hand-annotated for accuracy. 
Combining this approach with an SVM classifier they attained an F-score of 51%. 
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Bammon and Smith (2015) also explored sarcasm detection in Twitter data.  Using extra-
linguistics information, such as author features (such as profile information), audience features 
(author/addressee interactional topic), and environment features (such as unigram features of the 
original message), they were able to improve accuracy in classification of tweets using hashtag 
#sarcasm over using only purely linguistic features.  Combining all of the features (including 
linguistics features), they achieve accuracy of 85.1%, compared to 75.4% accuracy when only 
using linguistic features. Rajadesingan et al. (2015) also used traits other than linguistic features 
for the task of sarcasm detection on Twitter, such as Twitter users’ past tweets.  After discussing 
five different forms that sarcasm can take (including as a contrast of sentiments, as a means of 
conveying emotion, and as a possible function of familiarity), they construct relevant features to 
represent these form for machine learning.  Their best performing model classifies between 
sarcastic and not-sarcastic tweet with 83.46% accuracy. 
 Moving away from sarcasm detection on Twitter, Joshi et al. (2016) hypothesizes that 
sarcasm detection of dialogue is better formulated as a sequence labeling task, rather than a 
classification task.  Using a manually created corpus consisting of dialogue from the tv show 
“Friends”, where each text sequence of utterances is either labeled as sarcastic or not-sarcastic, 
the authors constructed a set of features motivated by the data - lexical features, conversational 
context features, and speaker context features.  Combining these features with features found in 
Gonzáles-Ibánez (2011) and Buschmeier et al. (2014), they achieve an F-measure of 84.2% when 
machine learning is performed as formulation of sequence labeling, outperforming an F-measure 
of 79.8% when machine learning is performed as a formulation of classification.  This indicates 
that sequence labeling of dialogue is more effective than classifying dialogue for sarcasm 
detection. 
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Additionally, Joshi et al. (2017) presents a survey paper which discusses a compilation of 
previous work done in sarcasm detection, both for text and speech.   This comprehensive paper 
explores a large number of experiments in automatic sarcasm detection.  The paper starts by 
describing sarcasm studies in linguistics, then follows by describing different problems in 
automatic sarcasm detection.  The authors then explore the different approaches to each paper, 
reporting different datasets, approaches, and performance values.  This provides other 
researchers who are interested in automatic sarcasm detection a good starting off point for future 
research. 
 One paper that discusses sarcasm detection in speech is Tepperman et al. (2006). 
Tepperman et al. conducted experiments using prosodic, spectral, and contextual cues to 
automatically identify sarcasm in the phrase “yeah, right”.  They chose to use the Switchboard 
and Fisher corpora, which primarily consist of telephone conversations between strangers.  After 
testing the accuracy of detection of these cues on both an individual and combined basis, they 
concluded that prosody on its own is not enough to reliably detect sarcasm, and that a 
combination of contextual and spectral cues distinguishes sarcasm from sincerity most 
accurately.   
We find a number of limitations with the work in (Tepperman et al., 2006)  that inspire 
and inform the work presented here. Tepperman hypothesizes that there are four types of 
categorical uses of ‘yeah, right’ in the speech corpora used in his work: acknowledgement, 
agreement/disagreement, indirect interpretation, and phrase internal.  The authors determined 
that  ‘yeah, right’, when said sarcastically, only appeared as an indirect interpretation.  However, 
due to the inherent subjective and ambiguous nature of sarcasm, the authors found clear-cut 
categorization to be difficult to come by, writing that the examples of ‘yeah, right’ found in the 
79 
Switchboard and Fisher corpora often functioned as evidence of understanding commentary, not 
being interpreted as humor or commentary, but as a grounding act, reminiscent of 
acknowledgement or a a request for acknowledgement.  We believe that this lack of clearly 
defined sarcastic examples may have contributed to their null results. 
A second limitation lies in the corpora used for the task.  Literature on sarcasm indicates 
that sarcasm and humor are indicative of informal speech. As such, we expect to see more 
examples of sarcastic speech among close friends than between strangers. Under these 
assumptions, a better corpus choice may have been to use materials wherein the conversations 
were of recorded speech between friends or family. The relationships between speakers may 
have led to some of the mixed sarcasm instances that are discussed above. More clear-cut 
examples of sarcasm are useful for this task. This formed part of the motivation to make a new 
corpus. Additionally, Tepperman et al. hand-annotated this data themselves, not taking into 
adequate account the inherent subjectivity of the task. Ultimately, the labeling of utterances in 
isolation was found to be too difficult, and the authors needed to use contextual cues to 
effectively identify sarcastic productions of ‘yeah right’ When listening to the productions in 
context, the annotators agreed only 76% of the time. Given the subjectivity of the task, it would 
have been preferable to have clearer examples of sarcasm that the annotators could agree on in 
isolation. 
As many of the limitations of (Tepperman et al. 2006) were focused on corpus problems, 
it became clear that we would need to create a new annotated corpus of sarcastic speech. Ideally, 
we would like to create a corpus that contains contains naturally occurring, clear examples of 
sarcastic speech.  However, in weighing the merits of naturally occurring material and more 
canonical examples of the phenomena, we opted to use material that is more representative of 
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sarcastic speech. In so doing, we followed motivations of using acted speech in emotion 
recognition for the creation of our corpus. A fair amount of work in emotion detection has been 
done using acted speech corpora (Vogt et al., 2008). One of the reasons that acted speech is 
appropriate for the task is that it is often an idealized form of the phenomenon (Burkhardt et al., 
2005). This idealization is realized by acted speech being both more exaggerated and containing 
of fewer mixed emotions than spontaneous speech. To address the subtlety of sarcasm, we felt 
the idealized phenomena of acted speech might help us obtain very clear examples of sarcastic 
speech. While both emotion and sarcasm recognition need to ultimately be applied to naturally 
occurring as well as acted speech, the understanding of sarcasm is still limited. We hope to 
increase understanding of the impact of sarcasm on speech production by focusing on this 
idealized scenario.   
An additional benefit that our corpus is that its contents come from in-context examples.  
Often acted speech consists of a single sentence (possibly meaningless or emotionally neutral) 
that is uttered in isolation with the desired emotion requested of the actor (for example, “read this 
word with ‘frustration’”).  Within our corpus, however, the communicative intent is derived from 
the context of the interaction and the story, rather than being prescribed by an experimenter.  
Therefore we believe that although our corpus consists of scripted, acted speech rather than 
spontaneously occurring speech, the speech sentences within it are more natural than other acted 
speech. 
  
4.2.2  Building the Corpus 
Acted speech is often exaggerated.  Although this can cause some problems in certain 
corpora, since sarcasm is often a subtle process, acted sarcasm removes some of the inherent 
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subtlety of sarcasm that can produce ambiguity problems in its automatic detection process.  
Using exaggerated sarcasm to train classifiers may very well produce classifiers that are better 
able to distinguish sarcastic utterances from non sarcastic utterances. 
Our corpus was created from Daria, an animated television show that ran on MTV from 
1997-2001. We chose to use Daria for several reasons. As discussed in section 4.2.1, prior work 
involving acted speech corpora has been successful in emotion detection, and as sarcasm 
detection is a similar task, we hope these successes would carry over. Additionally, since the 
television show uses a stylized animation style, it is difficult to determine sarcasm from facial 
expression alone. We predicted that this would result in even more exaggerated acted speech 
than a live-action sitcom could have yielded. Furthermore, as a scripted sitcom, Daria leans 
heavily on sarcasm as a comedic device. This causes the source material to be rich in examples 
that can be used for investigation. 
It is important to be critical of our own approach here.  One might ask why we have only 
chosen to work with speech from a single speaker, as opposed to multiple speakers.  It is 
arguably better to have more speakers when building classifiers for any sort of speech detection 
system; the obvious reason for this is that speakers produce utterances differently.  There is a 
wide variation in the way that speakers pronounce phonemes, elongate words, and generally 
produce prosody over a sentence.  This variation is important to capture, if one is ultimately 
looking for a speaker-independent system.  However, in an effort to focus on the features that are 
indicative of sarcasm in general, we have made the deliberate choice to start with a speaker-
dependent system. 
In obtaining the speech for the corpus, we chose to use dialogue exclusively from the 
titular character of the television show. 150 sentences were extracted across all five seasons of 
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Daria. These sentences were extracted from DVDs of the show as avi files, which were then 
converted to wav files.  Intensity was normalized using Adobe Audition. We collected what we 
determined to be 75 sarcastic sentences and 75 sincere sentences – these judgments took context 
into consideration.  However, these labels were insufficient for a gold standard, as we have 
previously established that sarcasm is inherently difficult to identify.  To obtain clear gold 
standard labels unbiased by context, we created and ran the Perceptions of Sarcastic Speech 
Survey. 
  
4.3 The ‘Perceptions of Sarcastic Speech’ Survey 
         In this section, we discuss the creation of the Perceptions of Sarcastic Speech Survey.  
We additionally discuss the demographic breakdown of those who participated in the survey. 
 
4.3.1 Survey Outline 
In order to generate a gold standard of labels for the data, as well as to test some of our 
hypotheses about perceptions of sarcastic speech, we ran the Perceptions of Sarcastic Speech 
Survey in the fall of 2012.  In addition to generating labels, this survey looked to answer some of 
our questions about consistency of labeling, a participant’s ability to identify sarcasm without 
context, as well as difference in sarcasm perception in L1 and L2.  The survey, hosted by the site 
SurveyGizmo, required participants to listen to the 150 sentences and label them as sarcastic or 
sincere22 as a forced-choice task. Response time was also measured; participants were unaware 
                                               
22 It is important to note that this is a flaw in the experimental design.  When the materials were collected 
for the corpus, only sarcasm was considered; features of sincere speech were not considered.  Survey 
participants, therefore, were actually distinguishing between sentences that were sarcastic and non 
sarcastic.  The binary forced choice task should have reflected this, instead of presenting sincere as an 
option. 
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of the timing so as to not have that influence their responses. Participants were able to replay 
utterances as many times as they wanted, and presentation order was randomized so as to avoid 
bias. Due to limitations of the hosting site, we were unable to capture how many times utterances 
were replayed or presentation order; this is information we would have liked to have captured.  
Participants were also not given any definition of sarcasm beforehand. This was a deliberate 
choice; as there are many definitions of sarcasm, rather than influencing the participants by any 
one definition we allow participants to employ their own definition. Thus the ratings we obtain 
represent the conventional wisdom of what is “sarcastic”. The survey took approximately 20 
minutes to complete. The survey was open from August 2012 through October 2012. 165 
participants completed the survey, 149 of them native English speakers, and 16 of them non-
native speakers. 
  
4.3.2 Participant requirements 
The guidelines for participation were approved in August of 2012 by the Institutional 
Review Board at Queens College.  Participants were required to be adults with no reported 
hearing loss. Both native and non-native English speakers were allowed to participate; however, 
non-native speakers had to have been studying English for at least 3 consecutive years. Non-
native speakers were additionally asked what their native language was, and whether or not they 
lived in an English-speaking country.  
  
4.3.3 Participant information 
         573 people attempted to participate in the study.  This exceeded expectations by 500 
people.  Out of the 573 participants who attempted to participate in the survey, 55 were 
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disqualified.  The majority of these participants were disqualified because of reported hearing 
loss, although some were disqualified because of age or because they had been studying English 
for fewer than 3 consecutive years.  No further analysis was done on the disqualified 
participants. 
         Out of the remaining 353 participants who began the survey, only 165 participants 
completed the survey.  54 of the 353 participants who began the survey were non-native speaker, 
which left 299 native English speaking participants.  Of these native English speakers, 149 
completed the survey, while only 16 of the 54 non-native speakers completed the survey.  This 
leads to a dropout rate of exactly 50% for native English speakers, and 70% for non-native 
English speakers.  There are several possibilities that may have contributed to the high dropout 
rate among participants.  To begin with, the survey took approximately 20 minutes to complete; 
this may have been longer than some participants were willing to spend on the task.  It may have 
been difficult for participants to focus on doing a single task for that much time.  Another 
potential reason for this high dropout rate may have been due to the fact that this task was 
performed independently by participants on their own personal computers, presumably in their 
homes.  A number of outside factors could have distracted participants while they were taking 
the survey (e.g., a phone ringing).  As we see later evidence of these distractions affecting 
response times, it is reasonable to assume that these distractions may have also led participants to 
quit the survey early.  However, it is also possible that the reason for the high dropout rate is 
correlated with the difficulty of the task.  This is especially likely given that the dropout rate is 
higher for non-native speakers than it is for native speakers.  
We additionally received a number of anecdotal responses from both participants we 
knew (as well as some participants we did not know who chose to email us after they 
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participated in the survey), all of whom mentioned that they began to question their definition of 
sarcasm halfway through the survey (approximately 10 minutes in).  This anecdotal evidence 
provides further intuitions that the difficulty of the task may have contributed to the high dropout 
rate. 
  
4.  Survey Results 
         Although our main goal with this survey was to obtain labels for a new sarcasm corpus, 
we were also interested in answering some fundamental questions about the general perception 
of sarcasm.  To begin with, we were interested in whether or not participants are able to label 
sentences as sarcastic or sincere without any kind of context, and to what extent participants 
agree that any given sentence is sarcastic or sincere.  We were also interested in investigating 
human response time: how quickly participants are able to make label judgments, and whether or 
not response times for sarcastic utterances are different from response times for sincere 
utterances.  This next section discusses our findings on those questions. 
  
4.4.1 Label Judgment Data 
         The predicted labels for the utterances in the corpus indicated that there were 75 sarcastic 
utterances and 75 sincere utterances in the corpus.  Figure 4.1 shows the number of “Sarcastic” 
responses corresponding to the utterance number.  The first 75 utterances in the corpus were 
predicted to be sarcastic, while the second 75 were predicted to be non sarcastic.  Figure 4.1 
shows that these predicted labels corresponded with responses from participants.  There is a 
distinct shift around utterance 75 to utterances labeled as “sincere”.   
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Of particular interest in Figure 4.1 is the whitespace; the lower left hand corner shows a 
very clear lack of “sincere” responses for those sentences.  However, the upper right hand corner 
does not show this same clarity in lack of sarcastic responses for some of the predicted sincere 
utterances.  There are a number of possible explanations for this disparity in whitespace.  The 
first is that there may not have been an even split of sarcastic and non sarcastic sentences within 
the corpus; although every attempt was made to create an even split between the sentences, it 
may have been the case that there were more sarcastic sentences in the corpus than non sarcastic 
sentences.  
Another possibility is that participants may be giving more sarcastic responses over time; 
the longer that participants were taking the survey, the more sarcastic responses they gave, 
regardless of what sentence they heard.  Although we would have liked to test this hypothesis, 
due to some limitations with the hosting website, we were unable to access information about the 
order in which the participants answered each question (beyond the information that the order for 
each participant was randomized).  We therefore leave this as simply a hypothesis that we were 
unable to test. 
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Figure 4.1: Number of sarcastic responses for each given sentence 
  
         A third possibility is that this whitespace is indicative of a priming effect – by asking 
participants questions about sarcasm, we may have encouraged subjects to be more sensitive to 
it.  As no effort was made to avoid this sort of priming effect within the task, this is likely.  We 
suspect that a combination of the first and third possibilities therefore seem to account for the 
disparity seen in Figure 4.1. 
Because the participants were asked to make a binary decision on the classification of 
each sentence (sarcastic or sincere), we expected that the results of the survey would be 
relatively bimodal. Figure 4.2 shows the results of the distribution of “sarcastic” responses. 
Although we were expecting a bimodal distribution of the results, we observe a trimodal 
distribution.  To test this, we fit several Gaussian Mixture Models (GMMs) to our data and 
calculated both the AIC and BIC for each GMM.  We found that we achieved the smallest AIC 
and BIC when using 3 GMMs.  While participants labeled the majority of the sentences as 
sarcastic or sincere, there are also a substantial number of sentences for which participants were 
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in consistent disagreement about how the sentences should be labeled. This lead to three 
groupings of the stimuli: those consistently labeled as sarcastic, those consistently labeled as 
sincere, and those where there is consistent disagreement regarding how they should be labeled. 
This may be evidence of a thresholding disparity among participants.  Sarcasm is subjective; 
while there are some sentences that are very unambiguously sarcastic, it appears that there are 
also sentences that are “maybe sarcastic” that people threshold in different ways.  Further 
evidence of this “maybe sarcastic” threshold can be seen in the response time data (particularly 
the native vs non-native response time data) in the next section.  
Figure 4.2 also shows that there is more consistent agreement on what is sarcastic than 
what is non sarcastic. This correlates with our earlier results which indicated priming effects or a 
possible uneven distribution of sarcastic and non sarcastic sentences. 
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Figure 4.2: Histogram showing the distribution of how many items were labeled as sarcastic and 
how many people called a given item sarcastic 
  
4.4.2 Response Time Data 
During the survey, response times were measured in seconds spent on each webpage (one 
sentence per webpage), starting as soon as the webpage loaded.  The length of each utterance 
was included in the response time, and participants were not told that response times were being 
measured.  Because of this, there were many examples of outlier response times – response times 
that were extremely long, indicating that perhaps the participant got called away from the page 
(or walked away from the page to do something else for a long time, such as sleep). 
  To remove these outliers, we calculated what percentage of the data fell below particular 
time ranges.  These are summarized in Table 4.1.  As indicated in Table 12, the dropoff rate of 
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percent of the data began to fall at a more rapid rate below 30 seconds; therefore we chose 30 
seconds to be the cutoff point for response times, and removed all response times (RTs) that fell 
over 30 seconds as outliers.  
  
PERCENT OF THE DATA RESPONSE TIME (IN SECONDS) 
98.5 < = 60 
98.2 < = 50 
97.5 < = 40 
96.6 < = 30 
94.1 < = 20 
90.2 < = 15 
77.8 < = 10 
Table 4.1: Percentage of the data that fell within particular response times 
  
         We then calculated an average response time for each utterance by subtracting the 
original length of the utterances (rounded to the nearest second) from the measured response 
time.  We see that the average response time is 5.55 seconds, with a standard deviation of 0.83 as 
can be seen in Figure 4.3.  
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Figure 4.3:  Histogram showing the distribution of response times and response counts 
  
To investigate whether or not there is a difference in response time for responding to non 
sarcastic or sarcastic utterances, we then looked at the responses times for the predicted labels of 
sarcastic and sincere.  As seen in Figure 4.1, the predicted labels are primarily correlated to the 
label judgments given by participants.  Figures 4.4 and 4.5 show that the overall distribution of 
response times for sarcastic and sincere judgments look very similar to the overall response time 
distribution; regardless of the label, most participants are able to make judgments between 5 and 
6 seconds in length.  Using a t-test to check for statistical significance, we found that p = 0.31, 
which shows a lack of significance.  While it takes subjects slightly longer on average to 
determine sarcasm from not sarcasm, this different is not statistically significant. 
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Figures 4.4 & 4.5: Response times (given predicted labels) 
  
4.4.3  Non-Native vs Native Speaker Data 
        Non-native speakers made up 10% of the completed survey participants.  It is therefore 
significant to investigate how the non-native data compares to that of native speakers.  Although 
non-native speakers are able to perform the task, the distribution of sarcastic and sincere 
responses is not quite the same.  Figures 4.6 and 4.7 show the distribution of sarcastic responses 
separated by nativeness.  Figure 4.6 shows the distribution of sarcastic responses from native 
speakers; Figure 4.7 shows the distribution of sarcastic responses from non-native speakers. 
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Figures 4.6 & 4.7: Distribution of “Sarcastic” responses across native and non-native speakers 
  
         Although non-native data also shows participants making a clear distinction between 
sarcasm and not sarcasm, native speakers show more of a tendency to give sarcastic responses, 
while non-native speakers trend more towards sincerity responses.  There is further evidence of 
this trend in the “maybe sarcastic” data.  After removing the non-native speaker information, we 
can see this data for the native speakers has more sarcastic judgments.  However, this same data 
shifts towards non sarcastic in the non-native speaker data.  
         This difference in the classification of the middle data indicates that perhaps non-native 
speakers threshold sarcasm inherently differently from native speakers.  Although there is 
subjectivity within the task (as seen in Figure 4.1),  the threshold that native speakers use to 
distinguish between not sarcasm and sarcasm seems to unilaterally be closer to the sarcastic end, 
while non-native speakers threshold these same sentences closer to non sarcastic.  There are a 
number of reasons why this thresholding difference for native and non-native speakers might 
occur; there may be something in the way that English sarcasm is taught to non-native speakers 
that leads to this kind of thresholding, or there may be something in the way that other languages 
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handle sarcasm that can explain this.  Although we are not currently investigating this question, 
it would be worthwhile for future research to investigate why this is happening.  
When we looked at non-native participant response times, we saw some additional 
differences.  Average response time for non-native speakers was 7.88 seconds, with a standard 
deviation of 1.44.  As the average response time for native speakers was 5.55 seconds, we 
calculated statistical significance between response times for native and non-native speakers.  
Using a t-test, we found this difference to be extremely significant, with p < 1*10 -51 .  This is 
additional support to our hypothesis that this task may be more difficult for non-native speakers 
than it is for native speakers. 
  
4.4.4  Sarcasm Survey Discussion 
It is clear to see from the results of our survey that participants are very capable of 
distinguishing between sarcasm and not sarcasm, even from out-of-context examples.  This 
naturally leads to the question of how participants are making these distinctions.  To examine 
that, we looked at some of the data that received 100% sarcasm agreement.  Those sentences 
were “And here I’ve been demanding they mail me an ear”, and “Does this mean you’ll be 
ordering the pizza with entrails?” Given the lexical content of these sentences, it is probable that 
people are making these judgments using lexical information; it is unlikely that a speaker would 
seriously be demanding that someone mail her an ear, or that someone would be ordering a pizza 
with entrails on it, etc.  However, a number of sentences that were lexically ambiguous (“That’s 
so sad”, “How would you know?”) also had clear agreement in sarcasm or not sarcasm.   These 
sentences contain no lexical information that would sway a judgment, and it is therefore 
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necessary that these decisions are being made using information from the speech signal itself, 
such as prosody. 
To try to get a better idea of what was going on for the responses that fell into the “maybe 
sarcasm” category, we looked to the literature for some possible explanations.  Cheang and Pell 
(2008) note that there is a difference between sarcasm and humorous verbal irony, the former 
generally conveying a negative attitude.  In their 2009 paper, they go on to discuss results found 
in (Anolli et al., 2002), who found acoustic differences in sentences containing sarcasm and 
sentences containing humorous verbal irony.  In order to find a clearer classification for our 
“maybe sarcasm” data, we decided to see if this data shows any sign of being lexically 
humorous, which could cause the “maybe sarcasm” data to fall into the category of humorous 
verbal irony.  However, there is no evidence of this being the case; while there are some 
examples of lexically humorous sentences in the “maybe sarcasm” data (“I’m not surrendering 
my pudding snack”, “Is there such a word as intolerabler?”), there are also many instances of 
sentences that are lexically neutral (“I know exactly how you feel”, “I was hoping you could tell 
me”).  Furthermore, many of the sentences that fall into the sarcasm category appear to be 
lexically humorous (“I guess the bear suits are out”, “Well he certainly wasn’t what we 
intellectuals call a totally buff hottie”).  
We therefore looked for an alternative explanation for this data by further exploring the 
sentences that fell into the “maybe sarcasm” category.  In addition to the lexically humorous and 
neutral sentences, we also noted that there were several sentences in this data set that seemed 
rather context-dependent (“Thank you for respecting it”, “I’m sure the guys in woodshop can 
come up with something”). Although there are also sentences within the sarcastic and non 
sarcastic categories that also appear to be more context dependent, it is very possible that the 
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acoustic and prosodic cues of those sentences were simply more helpful when participants were 
trying to classify those sentences.  Given the wide variation of the types of sentences within this 
“maybe sarcasm” category, we chose to label this data as “ambiguous”, not choosing to specify 
between lexical and audial ambiguity.  Throughout the remainder of the paper, we will refer to 
this “maybe sarcasm” data as the ambiguous data. 
  
4.4.5 Acquiring Labels 
As discussed in section 4.1, our primary goal with this survey was to obtain labels for our 
new sarcasm corpus.  For the task of automatic sarcasm detection, it was necessary to have 
sentence examples that were unambiguously sarcastic and non sarcastic.  Due to the unexpected 
trimodal distribution of the data, we used a trimodal split in order to refine the corpus for the 
sarcasm recognition task. We looked at what percentage of participants agreed on labels in order 
to decide which labels sentences should have. Anything that achieved a sarcasm label with 30% 
agreement or less was labeled as sincere. Anything that was labeled as “Sarcastic” with 72% 
agreement higher was labeled as sarcastic. These cutoffs were determined by the minima of the 
histogram. This left us with 112 sentences of sarcastic and non sarcastic speech (62 sarcastic 
sentences and 50 non sarcastic sentences). The data that fell in the middle was excluded for the 
purposes of the building of the sarcasm recognizer. 
          In the future and for other tasks, it may be interesting to see where the threshold for 
native speakers as compared to non-native speakers falls; it is unlikely to fall in the same place 
as the threshold for this information combined.  Additionally, in the future we plan to look at 
response time for the data within this threshold, to see if the response times for the most sarcastic 
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sentences correlated with the response times for the most sincere sentences.  However, at this 
point we shift to discussing our main task, automatically recognizing sarcastic speech.     
 
4.5 Methods for Experiment 5: Sarcasm Detection 
        In this section we discuss the methods we used to build our sarcasm recognizer.  
Conventional wisdom suggests that there is a ‘sarcastic’ tone of voice.  A number of people have 
sought to characterize this quantitatively.  (Cheang and Pell, 2008) attempted to identify the 
possible acoustic cues of sarcastic speech.  They identified a number of features that they 
predicted to be indicative of sarcasm.  These features include mean f0, standard deviation of f0, 
f0 range, mean amplitude, amplitude range, speech rate, harmonics-to-noise ratio (HNR), and 
one-third octave spectral values (as a measure of nasality).  Of these features, they found overall 
reductions in mean f0, decreases in f0 variation (standard deviation), and changes in HNR to be 
indicative of sarcastic speech.  They then argue that “these findings are most consistent with the 
idea of an ironic tone of voice (Clark and Gerrig 1984, Mueke 1969), or more precisely, a 
sarcastic tone of voice (i.e., the existence of defining prosodic features which are used to 
communicate sarcasm in speech).”  Following from their work, we replicate a number of these 
features to define our acoustic baseline.  We chose to exclude third octave spectral values as they 
were not found to be predictive of sarcasm.  We also did not look at HNR.  (Cheang and Pell 
2008) write that their measure of HNR was “computed from the 50-ms stable, central portions of 
vowels which were segmented from the stressed syllables of each utterance”.  Within our 
analysis, we were more interested in looking at suprasegmental prosodic qualities; in general, we 
chose to focus on the broader phenomena of word and sentence level features, rather than 
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syllabic features.  In the future, however, it would be worthwhile to incorporate these more 
segmental aspects into our analysis, and to include HNR as an additional feature.  
We additionally desired to look at pitch and intensity contours, as we conjectured that 
different instances of sarcastic speech would contain similar looking pitch and intensity contours.  
After our prior work in nativeness classification, we investigate prosody at the word level instead 
of at a sentence or IPU level, both because we believe it may be easier to capture prosodic 
phenomena at the word level, and because we hypothesize that sarcastic speech was likely to be 
more identifiable at the word level (as opposed to the sentence level).  We also use the word 
level for prosodic modeling so as to try to model prosodic context, using word ngram modeling.  
This springs from a hypothesis that sarcastic affect is not totally separated from the context of the 
affect of the words around it. 
In looking at how to model prosodic contours, we looked to other forms of speech 
processing that has done this before.   In our previous work in nativeness classification (cf. 
section 3) we have seen how Legendre polynomial coefficients can be used to represent pitch 
curves with some success, particularly when combined with clustering to reduce the high 
variance and high dimensionality.  We also see additional support for using Legendre polynomial 
coefficients for contour modeling following from its success in emotion detection (Dumouchel et 
al., 2009),  language identification(Lin and Wang, 2005), and speaker verification (Dehak et al., 
2007).   
Additionally, we looked to prior research for techniques to incorporate sequential 
modeling into our sarcasm recognition system.  (Rosenberg 2011) had successes using sequential 
models based on symbolic representations of prosody for the tasks of nativeness and genre 
recognition, writing  “To perform the symbolic sequential modeling, we use a tri-gram model 
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over ToBI tone sequences. Within this model, each symbol represents the tone and type of 
prosodic event with which it is associated”. Sequential modeling of this sort has also had 
successes in speaker recognition (Shriberg et al., 2005, Adami et al. 2003).  By representing 
prosody as a sequence of word-level symbols, we aim to model contextual prosodic information.  
Additionally, we hope to eliminate unimportant acoustic variation while still maintaining a 
representation of the suprasegmental prosodic content. 
  
4.5.1 Features 
In this section, we describe the acoustic and prosodic features that we investigate as 
predictive of sarcasm. All acoustic analysis was performed using Snack, a toolkit for Python. 
Pitch was extracted using the Snack implementation of the ESPS algorithm. Intensity was 
extracted and converted to decibels. The specific acoustic measures derived for each utterance 
are as follows: 
 a) mean pitch – measured in log hertz 
b) pitch range – after extracting the top and bottom 5.5% (to avoid outliers), we subtract the 
minimum pitch from the maximum pitch of the utterance, as a measure of log f0 variation. 
c) standard deviation of log pitch 
d) mean intensity – measured in decibels over the utterance as a whole 
e) intensity range – same as pitch range (calculated after removing the top and bottom 5.5% and 
subtracting the minimum intensity from the maximum intensity of the whole utterance), as a 
measure of range variation 
f) speaking rate – calculated as syllables per log second (the syllable count for each utterance 
was calculated by counting the canonical number of syllables for each word using cmudict (The 
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Carnegie Mellon Pronouncing Dictionary, 1997-2008). There are six words in the corpus that do 
not appear in cmudict. These words were hand transcribed). 
  Using Praat (Boersma, P. and Weenink, D., 2013) we manually annotated word 
boundaries for all sentences in the corpus. We then used these word boundaries in order to model 
prosodic contours within each word.  Pitch and intensity contours were modeled using 3-degree 
Legendre polynomial expansions.  In order to determine average approximate prosodic contours 
for the task, we clustered the Legendre coefficients of the pitch and intensity contours using 
scipy’s (Jones et al., 2001) k-means clustering algorithm into 3 distinct groups, respectively.  K-
means clustering is an unsupervised  machine learning algorithm that groups together similar 
data points.  For our task, we chose to use k=3.  We experimented with k=4 and k=5, but the 
clusters that resulted from that were less well defined, and yielded worse results in tuning 
experiments (cf. section 4.6). 
We then used the resulting centroids of the three clusters to model sequences of prosodic 
contours. We calculated the Euclidean distance between word level contours and the centroids in 
each cluster.  We then assigned each contour a label A, B, or C, based on the contour of the 
closest centroid. Using these labels, we were able to construct pitch and intensity contour 
sequences over sentences at the word-level. The resulting curves and corresponding Legendre 
coefficients of the three centroids are presented in Figures 4.8 and 4.9. 
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  A:[-0.18,-0.26,-0.38]                     B:[-0.27,0.24,0.22]              C:[-0.23,0.13, 0.15] 
Figure 4.8: Pitch Contours 
 
  
A:[0.01,-0.88,-0.27]             B:[-1.55,-0.81,1.22]             C:[0.17,0.47, 0.28] 
Figure 4.9: Intensity Contours 
  
 Figures 4.10 and 4.11 show these curves within the context of each other. 
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Figure 4.10: Pitch curves A (black), B (red) and C (blue) 
 
Figure 4.11: Intensity curves A (black), B (red), and C (blue) 
 
With these sequences in place, we are able to train a sequence model over these prosodic 
symbols. We explored unigram and bigram modeling. When modeling the unigram sequences, 
we calculated the percentage of each curve across the sentence as a whole. The bigram model 
was trained on the entire training corpus.  Finally, we calculated the perplexity of each sentence 
in the train and test corpus against the bigram model. The resulting features are as follows: 
  
103 
g) pitch unigrams A, B, and C – percent of the sentence that is modeled by word level pitch 
contours A, B, and C, 
h) intensity unigrams A, B, and C – percent of the sentence that is modeled by word level 
intensity contours A, B, and C, 
i) pitch bigram perplexity under both the sarcasm and sincere models 
j) intensity bigram perplexity under both models 
  
We found that when we clustered the pitch contours by an order-3 Legendre polynomial 
the contours corresponded to A) falling pitch, B) a sharper pitch rise and C) a shallower pitch 
rise. The intensity contours are clustered around the following descriptive patterns: A) shallowly 
falling intensity, B) sharply rising intensity and C) shallowly rising intensity. 
  
4.6 Results for Experiment 5 
         In this section, we discuss the tuning of our experiments and the results of our 
classification.  We also present an additional experiment (experiment 6) using the ambiguous 
data discussed in Section 4.4. 
  
4.6.1 Classification results 
The corpus was randomly split into a training set and a testing set with 2/3rds of the data 
used as training. We performed 10-fold cross validation on the train set in order to tune our 
features and determine which classifier to use.  During this tuning process we also experimented 
with k=4 and k=5 k-means clustering; however, these numbers of clusters did not outperform 
k=3. Based on the output of this tuning work, we decided to use Weka’s SimpleLogistic 
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classifier, a LogitBoost implementation (Hall et al., 2009) for the classifier for our test data.  This 
classifier uses a logistic regression algorithm to determine which features are predictive, and then 
classifies based on those features.  We used word-level acoustic features as a baseline system, as 
these features were found to be indicative of sarcastic speech in prior work.  We also used our 
prosodic modeling features as additional word-level features. Table 4.2 shows the results on the 
test set. 
 
Table 4.2: Results of Experiments with SimpleLogistic 
  
The majority baseline is defined as the larger of the two classes divided by the total 
number of points in both classes.  Our best results come from a combination of the baseline, 
unigram counts, and intensity bigram sequence features. 
 
 
Table 4.3: Predictive Features 
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Table 4.3 lists predictive features, as well as how helpful they are. The most predictive 
feature from our acoustic baseline was pitch range. We found that sarcastic sentences contain a 
much reduced pitch range. This is somewhat consistent with what the authors found in (Cheang 
and Pell, 2008). They reported that pitch range was reduced for sarcastic sentences relative to 
sincere sentences; yet, they only found this to be the case for particular exemplar keyphrase 
sentences. Our results are consistent with their predictions; changes in how much f0 variation is 
produced by speakers is a relatively consistent feature of sarcastic speech (though the direction 
of these changes is not always uniform) (Bryant, 2010). 
Regarding prosodic modeling, it is clear that modeling these contours improves sarcasm 
recognition. When we looked at pitch contours, we found that there are fewer instances of falling 
pitch (A) and shallow pitch rise (C) in sarcastic speech than there are in non sarcastic speech. 
When we looked at intensity contours, we found that sarcastic speech has more instances of 
shallowly rising intensity (contour C) than non sarcastic speech. This is in keeping with our 
aforementioned intuitions about sarcastic speech; since sarcasm is an understated process, abrupt 
shifts in intensity seem intuitively unlikely. We expect more dynamic intensity in high arousal 
emotions such as excitement or anger.   
The inclusion of our intensity bigram features presented some interesting results. While 
Weka’s SimpleLogistic classifier accessed the intensity bigram features for training, they were 
ultimately pruned out due to their not be predictive in isolation. However, although the intensity 
bigram features were not by themselves predictive of sarcasm, when used in conjunction with 
other features, they enabled the other features to be more effective. 
Incorporating the word-level prosodic representation, we achieved an accuracy of 
81.57%, a 46.14% relative reduction of error over the sentence-level acoustic baseline.  In future 
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experiments, we would like to extend our corpus to include other speakers, so that we could 
evaluate our sarcasm detection system on other speakers.  Additionally, we would like to test our 
system on spontaneously occurring sarcasm, to see if these features continue to be predictive in 
that event.  
  
4.7 Experiment 6: Ambiguous Data 
After building and testing the sarcasm detection system, we decided to reintroduce the 
data that we had previously labeled as ambiguous.  We did this both to see how the recognizer 
would label the data that was difficult for humans to label, and to see if this showed us anything 
about how the system could be improved in the future. 
In order do this, we used the ambiguous data as a new test set.  We had the sarcasm 
detection system with the best performance predict labels for each of these ambiguous sentences.  
The classifier that is used for this system, SimpleLogistic, has the benefit of also outputting a 
confidence score on each prediction it makes.  This confidence score is a measure of how certain 
the classifier is in its prediction.  In order to compare the classifier’s output to the human 
agreement, we chose to compare the percent human agreement that a sentence was sarcastic to 
the confidence score output by the classifier.  We consider these the aggregated confidence score 
(from both humans and the classifier).  Figure 4.12 shows a histogram of aggregated confidence 
scores with number of items with a given confidence score.  (Note that in this histogram, we use 
the abbreviation ‘ASR’ to mean automatic sarcasm recognizer, instead of its traditional meaning 
of automatic speech recognition.  
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Figure 4.12: Histogram showing aggregated confidence score w/ number of items 
  
We then, in order to try to compare the human data to the output of the machine, created 
a confusion matrix to try to show agreement.  As we knew the data we were examining to be 
labeled as ambiguous, we decided to split human agreement at 50% in order to come up with 
predicted labels for these sentences.  (> 50% agreement = sarcastic, <50% agreement non 
sarcastic).  This is a way of comparing the human aggregated confidence score to the machine 
confidence score output.  We chose to do this as a human binary decision instead of a machine 
trimodal decision as machines are specifically built to avoid non-bimodal decision; they 
specifically learn the decision boundary such that all of the data points are separable.  Table 4.4 
shows the results of this comparison. 
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Table 4.4:  Confusion matrix machine and human agreement on ambiguous sentences 
 
Of the original 38 ambiguous sentences we had, we were able to classify 14 of them to be 
true positives (sarcastic) and 8 of them to be true negative (non sarcastic).  Our precision 
therefore was 78.68%, while our recall was 66.66%.  This corresponds to a harmonic mean (f-
measure) of 69.98%.  This demonstrates that our system continues to perform well, even on these 
sentences that humans had difficulty classifying.  (Note that we removed four sentences from our 
analysis -  these sentences achieve scores of exactly 50% human agreement.) 
We then looked more carefully at the sentences our system misclassified.  We found that 
of the 7 the sentences that our system thought were non sarcastic but humans though were 
overwhelmingly, the majority lacked a clear context, such as   “I can once they put in my high 
speed internet connection” and “I’m not sure if cute little furballs milling around your feet really 
constitutes an attack”.  We also found that for the 5 sentences that our system thought were 
sarcastic but humans thought were not, the majority contained high lexical ambiguity. (“I learned 
to sleep sitting up” , “I know exactly how you feel”, “Thank you for respecting it”).  This allows 
us to further hypothesize why humans have difficulty classifying these sentences as ambiguous.  
From our comparison, it is clear to see that for some of these sentences, the audial (acoustic and 
prosodic) information and the lexical content drastically contrast.  This contrast may account for 
why humans had such difficulties classifying these sentences. 
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         These comparisons additionally informed us that our system is better identifying sarcastic 
speech than non sarcastic speech.  This is somewhat unsurprising, given that most of our focus 
when building this task was how to identify sarcastic speech (rather than thinking about what 
some of the qualities of non sarcastic speech are.  When improving our system in the future, it 
would be useful to also provide the system with features that might help it identify ambiguous or 
non sarcastic speech, instead of just considering anything that doesn’t have the prosodic cues of 
sarcasm to be non sarcastic.  As we have seen, ambiguity is prevalent in perception of sarcastic 
speech, likely due to the task; perhaps, by taking this into account, we would be able to better 
capture sentences that are likely to be perceived as ambiguous, so the system could remove them 
automatically to get a clearer distinction of what speech is actually sarcastic and non sarcastic.  
 
 4.8 Distribution of corpus materials 
 Since its creation in August 2012, the Daria Sarcasm Corpus has been in high demand, as 
there are very few corpora consisting of labeled sarcastic speech. In addition to the audio that 
was extracted from the show Daria that was used to build the system, and each audio wav file’s 
label (sarcastic, sincere, or ambiguous), the Daria Sarcasm Corpus also contains a set of 
metadata to go along with the audio.  This metadata includes, but is not limited to, names of 
episodes the audio comes from, transcriptions of the audio clip, and the timestamps of the start 
and end of the audio clip in the episode. Despite the number of requests, the Daria Sarcasm 
Corpus has never been distributed or available to other researchers.  Given the high demand for 
this data to be released, we have decided to make it publicly available.  The data will be available 
for download at (www.rachelrakov.com/dsc) as of (June 2019). 
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This website provides audio transcriptions for each sentence in the Daria Sarcasm corpus,  
and all metadata created to go alongside this audio.  By creating a website that allows for the 
download of not only the audio transcriptions and metadata for the Daria Sarcasm Corpus (and 
perhaps the audio as well) but also instructions for how the materials should be used together for 
proper recreation of the corpus, we provide an accessible resource for anyone looking to get into 
sarcastic speech research. With the frequency of requests we have received for this data in the 
years since it’s been created, we hope this data will be welcomed by the sarcasm research 
community.  Making the data and its documentation accessible will allow for both students and 
seasoned researchers to use the data for their own research purposes.  We hope that by making 
this corpus available, we will aid in advancing sarcastic speech research, including both the 
reproduction of experiments as well as original research.  Reproducibility is an important part of 
research; by distributing our corpus, researchers will be able to not only work on reproducing our 
results, but can also build upon our work, creating their own features for sarcastic speech and 
comparing them to our established baseline.  This corpus presents a manageable amount of clear 
data that is easy to work with, which is ideal for student use. 
 
5. Discussion and Conclusions 
In this dissertation, we have demonstrated that the clarity of Legendre polynomial 
coefficient representations of prosodic contours allows for interpretable linguistic analysis of 
prosodic curves.  Our work has detailed the ways in which Legendre polynomial coefficients are 
effective at containing linguistic information that can answer questions about prosody in two 
different prosodic tasks: nativeness classification and sarcasm detection.  Legendre polynomial 
coefficient representation of prosodic contours allows for visual comparison of prosodic 
111 
contours, assisting us in our investigations of native and non-native English prosody, as well as 
prosody in sarcastic speech.   
When exploring our nativeness classification task, we investigated whether any of the 
Legendre polynomial coefficient modeled pitch contours produced by our L1 Mandarin non-
native English speakers are similar to typical question contours in English and Mandarin.  We 
find that some of these contours do appear to be very similar to expected question contours in 
our speakers’ native languages. Within our corpus, it is not common for the non-native English 
speakers to use unusual intonation when pronouncing wh-questions, and in fact, produce wh-
questions with rising intonation.  This could indicate that non-native English speakers in our 
corpus are not using English phrasal prosody when producing English wh-questions, vocalising 
them more like yes-no questions (as we see that non-native speakers are using this same type of 
low rise and fall contour to produce yes-no questions as well).  This could be due to English 
language learning practices (being taught to raise the voice whenever one sees a questions mark), 
or it could be due to the Mandarin prosodic pattern of using expanded pitch range near the end of 
the sentence to indicate that the sentence is a question. 
We also learn more about prosody that indicates sarcastic speech by exploring the 
contours represented by Legendre polynomial coefficients.  We see that reduced pitch range is a 
quality of sarcastic speech, which corresponds with prior work in sarcastic prosody (Cheang and 
Pell, 2008).  We are also able to visualize intensity features that are indicative of sarcastic 
speech.   We find that the most predictive intensity contour of sarcastic speech is a shallowly 
falling contour.  This makes sense alongside a reduced pitch range; it is unlikely that a 
sarcastically-pronounced word with a reduced pitch range would be pronounced with dramatic 
intensity shifts. 
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In addition to using the prosody contours’ Legendre polynomial expansions to assist in 
answering linguistic questions about prosody, they also show us areas where prosody modeling 
could be improved.  The methods by which we used Legendre polynomial expansions to model 
prosody in our nativeness classification task, despite being effective overall, were possibly less 
effective at capturing elements of Mandarin intonational phonology transfer.  The pitch contours 
represented by the Legendre polynomial expansions, which we know are accurate, did not show 
evidence of the non-native English speakers making use of expanded or compressed pitch range.  
This is something we might expect to see, based on how the Mandarin intonational phonological 
system predicts questions to be vocalized.   We do not see clear representation of local pitch 
expansion and compression effects in the pitch contours of the L1 Mandarin speakers in our 
nativeness classification task.  While this could mean that there is no evidence of this type of 
prosodic transfer, more likely the means by which we are using Legendre polynomial expansions 
are too broad to pick up on this prosodic information.  That said, we can potentially improve our 
nativeness classification modeling to take this into account by using methodologies that 
demonstrated success in our sarcasm detection task. 
As our sarcasm task indicates that Legendre polynomial coefficients seem to be more 
effective at modeling smaller units of prosody (words), it could be productive to model prosody 
at the word level for future nativeness classification experiments, instead of at the IPU level.  
Investigating pitch contours at the word level might lead to better visibility of prosodic transfer 
from a non-native speaker’s Mandarin intonational prosodic systems (e.g., expanded pitch 
range), which could lead to improved classification results.  Similarly, sequential modeling of 
pitch contours at the word level could also potentially identify evidence of Mandarin prosodic 
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transfer, as this could be useful for capturing non- native speakers’ use of expanded pitch range 
in relation to their use of compressed pitch range.   
Finally, this dissertation demonstrates that using Legendre polynomial coefficients to 
model prosodic contours provides useful features for machine learning for these two different 
classification tasks.  For the nativeness classification task, we conclude that clustering Legendre 
polynomial coefficients and using the clusters as categorical features is more effective for 
prosody modeling than using the coefficients themselves as numerical independent features.  Our 
best model for nativeness classification achieves 72.3% accuracy, and combines more traditional 
acoustic prosodic features with cluster features of Legendre polynomial coefficients, modeling 
pitch curves across the wh and yes-no IPUs.  In our sarcasm detection task, we also used a 
combination of acoustic prosodic features with clusters of Legendre polynomial coefficients as 
features for classification.  We additionally incorporated bigram perplexity features calculated 
from sequence modeling across both pitch and intensity Legendre polynomial coefficient 
clusters.  Our best performing modeling, achieving 81.57% accuracy, used a combination of the 
acoustic prosodic features, all of the unigram Legendre polynomial coefficient clustering 
features, and the intensity bigram features.  It is clear that inclusion of Legendre polynomial 
coefficient features that model prosodic contours contribute to improved performance of 
classification for both of these prosodic tasks. 
As we continue to finetune our methods to find the most effective use of Legendre 
polynomial expansions for prosodic contour modeling, we see how different methods of using 
Legendre polynomial expansions for prosody modeling improve classification results.  In 
addition to finding that clustering Legendre polynomial coefficients reduces the dimensionality 
of the coefficients, leading to clearer representations of contours, we have also found that 
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modeling prosodic contours at the word level rather than the IPU level may increase the 
effectiveness of the Legendre polynomial coefficient contours clusters as features for 
classification.  We also find evidence supporting that sequence modeling of the Legendre 
polynomial coefficient clusters is an additional effective feature for prosodic classification tasks. 
By exploring prosodic contour modeling for nativness classification and sarcasm 
detection, we have shown that Legendre polynomial coefficients reliably produce accurate and 
interpretable representations of prosodic contours.  We therefore recommend that linguists 
looking to analyze prosodic contours make use of Legendre polynomial coefficients for prosody 
modeling. 
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