This paper deals with the market-bidding problem of a cluster of price-responsive consumers of electricity. We develop an inverse optimization scheme that, recast as a bilevel programming problem, uses price-consumption data to estimate the complex market bid that best captures the price-response of the cluster. The complex market bid is defined as a series of marginal utility functions plus some constraints on demand, such as maximum pick-up and drop-off rates. The proposed modeling approach also leverages information on exogenous factors that may influence the consumption behavior of the cluster, e.g., weather conditions and calendar effects. We test the proposed methodology for a particular application: forecasting the power consumption of a small aggregation of households that took part in the Olympic Peninsula project. Results show that the price-sensitive consumption of the cluster of flexible loads can be largely captured in the form of a complex market bid, so that this could be ultimately used for the cluster to participate in the wholesale electricity market.
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I. INTRODUCTION
We consider the case of a cluster of flexible power consumers, where flexibility is understood as the possibility for each consumer in the cluster to change her consumption depending on the electricity price and on her personal preferences. There are many examples of methods to schedule the consumption of individual price-responsive loads (see, e.g., [1] - [3] ). The portfolio of flexible consumers is managed by a retailer or aggregator, which bids in a wholesale electricity market on behalf of her customers. We consider the case where such a market accepts complex bids, consisting of a series of price-energy bidding curves, consumption limits, and maximum pick-up and drop-off rates. In this paper, we present a data-driven methodology for determining the complex bid that best represents the reaction of the pool of flexible consumers to the market price.
The contributions of this paper are fourfold. The first contribution corresponds to the methodology itself: we propose a novel approach to capture the price-response of a pool of flexible consumers in the form of a market bid using price-consumption data. In this work, the price is given as the result of a competitive market-clearing process, and we have access to it only from historical records. This is in contrast to some previous works, where the price is treated as a control variable to be decided by the aggregator or retailer. In [4] , for example, the relationship between price and consumption is first modeled by a Finite Impulse Response (FIR) function as in [5] and peak load reduction is achieved by modifying the price. Similar considerations apply to the works of [6] - [9] , where a bilevel representation of the problem is used: the lower-level problem optimizes the household consumption based on the broadcast electricity price, which is determined by the upper-level problem to maximize the aggregator's/retailer's profit. Another series of studies concentrate on estimating price-energy bids for the participation of different types of flexible loads in the wholesale electricity markets, for example, time-shiftable loads [10] , electric vehicles [11] and thermostatically-controlled loads [12] . Contrary to these studies, our approach is data-driven and does not require any assumption about the nature of the price-responsive loads in the aggregation. In that sense, our work is more similar to [13] , where the satisfaction or the utility of users is estimated through historical data. The main differences are that we aim to minimize prediction errors instead of just estimating the utility, and that our estimated utility and further technical parameters defining a complex market bid may depend on time and external factors. Furthermore, we test our methodology on actual data obtained from a real-life experiment.
The second contribution lays in the estimation procedure: we develop an inverse optimization framework that results in a bilevel optimization problem. Methodologically, our approach builds on the inverse optimization scheme introduced in [14] , but with several key differences. First, we let the measured solution be potentially non-optimal, or even non-feasible, for the targeted optimization problem as in [15] - [18] . Second, we seek to minimize the out-of-sample prediction error through the use of a penalty factor . Moreover, we extend the concept of inverse optimization to a problem where the estimated parameters may depend on a set of features and are also allowed to be in the constraints, and not only in the objective function. Lastly, the estimation procedure is done using a two-step algorithm to deal with non-convexities.
Third, we study heuristic solution methods to reduce the computing times resulting from the consideration of large datasets of features for the model estimation. We do not solve the resulting bilevel programming problem to optimality but instead we obtain an approximate solution by penalizing the violation of complementarity constraints following a procedure inspired by the work of [19] .
Finally, we test the proposed methodology using data from a real-world experiment that was conducted as a part of the Olympic Peninsula Project [20] .
It should be stressed that the proposed methodology aims to capture the price-response behavior of the pool of flexible consumers, and not to modify it. For this reason, we treat the electricity price as an exogenous variable to our model and not as a control signal to be determined. By means of our methodology, the consumers are directly exposed to the wholesale market price, without the need for the aggregator to artificially alter this price or to develop any trading strategy. Notwithstanding this, the price-response model for the pool of flexible consumers that we estimate in the form of a complex market bid could also be used by the aggregator to determine a series of prices such that the consumption of the pool pursues a certain objective.
II. METHODOLOGY
In this section, we describe the methodology to determine the optimal market bid for a pool of price-responsive consumers. The estimation procedure is cast as a bilevel programming problem. The upper level is the parameter-estimation problem and represents the aggregator, who aims at determining the parameters of the complex market bid such that the estimated absolute value of the prediction error is minimized. This bid can be directly processed by the market-clearing algorithms currently in place in most electricity markets worldwide. A detailed explanation is given in Section II-B. The estimated bid, given by the upper-level problem, is relative to the aggregated pool of consumers. The lower-level problem, explained in Section II-A, represents the price-response of the whole pool of consumers under the estimated bid parameters.
A. Lower-Level Problem: Price-Response of the Pool of Consumers
The lower-level problem models the price-response of the pool of consumers in the form of a market bid, whose parameters are determined by the upper-level problem. The bid is given by , which consists of the declared marginal utility corresponding to each bid block , the maximum load pick-up and drop-off rates (analogues to the ramp-up and -down limits of a power generating unit), the minimum power consumption, and the maximum power consumption, at time , in that order. If the whole aggregation of consumers behaves indeed as a utility-maximizer individual, the declared utility function represents the benefit that the pool of flexible consumers obtains from consuming a certain amount of electricity. In the more general case, the declared marginal utility, or simply the bidding curve, reflects the elasticity of the pool of consumers to changes in the electricity price. The declared marginal utility function together with the rest of parameters in (1) define a complex market bid that can be processed by the market-clearing algorithms used by most wholesale electricity markets worldwide, while representing, as much as possible, the price-response behavior of the aggregation of consumers.
The declared marginal utility at time is formed by blocks, where all blocks have equal size, spanning from the minimum to the maximum allowed consumption. In other words, the size of each block is . Furthermore, we assume that the marginal utility is monotonically decreasing as consumption increases, i.e., for all times . Finally, the total consumption at time is given by the sum of the minimum power demand plus the consumption linked to each bid block, namely, . Typically, the parameters of the bid may change across the hours of the day, the days of the week, the month, the season, or any other indicator variables related to the time. Moreover, the bid can potentially depend on some external variables such as temperature, solar radiation, wind speed, etc. Indicator variables and external variables, often referred to as features, can be used to explain more accurately the parameters of the market bid that best represents the price-response of the pool of consumers. This approach is potentially useful in practical applications, as numerous sources of data can help better explain the consumers' price-response. We consider the external variables or features, named for , to be affinely related to the parameters defining the market bid by a coefficient . This affine dependence can be enforced in the model by letting , and . The affine coefficients and , and the intercepts enter the model of the pool of consumers (the lower-level problem) as parameters, together with the electricity price.
The objective is to maximize consumers' welfare, namely, the difference between the total utility and the total payment:
where is the consumption assigned to the utility block during the time is the marginal utility obtained by the consumer in block and time , and is the price of the electricity during time . For notational purposes, let . The problem is constrained by
Equations (1b) and (1c) impose a limit on the load pick-up and drop-off rates, respectively. The set of (1d) defines the size of each utility block to be equally distributed between the maximum and minimum power consumptions. Constraint (1e) enforces the consumption pertaining to each utility block to be positive. Note that, by definition, the marginal utility is decreasing in , so one can be sure that the first blocks will be filled first. We denote the dual variables associated with each set of primal constraints as and . Problem (1) is linear, hence it can be equivalently recast as the following set of KKT conditions [21] , where (2a)-(2c) are the stationary conditions and (2d)-(2g) enforce complementarity slackness:
B. Upper-Level Problem: Market-Bid Estimation via Inverse Optimization
Given a time series of price-consumption pairs , the inverse problem consists in estimating the value of the parameters defining the objective function and the constraints of the lower-level problem (1) such that the optimal consumption resulting from this problem is as close as possible to the measured consumption in terms of a certain norm. The parameters of the lower-level problem form, in turn, the market bid that best represents the price-response of the pool.
In mathematical terms, the inverse problem can be described as a minimization problem:
Constraints (3b) are the upper-level constraints, ensuring that the estimated marginal utility must be monotonically decreasing. Constraints (3c) correspond to the KKT conditions of the lower-level problem (1) .
Notice that the upper-level variables , which are parameters in the lower-level problem, are also implicitly constrained by the optimality conditions (2) of this problem, i.e., by the fact that must be optimal for (1). This guarantees, for example, that the minimum power consumption be positive and equal to or smaller than the maximum power consumption . Furthermore, the maximum pick-up rate is naturally constrained to be equal to or greater than the negative maximum drop-off rate . Having said that, in practice, we need to ensure that these constraints are fulfilled for all possible realizations of the external variables and not only for the ones observed in the past. We achieved this by enforcing the robust counterparts of these constraints [22] . An example is provided in the Appendix.
Parameter represents the weight of the estimation error at time in the objective function. These weights have a threefold purpose. Firstly, if the inverse optimization problem is applied to estimate the bid for the day-ahead market, the weights could represent the cost of balancing power at time . In such a case, consumption at hours with a higher balancing cost would weigh more and consequently, would be fit better than that occurring at hours with a lower balancing cost. Secondly, the weights can include a forgetting factor to give exponentially decaying weights to past observations. Finally, a zero weight can be given to missing or wrongly measured observations.
The absolute value of the residuals can be linearized by adding two extra nonnegative variables, and by replacing the objective (3a) with the following linear objective function plus two more constraints, namely, (4b) and (4c):
In the optimum, and when , (4b) and (4c) imply that if , else . By using this reformulation of the absolute value, the weights could also reflect whether the balancing costs are symmetric or skewed. In the latter case, there would be different weights for and .
To sum up, we have, on the one hand, problem (1), which represents the postulated price-response model for the pool of flexible consumers. This optimization problem, in turn, takes the form of a complex market bid that can be directly submitted to the electricity market. On the other hand, we have problem (4), which is an estimation problem in a statistical sense: it seeks to estimate the parameters of problem (1) , that is, the parameters defining the complex market bid, by using the sum of the weighted absolute values of residuals as the loss function to be minimized. This problem takes the form of a bilevel programming problem.
Finally, it is worth pointing out that there is no obstacle to reformulating (3) as a least-squares estimation problem by the use of the -norm to quantify the prediction error. However, the minimization of the absolute value of residuals (i.e., the minimization of the -norm of the estimation error) allows interpreting the objective function of (3) as an energy mismatch (to be traded on a market closer to real time), while keeping the estimation problem linear.
III. SOLUTION METHOD
The estimation problem (4) is non-linear due to the complementarity constraints of the KKT conditions of the lower-level problem (2) . There are several ways of dealing with these constraints, for example, by using a non-linear solver [23] , by recasting them in the form of disjunctive constraints [24] , or by using SOS1 variables [25] . In any case, problem (4) is NP-hard to solve and the computational time grows exponentially with the number of complementarity constraints. Our numerical experiments showed that, for realistic applications involving multiple time periods and/or numerous features, none of these solution methods were able to provide a good solution to problem (4) in a reasonable amount of time. To tackle this problem in an effective manner, we propose the following two-step solution strategy, inspired by [19] :
Step 1: Solve a linear relaxation of the mathematical program with equilibrium constraints (4) by penalizing violations of the complementarity constraints.
Step 2: Fix the parameters defining the constraints of the lower-level problem (1), i.e., and , at the values estimated in Step 1. Then, recompute the parameters defining the utility function, and . To this end, we make use of the primal-dual reformulation of the price-response model (1) [15] . Both steps are further described in the subsections below. Note that the proposed solution method is a heuristic in the sense that it does not solve the bilevel programming problem (4) to optimality. However, data can be used to calibrate it (through the penalty parameter ) to minimize the out-of-sample prediction error. For the problem at hand, this is clearly more important than finding the optimal solution to (4), see Section III-C for further details.
A. Penalty Method
The so-called penalty method is a convex (linear) relaxation of a mathematical programming problem with equilibrium constraints, whereby the complementarity conditions of the lowerlevel problem, that is, problem (1) , are moved to the objective function (4a) of the upper-level problem. Thus, we penalize the sum of the dual variables of the inequality constraints of problem (1) and their slacks, where the slack of a " "-constraint is defined as the difference between its right-hand and left-hand sides, in such a way that the slack is always nonnegative. For example, the slack of the constraint relative to the maximum pick-up rate (1b) is defined as , and analogously for the rest of the constraints of the lower-level problem.
The penalization can neither ensure that the complementarity constraints are satisfied, nor that the optimal solution of the inverse problem is achieved. Instead, with the penalty method, we obtain an approximate solution. In the case study of Section IV, nonetheless, we show that this solution performs notably well.
After relaxing the complementarity constraints (2d)-(2g), the objective function of the estimation problem writes as:
with the variables being , subject to the following constraints:
The objective function (5a) of the relaxed estimation problem is composed of two terms. The first term represents the weighted sum of the absolute values of the deviations of the estimated consumption from the measured one. The second term, which is multiplied by the penalty term , is the sum of the dual variables of the constraints of the consumers' price-response problem plus their slacks. Note that summing up the slacks of the constraints of the consumers' price-response problem eventually boils down to summing up the right-hand sides of such constraints. The weights of the estimation errors also multiply the penalization terms. Thus, the model weights violations of the complementarity constraints in the same way as the estimations errors are weighted.
Objective function (5a) is subject to the auxiliary constraints modeling the absolute value of estimation errors (4b)-(4c); the upper-level-problem constraints imposing monotonically decreasing utility blocks (4d); and the primal and dual feasibility constraints of the lower-level problem, (1b)-(1e), (2a)-(2c), and (5c)-(5d).
The penalty parameter should be tuned carefully. We use cross-validation to this aim, as described in the case study; we refer to Section IV for further details.
Finding the optimal solution to problem (5) is computationally cheap, because it is a linear programming problem. On the other hand, the optimal solution to this problem might be significantly different from the one that we are actually looking for, which is the optimal solution to the original estimation problem (4). Furthermore, the solution to (5) depends on the user-tuned penalization parameter , which is given as an input and needs to be decided beforehand.
B. Refining the Utility Function
In this subsection, we elaborate on the second step of the strategy we employ to estimate the parameters of the market bid that best captures the price-response of the cluster of loads. Recall that this strategy has been briefly outlined in the introduction of Section III. The ultimate purpose of this additional step is to re-estimate or refine the parameters characterizing the utility function of the consumers' price-response model (1), namely, and the coefficients . In plain words, we want to improve the estimation of these parameters with respect to the values that are directly obtained from the relaxed estimation problem (5) . With this aim in mind, we fix the parameters defining the constraints of the cluster's price-response problem (1) to the values estimated in Step 1, that is, to the values obtained by solving the relaxed estimation problem (5) . Therefore, the bounds and the maximum pick-up and drop-off rates are now treated as given parameters in this step. Consequently, the only upper-level variables that enter the lower-level problem (1), namely, the intersects of the various blocks defining the utility function and the linear coefficients , appear in the objective function of problem (1). This will allow us to formulate the utility-refining problem as a linear programming problem.
Indeed, consider the primal-dual optimality conditions of the consumers' price-response model (1) , that is, the primal and dual feasibility constraints and the strong duality condition. These conditions are also necessary and sufficient for optimality due to the linear nature of this model.
We determine the (possibly approximate) block-wise representation of the measured consumption at time , which we denote by and is given as a sum of blocks of size each. In particular, we define as follows:
where each is determined such that the blocks with higher utility are filled first. Now we replace in the primal-dual reformulation of (1) with . Consequently, the primal feasibility constraints are ineffective and can be dropped.
Once has been replaced with in the primaldual reformulation of (1) and the primal feasibility constraints have been dropped, we solve an optimization problem (with the utility parameters and as decision variables) that aims to minimize the weighted duality gap, as in [15] . For every time period in the training data set, we obtain a contribution to the total duality gap , defined as the difference between the dual objective function value at time minus the primal objective function value at time . This allows us to find close-to-optimal solutions for the consumers' price-response model (1) . Thus, in the case when the duality gap is equal to zero, the measured consumption, if feasible, would be optimal in (1). In the case when the duality gap is greater than zero, the measured consumption would not be optimal. Intuitively, we attempt to find values for the parameters defining the block-wise utility function such that the measured consumption is as optimal as possible for problem (1) .
Hence, the utility-refining problem consists in minimizing the sum of weighted duality gaps (6a) Note that we assign different weights to the duality gaps accrued in different time periods, in a way analogous to what we do with the absolute value of residuals in (3) . Objective function (6a) is subject to
The set of constraints (6c) constitutes the relaxed strong duality conditions, which express that the objective function of the original problem at time , previously formulated in (1), plus the duality gap at time , denoted by , must be equal to the objective function of its dual problem also at time . Equation (6b) works similarly, but for . The constraints relative to the dual of the original problem are grouped in (6d). Constraint (6e) requires that the estimated utility be monotonically decreasing. Finally, constraints (6f) and (6g) impose the non-negative character of dual variables.
C. Statistical Learning Interpretation
The proposed method to solve the bilevel programming problem (4) is a heuristic in the sense that it is not guaranteed to provide the optimal solution to (4), that is, it may not deliver the parameters of the market bid that minimize the sum of the weighted absolute values of residuals (4a). However, objective function (4a) measures the in-sample prediction error and it is well known, from the theory of statistical learning [26] , that minimizing the prediction error in-sample is not equivalent to minimizing it out-of-sample. Consequently, the market bid that is the optimal solution to the bilevel program (4), i.e., that minimizes the in-sample prediction error, as given in (4a), is not necessarily the one performing best in practice. In fact, one could arbitrarily decrease the in-sample prediction error down to zero, for example, by enlarging the parameter space defining the market bid in order to overfit the data, while the out-of-sample prediction error would dramatically increase as a result. Our aim must be, therefore, to reduce the out-of-sample error as much as possible. In this vein, the solution method that we propose shows two major advantages over solving the bilevel program (4) to optimality, namely:
1) It runs swiftly as we indicate later on in Section IV and can even be used for real-time trading and very short-term forecasting. In contrast, finding the optimal solution to (4) becomes rapidly computationally intractable for sizes of the data sample acceptable to guarantee a proper estimation of the market bid, that is, to avoid overfitting. 2) Besides its good computational properties, the relaxed problem (5) is parameterized on the penalty factor , which is to be tuned by the user. Statistically speaking, this provides our solution approach with a degree of freedom that directly solving (4) does not have. Indeed, we can let the data decide which value of the penalty is the best, that is, which value of minimizes the out-of-sample prediction error. To compute a proxy of the out-of-sample prediction error, we conduct a thorough validation analysis [26] , which essentially consists in recreating the use of our approach in practice for several values of , from among which we pick up the one that returns the highest prediction performance. Furthermore, note that both the tuning of the penalty and the consequent re-estimation of the market-bid parameters can be conducted offline, as new information becomes available and as soon as we perceive a statistically significant deterioration of the prediction performance of our approach. In the case study of Section IV, we demonstrate the effectiveness of the proposed solution method by evaluating its performance out-of-sample and comparing it against other solution approaches over the same data set from a real-life experiment.
IV. CASE STUDY
The proposed methodology to estimate the market bid that best captures the price-response of a pool of flexible consumers is tested using data from a real-life case study. The data relates to the Olympic Peninsula experiment, which took place in Washington and Oregon states between May 2006 and March 2007 [20] . The electricity price was sent out every fifteen minutes to 27 households that participated in the experiment. The pricesensitive controllers and thermostats installed in each house decided when to turn on and off the appliances, based on the price and on the house owner's preferences.
For the case study, we use hourly measurements of load consumption, broadcast price, and observed weather variables, specifically, outside temperature, solar irradiance, wind speed, humidity, dew point and wind direction. Moreover, we include 0/1 feature variables to indicate the hour of the day, with one binary variable per hour (from 0 to 23), and one per day of the week (from 0 to 6). A sample of the dataset is shown in Fig. 1 , where the load is plotted in the upper plot, the price in the middle plot, and the load versus the outside temperature and the dew point in the bottom plots. The lines depicted in the bottom plots represent the linear relationship between the pairs of variables, and these are negative in both cases. The high variability in the price is also noteworthy: from the 1st to the 8th of December, the standard deviation of the price is 5.6 times higher than during the rest of the month ($67.9/MWh versus $12.03/MWh).
On average, when using hourly data from the previous 3 months, i.e., 2016 samples, and a total of 37 features per sample, the time for the whole estimation process takes 287 seconds to solve, with a standard deviation of 22 seconds, on a personal Linux-based machine with 4 cores clocking at 2.90 GHz and 6 GB of RAM. R and CPLEX 12.3 under GAMS are used to process the data and solve the optimization models. These running times depend on the number of data points and on the data itself. We conclude that the running time makes this methodology attractive for bidding on short-term electricity markets.
Furthermore, in practice, we have parallelized a great deal of the code using the High-Performance-Computing facility at the Technical University of Denmark [27], achieving solution times in the order of seconds, so that the proposed solution algorithm can even be used to bid in current real-time/balancing markets.
Also, parallel computing proves to be specially useful to tune the penalty parameter through cross-validation. In this regard, it is important to stress that both the value of and the bid parameters as a function of the features can be periodically recomputed offline (for example, every day, or every week, or every month) to capture potential changes in the pool of consumers that may eventually deteriorate the prediction performance of our method.
A. Benchmark Models
To test the quality of the market bid estimated by the proposed methodology, we quantify and assess the extent to which such a bid is able to predict the consumption of the cluster of price-responsive loads. For the evaluation, we compare two versions of the inverse optimization scheme proposed in this paper with the Auto-Regressive model with eXogenous inputs (ARX) described in [5] . Note that this time series model was also applied by [5] to the same data set of the Olympic Peninsula project. All in all, we benchmark three different models:
ARX, which stands for Auto-Regressive model with eXogenous inputs [28] . This is the type of prediction model used in [4] and [5] . The consumption is modeled as a linear combination of past values of consumption up to lag , and other explanatory variables . In mathematical terms, an ARX model can be expressed as with and is the variance. Simple Inv This benchmark model consists in the utility-refining problem presented in Section III-B, where the parameters of maximum pick-up and drop-off rates and consumption limits are computed from past observed values of consumption in a simple manner: we set the maximum pick-up and drop-off rates to the maximum values taken on by these parameters during the last seven days of observed data. All the features are used to explain the variability in the block-wise marginal utility function of the pool of price-responsive consumers: outside temperature, solar radiation, wind speed, humidity, dew point, pressure, and hour and week-day indicators. For this model, we use blocks of utility. This benchmark is inspired from the more simplified inverse optimization scheme presented in [16] and [15] (note, however, that neither [16] , nor [15] consider the possibility of leveraging auxiliary information, i.e., features, to better explain the data, unlike we do for the problem at hand).
Inv This corresponds to the inverse optimization scheme with features that we propose, which runs following the two-step estimation procedure described in Section III with blocks of utility. Here we only use the outside temperature and hourly indicator variables as features. We re-parametrize weights with respect to a single parameter, called forgetting factor, and denoted as , in the following manner: for and being the total number of periods. The variable indicates whether the observation was correctly measured or not . Parameter indicates how rapidly the weight drops (how rapidly the model forgets). When , the weight of the observations is either 1 or 0 depending on the variable . As increases, the recent observations weight comparatively more than the old ones.
B. Validation of the Model and Performance in December
In this subsection we validate the benchmarked models and assess their performance during the test month of December 2006. As previously mentioned, the evaluation and comparison of the different benchmarked models is conducted in terms of prediction errors, and not in monetary values (e.g., in the form of market revenues). This relieves us of having to arbitrarily assume a particular market organization behind the Olympic Peninsula experiment and a particular strategy for bidding into the market based on the ARX model that we use for benchmarking. Furthermore, a well-functioning electricity market should not reward prediction errors, that is, energy imbalances. In fact, a number of electricity markets throughout the world explicitly penalize prediction errors through the use of a two-price balancing settlement (see, for instance, [29] for further information on this). To predict the aggregated consumption of the pool of flexible loads, we need good forecasts of the electricity price and the features, as these work as explanatory variables in all the considered models. For the sake of simplicity, we use the actual values of the electricity price and the features that were historically recorded as such good forecasts. Since this simplification applies to all the benchmarked models, the analysis and comparison that follow is fair.
It is worth noticing, though, that the proposed methodology need not a prediction of the electricity price when used for bidding in the market and not for predicting the aggregated consumption of a cluster of loads. This is so because the market bid expresses the desired consumption of the pool of loads for any price that clears the market. The same cannot be said, however, for prediction models of the type of ARX, which would need to be used in combination with extra tools, no matter how simple they could be, for predicting the electricity price and for optimizing under uncertainty in order to generate a market bid.
There are two parameters that need to be chosen before testing the models: the penalty parameter and the forgetting factor . We seek a combination of parameters such that the prediction error is minimized. We achieve this by validating the models with past data, in a rolling-horizon manner, and with different combinations of the parameters and . The results are shown in Fig. 2 . The MAPE is shown on the y-axis against the penalty in the x-axis, with the different lines corresponding to different values of the forgetting factor . From this plot, it can be seen that a forgetting factor of or yields a better performance than when there is no forgetting factor at all , or when this is too high . We conclude that selecting and results in the best performance of the model, in terms of the MAPE.
Once the different models have been validated, we proceed to test them. For this purpose, we first set the cross-validated input parameters to and , and then, predict the load for the next day of operation in a rolling-horizon manner. In order to mimic a real-life usage of these models, we estimate the parameters of the bid on every day of the test period at 12:00 using historical values from three months in the past. Then, as if the market were cleared, we input the price of the day-ahead market (13 to 36 hours ahead) in the consumers' price-response model, obtaining a forecast of the consumption. Finally, we compare the predicted versus the actual realized consumption and move the rolling-horizon window to the next day repeating the process for the rest of the test period. Similarly, the parameters of the Fig. 3 . Load forecasts issued by the benchmark models, and actual load, for the period between the 10th and the 13th of December.
ARX model are re-estimated every day at 12:00, and predictions are made for 13 to 36 hours ahead.
Results for a sample of consecutive days, from the 10th to the 13th of December, are shown in Fig. 3 . The actual load is displayed in a continuous solid line, while the load predictions from the various benchmarked models are shown with different types of markers. First, note that the Simple Inv model is clearly under-performing compared to the other methodologies, in terms of prediction accuracy. Recall that, in this model, the maximum and minimum load consumptions, together with the maximum pick-up and drop-off rates, are estimated from historical values and assumed to remain constant along the day, independently of the external variables (the features). This basically leaves the utility alone to model the price-response of the pool of houses, which, judging from the results, is not enough. The ARX model is able to follow the load pattern to a certain extent. Nevertheless, it is not able to capture the sudden decreases in the load during the night time or during the peak hours in the morning. The proposed model (Inv) features a considerably much better performance. It is able to follow the consumption pattern with good accuracy.
The performance of each of the benchmarked models during the whole month of December is summarized in Table I . The first column shows the Mean Absolute Error (MAE), the second column provides the Root Mean Square Error (RMSE), and the third column collects the Mean Absolute Percentage Error (MAPE). The three performance metrics lead to the same conclusions: that the price-response models we propose, i.e., Inv, perform better than the ARX model and the Simple Inv model. The results collated in Table I also yield an interesting conclusion: that the electricity price is not the only driver of the consumption of the pool of houses and, therefore, is not explanatory enough to predict the latter alone. We conclude this after seeing the performance of the Simp Inv, which is not able to follow the load just by modeling the price-consumption relationship by means of a marginal utility function. The performance is remarkably enhanced when proper estimations of the maximum pick-up and drop-off rates and the consumptions bounds as functions of the features are employed.
The estimated block-wise marginal utility function, averaged for the 24 hours of the day, is shown in the left plot of Fig. 4 for the Inv model. The solid line corresponds to the 4th of December, when the price was relatively high (middle plot), as was the aggregated consumption of the pool of houses (right plot). The dashed line corresponds to the 11th of December and shows that the estimated marginal utility is lower, as is the price on that day.
C. Performance During September and March
In this section, we summarize the performance of the benchmarked models during September 2006 and March 2007.
In Table II , summary statistics for the predictions are provided for September (left side) and March (right side). The conclusions remain similar as the ones drawn for the month of December. The Inv methodology consistently achieves the best performance during these two months as well.
By means of cross-validation [26] , we find that the user-tuned parameters yielding the best performance vary over the year. For September, the best combination is , while for March it is . The optimized penalization parameter turns out to be higher in September and March than in December. This penalization parameter is highly related to the actual flexibility featured by the pool of houses. Indeed, for a high enough value of the penalty (say for this case study), violating the complementarity conditions associated with the consumers' price-response model (1) is relatively highly penalized. Hence, at the optimum, the slacks of the complementarity constraints in the relaxed estimation problem (5) will be zero or close to zero. When this happens, it holds at the optimum that and . The resulting model is, therefore, equivalent to a linear model of the features, fit by least weighted absolute errors. When the best performance is obtained for a high value of , it means that the pool of houses does not respond so much to changes in the price. On the other hand, as the best value for the penalization parameter decreases towards zero, the pool becomes more price-responsive: the maximum pick-up and drop-off rates and the consumption limits leave more room for the aggregated load to change depending on the price.
Because the penalization parameter is the lowest during December, we conclude that more flexibility is observed during this month than during September or March. The reason could be that December is the coldest of the months studied, with a recorded temperature that is on average 9.4 C lower, and it is at times of cold whether when the electric water heater is used the most.
V. SUMMARY AND CONCLUSIONS
We consider the market-bidding problem of a pool of priceresponsive consumers. These consumers are, therefore, able to react to the electricity price, e.g., by shifting their consumption from high-price hours to lower-price hours. The total amount of electricity consumed by the aggregation has to be purchased in the electricity market, for which the aggregator or the retailer is required to place a bid into such a market. Traditionally, this bid would simply be a forecast of the load, since the load has commonly behaved inelastically. However, in this paper, we propose to capture the price-response of the pool of flexible loads through a more complex, but still quite common market bid that consists of a stepwise marginal utility function, maximum load pick-up and drop-off rates, and maximum and minimum power consumption, in a manner analogous to the energy offers made by power producers.
We propose an original approach to estimate the parameters of the bid based on inverse optimization and bi-level programming. Furthermore, we use auxiliary variables to better explain the parameters of the bid. The resulting non-linear problem is relaxed to a linear one, the solution of which depends on a penalization parameter. This parameter is chosen by cross-validation, proving to be adequate from a practical point of view.
For the case study, we used data from the Olympic Peninsula project to asses the performance of the proposed methodology. We have shown that the estimated bid successfully models the price-response of the pool of houses, in such a way that the mean absolute percentage error incurred when using the estimated market bid for predicting the consumption of the pool of houses is kept in between 14% and 22% for all the months of the test period.
We envision two possible avenues for improving the proposed methodology. The first one is to better exploit the information contained in a large dataset by allowing for non-linear dependencies between the market-bid parameters and the features. This could be achieved, for example, by the use of B-splines. The second one has to do with the development of efficient solution algorithms capable of solving the exact estimation problem within a reasonable amount of time, instead of the relaxed one. This could potentially be accomplished by decomposition and parallel computation.
APPENDIX
Next we show how to formulate robust constraints to ensure that the estimated minimum consumption be always equal to or lower than the estimated maximum consumption. At all times, and for all plausible realizations of the external variables, we want to make sure that: (7) If (7) is not fulfilled, problem (1) is infeasible (and the market bid does not make sense). Assuming we know the range of possible values of the features, i.e., , (7) can be rewritten as: Following the same reasoning, one can obtain the set of constraints that guarantees the non-negativity of the lower bound and consistent maximum pick-up and drop-off rates. We leave the exposition and explanation of these constraints out of this paper for brevity. Javier Saez Gallego received the B.S. degree in statistics in 2008 and the degree in licenciado en ciencias y técnicas estadísticas in 2011, both from the University of Valladolid, Spain. In 2012 he obtained the M.Sc. degree in mathematical modeling from the Technical University of Denmark, where he currently pursues his Ph.D.
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