We consider the problem of in-situ species monitoring across large spatial and temporal scales. We are interested in the scenario in which omnidirectional microphones are deployed for round-the-clock in-situ species monitoring. In such a scenario, recordings may suffer from two problems: (i) low signal-to-noise ratio and (ii) simultaneous vocalizations of multiple individuals. The multiple instance multiple label framework is commonly used to analyze complex data using the bag-of-instances representation. We propose a framework for converting an audio recording to a collection of instances for species classification.
INTRODUCTION
In-situ species monitoring across large spatial and temporal scales is essential for efficient and accurate ecological studies but can often be a labor-intensive and time-consuming task. Manual efforts for species monitoring often rely on sound [1] . The use of acoustics for species recognition can be highly beneficial when visual information is limited or unavailable (e.g., at night, without a line of sight, or from a distance). Deployment of recording devices along with on-line automated data analysis offers a remedy to the limitations involved in manual in-situ monitoring in both time and labor.
In the past few decades, a variety of methods have been developed to address the problem of species recognition from a single vocalization, such as a single call or single syllable of a song. Efforts have been concentrated on several fronts. Denoising and dereverberation of the audio were proposed as preconditioning, and segmentation was used to extract isolated periods of sound from background noise. A variety of representations have been used to replace the audio waveform with features (summarized acoustical properties). Finally, classification methods are used to identify the summarized acoustical properties of the audio clip to one of several possible species.
Such methods have been applied to recordings made using a manually held directional microphone, a sound-capture method that results in a single-species recording with a moderate to high signal-to-noise ratio (SNR). Alternatively, recordings may be made using unattended omni-directional microphones, a method that brings about a new set of challenges. Specifically, since the recording devices are no longer aimed to a particular target, sounds from multiple species may be acquired simultaneously. Moreover, recordings which do not target an individual may result in low SNR. We are interested in addressing the challenging task of species recognition from recordings consisting of multiple sounds from multiple species.
Although fairly new to bioacoustics, the use of the multiple-instance multiple-label (MIML) data framework [2] , [3] has proven effective in areas of text document classification and computer vision. On one hand, classifying audio using multiple sound bits can improve classification accuracy. On the other hand, obtaining a label for each sound instance is not always feasible: vocalizations may overlap in time and frequency, or it may be too labor-intensive to label every single utterance in a recording. A variety of MIML classification algorithms have been developed in the past decade allowing for the application of the MIML framework in many areas. One of the remaining challenges is to provide an effective MIML representation for a collection of bioacoustic recordings.
Here we describe a flexible framework for converting bioacoustic audio recordings to a bag-of-instances representation. The intention is that this representation can (in later work) be used in a MIML classifier. First we describe the MIML classification framework, then we describe a three-step process to transform audio recordings to data -feature vectors -that can be used in that framework.
BACKGROUND: MULTIPLE INSTANCE MULTIPLE LABEL CLASSIFICATION
Many fields including text document classification and computer vision have shown promising results for classification of complex objects using a bag-of-instances representation. In the context of species classification, one can consider the distinction between classification of a single utterance vs classification of a collection of utterances. Intuitively, classification of a complete bird song could yield significant increase in confidence as compared to classification of a single syllable. Moreover, in complex scenarios in which more than one species is present, a single label approach is limiting. For example, deployment of unattended recording devices which are not specifically aimed at a given individual, may produce recordings consisting of multiple species. We propose the analysis of bioacoustics recordings using the multi instance multi label (MIML) framework.
The MIML framework can be formulated as follows. As with the standard classification framework, we are given a collection of N labeled examples {(
The ith labeled example (X i , Y i ) consists of the ith bag X i and the i label set Y i . Specifically, the bag X i is a set of n i instances and is given by X i = {x i1 , x i2 ,..., x in i }, where x i j is the j instance of the ith bag and is defined over instance space X , i.e. x i j ∈ X , and n i is the number of instance in the ith bag. The set Y i is a subset of the complete label set Y = {1, 2, . . . , C}. For example, a bag X i may be derived from a spectrogram of ambient sound containing some bird calls and songs, with each of x i1 , x i2 , . . . referring to a single distinct call or song syllable within this spectrogram; the set of labels Y i has all of the bird species present in the spectrogram. Note that an individual element of the label set Y i is not associated with a specific call or song syllable in X i ; a species label present in Y i merely means that at least one of the members of X i comes from that species. We would like to point out that this framework addresses two main aspects of the species classification. First, multiple instance representation of an acoustic recording (e.g., a collection of utterances) can address both many vocalizations from single or multiple species. Moreover, multiple label representations allows recordings to be classified as containing more than one species or even no species.
Various approaches have been proposed to solve the the classification problem in the MIML framework. For a review, we refer the reader to [3] and [2] . We are interested in applying the MIML framework to the problem of audio-based species identification.
MULTI-INSTANCE BAG GENERATORS FOR BIOACOUSTICS APPLICATIONS
We consider the problem of multi-label classification of a several seconds (5-20 sec) audio recording based on a training set consisting of multiple recordings and their corresponding multi-label sets. To apply MIML classification algorithms, audio recordings should be represented as bags-of-instances. We refer to this process as bag generation. Bag generators for bioacoustics applications may differ depending on the setting. We consider three components: (i) preconditioning: audio enhancement, (ii) segmentation: extraction of instances , and (iii) featurization: association of instances with a vector of numerical attributes.
Preconditioning Generally, the preconditioning step involves audio enhancements. As in [4] , a noise whitening approach is applied to spectrograms. Columns of the spectrogram are sorted according to their energy. A small number of the low-energy columns are averaged to obtain an estimate of the noise power spectral density (PSD). Then each column in the original spectrogram is divided elementwise. This approach provided significant reduction of low frequency stream noise in bird audio recordings. Since other processing tasks (e.g., segmentation) are based on signal energy, it is important that high energy regions in the spectrogram would correspond to species sound rather than noise. More recently, for a marine mammal classification problem, we considered performing a similar process in an independent fashion for each frequency of the spectrogram [5] . For each frequency (i.e., row in the spectrogram), an average of low energy pixels in the spectrogram is used to estimate the background noise PSD in that frequency. Once the noise PSD is obtained, similar steps for whitening the spectrogram are used as in [4] . One of the distinctions between the two applications (i.e., bird audio and marine mammal audio) is that bird vocalization consists of many syllables which appear distinct in the time-frequency domain while some marine mammals tend to vocalize/whistle for long durations continuously. As a result, it is harder to find time frames with no marine mammal vocalization across all frequencies and hence the task has to be performed at each frequency bin separately.
Segmentation One of the goals in segmentation is to break an audio recording into multiple distinct elementary sounds. In single species recordings of birds, syllables are distinct and commonly do not overlap. Hence a 1D along-time segmentation is sufficient. As described in [6] , Kullback-Leibler divergence between the temporal PSD and a uniform noise PSD is computed. Essentially, this causes the PSDs that are that are most different from noise PSD to be identified as sound. As described in [7] , an energy is computed for each time frame and time frames with the highest energy are selected as sound. Finally, continuous intervals of sound (sometimes referred to as syllables) are considered as instances. Consequently, bags are a collection of distinct syllables. As an alternative to 1D segmentation, a method is described in [8] that considers considers each column in the spectrogram as an instance. Low energy columns which most likely correspond to periods of quiet are removed. Hence, the bag is simply a collection of high energy PSDs. This approach is particularly robust to segmentation errors at the expense of losing potentially discriminative information in the time-frequency structure of a syllable.
One dimensional segmentation for single species recordings is often sufficient. However, in multiple-species recordings when several individuals vocalize, it is hard to find periods of quiet. Consequently, 1D segmentation may identify the entire recording as a continuous sound. In [9] , it is shown that although syllables from different individual birds may overlap in time they may still be separable in the two-dimensional time-frequency domain. Instead of a fixed threshold approach, a classifier was trained using manually labeled spectrograms to distinguish sound from noise based on 2D patches of the spectrogram. The resulting representation is a bag of syllables (represented as 2D patches). In marine mammal classification, due to the continuous nature of the vocalization of several species, there is no natural segmentation in the time-frequency domain. Instead, a number of high-energy 2D fixed-size patches can be selected at random as instances.
Featurization Once instances (e.g., 2D spectrogram patches or temporal PSDs) are identified, they are converted into a vector of numerical attributes. In [8] , three different representations are considered for a temporal PSDs instance: (i) mean frequency and bandwidth, (ii) MFCCs [10] , and (iii) the complete PSD. In [11] , boxes are formed around 2D patches. Various parameters describing the box dimensions and the statistics of the time-and frequency-profiles are selected as features. For example, the energy along the frequency-axis can be used to form a distribution and the mean according to this distribution will provide the mean frequency feature. In [4] , in addition to the features from [11] , shape related features are considered to represent 2D patches. For example, the ratio of the perimeter to the square-root of the area is used to capture the smoothness of the shape boundary.
CONCLUSION
We have introduced a framework for converting audio recordings consisting of sounds from multiple species into a bag-of-instances representation, where each instance in a bag corresponds to short sound segment from one individual. We proposed a sequence of three steps: pre-processing of the audio recording, segmentation of the resulting preprocessed recording to obtain segments as instances, and conversion of the segments/instances into a vector of numerical features (attributes). Once a bag-of-instances representation is obtained, a MIML classification framework can be used to train a species classifier for recordings consisting of sounds from multiple species. The next step is to provide a numerical evaluation of the performance of this framework on both bird and marine mammal audio recordings.
