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An algebraic continuous time parameter estimation
for a sum of sinusoidal waveform signals
Rosane Ushirobira, Wilfrid Perruquetti and Mamadou Mboup
Abstract
In this paper, a novel algebraic method is proposed to estimate amplitudes, frequencies and phases of a biased and noisy sum
of complex exponential sinusoidal signals. The resulting parameter estimates are given by original closed formulas, constructed
as integrals acting as time-varying filters of the noisy measured signal. The proposed algebraic method provides faster and more
robust results, compared to usual procedures. Some computer simulations illustrate the efficiency of our method.
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Parameter estimation of a biased sum of sinusoidal waveform signals in a noisy environment is an important issue that
occurs in many practical engineering problems such as:
• communications: e.g. signal demodulation [1], [2]; pitch perception in sounds [3].
• power system, e.g. the fundamental frequency reflecting the dynamic energy balance between load and generating power,
must be obtained in a fraction of the period in the presence of harmonics and noise (see [4], [5], [6]); regulation of
electronic power converters [7].
• bio-medics, e.g. electromyography (EMG) [8]; circadian rhythm of biological cells [9].
• mechanics, e.g. modal identification for flexible structures [10]; closed-loop identification method combined with an output-
feedback controller of an uncertain flexible robotic arm [11]; vibration reduction in helicopter [12]; in disk drive [13]; in
magnetic bearings [14].
The above list is far from being exhaustive. An additional motivating and rather unusual example is given by the posture
estimation of a human body in the sagittal plane using only accelerometer measurements. It may seem odd to try to recover
the position using accelerometer measurements, however thanks to the quasi-periodicity of the movement, this study can be
reduced to the parameter estimation of a sum of three sinusoidal waveform signals, see [15] for details.






where αk denotes the amplitude, ωk the frequency and φk the phase, for each 1≤ k ≤ n. The signal x(t) has to be recovered
or estimated from the biased and noisy output measure
y(t) = x(t)+β +ϖ(t), (2)
where β is an unknown constant bias and ϖ(t) is a noise, also complex valued. More precisely, the parameter estimation
problem for x(t) consists in estimating the triplets (amplitude, frequency, phase), that is, (αk,ωk,φk) for all k and for a sum
of an unknown number of complex sinusoidal functions (n is not a priori known). This problem was notably examined by G.
Riche de Prony in his 1795 seminal paper [16] (see also [17], [18] for more modern approaches).
To solve this parameter estimation problem, many different methods have been developed (see [19], [20] for surveys), such
as linear regression [21], [18], the adaptive least square method [22], subspace methods (high resolution) [23], [24], [17], the
extended Kalman filter introduced in [25], [26] and refined in [27] where a simple tuning rule is given, the notches filter
introduced simultaneously in [28] and [29] giving biased estimates of the frequency for standard notch (see [30]) with a first
improvement obtained in [31] and an adaptive version in [32] (see also [33]), adaptive sogi-filters [34], techniques borrowed
from adaptive nonlinear control [35], [36] or alternatively [37], [38] and more recently [39], [40], [41], [42]. The relation
between elementary symmetric functions on frequencies of multi-sine wave signals and its multiple integrals has been also
investigated on [43] allowing interesting estimation approaches of the frequencies.
In this work, a novel algebraic method is developed to provide estimates for all amplitudes, phases and frequencies of the
noisy biased signal y(t). One of the main advantages of considering this parameter estimation problem within our algebraic
framework is to provide closed formulas for all the estimates. This has not been yet proposed in the existing literature and
it consists in a real benefit of our estimation method. An important issue in this algebraic approach is that it relies heavily
on differential elimination. So, for a given estimation problem, many different estimators can be devised, depending on which
annihilators are used to eliminate the undesired terms in the algebraic operational expressions. We refer to [44] where this
is well illustrated through a change-point detection problem. Now, it appears that the quality of an estimator varies markedly
with the order of the selected annihilators. The Weyl Algebra point of view that we introduce here within the algebraic
approach allows one to characterize and select the minimal order annihilators associated to any given estimation problem. This
is a second main advantage of the present paper. Moreover, all above mentioned results (with exception of [19], [21], [34]
that need half of the period to recover the parameters, [10] that uses also algebraic techniques for a single sinusoidal and
[45] by classical methods) deal only with the frequencies estimation problem, while our method allows the estimation of all
parameters, including amplitudes and phases. Furthermore, let us stress that only frequencies are estimated in [42]. M. Hou
estimates phases, frequencies and amplitudes using adaptive identifiers in [45] and the simulated examples within do provide
fast estimates, however in more than a fraction of the period. Our simulation show that estimates can be obtained faster than
this last approach. Nevertheless, the estimation of these parameters in a fraction of the time signal, in a robust manner, in the
presence of noise and an unknown constant bias, is not yet fully resolved.
This paper draws its inspiration from the algebraic analysis of [46] (that provides an algebraic framework for parameter
identification in linear systems), [47] (where some signal processing paradigms are investigated), [48] (that provides compression
techniques within this algebraic support), [49], [50], [51], [52], [53]. In addition to numerical simulations found in these papers,
we refer to [54], [55], [56], [57], [58], [59] for application to numerical differentiation in noisy environment using this algebraic
setting and to [2], [60], [10], [61], [62], [63], [11], [64], [65] for some more concrete and encouraging applications. Concerning
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our parameter estimation problem (Prony’s problem), earlier works use algebraic approaches. For instance, in [60] a particular
algebraic solution was obtained for a single sinusoidal signal and compared with other techniques, carrying out an analysis of
robustness as well. At the same time, the proposed result was extended to the case of damping sinusoidal signals in [10] and
[61]: those results were combined with a controller and experimentally tested on an uncertain flexible robotic arm (see [66],
[11]). This technique was extended to the sum of two sinusoidal signals [62] and the obtained results were based on somewhat
ad hoc algebraic manipulations. The aforementioned application of estimating the position of the human body in the sagittal
plan based on accelerometer measurements [15] is also based on an algebraic technique from which the idea is a bit alike the
one presented in this paper.
In Section III, we formalize our estimation problem. The algebraic framework for our method is described in Section IV.
The results for small-dimensional cases, as well as for the general problem can be found in Section V. Numerical simulations
are provided in Section VI to illustrate the efficiency of our algebraic method, comparing it with the Modified Prony method.
II. NOTATIONS
The vector containing all parameters involved in the signal is denoted by Θ. It contains the subset Θest with the parameters
to be estimated and Θest with the undesired ones.




the (non-commutative) polynomial ring in the differential
operator dds with coefficients in the field of fractions K(s). From K and a subset ϒ ⊂ Θ, we build the algebraic extension
Kϒ :=K(ϒ).
The convolution operation is denoted by ?, that is, f (t)?g(t) =
∫ +∞
0
f (t− τ)g(τ)dτ .
III. PROBLEM FORMULATION






We wish to estimate amplitudes αk, frequencies ωk and phases φk for all k. For that, we introduce parameters θ` defined from
αk, ωk and φk. Then, based on the observed noisy signal, our goal is to obtain a good approximation of these parameters θ`.
For 1≤ `≤ n, let us denote by θ` a multiple of the elementary symmetric polynomial in n variables ω1, . . . ,ωn given by:
θ` := (−i)` ∑
1≤ j1< j2<···< j`≤n
ω j1ω j2 . . .ω j` . (3)




(X− iω`) = Xn +θ1Xn−1 +θ2Xn−2 + · · ·+θn. (4)





θ`z(n−`)(t)−θnβ = 0. (5)
We say that two set of parameters are equivalent if it is enough to determine one set in order to deduce the other. From the
definition (3) of θ` and relation (4), it is easy to prove:
Lemma 1: The sets of parameters {ω1, . . . ,ωn} and {θ1, . . . ,θn} are equivalent.
For 1≤ `≤ n, let us set
θn+` :=−x(`−1)(0).
Moreover, the following Lemma holds (its proof can be found in Appendix A):
Lemma 2: Assume that the frequencies ω1, . . . ,ωn are all known. Then the sets of parameters {α1,φ1, . . . ,αn,φn} and
{θn+1 =−x(0),θn+2 =−ẋ(0), . . . ,θ2n =−x(n−1)(0)} are equivalent.
Let us set θ2n+1 := −β , the bias that we are not interested in estimating. Therefore, according to the above remarks, we
want to estimate the set:
Θ := {θ1, . . . ,θn,θn+1, . . . ,θ2n}. (6)





















Remark that z(0) = x(0) + β = −θn+1− θ2n+1 and z( j)(0) = x( j)(0) = −θn+ j+1, for 1 ≤ j ≤ n− 1. To simplify (7) and





θn−ksk−` for 0≤ `≤ n−1 and Tn(s) = 1 (8)
This polynomial has degree n− ` (in the variable s) and it satisfies the recurrence property:
T`(s) = sT`+1(s)+θn−` (0≤ `≤ n−1) .





Tj+1(s)θn+ j+1 +T0(s)θ2n+1 = 0. (9)
Notice that T0(s) = sn +∑n−1k=0 θn−ks
k depends on the set {θ1, . . . ,θn}. Similarly, T`(s) depends on {θ1, . . . ,θn−`}, for any
1≤ `≤ n. So, regarding our estimation problem, we can set two goals:
Goal 1: frequencies estimation, i.e. identifying the parameters {θ1, . . . ,θn},
Goal 2: amplitudes and phases estimation, i.e identifying the parameters {θn+1, . . . ,θ2n}.
In this work, we propose solutions to these questions. Remark that this is equivalent to estimate some subset of parameters
in Θ, hence we shall use the notation Θest for the set of parameters to be estimated and Θest for the set of undesired parameters
(it will always contain the bias θ2n+1 =−β ).
After eliminating Θest in the equation (9), we obtain a system of equations depending uniquely on Θest. Furthermore, one
may distinguish two sub-cases for Goal 2: simultaneous and individual estimation of {θn+1, . . . ,θ2n}. Hence we may consider
three cases:
Case 1: frequencies estimation: we set Θest = {θ1, . . . ,θn} and Θest = {θn+1, . . . ,θ2n,θ2n+1}.
Case 2: simultaneous amplitudes and phases estimation: use the estimation of the frequencies and set Θest = {θn+1, . . . ,θ2n}
and Θest = {θ2n+1}.
Case 3: individual amplitudes and phases estimation: use the estimation of the frequencies and start by setting Θest = {θn+1}
and Θest = {θn+2, . . . ,θ2n,θ2n+1}. Then use the estimation of θn+1 to estimate θn+2 and set Θest = {θn+2} and
Θest = {θn+3, . . . ,θ2n,θ2n+1}. And so on, for each 1≤ `≤ n, Θest = {θn+`}, Θest = {θn+`+1,θn+`+2, . . . ,θ2n,θ2n+1}.
Now, let us consider the algebraic extensions CΘest :=C(Θest) and CΘ :=C(Θ) and the polynomial rings CΘest [s] and CΘ[s].
The relation below arises naturally from equation (9):
R(s,Z(s),Θest,Θest) := P(s)Z(s)+Q(s)+Q(s) = 0, (10)
where P(s) = s T0(s), Q(s) is a polynomial in s with coefficients only in the set of desired parameters Θest (i.e. they belong to
CΘest ) and Q(s) contains the remaining terms. Hence Q ∈ CΘ[s] is a linear combination of elements in Θest with coefficients
in CΘest [s]. For instance, let us examine the polynomials Q(s) and Q(s) in the three cases mentioned above:
Case 1:












Q(s) = T0(s)θ2n+1 (14)










Tj+1(s)θn+ j+1 +T0(s)θ2n+1 (16)
Notice that in all three cases, the degree in s of the polynomial Q is n. As mentioned earlier, we start by eliminating the
undesired parameters in Θest. In other words, we annihilate Q by applying some differential operators on the relation R (10).
These operators will be written in a normal form, called the canonical form defined by the structural properties of the algebra
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underlying. Moreover, the differential operators form a principal ideal of the algebra, hence generated by a single operator
called minimal Q-annihilator.
To resume, the procedure can be described in three steps as enumerated below.
Procedure 1:
1) Algebraic elimination of Θest: apply the minimal Q-annihilator on the relation R.
2) Obtaining a system of equations on Θest: apply the canonical form of differential operators generated by the minimal
Q-annihilator. This will provide a system of equations with good numerical properties in the time domain.














with wm,p(τ) = (1−τ)mτ p, for all p, m ∈N, m≥ 1. We also use a shorter notation wm,p = wm,p(τ). To reduce the noise































wm−1,p(τ2) z(τ1τ2) dτ2 dτ1 where L−1 (g(s)) = g(t).
In next section, we provide an overview of the algebraic formalism used to define our estimation method. We also define
the minimal annihilators mentioned previously. The canonical form of the annihilators is defined in subsection IV-A.
IV. ANNIHILATORS
The inspiration for the algebraic framework comes from the work of M. Fliess et al. [47], [46], [50], [49], [52] 1. The reader
may find more details about the algebraic notions in [68] and [69].
Recall that our first goal is to annihilate the polynomial Q∈CΘ[s] of degree n. For that, a natural idea is to use a differential




ds2 + · · ·+Ar
dr
dsr for some r ∈N where the Ai are elements
of the field K (K= C or CΘ(s)). The positive integer r is the order of the operator Π, i.e. its degree as a polynomial in the
variable dds . It is easy to see that to eliminate Q, it is enough to apply that operators with lowest degree in
d
ds strictly bigger
















or Π3 = d
n+1
dsn+1 .
Hence, there are many choices for the sought differential operator. Intuitively, we can imagine that some possible operators
coincide, even if they are written differently. For instance, do Π2 and Π3 above represent the same operator? In this case,
the answer is positive, we refer to Corollary 1. Another relevant question is whether an operator having order smaller than
n annihilates Q. As we shall see later, that depends on the case we are examining: the answer is negative in Case 1, but







Here we review some well-known properties of the Weyl algebra that are useful in the sequel. For more details and proofs
of the Propositions, see for instance [69].
Let k ∈ N. The Weyl algebra Ak(K) is the K-algebra generated by p1,q1, . . . , pk,qk satisfying [pi,q j] = δi j, [pi, p j] =
[qi,q j] = 0,∀ 1 ≤ i, j ≤ k where [·, ·] is the commutator defined by [u,v] := uv− vu, ∀ u,v ∈ Ak(K). We will simply write
Ak instead of Ak(K) when we do not need to make explicit the base field. A well-known fact is that Ak can be real-




and qi = si × ·, ∀ 1 ≤ i ≤ k. Using the same notation for the variable si and for the operator multiplication by








A closely related algebra to Ak is formed by the
differential operators on K[s1, . . . ,sk] with coefficients in the field of rational functions K(s1, . . . ,sk), denote it by Bk(K) =








. Ak is given by
{
qI pJ | I,J ∈ Nk
}
where qI := qi11 . . .q
ik
k and
pJ := p j11 . . . p
jk
k . Thus, any F ∈ Ak is written as F = ∑I,J λIJq
I pJ , where λIJ ∈K.
1Similar tools were also used for numerical differentiation of noisy signal [55], [58] and spike detection [67].
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Lemma 3: The following identities are valid:
























Using the identities above, an induction proof shows that:

















































the Stirling numbers of the first kind with generating function ∑mk=0 s(m,k)xk = (x)m and S(k, j) are the Stirling numbers of
the second kind with generating function ∑kj=0 S(k, j)(x) j = xk with (x)m = x(x−1) . . .(x−m+1) the falling factorial of x.
Proof: Recall that the Euler operator E= s dds commutes with itself, therefore (E−1)◦· · ·◦(E−m)=∑
m
k=0 s(m+1,k+1)Ek.
Since Ek = ∑kj=0 S(k, j)
d j
ds j , then the result follows.
Similarly to elements in Ak, we define:
Definition 1: Let F ∈ Bk. We say that F is in its canonical form if F = ∑
I∈Nk
finite
gI(q) pI where gI(q) ∈K(q1, . . . ,qk).
The order of an element F = ∑I∈Nk
finite
gI(q)pI ∈ Bk is defined as ord(F) := max{[I| | gI(q) 6= 0} with |I| := i1 + · · ·+ ik if
I = (i1, . . . , ik) ∈ Nk. An immediate consequence of this definition is ord(FG) = ord(F)+ord(G), for all F and G ∈ Bk.
There are no left or right zero divisors neither in Ak, nor in Bk, then Bk is a domain and so is Ak. Moreover, Ak and Bk are
simple and Noetherian. In the case k = 1, a very important property holds:
Proposition 1: B admits a left division algorithm, that is, if F , G ∈ B, then there exists Q, R ∈ B1 such that F = QG+R
and ord(R)< ord(G). As a consequence, B is a principal left domain.
However, remark that Ak is neither a principal right domain, nor a principal left domain. Finally, since dds is a derivation
operator, we have a useful property:





















. Consider AnnB(R) = {F ∈ B | F (R) = 0}. An element of the left ideal
AnnB(R) is called a R-annihilator with respect to B.
Remark 1: From Proposition 1, it follows that AnnB(R) is a left principal ideal. So it is generated by a single generator
Πmin ∈ B called a minimal R-annihilator (with respect to B). We have AnnB(R) = B Πmin. The generator Πmin is unique up











Hence AnnBϒ(R) is generated by a unique generator in Bϒ (up to multiplication by a polynomial in Cϒ(s)) called a minimal
R-annihilator w.r.t. Bϒ.




Proof: It is clear that Πn (Qn) = 0. Moreover, if Π is a generator of AnnB(Qn), then Πn =F.Π with F ∈B. But ord(Πn) = 1,
so Π must have order equal to 1. Hence Πn is also a generator, hence a minimal Qn-annihilator.
Clearly, this annihilator is unique up to a multiplication by a polynomial in C(s). Let us note that for m, n∈N, the operators
Πm and Πn commute. The following lemmas are useful:
Lemma 5: Let P1,P2 ∈ CΘ[s]. Let Π1 be a P1-annihilator and Π2 be a P2-annihilator such that Π1Π2 = Π2Π1. Then Π1Π2
is a (µP1 +ηP2)-annihilator for all µ,η ∈ CΘ.




Tj+1(s)θn+1+ j +T0(s)θ2n+1 ∈ CΘ[s] (see eq. (12)). Then a minimal Q-annihilator w.r.t.




Proof: The degree of Q in the variable s is n, so it is clear that Πmin annihilates Q. Assume that Π ∈ B is a generator
of AnnB(Q). Since Π annihilates Q, it must have order greater or equal to n+1. We can write Πmin = F Π for some F ∈ B,
then comparing orders, we obtain ord(Π) = n+1 and ord(F) = 0. Moreover, writing both operators in the canonical form, it
results that F = 1 and Πmin = Π.
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Lemma 6: Let Θ̃ ⊂ Θ be a set consisting of some (already) estimated parameters of Θ. Let R ∈ C
Θ̃
[s]. Then a minimal
R-annihilator w.r.t B
Θ̃






Proof: This proof is completely similar to the previous one. It is obvious that Πmin annihilates R. Assume that Π is a
generator of AnnB
Θ̃
(R). We can write Πmin = F Π for some F ∈ BΘ̃. Comparing orders on both sides, we obtain ord(Π) = 1
and ord(F) = 0. Furthermore, writing both operators in the canonical form, it results that F = 1 and Πmin = Π.
































































= 0. Remark that ord(Πmin) = n− `.
To prove that Πmin is indeed a minimal annihilator, we begin with the observation that there are n− ` coefficients to be
eliminated, corresponding to the coefficients of θn+`+2, . . . , θ2n, θ2n+1. Namely, they are respectively the polynomials T`+2,
T`+3, . . . , Tn and T0 ∈ CΘ̃[s]. Apart from the last polynomial, T`+2 is the polynomial with highest degree n− `− 2. So, to
annihilate T`+2, T`+3, . . . , Tn, we must have an operator of order at least n−`−1. Using the Lemma above, to annihilate T0 of
degree n, we may complete it with an order 1 operator. Hence, the minimal annihilator must have order bigger than n− `.
V. PARAMETER ESTIMATION
As we have seen in Section III, we have the relation below (10) in the operational domain:
R(s,Z(s),Θest,Θest) = P(s)Z(s)+Q(s)+Q(s) = 0.
According to Procedure 1, the first step of the estimation process is to annihilate the polynomial Q. For that, we use the notion
of a minimal annihilator (see Section IV), denote it by Πmin.







generated by Πmin so that F applied to the relation above R provides the sought equations in Θest.
Finally in the third step, the Laplace inverse transform applied to the solutions of this system provides the estimation of the
desired parameters Θest.
The order of the differential operators is one of the factors that must be taken in account when choosing the family F : it
should be minimal to reduce noise sensitivity. Also, the use of finite-integral form annihilators is justified by (17) in the third
step. In addition, the choice of a well-balanced system of equations implies good numerical properties.
In what follows, there are three subsections. We begin with the simplest case: one sinusoidal waveform signal. This simple
example justifies first, why annihilators in two different sets B (annihilator with real coefficients) and BΘ (annihilator with
Θ–dependent coefficients) are needed. Secondly, this one-dimensional case shows how our method is really efficient. Then,
we present the case n = 2 where two different solutions are given to this estimation problem. Clearly this second example
shows how the complexity of the estimation problem grows with n and gives hints to provide a useful solution in the general
case. At last, the general case is presented. As mentioned in the Introduction, the algebraic approach considered in this work
allows the proposition of original closed formulas for the parameter estimation. The differential algebra framework settled in
the previous sections is used to develop new explicit expressions for the estimates.
A. A single sinusoidal waveform signal
In the case n = 1, the signal is given by x(t) = α ei(ωt+φ). Using the notation in Section III, we have θ1 =−iω , θ2 =−x(0) =
β − z(0) and θ3 =−β . Thus the biased signal z(t) = x(t)+β satisfies the differential equation z′(t)+θ1z(t)+θ1θ3 = 0. In the
operational domain, this expression reads as s(s+θ1)Z(s)+ sθ2 +(s+θ1)θ3 = 0. Setting T0(s) = s+θ1 and T1(s) = 1, that
provides:
sT0(s)Z(s)+ sT1(s)θ2 +T0(s)θ3 = 0. (19)
1) Frequency Estimation: The frequency estimation corresponds to Case 1 in Section III. Estimating the frequency ω is
equivalent to estimate θ1, as remarked in Lemma 1. We set Θest = {θ1} and Θest = {θ2,θ3}. Following equations (11) and
(12), the polynomials P, Q and Q in (10) are given by
P(s) = sT0(s), Q(s) = 0 and Q(s) = sT1(s)θ2 +T0(s)θ3.
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ds2 Z(s) by Proposition 2, then














= 0. Thus, applying Πmin on







+ p0(s)Z(s) = 0
leading to
A(s)θ1 =−B(s) (21)









2Z(s). In order to apply (17) and to obtain this equation in
the time domain, we have to divide the whole expression by an appropriate power of s, in this case a power greater than 5.























2) Amplitude and phase estimation: The estimation of θ2 is equivalent to the estimation of the amplitude α and the phase
φ . We repeat the algorithm seen in the previous subsection. An important remark is that the estimation of θ1 obtained above
can be used in the sequel. We set Θest = {θ2} and Θest = {θ3}. Following equations (15) and (16), the polynomials P, Q
and Q in (10) are given by P(s) = sT0(s), Q(s) = sT1(s)θ2 and Q = T0(s)θ3. Recall that to estimate the frequency, we used a
minimal Q-annihilator w.r.t. B given by (20), allowing us to linearly identify the parameter θ1. A nonlinear equation on θ2 is
found by using the annihilator that depends on θ1, that means we can look for an annihilator in BΘ. From Corollary 4, since














ds by Proposition 2, then applying the minimal annihilator on relation (19) gives
Π
Θ




































Notice that we can also use a convolution with any function g.
B. A sum of two sinusoidal waveform signals
Let us now consider the sum of two sinusoidal waveform signals. The signal x(t) is then x(t) = α1 ei(ω1t+φ1)+α2 ei(ω2t+φ2).
We use again the notation in Section III and set θ1 =−i(ω1 +ω2), θ2 =−ω1ω2, θ3 =−x(0) = β − z(0), θ4 =−ż(0) =−ẋ(0),
θ5 =−β . Among the unknown parameters, we wish to estimate θ1, θ2, θ3 and θ4 using the measured signal y(t), but not the
bias θ5. The biased signal z(t) = x(t)+β satisfies the following differential equation z′′(t)+θ1z′(t)+θ2z(t)+θ2θ5 = 0. In the










Using the polynomials Ti defined in (8), we obtain:
sT0(s)Z(s)+ s(T1(s)θ3 +T2(s)θ4)+T0(s)θ5 = 0. (23)
with T0(s) = s2 +θ1s+θ2, T1(s) = s+θ1 and T2(s) = 1.
9
1) Frequencies estimation: We begin with the estimation of θ1 and θ2. This is equivalent to frequencies estimation (see
Lemma 1). So, we have two sets Θest = {θ1,θ2} and Θest = {θ3,θ4,θ5}. According to equations (11) and (12), the polynomials









Corollary 3, we find a minimal Q-annihilator w.r.t. B given by Πmin = s3
d3
ds3
. Using Proposition 2, we obtain



















0. Thus applying Πmin on relation R (23) gives a single equation in θ1 and θ2:
A1(s)θ1 +A2(s)θ2 =−B(s) (24)










ds3 and B(s) = 6s





To linearly identify these two parameters θ1 and θ2, we need two independent equations. However, we show in the Appendix
B, that this is not possible in the operational domain. Therefore, we shall use a construction in the time domain in two different
ways:
Solution (A): Return to the time domain and convolute the result with two different functions.
Solution (B): Use Q-annihilators leading to two independent equations in the time domain.
Let us detail these two solutions:













(w3,0−9w2,1 +9w1,2−w0,3)(τ) z(tτ) dτ . For arbitrary two functions g1(t) and g2(t) we obtain:
(g1 ?a1)(t)θ1 +(g1 ?a2)(t)θ2 = −(g1 ?b)(t)
(g2 ?a1)(t)θ1 +(g2 ?a2)(t)θ2 = −(g2 ?b)(t)
That implies:
θ1 = −
(g1 ?b)(t).(g2 ?a2)(t)− (g1 ?a2)(t).(g2 ?b)(t)
(g1 ?a1)(t).(g2 ?a2)(t)− (g1 ?a2)(t).(g2 ?a1)(t)
θ2 = −
(g1 ?a1)(t).(g2 ?b)(t)− (g2 ?a1)(t).(g1 ?b)(t)
(g1 ?a1)(t).(g2 ?a2)(t)− (g1 ?a2)(t).(g2 ?a1)(t)
(B) We have seen that Q-annihilators are generated by the minimal annihilator Πmin = s3 d
3
ds3 (see Remark 1), so they are of




. To obtain two independent equations, we set F = f0(s)+ f1(s) dds with f0(s),








where g0(s) = s2 ( f0(s)s+3 f1(s)), g1(s) = s3 f1(s)∈C(s). The choice of g0(s) = 1, g1(s) = 0 and then g0(s) = 0, g1(s) = 1


































































2) Amplitudes and phases estimation: The estimation of amplitudes α1, α2 and phases φ1, φ2 is performed through the
estimation of θ3 and θ4 as we claimed in Lemma 1. We proceed by steps, first estimating θ3 and then, θ4. Hence, we first set
Θest = {θ3} and Θest = {θ4,θ5}. An important remark is that the estimated values for θ1 and θ2 can be used in the estimation
of θ3. For these sets Θest and Θest, the polynomials P, Q and Q in relation R (see 10) are P(s) = sT0(s), Q(s) = sT1(s)θ3
and Q(s) = sT2(s)θ4 +T0(s)θ5 with T0(s) = s2 +θ1s+θ2, T1(s) = s+θ1 and T2(s) = 1. Using annihilators generated by the




given by (25), we could linearly identify θ1 and θ2. From Theorem 1, we know
that it is not possible to identify linearly θ3 and θ4, so we will use nonlinear equations in θ1 and θ2. Corollary 4 indicates





















































θ2θ3 =−2sθ2θ3 and ΠΘmin(Q(s)) = 0
where T0(s) = s2 +θ1s+θ2 ∈ CΘ[s]. So, Π
Θest























(2w5,1−5w4,2)θ 22 t4 +(−w5,0−10w3,2 +10w4,1)2θ1θ2t3 +(−w4,0 +4w3,1)30θ2t2
+120(−w2,1 +w1,2)θ1t +120(−4w1,1 +w2,0 +w0,2))z(tτ)dτ
where wm,p denotes wm,p (τ). The remaining parameter θ4 is estimated in a similar way. In this case, the sets Θest and Θest are
Θest = {θ4} and Θest = {θ5}. Notice that all already estimated parameters can be used in the estimation of θ4. With respect to
the relation R (see 10), the polynomials P, Q and Q for this choice of Θest and Θest are P(s) = sT0(s), Q(s) = sT1(s)θ3+sT2(s)θ4
and Q = T0(s)θ5 with T0(s) = s2 +θ1s+θ2, T1(s) = s+θ1 and T2(s) = 1. Using Lemma 4, we obtain a minimal Q-annihilator
w.r.t. BΘ given by ΠΘmin = T0(s)
d
ds
−T ′0(s) = (s2 + sθ1 +θ2)
d
ds
− (2s−θ1). This differential operator applied on polynomials














































θ2θ3−θ4 = 0. Thanks to formula (17), after








































1) Frequencies estimation: The estimation of frequencies is equivalent to the estimation of all parameters {θ1, . . . ,θn}
(Lemma 1). The set of desired parameters is then Θest = {θ1, . . . ,θn} and Θest = {θn+1, . . . ,θ2n+1}. Therefore the relation R
(10) is given by





The minimal Q-annihilator provided by Corollary 3 is Πmin = sn+1
dn+1
dsn+1
. The action of this annihilator on P(s)Z(s) above
gives an algebraic expression depending on θ1, . . . , θn:

























if 1≤ k ≤ n+1,
P(s) if k = 0.







































We obtain one equation in Θest. However, n independent equations are needed to linearly identify the parameters of this set.
The following result show that this is not possible in the operational domain. See Appendix B for a proof.
Theorem 1: There do not exist two Q-annihilators w.r.t B leading to n independent equations in θ1, . . . ,θn.
As in the case n = 2, two different constructions in the time domain provide:
Solution (A): Return to the time domain and convolute the result with n different functions.
Solution (B): Use n Q-annihilators to obtain n independent equations in the time domain.
We detail below each of the solutions:




a j(t)θ j =−b(t) with




































(gi ?a j)(t)θ j =−(gi ?b)(t) for 1≤ i≤ n.
Denote by J the matrix ((gi ?a j)(t))
n
i, j=1 and by B the (n× 1)-vector −((gi ?b)(t))
n
i=1. Also denote by J j the matrix




, for 1≤ j ≤ n.
(B) Recall that all Q-annihilators are generated by the minimal Q-annihilator Πmin = sn+1 d
n+1
dsn+1 . Thus, the elements of a family










◦Πmin with fi(s) ∈ C(s) (1≤ i≤ m)
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, with gi(s) ∈ C(s) for n+1≤ i≤ m. (28)
A suitable choice of the rational functions gi brings a consistent system of equations in the time domain : set m = 2n and
for 1≤ i≤ 2n, set gi(s) = 1 and gk(s) = 0, for k 6= i. Then, it suffices to solve the resulting system A(s)(θ1 . . .θn)T =−B(s)
expressed in terms of matrices A(s) = (Ai, j(s))
n



























for 1 ≤ j ≤ n and n+ 1 ≤ ` ≤ 2n. We divide the expressions above by s−(n+2) to apply the inverse Laplace transform.
Hence, in the time domain, we obtain the system a(t)(θ1 . . .θn)





j=1 are given by:



































for 1≤ j ≤ n and n+1≤ `≤ 2n. Cramer’s rule applied on the resulting matrix provides estimations of θ1, . . . , θn.
Remark 3: In the case of a similar parameter estimation problem of a single noisy sinusoidal waveform signal, a consistent
system can be found in the operational domain (see [64]).
Example 1: In the case of a sum of three sinusoidal waveform signals, we have x(t)=α1 exp(iω1t +φ1)+α2 exp(iω2t +φ2)+
α3 exp(iω3t +φ3). Consider the biased signal z(t) = x(t)+β . The algebraic method is applied to estimate the parameters θ1,
. . . , θ6 given by
θ1 =−i(ω1 +ω2 +ω3) ,θ2 =−(ω1ω2 +ω1ω3 +ω2ω3) ,θ3 = iω1ω2ω3
z(0) = x(0)+β =−θ4−θ7 and ż(0) =−θ5,z(2)(0) =−θ6.
We are not interested in the estimation the bias θ7. The signal z(t) satisfies (see (5)):
z(3)(t)+θ1z(2)(t)+θ2ż(t)+θ3z(t)−θ3β = 0.
The above equation reads in the operational domain:







Using the polynomials Ti defined in (8), we obtain a shorter expression:
sT0(s)Z(s)+ s(T1(s)θ4 +T2(s)θ5 +T3(s)θ6)+T0(s)θ7 = 0.
where T0(s) = s3 +θ1s2 +θ2s+θ3, T1(s) = s2 +θ1s+θ2, T2(s) = s+θ1 and T3(s) = 1. At first, the frequencies are estimated,
or equivalently, the parameters θ1, θ2 and θ3. So we set Θest = {θ1,θ2,θ3} and Θest = {θ4,θ5,θ6,θ7}. The relation R
(10) is 0 = P(s)Z(s) +Q(s) +Q(s) with P(s) = sT0(s), Q(s) = s(T1(s)θ4 +T2(s)θ5+ T3(s)θ6) + T0(s)θ7 and Q(s) = 0. A
minimal Q-annihilator (see Corollary 3) is Πmin = s4 d
4

















































ds3 and B(s) = 24s








In the operational domain, linear identification of the parameters can not be accomplished from the above equation (Theorem
1). The solutions described in the general case apply here:
13
Solution (A): Return to the time domain and convolute the result with 3 different functions.
Solution (B):Use Q-annihilators to obtain three independent equations in the time domain.
(A) Divide the expression (29) by s9, then return to the time domain. That provides
a1(t)θ1 +a2(t)θ2 +a3(t)θ3 =−b(t)































Choose arbitrary functions g1(t), g2(t), g3(t) and make the convolution: (gi ?a1)(t)θ1 +(gi ?a2)(t)θ2 +(gi ?a3)(t)θ3 =
−(gi ?b)(t) for 1 ≤ i ≤ 3. Denote by J the matrix
((gi ?a j)(t))
3
i, j=1 and by B the (3× 1)-vector −((gi ?b)(t))
3
i=1. Also denote by J j the matrix obtained from J where
the jth-column is replaced by the vector −B. Estimations of θ1, θ2 and θ3 are then given by θ j =
det(J j)
det(J) , for 1≤ j ≤ 3.
(B) In this case, a minimal Q-annihilator generating all other annihilators is Πmin = s4 d
4
ds4 . Write an arbitrary annihilator Π









. Choose g4(s) = 1, g5(s) = 0, g6(s) ; g4(s) = 0, g5(s) = 1,
g6(s) = 0 and g4(s) = 0, g5(s) = 0, g6(s) = 1 to obtain three equations in the operational domain leading to the following
























where wm,n = wm,n(τ) = (1− τ)mτn, for m,n ∈ N and Ji =
∫ 1
0 Ii z(tτ) du, for 1≤ i≤ 12,
I1 = w1,4−6w2,3 +6w3,2−w4,1, I2 = 3w2,4−8w3,3 +3w4,2, I3 = w3,4−w4,3
I4 = 15w2,4−2w1,5−20w3,3 +5w4,2, I5 = 10w3,4−3w2,5−5w4,3, I6 = 5w4,4−4w3,5
I7 = w1,6−9w2,5 +15w3,4−5w4,3, I8 = 2w2,6−8w3,5 +5w4,4, I9 = 2w3,6−3w4,5
I10 = w4,0−16w3,1 +36w2,2−16w1,3 +w0,4, I11 =−w0,5 +20w1,4−60w2,3 +40w3,2−5w4,1,
I12 = w0,6−24w1,5 +90w2,4−80w3,3 +15w4,2
Now, simply apply Cramer’s rule to solve the system and to estimate θ1, θ2 and θ3.
Let us return to the study of the general case:
2) Amplitudes and phases estimation: It is enough to estimate the remaining parameters θn+1, . . . , θ2n to obtain the estimation
of the amplitudes α1, . . . , αn, The step-by-step procedure illustrated in the two-dimensional case works again in the general
case. We start with the estimation of θn+1.
• Estimation of θn+1: according to Section III, we set Θest = {θn+1} and Θest = {θn+2, . . . ,θ2n}. The corresponding relation
R (10) gives the following polynomials:





The parameters θ1, . . . , θn identified in the previous subsection will be used to estimate θn+1. The idea to annihilate the
polynomial Q is to apply a term-by-term elimination, beginning with the lowest degree term, sTn(s)θ2n. Using Lemma 4,
a minimal annihilator for this polynomial is πn = s
d
ds





s2T ′j+1θn+ j+1 +πn (T0(s)θ2n+1) .
In the same way, the lowest degree term of this polynomial is s2T ′n−1θ2n−1 and a minimal annihilator will be πn−1 = s
d
ds−2.
And so on, let us denote by Π the annihilator:
Π = π2 ◦ · · · ◦πn−1 ◦πn, with πi = s
d
ds
− (n− i+1), 2≤ i≤ n
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P(k)(s), for all 0≤ r≤ n−1. It remains to eliminate the term in θ2n+1, namely Π(T0). Using















As a result, the operator Π̃ applied on the relation R gives:



















− dRds Cr. The term on the right














• Estimation of θn+1+` for ` = 0, . . . ,n− 1: we fix ` in {0, . . . ,n− 1} and assume that θ1, . . . , θn, θn+1, . . . , θn+` are
identified. To estimate θn+1+`, we consider Θest = {θn+1+`} and Θest = {θn+2+`, . . . ,θ2n}. The corresponding relation R
(10) gives the following polynomials:









The parameters θ1, . . . , θn+` will be used to estimate θn+1+`. The idea again is to annihilate Q by a term-by-term
elimination, starting with the lowest degree term, sTn(s)θ2n. Let us denote by Π` the annihilator:
Π` = π`+2 ◦ · · · ◦πn−1 ◦πn, if 0≤ `≤ n−2
where πi = s dds − (n− i+1), `+2 ≤ i ≤ n and Πn−1 = 1. This annihilator eliminates the coefficients of θn+`+2, . . . , θ2n








s(n− `,k+1)S(k, j)s j d
j
ds j

















P( j−r)(s), ∀0≤ r ≤ n− `−1. On the polynomial Q, we have
Π`(Q) = Π` (T`)θn+1+`+(n− `−1)!(−1)n−`θn−`θn+1+`.


















Therefore, the operator Π̃` applied on the relation R gives:

















− dRds Cr,` for 1≤ r≤ n−1. The term on the
right hand side has degree 2n+1. So, to apply the Laplace inverse transform formula, we divide by s2n+2. That provides
the estimation of θn+`+1.
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Example 2: We return to the example n = 3. The estimation of amplitudes α1, α2, α3 and phases φ1, φ2, φ3 is equivalent
to the estimation of θ4, θ5 and θ6 (see Lemma 1). We begin by estimating θ4, then θ5 and finally θ6. Hence, we first set
Θest = {θ4} and Θest = {θ5,θ6}. The estimated values for θ1 and θ2 and θ3 can be used in the estimation of θ4. The polynomials
P, Q and Q in relation R (see (10)) are:
P(s) = sT0(s), Q(s) = sT1(s)θ4 and Q(s) = sT2(s)θ5 + sT3(s)θ6 +T0(s)θ7,
with T0(s) = s3 +θ1s2 +θ2s+θ3, T1(s) = s2 +θ1s+θ2, T2(s) = s+θ1 and T3(s) = 1. Earlier, we could linearly identify θ1, θ2
and θ3. But, Theorem 1 shows that is not possible to identify linearly θ4, θ5 and θ6, so we will use nonlinear equations in θ1,














This differential operator is applied on the relation R, according to the formulas presented in this section. Thanks to formula







































Using the same procedure, we estimate θ4: now, we have Θest = {θ5} and Θest = {θ6,θ7}. Notice that all already estimated














































































































We present in this Section, the estimation of parameters θi (1≤ i≤ 2n) in the cases n = 1 and 2. The figures below show
the results obtained by normalized mean values and variances. The simulation results show the estimation of each parameter
versus the estimation time. Each point represents an average of the results over a certain number N of trials.
The noisy signal used for the simulation is illustrated for each n, the signal-to-noise ratio is indicated as well. The constant
bias β is considered to be equal to 7.89.
For a comparison reference, we use the modified Prony’s method (PM) displayed on the graphics by a dot-dashed line. The
solid line curve represent the parameter estimation resulting from our algebraic method. Assuming that the perturbation β is
zero, the comparison results show that the proposed method is more robust to the noise corruption. The figures displaying the
corresponding variances confirm our assumption.
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A sample realisation of the real part of the noisy signal − 10db, β=0 and N = 512
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A sample realisation of the real part of the noisy signal − 10db, β=7.9 and N = 512
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θ2 vs estimation time: mean value
 
 



















Fig. 2. Case n = 1: comparison with the modified Prony’s method, β 6= 0
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A sample realisation of the real part of the noisy signal − 20db,β=0 and N = 512
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Fig. 3. Case n = 2: comparison with the modified Prony’s method, β = 0
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APPENDIX
A. Proof of Lemma 2




αk(iωk)` eiφk) . That implies (−θ1−θ2 . . . −θn)T = A
(
α1 eiφ1 . . .αn eiφn
)T where A = (ak`)nk,`=0 with
ak` = (iω`)
k−1 If all frequencies are distinct, then this Vandermonde matrix is invertible and the result follows.
B. Proof of theorem 1







, with gi(s) ∈ C(s) for n+1≤ i≤ m, for some m ∈ N. The action of









































































A sample realisation of the real part of the noisy signal − 20db,β=7.9 and N = 512




ω1+ω2 vs estimation time: mean value




ω1 ω2 vs estimation time: mean value




θ3 vs estimation time: mean value




θ4 vs estimation time: mean value





Fig. 4. Case n = 2: comparison with the modified Prony’s method, β 6= 0
















































A somewhat cumbersome computation, that uses relations in Lemma 3, shows that for any j, we have p`−iÃi−n, j = Ã`−n, j for
n+1≤ i≤ `≤ m and that completes the proof of theorem 1.
