Abstract-Identifying user attributes from their social media activities has been an active research topic. The ability to predict user attributes such as age, gender, and interests from their social media activities is essential for personalization and recommender systems. Most of the techniques proposed for this purpose utilize the textual content created by a user, while multimedia content has gained popularity in social networks. In this paper, we propose a novel algorithm to infer a user's gender by using the images posted by the user on different social networks.
I. INTRODUCTION Online Social Networks (OSNs) such as Facebook, Twitter, etc. have become immensely popular with three out of every four adult internet users using at least one social networking site [1] . Such a large scale adoption and active participation of users has led to research efforts studying relationship between users' digital behavior and their demographic attributes such as age, gender, relationship status, etc.. Accurate techniques to predict these demographic attributes are useful for marketing purposes, and personalization and recommender systems. A large scale study of about 58,000 Facebook users performed by Kosinski et al. [2] reveals that digital records of human activity can be used to accurately predict a range of personal attributes such as age, gender, sexual orientation, political orientation, etc. Likewise, there have been numerous works that study variations in language used in social media with age, gender, personality, etc. [3] , [4] , [5] . While most of the popular OSNs studied in literature are mostly text based, some of them (e.g., Facebook, Twitter) also allow people to post images and videos. Recently, OSNs such as Instagram and Pinterest that are majorly image based have gained popularity with almost 20 billion photos already been shared on Instagram and an average of 60 million photos being shared daily [6] .
Recent research efforts have provided indications that images posted by users on OSNs may prove to be useful to learn various personal and social attributes of users. Lovato et al. [7] proposed a method to learn users' latent preferences by extracting aesthetics and visual features from images favorited by users on Flickr. The learned models can be used to predict images likely to be favorited by the user on Flickr with Sumit Bhatia was at Xerox when this work was performed. reasonable accuracy. Cristani et al. [8] infer personalities of users by extracting visual patterns and features from images marked as favorites by users on Flickr. Can et al. [9] utilize the visual cues of tweeted images in addition to textual and structure-based features to predict the retweet count of the posted image. Motivated by these works, this paper investigates if the images posted by users on online social networks can be used to predict their gender. We frame gender classification as a binary classification problem (male and female categories) and evaluate the use of a variety of image based features.
In particular, we extract the features from users' posting behaviors and posted content. We utilize the images from users of Pinterest. Figure 1 shows some randomly selected pinboards for both male and female users. Even for those randomly chosen users, we can clearly see the difference between male and female users. For male users, they are more interested in electronics, buildings, mens clothes and so on. On the other hand, female users are more likely to post pinboards that are related to jewelry, womens clothes, gardening and so on. Based on these intuitive findings, for each user, we extract features from their collections of pins in a few different categories, such as travel, art, and technology. For posting behaviors, we mainly focus on the users' own labeled distribution of their collections of pins over the limited number of categories provided by Pinterest. Meanwhile, we employ visual topic model to obtain user-level visual topic distributions in different categories according to each user's posted images. Our results suggest that both posting behavior and posted content are beneficial for gender prediction. In particular, visual content provides competitive performance in terms of accuracy compared with the results from [10] , which employ sociolinguistic model on user generated Tweets.
II. RELATED WORK
In this section, we review works which are closely related to our motivation for online user gender prediction. Specifically, we focus on works in gender prediction and classification of visual personality.
A. Gender Prediction
Gender classification has been an interesting research topic. There has been related works which tried to predict gender using frontal facial images [11] , [12] , [13] . All of these works focus on using the features from facial images. Until recently, researchers started to focus on the gender prediction of online users by their generated content. Schler et al. [14] employed writing style and content based features for blogger users. Their results indicated that there are differences between male and female bloggers, which can be employed for gender and age classification. Meanwhile, Yan et al. [15] used additional profile related features, such as web page background colors and emoticons for gender classification of weblog users. The work in [16] further analyzed the stylistic differences between different age group of bloggers. They further proved that there stylistic features can be good at prediction of online users' geographical location and ethnic group.
With the popularity of online social networks, more and more researchers start to work on inferring online user attributes from informal and casual user generated content. In [10] , a collection of sociolinguistic features are extracted from informal textual content (Tweets) and stacked-SVMbased algorithm is employed to classify different latent user attributes. The work in [3] further employed n-gram language model features from user profiles, including screen name, full name and description, to predict the gender of Twitter users. In this way, there are a total of 15 million distinct features in their model. Liu et al. [17] tried to estimate the gender distribution of commuting populations using different transportation. Their work suggested that gender classification may be beneficial for building smart cities. Different from the above works, which only use the user generated content, Al Zamal et al. [18] extends their works by leveraging the content from the users' friends. In other words, they use signals from Twitter user's neighborhood to infer the latent attributes of the current user. Their work suggested that features from neighbor's profiles and content are capable of predicting the current user's attributes. However, users' different neighbors may share different aspects with them. Thus, their methods may heavily rely on the choice of subset of neighbors. Recently, the authors from [19] evaluated the performance of using profile characteristics for Twitter user gender classification. Since they only utilized profile features, such as user name and different profile colors, their approach significantly reduced the number of features employed and achieved competitive performance with other existing approaches.
B. Visual Personality
Visual content becomes increasingly popular in all online social networks. Recent research works have indicated the possibility of using online user generated visual content to learn personal attributes. In [2] , a total of 58, 000 volunteers provided their Facebook likes as well as detailed demographic profiles. Their results suggest that digital records of human activities can be used to accurately predict a range of personal attributes such as age, gender, sexual orientation, political orientation, etc. Meanwhile, the work in [20] tried to build the connection between cognitive effects and the consumption of multimedia content. Image features, including both aesthetics and content, are employed to predict online users' personality traits. The findings may suggest new opportunities for both multimedia technologies and cognitive science. More recently, Lovato et al. [21] proposed to learn users' biometrics from their collections of favorite images. Various perceptual and content visual features are proven to be effective in terms of predicting users' preference of images. The achievements of these works encourage us to exploit visual features for online gender prediction which has not been explored by other research works.
III. PROPOSED APPROACH
We frame the task of predicting users' gender from their posted images as a binary classification task. Given a set of images posted by a user on a social networking site, we predict whether the user is male or female. We posit that males and females differ in terms of their image posting behavior as well as in the content of posted images. We extract features to capture visual content of images as well as users' posting behavior as described in the following subsections.
A. User Posting Behavior
We define posting behavior of a user in terms of the types of images she choses to post. Intuitively, images posted by a person are representative of her interests and preferences. Often, males and females have inherently different interests and preferences and thus, images posted by them should be indicative of these differences in interests and preferences. For example, females (as a group) may post more images related to fashion whereas males (as a group) may post more images of bikes and cars. Often, at the time of posting, OSNs offer a medium to users to indicate the board category of the image(s) by means of tags, album names, category labels, etc. We use these associated tags/category labels to represent the posting behavior of users.
Pinterest, the OSN studied in this work, requires users to choose a category label from a list of 33 pre-defined labels for each pinboard they create. Table I lists the names of all the 33 category labels as provided by Pinterest. We assume that all the pins (images) in the same pinboard to have the same category label as that of the corresponding pinboard. Next, for a given user, we calculate the number of pins in each category and normalize these numbers to get a distribution of categories for the user. This way, we have a 33 dimensional preference vector for each user giving a category distibution for the images posted by the user. We use the category distibution thus obtained as 33 features, each feature measuring the fraction of images posted by the user in the corresponding category. 
B. Visual Content of Posted Images
In order to capture the differences in content of the images posted by males and females, we use Bag of Visual Words [22] model to represent the visual content of images posted by the users. Bag of visual words model, similar in principle to bag of words representation of text documents, represents an image as a vector of visual words. As the first step in constructing a bag of visual words representation, we need to define an appropriate visual vocabulary. Typically, a large number of local image features are used as visual words and the occurrence count of each such visual word (local image feature) in the image is used to create the bag of visual words vector for the image. We employ Scale-invariant feature transform (SIFT) [23] to discover local features for each image in the dataset. Visual words are discovered by clustering all the SIFT features and defining the centre of each cluster as a visual word. In this way, each image can be represented as the frequencies of visual words discovered. Each image posted by a user is thus represented as a vector of visual words. Next, for a fine-grained analysis, we discover the latent visual topic distribution of each user by employing probabilistic Latent Semantic Analysis (pLSA) [24] . In our implementation, we learn the visual topics on a per catehory basis. pLSA models the mixture distribution p(i, v) of the image d and visual word v. By employing EM algorithm, the model can learn the topic distribution p(z|i) of each image. Then, we aggregate the image-level topic distributions of all the images posted by the same user to obtain the user-level topic distribution. We set the number of visual topics to be 10 for all the categories. In other words, we learn a topic distribution for each image in all the categories. For each user, we aggregate the topic distributions in all different categories and normalize the distribution to obtain the user-level topic distribution in all different categories. Figure 2 summarizes the framework of extracting user-level visual topic distributions for different categories of images.
IV. EXPERIMENTS

A. Data Preparation
In order to test the utility of using posting behavior and visual content based features for gender classification, we need a data set that contains the gender ground truth labels in addition to the images posted by the users. In order to obtain images posted by users, we use Pinterest which is one of the most popular image based OSN. Pinterest also allows its users to connect their accounts with other social network accounts, such as Twitter, Facebook, etc. and this information is generally available in users' Pinterest profiles. In order to obtain gender lables for the users, we took services of a commercial data vendor, Datasift 1 that provides access to data from Twitter and additional analytics services -such as users' gender label. Therefore, if we know the Twitter account of a Pinterest user, we can use Datasift to get the user's gender label.
Therefore, we crawled around 1500 such Pinterest users and extracted their corresponding Twitter profiles and queried Datasift to get the gender labels of these users . Since gender information is not available for all the users 2 , we got labels only for a subset of users. From these users, we randomly selected a total of 160 users (80 females and 80 males) and crawled all the pinboards and pins for all of these 160 pinterest users. Each of the pins in the same pinboard has the same category label, which is the category label of its pinboard. Table II shows the statistics of pins for these 160 users. In general, we see that females seems to be more active than males on Pinterest in all the 33 categories in terms of number of pins. Meanwhile, not every user will post images on every category. Different users may have different preferences towards different categories. 
B. Results
We evaluate the performance of different features using 10-fold cross validation. The performance is measured in terms of accuracy, precision, recall and F-Measure. All the results reported are obtained from simple logistic regression. Table III summarizes the results of using features derived from user posting behavior. For each user, we count the number of images in each category. Next, we normalize the number of images in all categories. In this way, we build a distribution of the number of images over different categories. Each user is represented by a feature vector with length 33. The results show that posting behavior has better performance in female class in terms of recall. This may be due to the fact that females are more likely to post images than male, thus their posting behaviors are relatively stable compared with male users. Meanwhile, Table IV shows the accuracy of using percategory visual topic features. The last three columns represent the number of users who own pinboards in different categories for male, female and total respectively. It is interesting to see that some categories such as Mean & Fashion and Women's Fashion cannot distinguish the two genders from the content. We argue that this may be due to that items in these categories are not highly distinguishable. While, males and females may prefer different kinds of images in other categories, such as Tatoos, Travels and so on. Table V shows the performance of using visual topic models from categories that have an accuracy of over 50% in Table IV . Before we use the simple logistic regression on these features, we first apply singular value decomposition (SVD) on the feature matrix for feature space reduction. We use the top 20 largest singular vectors as the new feature representation of posted content. Next, simple logistic regression is employed to evaluate the performance on these features. The results show that features derived from posted content perform better than features derived from user posting behavior. In particular, the performance on male users have been significantly improved. This observation provides support for our hypothesis that content analysis of images posted by males and females in OSN may help in gender prediction task.
We also evaluate the performance by combining both user posting behavior and visual content based features. The results are summarized in Table VI . We observe that the combining both types of features achieve better overall performance than that achieved by using either of posting behavior based features or content based features. We also note that the performance for male class is better than the performance of female class. 
V. CONCLUSION
We proposed the problem of predicting user's gender based on images posted by her on an OSN. We framed the problem as a binary classification problem and evaluated features derived from users' posting behavior and visual content of the posted images. We achieved F-measure of around 72% using both types of features providing support to the hypothesis that there are differences between male and female users in terms of posting behavior and posted content. In our future work, we plan to extend our work to predict other user attributes such as age, user interests and preferences from user generated multimedia content. This can provide rich and valuable information for customized marketing and personalized recommendation systems.
