ABSTRACT. For all p,t with 0 < p < 0.11 and 1 ≤ t ≤ 1/(2p), there exists n 0 such that for all n, k with n > n 0 and k/n = p the following holds: if A and B are k-uniform families on n vertices, and |A ∩ B| ≥ t holds for all A ∈ A and B ∈ B, then |A ||B| ≤ n−t k−t 2 .
INTRODUCTION
Let n, k and t be integers, and let [n] = {1, 2, . . . , n}. Two families F , G ⊂ 2 [n] are called cross t-intersecting if |F ∩ G| ≥ t holds for all F ∈ F , G ∈ G . Pyber [7] generalized the Erdős-Ko-Rado theorem [2] to cross 1-intersecting families, and the result was slightly refined by Matsumoto-Tokushige [5] and Bey [1] as follows. For a real p ∈ (0, 1) and a family G ⊂ 2 [n] we define the p-weight of G , denoted by w p (G ), as follows:
Our first result is the following p-weight version of Theorem 1. 1 , p 2 ∈ (0, 1/2). If G 1 ⊂ 2 [n] and G 2 ⊂ 2 [n] are cross 1-intersecting families, then w p 1 (G 1 )w p 2 (G 2 ) ≤ p 1 p 2 .
Theorem 2. Let p
Next we consider the p-weight of cross t-intersecting families for t ≥ 1.
Theorem 3.
Let p be a real with 0 < p < 0.114, and let t and n be integers with 1 ≤ t ≤ 1/(2p), n ≥ t. Suppose that two families G 1 ⊂ 2 [n] and G 2 ⊂ 2 [n] are cross t-intersecting. Then we have w p (G 1 )w p (G 2 ) ≤ p 2t with equality holding iff
t] ⊂ G} (up to isomorphism).
We conjecture that Theorem 3 is true for 0 < p ≤ 1/2 and 1 ≤ t ≤ (1/p) − 1. If p > 1/2, then we have lim n→∞ w p (G 1 )w p (G 2 ) = 1 for G 1 = G 2 = {G ⊂ [n] : 2|G| ≥ n + t}. For t > (1/p) − 1, we have w p (G 1 )w p (G 2 ) = ((t + r)p t+r−1 q + p t+r ) 2 > p 2t by taking G 1 = G 2 = {G ⊂ [n] : |G ∩ [t + 2]| ≥ t + 1}. See [6] for the case p = 1/2 and t ≥ 2.
Finally we will deduce the following k-uniform version from Theorem 3. with equality holding iff
Theorem 4. Let p be a real with
. Then A and A are cross t-intersecting and
. Thus we cannot replace the condition t ≤ 1/(2p) in Theorem 4 with t ≤ 1/p.
For the proof of our results, we will use the random walk method developed by Frankl in [3, 4] , and a technique translating results about p-weight version to k-uniform version, c.f. [8] . We will also include stability type results, see Theorem 5 and Theorem 6 at the end of the following sections.
PROOF OF THEOREM 2
For i = 1, 2 choose 0 < ε i < p i such that p i + ε i < 1/2, and let
Thus, considering the case n → ∞, we have
Now suppose that for some n there exist cross 1-intersecting families
, which contradicts (1).
PROOF OF THEOREM 3
Let us recall some basic facts about shifting from [4] . Let p ∈ (0, 1), and F , G ⊂ 2 [n] . A family F is called shifted if (F − { j}) ∪ {i} ∈ F holds for all 1 ≤ i < j ≤ n and all F ∈ F . If F and G are cross t-intersecting, then one can find cross t-intersecting families F and G on the same vertex set without changing profile vectors (and therefore
we define the corresponding n-step walk on Z 2 , denoted by walk(F), as follows. The walk is from (0, 0) to (|F|, n − |F|), and the i-th step is one unit up (↑) if i ∈ F, or one unit to the right (→) if i ∈ F. Let λ (F ) be the maximum u ∈ N such that walk(F) touches the line y = x + u for all F ∈ F . Frankl [4] observed the following. Consider the infinite random walk in Z 2 starting from (x 0 , y 0 ) ∈ Z 2 , taking ↑ with probability p, and → with probability q = 1 − p at each step independently. The random walk method is based on the following simple observation.
be a set of subsets A such that walk(A) satisfies some given property P. Then, the p-weight w p (A ) is bounded from above by the probability that the random walk satisfies P in the first n steps.
Let us see an important example of Lemma 2. Suppose that F and G are cross tintersecting. If s ∈ Z and y 0 ≤ x 0 + s, then the random walk hits the line y = x + s with probability α s+x 0 −y 0 , where α = p/q (see [4, 8] ). Applying this to the case x 0 = y 0 = 0 and s = λ (F ), we have w p (F ) ≤ α λ (F ) , because w p (F ) is bounded from above by the probability that the random walk (starting from the origin) hits the line y = x + λ (F ) within the first n steps. Similarly we have
. This gives already a good upper bound for the product of p-weights, but the bound α 2t can be replaced with p 2t as we will show below.
Proof of Theorem 3. Let p be given and let 1
. We may assume that both families are shifted. Let q = 1 − p, α = p/q, u = λ (F ) and v = λ (G ). Then, as mentioned above, we have w p (F ) ≤ α u , w p (G ) ≤ α v , and u + v ≥ 2t. We will show that w p (F )w p (G ) ≤ p 2t for p < 0.114 by casewise analysis, and we will try to find better condition for p (than 0.114) in each case.
If u+v ≥ 2t +1, then we have
for p < 0.241 and t ≤ 1 2p . Thus we may assume that u + v = 2t, and u+3, u+4, u+6 , . . .}. Consider a walk which satisfies that (i) it does not cross the line y = x + u, and (ii) it hits the line only at (0, u).
Then, walk(A u ) is the maximal walk with these properties, namely, if walk(A) satisfies (i) and (ii), then we can find some A ⊂ A u such that A is obtained from A by shifting. Similarly, walk(B u ) is the maximal walk which does not cross the line y = x + u, and hits the line only at (1, u + 1). We will look at the structure of F and G using A u and B u . Let
Since A u ∈ F , walk(F) has one of the following two possibilities: walk(F) reaches at (0, u + 1), or, walk(F) reaches at (1, u) and then it hits the line y = x + u.
The former occurs with probability p u+1 . The latter occurs with probability at most p u qα, where p u q is the probability that the random walk reaches at (1, u) after passing through (0, u), and α is the upper bound for the probability that the random walk starting from (1, u) hits the line y = x + u, or equivalently, the random walk starting from the origin hits the line y = x + 1. Thus we have
Next let F ∈ F u 1 . Since B u ∈ F , we find that walk(F) reaches at (1, u + 2), or, walk(F) reaches at (2, u + 1) and then it hits the line y = x + u.
The former occurs with probability up u+2 q, because there are u ways of walks from the origin to (1, u + 2) without hitting (0, u). The latter occurs with probability at most up u+1 q 2 α, where up u+1 q 2 is the probability that the random walk reaches at (2, u + 1) passing through (1, u + 1) without hitting (0, u), and α is the upper bound for the probability that the random walk starting from (2, u + 1) hits the line y = x + u. Thus we have
. Then walk(F) hits the line y = x + u without hitting (0, u) nor (1, u + 1), and this occurs with probability at most α u − (p u + up u+1 q). Therefore we have upq) ).
For G we use a trivial upper bound w p (G ) ≤ α v = p 2t−u q −2t+u . Consequently we have
Noting that − log q > p, one can verify that
Case 2. A u ∈ F and B u ∈ F .
Using (3), we have
Suppose that B u i ∈ F for some i ≥ 0. We will find C with |B u i ∩ C| < t. Then the cross t-intersecting property implies C ∈ G , which will give an upper bound for w p (G ).
If u = t − 1, then let
Since
Since C ∈ G , we find that walk(G) reaches at (0,t + 1), or, walk(G) does not reach at (0,t + 1) and it hits the line y = x + t + i + 2. In the latter case, walk(G) must hit one of ( j,t + 1 − j), where 1 ≤ j ≤ t + 1. The probability that the random walk starting from ( j,t + 1 − j) hits the line y = x + t + i + 2 is at most α i+2 j+1 . Thus the latter case occurs with probability at most
where we used ∑ 
By (4) and (5), we have
Since |B u i ∩C| < t we have C ∈ G . So, for G ∈ G , walk(G) hits the line y = x+2t −u+i+1. Thus we have w p (G ) ≤ α 2t−u+i+1 ≤ α 2t−u+1 . This together with (4) gives
Let G ∈ G . Since C ∈ G we find that walk(G) reaches at (0,t + 1) or (1,t + 1), or, walk(G) hits the line y = x + t + i + 1 in x ≥ 2. Thus we have
(1 + (t + 1)q + αq
−t−1
).
This together with (4) implies
Then we find |A u i ∩C| < t and C ∈ G . Thus, for G ∈ G , walk(G) hits the line y = x + 2t − u + i + 1 and
.
Thus we have w p (F )w
p (G ) ≤ α u α 2t−u+1 = α 2t+1 < p 2t for p < 0.241 by (2).
Case 4. u = v = t and A t ∈ F , A t ∈ G .
Since A t ∈ G , it follows from (3) that w p (G t 0 ) ≤ 2p u+1 = p t (2p).
First suppose that [t] ∈ F . Then, the cross t-intersecting property implies that [t] ⊂ G for all G ∈ G , and so
Then we have |A t i ∩C| < t. Since A t i ∈ F we have C ∈ G . Thus, for G ∈ G \ G t 0 , walk(G) hits the line y = x + t + i + 1 in x ≥ 1, and
Thus, in both cases, we have
w p (G ) = w p (G t 0 ) + w p (G \ G t 0 ) ≤ p t (2p + α(q −t − 1)) and w p (F )w p (G ) ≤ α t p t (2p + α(q −t − 1)) = p 2t q −t (2p + α(q −t − 1)) =: p 2t f (t). Then a computation shows f (t) ≤ f ( 1 2p ) < 1 for p < 0.195. Case 5. u = v = t and A t ∈ F , A t ∈ G .
First suppose that [t] ∈ F and [t] ∈ G . Then we can choose
If walk(F) reaches at (i + 2,t), then, using A t i+1 ∈ F , we find that this walk hits the line y = x + t − i − 1 in x ≥ i + 2. This gives
Let
Then we have |A t j ∩C| < t. Since A t j ∈ G we have C ∈ F . Thus, for F ∈ F \ F t 0 , walk(F) hits the line y = x + t + j + 1 in x ≥ 1, and
Therefore we have
We use q −t ≤ q 1/(2p) ≤ 2 for 0 ≤ p ≤ 1/2. Then, for p ≤ 1/4, the RHS of (8) 
Then, using the same reasoning as we get (6), we have
Using a trivial bound w p (F t 0 ) ≤ p t and (7), we have
We will show
We notice that this is the only case we have equality in our target inequality.
For the proof of Theorem 3 we only needed to show w p (F )w p (G ) ≤ p 2t , but actually we have proved slightly more. Namely, in Cases 1-4, our proof shows
which we will use to prove Theorem 4.
On the other hand, in Case 5, we see that if
∈ F then there is some i such that A t i ∈ F and A t i+1 ∈ F , which implies
c.f. (6), (7) . So, if w p (F t 0 ) is large, then i need to be large, and w p (G \ G t 0 ) is small. In fact, for every ε > 0 we can find some
To see this, let δ = q log ε/log α (1 − 2p) and suppose, on the contrary, 
Sketch of proof. Let ε be given. Choose γ so that 1 − γ = max ε≤αβ ≤p (1 − 
PROOF OF THEOREM 4
Let A 1 and A 2 be k-uniform shifted cross t-intersecting families on [n]. Let q = 1 − p, α = p/q, u = λ (A 1 ) and v = λ (A 2 ). We start with the case corresponding to Case 5 in the proof of Theorem 3 and we borrow notation used there. In this part we will just translate verbatim what we did for p-weight version to k-uniform version. For A = {a 1 , a 2 , . . . , a k , . . .} with a 1 < a 2 < · · · , let first(A) = {a 1 , a 2 , . . . , a k } be consisting of the first k elements of A. Let K t = first(A t ) and T = first(A t k−t−1 ), which will play an role of A t and [t] in the p-weight version, respectively. We consider the case that
First suppose that T ∈ A 1 and T ∈ A 2 . Let
Then in this k-uniform version, (6) reads as follows:
where we used the reflection principle to count the number of walks touching the line. Also, (7) reads
By (14) and (15) we have
In the same way, we have
it suffices to show c i, j + c j,i ≤ 0, and by symmetry this follows from
which can be verified for p = k/n ≤ 0.17 and t ≤ 1/(2p) by standard calculation. Frankl proved (16) in [4] . Next suppose that T ∈ A 1 and T ∈ A 2 . Notice that T ∈ A 1 implies A 2 = A 2 . In this subcase, (9) and (10) read as 
So far, this is the only case we have equality in our target inequality, and we will see that equality never hold in the remaining cases below. Now we consider the situation corresponding to Cases 1-4. Namely we assume the negation of (13). For s = 1, 2 let G s be the collection of all upper shadows of A s , that is,
j : H ⊃ ∃F ∈ A s }. Then G 1 and G 2 satisfy one of Cases 1-4, and we get (11). We only use the following weaker claim. 
where the underlines will indicate the choice of parameters described below. We will construct a counterexample to Claim 1 using (17). Recall that Claim 1 starts with ∀p ∀t ∃γ ∃ε · · · .
First, assuming the negation of Claim 2, there exists some p and t (corresponding to the first and second underlines in (17)) such that the rest of Claim 2 does not hold. For this p and t, Claim 1 provides some γ 0 = γ 0 (p,t) and ε 0 = ε 0 (p,t) (corresponding to the third and fourth underlines in (18)) such that
holds for all x with |x − p| < ε 0 .
For reals 0 < ε p we write p ± ε to mean the open interval (p − ε, p + ε). Since we have fixed p and t, we note that f (x) := x 2t is a uniformly continuous function of x on p ± ε 0 . Let ε = ε 0 /2, γ = γ 0 /4, and X = p ± ε. Now we are going to define n 0 . Choose ε 1 ε so that
holds for all x ∈ X and all 0 < δ ≤ ε 1 . As the binomial distribution B(n, p) is concentrated around pn, we can choose n 1 so that 
holds for all n > n 1 and all y ∈ Y := p ± 3ε 2 , where J = ((y − ε 1 )n, (y + ε 1 )n) ∩ N. A little computation shows that we can choose n 2 so that
holds for all n > n 2 and all k with k/n ∈ X. Finally set n 0 = max{n 1 , n 2 }.
