Unified growth theory predicts that the timing of the fertility transition is a key determinant of contemporary comparative development, as it marks the onset of the take-off to sustained growth. Neoclassical growth theory presupposes a take-off, and explains comparative development by variations in (subsequent) investment rates. The present analysis integrates these two perspectives empirically, and shows that they together constitute a powerful predictive tool vis-a-vis contemporary income differences.
subsequent growth in labor productivity for two major reasons: (i) by lowering population (labor force) growth it reduces the extent of capital dilution, (ii) by stimulating human capital accumulation it drives growth directly, but also indirectly via technological innovation. 2 The present paper shows that the combination of these two literatures delivers a powerful predictive tool. In its simplest version, the basic Solow model along with a control for the timing of the fertility transition accounts for about 2/3 of the cross-country variation in GDP per worker in 2000: up from about 40% without the control for the timing of the fertility decline. Moreover, the well known "anomaly" when estimating the parameters of the empirical Solow modelthat the capital share is estimated to be exceedingly highis eliminated.
The link between the year of the fertility transition and contemporary labor productivity is robust to a range of controls for early institutional developments, cultural variables, geography and climate as well as early levels of technological sophistication. However, we also demonstrate that the partial correlation between the year of the onset of fertility transition and labor productivity is eliminated if we control for the channels through which the transition (in theory) should affect the growth process: post take-off capital dilution and human capital accumulation.
The paper proceeds as follows. In the next Section we lay out the empirical framework, and explain how we integrate insights from unified growth theory with the basic neoclassical growth framework in a simple way. Section 3 provides the empirical analysis, and Section 4 concludes.
Empirical framework
In order to see how unified growth theory and the neoclassical growth model complements each other in explaining contemporary comparative development, consider the following. Suppose observed GDP per worker stagnated prior to some point in time τ, after which the growth process takes off. 3 Observed GDP per worker at time t 4 τ can then be written (as a matter of pure accounting, in a continuous time setting) as yðtÞ ¼ yðτÞ Á e g y ðtÀτÞ ;
in which g y is the observed average growth rate between τ and t. In order to say something about how y(t) is determined, we need to make statements about how the average growth rate between τ and t, g y , is determined. This requires the use of theory.
Consider therefore a standard Solow (1956) model, where production is Cobb-Douglas. Accordingly, output is given by Y ¼ K α ðALÞ 1Àα , where Y is GDP, K is physical capital, A represents technology and L is labor, α is the capital share in production and is bounded between zero and one. Total savings in the economy is determined as a constant share, s, of total income, and total investments, I, equal total savings. Physical capital accumulates in accordance with _ K ¼ IÀδK, where δ is the rate of capital depreciation. Finally, technology grows at a constant rate, g, and the labor force at the rate n. In the long-run steady state of the model, GDP per efficiency unit of labor,ŷ≡Y=AL, is given bŷ
In order to use the model to think about how observed GDP per worker is determined, we need to work out the predicted average growth rate of GDP per worker between τ and t (i.e., g y in Eq. (1)). Seen through the lens of the Solow model the average growth rate, g y , is approximately given by 4
That is, the average growth rate depends on the underlyingconstanttrend growth rate, g, and on the contribution from "convergence", which is given by the distance between the level of GDP per worker in efficiency units at time τ, yðτÞ≡YðτÞ=ðLðτÞAðτÞÞ, and the steady state level of GDP per efficiency unit of labor, as predicted by the Solow model,ŷ n .
Inserting Eq.
(3) into accounting Eq. (1) we obtain the following:
2 The fertility transition also leads to temporarily faster growth of the labor force relative to the total population which stimulates growth in income per capita (but not per worker). See Bloom and Williamson (1998) for more on this effect. 3 Naturally, in practice, there is probably no such thing as "the year" of the take-off. The process is gradual and initially accelerating (e.g., Phillips and Sul, 2009 ). Hence, this is a simplistic representation designed to deliver a regression equation, the results from which are amendable to interpretation. 4 The adopted approximation assumes that the period tÀτ is sufficiently long to admit the country in question to approximately reach its steady state path (See Appendix B for derivations). This means our regressions presume that GDP per worker at the time of observation (in practise, the year 2000) is a point on the steady state path. This is a common assumption in the empirical literature, going back to the work of Mankiw et al. (1992) . For a recent contribution invoking this assumption, though in the context of studying historical levels of economic activity, see Ashraf and Galor (2011). in which A τ is the level of technology at time τ, AðτÞ ¼ A τ . Taking logs we are thus left with
The only difference between this expression and the one emanating from a standard Solow model is that the initial level of technology is given as of time τ rather than at some arbitrary "time zero". 5 While this difference superficially seems minute, it has a substantive implication in which it demonstrates how neoclassical growth theory as well as unified growth theory jointly contribute to an understanding of contemporary comparative development.
To see this, note that the last two terms on the right hand side of Eq. (5) are the neoclassical contribution to the understanding of contemporary levels of income, reflecting the level of steady state income. That is, these are the post takeoff growth determinants.
The contribution from "history" is found in the two other terms on the right hand side of Eq. (5): time passed since the take-off, tÀτ, and the initial level of technological sophistication at the eve of take-off, A τ (rather than at "time 0"). Accordingly, conditional on post take-off growth determinants (s and so forth) we expect countries to be richer the longer its been since the economy underwent the "industrial revolution", and the more sophisticated the country was technologically at the time. 6 We can illustrate these considerations geometrically. Consider Fig. 1 , which depict stylized income trajectories for four economies. The four countries have experienced: an early take-off; a delayed take-off; a delayed take-off and overtaking; and no take-off.
If we examine the countries at time t (say the year 2000) it is clear that observed cross-country income variation is attributable to both factors that influence the location of the steady state growth path and factors that influence whether the process has begun at all. That is, the observed cross sectional variation in income (logðy½τ 2 ;ŷ n 2 ÞÀlogðyÞ) is partly due to "neoclassical factors" (that influenceŷ n 2 Þ and partly due to the difference in timing of the take-off τ 2 . More generally, the fact that A τ enters into Eq. (5) implies that even though two countries may have identicalŷ n they do not necessarily attain the same growth path; if one were more technologically sophisticated initially this effect will linger, as shown in Fig. 1 . This is the "decomposition" that Eq. (5) captures. In order to take Eq. (5) to the data a few issues need to be addressed up front. The first issue is how to date the "take-off"; τ in the derivations above. Based on the literature on unified growth theory, the year of the onset of the fertility transition should be a good proxy for τ (Galor, 2010b) . While our preferred measure of τ thus is the year of the onset of the fertility transition, we also explore an alternative indicator of the take-off: the "year of industrialization", which is determined as the year in which employment in industry exceeds that in agriculture. 7 These data are described below.
The second issue is how to think about "g"; the underlying rate of technology growth. We will assume that once a takeoff is achieved the country taps into the world technology frontier. Hence, g can be viewed as exogenously given, from the perspective of the individual country. 8 As a result, g is common across countries in the sample which means that we can think of it as a parameter to be estimated (see footnote 12).
The third issue relates to the neoclassical controls: n in particular. Empirically, peak population growth rates, during the demographic transition, vary considerably across countries (e.g., Reher, 2004; Strulik, 2008) . As a result, even conditional on the transition occurring, we expect differences in average growth rates of the labor force, post transition. We proxy post transition labor force growth by 1960-2000 average growth rates; similarly, s (also an 1960-2000 average) is to be thought of as the post transition investment rate in physical capital.
A final issue is how to deal with logðA τ Þ. The simplest approach is to follow Mankiw et al. (1992) and assume it is subject to random variation. Indexing countries by i this would imply logðA iτ Þ ¼ logðA τ Þ þ ϵ i : For our baseline regressions we also invoke an arguably slightly more reasonable approach by assuming logðA τ Þ is subject to systematic regional variation, but random variation within regions. 9 Denoting regions by R this would mean logðA Riτ Þ ¼ logðA Rτ Þ þ ϵ i . This can be handled in a cross-sectional context by adding regional fixed effects to the right hand side of the regression equation. 10 For the robustness checks we push the matter a little further by controlling for plausible correlates with A τ (such as early levels of schooling), as well as fundamental determinants of A τ : geography, culture and institutions (Acemoglu, 2009, Chapter 4) .
In sum the regression equation to be estimated below is
5 See e.g., Mankiw et al. (1992, Eq. 6) , for the standard expression. 6 Considerable variation in technological sophistication, prior to the take-off, is not inconsistent with limited pre take-off variation in GDP per worker.
In a pre-take off environment changes in technology would be expected to manifest themselves in changes in population density, but not in sustained increases in living standards; see Ashraf and Galor (2011) for theory and evidence; see Comin et al. (2010) for evidence that early technological sophistication (pre 1500) seems correlated with contemporary income differences. 7 See Strulik and Weisdorf (2008) for a unified growth theory that explicitly studies both the fertility transition and the process of structural change, thereby providing theoretical foundations for the use of either of the two adopted indicators as proxies for the timing of the take-off in GDP per worker. 8 Globally, of course, g is undoubtedly endogenous. See e.g., Howitt (2000) . 9 The celebrated book by Diamond (1997) provides historical foundations for systematic differences in historical levels of technological sophistication across regions or continents. where the matrix X i contains regional fixed effects and alternative confounders to be discussed below; γ is the associated vector of regression coefficients. 11 The history augmented Solow model holds several strong predictions, which we test below.
The predictions that β 1 40, β 2 o0 and β 3 o0.
The restriction that the coefficients on logðsÞ and logðn þ δ þ gÞ are numerically identical: β 1 + β 2 ¼0. The prediction that β 1 ¼ Àβ 2 is between 0.5 and 2/3; this mirrors that the capital share α is expected to be between 1/3 and 0.4.
The prediction that β 3 should capture the frontier productivity growth rate in the sample; a reasonable prior for this rate is about 2% on account of the growth trajectory of the US economy (arguably the technological leader) during the 20th century. 12 Hence, the model offers predictions regarding the signs of the parameters (1); the relative size of the parameters (2); as well as their numerical value (3), (4). In particular, β 3 is negative as each year of delay of the fertility transition lowers GDP per worker relative to countries that have taken off. The extent of the shortfall in GDP per worker depends on trend growth, g, which we expect is about 2% per year.
Before we turn to the empirical analysis it is worth considering what the prospects are for identification by way of ordinary least squares (OLS). In order for OLS to deliver unbiased estimates the right hand side variables need to be orthogonal to the residual in Eq. (6), which structurally should contain information about the level of technology at the time of take-off.
As discussed in Mankiw et al. (1992) , the independence between s; n and the level of A is plausible. The fact that the potential covariance involves the level of technology lagged by up to a century would not appear to make the case any worse. Based on unified growth theory it is also plausible to assume that the onset of the fertility transition is largely orthogonal to the (pre take-off) level of A; rather, it is the (expected) growth rate that might trigger the fertility decline (Galor and Weil, 2000) . In these respects the key orthogonality conditions are plausible.
Nevertheless, identification is obviously not ensured. In theory, the (unobservable) A τ impacts on GDP per worker. Moreover, A τ might be determined by factors that are correlated with "contemporary" savings, labor force growth as well as τ i . If so, identification is jeopardized. In Section 3.3 we try to gauge the likely severity of this concern by controlling as best as we can for plausible correlates with A τ (such as early levels of schooling) as well as fundamental determinants of A τ : geography, culture and institutions (Acemoglu, 2009, Chapter 4) .
Regression analysis

Data
We estimate the history augmented Solow model in two samples, following the approach of Mankiw et al. (1992) . The first sample only excludes oil producing nations, whereas the second sample excludes both oil producers and "small 11 Comparing Eq. (6) with Eq. (5) it follows immediately that, structurally, β 0 ¼ Aτ þ g Á t, and that ϵ i therefore captures unobserved country variation in Aτ. 12 Alternatively, one could assume that g varies across countries. For example, suppose individual countries are visualized as gradually converging towards their technological steady state, as in the model by Nelson and Phelps (1966) . Then g would exhibit country specific variation in transition; in the long run, however, all countries would converge to the frontier rate. In this case the interpretation of β 3 changes from the unique "frontier rate" to the average growth rate in the country sample (see e.g., Zellner, 1969) . Again one would think that 2% might be a reasonable prior as the global distribution of income seems to have remained fairly stable during the second half of the 20th century, which suggests that the frontier and average expanded at roughly similar rates (Acemoglu and Ventura, 2003) .
nations" with less than two million inhabitants. Mankiw et al. defend these sample restrictions by arguing that labor productivity likely is poorly understood by the mechanisms emphasized in the Solow model in both oil nations (where resource extraction dominates) and small nations (where "idiosyncratic factors" might dominate). 13 The Appendix provides details on our data sources and Table 1 reports summary statistics for our main variables. Investment rates and growth in the labor force are calculated as averages for the period 1960-2000, as explained above.
In measuring the year of the take-off, τ i , we employ three variables. Our main variable records the year of the fertility decline (YFD), and is taken from Reher (2004) who determines the "date" of the decline as (p. 21): "...the first quinquennium after a peak, where fertility declines by at least 8% over two quinquennia and never increases again to levels approximating the original take-off point." The fertility measure underlying Reher's analysis is the crude birth rate, which is available for extended periods of time in most countries around the world. A minor issue with the resulting data is that Reher codes countries that, as of the time of his research, had not undergone the transition as having experienced it in "2000". Obviously, including these countries in our sample would introduce considerable measurement error, for which reason we limit the sample to countries that had undergone the transition before 2000. 14 With the YFD indicator we are able to test the model on a sample involving up to 110 countries. In light of the discussion above, we expect to see YFD enter the regression with a negative sign, and with a coefficient in the vicinity of 0.02.
Our second measure of the fertility transition, which we employ in our robustness checks, is taken from Caldwell and Caldwell (2001) . These data speak to the year of the fertility transition, judged from total fertility rates rather than crude birth rates, which could make a difference. This variable is labeled YFD2, and it allows for a test of the model on a sample of up to 91 countries.
Finally, our third measure of the year of the take-off captures structural change: "The year of the industrial transition" (YIT). This variable records the year in which employment in industry exceeds employment in agriculture, and is taken from the work of Bentzen et al. (2013) . As with the year of the fertility decline from Reher (2004) we ignore countries that experienced the transition after 2000. With this sample limitation we can estimate the model on a sample involving up to 56 countries.
Descriptively it is interesting to note that the three measures of the "take-off" have fairly similar characteristics (albeit they are available for different samples of countries): On an average the transition occurs around the same time (late 1950s), exhibits fairly similar cross-country variation (i.e., a standard deviation of roughly 35 years) and is observed within a broadly similar time frame (19th century onwards). Fig. 2 provides a visual impression of the overall concordance between the three indicators. Table 2 reports our baseline results. The first six columns refer to the "non-oil" sample, whereas the last six columns concern the more limited sample where we also exclude countries with less than 2 million inhabitants.
Baseline results
In columns 1 and 7 we test the unrestricted baseline Solow model in the "full sample". The sign of the included variables (average investment rate, s, and average growth in the labor force, n) are as expected, and the basic specification accounts for some 40% of the cross-country variation in GDP per worker in 2000. Moreover, the structural prediction of the coefficients being the same in absolute value cannot be rejected on neither the full sample nor the more limited sample (see bottom of columns 1 and 7, respectively). Hence, in the remaining we employ the restricted model where the coefficients are required to be the same in absolute value. (n), the year of the fertility transition dated by Reher (2004) (YFD) and Caldwell and Caldwell (2001) (YFD2) as well as the year of the industrial transition (YIT) from Bentzen et al. (2013) . 13 We follow Mankiw et al. in the interest of comparability with earlier studies; nothing substantive changes if we use a "full" sample of countries that only is limited by data availability. The difference in sample size between an unrestricted sample, and our non-oil sample, is only eight observations. Specifically, the countries that drop out in the non-oil sample are Bahrain, Benin, Brunei, Iran, Kuwait, Oman, Qatar and Saudi Arabia. 14 By focusing on countries in which the take-off has (in theory) occurred, we also limit the risk of misspecification error, as it implies that Eq. (6) The restricted model is estimated in columns 2 and 8, from which we can elicit information about the size of the structural parameter, α. Theoretically α should reflect the capital share in national accounts and thus fall somewhere in an interval from 1/3 and 0.4. However, as is familiar from Mankiw et al. (1992) study, the parameter is estimated to be much higher at about 0.6.
In columns 3 and 9 we include the year of the fertility transition; in columns 4 and 10 we further include regional fixed effects (without substantive implications beyond a slightly higher R 2 ), and in columns 5-6 and 11-12 we limit attention to countries that went through the fertility transition before 1970. There are two reasons why the latter sample restriction is of interest. First, our "Solow controls″are measured as averages from 1960-2000, and are thought to proxy for post transition developments. By restricting the sample to "early transition countries" this approximation should improve. Second, when we derived the equation for estimation we assumed countries are reasonably close to their steady state path by 2000, which seems more plausible in the case of early transition countries. As is clear from Table 2 , however, we obtain very similar results in either of the three samples; i.e., whether we examine non-oil countries, non-oil and non-small and non-oil (and non-small) that went through the fertility transition before 1970. 15 Several results from columns 3-6 and 9-12 are worth noting. First, the year of the fertility transition is highly significant in statistical terms and contributes significantly to the overall R 2 , which increases to between 0.6 and 0.7 (columns 3 and 9). If regional fixed effects are added, the model can account for up to 80% of the variation in GDP per worker in 2000 (column 10).
Second, the parameter estimate is reasonable on a priori grounds; we obtain estimates in the vicinity of À 0.02. Hence, each year the transition is delayed comes (on average) at a cost of roughly 2% lower GDP per worker in 2000. While this number matches expectations on structural grounds it is worth spelling out its implications. From Table 1 we know that there is a lot of variation in the timing of the fertility decline; the mean is 1961, but the standard deviation is roughly a generation (i.e., about 30 years). If each year "costs" 2% lost output per worker, a one standard deviation's worth of delay lowers GDP per worker in 2000 by nearly 50%.
The third noteworthy result is that the "anomaly″detected originally by Mankiw et al. (1992) and re-confirmed in columns 2 and 8, is eliminated: the estimated share of capital is around 1/3 (see bottom of columns 3-6 and 9-12 for a formal test). It is worth pausing to reflect on why this result emerges. Naturally, the mechanical explanation is that the year of the fertility decline is negatively correlated with savings (at À 0.45 in the non-oil sample), and positively correlated with the growth rate of the labor force (at 0.63 in the non-oil sample). As a result, once the fertility decline is included in the regression, the parameter estimate for the savings rate and for the term involving n will shrink in absolute value. But what is a plausible economic interpretation?
The positive correlation between the year of the fertility decline and observed growth in the labor force 1960-2000 is relatively easy to rationalize. In the aftermath of the fertility decline, growth in the labor force gradually declines. Ceteris paribus, one would therefore expect to see faster growth in the labor force 1960-2000 in countries for which the transition occurred relatively recently. 16 The observed negative correlation between the year of the take-off and the average savings rate might also have a relatively straightforward explanation. It has long been known that the average propensity to save tends to increase in the Year of fertility decline (Reher) Year of industrial transition year of industrial transition (Bentzen et al. (2013) ). The pure correlation is 0.65; 0.72 if England is omitted. 15 More formally, on statistical grounds one cannot reject the hypothesis of equality between the point estimates for YFD in columns 4 and 6, and columns 10 and 12, respectively. 16 Moreover, late transition countries tend to attain higher peak-fertility rates compared with early transition countries (Reher, 2004; Strulik, 2008) , which will serve to reinforce the positive correlation between YFD and average (post-transition) labor force growth. process of industrialization. Indeed, Lewis (1954, p. 155) viewed this fact as the central problem of development economics to explain. In more recent work Laitner (2000) provides a theory, according to which gradual structural change during the take-off shifts savings from largely consisting of capital gains on land holdings to savings in the form of physical capital; during development (NIPA) savings therefore increase. Since the fertility transition is the critical watershed beyond which the growth process takes off, according to unified growth theory, one would expect the savings rate to be higher in places farther away from the transition (i.e., where the YFD is a "low" number), ceteris paribus. 17 This mechanism can therefore account for a negative correlation between the year of the fertility decline, and the average savings rate 1960-2000. 18 Taken together, the year of the fertility transition should reduce (in absolute value) both the coefficient on log ðsÞ and log ðn þ δ þ gÞ, leading to a lower estimate for α.
The baseline results provide a sense of the relative importance of the timing of the take-off and the forces emphasized by neoclassical growth theory (cf. the discussion in Section 2), in accounting for cross-country inequality in labor productivity. In order to compare the estimate for YFD and the "Solow term" on an equal footing one can calculate the standardized regressions coefficients, which then reflect the impact from the two controls on GDP per worker in 2000, if either variable is changed by one standard deviation. Accordingly, conditional on regional fixed effects the standardized regression coefficient associated with the "neoclassical term" is 0.31, whereas it is 0.46 for YFD in the non-oil sample; the corresponding numbers for the sample that exclude small countries as well are 0.28 and 0.45. Taken at face value these findings suggest that the forces emphasized by unified growth theory are somewhat more powerful than those traditionally emphasized by neoclassical growth theory in explaining GDP per worker in 2000.
The history augmented Solow model: robustness of baseline results
3.3.1. Alternative measures of the "take-off" Table 3 explores whether our results are sensitive to the choice of indicator for the "year of the take-off". The first check consists in employing an alternative indicator for the year of the onset of the fertility decline due to Caldwell and Caldwell (2001) (C&C). As seen from Fig. 2 there are instances where the two measures give rise to widely different transition years. The extreme example is France for which C&C suggest the year 1800, whereas Reher estimates the onset of the decline to take place around 1900. But overall the difference between the two measures is actually not all that large: On average the fertility transition occurs only 3.5 years (median: 2.5 years) later according to C&C's estimates compared to those from Reher. In this light it is perhaps unsurprising that our baseline results are robust to the change in the indicator for the year of the fertility decline (see columns 1-4 of Table 3 ). The only change is that the implied estimate for α edges slightly higher, and in some cases rises significantly above 1/3. Still, it is never significantly different from 0.4 (see bottom of Table 3 for formal tests).
The second check consists of using an altogether different indicator for the year of the take-off, namely the "year of the industrial transition" (YIT). In most respects the results remain unaffected. The year of the take-off is highly significant (along with the "Solow controls"), and we also obtain similar results with respect to α, which is estimated around 0.4. However, the point estimate for the take-off declines, when the YIT indicator is used.
A possible explanation is that the regressions involve considerably fewer observations when YIT is used, compared with those involving YFD ad YFD2. Moreover, most of the countries that drop out are found among the currently poorest countries in the world thus limiting the variation in the data appreciably. To check this account we re-ran the regressions using YIT and YFD2 on the same sample. 19 Conditional on regional fixed effects and the "Solow term", we find À0.0059 for YIT (p-value of 0.007), which is insignificantly different from the result in column 6 of Table 3 , and À 0.0086 (p-value of 0.047) for YFD2, which is significantly different (at a 10% level of significance) from the result for YFD2 reported in column 2 of Table 3 . This suggests that the difference in results, when moving from YFD2 to YIT, probably is driven by the change in sample.
Overall, our baseline results are reasonably robust to the use of alternative indicators. In particular, the amount of the variation explained by the history augmented Solow model, the strong statistical significance of the year of the take-off, and the lowered estimate for the capital share all carry over with little or no qualifications to the use of YFD2 or YIT.
Confounders: additional controls for A τ
A lingering concern is that omitted variables might be affecting the significance of the year of the fertility transition in the regressions above. In theory our regression model involves the level of technological sophistication at the time of the take-off, A τ , which we cannot measure directly. Some of this unobserved variation is likely picked up by our regional fixed effects, but this naturally leaves out unobserved variation in A τ within regions. 17 In the theory developed by Strulik and Weisdorf (2008) it is demonstrated that the fertility decline is associated with rapid growth in relative employment in industry during the take-off. 18 Complementary explanations include the lowered relative importance of subsistence consumption in the aftermath of the take-off (Strulik, 2010) and that the development process instigates rising patience, which elevates savings (Strulik, 2012) . 19 We use YFD2 because it allows for the maximum common sample, N ¼45. Naturally, this involves the "non-oil" sample.
In brief the concern is then the following. If we denote byÃ τ unobserved variation (within regions) in the pre-take off level of technology our OLS estimates for our parameter of main interest,β 1 can be written aŝ
The condition covðYFD;Ã τ Þ ¼ 0 will be violated if early transition countries are characterized by either a higher or lower level of A, at the time of the transition, than countries that underwent the transition at a later date. There is nothing in the theory developed by Galor and Weil (2000) to suggest that this is what one would expect. In fact, the theory predicts that the transition can occur at very different levels of productivity. From this perspective the orthogonality condition seems plausible. Similarly, one can argue in favor of orthogonality between A τ on the one hand and log(s) and log ðn þ δ þ gÞ on the other (cf. Mankiw et al., 1992, or Section 2 above). Nevertheless, at this stage the orthogonality condition amounts to an assumption, which seems worth testing to the greatest extent possible.
Since we cannot measure A τ directly we have to take an indirect route, which involves a two-pronged strategy. First, we control for outcomes that might be correlated with A τ : primary school enrollment rates in 1900, and GDP per capita in 1900. The motivation for the former control is simple: If education is important for technological change (either via adoption or innovation), early levels of education might be a marker for the initial level of technology. 20 The main problem with this control is that unified growth theory predicts that the fertility transition unleashes a process of human capital accumulation (the quantity-quality trade-off is triggered), which stimulates growth and technological change. If we control for post-take off human capital then the year of the fertility transition should turn insignificant, which makes the proposed robustness check hard to interpret. We return to this issue in the context of the results below, and at greater length in Section 3.4. The motivation for the use of GDP per capita in 1900 is that technology enters the production function for which reason GDP per capita in 1900 could act as a stand-in for early technology. 21 The second strategy is to control for fundamental determinants of productivity: institutions, culture and geography (Acemoglu, 2009, Chapter 4) . If these factors influence productivity, they might well have helped shape A τ making them relevant indirect controls for A τ . Moreover, they might also have worked to influence the timing of the fertility transition, as argued in several recent papers (Andersen et al., 2010; Basso and Cuberes, 2013) .
In controlling for institutions we employ direct measurement of executive constraints in 1900, as well as possible historical controls for the development of institutions: population density in 1500, fraction of population speaking a European language as well as a full set of legal origins dummies (Acemoglu et al., 2001 (Acemoglu et al., , 2002 Hall and Jones, 1999;  Caldwell and Caldwell (2001) , whereas YIT is the year of the industrial transition from Bentzen et al. (2013) . (iv) Columns 1-2, 5-6 estimate the model in the non-oil sample, columns 3-4, 7-8 also exclude small countries. nnn, nn, n indicates significance at 1, 5, and 10 percent, respectively. 20 In early states of development primary schooling might be highly important for technology diffusion along the intensive margin. That is, technology usage lags might be shorter (Comin et al., 2008) in societies where the citizen's have at least basic education. In addition, primary school enrolment rates might well be highly correlated with secondary and tertiary enrolment rates. Observe also that Murtin (2013) documents a clear link between fertility and schooling over the period 1870-2000; in accordance with unified growth theory, Murtin finds that changes in schooling are negatively correlated with changes in fertility during this period. 21 But it might not; in a Malthusian steady state environment A and GDP per capita are uncorrelated (e.g., Ashraf and Galor, 2011; Dalgaard and Strulik, 2013 ). Glaeser and Shleifer, 2002) . 22 In controlling for "culture" we deploy three sets of determinants: religious affiliations (see e.g., Barro and McCleary, 2003) , ethno-linguistic fractionalization (e.g., Devleeschauwer et al., 2003; Michalopoulos, 2012) , and finally the genetic distance between country citizens and the population in the UK anno 1500. The latter control is inspired by Spolaore and Wacziarg (2009) and might be interpreted as capturing cultural distance between individual countries and the population that saw the first industrial revolution. Finally, our geography controls are distance to the equator (absolute latitude), tropical area and distance to coast or river, in addition to a full set of regional fixed effects (e.g., Hall and Jones, 1999; Gallup and Sachs, 2000; Rappaport and Sachs, 2003) . Data sources are given in the Appendix. Table 4 reports our results. In columns 1 and 3 we check for the impact on the point estimate of interest from including early education and income alongside the "standard" controls. As seen, this does seem to leave an imprint in the point estimate for YFD, which could be a sign of omitted variable bias. Another possibility, however, is that enrollment and GDP per capita in 1900 represent an outcome from the fertility transition, as discussed above.
A simple way to check which of the two possibilities is the viable one consists in focusing on countries in which the fertility transition had yet to occur as of 1900. As it turns out, in the sample underlying column 1 only two countries experienced the transition before 1900, implying GDP per capita in 1900 might have been affected by the fertility transition: Sweden and Uruguay. In column 2 we therefore omit these two countries, after which the point estimate rises (in absolute value) to a level reasonably comparable to that reported in Table 2 (see Table 4 , column 2). Similarly, in the (slightly larger) sample involving primary school enrolment rates, the list of pre-1900 take-off countries is Hungary, Sweden and Uruguay. Column 4 omits them, which also produces a numerically greater point estimate for YFD. In general, these results seem to provide some credence to the orthogonality condition discussed above. 23 The remaining columns of Table 4 report the results from the "fundamental determinants″check. In some cases the added controls appear significant (individually or collectively), yet they seem to have little influence on the coefficient for YFD. This suggests that while early institutions might have impacted on the level of technological sophistication, the orthogonality between the level of technology and the timing of the transition ensures consistent OLS estimates. 24 In other cases the controls turn out insignificant. That should not be taken as evidence of "lack of importance". Rather, it suggests that the variables in question likely have impacted on contemporary economic development through one or more proximate sources of income: the year of the take-off, or post take-off investment and fertility. 25
The fertility transition and current labor productivity: exploring the channels of influence
In the regressions above we did not control for current human capital. The reason is that human capital accumulation, in theory, is the key mechanism by which the fertility decline influences contemporary income. If true, it follows that once contemporary human capital levels are included in the regression, the impact from the fertility decline should evaporate.
To see the connection more clearly, suppose the evolution of average years of schooling in the labor force is described by the following linear first order differential equation (Aghion and Howitt, 2008, Chapter 13) :
s is change in years of schooling, u is the fraction of time spent per year accumulating skills, and μsðtÞ is the loss of schooling years originating from people exiting the labor force. 26 For simplicity u and μ are treated as constants. The solution to this differential equation, assuming sðτÞ ¼ 0, is
Accordingly, the level of schooling at some point in time t, the year 2000) depends on how much time is invested on net per period (u=μ), but also on the calendar date at which investments commenced, τ.
22 Why not use measures of contemporary institutions? The reason is that institutional quality likely is determined by human capital (at least in part), which in theory is determined by the timing of the fertility decline as noted above (see for instance, Glaeser and Saks (2006) who document that human capital accumulation has worked to lower corruption in the US and, more generally, Glaeser et al. (2004) ). Consequently, adding measures of contemporary institutions would not allow for a discriminatory test since these (in part) are an outcome from a process which may have begun with the fertility transition. 23 If we employ YFD2, the list of pre-1900 transition countries grows: Belgium, France, United Kingdom, Iceland, Netherlands, New Zealand and Ireland.
Nevertheless, all results in Table 4 carry over to this alternative indicator. The point estimate for YFD2 is around À 0.01 in all specifications, with all countries included. If we then drop the pre-demographic transition countries we once again see an increase in economic significance for YFD2. In the regression involving GDP per capita 1900 we obtain À0:012, t ¼ 2:32; in the human capital setting the point estimate is À .013, t¼2.46. These results are available upon request. We have also explored an alternative data source for human capital (average years of schooling), which recently has been compiled by Morrison and Murtin (2009) . The basic results are very similar. A difference is, however, that when we use the YFD indicator both human capital and YFD turn insignificant; this is true whether we omit countries that went through the fertility decline before 1900 or not. When we use YFD2 as take-off indicator along side Morrison and Murtin (2009) 's data for human capital, only YFD2 remains significant. This is true whether or not we exclude countries that observed a fertility decline before 1900, albeit the economic significance of the transition year is increased if we exclude countries that experienced the fertility transition in the 19th century. 24 The significance of institutions in the regression is consistent with the analysis in Eicher et al. (2006) , which establishes empirically a causal impact of institutions on productivity, conditional on the Mankiw et al. set of controls, that is, institutions seem to raise productivity chiefly via A. 25 A case in point would be genetic distance to the UK. Basso and Cuberes (2013) document that a greater distance to the US leads to a delayed fertility decline, which (as shown above) leads to lower GDP per worker today. 26 See also e.g., Tamura (2006) for an explicit treatment of the intergenerational accumulation of human capital.
The influence from the latter is intuitive: even at a 100% enrollment rate, average years of schooling will only gradually rise when well educated cohorts replace less well educated ones. For investments given, average years of schooling must be in partdetermined by the time at which such investments started being undertaken. Now, according to the bulk of the literature on growth in the long run, the year of the fertility decline should be a good marker for the time at which human capital investments start being made in earnest; a good proxy for τ in other words (e.g., Galor and Weil, 2000; Lucas, 2002) . As a result, the fertility transition should matter to current labor productivity via its impact on current human capital.
Of course, the influence from human capital on growth may involve multiple channels. The influence could be direct, as in Lucas (1988) . Alternatively, or in addition, it could influence growth via faster technology adoption, as in e.g., Nelson and Phelps (1966) . Moreover, one may hypothesize that a higher level of schooling in the population at large gradually works to improve institutional quality (e.g., Glaeser et al., 2004) . Hence, for any of these reasons one would expect that current human capital levels should appear as a determinant of contemporary labor productivity. If the fertility transition is influencing productivity via human capital, its significance should diminish once current human capital is controlled for in the regression. 27 In order to assess whether this is the case or not, we invoke three measures of outcomes from (past and present) "quality investments": Average years of schooling in the population (+15) in 2000; the average IQ score in the population, and life expectancy at birth in 2000. The results from re-estimating our baseline modelhuman capital augmentedare reported in Table 5. All three "child quality variables" are highly significant correlates with GDP per worker, as expected. However, whereas average years of schooling and IQ scores eliminate the influence from the fertility transition (columns 2 and 4) the same is not true for life expectancy (column 1). As can be seen from columns 3 and 5, years of schooling and IQ render the fertility transition insignificant mainly due to a marked reduction in the point estimate on the latter; the coefficient associated with the fertility decline is reduced by 2/3 or more when either the schooling variable or IQ is introduced. These results are consistent with the main prediction of unified growth theory: the differential timing of the fertility transition is a strong determinant of current income differences due to its influence on the path of human capital accumulation, which in turns stimulates growth in multiple ways.
At the same time, some of the results in columns 2-4 appear problematic. Specifically, as seen from column 2, the estimated return to schooling is large: about 20%. This return estimate is much too large to be attributed to the direct impact of schooling on individual-level productivity; in practise, micro estimates are typically "only" about 10% (e.g., Caselli, 2005 ). An interpretation of this result is that the estimates from Table 5 convolute the direct effect of human capital on productivity (which is what micro studies estimate) and the indirect effects, via innovation. Such indirect effects may either result from the production of new ideas, as emphasized in the R&D growth literature (e.g., Romer, 1990; Aghion and Howitt, 1992) , or be the consequence of more rapid technology adoption (e.g., Nelson and Phelps, 1966; Benhabib and Spiegel, 2005) .
In order to check the viability of this explanation for the elevated return estimate, we introduce the R&D investment rate. If indeed the large return on skills (recovered above) is attributable to the indirect effects of human capital on technology innovation or adoption, we expect to see it decline if the R&D investment rate is introduced, as the latter should pick up the innovation channel.
As seen from column 6, when R&D investment (as a fraction of GDP) is added to the model the estimated return on schooling shrinks to about 10%. To isolate the pure effect of introducing R&D investments we also provide the results from estimating the model without R&D, but in the same sample (column 7); in this setting the estimated return is considerably higher at 15%, as expected. Interestingly, however, the estimate for IQ does not change much; when the average IQ score increases by 1 it is associated with an increase in labor productivity of about 4% whether we control for R&D or not.
Overall, the results from Table 5 paint a coherent picture. Early transition countries managed to start accumulating human capital sooner than late take-off countries. The resulting human capital divergence instigated divergence in livings standards. Hence, while the timing of the fertility decline is a determinant of contemporary comparative development, its effect is operating through human capital and ideas; the more proximate sources of growth.
Finally, one may observe that the above results are fully consistent with the various augmentations of the Solow model that have been proposed (Mankiw et al., 1992; Ram, 2007; Knowles and Owen, 1995; Nunneman and Vanhout, 1996) . Yet it adds one important additional piece of information. Namely, that the origin of observed differences in these additional "capital stocks" (be it schooling, IQ, life expectancy or technological "ideas") is found in the differential timing of the take-off to sustained growth, which is connected to the onset of the fertility transition.
Concluding remarks
It is well known that the standard Solow model falls short of accounting for cross-country income differences. Moreover, the human capital augmentation proposed by Mankiw et al. (1992) yields estimation results that seem to ask too much from human capital in fostering economic development (Acemoglu (2009, Chapter 3) ). In response to these difficulties some researchers have left behind the structural foundations offered by the neoclassical growth model, in the context of empirical research.
In the present study we propose a "history augmentation" of the Solow model, which opens the possibility of reintroducing a structural framework capturing central proximate sources of comparative economic development. This augmentation is theoretically grounded in both Neoclassical Growth Theory and the more recent Unified Growth Theory.
The empirical model that we derive implies that observed cross-country differences in labor productivity are broadly attributable to differences in (post take-off) investment rates, and to differences in the year of the take-off, as measured by the year of the fertility transition. The latter is key, according to Unified Growth Theory, as the fertility transition should unleash a process of human capital accumulation, which impacts on growth directly and indirectly via technological change.
We find strong support for this History Augmented Solow model, which can account for about 2/3 of global labor productivity differences. The estimated impact from capital investments are in line with ex ante expectations based on the 27 As noted in the introduction, the fertility decline also influences post-transition growth via reduced capital dilution; with (gradually) slower population growth the capital-labor ratio is increased. Notice, however, that the regressions above already control for this channel, as the specification includes a control for the rate of labor force growthpost transition, proxied by labor force growth 1960-2000. The significance of the timing of the fertility transition can therefore not be attributed to reduced capital dilution, leaving only the human capital channel. neoclassical theory of the distribution of factor income. As predicted by Unified Growth Theory, each year the fertility transition is delayed works to lower current GDP per worker, conditional on post take-off investment rates. Our estimates put the quantitative cost of a one year delay at about 2%; roughly the trend growth rate of the global income frontier. Since there is considerable variation in the year of the fertility transition (the standard deviation across countries is about 30 years) this "transition channel" appears economically important in accounting for current income differences.
The results are robust to the inclusion of a range of controls capturing fundamental determinants of productivity; differences in geographic circumstances as well as in formal and informal institutions. Yet once we control for the proximate channels through which the timing of the fertility transition should influence contemporary income, current levels of human capital and technological ideas, the influence from the fertility transition turns insignificant, as Unified Growth Theory predicts. At the same time, the link between human capital and R&D on the one hand, and GDP per worker on the other, is not out of line with reasonable priors.
We believe these results could form the motivation for further research in a several directions. First, more work seems to be needed in advancing our understanding of the diffusion of the fertility transition around the world. Currently a number of theories compete and complement each other in explaining this process, but the empirical evidence is more scarce. To see how new knowledge on this topic could be useful, suppose a big part of the influence from "geography" on current income disparities are caused by the differential timing of the fertility transition; "bad" geography has worked to delay the transition. Suppose, moreover, that the fertility transition largely has occurred worldwide by now. Then country-level interventions directed towards these geographic adversities are unlikely to hold much of an impact on growth, going forward, despite the fact that they have been a root cause of diverging income levels historically. Hence, from a policy perspective further work on this topic is likely to bring useful insights.
Second, it should be recognized that our empirical analysis does not necessarily identify causal links as it is solely based on OLS estimations. Still, the identifying assumptions for the estimates to be unbiased can be explicitly stated, as we have done, and thus potentially be subjected to independent tests. With a clearer empirical understanding of the driving forces behind the fertility transition, such checks become viable. Moreover, with further knowledge on the diffusion of the fertility transition better estimates of the impact from this fundamental transition on current income would be attainable. logðŷðtÞÞ≈logðŷ n Þ Á ð1Àe ÀλðtÀτÞ Þ þ e ÀλðtÀτÞ logðŷðτÞÞ: ðB:5Þ
Now consider income per worker defined as y≡Y=L ¼ Aŷ. Let g y denote the average growth rate of y between time t and τ and gŷ the respective average growth rate ofŷ. Then from log-differentiating y:
Inserting logðŷðtÞÞ from (B.5) this can be written as g y ≈g þ 1Àe ÀλðtÀτÞ tÀτ logŷ n À Á Àlogŷ τ ð Þ À Á À Á : ðB:6Þ
From this follows for sufficiently large tÀτ the approximation (3) in the main text. Finally note that (B.6) can equivalently be written as g y ðtÀτÞ ¼ gðtÀτÞ ¼ log½ŷ n =ŷðτÞ that is e ðg y ÀgÞðtÀτÞ ¼ŷ n =ŷðτÞ.
This information can be used to rewrite the growth equation for income per capita:
yðtÞ ¼ yðτÞe g y ðtÀτÞ ¼ AðτÞŷðτÞe g y ðtÀτÞ ¼ AðτÞŷ n e gðtÀτÞ :
Insertingŷ n from (B.3) provides (4) in the main text and taking logs provides (5) in the main text.
