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TOMOGRAPHY OF SMALL RESIDUAL STRESSES
VLADIMIR SHARAFUTDINOV AND JENN-NAN WANG
Abstract. We study the inverse problem of determining the residual stress in Man’s
model using tomographic data. Theoretically, the tomographic data are obtained at the
zero approximation of geometrical optics for Man’s residual stress model. For compres-
sional waves, the inverse problem is equivalent to the problem of inverting the longitu-
dinal ray transform of a symmetric tensor field. For shear waves, the inverse problem,
after the linearization, leads to another integral geometry operator which is called the
mixed ray transform. Under some restrictions on coefficients, we are able to prove the
uniqueness results in these two cases.
1. Introduction
Residual stresses are the stresses existing within an elastic body in the absence of
external loads. They can be caused, for example, by heat treatment. The (Cauchy)
residual stress tensor R˜ is symmetric, R˜ij = R˜ji, satisfies the equilibrium equation
divR˜ = 0 in M (1.1)
and the traction-free boundary condition
R˜N = 0 on ∂M, (1.2)
where M ⊂ R3 is the domain occupied by an elastic body and N is the normal to
the boundary ∂M . Uncontrolled residual stresses are often detrimental to the life of
a structural component. Nevertheless, in some cases, residual stresses are introduced on
purpose to make materials or structures more resistant to damage, for example, toughened
glass. It is therefore desirable to design reliable methods to determine the residual stress
in a body. Besides its practical value, the determination of residual stresses gives rise
to many challenging mathematical questions as well. Based on different model equations
for the residual stress and using different types of measurements, several versions of the
inverse problem of unique determination of the residual stress were studied in [HU], [Ho],
[IWY1], [IWY2], [IMN], [Ra] (see also [Ro1], [Ro2] for related results).
In this paper, we study the problem of recovering the residual stress tensor from the
viewpoint of tensor tomography. To this end, we consider the time-stationary elastic
system with residual stress that is assumed to be comparable with the inverse of the
frequency. To be more precise, we set R˜ = R/ω, where ω ∈ R is the (angular) frequency
of an elastic wave. In what follows, we refer to R as the residual stress tensor again
although its physical dimension is time·stress = time·force/area. The time-stationary
elastic wave equation is
divσ + ω2ρu = 0, (1.3)
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where u is the displacement vector, ρ > 0 is the density and σ is the first Piola-Kirchhoff
stress tensor. In view of Man’s model [Ma], the first Piola-Kirchhoff stress tensor is
expressed through the displacement vector by the equation
σ = λ(tr ε)I + 2µε+
1
ω
[
R +∇u ·R
+ ν1(tr ε)(trR)I + ν2(trR)ε+ ν3
(
(tr ε)R+ (tr εR)I
)
+ ν4(εR+Rε)
]
,
(1.4)
where ε is the infinitesimal strain tensor, λ and µ are Lame´’s parameters, and ν1, . . . , ν4
are Man’s parameters. Ignoring the term with 1/ω in (1.4), we obtain the standard
Hooke’s law
σ = λ(tr ε)I + 2µε. (1.5)
We refer to (1.5) as the background isotropic medium for (1.4), while (1.4) is called the
quasi-isotropic perturbation of the medium (1.5) caused by the residual stress tensor R.
Here, the term “quasi-isotropic” is used to emphasize that the perturbation smallness
parameter 1/ω coincides with the reciprocal of the frequency. The concept of the quasi-
isotropic approximation or quasi-isotropic media was first introduced by Kravtsov [Kr]
for the Maxwell equations (see also [KO]). This approximation is based on the method
of geometrical optics with rays generated by the background isotropic medium. Its gen-
eralization to elastic waves is presented in [Sh, Ch. 7].
Similar to the method used in [Sh] for a general anisotropic perturbation of an isotropic
elastic medium, we start with applying the classical ray method to (1.3) with the stress
tensor given by (1.4). We restrict ourselves to considering the zero approximation of
geometrical optics. As compared with the classical case of isotropic media, our formulas
for the zero approximation have two distinct features. First, an additional factor appears
in the formula for the amplitude of a compressional wave to describe the accumulation of
the wave phase along a ray due to the residual stress. Second, the Rytov law for shear
waves has got an additional term depending linearly on the residual stress. The inverse
problem we study in this work is to determine the residual stress from the results of
registration of the compressional or shear waves on the boundary of the medium under
investigation. For compressional waves, the inverse problem is equivalent to the problem
of inverting the longitudinal ray transform of a symmetric tensor field. For shear waves,
the inverse problem, after the linearization, leads to another integral geometry operator
that is called the mixed ray transform.
The paper is organized as follows. In Section 2, we discuss the quasi-isotropic approxi-
mation for Man’s model of residual stress. For compressional waves, we derive the formula
for the amplitude; while for shear waves, we obtain the Rytov law. All the content of
Section 2 is actually some modification of the corresponding arguments from [Sh, Section
7.1]. We have chosen the following compromise presentation style in Section 2: all details
are presented for compressional waves while our arguments for shear waves are condensed
as far as possible. In Section 3, we investigate the inverse problem of determining the
residual stress from measurements of compressional waves on the boundary. The inverse
problem of determining the residual stress using shear waves is discussed in Section 4.
2. Quasi-isotropic approximation for residual stresses
In this section, we derive the quasi-isotropic approximation for the residual stress model
(1.4) in detail. We first write (1.4) in the form
σ = λ(tr ε)I + 2µε+
1
ω
(R +∇u · R + cε), (2.1)
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where c = c(R) is a fourth rank tensor depending linearly on R. To write down the
dependence explicitly, we reproduce (1.4) and (2.1) in Cartesian coordinates
σjk = λεppδjk + 2µεjk +
1
ω
(
Rjk +∇jup · Rpk
+ ν1Rppεqqδjk + ν2Rppεjk + ν3(εppRjk + εpqRqpδjk) + ν4(εjpRpk +Rjpεpk)
) (2.2)
and
σjk = λεppδjk + 2µεjk +
1
ω
(Rjk +∇jup ·Rpk + cjklmεlm). (2.3)
Comparing these two formulas, we deduce
cjklm = ν1Rppδjkδlm +
ν2
2
Rpp(δjlδkm + δjmδkl)
+ν3(Rjkδlm +Rlmδjk) +
ν4
2
(Rjlδkm +Rjmδkl +Rklδjm +Rkmδjl).
(2.4)
Since we are going to use curvilinear coordinates, we rewrite (2.4) and (2.3) in the
covariant form
cjklm = ν1(trER)gjkglm +
ν2
2
(trER)(gjlgkm + gjmgkl)
+ν3(Rjkglm +Rlmgjk) +
ν4
2
(Rjlgkm +Rjmgkl +Rklgjm +Rkmgjl),
(2.5)
σjk = λε
p
pgjk + 2µεjk +
1
ω
(Rjk + u
p
;jRpk + cjklmε
lm). (2.6)
Here (gjk) is the Euclidean metric tensor such that |dx|2E = gjkdxjdxk, (trER) = gjkRjk,
εlm = gjlgkmεjk, and ε
m
m = g
lmεlm. Recall that εlm = (ul;m + um; l)/2, ul = glku
k,
ul;m =
∂ul
∂xm
− Γklmuk and ul;m =
∂ul
∂xm
+ Γlkmu
k,
where Γlkm are the Christoffel symbol given by
Γlkm =
1
2
glj
(∂gkj
∂xm
+
∂gmj
∂xk
− ∂gkm
∂xj
)
.
In curvilinear coordinates, (1.3) is expressed as
σjk;
k + ω2ρuj = 0, (2.7)
where σjk;
l = glmσjk;m and
σjk;m =
∂σjk
∂xm
− Γljmσlk − Γlkmσlj .
It is clear that the tensor c possesses the symmetries
cjklm = ckjlm = cjkml = clmjk (2.8)
as follows from (2.5). The equilibrium equation (1.1) is now written as
Rjk ;
k = 0. (2.9)
We consider propagation of small elastic waves in a medium described by (2.7) with
the constitutive law (2.6). We reproduce some arguments of book [Sh]. The method of
geometrical optics consists of representing a solution to the system by the asymptotic
series
uj = e
iωτ
∞∑
m=0
m
uj
(iω)m
, εjk = e
iωτ
∞∑
m=−1
m
εjk
(iω)m
, σjk = e
iωτ
∞∑
m=−1
m
σjk
(iω)m
,
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where τ = τ(x) is a real function (eikonal). We insert the series into the equations under
consideration, implement differentiations and equate the coefficients at the same powers
of the frequency ω on the left- and right-hand sides of the so-obtained equalities. In such
a way we arrive at the infinite system of equations
m
εjk =
1
2
(
m
uj; k +
m
uk; j +
m+1
u j τ; k +
m+1
u k τ; j
)
(m = −1, 0, · · · ), (2.10)
m
σjk;
k +
m+1
σ jk τ;
k − ρm+2u j = 0 (m = −2,−1, · · · ), (2.11)
−1
σjk = λ
−1
ε ppgjk + 2µ
−1
ε jk, (2.12)
m
σjk = λ
m
εppgjk + 2µ
m
εjk + i(τ; jRkp
m
up +Rkp
m−1
u p; j + cjkpq
m−1
ε pq) (m = 0, 2, 3, ...), (2.13)
1
σjk = λ
1
εppgjk + 2µ
1
εjk + i(Rjk + τ; jRkp
1
up + Rkp
0
up; j + cjkpq
0
εpq), (2.14)
where it is assumed that
−1
u=
−2
ε=
−2
σ= 0. Observe that
−1
σ is a symmetric tensor while
m
σ (m ≥ 0) is not symmetric. Putting m = −1 in (2.10) and m = −2 in (2.11), we have
−1
ε jk=
1
2
(
0
ujτ; k +
0
ukτ; j
)
(2.15)
and
−1
σ jk τ;
k − ρ 0uj= 0. (2.16)
Observe that the residual stress does not participate in (2.12), (2.15), and (2.16). This
means that geometry of rays is the same for the background isotropic medium (1.5) and
quasi-isotropic medium (1.4). As well known (see, for example, [Sh, p. 702]), (2.12) and
(2.15)–(2.16) imply that τ satisfies the eikonal equation
|∇τ |2 = n2,
where
n2 = n2p =
ρ
λ+ 2µ
or n2 = n2s =
ρ
µ
.
Next, we calculate the (complex) amplitude Ap of a compressional wave by repeating
arguments of [Sh, Section 7.1.3]. Recall that the amplitude Ap is defined by
0
u =
λ+ 2µ
ρ
〈0u,∇τ〉∇τ = Ap ∇τ|∇τ | .
We fix a solution τ to the eikonal equation with n = np and introduce ray coordinates
in a neighborhood of a ray, i.e., curvilinear coordinates x1, x2, x3 such that x3 = τ and
the coordinates surfaces x3 = x30 are orthogonal to the coordinates lines x
1 = x10, x
2 = x20
that are geodesics of the metric ds2 = n2gjkdx
jdxk. In such coordinates
−1
σαβ = λngαβAp,
−1
σα3 = 0,
−1
σ33 = (λ+ 2µ)n
−1Ap (2.17)
(see [Sh, formulas (7.1.23)]). Here Greek indices assume the values 1,2. Likewise, we can
get that
0
εαβ=
1
2
(
0
uα; β +
0
uβ; α
)
,
0
ε33=
0
u3; 3 +
1
u3, (2.18)
0
σ33 = λn
−2gαβ
0
εαβ + (λ+ 2µ)
0
ε33 + i(nR33Ap + c33pq
−1
ε pq) (2.19)
−1
σ 3k;
k + n2
0
σ33 −ρ 1u3= 0. (2.20)
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Formulas (7.1.27)-(7.1.29) of [Sh] remain unchanged, i.e.,
0
uα ; β =
1
2
n
∂gαβ
∂τ
Ap,
0
u3 ; 3 = n
−1∂Ap
∂τ
,
−1
σ3α ; β = µn
∂gαβ
∂τ
Ap,
−1
σ33 ; 3 = (λ+ 2µ)n
−1∂Ap
∂τ
+
[
n−1
∂(λ + 2µ)
∂τ
+ (λ+ 2µ)n−2
∂n
∂τ
]
Ap,
(2.21)
−1
σ3k ;
k = (λ+ 2µ)n
∂Ap
∂τ
+
(
µngαβ
∂gαβ
∂τ
+ n
∂(λ + 2µ)
∂τ
+ (λ+ 2µ)
∂n
∂τ
)
Ap, (2.22)
0
εαβ=
1
2
n
∂gαβ
∂τ
Ap,
0
ε33= n
−1∂Ap
∂τ
+
1
u3 . (2.23)
Using (2.23) in (2.19) implies
0
σ33 = (λ+ 2µ)n
−1∂Ap
∂τ
+
1
2
λn−1gαβ
∂gαβ
∂τ
Ap + (λ+ 2µ)
1
u3 + i(nR33Ap + c33pq
−1
ε pq).
Inserting this value for
0
σ33 and value (2.22) for
−1
σ3k ;
k into (2.20), we arrive at the relation
2(λ+ 2µ)n
∂Ap
∂τ
+
[
1
2
(λ+ 2µ)ngαβ
∂gαβ
∂τ
+ n
∂(λ + 2µ)
∂τ
+ (λ+ 2µ)
∂n
∂τ
]
Ap
+[(λ+ 2µ)n2 − ρ]1u3 + i(n3R33Ap + n2c33pq−1ε pq) = 0.
In view of n2 = ρ/(λ + 2µ), the coefficient at
1
u3 in this formula is equal to zero. Thus,
inserting into the last formula the expressions
−1
ε αβ =
−1
ε α3 = 0,
−1
ε 33 = n3Ap
that follows from (7.1.11), (5.1.20) and (7.1.22) of [Sh], we arrive at the equation for the
amplitude Ap
∂Ap
∂τ
+
(
gαβ
4
∂gαβ
∂τ
+
1
2(λ+2µ)
∂(λ+2µ)
∂τ
+
1
2n
∂n
∂τ
+
in2
λ+2µ
R33 +
in4
2(λ+2µ)
c3333
)
Ap = 0.
Using notation (5.1.22) and formula (5.1.23) of [Sh], we write this in the form
∂
∂τ
[
ln
(
ApJ
1/2n1/2(λ+ 2µ)1/2
)]
= −i n
2
λ+ 2µ
R33 − i n
4
2(λ+ 2µ)
c3333,
which, together with n2 = n2p, gives
∂
∂τ
[
ln
(
Ap
√
Jρvp
)]
= − i
ρv4p
R33 − i
2ρv6p
c3333,
where J is the geometrical spreading (see [Sh, (5.1.22)]) and vp = 1/np is the velocity of
compressional waves. This implies the following analogous of [Sh, formula (7.1.32)]:
Ap =
C√
Jρvp
exp

−i
∫
γ
1
ρv4p
Rjkγ˙
j γ˙k dτ − i
∫
γ
1
2ρv6p
cjklmγ˙
jγ˙kγ˙lγ˙m dτ

 , (2.24)
where γ˙j = dγj/dτ and C is a constant for a given ray γ.
Next, we express the second integrand through R. Since γ(τ) is a geodesic of the
Riemannian metric |dx|2p = v−2p |dx|2E, it satisfies
gjkγ˙
jγ˙k = |γ˙|2E = v2p |γ˙|2p = v2p
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under the assumption that γ is parameterized by the τ -length, i.e., |γ˙|2p = 1. Taking this
into account, we obtain from (2.5)
cjklmγ˙
jγ˙kγ˙lγ˙m = v2p
(
2(ν3 + ν4)Rjkγ˙
jγ˙k + v2p(ν1 + ν2)trE R
)
. (2.25)
Here trE R is the trace of R with respect to the Euclidean metric (gjk), i.e., trE R = g
jkRjk.
Since γ is a geodesic of the Riemannian metric hjk = v
−2
p gjk, it is more natural to use the
Riemannian trace trR = hjkRjk = v
2
p trE R. Thus, (2.25) takes the form
cjklmγ˙
jγ˙kγ˙lγ˙m = v2p
(
2(ν3 + ν4)Rjkγ˙
jγ˙k + (ν1 + ν2)trR
)
. (2.26)
Substituting this value into (2.24), we obtain the final formula for the amplitude of the
compressional wave
Ap =
C√
Jρvp
exp

−i
∫
γ
1
ρv4p
(
(1 + ν3 + ν4)Rjkγ˙
j γ˙k +
1
2
(ν1 + ν2)trR
)
dτ

 . (2.27)
The physical meaning of the formula is as follows: the residual stress R distorts the phase
of the compressional wave.
Finally, we consider propagation of shear waves by repeating arguments of Sections
7.1.4 and 7.1.5 of [Sh]. It can be easily checked that the residual stress R does not change
equations (7.1.43) of [Sh]. Therefore the same formula As = C/
√
Jρvs is valid for the
amplitude of the shear wave as for the background isotropic medium where vs = 1/ns
is the velocity of shear waves. Moreover, Rytov’s law in [Sh, formula (7.1.51)] does not
change either. We reproduce the formula here(
Dη
dτ
)
j
= −i 1
4ρv6s
(δqj − γ˙jγ˙q)cqklmγ˙kγ˙mηl, (2.28)
where η is the polarization vector defined by
0
uj = Asn
−1
s ηj . Here D/dτ = γ˙
j∇j with
the covariant derivative taken with respect to the Riemannian metric dτ 2 = v−2s |dx|2E =
hjkdx
jdxk and indices are raised with the help of the same metric, i.e., γ˙k = hjkγ˙j and
ηl = hjlηj .
3. The inverse problem for compressional waves
First of all we emphasize the following feature of our approach. While considering the
forward problem, we impose no boundary condition on the displacement vector u at the
boundary of the domain under consideration. Thus, we treat the problems as if the waves
propagate in an unbounded medium, and use the boundary only as a surface at which the
sources and detectors of oscillations are disposed. In fact, due to the reflection effects on
the boundary, the possibility of registration of information that is used below as the data
for inverse problems seems to be rather problematic. Here we will not settle this question
but only attract reader’s attention to the fact of its existence.
In contrast to the content of the last paragraph, the following remark gives the possibil-
ity of measuring the data for compressional waves regardless to any boundary condition.
There exists an alternative version of the geometrical optics method which is based on
the analysis of propagation of the wave front of a non-stationary elastic wave, see [CJ].
In this version, the integral participating on (2.27) appears as the first order perturbation
for the travel time of a compressional wave. More precisely, for a fixed geodesic γ of the
metric |dx|2p = v−2p |dx|2E between two boundary points, let T1/ω(γ) be the propagation
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time of the compressional wave along γ in the quasi-isotropic medium (1.4) and T0(γ) be
the corresponding travel time in the background isotropic medium (1.5). Then
T1/ω(γ)− T0(γ) = − 1
2ω
D(γ) + o(
1
ω
),
where
D(γ) =
∫
γ
1
ρv4p
(
(1 + ν3 + ν4)Rjkγ˙
j γ˙k +
1
2
(ν1 + ν2)trR
)
dτ (3.1)
is just the integral participating in (2.27). The corresponding result is obtained in [CJ]
in the case of a perturbation of the form
σjk = λεppδjk + 2µεjk +
1
ω
cjklmεlm.
By repeating arguments of [CJ], one easily sees that the result is true if the last formula
is replaced with (2.3). Thus, data (3.1) can be obtained by measuring travel times for
compressional waves. Let us consider an elastic wave initiated by a δ-kind source at the
initial point of γ which starts at the time t = 0. The wave will be a mixture of different
body and surface waves including secondary waves caused by reflections at the boundary.
Nevertheless, T1/ω(γ) is the first arrival time to the final point of γ since compressional
waves are the fastest elastic waves. In the simplest case of constant parameters λ, µ, and
ρ, T0(γ) is equal, up to a constant factor, to the Euclidean distance between the endpoints
of the straightline segment γ. So, the only problem is the sufficiently precise measurement
of the travel time T1/ω(γ).
Studying the inverse problem, we will first consider the case of constant coefficients
λ, µ, ρ, ν1, . . . , ν4 since this case is much easier than the general one and, most probably,
this case is of the most importance for applications.
For the inverse problems studied here, we assume the material parameters λ, µ, ρ,
ν1, . . . , ν4 to be given a priori and only the residual stress R to be unknown. In prac-
tice, some of these parameters are also unknowns to be determined. Therefore the inverse
problem of recovering residual stresses, when some of material parameters λ, µ, ρ, ν1, . . . , ν4
are also unknowns to be recovered, is also worth of investigation. But this new inverse
problem is much harder because it is a nonlinear problem.
3.1. The case of constant coefficients. Let the medium under consideration be con-
tained in a bounded convex domain M ⊂ R3 with smooth boundary ∂M and let each of
the material parameters λ, µ, ρ, ν1, . . . , ν4 be constant. In this case, the Riemannian met-
ric h = v−2p |dx|2E is a constant multiple of the Euclidean metric g = |dx|2E and geodesics
are intersections of straight lines with M . The equilibrium equation (2.9) means that R
is a solenoidal tensor field. We extend R to the whole of R3 by zero outside M . Then
the extended tensor field R is solenoidal on the whole of R3 in virtue of the boundary
condition (1.2).
We study the inverse problem of recovering the residual stress tensor field. To this
end, assume that we can dispose a source of compressional waves at every point of the
boundary ∂M and measure the phase of a compressional wave on the same surface ∂M . In
virtue of (2.27), our data are integrals (3.1) that are known for every line γ of R3. Initially
in (3.1), γ is parameterized by the arc length in the metric h, i.e., |γ˙|E = vp = const and
the trace is understood with respect to the metric h, i.e., trR = v2ptrER. After a simple
rescaling, we obtain the same formula (3.1), where now |γ˙|E = 1 and trR is replaced by
the Euclidean trace trER. From now on in this subsection, we use the Euclidean metric
only and write trR instead of trER.
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To get a well defined inverse problem, we have to impose some restrictions on the
material parameters. Indeed, if for example ν1 + ν2 = −2(1 + ν3 + ν4)/3, then the
integrand on (3.1) is identically equal to zero for R = g. Therefore, in this section, we
assume that
3(ν1 + ν2) + 2(1 + ν3 + ν4) 6= 0. (3.2)
The first term of the integrand on (3.1) is considered as the leading term. Therefore, in
this section, we also assume that
1 + ν3 + ν4 6= 0. (3.3)
Introducing the notations
f =
1 + ν3 + ν4
ρv4p
R, a =
ν1 + ν2
2(1 + ν3 + ν4)
(3.4)
(f is zero outside M), we write data (3.1) as
(I(f + a(tr f)g))(γ) =
∫
γ
(fjk + a(tr f)gjk)γ˙
jγ˙k dτ, (3.5)
where I is the (longitudinal) ray transform on R3 which is defined in Section 2.1 of [Sh].
Let us remind the theorem on decomposition of a tensor field into solenoidal and po-
tential parts (Theorem 2.6.3 of [Sh]): every symmetric tensor field u = (ujk) ∈ L2 on R3
can be uniquely represented as
u = u˜+ dv, δu˜ = 0,
where v is continuous outside M and satisfies v(x)→ 0 as |x| → ∞. Here the operators d
(inner derivative) and δ (divergence) are defined in local coordinates by formulas (dv)jk =
(∇jvk +∇kvj)/2 and (δu)j = gkl∇kujl respectively, ∇ being the covariant derivative with
respect to the Euclidean metric g. The summands u˜ and dv of the decomposition are
called the solenoidal and potential parts of the tensor field u respectively.
We now investigate the question of uniqueness of a solution to the inverse problem. Let
a solenoidal field f satisfy I(f + a(tr f)g) = 0, a = const. By Theorem 2.15.1 of [Sh], this
means that the solenoidal part of f + a(tr f)g is equal to zero. Since the solenoidal part
of f coincides with f , we obtain the equation
f + aS((tr f)g) = 0, (3.6)
where S(u) denotes the solenoidal part of a tensor field u. Recall that the Fourier trans-
form interweaves the operators S and T , where Tu stands for the tangential part of u,
see Section 2.6 of [Sh] for details. Applying the Fourier transform to the last equation,
we obtain
fˆ + a(tr fˆ)ε = 0, (3.7)
where the tensor field ε = T (g) is expressed in Cartesian coordinates by εjk(y) = δjk −
yjyk/|y|2, y being the variable in the Fourier space.
Applying the operator tr to equation (3.7), we obtain (1 + 2a)tr fˆ = 0. Thus, the
inequality 1 + 2a 6= 0 is the necessary and sufficient condition for the uniqueness of a
solution to the inverse problem. Recalling (3.4), we write the condition as
ν1 + ν2 + ν3 + ν4 6= −1. (3.8)
If (3.8) holds, equation (1 + 2a)tr fˆ = 0 gives tr fˆ = 0. Then (3.7) implies fˆ = 0 and
therefore f = 0.
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Under hypothesis (3.8), an explicit inversion formula for recovering a solenoidal tensor
field f from the data I(f+a(tr f)g) can be easily derived from the corresponding inversion
formula for I, see Theorem 2.12.2 of [Sh]. The corresponding stability estimate can be
also obtained on the base of the Plancherel formula for the ray transform, see Section
2.15 of [Sh]. Moreover, to recover a solenoidal f , we do not need to measure ray integrals
(I(f + a(tr f)g))(γ) for all lines γ of R3. Repeating arguments of [Sh2], we see that three
families of lines are sufficient for an effective reconstruction algorithm, each family consists
of all lines parallel to a coordinate plane.
If (3.8) does not hold, i.e., if ν1+ ν2+ ν3+ ν4 = −1, then the space of solenoidal tensor
fields f satisfying I(f +a(tr f)g) = 0 can be explicitly described. Indeed, in this case tr f
can be an arbitrary function and equation (3.6) gives f = S(αg) with an arbitrary scalar
function α.
3.2. The case of variable coefficients. Let againM ⊂ R3 be a closed bounded domain
with smooth boundary ∂M . Now the material parameters λ, µ, ρ, ν1, . . . , ν4 are assumed
to be known smooth functions of a point x ∈ M . Let vp =
√
(λ+ 2µ)/ρ be the velocity
of compressional waves. By g we denote the Euclidean metric and by h = v−2p g, the
Riemannian metric corresponding to compressional waves. Assume (M,h) to be a convex
non-trapping manifold (CNTM) in the sense of definition given in [Sh1]. The same defi-
nition is presented in Section 4.1 of [Sh] but the term “compact dissipative Riemannian
manifold” is used instead of CNTM.
We consider the inverse problem of recovering the residual stress tensor field. Our data
are integrals (3.1) that are known for every geodesic γ of the metric h with endpoints in
∂M . The geodesic is parameterized by the arc length in the metric h, i.e., |γ˙| = 1. By the
same arguments as above, we assume inequalities (3.2) and (3.3) to be valid everywhere
in M . On using the same notations (3.4), we write data (3.1) as
I(f + a(tr f)h) =
∫
γ
(fjk + a(tr f)hjk)γ˙
j γ˙k dτ, (3.9)
where I is the (longitudinal) ray transform on the CNTM (M,h) which is defined in
Section 4.2 of [Sh].
For a compact Riemannian manifold (M,h), the theorem on decomposition of a tensor
field into solenoidal and potential parts (Theorem 3.3.2 of [Sh]) is valid in the following
form: every symmetric tensor field u = (ujk) can be uniquely represented as
u = u˜+ dv, δu˜ = 0, v|∂M = 0
where the operators d (inner derivative) and δ (divergence) are defined in local coordinates
by the same formulas (dv)jk = (∇jvk+∇kvj)/2 and (δu)j = hkl∇kujl respectively, ∇ being
the covariant derivative with respect to the metric h.
According to Theorem 4.3.3 of [Sh], the solenoidal part of the tensor field f + a(tr f)h
can be uniquely recovered from data (3.9) under the assumption
k+(M,h) < 1/3, (3.10)
where k+(M,h) is some curvature characteristic of the CNTM (M,h). For the metric
h = v−2p g, condition (3.10) holds if the function vp is sufficiently C
2-close to a constant,
the degree of the closeness depends on the size of the domain M . For such a manifold,
the null-space of I consists of potential fields that can be represented in the form dv with
a covector field v satisfying the boundary condition v|∂M = 0.
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For variable coefficients, the main difficulty relates to the following circumstance: the
equilibrium condition (2.9) does not mean anymore that f is a solenoidal tensor field with
respect to the metric h. Indeed, (2.9) can be rewritten in terms of f as
δE(bf) = 0 with b =
ρv4p
1 + ν3 + ν4
, (3.11)
where δE is the divergence with respect to the Euclidean metric g. We are going to prove,
at least under some restrictions on the material parameters λ, µ, ρ, ν1, . . . , ν4, that a tensor
field f is uniquely determined by data (3.9) if it satisfies (3.11).
First of all we will rewrite equation (3.11) in terms of the divergence δf with respect to
the metric h. Denote c = v2p , then g = ch. On using standard formulas of tensor analysis,
one easily calculates
(δE(bf))j = bc
−1(δf)j + c
−1
(
fjk∇kb− 1
2
bc−1((tr f)∇jc− fjk∇kc)
)
,
where the covariant derivative and trace are understood with respect to the metric h.
Therefore (3.11) is equivalent to the equation
(δf)j + b
−1fjk∇kb+ 1
2
c−1fjk∇kc− 1
2
c−1(tr f)∇jc = 0.
Denoting
α = b−1∇b+ 1
2
c−1∇c, β = −1
2
c−1∇c, (3.12)
we write the equation in the coordinate free form
δf + fα + (tr f)β = 0. (3.13)
We now investigate the uniqueness question to the inverse problem. Let a tensor field
f be such that I(f + a(tr f)h) = 0. We assume that the Riemannian manifold (M,h) is
a CNTM and satisfies the curvature condition (3.10). Then, by Theorem 4.3.3 of [Sh],
f + a(tr f)h must be a potential field, i.e., there exists a covector field v on M satisfying
the boundary condition v|∂M = 0 such that
f + a(tr f)h = dv.
Taking the trace of both parts, we obtain
(1 + 3a)(tr f) = δv.
By (3.2), 1 + 3a does not vanish on M and we can write
tr f = (1 + 3a)−1δv, f = dv − a(1 + 3a)−1(δv)h.
Substituting these values into (3.13), we arrive at the boundary value problem on the
covector field v

(
a
1 + 3a
dδ − δd)v − (dv)α+ 1
1 + 3a
(δv)
(
aα− β + (1 + 3a)∇( a
1 + 3a
)
)
= 0,
v|∂M = 0.
(3.14)
We have thus proved
Proposition 3.1. Let a three-dimensional CNTM (M,h) satisfy the curvature condition
(3.10) and let a, α, and β be defined by (3.4) and (3.12). Every symmetric tensor field
f satisfying (3.13) can be uniquely recovered from data (3.9) if and only if the boundary
value problem (3.14) has no nontrivial solution.
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Equation (3.14) is rather complicated in the case of general coefficients a, α, and β. We
are going to investigate the boundary value problem in the case when the background
medium is sufficiently close to a homogeneous one, i.e., when a is close to a constant and
α and β are small. Even in this case, we need to impose some restrictions on a.
Let us first find a condition that guarantees ellipticity of the boundary value problem.
Proposition 3.2. The operator a
1+3a
dδ − δd is elliptic if and only if the inequality
|1 + a| < |1 + 3a| (3.15)
holds on the whole of M .
Proof. Recall that the principal symbols of the operators d and δ are
√−1iξ and
√−1jξ
respectively, where iξ is the symmetric multiplication by the covector ξ and jξ is the
contraction with ξ, see [Sh, Section 3.3] for details. Therefore the principal symbol of our
operator is
σ
( a
1 + 3a
dδ − δd
)
=
(
jξiξ − a
1 + 3a
iξjξ
)
.
By [Sh, Lemma 3.3.3], jξiξ =
1
2
(|ξ|2E+iξjξ) on covectors, where E is the identity operator.
Therefore
σ
( a
1 + 3a
dδ − δd
)
=
1
2
(|ξ|2E + κiξjξ) with κ = 1 + a
1 + 3a
. (3.16)
On the other hand, for a covector v,
〈(|ξ|2E + κiξjξ)v, v〉 = |ξ|2|v|2 + κ〈ξ, v〉2.
Hence, (3.15) guarantees the positiveness of |ξ|2E + κiξjξ for all ξ 6= 0. 
Under suitable assumptions on coefficients, the triviality of a solution to the boundary
value problem (3.14) is guaranteed by the following
Theorem 3.3. Given a three-dimensional CNTM (M,h), let D be its diameter, i.e., the
length of the longest geodesic. Assume the coefficients a, α, and β of equation (3.14) to
satisfy
3a0 +
1
2
α0 +
3
2
β0 +
1
4
(α30 + β
3
0)D
2 < 1, (3.17)
where
a0 = sup
∣∣∣∣ a1 + 3a
∣∣∣∣ , α0 =
(
sup |α|
)1/2
, β0 =
(
sup
∣∣∣∣aα− β1 + 3a
∣∣∣∣
)1/2
.
Then the boundary value problem (3.14) has only trivial solution.
The values of α0 and β0 can be made arbitrary small by assuming the background
medium to be sufficiently close to a homogeneous one. Therefore the main part of hy-
pothesis (3.17) is a0 < 1/3 that is equivalent to
a > −1/6 (3.18)
It is interesting to compare (3.18) with the ellipticity condition (3.15). If −1/6 < a < 0,
then the boundary value problem is not elliptic but has only trivial solution for sufficiently
small α and β. If both conditions (3.15) and (3.17) are satisfied, we can use the standard
stability estimate for the elliptic boundary value problem with the trivial kernel to obtain
some stability estimate in the inverse problem of recovering a tensor field f from data
(3.9). This stability estimate will be similar to that of [Sh, Theorem 4.3.4]. We do not
present it here.
To prove Theorem 3.3 we need the following
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Lemma 3.4. For a covector field v on a three-dimensional CNTM (M,h) satisfying
v|∂M = 0, the estimate
‖v‖2L2 ≤
D2
10
(2‖dv‖2L2 + ‖δv‖2L2)
holds where D is the diameter of (M,h).
Proof. Let ΩM = {(x, ξ) | x ∈M, ξ ∈ TxM, |ξ|2 = hijξiξj = 1} be the unit sphere bundle.
Introduce the L2-norm
‖u‖2L2(ΩM) =
1
4pi
∫
ΩM
|u(x, ξ)|2 dωx(ξ)dV (x),
where dωx is the volume form on the sphere Ωx = ΩM ∩ TxM and dV is the Riemannian
volume form on M .
Given a covector field v on M , define two functions on ΩM
ϕ(x, ξ) = vi(x)ξ
i, ψ(x, ξ) = (dv(x))ijξ
iξj.
The functions are related by the equation Hϕ = ψ where H is the differentiation with
respect to the geodesic flow, see [Sh, Section 4.4] for details. If v|∂M = 0, then ϕ vanishes
on the boundary of ΩM . Applying the Poincare´ inequality [Sh, Lemma 4.5.1] with the
weight λ ≡ 1, we obtain
‖ϕ‖2L2(ΩM) ≤
D2
2
‖Hϕ‖2L2(ΩM) =
D2
2
‖ψ‖2L2(ΩM). (3.19)
One can easily see that (compare with [Sh, Lemma 7.4.2]) in the three-dimensional case
‖ϕ‖2L2(ΩM) =
1
3
‖v‖2L2(M),
‖ψ‖2L2(ΩM) =
1
15
(2‖dv‖2L2(M) + ‖jdv‖2L2(M)) =
1
15
(2‖dv‖2L2(M) + ‖δv‖2L2(M)).
Inserting these values into (3.19), we get the statement of the lemma. 
Proof of Theorem 3.3. Let v be a solution to the boundary value problem (3.14). First
of all we rewrite equation (3.14) in the form
d
( a
1 + 3a
δv
)
− δdv − (dv)α+ (δv)aα− β
1 + 3a
= 0.
Take the L2-product of the equation with v, use the boundary condition v|∂M = 0 and
the fact that d and −δ are dual operators (see [Sh, Theorem 3.3.1])
‖dv‖2 = ( a
1 + 3a
δv, δv) + ((dv)α, v)− (aα− β
1 + 3a
δv, v). (3.20)
We estimate each summand on the right-hand side of (3.20). Obviously∣∣∣∣( a1 + 3aδv, δv)
∣∣∣∣ ≤ a0‖δv‖2. (3.21)
The second summand on the right-hand side of (3.20) is estimated as follows:
|((dv)α, v)| ≤ (α1/20 ‖dv‖)(α3/20 ‖v‖) ≤
1
2
(α0‖dv‖2 + α30‖v‖2).
This implies with the help of Lemma 3.4
|((dv)α, v)| ≤ 5α0 + α
3
0D
2
10
‖dv‖2 + α
3
0D
2
20
‖δv‖2. (3.22)
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The last term on the right-hand side of (3.20) is estimated in the same way:∣∣∣∣(aα− β1 + 3a δv, δv)
∣∣∣∣ ≤ β
3
0D
2
10
‖dv‖2 + 10β0 + β
3
0D
2
20
‖δv‖2. (3.23)
With the help of (3.21)–(3.23), (3.20) gives
‖dv‖2 ≤ 1
10
(5α0 + α
3
0D
2 + β30D
2)‖dv‖2 +
(
a0 +
1
20
(10β0 + α
3
0D
2 + β30D
2)
)
‖δv‖2. (3.24)
The inequality ‖δv‖2 ≤ 3‖dv‖2 is obvious since δv is the trace of the 3 × 3-matrix
((dv)ij). With the help of the latter inequality, (3.24) gives[
1− 3a0 − 1
2
α0 − 3
2
β0 − 1
4
(α30 + β
3
0)D
2
]
‖dv‖2 ≤ 0.
The coefficient in the brackets is positive under hypothesis (3.17) and the inequality
implies dv ≡ 0. With the help of the boundary condition v|∂M = 0, this implies v ≡ 0. 
4. The inverse problem for shear waves
Let vs =
√
µ/ρ be the velocity of shear waves. By g we denote the Euclidean metric
and by h = v−2s g, the Riemannian metric corresponding to shear waves. Assume (M,h) to
be a CNTM. We assume that, for every geodesic γ : [0, l]→ M, |γ˙|2 = hjkγ˙j γ˙k = 1 with
endpoints in ∂M , we can activate the shear wave with an arbitrary initial polarization
η(0) and can measure the final polarization η(l). Mathematically, this means that the
fundamental matrix U(γ) of system (2.28) is known for every geodesic γ with endpoints
in ∂M such that η(l) = U(γ)η(0). We are going to recover the residual stress R from the
data U(γ).
Introduce the tensor field f by
fjklm = −i 1
4ρv6s
(cjlkm + cjmkl). (4.1)
It possesses the symmetries
fjklm = fkjlm = fjkml = flmjk
as follows from (2.8). Express f through R by substituting (2.5) into (4.1)
fjklm = −i 1
4ρv4s
(
ν1(trR)(hjlhkm + hjmhkl) +
ν2
2
(trR)(2hjkhlm + hjlhkm + hjmhkl)
+ν3(Rjlhkm +Rjmhkl +Rklhjm)
+
ν4
2
(2Rjkhlm +Rjlhkm +Rjmhkl +Rklhjm +Rkmhjl + 2Rlmhjk)
)
.
(4.2)
Here trR = hjkRjk is the Riemannian trace.
Rytov’s law (2.28) is written in terms of f as(
Dη
dτ
)
j
= (δpj − γ˙jγ˙p)fqrjkγ˙qγ˙rηk. (4.3)
To write Rytov’s law in a coordinate free form, we introduce the following notations.
Define the linear operator fγ˙ by (fγ˙η)j = fqrjkγ˙
qγ˙rηk. For a nonzero vector ξ, let Pξ be
the orthogonal projection onto ξ⊥ = {η | 〈ξ, η〉 = ξjηj = 0}. In coordinates (Pξη)j =
(δpj − 1|ξ|2ξjξp)ηp. Then the coordinate free form of (4.3) is
Dη
dτ
= Pγ˙(fγ˙η).
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This equation can be also written in the form
Dη
dτ
= (Pγ˙fγ˙)η, η(0) = η0, (4.4)
where, for a symmetric tensor u = (ujk),
(Pξu)jk = (δ
p
j −
1
|ξ|2 ξjξ
p)(δqk −
1
|ξ|2ξkξ
q)upq,
compare with [Sh, formula (5.2.1)]. Pξ is the orthogonal projection onto the subspace {u |
ujkξ
k = 0}. Let γ˙⊥(τ) be the (complex) two-dimensional subspace of (the complexification
of) the tangent space Tγ(τ)M consisting of vectors orthogonal to γ˙(τ), and let I
0,τ
γ :
γ˙⊥(0) → γ˙⊥(τ) be the parallel transport along γ with respect to the metric h. The
solution to the initial value problem (4.4) can be written as
η(l) = I0,lγ (U(γ)η0) for η0 ∈ γ˙⊥(0) (4.5)
with some linear operator (the fundamental matrix) U(γ) : γ˙⊥(0)→ γ˙⊥(0). Observe that
U(γ) is a unitary operator since the matrix of system (4.4) is skew-Hermitian as is seen
from (4.2). We consider the problem of recovering the tensor field R from the data U(γ)
known for all geodesics with endpoints in ∂M .
The problem is strongly nonlinear since the data U(γ) depends on R in a nonlinear
manner. Let us linearize the problem. To this end we represent the fundamental matrix
by the Neumann series
U(γ) = E +
l∫
0
Iτ,0γ ((Pγ˙fγ˙)(τ)) dτ +
l∫
0
Iτ,0γ ((Pγ˙fγ˙)(τ)) dτ
τ∫
0
I t,τγ ((Pγ˙fγ˙)(t)) dt+ . . . ,
where E is the identity matrix, and delete the terms that are nonlinear in f . In other
words, we use Born’s approximation
U(γ)− E =
l∫
0
Iτ,0γ ((Pγ˙fγ˙)(τ)) dτ
as the data for the linearized inverse problem. Since the integrand is a symmetric operator,
the data are equivalent to the quadratic form
〈(U(γ)− E)η(0), η(0)〉 =
l∫
0
〈((Pγ˙fγ˙(τ))η(τ), η(τ)〉 dτ (4.6)
on the two-dimensional vector space of vector fields η(τ) that are orthogonal to γ˙ and
parallel along γ in the sense of the metric h, i.e., satisfy Dη
dτ
= 0. We denote this space by
γ⊥. Since
〈(Pγ˙fγ˙)η, η〉 = 〈Pγ˙(fγ˙η), η〉 = 〈fγ˙η, Pγ˙η〉 = 〈fγ˙η, η〉 = fjklmγ˙jγ˙kηlηm,
(4.6) can be written as
〈(U(γ)−E)η(0), η(0)〉 = (Lf)(γ, η) :=
l∫
0
fjklm(γ(τ))γ˙
j(τ)γ˙k(τ)ηl(τ)ηm(τ) dτ. (4.7)
The operator L defined by this formula is called the mixed ray transform (compare with
[Sh, formula (7.1.55)]).
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We express the integrand of (4.7) through R by substituting value (4.2) for f . On using
the relations |γ˙| = 1 and 〈γ˙, η〉 = 0, we obtain
(Lf)(γ, η) = −i
∫
γ
1
4ρv4s
(
ν4Rjkη
jηk + ν4Rjkγ˙
jγ˙k|η|2 + ν2(trR)|η|2
)
dτ. (4.8)
The first term of the integrand on (4.8) is considered as the leading term. Therefore we
assume in this section that the function ν4 does not vanish in M . Note that we do not
use the equilibrium condition (2.9) in this section. Introducing the notations
F = − iν4
4ρv4s
R, a =
ν2
ν4
, (4.9)
we write (4.8) as
(Lf)(γ, η) =
∫
γ
Fjkη
jηk dτ + |η|2
∫
γ
Fjkγ˙
j γ˙k dτ + |η|2
∫
γ
a(trF ) dτ. (4.10)
The first term on the right-hand side of (4.10) is the transverse ray transform (JF )(γ, η),
compare with [Sh, formula (5.1.72)]. The second term coincides, up to the factor |η|2, with
the longitudinal ray transform (IF )(γ), while the last term coincides with I(a(trF )h)(γ).
Therefore (4.10) can be written as
(JF )(γ, η) + |η|2(IF )(γ) + |η|2I(a(trF )h)(γ) = (Lf)(γ, η) (η ∈ γ⊥). (4.11)
We consider (4.11) as an equation in an unknown symmetric tensor field F = (Fjk) while
the right-hand side (Lf)(γ, η) is given.
Equation (4.11) can be simplified. Indeed, let (η1, η2) be an orthonormal basis of γ
⊥.
Then
(JF )(γ, η1)+(JF )(γ, η2)+2(IF )(γ)+2I(a(trF )h)(γ) = (Lf)(γ, η1)+(Lf)(γ, η2). (4.12)
Since
(JF )(γ, η1) + (JF )(γ, η2) =
∫
γ
(trPγ˙F ) dτ,
(4.12) can be written as
|η|2
2
∫
γ
(trPγ˙F ) dτ + |η|2(IF )(γ) + |η|2I(a(trF )h)(γ) = |η|
2
2
(
(Lf)(γ, η1) + (Lf)(γ, η2)
)
.
Subtracting this equality from (4.11), we obtain
(JF )(γ, η)− |η|
2
2
∫
γ
(trPγ˙F ) dτ = (Lf)(γ, η)− |η|
2
2
(
(Lf)(γ, η1) + (Lf)(γ, η2)
)
. (4.13)
Let Qξ be the orthogonal projection of symmetric tensors onto the subspace {u = (ujk) |
ujkξ
k = 0, tru = 0} (compare with Section 6.2 of [Sh]). The left-hand side of (4.13) can
be transformed as follows:
(JF )(γ, η)− |η|
2
2
∫
γ
(trPγ˙F ) dτ =
∫
γ
(
〈(Pγ˙F )η, η〉 − |η|
2
2
(trPγ˙F )
)
dτ
=
∫
γ
〈(Qγ˙F )η, η〉 dτ = (KF )(γ, η),
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where K is the truncated transverse ray transform, see the definition in Section 6.2 of
[Sh]. Since (Lf)(γ, η) is known for every η ∈ γ⊥, the right-hand side of (4.13) is known
too. Moreover, it is independent of the choice of an orthonormal basis (η1, η2) as follows
from (4.13). Denoting the right-hand side of (4.13) by D(γ, η), we arrive to the equation
(KF )(γ, η) = D(γ, η) (η ∈ γ⊥). (4.14)
Let us distinguish the trace free part of the tensor F , i.e., represent it in the form
F = F˜ +
1
3
(trF )h, where tr F˜ = 0.
By Theorem 6.6.2 of [Sh], the trace free tensor field F˜ can be uniquely recovered from Kf
if the CNTM (M,h) satisfies some curvature condition. Moreover, the stability estimate
‖F˜‖L2 ≤ C‖KF‖H1
holds with some constant C independent of F .
On assuming F˜ has been recovered, we can calculate IF˜ and JF˜ . Then
(JF )(γ, η) + |η|2(IF )(γ)
=
1
3
(J((trF )h))(γ, η) +
|η|2
3
(I((trF )h))(γ) + (JF˜ )(γ, η) + |η|2(IF˜ )(γ)
=
|η|2
3
(I((trF )h))(γ) +
|η|2
3
(I((trF )h))(γ) + (JF˜ )(γ, η) + |η|2(IF˜ )(γ).
Substituting this value into (4.11), we obtain the equation
(I((a+
2
3
)(trF ))(γ) =
1
|η|2
(
(Lf)(γ, η)− (JF˜ )(γ, η)
)
− (IF˜ )(γ). (4.15)
The left-hand side of this equation is the ray transform of the scalar function (a+ 2
3
)(trF )
while the right-hand side is known. By the way, the right-hand side must be independent
of η ∈ γ⊥ as follows from the equation.
By Mukhometov’s theorem [Mu], the function (a+ 2
3
)(trF ) can be uniquely recovered
from the ray transform I((a + 2
3
)(trF )) if (M,h) is a simple manifold, see Section 1.1 of
[Sh] for the definition of a simple manifold. Thus, the trace trF can be recovered under
the additional assumption that the function 3a+ 2 does not vanish. Since the trace free
part F˜ has been already recovered, this gives the uniqueness statement for a solution to
equation (4.11). The corresponding stability estimate can be also obtained.
Finally, let us discuss the case of constant material parameters λ, µ, ρ, ν1, . . . , ν4. In
this case, to solve equation (4.11), we do not need to measure ray integrals (Lf)(γ, η)
for all lines γ of R3. Indeed, as is proved in [LS], three families of lines are sufficient to
recover the trace free part F˜ from the data KF , each family consists of all lines parallel
to a coordinate plane. To solve equation (4.15), it suffices to know the right-hand side for
all lines γ parallel to a plane.
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