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Integrally stitched composite technology shows promise in enhancing 
structural integrity of next-generation aircraft structures. The most recent 
generation of integrally stitched out-of-autoclave manufacturing is the Pultruded 
Rod Stitched Efficient Unitized Structure (PRSEUS) concept. While the PRSEUS 
concept has been shown to provide damage-containment capability for composite 
structures while reducing overall structural weight, the mechanisms responsible 
for damage containment are not well understood. The objective of this thesis is to 
develop and validate an analysis methodology for predicting damage initiation, 
progression, and containment in full-scale composite structures with stitched 
interfaces. 
The damage containment mechanisms were examined using a full-scale 
PRSEUS fuselage panel. Tests were performed at the FAA Full-Scale Aircraft 
Structural Test Evaluation and Research (FASTER) facility in a joint NASA, 
Boeing, Drexel, and FAA test program. The panel, with a two-bay notch severing 
the central stiffener, was subjected to simulated flight load conditions of 
combined axial tension and internal pressure. Test results showed that damage 
was arrested by the stitched stiffeners and was contained within the two-bay 
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region to a load level above the anticipated flight loads. Detailed posttest 
examinations were conducted using non-destructive inspection techniques and 
destructive teardown evaluations on regions of the panel where stable damage 
growth occurred to identify the dominant failure mechanisms. The posttest 
examination results suggest that the damage containment behavior observed was a 
result of interaction between damage propagation in the skin and delamination of 
the stitched skin-stiffener interface. 
A global/local finite element analysis approach was developed to simulate 
damage progression so as to better understand the key mechanisms that enable 
damage containment. The two dominant damage mechanisms identified from the 
posttest examination were considered in the analysis: through-the-thickness crack 
propagation in the skin and delamination at the stiffener interface. In order to 
analyze the through-the-thickness crack propagation with the cohesive zone 
model, a refined cohesive law characterization approach was developed for 
multidirectional laminates using compact tension (CT) tests. Tests and analyses of 
geometrically scaled CT specimens demonstrated the scaling capability of the 
cohesive law characterization methodology. In addition, several details were 
addressed in order to scale progressive damage analysis techniques to the 
structural scale in a computationally tractable manner including global/local 
boundary conditions, cohesive element integration within a shell element mesh, 
and element size considerations. Excellent correlation between calculated and 
measured damage propagation and strain redistributions was achieved. Results 
from parametric studies suggest that modest increases in the toughness of the 
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skin-to-stiffener interface yield significant improvements in the peak damage 
containment load level. This new model is the first analysis methodology capable 
of predicting damage containment behavior in full-scale composite structures 
without nonphysical manipulations. This approach represents an important step 
toward damage tolerance evaluation of composite structures by analysis. 
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CHAPTER 1:  INTRODUCTION 
As with most aerospace structural technologies that have been integrated 
into flight service, the present generation of composite structures are favored for 
weight and cost savings over previous generations. However, some important 
limitations remain and provide motivation for further structural technology 
development. The first section of this chapter describes integrally stitched 
composites, which offer the potential of reducing structural cost and weight by 
overcoming some of the limitations of the composite structural technology that is 
currently in service. Subsequently, a leading stitched structural concept, known as 
the Pultruded Rod Stitched Efficient Unitized Structure (PRSEUS) is introduced. 
A key advantage of the PRSEUS concept is improvement in damage tolerance 
performance, specifically the ability to contain damage. This thesis focuses on 
experimental and analytical assessment of the damage tolerance behavior of the 
PRSEUS concept. The last two sections introduce the research program 
undertaken to perform this assessment and provide an outline of this dissertation. 
1.1 Composite Aerospace Structures 
The application of fiber reinforced polymer (FRP) composite materials to 
aerospace structures has become widespread largely due to superior specific 
strength and stiffness [1, 2]. Their performance, weight, and cost savings 
advantage have led to applications in a variety of military, general aviation, 
transport, and space launch vehicles [3, 4]. The weight savings, and resulting fuel 
savings, have been well established [5]. Additional benefits of composites 
compared to metals include: improved fatigue and corrosion resistance, ability to 
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tailor stiffness using varying ply orientations, and formability into complex 
shapes allowing for fewer parts reducing assembly costs [6, 7]. While the benefits 
of composites are now crystalizing with the recent first flights and inaugural 
service of transport commercial aircraft containing more than half FRP by weight, 
the road to these complex applications has been arduous. 
Throughout the past five decades of composite materials and structures 
research, joint efforts by government, industry, and academia yielded significant 
advances in analysis, design, and fabrication capabilities. Seven major composite 
research programs led by the Department of Defense and the National 
Aeronautics and Space Administration (NASA) from the 1960s through the 1990s 
[8] and many other international programs were instrumental in achieving their 
current level of maturity. This foundation of research has enabled the application 
of composites to secondary structures (e.g., DC-10 and A100 rudders), primary 
structures (e.g., 737 horizontal stabilizer), and, more recently, the majority of the 
airframe (e.g., 787 and A350 XWB wings and fuselage). This extensive research 
effort was necessary because the several decades of experience with metallic 
structures cannot be translated directly to FRP structures. The anisotropic and 
heterogeneous characteristics of composites lead to complex failure mechanisms, 
which are yet to be fully understood and predicted accurately and consistently [9, 
10]. 
The application of composite materials for various full-sized commercial 
transport aircraft as a percent of structural weight is shown in Figure 1.1, where 
the trend of increasing adoption of composites is clear. The use of composites in 
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commercial applications has been driven by total direct operating cost (DOC), 
which includes acquisition and operation costs [5]. New technologies must reduce 
both costs to be economically feasible for the increasingly competitive airline 
industry [11, 12]. While early composite applications were typically secondary 
structures, recently composites have been utilized for large portions of the 
primary structure. In the past four decades, the evolution of composites as a 
percentage of structure weight for full-sized commercial planes has grown from 
about 1% to 50% and 5% to 53% for Boeing and Airbus, respectively [3, 5, 11, 
13, 14]. 
 
Figure 1.1. Composite material as a percent of structural weight for various full-
sized commercial transport aircraft showing the trend toward increasing usage of 
composite materials over time (adapted from [3, 5, 11, 13, 14]). 
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Early development and application of composites showed relatively weak 
and brittle out-of-plane strength characterized by the polymeric matrix, compared 
to high in-plane strength strongly dependent on the fibers. The combination of 
weak matrix in the out-of-plane direction and strong fibers in the in-plane 
direction makes composite laminates highly prone to delamination [15]. Damage 
tolerance, or the ability of a design to prevent damage from precipitating 
catastrophic structural failure when the airframe is subjected to flight or ground 
loads, is often limited by the propensity for delamination in conventional 
laminated FRP structures [16, 17]. Delamination occurs as a result of high 
interlaminar stresses often resulting from impact [18, 19], material and structural 
discontinuities [20], or due to propagation of other damage modes. In aerospace 
applications, the necessity of design features such as ply-drops for thickness 
change and stiffener terminations compounded with out-of-plane loads results in 
many regions with high interlaminar stresses in an airframe. Therefore, the 
limiting failure mode in composite airframe design is often delamination.  
Delamination damage often has a detrimental effect on the load capacity 
of a structure, particularly when subjected to compressive load conditions where 
delaminations lead to lower buckling loads [21]. Delaminations are often difficult 
to detect visually; in most cases internal delamination is evident only with the use 
of non-destructive inspection (NDI) methods such as ultrasound [22]. Under 
fatigue loading, delaminations may grow and further degrade the structural 
stiffness of the laminate; though typically the relatively low operating strain used 
for FRP structures precludes this phenomenon [23]. The susceptibility to 
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delamination resulting in significant degradation of the structural integrity has 
been a major technical obstacle for efficient use of composites in primary 
structures [22]. Recent aerospace applications have made use of toughened resins 
that provide better delamination resistance and damage tolerance than prior 
generations of resins. For example, the Boeing 777 uses a toughened resin system 
that is significantly more effective at suppressing impact damage than previous 
resin systems used in Boeing aircraft [24]. 
Damage tolerance certification of primary composite structures is most 
often demonstrated through test evidence showing no-growth of typical in-service 
damage that would reduce static strength below ultimate load levels [23]. 
Whereas fatigue crack growth analysis supported by test results is the accepted 
norm for substantiation of metallic structures, the lack of slow, stable, and 
predictable damage growth in composites has led to a significant weight and cost 
penalty in adopting the no-growth design criterion and relying on primarily on 
tests, instead of analysis, for certification [25]. 
Two aircraft represent the current state-of-the-art in composite structures 
for commercial transport: the Boeing Company’s 787 [26] and Airbus’s A350 
XWB [27]. Both planes make extensive use of composites in the fuselage and 
wings. Nearly the entire wetted surface of both planes is composite, as shown in 
Figure 1.2. The Boeing 787 fuselage was designed using large barrel sections 
manufactured in one piece and joined end-to-end, resulting in assembly cost 
savings through a significant reduction in the number of fasteners required 
compared to previous generations of transport aircraft. The 787 has fewer than 
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10,000 fastener holes compared to about one million in the 747 [28]. The Airbus 
A350 has several similarities to the 787, with comparable material contributions 
by weight: 53% composite, 19% aluminum-lithium, 14% titanium, 6% steel, and 
8% other [29]. Both examples of modern, full-sized, transport commercial aircraft 
use composite materials to lower total DOC through: 1) reduced acquisition cost 
by reduced part counts and assembly costs [30]; 2) reduction in fuel consumption 
through a lighter airframe [31]; and 3) reduced maintenance costs resulting from a 
high resistance to corrosion and fatigue [32]. 
The Boeing 787 fuselage construction comprises a solid laminate skin 
reinforced with co-cured hat-shaped stringers and frames attached with metallic 
fasteners and shear ties. In the fabrication process, the hat stiffeners prepreg 
material is placed on a cylindrical inner mold line tool, then an automated fiber 
placement (AFP) machine is used to place prepreg on cylindrical tool as it is 
rotated, and finally the fuselage barrel section is cured in an autoclave [31]. Four 
barrels are assembled with metallic joints to form the length of the fuselage. The 
conventional no-growth design philosophy was employed for much of the 
airframe [33], relying on toughened matrix to minimize the susceptibility to 
delamination [34]. 
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Figure 1.2. Structural materials used in the body of the most recent transport 
aircraft from Boeing and Airbus showing that composite materials form almost 
the entire wetted surface for both planes (adapted from [28, 35]). 
The A350 fuselage construction uses a more conventional approach, 
whereby crown, keel, and side panels are attached to frame skeleton with metallic 
fasteners. The skin, stringers, and most frames are made of carbon epoxy 
composite. The stringers are co-cured with the skin to form the panels that are 
then attached to the frames to form each of three sections: forward, center, and aft 
[29, 36]. A solid laminate was selected over sandwich construction to avoid the 
potential for high repair costs due to moisture ingression in the core of the 
sandwich panels [32]. Similar to the 787, the A350 uses toughened epoxy resin 
[37], is fabricated using AFP machines, and is cured in an autoclave. 
Both examples of modern aerospace composite structures provide 
important insight into the potential for future cost savings. Reducing the number 
of fasteners through bonded interfaces and unitized structure (i.e., structures 
manufactured as a single component instead of the traditional assembly of several 
components) has been shown to be effective in reducing assembly costs [38]. It is 
Carbon laminate Carbon sandwich Other composite Metal
(a) Boeing 787 (b) Airbus A350 XWB
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expected that these structural design concepts will continue to be applied [7], and 
that they can be used to reduce further the need for traditional fasteners, which 
will provide cost savings [39]. The use of fewer fasteners is attained through 
using large panels or barrel sections thus reducing the number of joints. However, 
these large structures are limited in size by the constraints of prepreg materials 
including working-time and autoclave size. Use of oven-cure processing, such as 
vacuum assisted resin transfer molding (VARTM), which eliminates the autoclave 
size limitations, is required to maximize the cost benefits of unitized structure [7]. 
Additionally, ovens require a much lower capital expenditure than autoclaves, 
which translates to a projected cost savings of 15% [40]. Perhaps most 
importantly, to utilize the full weight saving potential of composites, the operating 
strain levels must be increased. This can be accomplished, while maintaining 
airframe integrity, using a damage tolerance philosophy that allows damage 
growth in FRP structures with validated analytical tools to predict the initiation 
and progression of damage [41]. 
1.2 Stitched Composite Technology 
The development of stitched composites has been largely motivated by the 
damage tolerance limitations of conventional laminated composites [3]. Methods 
to reduce susceptibility for delamination can be classified as enhanced matrix 
material or modification of fiber architecture [42]. In the later approach, adding 
fiber reinforcement in the thickness direction suppresses delamination leading to 
improved damage tolerance [43, 44]. Reinforcement by stitching is one of several 
methodologies of inserting fibers in the thickness direction and is a subset of the 
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broader category of textile composite, which are characterized by the fibers being 
in the form of a textile fabric [45]. Textile composites use technologies adopted 
from the textile industry such as braiding, weaving, knitting, and stitching, often 
to place fibers in the out-of-plane direction and thus improve the damage 
tolerance. They also often provide a reduction in assembly and processing costs 
through the use of multi-directional fabrics and out-of-autoclave processing. 
Review of some of the research work pertaining to textile composites for 
aerospace applications, including a comparison of the various processing and 
analysis techniques, is described briefly in the following and in detail in several 
references, e.g., [45–47]. 
Braiding and weaving provide the benefits of through-the-thickness 
reinforcement and are economical in certain applications. Braiding has been 
successfully utilized for fuselage frames on both the 777 and the A380. However, 
both have been found too costly for large structural applications such as fuselage 
sections or wings [48]. Additionally, braiding and weaving require expensive 
manufacturing machines, which are not economically justified for many complex 
structures and thus have been used only in select applications [49]. Figure 1.3a 
and b illustrate the fiber architecture of a 2-D weave and triaxial braid, 
respectively. In both cases, the fibers bend around one another. 
Non-crimp fabric (NCF) has the potential to be a key component of next-
generation, large FRP structures due to its low cost compared to conventional tape 
layup [47]. Crimp is a measure of fiber waviness, thus, the NCF architecture is 
formed so that the fibers remain nearly straight (i.e., non-crimp). The NCF 
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architecture is constructed with several unidirectional non-crimped fiber tows 
loosely bound together. Most textile processes induce crimp into the fibers, which 
results in a weaker structure in both tension and compression than unbent (NCF or 
unidirectional prepreg) fibers. The NCF architecture was developed specifically to 
address this strength limitation of crimped textile composites. 
 
Figure 1.3. Three textile composite architectures (reprinted from [50]). 
A subset of NCF material is bound using warp-knitting, whereby the 
binding thread runs in the lengthwise direction. Figure 1.3c shows an illustration 
of the fiber architecture of a warp-knit fabric where the small diameter thread 
(blue) is the binder, which is inserted in a warp-knit pattern. A significant 
advantage of warp-knit composites is the cost savings resulting from faster 
production of the preform through automation [43]. The knitting threads are 
usually quite small in diameter and made of relatively weak polyester material, 
and therefore their effect on damage tolerance is small and normally neglected. 
Though warp-knit NCF exhibits some fiber waviness and resin rich pockets 
around the knitting threads, the architecture closely resembles laminated prepreg. 
This similarity allows for classical lamination theory and laminate failure criteria 
(a) 2-D weave (b) Triaxial braid (c) Warp-knit
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to be applied to NCF material as an acceptable engineering approximation [45, 
51]. Early studies have shown some reduction in tension and compression 
strength of NCF compared to prepreg, which is attributed to the warp-knitting 
[52]. As the processing improved, however, the material was successfully 
demonstrated for use in wing structures [43, 53]. More recently, NCF is being 
used in the A380 wing flap track, spars, and beams [54, 55] and in A350 window 
frames, keel beams, and floor panels [56]. While NCF shows promise for 
additional structural applications, a thorough characterization of material 
properties and complimentary analysis tools are still under development. 
In contrast to the textile methods discussed above, stitching provides a 
method of selectively inserting through-thickness reinforcement only in required 
locations without significantly affecting the original fiber architecture [42, 57]. 
Selective stitching in regions of high interlaminar stresses is a promising approach 
that has been enabled by modern advances in automated robotic stitching 
technology. Typically polyester, Kevlar®, or Vectran® yarns are used for 
stitching for their strength and flexibility. While stitching has been applied 
uniformly throughout structures in many investigations, very expensive tooling is 
required to manufacture complex fully-stitched structures [48], and thus 
selectively-stitched structures are more practical. 
Through extensive research, selective stitching of dry fabric followed by 
resin infusion and oven cure processing has been identified as a cost-effective 
method of significantly improving damage tolerance that is applicable to a wider 
variety of structures than other textile techniques [47]. Some additional significant 
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advantages are that the technique is inexpensive, the stitching prevents plies from 
being displaced prior to resin infusion, and the stitching can be used to replace 
metallic fasteners for cost and weight savings. The known disadvantages are that 
stitching usually degrades the in-plane mechanical properties, the environmental 
and fatigue durability of stitched structures is not fully understood, and predictive 
models for the mechanics of stitched structures are immature [42, 43]. The most 
significant advantage relative to this thesis is the improvement in delamination 
resistance. Superior fracture toughness is achieved through the ability of the 
stitches to bridge delaminations, and introduce closure tractions that reduce the 
stresses at the delamination crack front [58]. 
A wide variety of design parameters are available for stitched composites, 
many of which have been examined in detail through tests and analyses. A few 
examples of these parameters include locations of the stitches, thread diameter, 
thread material, thread tension, stitching pattern, and stitch spacing. Three 
common stitching patterns are shown in Figure 1.4, namely: the modified lock 
stitch, the chain stitch, and the 3D seam stitch. The first two stitch patterns, Figure 
1.4a and b, require a two-sided stitching machine, and thus access to both sides of 
the structure. The advantage of the recently-developed 3D seam stitch, Figure 
1.4c, is that it can be inserted using a single-sided stitching machine, yielding cost 
savings [49, 59]. 
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Figure 1.4. Types of stitching patterns (reprinted from [59, 60]). 
In an effort to prove the potential cost and weight savings of textile 
composites, stitching was selected for fuselage and wing structure demonstrations 
in the NASA Advanced Composite Technology (ACT) program [61, 62]. Stitched 
composites were selected for their ability to improve damage tolerance leading to 
weight savings and to reduce the number of fasteners required, decreasing both 
cost and weight. Building on the ACT program, the NASA Advanced Subsonic 
Technology (AST) program culminated in a full-scale test of a stitched composite 
wing box [48]. Stitched composite technology developed during the ACT and 
AST programs was successfully applied to C-17 production parts in a lightly 
loaded fairing, which first flew in 2003, and the multi-rib-stiffened, moderately 
loaded main landing gear doors, which first flew in 2007. These applications 
demonstrated the manufacturing and structural advantages of stitched composites 
and provided the foundation to develop stitched structural concepts for large 
highly-loaded structures such as fuselage and wings. 
1.3 The Pultruded Rod Stitched Efficient Unitized Structure (PRSEUS) 
Concept 
The PRSEUS concept is a highly integrated stitched composite airframe 
structural concept, optimized for the highly-loaded primary structures of light-
(b) Chain stitch(a) Modified lock stitch (c) Seam stitch
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weight, low-cost transport aircraft [63]. PRSEUS has been developed jointly by 
NASA, the Boeing Co. Research and Technology, and the United States Air 
Force (USAF). The key features are a stitched unitized structure with damage-
arresting interfaces. A stiffened skin is built up using warp-knit fabric as shown in 
the exploded view of a frame/stringer intersection in Figure 1.5. The skin, flanges, 
and webs are formed from carbon/epoxy NCF, referred to herein as stacks. The 
stringers consist of a flange and web with a unidirectional pultruded rod at the 
top. The frames are foam cored and have a narrow keyhole slit in the web that 
allows the stringers to pass through uninterrupted. The frame and stringer flanges 
are stitched to the skin along the dash lines shown in Figure 1.5. The skin, 
stringers, and frames are assembled and stitched together in the dry form, then 
infused with resin and cured in an oven. This architecture and processing 
technique offers structural weight and cost savings [63]. 
Recent development of the PRESUS concept has occurred through the 
NASA Environmentally Responsible Aviation (ERA) research program, which 
includes the development of new concepts in composite structures [64]. The goal 
of the ERA program is to explore the feasibility, benefits, and technical risks of 
next generation technologies enabling a significant reduction of aviation’s 
environmental impact. The technologies considered were limited to those that 
have the ability to mature for entry in service by the year 2025. A system level 
optimization study was undertaken to assess the potential fuel reduction through a 
variety of promising technologies. The investigation examined the weight-saving 
potential of two leading structural concepts for application to traditional tube and 
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wing and blended wing body airframes: 1) composite sandwich construction in 
which carbon/epoxy face sheets are placed on either side of a lightweight foam or 
honeycomb core and 2) the PRSEUS concept. While noted that the current state-
of-the-art is represented by the Boeing 787, sufficient data on the 787 was not 
available at the time of the study, so the reference design was the Boeing 777-
200LR. The study indicated a potential weight savings of 14.5% for the fuselage 
and 23.5% for the wings and tails for a traditional wing and tube design. 
Considering the full aircraft, the combination of technologies considered enable a 
total weight savings of 43%, of which the PRSEUS airframe contributes nearly 
8% weight reduction from the baseline. The ERA program goal is a 50% 
reduction in fuel consumption, and therefore the focus has been on the blended 
wing body concept, which has demonstrated this potential. However, as noted 
above, significant weight savings is possible with a traditional tube and wing 
airframe constructed with the PRSEUS concept. 
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Figure 1.5. An exploded view of a PRSEUS frame-stringer intersection showing 
the key features of the PRSEUS concept. 
A side-by-side comparison of frame/stringer intersections for a 
conventional FRP airframe, representative of the Boeing 787, and the PRSEUS 
concept is shown in Figure 1.6. It is observed that the conventional riveted and 
co-cured stiffener/skin interfaces are stitched in the PRSEUS concept. The hat 
stiffener is replaced with a more structurally efficient rod stiffener [65]. In 
contrast to the large mouse hole allowing the stringer to pass through the frame, 
the PRSEUS concept uses a keyhole which is less disruptive to the load path and 
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helps to maintain structural stability. These design features provide some of the 
benefits of the PRSEUS concept. 
 
Figure 1.6. Photos of a conventional and PRSEUS frame/stringer intersection 
showing that the PRSEUS structure eliminates the usage of metallic fasteners 
(stitching highlighted with yellow lines). 
The PRSEUS concept provides several benefits beyond the current state-of-
the-art in composite structures. Through-thickness structural stitching nearly 
eliminates the need for mechanical fasteners and the associated weight and cost 
penalty due to the requisite doublers and holes. The stitching is inserted using a 
single-sided robotic stitching machine such that there is no need for expensive 
inner mold line tooling, which yields reduced manufacturing and labor costs. The 
narrow keyhole slit, which allows the stringer to pass through the full-depth 
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frame, facilitates structural efficiency and stability by minimizing load path 
disturbance. The resin infusion and oven-cure process allows for large unitized 
structures thus avoiding the size limitation of conventional FRP laminate 
fabrication imposed by finite working-time and autoclave size. 
The most relevant benefit of the PRSEUS concept to this thesis is the 
damage arrest capability, which enhances damage tolerance. The commonly 
observed damage arrest behavior for a stiffened fuselage structure is shown 
schematically in Figure 1.7. The typical structure has a thin skin reinforced by 
frames and stringers and is loaded under internal pressure,   , hoop,   , and axial, 
  , loads, where       is assumed. In order to assess damage tolerance, an 
artificial form of damage is considered in the structure. For the purpose of 
certification, the most severe form of artificial damage that must be considered is 
a notch that severs a stiffening member and the surrounding skin, as shown in 
Figure 1.7 [79, 86]. While it is not expected that a symmetric and uniform notch 
would actually develop during flight operations, a turbine blade may pierce the 
fuselage in a rotor burst event and introduce damage that resembles a notch. 
Furthermore, comparison of various damage forms such as cut-outs, slits, and 
notches, has shown that a notch is very severe [178], which suggests that a notch 
is a conservative approximation of actual damage occurring during flight 
operations. 
Conventional prepreg laminated composite aerospace structures typically do 
not arrest damage. In other words, damage initiates at the notch tip, point A in 
Figure 1.7, and then propagates collinear with the notch following the path A-B-C 
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nearly unimpeded by the stringer. Therefore, damage tolerance is ensured by 
setting the maximum load the component will experience in its lifetime, or design 
limit load (DLL), no higher than the damage initiation load. In contrast, metallic 
structures have been designed to turn a propagating crack at point B, following a 
path A-B-D, and thus containing the damage within the two-bay region and 
allowing for DLL to be set as high as the peak damage containment load. In other 
words, the damage containment load is the load level at which damage propagates 
beyond the notched two-bay region. Crack turning in metallic fuselage structures 
is a well-known phenomenon that was observed experimentally several decades 
ago and enhances damage tolerance [66, 67]. Recently, computational tools have 
been developed to predict the crack arrest and crack turning allowing for optimal 
design of crack containment features [68–72]. Residual strength tests of a panel or 
fuselage structure with a through-thickness two-bay notch subjected to 
monotonically increasing quasi-static simulated flight loads (e.g., the 
configuration shown in Figure 1.7), are often used to demonstrate compliance 
with damage tolerance requirements. 
The inability of composite structures to contain damage reliably, has led to 
a weight penalty compared with metallic fuselage structures. A notional load-
displacement plot for a residual tensile strength test of a two-bay notched panel 
that is capable of damage containment is shown in Figure 1.8. Design to a damage 
containment threshold affords a significant improvement in load carrying 
capability beyond existing structures that are designed to the damage initiation 
threshold. Therefore, a structure with the DLL set at the damage containment 
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threshold may operate at a higher strain level resulting in structural weight 
savings. A composite structure capable of containing damage either by arresting 
crack growth at point B in Figure 1.7 or turning the crack and subsequently 
arresting it at point C would enable damage containment design similar to 
metallic structures and allow for DLL to be set at the damage containment 
threshold load level. 
 
Figure 1.7. Idealized damage containment in a FRP skin-stiffened fuselage 
structure showing two mechanisms at point B: damage arrest and damage turning 
(adapted from [73]). 
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Figure 1.8. Schematic of typical residual strength test load-displacement result for 
a structural capable of damage containment (adapted from [73]). 
In contrast to the relatively weak bonded or co-cured structural interfaces 
used in conventional FRP structures that have limited effectiveness for arresting 
damage, stitching directly reinforces the structural interface and has demonstrated 
enhanced damage arrest capability [48]. This behavior is a major breakthrough in 
the effort to develop the full load carrying capacity potential of composites 
through design that move beyond the current no-growth approach and allows for 
higher operating strains comparable to the design practices used for metals [7]. A 
stitched composite structure, capable of damage containment, would represent a 
significant advance in composite structural technology. Preliminary tests have 
indicated that the PRSEUS concept may exhibit damage containment behavior not 
previously demonstrated in composite structures. 
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The PRSEUS development has followed the well-established building 
block approach (BBA). In the BBA, a series of increasingly complex tests and 
complimentary analyses are conducted from simple material characterization 
coupon-scale specimens subjected to uniaxial loads to full-scale test articles with 
simulated flight loads [74]. Figure 1.9 shows a schematic of the representative 
BBA tests at each level of complexity and highlights some of the corresponding 
PRSEUS development tests and analyses. The specific test that is central to this 
dissertation is indicated by the blue frame.  
A variety of element and component scale tests of PRSEUS specimens 
have been conducted to characterize its structural behavior. Fatigue tests of rod-
stiffened and frame stiffened PRSEUS specimens showed no change in post-
fatigue residual strength [75]. A subcomponent-level test of a flat PRSEUS panel, 
containing impact damage, in which the panel was subject to pressurization [76] 
showed that the PRSEUS concept was capable of withstanding more than twice 
typical pressure load levels and further validated the PRSEUS concept. Also, a 
pressure cube was tested to investigate the assembly joints required for 
application of the PRSEUS concept to large structures [77]. The results showed 
that the structure could sustain the required loads and that analysis methods are 
capable of predicting the initial failure for this case. A buckling test of a large 
span [78] was conducted to characterize local and global buckling, in which it was 
shown that the panel was strength critical and did not globally buckle. These 
studies have all contributed to validating the structural capability of the PRSEUS 
concept. 
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Figure 1.9. Building block approach with corresponding PRSEUS tests and 
analyses where the fuselage panel test that is central to this dissertation is 
highlighted with a blue frame. The fuselage panel test and analysis are one 
component of a much larger structural technology development effort [79]. 
Two key tests have been conducted to demonstrate the damage 
containment capability of the PRSEUS concept. In the first test, center notched 
specimens with simulated stringers were tested under uniaxial tension load. These 
tests showed definitive evidence of the ability of stitched stiffeners to contain 
damage within a bay [80]. The specimen configuration and a representative 
specimen are shown in Figure 1.10a and b, respectively. A notch was cut through 
the center of the bay. Specimens were tested with stitched and unstitched (i.e., co-
cured) simulated stiffeners. These specimens were designed as an inexpensive 
proof-of-concept test to assess the effect of stitching; they were not PRSEUS. A 
photo of a failed unstitched specimen, Figure 1.10c, shows that damage 
propagated collinear with the notch with no evidence of damage containment. A 
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photo of the stitched specimen after significant damage propagation occurred is 
shown in Figure 1.10d. The stitched stiffeners arrested and turned the damage so 
that it was contained within the bay. These promising test results provided 
evidence that stitching could be an effective approach to enhancing damage 
tolerance.  
In the second test, the damage arrestment capability of the PRSEUS 
concept was demonstrated using a flat panel loaded in tension that contained three 
stringers and two frames with a two-bay notch severing the central stringer and 
the adjacent skin [80, 81]. The test setup and results are summarized in Figure 
1.11, where a schematic is shown in Figure 1.11a and photos of the specimen are 
shown Figure 1.11b and c [81]. The blue dashed lines indicate the location of the 
stitching rows. Test results showed that damage initiated at the notch tips and 
propagated to the adjacent stringer stitch row where it was arrested. Upon further 
loading, damage propagated along the stitches to the frame/stringer intersection, 
as shown in Figure 1.11c. After load was increased again the panel failed 
catastrophically. The results from this tension test revealed that the PRSEUS 
concept was successful in containing the damage within a two-bay region and was 
able to sustain 130% of the design limit load [81]. 
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Figure 1.10. Damage containment proof-of-concept test using center notched 
specimens with simulated stringers in an unstitched and stitched configuration. 
The results indicate that stitched stiffeners can introduce damage containment 
behavior [80]. 
 
Figure 1.11. Damage containment demonstrated in a 3-stringer PRSEUS panel 
loaded in uniaxial tension with the central stringer severed [81]. 
Posttest analysis was performed to predict the crack propagation in the test 
panel [81]. The analysis used the NASTRAN MARC progressive failure analysis 
(PFA) software to simulate in-plane failure. The stitched interface was modeled 
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with artificially high strength so that it could not fail. Also, the PFA model of the 
skin/stringer interface was not capable of simulating delamination. The model 
predicted the same damage path as observed in the test, however the results were 
of limited utility because the damage arresting mechanisms of the stitched 
interface were not investigated in detail. An analysis that is capable of simulating 
failure of the stitched interface is needed to gain insight into the damage 
containment capability. 
An analysis method capable of predicting through-crack damage arrest 
behavior at a stiffener without artificial computational manipulations has not yet 
been developed. The analysis by Velicki et al. [81] followed the same 
methodology of [82], which also demonstrated damage turning at a stiffener using 
a PFA with an artificially strengthened stiffener. No analysis methods exist in the 
open literature that model the interaction of damage propagation in the skin of a 
panel with delamination at a stiffener interface. Analysis tools capable of 
simulating damage containment behavior in FRP structures have not yet been 
developed because: 1) conventional composite structures have minimal damage 
containment capability and 2) damage containment typically involves damage 
progression and strain redistributions over a very large area, thus it is very 
computationally intensive. However, an analysis method that considers the 
interaction of propagating damage in the skin with delamination at a stiffened 
interface is required to advance new structural concepts that incorporate damage 
arresting behavior, such as the PRSEUS concept. 
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The objective of this dissertation is to demonstrate and assess the damage 
containment behavior of the PRSEUS concept through test and analysis. While 
the tests conducted previously suggested promising damage containment 
behavior, additional tests are still needed to validate the damage arrestment 
capabilities of the PRSEUS concept. The two simple tests described above 
exhibited failure at the edges, which may have affected the observed damage 
propagation, and likely affected the catastrophic failure load. Additionally, 
realistic applications would be subjected to combined loading, which neither of 
these test addressed. The promising indications of damage containment in these 
tests motivated a full-scale test of a curved PRSEUS fuselage panel under 
combined internal pressure and axial tension loading with the goal being to 
further validate damage containment capability of the PRSEUS concept. The 
central contribution of this dissertation is an analysis methodology capable of 
predicting the damage arrest behavior observed in the PRSEUS structure. The 
modeling methodology will enable computational design optimization studies and 
further advance the PRSEUS concept toward flight applications. 
1.4 Summary of Research Program 
In this research program, NASA, Boeing, the Federal Aviation 
Administration (FAA), and Drexel University partnered to test and analyze a full-
scale, curved PRSEUS panel to characterize its damage-containment behavior. 
Particular attention was given to damage propagation and the role of the stitching 
on the overall structural behavior of the panel. The PRSEUS fuselage panel was 
designed and fabricated by Boeing and NASA [83] and tested using the FAA 
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Full-Scale Aircraft Structural Test Evaluation and Research (FASTER) facility 
[84], which was modified to accommodate the PRSEUS panel [85].  
The objectives of the test were to: 1) demonstrate that a curved PRSEUS 
panel meets the strength and deformation (§305) and damage tolerance (§571) 
requirements of Title 14 Code of Federal Regulations (CFR) Part 25 [86]; and 2) 
characterize the damage progression in a curved PRSEUS panel with a 
circumferential two-bay notch. The criteria for evaluating the performance of the 
panel were sustaining: 
 Limit loads with no permanent damage and no growth of barely 
visible impact damage (BVID),  
 Ultimate loads without failure,  
 Limit loads with a circumferential two-bay notch.  
These criteria were based on Boeing engineering practice, guidance from FAA 
Advisory Circulars (AC) 20-107B [79] and 25.571-1D [87], and satisfying the 
requirements of 14 CFR Part 25 noted above.  
The test program included loading and inspections of the panel in three 
phases: 1) as-built; 2) with BVID; and 3) with a two-bay, through-thickness, 
machined notch that severed the central stringer. During the test, various mature 
and developmental NDI methods were used to monitor and record the extent of 
damage. Detailed post-test examinations using NDI techniques and destructive 
teardown evaluations were conducted in stable damage growth regions to identify 
dominate failure mechanisms for progressive damage analysis. 
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The main contribution of this work is a global/local finite element (FE) 
modeling approach utilizing progressive damage analysis (PDA) to simulate 
damage propagation in tensile-loaded, notched FRP skin-stiffened structures, such 
that the damage containment capability can be assessed. This model is unique in 
that it addresses damage containment through explicit consideration of the 
interaction of damage propagation in the skin and delamination of a stitched 
stiffener. The model enables an understanding of the mechanisms responsible for 
damage containment behavior and elucidates the sensitivity of damage 
containment behavior to various design parameters. 
A linear global FE model was originally developed for pre-test predictions 
[83] and later modified and enhanced for geometrically nonlinear analysis of the 
panel [88, 89]. The final global model yielded excellent test vs. analysis 
correlation of displacements and strains suitable for further study using damage 
modeling techniques.  
A local FE model was developed to simulate both delamination and 
through-the-thickness cracks in the multidirectional laminate skin through a 
structural-scale damage idealization selected for computational efficiency. All of 
material characterization was conducted using a combination of analysis and 
coupon tests. While the model is demonstrated for the PRSEUS concept, the 
approach is applicable for general skin-stiffened FRP structures. 
The structure of the research program is illustrated schematically in Figure 
1.12 where the chronological progression of the program is shown: 1) full-scale 
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test, 2) global geometrically nonlinear finite element analysis (FEA), 3) laminate 
fracture characterization, and 4) local damage propagation FEA. This figure 
shows how each of the components of the research work contributed toward the 
final validated damage containment analysis. The key outcomes of this research 
are also highlighted in the figure: 1) an experimental assessment of the damage 
containment capability of a PRSEUS fuselage panel subjected to flight loads; 2) a 
validated analysis of the fuselage test panel; 3) a multidirectional laminate 
through-the-thickness fracture characterization methodology; and 4) a validated 
analysis methodology to assess damage containment capability. While 
chronologically, the research program began with the full-scale test, this thesis is 
organized in a more typical fashion: starting from the most fundamental coupon-
scale work and finishing with the full-scale demonstration as described in the 
following section. 
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Figure 1.12. Schematic of research work conducted showing the interaction of the 
various components and build up the validated damage propagation model. Note 
that the acoustic emission (AE) study of damage propagation has been published 
in an accompanying thesis [90]. 
1.5 The Dissertation 
This section provides an outline of this dissertation, including a summary 
of each of the remaining chapters. The goals of this research work are to: 1) 
experimentally assess the load carrying capacity and damage progression 
characteristics of a PRSEUS fuselage panel subject to combined internal pressure 
and axial tension loads and 2) develop a finite element model to predict the 
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displacement, strain, and damage progression behavior observed during the test. It 
is noted that, while the test program was a massive undertaking with dozens of 
contributors involved, the author’s role was central in the execution of the test 
including the fixture modification, test panel preparations, data acquisition, data 
reduction, post-test inspection, and reporting, and thus the full-scale test is a key 
component of this thesis. 
Chapter 2 provides a literature review of key topics related to this thesis 
including damage modeling of composites, mechanics of stitched composites, and 
certification of composite structures. The discussion on modeling damage in 
composites reviews damage mechanisms, fracture mechanics based approaches, 
and continuum damage models. A classification of damage modeling techniques 
is discussed followed by key advantages and limitations of each technique. Some 
key examples of damage modeling of full-scale structures are reviewed. 
Mechanics of stitched composites are reviewed along with stitch characterization 
tests and stitch modeling studies. Finally, because an objective of the full-scale 
test was to demonstrate compliance with selected clauses of 14 CFR 25, a 
discussion on certification of composite structures for aerospace applications is 
provided. 
Chapter 3 discusses the material characterization and modeling for elastic, 
strength, and fracture properties. Two inverse methods are discussed for elastic 
property characterization of plies in NCF laminates. A new method is proposed to 
characterize the fracture propagation of through-the-thickness cracks in 
multidirectional laminates as a single cohesive law based on test results from a 
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compact tension test. Existing methods for modeling delamination of stitched 
interfaces are briefly reviewed. Some issues in stitch characterization testing are 
described and recommendations for future stitch characterization tests are 
provided. The stitched interface model adopted herein is described as well. 
Chapter 4 describes the experimental procedure for the full-scale test. 
First, an overview of the test fixture and required modifications to the test fixture 
to accommodate the PRSEUS panel are discussed. Next, a thorough description of 
the test panel including geometry, materials and layup, and panel preparation for 
testing is provided. The test phases and load history for each test phases are 
detailed in the third section. The final section of Chapter 4 discusses each of the 
inspection and monitoring methods employed. 
The full-scale test results are covered in Chapter 5 with a section dedicated 
to each phase of testing. Particular emphasis is placed on the third phase in which 
the panel had severe damage in the form of a two-bay notch. Results from the 
post-test NDI are discussed in the following section. The detailed destructive 
inspection that was conducted to assess the extent of damage and identify active 
failure mechanisms is described in the last section of this chapter. 
Chapter 6 describes the global analysis of the fuselage panel beginning 
with an explanation of the model history, as the model was originally developed 
for linear pretest analysis in NASTRAN. A thorough description of the FE 
representation, materials, loads, and boundary conditions is provided in the 
following section. Next, the two key proposed model refinements are described. 
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The final section discusses the model results showing the extent of test vs. 
analysis correlation for several key measured strain and displacement components 
and locations. The global model results are used as a foundation for further 
detailed local analyses as well as to determine the appropriate region for such 
local analyses. 
Chapter 7 describes the local progressive damage analysis. Two dominant 
damage mechanisms identified during the tests are modeled. Specific attention is 
given to the application of the cohesive characterization from Chapter 3 within the 
local model. Damage observations and strain gage results are compared with 
analysis predictions to validate the model. Finally, the model is used to conduct 
parametric studies to investigate the significance of select design parameters on 
the overall structural behavior. 
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CHAPTER 2:  BACKGROUND AND LITERATURE REVIEW 
The analysis of damage propagation in notched FRP skin-stiffened 
structures with stitched interfaces in order to assess the damage containment 
capability incorporates several research topics, which have been studied 
extensively. These topics include progressive damage analysis of composite 
structures, damage characterization, structural scaling effects, and the mechanics 
of stitched composites. This literature review focuses on describing the 
fundamentals and state-of-the-art for each research topic, which guided, and 
provided a strong foundation for, this thesis. 
Nearly all analyses of damage propagation in composites include an 
idealization of the physical damage process, a characterization of the damage 
process, and a computational implementation. Section 2.1 addresses each of these 
components sequentially. First, some important observations of the physical 
process of damage propagation in composites are described along with common 
idealizations used in analyses. Next, several methods of characterizing failure in 
composites are reviewed, starting from classical fracture mechanics and finishing 
with cohesive zone models. It is very costly to perform characterization tests at 
sizes larger than the laboratory coupon scale to calibrate these models, so the 
ability to predict size-effect is reviewed. Finally, computational implementations 
are reviewed briefly. While a multitude of computational implementations are 
available, only the most prominent and widely available are reviewed because no 
new computational implementation is proposed in this thesis. Most PDA 
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techniques have been applied at the coupon scale; this section concludes with a 
review of the few PDA that have been developed for full-scale structures. 
Section 2.2 provides a general induction to the mechanics of stitched 
composites. The effect of stitches on common mechanical properties of the parent 
laminate such as strength, stiffness, and fatigue behavior are described briefly. 
Since the focus of this work is on damage propagation, the effect of stitches on 
damage propagation is discussed in more detail. Particular attention is given to 
models of stitched interfaces proposed recently, which have been shown to be 
reasonably accurate. 
The last section of this chapter review certification of composite 
structures. Since the ultimate goal is developing composite structures that exhibit 
damage containment capability for flight applications, the particular damage 
configurations examined, load levels targeted, and damage propagation behavior 
desired are rooted in certification requirements. This section provides some brief 
background information for the reader unfamiliar with these requirements. 
2.1 Progressive Damage Analysis of Composites 
There is a growing need for analytical methods that can predict the onset 
and propagation of damage including its modes, extent, and effect on the 
surrounding structure for damage tolerance analysis of FRP aerospace structures. 
Damage tolerance evaluations often require determination of residual strength 
with large notches inserted in the structure. Typically, the residual strength is 
achieved after significant damage propagation. Analysis methods that can predict 
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residual strength in full-scale structures from tests of small scale coupons are 
highly desirable for cost and time savings [74]. 
Progressive damage analyses (PDA) offer the potential of: 1) saving time 
and cost by reducing the number of tests for design and certification; 2) enabling 
parametric studies to assess the damage tolerance of new designs; and 3) 
providing tools for assessing the safety of existing structures that have been 
damaged in service [91]. These potential benefits have prompted hundreds of 
publications proposing, evaluating, and advancing a myriad of PDA methods. 
However, robust and general PDA methods are not yet available despite several 
decades of development [9, 91]. Reliable prediction of damage initiation is still an 
active research area for certain biaxial stress states [92] let alone prediction 
damage evolution. Even in metals, for which understanding of failure is arguably 
more mature, a recent blind round-robin exercise highlighted the immense 
difficulty of predicting nonlinear failure response of ductile fracture [93]. 
Therefore, the prediction of a phenomenon that relies on damage propagation, 
such as damage containment, is a challenging undertaking. 
The vast literature on PDA makes review cumbersome. Three 
components, namely: scale of damage idealization, failure characterization, and 
computational implementation can be identified and classified for nearly all PDA 
methods and thus provide an avenue for discussion and comparison. Choices 
among alternatives for each of these three components are discussed in the 
following to elucidate advantages and limitations of presently available PDA 
methods. 
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The remainder of this section reviews the classifications of techniques 
within each component of a PDA and discusses the advantages and limitations of 
each. This section concludes with a review of some notable applications of these 
methods to full-scale structures. 
2.1.1 Scale of Damage Idealization 
The scale at which damage is idealized ranges from molecular (10
-6
 
inches) to structural (10
1
 inches). Figure 2.1 illustrates the spectrum of damage 
idealization scales along with typical physical damage mechanisms observed at 
each scale. At the macroscale, a homogenous generally orthotropic laminate is 
considered that may experience through-cracking or delamination at structural 
interfaces. The homogenous, transversely isotropic ply is the building block of the 
mesoscale and it may experience matrix cracks, fiber fracture, and delamination. 
At the microscale, the inherent heterogeneity of the material is introduced by 
idealizing the matrix and fibers as distinct entities. Damage mechanisms at the 
microscale included fiber breaks and fiber-matrix debonding. The susceptibility of 
a laminate structure to such individual failure mechanism depends on a variety of 
factors including the geometry, stress state, material system, laminate stacking 
sequence, ply thickness, percentage volume of the constituents, fiber architecture, 
loading function, and environment [94–96]. 
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Figure 2.1. Scales for damage idealization with typically observed damage 
mechanisms shown at each scale showing that damage propagates as a result of a 
multitude of mechanisms acting across several length scaled (adapted from [9, 
91]). 
Part of difficulty of developing general and robust PDA methods stems 
from heterogeneity at the microscale, which has a strong effect on kinematic 
changes as damage develops. Further, kinematic changes at the microscale may 
have strong influences on damage mechanism behavior at the mesoscale and 
likewise, kinematic changes at the mesoscale influence structural damage 
mechanisms. It is the accumulation of damage through a variety of mechanisms 
acting across several length scales that leads to structural collapse. 
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The vast majority of PDA methods are idealized at the mesoscale. 
Computational expense increases exponentially as the scale of idealization is 
reduced. Ideally, damage would be idealized at the macroscale for all structural 
problems and thus incur the least computational expense. However, in many 
problems, kinematic changes at smaller scales are varied and integral to accurate 
and robust simulation (e.g., interaction of matrix cracks and delaminations due to 
low-velocity impact).  
Despite that idealizations at the microscale and molecular scale currently 
have limited practical application, they offer important insights into the physical 
phenomenon of the failure process. It should be noted that many authors have 
attempted to link two or more scales together in so called multiscale analyses 
[97]. Coupling between scales and the stochastic nature of failure at the 
microscale have limited the practicality of these approaches [98]. 
The mesoscale is a natural choice of scale to idealize damage because it is 
desirable to be able to predict the effect of varying layups and ply thicknesses on 
damage propagation. The computational expense of most mesoscale methods has 
precluded application to large structures, especially in cases where damage 
propagation occurs over a large area. The only PDA that has found industry 
acceptance for full-scale structures is referred to as the strain-softening method 
and uses a macroscale idealization of damage [74]. Thus, while few macroscale 
idealizations have been proposed, the computational efficiency they afford is 
highly desirable. Therefore, the remainder of this chapter considers failure at the 
meso- and macroscales. 
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2.1.2 Failure Characterization 
Characterizing the damage process accurately at the relevant length scale 
is arguably the most important aspect of a PDA methodology. This includes 
determining a suitable representation of the onset and evolution of a particular 
damage mechanism. This section addresses the broad topic of failure theories for 
analyzing residual strength and discusses the parameters required for each. The 
following discussion reviews the concepts of strength-based failure criteria, linear 
and nonlinear fracture mechanics, and direct constitutive fitting methods 
highlighting the critical parameters describing the resistance to fracture, 
applications to structures where appropriate, and established limitations. 
Strength-based failure criteria are a simplistic means of obtaining the 
damage onset load level. The world-wide failure exercise (WWFE) compared 19 
state-of-the-art failure criteria for application to composite laminae and laminates 
[92]. The WWFE organizers concluded that significant work is still required to 
establish reliable and accurate tools to predict failure onset in composites for 
general design applications. Of the 19 criteria compared in the exercise, no single 
theory could predict failure over a range of plane stress loading conditions 
accurately and reliably. It was also noted that few models exist that are practical 
for full-sized structures. Several failure criteria have been refined or newly 
developed in response to these findings [99–102]. However, the limited 
availability of experimental data for biaxial stress states to validate failure criteria 
is problematic. A collection of high-quality experimental data that spans a wide 
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range of biaxial stress states would be instrumental in further advancing failure 
criteria.  
Strength based failure criteria used alone have an inherently poor 
assumption: they assume strength is independent of size. Consequently, strength-
based failure criteria are often used with damage evolution laws that govern 
damage after initiation and rely on nonlinear fracture mechanics (discussed below 
after linear fracture mechanics is introduced). Fracture mechanics offers a 
framework for introducing scaling into strength determination and is briefly 
reviewed in the following (see [103] for a historical review of fracture 
mechanics). 
The theory of modern fracture mechanics is built on Griffith’s energy 
balance and Irwin’s strain energy release rate [104–107]. Griffith's energy balance 
requires 
               (2.1) 
where   is the external work,    is the elastic strain energy,    is the kinetic 
energy,   is the energy dissipated at the crack tip during the formation of a new 
crack surface, and     is the energy dissipated due to other irreversible 
mechanisms [108]. An increment in crack area,   , is created by an increment in 
energy 
 
  
  
 
   
  
 
   
  
 
    
  
 
  
  
 (2.2) 
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For quasi-static loading, kinetic energy is negligible. The strain energy release 
rate,  , is the energy available to extend a crack by an incremental area,    
   
  
  
 
   
  
 (2.3) 
and the resistance to crack growth,   , is 
    
  
  
 (2.4) 
where it is assumed that the material is perfectly brittle such that all the energy 
dissipated during crack formation occurs at the crack tip (i.e.,      ). Stable 
crack extension occurs when 
      (2.5) 
 
  
  
 
   
  
 (2.6) 
where   is the crack length. The crack growth resistance can be a function of the 
crack length,         , a phenomenon referred to as the fracture resistance 
curve,  -curve. Brittle materials exhibit a constant  -curve, independent of crack 
length. Quasi-brittle and ductile materials typically have an  -curve that initially 
rises due to nonlinearity in crack formation process and then stabilizes at a 
constant value once the damage process zone has fully developed. 
The theory of linear elastic fracture mechanics (LEFM) can be used to 
analyze structures with cracks where it is assumed that all nonlinearity in the 
fracture process occurs at the crack tip and the surrounding material behavior is 
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linear elastic [105]. The crack referred to here and in the following is an 
idealization of the physical notch and/or damage zone that usually is the result of 
physical damage mechanisms. LEFM assumes that the resistance to crack growth 
can be quantified by a single value, and thus a constant  -curve. Three modes of 
loading a crack are assumed: opening, sliding, and scissoring and are referred to 
as Mode I, Mode II, and Mode III, respectively, as shown in Figure 2.2. The 
stresses ahead of crack are assumed as 
     
 
√   
(     
           
             
      )               (2.7) 
where the    are the parameters that defines the magnitude of the stress at the 
crack tip, called the stress intensity factors, corresponding to mode  ,    
     is a 
dimensionless quantity that accounts for the stress distribution as a function of the 
angle  , and a polar coordinate system is assumed at the crack tip (    ,   is a 
constant referred to as the  -stress dependent on the loading and geometry, and 
     indicates the presences of higher order terms that are typically disregarded. 
Referring to Equation (2.7), a stress singularity is assumed at the crack tip, which 
is a physical impossibility and limits the applicability of LEFM to cases where the 
crack tip nonlinearity is small relative to the characteristic length scale of the 
problem.  
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Figure 2.2. The three modes of fracture (reprinted from [109]). 
Expressions for stress intensity factors have been determined for a wide 
variety of structural configurations [110]. A general expression for the stress 
intensity factor is 
               √   (2.8) 
where   is a dimensionless constant that is determined based on the mode of 
loading and specimen geometry. Considering a crack subject to Mode I loading, 
crack extension is predicted when 
        (2.9) 
where     is the critical stress intensity factor, which is assumed to be a material 
property. The stress intensity factor can be related to the strain energy release rate. 
For instance, in a specially orthotropic material  
46 
 
        
 (√
  
  
 
  
    
    )
   
       
     (2.10) 
where   ,   ,    ,     are the elastic constants in the material reference system 
[111].  
A general crack may propagate under mixed-mode conditions and thus, 
for practical applications, a general mixed-mode fracture propagation criterion is 
needed. The values of     and      are determined using ASTM standard tests 
[112, 113]. No standard Mode III fracture toughness test has been established, 
though active research is underway on this topic [114]. The remainder of this 
discussion considers           . The various fracture toughness components 
may interact nonlinearly under mixed-mode conditions. Typically,          
because the Mode II cracks extended by formation and link up of small shearing 
cracks, whereas the physical mechanism for Mode I crack growth is a single 
opening crack, which requires less energy to propagate. Under mixed-mode 
conditions, it is expected that 
             (2.11) 
A phenomenological model to determine the total fracture toughness from the 
individual components is the Benzeggagh-Kenane (B-K) criterion [115]. The B-K 
criterion is 
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    (2.12) 
where it is noted that          and crack propagation occurs when the 
condition is satisfied. It uses an empirical fit parameter,  , determined by mixed-
mode tests in addition to fracture toughnesses [116]. A two-parameter power law 
[117] provides a more general fit 
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   (2.13) 
where   and   are empirical fit parameters determined from mixed-mode test 
data. However, the best fit parameters can result in violation of the expected 
constrain of Equation (2.11) and therefore, the power law fit parameters should be 
selected with care. As a result, the B-K criterion is often preferred. 
Tests have demonstrated that thin laminates exhibit less notch sensitivity 
than predicted by LEFM under tensile loading. For example, using center crack 
tension tests on AS4/938 laminate coupons with crack lengths of 2.5 inches to 
determine laminate fracture toughness,    
 , the residual strength of a panel with 
an 12 inch notch is under-predicted by approximately 40%, as shown in Figure 
2.3 where LEFM is the curve labeled Classical [118]. The error in LEFM 
predictions increases when smaller crack lengths are used to determine,    
 . Other 
layups and material system tested in the same study showed that LEFM is 
generally conservative, though inconsistent. Large-notch residual strength 
predictions using LEFM have been found to be conservative by 10% to 200% 
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[118, 119]. Therefore, LEFM is not an acceptable methodology for prediction of 
notched strength for damage tolerance analysis of composites. 
 
Figure 2.3. Notch sensitivity of AS4/938 laminate showing that classical fracture 
mechanics is not accurate for composite laminates (reprinted from [118]). 
Empirical methods that relying on a reduced order singularity, such as the 
Mar-Lin (ML) model, can be fit to the test results and provide reasonable 
correlation, however expensive large-notch test data is required to obtain a valid 
fit as shown in Figure 2.3 [120, 121]. Other techniques that assume failure occurs 
once the stress or strain at a characteristic distance reaches a critical value (e.g., 
Point Strain critierion) generally result in predictions similar to LEFM [74, 96]. 
The limitations of these methods have motivated the application of models that 
consider a nonlinear representation of the damage process zone. 
The experimentally observed notch insensitivity of composites can be 
explained by considering that in-plane damage mechanisms act at different length 
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scales as they accumulate in the fracture process zone (FPZ). In other words, the 
FPZ occurs over a finite area that cannot be ignored. Figure 2.4 shows the 
common damage mechanisms at the mesoscale and their approximate relation to a 
developing through-thickness crack. Matrix cracking occurs at initiation of the 
FPZ, followed by fiber/matrix debonding and fiber breaks as the crack begins to 
open. As the crack fully develops, fiber bridging and fiber pullout occur before a 
traction-free crack forms. Delamination may also occur during the crack 
formation process at multiple interfaces through the thickness of the laminate. 
Therefore, it is the combination of these damage mechanisms that lead to a 
material softening in the FPZ, as each damage mechanism becomes active with 
additional crack opening. This phenomenon is manifested as a rising  -curve. 
When extrapolating LEFM to larger crack lengths the residual strength is 
underestimated due to the rising  -curve.  
 
Figure 2.4. Common damage mechanisms in through-thickness fracture of 
composites (reprinted from [105]). 
1
2
3 5
4
1. Fiber pull-out
2. Fiber bridging
3. Fiber/matrix debonding
4. Fiber failure
5. Matrix cracking
(a) Intralaminar damage mechanisms
(b) Interlaminar damage (delamination)
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Softening in the FPZ as a result of localized notch-tip damage has been 
experimentally verified by loading tensile specimens excised from the damaged 
region ahead of a notch, just prior to catastrophic fracture. The results showed a 
reduction in stiffness dependent on distance from the notch tip [122–124]. In 
addition to a reduction in stiffness, the test results also indicated residual load 
carrying capability after fiber failure occurred. The softened zone at the notch tip 
was found to be quite large, up to 1-inch-long, which necessitates the 
consideration of large-scale bridging models and explains the often unacceptable 
residual strength predictions of LEFM. The specimen size effect is also explained 
by these results as there can be an interaction between the FPZ and finite size 
effects in small coupon specimens that leads to catastrophic fracture before a 
traction-free crack has developed. Also, it has been observed that notch tip 
softening is most noticeable in structures with load redistribution capability. 
The LEFM approach has proven very useful for analyzing brittle fracture, 
where the nonlinear zone ahead of the crack tip is negligible [105]. In cases of 
large delaminations, the fracture process zone length is often negligible and 
LEFM is applicable. However, for PDA, LEFM has limited applicability because 
the requirement of an existing crack does not allow for the prediction of damage 
onset. 
In nonlinear fracture mechanics (NLFM), the FPZ is assumed to have a 
finite size. One approach NLFM approach is known as the cohesive zone model 
(CZM). In the CZM, all the inelastic behavior is collapsed to a zero-thickness 
interface ahead of the crack tip and it is assumed that the surrounding material is 
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elastic. The CZM assumes that tractions act to close the crack across the inelastic 
interface over some length and that the tractions vary from the traction-free crack 
surface to the intact material. The CZM is formulated on the concepts introduced 
by Dugdale, Barenblatt, and Hillerborg et al. [125–127]. Dugdale and Barenblatt 
proposed a model for metals whereby the stress ahead of a crack is limited by the 
material yield stress so that a plastic zone of constant-stress is formed along an 
interface ahead of the crack tip. Hillerborg introduced softening to extend the 
previous work for ductile materials to quasi-brittle materials such as concrete. 
Importantly, the CZM predicts both crack initiation and propagation. Backlund et 
al. extended this work to composite materials [128, 129]. The resulting model is 
now commonly called the cohesive zone model and provides an idealized 
characterization of the fracture process in which the nonlinear process zone is 
considered.  
The CZM assumes a softening law that governs cohesive tractions,  , 
acting along the length of the process zone as a function of the fracture surface 
separation (i.e., opening of the crack faces),  . Figure 2.5a shows schematic of a 
crack in concrete with a non-negligible process zone of length,     , and Figure 
2.5b shows the idealized cohesive crack with tractions acting along the length of 
the process zone. An example of a softening law is shown in Figure 2.5c where 
the tractions across the crack interface reduce from the cohesive strength,   , 
until they vanish as a function of separation at   . In order to be valid, a softening 
law must define monotonic crack opening [130]. The crack onset begins when the 
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applied stress reaches   , and the crack begins to propagate once energy 
equivalent to the fracture toughness has been dissipated. 
 
Figure 2.5. The cohesive zone model (reprinted from [131]). 
Several important features are inherent to the CZM. The damage zone 
retains load-carrying capability until some maximum separation is reach,   . If 
Rice’s J-integral [132] is evaluated around the perimeter of the damage zone 
   ∫       
  
 
    (2.14) 
which shows that the energy dissipated to form a traction-free cohesive crack is 
the fracture toughness. A length scale arises from the CZM referred to as the 
cohesive FPZ length,     
 , defined as 
     
   
   
     
 (2.15) 
where   is a non-dimensional parameter. The parameter   accounts for the 
various models proposed to address specific nonlinear mechanisms in different 
material systems and has been assigned values between 0.32 and 1.0 [133]. 
Crack
face
(b) Cohesive crack model(a) Fracture process zone (c) Softening law
Process 
zone
Open 
crack
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The CZM is capable of predicting the notch sensitivity effects observed 
experimentally. In Figure 2.3, it was noted that experimentally obtained notched 
strengths of increasingly larger specimens demonstrated that LEFM is 
insufficient. The experimental observation of notch insensitivity is known as the 
size-effect in composites. The CZM can predict the composite size effect 
accurately, if the appropriate softening law is known. The next few paragraphs 
discusses the size effect in more detail. 
Comparison of size-effects, as demonstrated by Bažant [130], shows the 
relation between strength, LEFM, and NLFM. The strength,   , of geometrically 
similar structures is  
      
 
  
 (2.16) 
where   is the applied load,    is a dimensionless constant,   is the structural 
width, and   is the characteristic dimension. Strength theory predicts that the 
strength is independent of  . It can be shown from Equation (2.8), with       , 
that LEFM predicts     
    . Bažant derived a size effect law for NLFM 
based on energy considerations 
     
  
√      
 (2.17) 
where   is a dimensionless constant that depends on the specimen geometry,    
is the tensile strength, and    is the transitional size (from strength to LEFM; see 
Figure 2.6). Bažant’s size effect law, Equation (2.17), demonstrates the 
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transitional behavior of NLFM between strength and LEFM theories, as shown in 
Figure 2.6. The ratio      indicates the brittleness of the material, with small 
values corresponding to ductile failure (i.e., yield) and large values corresponding 
to brittle failure (i.e., LEFM governed fracture). The value of    is a function of 
the geometry, crack length, and process zone length. The notch sensitivity 
parameter,   , provides a geometry independent indication of notch-brittleness 
    
 
    
 (2.18) 
where      is considered notch-ductile,          is notch-quasi-brittle, 
and        is notch-brittle. An alternate terminology is often used: small-scale 
bridging (SSB) and large-scale bridging (LSB), where the former refers to large 
        where    is the smallest characteristic dimension of the structure, which 
is typically   or the ply thickness,  . The latter refers to small        . It is noted 
that, for PDA where damage onset and propagation are of interest, generally   
evolves from zero to a large value such that    may transition from ductile to 
brittle failure. Thus, the concepts of NLFM are required for PDA methods to be 
applicable and accurate for a wide variety of problems.  
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Figure 2.6. Size effect for strength theory, LEFM, and NLFM theories showing 
that NLFM bridges the transition region between strength and notch dominated 
fracture (reprinted from [130]). 
Based on this discussion, the shortcoming of the progressive failure 
analysis (PFA) methods (e.g., [134, 135]), that degrade stiffness abruptly to a 
small value once a strength-based failure criteria is satisfied is clear: these 
methods cannot be expected to scale accurately. Therefore, an analysis which is 
tuned for agreement with coupon test data will generally not agree with large 
scale test data. This problem can be alleviated by fitting model inputs to a series 
of geometrically-scaled test specimens, however such extensive testing 
requirements limit the value of the analysis. 
Delamination and matrix cracks usually occur under SSB conditions, thus, 
a linear softening law is sufficient [133]. For SSB, where linear cohesive 
softening is assumed, the cohesive model is completely defined by a strength and 
fracture toughness. A procedure for determination of fracture toughness is 
standardized for interlaminar and intralaminar matrix cracks under Mode I, Mode 
Strength
LEFMNFM
2
1
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II (standardization in process), and mixed-mode fracture conditions [112, 113, 
116, 136]. 
When LSB conditions prevail, such as the case when fiber bridging 
occurs, both the fracture energy and the softening law shape      determine the 
structural behavior. In such cases, it is often observed that the R-curve rises with 
crack length. Parametric studies have confirmed that, under LSB, both the fracture 
toughness and the shape of the softening law are required to the predicted 
structural response accurately [137–139]. Therefore, a methodology is needed to 
characterize the softening law under LSB conditions. 
Cohesive softening law characterization methods have been introduced in 
the literature. However, as is described in the following, there are several 
significant limitations to these methods. For example, time consuming trial-and-
error fit of a softening law to a large set of test data covering a wide spectrum of 
specimen sizes has been undertaken to determine a softening law with some 
success [124, 139–141]. However, this approaches is too expensive and 
cumbersome for general adoption. While no direct method exists for complete 
experimental characterization of the softening law, several indirect methods have 
been proposed, including: the R-curve method, the size-effect law method, and 
the inverse constitutive method. The advantages and limitations of each 
characterization method are discussed in the following. Note, the following 
discussion considers only Mode I fracture; some authors have extended these 
concepts to mixed-mode fracture (e.g., [142]), but this issue is outside the scope 
of this discussion. 
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It has been observed that the R-curve implicitly contains the softening law 
[141, 143]. Strategies have been developed to determine the softening law based 
on experimentally measured R-curves. Suo et al. proposed using a double 
cantilever beam (DCB) test configuration with end moments applied such that the 
J-integral computed around the external boundary of the specimen is independent 
of the bridging law [143]. They referred to this special case as a steady-state 
geometry. The authors differentiated Equation (2.14) to obtain the softening law  
      
   
  
 (2.19) 
where    indicates that a rising R-curve effect is present. The analysis led to the 
proposition that the bridging law was a material property and, subsequently, 
others confirmed this experimentally [144, 145] and with numerical models [146]. 
For standard DCB tests, Tamuzs et al. examined the error introduced by 
approximating the R-curve from LEFM (i.e.,      ) and found that it induced 
minimal error [145]. This result suggested the requirement of a steady-state 
geometry is not necessary. In the case that the crack tip opening displacement,  , 
is unavailable, it has been shown that the softening law can be approximated 
based on the experimentally measured R-curve and      assuming the crack faces 
opening linearly to relate   to      [133]. Newly proposed methods of 
determining the R-curve directly from computing the J-integral around a selected 
contour using DIC measurements [147, 148] may provide an alternate means of 
circumventing the assumption of      , but this has not yet been studied. The 
method of determining the softening law from an experimentally measured R-
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curve has been demonstrated successfully for delamination using DCB specimen 
and fiber fracture using cross-ply compact tension (CT) specimens. 
Bažant proposed a method of using the size effect law expressed in 
Equation (2.17) to determine the softening law [149, 150]. Recently, this method 
has been updated with a refined size effect law and a set of closed form 
expressions for the parameters that define the softening law where the softening 
law shape is assumed to be bilinear [151]. This approach showed excellent 
correlation with a wide variety of specimen sizes. A drawback of this method is 
that it requires extensive testing: a series of geometrically scaled specimens are 
required to determine the size effect law. Also, the precise shape of the softening 
law cannot be determined experimentally; an analytical expression must be 
assumed a priori. 
The third approach for softening law characterization determines the 
parameters of an assumed constitutive model governing the behavior in the 
damage zone by solving the inverse problem. In the inverse problem, the 
boundary conditions and field measurements from DIC are known and the 
constitutive response is unknown. Several techniques have been proposed for 
solving the inverse problem and have been reviewed previously [152]. Zobeiry 
proposed a two-step procedure that allowed for determination of constitutive 
response without assuming a constitutive law shape a priori [153]. The method 
was applied to determination of the softening response of composite overheight 
CT specimens successfully. This is a promising technique, which requires fewer 
tests than the size-effect law method and circumvents assumptions regarding the 
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applicability of the R-curve method to non-steady-state geometries. However, the 
inverse method relies on accurate measurements of the strain field near, and 
ideally within, the process zone. It also assumes the strain is constant through the 
thickness. For many cases, these limitations cannot be satisfied, such as the case 
of laminates that exhibit delamination. 
Independently applying the three methods discussed above (i.e. the R-
curve method, the size-effect law method, and the inverse constitutive method) to 
determine the softening law for problems with LSB, it has been concluded that the 
shape of the softening law is concave, as shown by the bilinear and exponential 
curves in Figure 2.7. This is in agreement with Dopker et al., who demonstrated, 
through extensive experimental testing and trial-and-error numerical analysis, that 
a concave shaped softening law was necessary for modeling the behavior of 
notched composite laminates under tensile loads [138]. Therefore, in problems 
where LSB is significant, a concave softening law should be used. This explains 
the relatively poor agreement between simplified models for laminate notched 
tensile strength (in the absence of extensive fitting) and test results [96] as well as 
the limited applicability of apparent fracture toughness representations of stitched 
interfaces [154, 155], which is discussed in more detail in Section 2.2. 
60 
 
 
Figure 2.7. Typical softening law shapes for constant Gc. 
2.1.3 Computational Implementation 
A wide variety of computational implementations have been developed to 
represent the failure process at a particular scale in a numerical model. Ingraffea 
has provided a comprehensive conceptual model of the simulation of progressive 
failure and an accompanying taxonomy of implementation methods which is 
adopted here to guide this review [156]. Figure 2.8 shows the categories of 
damage representations, which are grouped as either geometrical or 
nongeometrical. Geometrical methods consider a crack as geometrical entity, 
which may require updating of the geometry and discretization as the crack 
advances. Nongeometrical methods do not contain an explicit geometrical 
representation of the crack, thus neither the model geometry nor discretization are 
Exponential
Linear
Bilinear
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changed as the crack advances. The crack is represented either constitutively or 
kinematically as a strain localization.  
 
Figure 2.8. A taxonomy of computational implementation methods for PDA 
showing the large variety of methods available (reprinted from [156]). 
In the following sections, the advantages and limitations of the constrained 
shape, constitutive, and kinematic methods are discussed. When the crack path is 
unknown, the geometrically constrained methods have limited applicability. 
Geometrical arbitrary shape methods allow for general crack growth where the 
path is unknown a prior, but are generally incompatible with commercial FEM 
software or require computationally challenging and expensive re-meshing at 
every solution iteration [156]. Therefore, geometrical arbitrary shape methods are 
not considered here. Nongeometrical methods circumvent the need for remeshing 
by representing the crack through appropriately degraded material stiffness or 
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through a local approximation of the displacement field. Studies advancing 
nongeometrical methods work toward a mesh independent representation, 
however this has yet to be achieved using commercial FEM software. 
2.1.3.1 The constrained shape methods 
One of the most common groups of approaches are the constrained shape 
methods in which the crack is restricted by the discretization or analytical 
formulation. Closed form solutions that require simple analytic geometry fall into 
this category, but the narrow spectrum of admissible geometries precludes these 
methods from practical applications. In FEM, the prescribed method includes a 
crack that follows the element interfaces. As the crack advances, the mesh is 
unchanged and the crack may propagate along a path following element 
interfaces. In its simplest form, nodes are split to form the crack, a technique 
known as node splitting or node decoupling (e.g., [157]). More advanced 
implementations use cohesive interface elements at the interface of continuum 
elements to consider NLFM (e.g., [158, 159]). The fundamental limitation of this 
approach is that the crack trajectory is influenced by the discretization [156]. It 
has been shown that, even with a fine mesh where crack propagation is allowed 
along any element interface, the crack path is largely dependent on the mesh 
pattern [159]. Therefore, in cases where the crack paths are unknown a priori, the 
applicability of geometrically prescribed method is limited, and an alternative 
method should be used. However, the simplicity and computational efficiency of 
the method are advantageous. 
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In certain problems, such as delamination, the crack is constrained to a 
known interface. When the crack path is well-known a priori, the prescribed 
method is the preferred approach for simplicity and computational efficiency. The 
virtual crack closure technique (VCCT) and cohesive elements are commonly 
advocated prescribed methods for modeling delamination in composites and are 
briefly reviewed in the following. 
The VCCT offers a relatively robust FE implementation of the Griffith 
crack growth criterion assuming LEFM behavior [160]. Using a fracture 
mechanics approach, interlaminar stresses are assumed to produce a crack driving 
force that has Mode I, II, and III components,   ,    ,     , respectively. The crack 
closure integral proposed by Irwin relates the energy release rate to crack tip 
stress and displacement fields [105]. The finite element implementation proposed 
in [161, 162] assumes that the energy required to advance a crack by a small 
distance,   , is equivalent to the energy required to close the crack by the same 
distance. This assumption is consistent with the LEFM idealization that all crack-
tip nonlinearity occurs at a point. 
The strain energy release rates are computed as follows. Figure 2.9 shows 
a schematic of a 2D finite element mesh with four-node elements and the relevant 
nodal forces and displacements used by the VCCT. For the crack tip located at 
node  , advancing the crack tip by    to node   is assumed to require the same 
energy as closing by    the crack to node  . The Mode I and II components of 
strain energy release rate are calculated as 
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         (2.20a) 
     
 
   
         (2.20b) 
where the nodal forces,    and   , are taken at the crack tip node   and the 
displacements     and     are calculated from nodal displacements behind the 
crack tip. The VCCT is an energy based approach and thus is accurate with a 
relatively coarse mesh. The technique has been extended for several 2D and 3D 
element types and corrections have been proposed for variation in element sizes 
[160]. VCCT calculations are available in some commercial FE software such as 
Abaqus [163]. Crack propagation is determined by comparing the total strain 
energy release rate with the fracture toughness.  
 
Figure 2.9. Virtual crack closure technique for a 2D finite element mesh 
(reprinted from [160]). 
The VCCT has been applied at the macroscale to analyze stiffener 
delamination in a three stringer panel loaded such that there were high 
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interlaminar stresses at a stringer termination [164]. The results indicated that a 
refined solid-element mesh in the region of interest was required in order to 
predict delamination propagation accurately. While VCCT is computationally 
inexpensive and well suited for LEFM analysis of structures where a large crack 
already exists, it has some significant limitations. The technique requires the 
topology of the nodes ahead of and behind the crack tip, which is cumbersome to 
implement in commercial FE codes [165]. For delamination propagation using 
nodal release, the strain energy release rate must remain constant along the 
delamination front for accurate modeling with VCCT, a condition that typically 
applies only in 2D problems [166]. Additionally, VCCT does not predict damage 
onset and requires a crack to be inserted in the mesh a priori for damage 
propagation studies. VCCT is a LEFM technique and therefore a single parameter 
approach, which is valid only for brittle fracture in which the fracture process 
zone is small compared to the characteristic crack length. 
Cohesive elements have been implemented into FE software allowing for 
a geometrically prescribed method for NLFM. Typically, cohesive elements are 
zero thickness interface elements that are inserted between continuum elements to 
simulate a crack. A large number of cohesive elements have been formulated and 
implemented in FE, thus the focus here is on a recently formulated cohesive 
element. The cohesive element implemented in Abaqus is based on the damage 
model proposed by Turon et al. [165], which allows for mixed-mode 
thermodynamically consistent simulation of crack onset and propagation. Prior to 
damage initiation (i.e., before the stress reaches the cohesive strength,   ), the 
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element has a penalty stiffness,  , to keep the adjacent continuum elements 
together. Once the cohesive strength is reached, the element stiffness is reduced to 
      , where   is the damage variable that evolves from zero for an intact 
interface to one for fully developed crack. Turon demonstrated the model could 
accurately predict delamination onset and growth in a skin-stiffener specimen 
where the model predicted the load level of delamination onset within the bounds 
of the experimental scatter and 8.3% below the mean. Besides simulating crack 
onset, cohesive elements also have the advantage of allowing the mode-mixity to 
vary across the FPZ [167]. It should be noted that cohesive elements lead to 
convergence difficulties at the onset of crack formation, a well-known problem, 
that can be somewhat alleviated using viscous regularization and a dynamic 
solution procedure [168]. 
Cohesive elements can be used to model the onset of damage, 
development of an FPZ, and once the FPZ is fully formed, propagation of the 
crack. Turon et al. demonstrated that a minimum of three elements through the 
length of the FPZ are required for accurate results [169]. For aerospace 
carbon/epoxy composites,          inches is typical, therefore, the maximum 
element size requirement is     inches or smaller. This constraint on element size 
is often impractical. In the same work, it was also shown that the cohesive 
strength maybe artificially reduced to increase the length of the FPZ and thus 
allow for the use of larger elements while maintaining solution accuracy. For 
simulation of a double cantilever beam crack propagation, acceptable results with 
elements ten times larger than the nominal element size requirement were 
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achieved with a cohesive strength reduced artificially so that ten elements 
spanned the FPZ. 
2.1.3.2 Constitutive methods 
Constitutive nongeometric models are often referred to as smeared crack 
representations because the damage is modeled as a distributed softened zone 
[156]. The smeared crack models are also referred to as weak-discontinuity 
representations because a sharp crack is not modeled, only the approximate effect 
of damage on the material constitutive law is modeled. The constitutive model 
used for softening is developed through the theory of damage mechanics. 
Generally, it is assumed that as micro-cracks and voids appear and coalesce 
during damage formation, the effective cross section is reduced and thus the 
material stiffness is decreased [9]. Assuming isotropic stiffness degradation, the 
material response is formulated as  
               
     (2.21) 
where      
  is the elasticity matrix, and   is the damage variable that evolves 
from zero (intact) to one (full damaged). 
A PFA approach following Equation (2.21) was used to simulate 
intralaminar damage progression in notched stiffened panels loaded under 
uniaxial compression [135]. The skin and stiffeners were stitched throughout to 
suppress delaminations. The Hashin failure criteria [170] were used to determine 
the onset of damage. Stiffness was degraded completely on failure following the 
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work of Chang-Lessard [171], with a scale factor applied to ply strengths to 
account for damage mechanisms and other nonlinearities not included in the 
model. Additionally, several lines of stitching in the path of damage propagation 
were modeled with an empirical stitch factor to scale the fiber buckling strength. 
Generally good agreement between test and analysis was achieved. The analysis 
methodology had limit transferability to other structures due the use of two scale 
factors, which need to be determined through trial-and-error for different 
materials and laminate stacking sequences. 
A significant limitation of the Equation (2.21) is that it predicts that the 
energy dissipated vanishes in the limit as the element size is refined. In such 
approaches (e.g., [134, 135, 172]), typically, the element size is an important 
factor that the analyst must choose to achieve good correlation with test results. 
This mesh size dependence has been overcome with regularization schemes such 
as the crack band theory [173]. The crack band theory normalizes the dissipated 
energy to the fracture toughness so that damage localized along a single row of 
elements will dissipate energy equivalent to the fracture toughness as long as the 
mesh size is sufficiently small. Current smeared crack implementations are 
sophisticated approaches that have evolved over the past several decades from 
relatively simple [134] to thermodynamically consistent continuum damage 
models (CDM), rigorously derived in the framework of continuum mechanics 
[174, 175]. 
The most common application of constitutive models has been a 
mesoscale idealization, where the plies are treated as homogenized orthotropic 
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continuum. Constitutive models have the distinct advantage of simulating the 
onset and propagation of multiple intralaminar damage mechanisms 
simultaneously such that knowledge of the crack path is not required a priori [91]. 
Matzenmiller et al. introduced one such CDM where a fourth-order damage tensor 
is used [176]. Through various simplifications, the proposed material response is 
          
     (2.22) 
      
  
 
 
[
                          
                          
            
] (2.23) 
where   is  
                        (2.24) 
and   ,   , and   are the damage variables each representing a different mode 
of damage along the longitudinal, transverse, and shear directions, respectively. 
Many sophisticated damage models have been developed based on Equations 
(2.22)-(2.24) and have demonstrated the important advantages of relatively easy 
implementation into commercial FEM software and the ability to predict residual 
strength of composite structures experiencing in-plane damage growth [177–181]. 
Constitutive models determine damage onset using failure criteria and simulate 
damage propagation with damage evolution laws. Several review articles have 
been published focusing on the failure criteria, e.g., [182, 183] and damage 
evolution laws, e.g., [184, 185]. Failure criteria were reviewed above in section 
2.1.2 and damage evolution is briefly reviewed in the following. 
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Models that use the crack band theory normalize the energy dissipated to 
the fracture toughness. Planas et al. demonstrated that the crack band theory 
continuum model is equivalent to the cohesive model [186]. Therefore, it 
becomes clear that the choice of damage evolution (i.e., softening law) is 
important for cases where large-scale bridging occurs. 
Miami et al. proposed a thermodynamically consistent model that 
considered four damage modes [174, 175]. This model adapted the LaRC04 
failure criteria and used a combination of linear and exponential damage 
evolution laws. Linear damage evolution was used for cracking in the transverse 
direction where SSB is expected, while a combined linear-exponential (concave 
shaped) damage evolution law was used for the longitudinal direction where LSB 
conditions are likely to occur. The model was demonstrated using an open-hole 
tension coupon and test vs. analysis error for catastrophic failure loads ranged 
from -7.4% to 11.6% for three different layups.  
One potential source of error in these simulations, and for the CDM in 
general, for application to composite structures is that they do not account for 
delamination. Thus, CDM and cohesive elements have been implemented in the 
same FE model to account for intralaminar and interlaminar damage, respectively. 
However, CDM predictions of crack paths and local stress redistributions 
resulting from damage have been insufficient to allow for proper representation of 
the coupling between intralaminar and interlaminar damage [91]. 
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Some fundamental deficiencies have persisted in most smeared crack 
models. The first deficiency is that crack path is defined by the stress 
concentration and tends to follow the mesh orientation [9, 156]. A related issue is 
that, in mesoscale idealizations, the homogenization removes the bias of cracks 
propagation direction resulting from the fiber orientation [9]. Some authors have 
overcome this difficulty by using meshes aligned to the direction of crack 
propagation, but this has limited practical applicability [187]. The second 
difficulty is stress locking, which is found in certain cases when elements are 
partially degraded and experience large deformation [156]. The third issue is that 
constitutive softening models have severe convergence difficulties when implicit 
solvers are used [188]. The latter two deficiencies can be resolved by using 
explicit solution procedures. The only available solution to the first deficiency is 
to use a nonlocal solution procedure in which material point calculations consider 
the behavior of some adjacent area [189–191]. However, nonlocal procedures are 
cumbersome to implement in commercial FEM software and thus often 
undesirable for commercial application. 
2.1.3.3 Kinematic methods 
Instead of modifying the FE stiffness matrix as in the smeared crack 
approach, it is possible to modify the strain-displacement matrix for a kinematic 
nongeometric representation of a crack. The kinematic methods include the 
presence of a crack with the framework of FEM in either the strain or 
displacement fields [156]. Several methods have been proposed to accomplish 
this, including the partition of unity method [192], the phantom node method 
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[193], and the floating node method [194]. Initially, only the partition of unity 
method was referred to as the eXtended FEM (XFEM). More recently, all of these 
methods are commonly called XFEM. When these methods are used to idealize 
matrix cracks at the mesoscale, they are often referred to as high-fidelity models. 
Typically, XFEM is used only for matrix cracks. The key benefit of these 
methods is that they promise arbitrary crack growth enabled by arbitrary shape 
methods without the need for remeshing at each increment of crack growth [156]. 
Models considering other damage mechanisms use several computational 
models within the same analysis. For example, van der Meer represented matrix 
cracks with XFEM, fiber damage with CDM, and delamination with cohesive 
elements to analyze overheight CT specimens [195]. This high-fidelity model 
demonstrated good correlation with test results in terms of both predicted damage 
models and overall load-displacement response. At this stage, these kinematic 
methods are relatively immature; for example, they have only been applied to 
coupon-scale specimens under monotonic tension and have not been extended to 
include bending effects. The computational cost quickly becomes intractable for 
structures larger than the coupon scale. 
2.1.4 Application to Full-Scale Structures 
Simulation of progressive damage in full-scale structural components has 
been quite limited due to the lack of physically meaningful and computationally 
tractable methods combined with a lack of sufficient experimental data for 
validation. Very few progressive damage studies of full-scale components have 
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been published in the open literature; some notable examples available are 
reviewed in the following and it is noted that none address the issue of damage 
containment. 
The mesh refinement requirements of most PDA computational tools 
render them computationally intractable for application to full-scale aerospace 
structures in conventional FE models. A recent study noted that progressive 
damage analysis using CDM and cohesive elements for a single stringer sub-
component took seven days of computation time [166]. Global/local approaches 
have proven useful for incorporating these methods in analyses of large structures 
in such a way that the computational demands remain tractable. Therefore various 
global/local approaches have been proposed to couple conventional FE models of 
the full-scale structure to detailed local models of regions of interest. Available 
global/local modeling features in commercial FE software assume the global 
response is independent of the local analysis [163]. This assumption is likely to 
become invalid when damage propagation is simulated in a local analysis, and 
thus more sophisticated global/local approaches that allow for varying degrees of 
coupling have been proposed. In the remainder of this subsection, two studies that 
used the global/local approach to model progressive damage in composite 
structures are reviewed. 
Two progressive damage analyses were performed as part of the American 
Airlines Flight 587 accident failure investigation [196]. The failure occurred in 
the right rear lug of the vertical tail plane. An uncoupled global/local approach, 
considering two alternative local damage progression models, was used to analyze 
74 
 
the failure. The first local model used 3D elements that used a CDM with the 
Hashin failure criteria [170] and a phenomenologically determined stiffness 
degradation scheme to consider intralaminar damage modes. The second local 
model used several layers of shell elements and a damage progression scheme 
similar to [135] where a load factor was introduced to scale strengths. Both 
models were shown to be in good agreement with calibration test results in terms 
of failure loads. The observed failure behavior involved limited global-scale stress 
redistribution due to damage propagation and therefore was amenable to an 
uncoupled global/local analysis. These models had limited applicability to other 
configurations due to the use of parameters tuned to fit the test data. 
Leone implemented a CDM using a global/local analysis to model damage 
onset, propagation, and instability in notched honeycomb composite fuselage 
panels [178]. To account for the changes in local model boundary conditions as 
damage propagated, displacements used to prescribe the local model boundary 
conditions were interpolated from a library of global models with a range of crack 
lengths. This global/local model updating approach requires knowledge of the 
crack path a priori to keep the number of global models manageable. The 
particular damage modeled became unstable after about 1.5 inches of damage 
propagation and exhibited no significant delamination in the damage propagation 
process. These two particular observations are noted to emphasize that CDM was 
well-suited for this particular problem. However, for cases where damage 
propagation is extensive or delaminations are significant to the failure, this 
modeling approach may encounter difficulties. 
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In summary, the two examples of applying the global/local PDA approach 
to large composite structures considered damage propagation over a relatively 
small region. Residual strength analyses where damage propagation results in 
significant strain redistribution and/or damage containment prior to catastrophic 
failure has yet to be modeled with PDA. A main contribution of this dissertation 
is the development and demonstration of a PDA method capable of analyzing 
such wide-spread damage propagation in a large structure. As described in 
Chapters 3 and 7, this work aims to analyze such widespread damage without the 
limitation of tuned parameters so that the modeling methodology can be applied 
to other material systems and structural configurations. 
2.2 Analysis of Stitched Composite Interfaces 
Stitching can be introduced in areas of high interlaminar stresses to 
replace metallic fasteners or to enhance structural integrity. In the PRSEUS 
concept, stitching is used to reinforce the skin/stringer flange interface as shown 
in Figure 2.10a. In a general sense, the stitching reinforces the structural interface 
between two sub-laminates by increasing the fracture toughness of the interface. 
Each location where the stitching thread traverses the thickness of the shell from 
inner surface to the outer surface is referred to as a stitch. Each stitch is formed 
with two threads, which comprise two or more twisted yarns. The stitching 
process introduces two rows of through-thickness reinforcements that have a 
spacing,   , and pitch,   , as shown in Figure 2.10b. The stitching pattern used in 
the PRSEUS fuselage panel is a 3-D seam stitch, which is a single-sided stitching 
process, as shown in Figure 2.10c. Due to the particular stitching process used, 
76 
 
one row of stitches is inclined to the radial axis of the curved panel and the other 
is vertical, as shown in Figure 2.10d. On the outer (skin) surface, the stitch thread 
interlock loops are formed. While the geometric complexity of the stitching thread 
is significant and subject to variations during processing, a simplistic idealization 
of the stitches has been introduced as described in the following. 
In many studies, a stitch is idealized as a member that introduces tractions 
as a function of displacement (caused by delamination) at the sub-laminate 
interface. The stitch can be considered as a specific case of the general class of 
through-the-thickness reinforcement (TTR). Other examples of TTR include z-
pins wherein small metallic or fibrous rods are inserted in the thickness direction 
in prepreg laminates and tufts which are stitches inserted without an interlocking 
thread. The following analysis techniques are generally applicable to all TTR 
[197–199] and therefore, the words tow or stitch are used interchangeably to 
described the through-thickness member. A schematic of the generalized 
configuration is shown in Figure 2.11. Two sub-laminates, the skin and flange, are 
joined by a resin interface. Initially, the tow geometry is defined by an inclination 
angle,   , and a diameter,   , where it is assumed that the tow cross-section is 
circular. 
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Figure 2.10. Schematic illustration of the PRSEUS stitched interface 
configuration. 
The effect of the tow on the structural behavior of the initial (undamaged) 
configuration shown on the left hand side of Figure 2.11 can considered in terms 
of in-plane and out-of-plane behavior. The in-plane behavior refers to the effect of 
the stitch on the mechanical behavior of each sub-laminate in the x-θ plane and is 
discussed in Section 2.2.3. The out-of-plane behavior refers to the effect of the 
stitch in the r-θ plane, which is dominated by the mechanical behavior of the resin 
interface. In the initial configuration, when the skin and flange are well-bonded, 
the contribution of the TTR tow to the structural behavior is negligible because 
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the tow diameter and tow volume fraction of the laminate are very small [200], 
[201]. If the loading conditions lead to high interlaminar stresses that introduce a 
delamination between the skin and flange at the resin interface, the delamination 
may propagate to a point where one or more stitches bridge the delamination, as 
shown on the right hand side of Figure 2.11. 
The salient feature of the stitched interface is that the bridging tow 
introduces a closure traction that reduces the stresses at the delamination crack tip 
and may slow or arrest the delamination propagation. Thus, the stitches increase 
the apparent fracture toughness of the interface. In several studies, fracture 
toughness of stitched and unstitched interfaces was experimentally determined for 
Mode I [58, 155, 202, 203–205] and Mode II [206]. Under both loading 
conditions, TTR placed in the thickness direction significantly increased the 
apparent fracture toughness. A parametric study revealed that the stitch stiffness 
was a critical factor in maximizing fracture toughness. [207].  
The bridging tractions,  , introduced by a stitch, as shown in Figure 2.11, 
are assumed to act as a function of displacement  
        (2.25) 
and depend on the mechanisms of load-transfer from the tow to the surrounding 
material [208]. 
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Figure 2.11. Idealization of stitched interface delamination (adapted from [197]). 
2.2.1 Stitch Interface Models 
Several models for analyzing stitched interfaces with a propagating 
delamination have been proposed in the literature. Section 2.2.1 provides a brief 
review of these analysis techniques. All these models replace the stitches with an 
equivalent traction vs. displacement law that is assumed to govern the tow 
tractions introduced to the sub-laminates at the delamination interface as the 
delamination propagates and displaces the tow. Both experimental 
characterization techniques and micromechanical models have been proposed to 
determine the traction law and are reviewed in Section 2.2.2. 
Failure at a stitched interface occurs through a propagating delamination 
that is bridged by one or more stitches in the delamination wake. The propagation 
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of the delamination can be analyzed using the Griffith energy balance, Equation 
(2.2), where     is the energy dissipated by the stitches such that 
     
    
  
 (2.26) 
where     is the energy dissipated by the stitches relative to a change in crack 
area, and the Griffith fracture criterion, Equation (2.5), becomes 
          (2.27) 
where it is noted that LEFM is not applicable because the assumption that all 
energy dissipation is confined to the crack tip is violated [108, 208, 209]. 
Massabò et al. showed the importance of considering LSB in analysis of bridged 
delaminations under Mode II and subsequently mixed-mode load conditions [208, 
210, 211]. 
The combination of the two terms on the right hand side of Equation 
(2.27) has been considered by several authors as an apparent fracture toughness 
where the first term is the contribution of energy released due to delamination 
extension and the second term is due to irreversible failure of the stitches [198, 
212]. Such an approach effectively smears the response of the discrete stitches as 
an equivalent uniformly distributed toughness, which is only valid when one of 
the two mechanisms (delamination of the resin interface or stitch failure) 
dominates the response [213]. In addition, FEA of a DCB showed that discrete 
representation of stitches is necessary when the stitch spacing is on the order of 
the laminate thickness [214, 215]. While in the case of Z-pining a smeared 
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representation may be suitable because of the use of relatively densely placed 
TTR, typical spacing used for stitching is much larger and thus necessitates 
discrete representation of the stitches.  
Several FE representations have been used to model stitches discretely. 
Analyses of stitched interface delamination propagation have evolved from 
nonlinear springs with VCCT to 3D cohesive elements for both resin interface 
delamination and stitch failure, as shown in Figure 2.12. Typically, the sub-
laminates are represented by shell elements with their reference surfaces offset to 
the interface between the two sub-laminates as shown in Figure 2.12b-d. Figure 
2.12b shows the relatively simple representation where the stitch is modeled by a 
spring element and the delamination is advanced using VCCT, which is a model 
that has been considered in several studies [108, 216–219]. In all cases, the 
traction-displacement law for the stitch is assumed to govern the stitch behavior. 
Some studies treated the opening and shearing displacements independently by 
using connector elements, e.g., [108, 216]. As has already been discussed in 
Section 2.1, the delamination crack tip is not adequately described by LEFM 
because of the crack closure tractions in the delamination wake. Therefore, 
recalling that VCCT is an LEFM technique, Dantuluri et al. proposed using the 
CZM to model the delamination propagation instead of VCCT (Figure 2.12c) and 
demonstrated the effectiveness of such a model in a 2D analysis with Mode I 
loading conditions [220]. 
One difficulty with a spring representation is that the stitch tractions are 
introduced to the sub-laminate at a single node, which leads to a mesh-size 
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dependency [221]. In these models, the nodal force exerted on the sub-laminate 
shell elements due to the stitch is averaged over an area equivalent to the sub-
laminate element size. Grassi et al. used an element size such that the area of the 
element was similar to the stitch cross sectional area, which provides a reasonable 
engineering approximation. However, a mesh-size independent model is 
desirable, which motivated representation of the stitches with cohesive elements 
so that the stitch traction is introduced at several nodes, as shown in Figure 2.12d 
[222, 223]. This representation used two separate cohesive traction-separation 
laws: one for the delamination and one for the stitches. The model was 
demonstrated for Mode I and Mode II loadings and found to be in good agreement 
with test results [222, 223]. A direct comparison between spring and cohesive 
elements representations of the stitches revealed that the analysis using springs 
converged slower and thus it took four times more CPU time, though both 
techniques yielded similar results [223].  
An additional advantage of using cohesive elements instead of nonlinear 
spring elements to represent the stitches is that cohesive elements incorporate 
irreversible damage mechanics in a thermodynamically consistent 
implementation. A model that uses cohesive elements to represent stitches ensures 
proper energy dissipation under all loading conditions and histories. In contrast, 
the energy dissipation of a model with a nonlinear spring representation of stitch 
damage is only valid under monotonic opening at the stitch locations. 
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Figure 2.12. Various FE representation for modeling delamination of stitched 
interfaces. 
Actual engineering structures rarely undergo delamination under a single 
mode of loading; typically the loading conditions are mixed-model. Cui et al. 
extended Bianchi and Zhang's model for mixed-mode analysis [154]. The 
cohesive element model is readily extended to mixed-mode conditions assuming a 
stitch traction-displacement law is available for mixed-mode loadings. Cui et al. 
used a micromechanical model to determine a suitable traction-displacement law 
for a variety of mode-mixities. They proposed that damage evolution for tension 
and shear was uncoupled, despite acknowledging that the physical process is 
coupled [154]. Nevertheless, this modeling approach was used to analyze stitched 
and Z-pinned T-joints subjected to a bending load. The plane strain analysis 
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showed good agreement with the test results [224]. This analysis represents the 
state-of-the-art in delamination propagation of stitched interfaces. 
2.2.2 Stitch Traction-Displacement Law Characterization and Analysis 
The bridging tractions, induced by the stitches, depend on the mechanisms 
of load transfer between the stitch and surrounding material. Several studies have 
aimed to identify the active damage mechanisms of stitched interfaces subjected 
to Mode I and Mode II load conditions. While studies have been carried out for a 
variety of TTR types, this review is limited to stitching because each TTR type 
exhibits slightly different damage mechanisms.  
Mouritz and Jain conducted posttest microscopy inspections to examine 
the stitch condition at various stages of interface displacement [225]. The key 
damage mechanisms identified are summarized in Figures 2 and 2, for Mode I and 
Mode II loading conditions, respectively. Under Mode I loading, first the stitch 
will debond from the surrounding material, as shown in Figure 2.13b. Next, the 
stitch will slide, with substantial friction, due to differing coefficient of thermal 
expansion between the stitch and surrounding material, as shown in Figure 2.13c. 
Because the stitch is interlocked at the laminate surface, further opening 
displacement increases the axial stress in the stitch. Eventually the stitch will 
rupture, typically near the sub-laminate interface and cause complete failure of the 
stitch after which it transfers no traction across the interface, as shown in Figure 
2.13d.  
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Figure 2.13. Damage mechanisms observed in stitches subjected to Mode I load 
conditions (micrographs reprinted from [225]). 
The first damage mechanism observed for stitches subjected to Mode II 
load conditions is also debonding, as shown in Figure 2.14b. Under increasing 
sliding displacements, the stitches develop vertically oriented splitting cracks, 
which allow for large rotations of the stitch and increasing axial stress in the stitch 
fibers, as shown in Figure 2.14c. During this stage, the stitch may plastically 
deform the surrounding matrix material due to the bearing stress. Eventually, the 
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stitch ruptures in a fashion similar to Mode I, as shown in Figure 2.14d. Cox et al. 
identified a similar progression of damage mechanisms for inclined and vertical 
stitches [197].  
 
Figure 2.14. Damage mechanisms observed in stitches subjected to Mode II load 
conditions (micrographs reprinted from [225]). 
Having identified these damage mechanisms, studies have attempted to 
formulate traction-displacement laws through experimental characterization, 
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theoretical analysis, and FE modeling, each of which are briefly reviewed in the 
remainder of this section. It should be noted that research into methodologies for 
determination of stitch traction-displacement laws is still in nascent stages, yet the 
published techniques provide some important insights. 
Only a few experimental characterizations of stitch traction displacement 
laws have been conducted and no standard test methods are available at this stage. 
Table 2.1 summarizes three methods to characterize a stitch traction-law (i.e., 
determine Equation (2.25)), each of which is discussed in the following.  
One of the first stitch traction-law characterizations was conducted using 
specimens with several stitches [216, 226]. Specimens were prepared for flatwise 
tension (mode I) and double lap shear (mode II) with a Teflon insert to isolate the 
stitch response from delamination progression and represent a situation where a 
stitch is bridging a delamination. The load vs. displacement results showed 
significant nonlinearity and brittle failure. The Mode I and Mode II load vs. 
displacement responses were similar. An advantage of testing specimens with 
multiple stitches is that inherent aleatory uncertainty sources such as stitch 
alignment, stitch strength, etc. are averaged across the stitches in each specimen. 
However, the stitches may also interact with each other, particularly during 
failure, and therefore obscure the true traction-displacement response. For 
example, assuming the weakest stitch fails first, the load is redistributed into the 
other stitches would likely causing them to fail as well. This phenomenon 
explains the observed brittle failure and motivates the single stitch specimen 
configurations.  
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Treiber [227] studied single stitch specimen configuration subjected to 
Mode I and Mode II load conditions. The single-stitch specimen test yield a 
nonlinear traction-displacement result similar to the results of [216, 226], but 
revealed some softening response at failure.  
Tan et al. proposed a specimen configuration that did not use a Teflon 
insert, which is much more convenient to manufacture [228–230]. The premise of 
this test configuration is that the delamination occurs first, followed by stitch 
failure, such that the two failure processes can be clearly delineated in the load 
displacement response. However, the isolation of the stitch bridging response 
from the delamination propagation is not guaranteed. The test results included a 
load spike due to delamination formation followed by a response similar to that 
recorded by Treiber [227]. Nondestructive inspections suggested that the failure 
processes were sufficiently uncoupled so as to provide a reasonable stitch traction 
law characterization.  
Of the three stitch characterization tests reviewed here, the 
characterizations performed by Treiber [227] seem most reliable. However, in 
many cases where specially fabricated specimens with a Teflon insert are 
unavailable, the configuration proposed by Tan et al. is appealing. 
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Table 2.1. Summary of published stitch traction-law characterization tests. 
Designation Test Setup 
Representative 
results References 
Multi-stitch 
with initial 
artificial 
delamination  
 
[216, 226] 
Single stitch 
with initial 
artificial 
delamination 
 
 
[227] 
Single stitch 
without 
initial 
delamination 
 
 
[228–230] 
 
The desire to optimize stitching design parameters as well as the need for 
accurate stitch traction-displacement laws for a wide variety of configurations and 
load conditions, has motivated the development of micromechanical stress 
analyses of a single stitch. Micromechanical models of TTR share several 
similarities across the various types of TTR, so the following discussion considers 
models developed for all TTR types. 
The first stitch model introduced was an adaptation of the shear lag model 
as proposed by Jain and Mai [209, 231–233]. A schematic showing the model 
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parameters is shown in Figure 2.15. The model was derived separately for Mode I 
and Mode II. The shear lag model, used for Mode I is 
           (2.28) 
where    is the tow traction in the opening direction,   is shear stress representing 
friction at the interface between the tow and surrounding laminate, and    is the 
slip length, which is a measure of the tow-matrix disbond length. The axial stress 
in the tow is the only stress considered in this model. The model assumes the 
energy dissipated during the stitch/laminate disbond is negligible and that no 
elastic deformation occurs prior to disbond. The model was extended to account 
for elastic deformation prior to disbond [234] and further to consider initial 
presence of tow misalignment, disbonds, and porosity [235]. The Mode II model 
only consided elastic stretching of the tow and ignores bending and interaction 
with the surrounding matrix. For both models (Mode I and Mode II), the tow fails 
when its axial stress exceeds the strength of the tow. The simplicity of this model 
is available at the cost of ignoring several of the damage mechanisms observed in 
the experimental investigations discussed above. Furthermore, the model is not 
applicable to mixed-mode load cases. 
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Figure 2.15. Shear lag model used for Mode I stitch traction law in the Jain and 
Mai model (adapted from [233]). 
Cox et al. introduced a more sophisticated model [197, 236–238] that 
considered four damage mechanisms, namely: 1) debonding, axial stretching, and 
sliding resisted by friction, 2) axial splitting and large rotation of the tow, 3) 
lateral ploughing of the tow into the surrounding matrix, and 4) complete failure 
of the tow by rupture. The Cox model has been formulated for a 2-D analysis of 
an inclined tow subjected to mixed-mode load conditions, as shown in Figure 
2.16. The tow is inclined at an angle,   , and is assumed to deform along the z-
direction as      where the rotation at the laminate surface is   . Loading that 
deforms the tow opposite its inclination is referred to as loading against the nap 
(    ) and, conversely, loading that deforms the tow along its inclination is 
referred to as loading with the nap (    ), as shown in Figure 2.16. The 
surrounding matrix imparts a shear stress,  , due to friction caused by stitch 
stretching, and a transverse compressive force per unit length acting normal to the 
tow,   , due to the tow ploughing into the surrounding matrix. The surrounding 
matrix is assumed to be elastic-perfectly plastic. Cox formulated the model 
assuming axial tension, axial shear, and transverse compression are the only 
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nonzero stress components in the tow. To simplify the solution procedure, the 
ratio of the axial shear stress to the axial normal stress is assumed to be zero. Cox 
et al. presented analytical solutions for several boundary conditions that are 
representative of stitching and Z-pins. The experimental validation suggested that 
the model could represent the test results well. However, the model is formulated 
in terms of several parameters, of which, the shear flow stress,   , the transverse 
compressive stress,   , and the hydrostatic compressive force due to the elastic-
perfectly plastic matrix material,   , are not easily determined from tests. In other 
words, they are either assumed or chosen to fit the model to test data. 
 
Figure 2.16. Tow deformation and external tractions assumed in the Cox model 
(adapted from [197]). 
(c) Against the nap ( )
Tow boundary 
condition
Undeformed
tow
Deformed 
tow
Undeformed
tow
Tow boundary 
condition
(b) With the nap ( )
Laminate surface
Deformed 
tow
Sub-laminate B
Sub-laminate A
Delamination
midplane
Deformed tow 
(Stitch)
Undeformed
tow (Stitch)
Delamination
crack tip
(a) Structure showing tow free body cut at delamination midplane
93 
 
Plain and Tong proposed a model that is very similar to the Cox model, 
described previously, in which the axial shear stress in the tow was assumed to be 
zero  [239, 240]. Additionally they presented a different solution method to 
account for large rotations of the tow [239] and subsequently modified it for very 
large rotations [240]. The Plain and Tong model shares the same parameters as 
the Cox model, which are difficult to determine experimentally. Nevertheless, the 
authors conducted a series of unique characterization tests to determine each 
parameter experimentally in an effort to validate their model. While the model 
performed reasonably well, it remains cumbersome to apply either the Cox or 
Plain and Tong models because these unique characterization tests must be 
replicated to gain confidence in parameters for other material systems and 
stitching configurations. Furthermore, it is observed that no analytical model is 
available which considers the response of the stitch in 3D, which is necessary for 
a complete description of the stitch behavior. 
Micromechanical finite element models of a single tow and surrounding 
matrix material have been developed to determine traction laws for Z-pins. Meo 
et al. developed a 3D model for Mode I pull-out of a vertical Z-pin that 
considered the effect of thermal residual stresses [241]. Bianchi et al. proposed an 
axisymmetric model for Mode I pull-out of a vertical z-pin that also considered 
frictional effects and thermal residual stresses [222]. Neither model considered 
tow rupture. Cui et al. introduced a more sophisticated plane strain model that 
accounted for debonding, frictional sliding, tow splitting and rupture, and plastic 
deformation of the surrounding matrix material under mixed-mode load 
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conditions [242]. FE models allow for a more detailed analysis than possible with 
the analytical models. However, FE models require a larger number of 
parameters, most of which are difficult to obtain experimentally. Furthermore, the 
extension from modeling Z-pins to stitches is not straightforward, because of the 
geometric complexity of the twisted yarns and interlock. 
The stress at which stitches rupture is most likely strongly influenced by 
stress concentrations due to the stitch yarn geometrical configuration. Accurate 
representation of this stress concentration is a daunting task; all models available 
in the literature have used a maximum stress criterion calibrated to test results to 
govern stitch rupture. Thus, analytical or numerical models developed to quantify 
stitch traction laws must be calibrated with stitch tests such as those summarized 
in Table 2.1. The utility of the models is two-fold. First, the models can be used to 
demonstrate the significance of various parameters for stitch design optimization. 
Second, the models can complement tests for traction law characterization in 
order to reduce the number of tests required to obtain a complete description of 
the stitch traction law for all load conditions and stitch inclinations of interest. 
2.2.3 Effect of Stitching on In-Plane Structural Behavior 
While stitching provides a significant improvement in fracture toughness 
of interlaminar and structural interfaces, it also has been shown to degrade in-
plane mechanical properties. Introducing stitches into a composite laminate 
causes the laminate fibers to bend around the stitch, leading to fiber misalignment, 
fiber breakage, and resin-rich pockets. These mechanisms degrade the in-plane 
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strength, stiffness, and fatigue performance. A large body of experimental studies 
that examine the effect of stitching on in-plane properties has been published and 
review articles have attempted to synthesize these works systematically [243, 
244]. Mouritz and Cox concluded that tensile stiffness and strength of stitched 
composites remain within 20% of the unstitched laminate. Compressive strength 
and shear strength of the stitched laminates were observed to be roughly 
equivalent to the unstitched laminate, however additional tests are warranted. A 
minor reduction in fatigue life was observed, however additional tests are also 
needed here as well. Studies have indicated that stitch parameters can be adjusted 
to minimize the degradation of in-plane properties. By limiting stitch density and 
stitch thread tension, laminate fiber distortion can be minimized, which prevents 
excessive in-plane property degradation [245]. 
It is important to recognize that when stitching is applied only in regions 
of high interlaminar stresses, the in-plane property degradation may not be 
important. Areas with high interlaminar stress will fail due to out-of-plane 
damage mechanisms such as delamination so the in-plane strength degradation is 
inconsequential. The effect of stitching on fatigue life and in-plane stiffness may 
still be important and deserves careful consideration in future development. 
2.3 Certification of Composite Structures 
Composite structure certification for strength, deformation, and damage 
tolerance is based on the requirements of 14 CFR 25 [86]. Guidance for an 
acceptable means of showing compliance with airworthiness certification 
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requirements for composite aircraft structures is available in FAA AC 20-107B 
[79]. 
Damage tolerance evaluation must show that catastrophic failure due to 
fatigue, environmental effects, manufacturing defects, or accidental damage will 
be avoided throughout the operational life of the aircraft. The damage tolerance 
design requirements are addressed with design requirements for load levels, 
where increasing damage severity requires a lower sustained load, as depicted in 
Figure 2.17. The damage tolerance and design load requirements lead to the 
definitions of allowable damage limit and the critical damage threshold. The 
structure may have allowable (undetectable) damage provided the design ultimate 
loads are sustained. The critical damage threshold defines damage that is easily 
detected and must be repaired immediately after flight.  
Because of the large number of possible damage scenarios, AC 20-107B 
[79] recommends conducting a damage threat assessment and suggests classifying 
damage into five categories, paraphrased as follows: 
 Category 1 damage: allowable damage that may go undetected. The 
structure must sustain ultimate loads with Category 1 damage. Some 
examples of Category 1 damage include BVID and allowable 
manufacturing defects. Substantiation data must show ultimate load 
capability is retained for the life of the aircraft structure. 
 Category 2 damage: reliably detectable damage. The structure must 
sustain loads above limit load, with exact residual strength requirement 
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dependent on inspection method and interval. Some examples of Category 
2 damage include visible impact damage (VID), detectable delamination 
or debonding, and visibly significant local heat or environmental 
degradation. 
 Category 3 damage: reliably detectable by untrained personnel. The 
damage must be in a location such that it is obvious by clearly visible 
evidence. Structural substantiation requires reliable and quick damage 
detection while retaining limit or near-limit load capability. Some 
examples of Category 3 damage include large VID or other obvious 
damage that will be noticed during walk-around inspection. 
 Category 4 damage: discrete source damage from a known incident. 
Structural substantiation requires that the structure retain damage tolerant 
load capability. Some examples of Category 4 damage include rotor burst, 
bird strikes, tire bursts, and severe in-flight hail. 
 Category 5 damage: severe damage created by anomalous ground or flight 
events that are not covered by design criteria or structural substantiation 
procedures. 
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Figure 2.17: Increasing damage severity requires lower sustained loads (reprinted 
from [79]). 
2.4 Summary 
Many studies have advanced PDA capabilities for laminated composite 
structures. These works have shown that the CZM is capable of predicting 
laminate failure accurately, including the size effect. However, an inexpensive 
and accurate method to characterize the cohesive law for laminate through-cracks 
has not yet been established. Alternatively, expensive tests of a multitude of 
specimens or parameter tuning have been used. This dissertation builds upon this 
foundation by developing a methodology for cohesive characterization that relies 
on a single test specimen configuration and can extrapolate to larger structures 
accurately. 
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Only a few of the existing PDA techniques have been applied to full-scale 
structures. The primary reason for this limitation is that most PDA methodologies 
idealize damage at the mesoscale, thus the number of DOF required to present 
even a local region of a full-scale structure is computationally intractable. 
Furthermore, none of the analyses of progressive damage in full-scale composite 
structures available in the literature account for both through-crack damage 
propagation and stiffener delamination in a single model. The models which have 
attempted to represent damage containment have done so by considering only 
through-crack damage propagation. Such an analysis creates the impossibility of 
uncontained damage propagation and thus does not elucidate the mechanisms of 
damage containment. This thesis extends the existing work by incorporating both 
damage mechanisms in one model to study the damage containment behavior. 
The superposed cohesive zone representation of stitched composite 
interfaces has been shown to be an effective modeling technique. However, 
further work is need to advance the relatively immature stitch traction law 
characterization methods and model the stitch behavior under mixed-mode load 
conditions. 
Finally, the full-scale test program described in this thesis is carried out in 
accordance with 14 CFR 25 regulations and accompanying guidance in order to 
demonstrate the damage containment capability of the PRSEUS fuselage 
structure. These regulations and guides were briefly reviewed as background 
information to justify the particular damage scenarios and load levels considered 
in the test program described in Chapters 4 and 5. 
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CHAPTER 3:  MATERIAL CHARACTERIZATION AND MODELING 
This chapter describes the material characterization and modeling that was 
undertaken to simulate the two idealized damage mechanisms in the PRSEUS 
fuselage panel: through-crack propagation in the skin and delamination of the 
stitched skin/stringer interface. 
First, in Section 3.1, ply-level elastic properties of the PRSEUS material 
are determined using a novel approach because they were not available by 
conventional testing methods or from the manufacturer. The lamina elastic 
properties are required in both of the subsequent sections of this chapter. 
In Section 3.2, a new methodology for the characterization of a cohesive 
law to model through-crack fracture in thin multidirectional composite laminates 
is introduced and demonstrated. This method is shown to overcome some of the 
limitations of existing methods. The cohesive characterization determined in this 
section is used in the PDA of the fuselage panel described in Chapter 7. 
Finally, the method of superposed cohesive models is discussed in Section 
3.3 for application to the PRSEUS fuselage panel. This method, reviewed in 
Chapter 2, has been shown to be a very good model of delamination propagation 
for stitched interfaces. Stitch characterization tests conducted following a method 
proposed in the literature are discussed and some drawbacks of the test procedure 
are detailed. In the absence of accurate stitch characterization data for the stitches 
used in the PRSEUS structure, published stitch characterization data for similar 
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stitches is adopted. Similarly to the section 3.2, the stitched interface model 
discussed in this section is used in the PDA of the fuselage panel. 
3.1 Elastic Properties 
Laminate-level elastic properties are often determined using Classical 
Lamination Theory (CLT) for a specific layup where the lamina properties are 
characterized by testing unidirectional specimens using standardized test methods 
[74]. In CLT, the idealized building block is the lamina, which is assumed to be 
homogeneous and orthotropic. The response of a laminate can be computed for 
arbitrary layups of a known lamina assuming small displacements, bending 
governed by Kirchoff's hypothesis, and perfect bonding between plies [1]. An 
advantage of this approach is that laminate elastic properties can be calculated for 
arbitrary layups from the set of lamina properties, thus the elastic behavior of 
various layups can be easily assessed during the design stage. Lamina elastic 
properties are also commonly used in failure criteria [100] and damage models 
developed for laminated composite materials [179]. However, in some cases 
lamina properties are not readily available, rendering CLT and many damage 
models inapplicable. 
Non-crimp fabric (NCF) are a class of materials where the lamina elastic 
properties are typically unavailable. NCF comprises fiber tows in a specified 
layup loosely bound together such that the fiber tows are not distorted (i.e., "non-
crimp"). Often the binder is a warp-knit polyester thread, which is loosely inserted 
to prevent fiber crimp and quite flexible and weak such that it does not add 
appreciable stiffness or strength [246]. The architecture of NCF closely 
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approximates a traditional prepreg laminate, but it is cured using resin infusion. 
NCF is usually not available as a unidirectional layup; instead it is available in a 
variety of common multidirectional layups. Thus, lamina elastic properties are not 
available. 
However, because NCF resembles laminate unidirectional prepreg, it is 
reasonable to apply conventional laminate analysis tools. It is desirable to use 
these tools because they are much more widely available and simpler to apply 
than those developed specifically for NCF. Therefore, a simple approach to 
determine lamina properties from laminate tests data is needed. 
Several methods have been proposed to determine lamina elastic 
properties for cases where unidirectional material for conventional 
characterization tests is unavailable. The most common method is 
micromechanical analysis, whereby the properties of the constituent fibers and 
matrix are used to determine the lamina properties [1]. When the constituent 
properties are known, micromechanical analyses provide adequate prediction of 
lamina elastic properties. However, it can be difficult to characterize the 
constituent properties or, as in the present case, the constituents may not be 
available in a homogeneous form suitable for characterization. Combined 
numerical/experimental techniques which aim to minimize the difference between 
the predicted and measured structural response by iteratively updating the lamina 
properties has been proposed, but the process is time-consuming and the method 
has not yet been widely accepted [152, 247]. 
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Unidirectional test specimens using the NCF of the PRSEUS concept are 
not available due to manufacturing constraints. Furthermore, properties of the 
constituent fiber and matrix are unavailable. Therefore, an inverse method is 
needed to determine the lamina elastic properties from laminate elastic properties. 
Such a method has the additional potential of providing a means of determining 
ply elastic properties of laminates that have experienced degradation after an 
extended service life. This section describes two methods used to determine 
lamina properties for the PRSEUS laminates. The first approach follows the 
method proposed in [248], which is based on the relation between laminate load 
and strain. The second approach is based on the linear combinations of ply and 
laminate moduli shown in [249]. Both approaches are reviewed, implemented, 
verified, and applied. Numerical implementation of the two approaches was 
carried out in MATLAB. Each approach is verified using handbook properties 
and applied using experimental data obtained from testing of NCF laminate 
coupon specimens.  
The remainder of this section is organized as follows. First, the theoretical 
background for each approach is reviewed. Next, the numerical implementation is 
described and verified. Finally, each approach is applied to the test data from the 
PRSEUS coupon tests, and the results are compared. The resulting properties 
determined from this investigation are used in subsequent sections of this chapter. 
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3.1.1 Theoretical Background 
In CLT, the basic building block is the homogeneous, orthotropic lamina 
with elastic properties            and    , where the 1-2-3 reference system is 
aligned with lamina symmetry planes, as shown in Figure 3.1. Several laminae are 
stacked at various lamination angles,   , and cured together to form the laminate. 
Laminate characterization tests are limited to symmetric and balanced laminates 
typically, and therefore the following discussion is subject to these limitations. 
For symmetric and balanced laminates, the elastic response can be characterized 
by the laminate-level properties,   ,   ,    , and    , where the x-y-z reference 
system is aligned with the loading direction. The following paragraph provides a 
brief review of CLT; for a more thorough discussion see, for example, [1]. 
 
Figure 3.1. Laminate comprising five lamina. 
Assuming the lamina is subjected to a state of plane stress, the compliance 
matrix is 
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 (3.1) 
and the stiffness matrix is       such that the constitutive response is 
 {
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} (3.2) 
The stiffness matrix transformed by some lamination angle,   , is 
  ̅    
     
   (3.3) 
where transformation matrix,   , is 
    [
         
              
         
               
                        
       
   
] (3.4) 
such that stress in the transformed  - -  frame is computed from stress in the 
material frame as 
 {
  
  
   
}    
  {
  
  
   
} (3.5) 
For an arbitrary layup in the  - - , the force and moment resultants ( ,  ) are 
related to the mid-plane strain,  , and curvature,  , as  
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where  ,  , and   form the ABD matrix and are defined as 
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where    is the thickness of the  th ply,   is the total number of plies, and   ̅ is 
the distance from the laminate mid-plane to the centroid of the kth ply. The total 
laminate thickness,  , is 
   ∑  
 
   
 (3.8) 
For symmetric and balanced laminates                      . Under 
these conditions, the laminate elastic engineering properties are defined as 
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(3.9b) 
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(3.9d) 
The present objective is to determine the ply elastic properties,            
and    , from laminate elastic properties,   ,   ,    , and    , obtained from 
testing a laminate composite material with known layup and ply thicknesses. The 
general approach is to back-calculate the common CLT calculations. The 
following describes the theoretical formulation of two methods to back-calculate 
lamina properties. 
3.1.1.1 Direct Method 
Ng [248] proposed a method to back-calculate lamina elastic properties 
from laminate test data obtained from typical tensile coupon specimens herein 
referred to as the direct method. The direct method has not been verified and 
applied in the open literature and so it is reviewed, verified, and applied in the 
following. The approach formulates four independent equations to solve for the 
four unknown lamina properties. Assuming uniaxial loading,           
     , the force-strain equation (3.7) is the foundation of this approach 
 {
  
 
 
}  [
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} (3.10) 
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where the last equation disappears for symmetric and balanced laminates because 
     . For two unique laminates with balanced and symmetric layups, denoted 
with superscripts a and b, Equation (3.10) is used to obtain 
   
     
   
     
   
  (3.11a) 
      
   
     
   
  
(3.11b) 
   
     
   
     
   
  (3.11c) 
      
   
     
   
  
(3.11d) 
which forms the four independent equations required to solve for the lamina 
properties. In Equation (3.11), the strain and load are assumed to be available 
from experiments and    
  and    
  are defined in terms of the unknown lamina 
properties. If the laminate properties,    and    , are available for the two layups 
instead of load and strain, Equation (3.11) can be rearranged using (3.9) and 
written as 
   
       
     
    
  (3.12a) 
      
     
    
  
(3.12b) 
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(3.12d) 
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which is more readily applicable than Equation (3.11) because test data are 
usually reduced to elastic moduli and Poisson's ratio. 
The unknown quantities    ,    , and     are functions of the ply 
properties and the layup. Writing  ̅  in terms of            and     by inverting 
(3.1) and substituting the result into (3.3), it can be shown that   has the nonlinear 
terms   
 ,    
   ,        , and     . With these nonlinear terms, no closed form 
solution to back-calculate the ply properties is possible. Instead, a numerical 
solution is used (as discussed below). Furthermore, application of this method 
requires simple tension tests of a minimum of two different laminates with 
unique, balanced, and symmetric layups. 
3.1.1.2 Reverse CLT Method 
An alternative approach is possible that relies on a linear combinations of 
ply and laminate moduli.  The linear combinations of moduli result from using 
multiple angle trigonometric identities shown by Tsai [249] and transform the 
problem to a linear space. Thus, in contrast to solving a set of four nonlinear 
equations (i.e., Equation (3.12)) in the direct method, reverse CLT (RCLT) allows 
for a linear solution procedure. Figure 3.2 shows a flowchart of the procedure, 
where the steps are numbered 1 through 7, the values calculated at each step are 
shown in the boxes, and the type of mathematical operation for each step is 
labeled near the step numbers. All of the quantities used in this approach, and the 
relations between them where given by Tsai for conventional forward CLT 
calculations. However, to the author’s knowledge, they have not been used for a 
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reverse CLT calculation prior to this work. Also, while Tsai notes the relation 
used in step 4, it’s not used for forward CLT, but is essential for RCLT. 
 
Figure 3.2. Flowchart illustrating the procedure the RCLT method. 
The procedure of the RCLT is explained by describing each step of Figure 
3.2 in the following. For a complete derivation of the quantities used in the 
following, see [249]. In step 1A (Figure 3.2) the laminate compliance is 
calculated from the laminate properties using 
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 (3.13) 
where      . Step 1B calculates the laminate geometric factors   , as 
     ∑          
 
   
 (3.14a) 
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(3.14b) 
 
where    serves as a parameter to define the layup. Step 2 is simply a matrix 
inversion,      , to find the laminate stiffness from compliance. Step 3 
introduces the laminate linear combinations of stiffness,    , which are derived 
using trigonometric multiple angle formulas in place of the conventional 
trigonometric power functions for transformed stiffness. 
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Step 4 uses    to calculate     from     as 
112 
 
 
{
 
 
   
   
   
   }
 
 
 [
 
 
 
  
 
  
 
 
]
{
 
 
   
   
   
   }
 
 
 (3.16) 
which, provides the important linear ‘reverse’ relationship between the laminate 
and lamina definition for a particular layup. Note that Tsai [249] defines     and 
   , however, they are not linearly independent and therefore, unnecessary here. 
Step 5 is based on the definition of     and is used to compute lamina stiffness in 
the material reference frame from the lamina linear combinations of stiffness as 
 {
   
   
   
   
}  
 
 
[
    
     
 
 
 
 
   
    
]
{
 
 
   
   
   
   }
 
 
 (3.17) 
Next, in step 6, the on-axis lamina compliance is found from the inverses of the 
stiffness,      . Finally, in step 7, the lamina properties are computed based on 
the definition of   as 
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Equation (3.16) introduces a limitation on the set of layups for which this 
method yields physically admissible results. If either      or     , no 
physically meaningful solution is available. This is an important limitation of this 
approach since several common layups are precluded by this condition. For 
example, quasi-isotropic laminates result in        . Cross-ply and Pi/4 
laminates with equal volume fraction of 0° and 90° plies yield     . Balanced 
angle-ply laminates [+  /   ]ns have      for       ⁄  where   is any odd 
integer and      for       ⁄ . Bidirectional laminates [    /     ]ns also 
result in      for equal volume fractions of      and      plies and      
for       ⁄ . Physically, when     or     vanish, the solution is not unique. In 
other words, several combinations of lamina properties could be used to achieve 
the same laminate properties. However, often in practical application, the 
laminate stacking sequence is more complex than the simple stacking sequences 
mentioned here. Thus, for many practical laminates, this method is applicable. 
Application of the RCLT method requires a minimum of three tests: two 
simple tension tests to characterize the moduli (   and   ) and Poisson's ratio 
(   ) and one test to characterize the shear modulus (   ), all with the same 
laminate configuration. 
3.1.2 Numerical Implementation and Verification 
Both the direct and RCLT methods were implemented using MATLAB. 
The Newton-Raphson method was used to obtain a numerical solution for the 
direct method. Verifications were performed as follows. First, lamina elastic 
114 
 
properties obtained from the open literature) were used with forward CLT to 
compute laminate elastic properties for several layups of interest. Then, using the 
computed laminate elastic properties, each method was applied to obtain the 
original lamina properties. Both methods were found to yield the original lamina 
properties with negligible error (<0.01%). Such results are expected, thus no 
further details are described here for brevity. 
3.1.3 Application to Experimental Data 
Both the direct and RCLT methods were applied to compute the lamina 
elastic properties for the PRSEUS NCF material. Laminate test data were 
available for two layups. The first layup, 'a', was [45/-45/02/90/02/-45/45]s and had 
properties          Msi,          Msi,          Msi, and           
[83]. The ply thickness was approximately 0.00578 inches. Layup 'a' was used for 
evaluation of the RCLT method. The second layup, 'b', was [0/90]3s. Simple 
tension tests were performed in accordance with ASTM D 3039 [250] on [0/90]3s 
specimens to obtain    and    . The properties obtained from these tests were 
           Msi and         . The ply thickness was approximately 
0.00785 inches. The values of    and     for both laminates 'a' and 'b' were used 
to apply the direct method. 
Direct application of both methods resulted in a physically inadmissible 
result:      . This result may be due to the fact that Poisson's ratio is several 
orders of magnitude smaller than the other unknown quantities. Posisson's ratio 
has been found to be difficult to determine using much more sophisticated inverse 
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approaches for isotropic materials elsewhere [152] so it is not surprising that these 
methods yield a poor approximation of    . To prevent this unacceptable result, 
both methods were modified so that     is constrained to a specified value. 
Normally, the range of the lamina Poisson's ratio is               for 
engineering materials, so results are examined through this range of potential 
values of    . Figure 3.3 shows the resulting moduli computed using both 
methods through the range of    . The results show that both methods yield 
moduli in reasonably good agreement with typical values for carbon/epoxy lamina 
[1].  
 
Figure 3.3. Lamina moduli calculated using the direct and RCLT methods for a 
range of ν12 showing that both methods are relatively insensitive to ν12 for the 
PRSEUS laminate. 
All three moduli are relatively insensitive to    , suggesting that the 
choice of an approximate value of     that is typical of similar fiber and matrix 
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composites is a reasonable approximation. For example, Jones gives          
as a standard value for carbon/epoxy [1], for which the moduli are shown in a 
histogram format in Figure 3.4. Clearly, the direct method and RCLT methods 
agree well for the predicted value of    and    , but are not well correlated for 
  . The direct method predicts that       , which is not typical, and therefore 
the results from RCLT are preferred. Thus the lamina elastic properties 
determined using RCLT,         Msi,         Msi,          Msi, and 
        , are used subsequently in this chapter (experimental J-integral 
calculations Section 3.2.1). The FE representations used in the global and local 
models are both at the laminate-scale, so the ply properties determined here are 
not need in these models. 
 
Figure 3.4. Lamina moduli for ν12 = 0.25 showing that the two methods agree 
well for E1 and G12. 
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3.2 Through-The-Thickness Fracture 
The first damage mechanism of interest for the PDA of the notched 
PRSEUS fuselage structure is damage in the skin (Figure 1.7). Under increasing 
Mode I loading, damage will initiate at the notch tip and subsequently propagate, 
initially in a stable manner. Various damage mechanisms are active in damage 
propagation in the skin. For progressive damage analysis, it is common and 
convenient to idealize the damage at the mesoscale because the kinematics of the 
various damage mechanisms are influenced by the ply thickness and orientation 
[91]. However, for problems where no single mesoscale damage mechanism 
dominates the response, it may be sufficient to smear the effects of the micro- and 
mesoscale damage mechanisms and idealize damage at the structural scale. 
Structural scale damage idealization is desirable because significantly fewer 
degrees of freedom are required for a structural scale representation compared 
with a mesoscale representation. In the case of residual strength prediction of a 
notched composite structure, which is a commonly used configuration in damage 
tolerance assessments [74], a structural scale damage idealization has shown 
promise [138, 251]. The damage propagation from the notch is often collinear 
with the notch for laminates with conventional stacking sequences under Mode I 
dominant loading [252]. In such analyses, the notch tip damage is idealized as a 
single through-the-thickness crack, with a finite process zone length. 
In order to predict the propagation of a laminate through-crack accurately, 
it is necessary to consider the influence of various damage mechanisms such as 
matrix cracks, fiber breaks, and delamination acting at the micro- and mesoscale 
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within a physical process zone of length,      (Figure 3.5). The CZM is 
commonly used for analyzing fracture initiation and propagation when the process 
zone is non-negligible [125–127]. The CZM represents the process zone as a zero 
thickness interface on which cohesive tractions,  , are governed by a cohesive 
law 
        (3.19) 
which specifies   in terms of the crack opening displacement,  . Figure 3.5 shows 
a schematic of the idealization whereby a notch is subjected to Mode I loading, 
and a cohesive zone is used to represent the damage initiation and evolution ahead 
of the notch. The laminate is in the x-y plane and the crack is assumed to extend 
through-the-thickness in the z-direction. 
 
Figure 3.5. Schematic of through-the-thickness cohesive crack idealization. 
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Cohesive laws of various forms have been suggested to be material 
properties and used to model the process zone with some success [131]. Under 
small-scale bridging (SSB) conditions, where      is small compared with other 
length scales in the problem, a bilinear cohesive law 
                                     
  
 
 (3.20a) 
    
  
 
   
                       
  
 
   
   
  
 (3.20b) 
is sufficient to model the fracture process, where   is the penalty stiffness,    is 
the cohesive strength, and    is the fracture toughness [133]. The cohesive law 
comprises an initial linear segment, Equation (3.20a), with a high stiffness 
specified by the numerical parameter   and a softening segment, Equation 
(3.20b). A schematic representation of a bilinear cohesive law along with other 
common idealized forms was shown in Figure 2.7. The process zone length of a 
bilinear cohesive law,     
 , can be approximated as 
     
   
   
   
 (3.21) 
where, for isotropic materials,   is the Young’s Modulus and   is a 
nondimensional parameter that depends on the specific softening law. However, 
bilinear cohesive laws have been unable to predict laminate through-crack 
propagation uniformly and accurately (see e.g., [133, 138, 179, 251]).  
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Under LSB, where      is large compared with relevant length scales, the 
shape of the softening law is fundamental and must be represented accurately 
[137, 139, 140, 144]. The length of physical through-crack damage zones in 
laminates have been observed experimentally to be several times the laminate 
thickness [122], which indicates that LSB analysis must be used to predict 
laminate through-crack propagation accurately. The relation between the cohesive 
law shape and the structural response was studied with parametric FEA in [138] 
and it was concluded that a cohesive law with convex softening can predict 
through-crack propagation accurately for a variety of configurations, as discussed 
in Section 2.1.2. 
An inexpensive and reliable experimental method for characterizing the 
cohesive law is needed. Cohesive law characterization procedures have been 
demonstrated for delamination under Mode I and Mode II loading where LSB 
conditions prevail [144, 253]. These methods were derived such that the cohesive 
law could be regarded as a material property [137, 144]. In contrast, the state-of-
the-art method for cohesive law characterization of a through-crack is based on 
the crack growth resistance curve, or  -curve, which is a structural property under 
LSB conditions [133]. Therefore, the existing method cannot be expected to yield 
a cohesive law that is a material property if the      is large. The objective in this 
section is to introduce and demonstrate a general method for characterizing the 
cohesive law of a through-crack in a laminate subjected to Mode I loading. A 
secondary objective is to assess the suitability of two data reduction methods to 
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compute fracture toughness, namely, the J-integral method and the modified 
compliance calibration (MCC) method. 
The remainder of this section is organized as follows. First, two methods 
for calculating the  -curve and assesses the existing fracture-based method of 
determining a cohesive law for a through-crack using the  -curve are reviewed. 
The following sub-section demonstrates the adaptation of Sørensen and 
Jacobsen’s method [144] that is proposed for cohesive law characterization of 
through-cracks in laminates. The proposed method is verified numerically and 
approximations introduced for experimental convenience are shown to contribute 
only minor error to the cohesive characterization. Next, this method is applied 
experimentally for the laminate PRSEUS skin laminate with the same crack 
orientation as in the full-scale panel using compact tension coupon specimens. 
Results are compared for two specimen sizes to examine the scalability of the 
cohesive characterization. 
3.2.1 The R-Curve 
Recently, emphasis has been placed on determining the  -curve for 
intralaminar fiber fracture of an in-situ ply, to be used as input for mesoscale 
progressive damage models [254]. The cross-ply compact tension (CT) specimen 
proposed by Pinho et al. [255] has been applied with some success and a method 
has been developed to quantify a trilinear cohesive law based on a measured  -
curve [133]. The basic geometry of the CT specimen is shown in Figure 3.6. The 
specimen proposed by Pinho et al. has a width  =2.01 inches and a thickness of 
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0.156 inches. Several data reduction procedures were proposed to obtain the  -
curve and compared in references [255, 256]. The two preferred methods of 
determining the  -curve from CT tests: the J-integral method [147, 148] and the 
MCC method [112, 133, 255] are reviewed in the following sections. 
 
Figure 3.6. Composite CT specimen configuration. 
3.2.1.1 J-Integral Method 
The J-integral method can be used to determine the fracture toughness at 
increments of crack growth by computing Rice’s J-integral [132] around a 
contour enclosing the process zone using displacement data obtained from digital 
image correlation (DIC) as demonstrated in [147, 148]. The J-integral is 
1
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8
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0 
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   ∫ (       
  
   
  )
  
 (3.22) 
where the    direction is aligned with the crack propagation direction,    is a 
contour chosen within the elastic region such that it encloses the inelastic process 
zone (Figure 3.6),   is the strain energy density,   is the traction vector, and   is 
the displacement field. The strain and displacement data are obtained from DIC 
data and the stresses are computed from strains using classical lamination theory. 
The  -curve,       , is obtained by computing the contour integral in Equation 
(3.22) at several increments of crack growth,   . The crack length can be 
measured visually [256], identified from correlation measurements computed by 
DIC [147], or by using Equation (3.22) in conjunction with the M-integral [148], 
which is a contour integral derived in [257] to extract the Mode I and Mode II 
stress intensity factors from the total energy release rate. The advantage of the J-
integral method is that it completely characterizes the effect of the process zone 
and intrinsically contains the softening law. However, the J-integral method is 
cumbersome to apply because the contour that encloses the entire inelastic region 
is often unclear without complementary inspection to assess the extent of damage. 
3.2.1.2 The MCC Method 
In contrast to the J-integral method, which allows for arbitrary inelastic 
behavior at the notch tip, the MCC method is derived assuming LEFM conditions 
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at the crack tip. The MCC method computes the strain energy release rate,  , 
using the well-known relationship [105, 112] 
   
  
  
  
  
 (3.23) 
where   is the applied load,   is the thickness,        is the specimen 
compliance where    is the opening displacement measured along the load line, 
and   is the crack length. When a crack is characterized accurately with LEFM, 
   . However, in general     when the process zone size is non-negligible 
[137]. 
While no assumptions of the conditions at the crack tip are included in 
Equation (3.23), practical application requires 
        (3.24) 
which inherently requires some assumption of the crack tip conditions as they 
effect the compliance. Often Equation (3.24) is derived theoretically, 
approximated from a numerical model, or determined experimentally. In all cases, 
the effect of the process zone on compliance is ignored (e.g., [112, 256]), which is 
a valid assumption under SSB conditions. However, ignoring the effect of 
cohesive tractions on compliance is strictly invalid for arbitrary cohesive laws 
under LSB conditions [137, 144, 258]. Tamuzs et al. examined this assumption 
using FE in which a cohesive law was assumed such that LSB conditions 
prevailed [145]. It was demonstrated that when Equation (3.23) is written as a 
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function of   and    so that crack length is eliminated from the expression, the 
resulting    was in good agreement with   . 
In order to apply Equation (3.23) to an orthotropic CT specimen, Dávila et 
al. proposed a curve fit for Equation (3.24) based on a FE model because a 
theoretical solution is unavailable [133]. Three curve fitting parameters,  ,  , and 
 , were selected so that 
   
  
 
            (3.25) 
fit the numerical model results for a range of crack lengths. Substituting Equation 
(3.25) into Equation (3.23) yields 
   
  
  
      
    
 
  
 
 
(3.26) 
which is a convenient expression in that it eliminates the need for a visually 
measured crack length, which is difficult to discern consistently and accurately. 
Rearranging Equation (3.25), an effective crack length,     , can be obtained 
      
 
 
        (3.27) 
where it is noted that      lies within the process zone. Some error is introduced in 
Equation (3.26) when the fit for Equation (3.24) is based on a linear FE model 
because the expression for Equation (3.24) ignores the contribution of the 
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cohesive tractions to the compliance. Therefore, the MCC method should be 
recognized as an approximation in contrast to the J-integral method, which 
introduces no such assumptions. The primary benefit of the MCC method 
compared to the J-integral method is its simplicity. 
3.2.1.3 Comparison of the J-integral and MCC methods 
A parametric FE model of the CT specimen was used to assess the 
accuracy of the MCC method compared with the J-integral method. In addition, 
the effect of specimen size was considered. The model was developed in Abaqus 
using four node 2D continuum elements [163]. The same specimen configuration 
as in references [133, 255] was used (Figure 3.6): the initial specimen width was 
       2.01 inches; the layup was [90/0]8s with a ply thickness of 0.0049 
inches; and the ply properties were     19.10 Msi,     1.28 Msi,      6.67 
Msi, and      0.32. A row of superposed, zero-thickness, four-node cohesive 
elements (COH2D4) was placed ahead of the notch tip and the trilinear cohesive 
law from reference [133] was used with         lbf/inch,        ksi,    
0.556, and   0.866. As in reference [133], the superposed bilinear cohesive 
laws,   and    were defined as 
   
     ;    
     ;  
     (3.28a) 
   
         ;    
         ;  
         (3.28b) 
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such that maximum cohesive stresses occur at the same opening displacement as 
shown in Figure 3.7 [133]. The material properties listed above are identical to 
those used in [133] except    and  , which were updated based on more recent 
test data. 
 
Figure 3.7. Trilinear cohesive law formed by superposing two bilinear cohesive 
laws. 
The  -curves calculated using the J-integral and MCC methods from the 
numerical model are shown in Figure 3.8 for three specimen sizes. The specimen 
width, , was increased while keeping the cohesive element length constant. The 
MCC method was computed using Equation (3.26) while the J-integral was 
computed using the domain integration method (built-in to Abaqus) because it is 
more accurate than direct numeric implementation of the contour integral [259]. 
The change in crack length,   , was calculated from the initial notch to the 
farthest damaged element. The stair-step behavior for     0.1 inches is due to 
the element size; smaller elements would smooth this nonphysical effect. It is 
observed in Figure 3.8 that the MCC method yields a relatively close 
approximation of the J-integral result for all three specimen sizes. 
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The results in Figure 3.8 also show that both the MCC and J-integral 
methods predict the fracture process zone length, measured from the initial crack 
length to where the  -curve reaches a steady-state,     
 , increases with the 
specimen size. The dependence of     
  on specimen size is likely due to the 
changing influence of the compressive region at the back edge of the specimen on 
the process zone and, to a lesser degree, on specimen compliance. It is important 
to recall that the cohesive law is assumed to be a material property whereas, under 
LSB conditions, the  -curve and      are influenced by the structural 
configuration. This was theoretically postulated by Bao & Suo [137] and 
demonstrated experimentally and numerically for DCB specimens under LSB 
conditions by Sørensen and Jacobsen [144]. The numerical results shown in 
Figure 3.8 demonstrate the same behavior for the CT configuration, namely, that 
the     
  and the  -curve are structural properties. The results suggest that LSB 
conditions should be considered in the analysis and characterization of through-
crack propagation in composite laminates. 
 
Figure 3.8. Comparison of the  -curve determined by the J-integral and MCC 
methods using geometrically scaled numerical models. The effect of specimen 
size on l
s
FPZ is highlighted showing that l
s
FPZ is a structural property. 
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Dávila et al. proposed a definition for   and   in [133] based on the 
experimentally measured  -curve as 
   
  
 
  
 (3.29) 
          
     
 
     
  
(3.30) 
where   
 
 is the initiation fracture toughness. The cohesive law is thus defined by 
  ,   ,   
 , and     
 . Clearly, this model is not appropriate to characterize the 
cohesive law here because the sensitivity of     
  to the specimen size (Figure 3.8) 
indicates that each specimen size yields a different cohesive law. In other words, 
the numerical analysis results suggest that   varies with specimen size, yet the 
same cohesive law was used as input to define the model for all three sizes. The 
significance of this deficiency is that the methodology to extract a cohesive law 
from experimental  -curves using Equations (3.28)-(3.30) does not result in a 
unique set of material properties when LSB conditions prevail. 
3.2.2 Cohesive Law Characterization 
A new procedure is introduced in this section to characterize the cohesive 
law such that it is nearly independent of specimen size. An expression for the 
cohesive law in terms of    was obtained by Suo et al. as follows [143]. The J-
integral, Equation (3.22), is evaluated around a cohesive crack 
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    ∫       
  
 
 (3.31) 
where    is the critical opening at which a traction free crack is formed. 
Differentiating Equation (3.31) with respect to   gives the cohesive law 
      
   
  
 (3.32) 
Suo et al. suggested that Equation (3.32) could be used to characterize the 
cohesive law [137, 143]. A similar approach has been used by other authors for 
different specimen configurations for which a closed-form solution for the J-
integral is available [144, 253]. 
3.2.2.1 Proposed Cohesive Law Characterization Method 
As an alternative to computing the J-integral, the MCC method can be 
used in Equation (3.32) if       is assumed, in which case Equation (3.32) is 
replaced by 
      
   
  
 (3.33) 
which is a convenient basis for characterizing a though-crack cohesive law. As 
stated above, the MCC method is preferred to the J-integral method for its relative 
simplicity. For experimental application,   can be measured easily using DIC 
without the unique experimental setup used in [144]. 
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In practical application, it is beneficial to fit the       data to an analytic 
expression derived in terms of parameters that have physical significance. The 
analytic fit is differentiated in Equation (3.33) instead of differentiating the       
data numerically. The primary benefit of curve fitting the       data is that a set 
of meaningful parameters that define the cohesive law are obtained. However, the 
curve fit must be sufficiently general and representative of the test data. A 
cohesive law with concave softening, similar to the trilinear cohesive law shown 
in Figure 3.7, was shown capable of representing the softening behavior observed 
in a variety of laminates through parametric experimental investigation [138]. 
An expression for the trilinear cohesive law is formulated and integrated 
in order to fit the       data. The trilinear cohesive law is defined as 
      {
           
            
            
 (3.34) 
where 
          (3.35a) 
       
          
    
     (3.35b) 
       
  
       
        
           (3.35c) 
where, for the purpose of formulating       and      , it is assumed that       
and therefore     . For the purpose of the curve fit,       can be ignored 
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because it is independent of the four parameters that define the cohesive law (  , 
  , , and  ) and     . The stress at the transition between       and       is  
    
            
      
 (3.36) 
Substituting Equation (3.35) into Equation (3.31) and integrating yields  
           
           
 
    
        (3.37a) 
           
  
         
        
             (3.37b) 
where      assuming             0 and    is specified so that            
           to enforce continuity in        . Equation (3.37) can be fit to the test data 
by selecting   ,   , , and   such that the residual,  , is minimized 
   ∑|    
    
 |
  
 
 (3.38) 
where    is the number of data points,     
  is the analytic fracture toughness 
computed for data point  , and   
  is the value of fracture toughness for data point 
 . The four parameters that define the cohesive law,   ,   ,  , and  , are thus 
characterized by fitting Equation (3.37) to the measured       data. 
3.2.2.2 Numerical Verification 
The FE model of the CT specimen with the trilinear cohesive law 
described above was used to assess the proposed cohesive law characterization 
methodology. Both the J-integral and MCC methods were considered with the 
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aim of quantifying the error introduced when using the MCC method compared to 
the J-integral method. Based on Equation (3.32), it seems appropriate to plot    
vs.   as proposed in [144], instead of the conventional  -curve plot of    vs.   . 
Plotting    vs.   is preferable to plotting    vs.    because of the inherent 
ambiguity of the crack tip location within large damage process zones and the 
dependence of process zone length on specimen compliance as was shown in 
Figure 3.8. Figure 3.9 shows normalized fracture toughness as a function of 
normalized crack tip opening for both the J-integral and MCC methods. The J-
integral results were nearly identical for all three specimen sizes, as expected, and 
therefore shown by the single solid line. The MCC method generated slightly 
different results for each specimen size, denoted by the broken lines in Figure 3.8. 
The MCC method underpredicts the fracture toughness as the fracture process 
zone develops and overpredicts the steady-state fracture toughness by 2%. The 
discrepancy between    and    in Figure 3.9 is quite similar to that observed in 
Figure 3.8.  
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Figure 3.9. Fracture toughness vs. crack tip opening displacement computed by 
the J-integral and MCC methods for different specimen sizes showing invariance 
with specimen size. 
The proposed cohesive law characterization methodology was applied to 
the results from the numerical model. The accuracy of the cohesive law 
characterization was quantified through comparison with the cohesive law defined 
in the model input. For verification, the J-integral method was considered as well 
(   instead of    is used in the second term of Equation (3.38)). Figure 3.10a 
shows a comparison of the cohesive laws as characterized using the J-integral and 
MCC methods. The two methods exhibit a good approximation of the input 
cohesive law. However, the J-integral method is slightly better than the MCC 
method. The load vs. displacement responses predicted by the cohesive law 
characterizations also help to quantify the accuracy of the procedure. Figure 3.10b 
shows that the cohesive law characterized using the J-integral reproduced the load 
vs. displacement nearly identically to the original model. The load vs. 
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displacement prediction from the cohesive law characterized using the proposed 
method (with MCC) underestimated the peak load by 6.9%. This relatively small 
error indicated that the proposed approach is an acceptable approximation. The 
characterized cohesive law parameters and corresponding percent error are 
summarized in Table 3.1. 
 
Figure 3.10. Verification of cohesive law characterization showing that the MCC 
method results in a reasonable approximation of the cohesive law. 
Table 3.1. Characterized cohesive law parameters. 
     
[ksi] 
   
[lbf/in]     
J-integral Value 231500 1031 0.5561 0.8736 
 Error 6.4% 0.3% 0.01% -1.4% 
MCC Value 197804 1053 0.4069 0.8097 
 Error -9.1% 2.5% -26.8% -8.6% 
 
0.0
0.2
0.4
0.6
0.8
1.0
1.2
0.0 0.2 0.4 0.6 0.8 1.0
[in]
[lbf]
Input
(a) Cohesive law
0
200
400
600
800
1000
0.00 0.05 0.10 0.15
MCCJ-integral
(b) Structural behavior
136 
 
3.2.2.3 Measurement of   
The proposed cohesive law characterization is sensitive to the location at which   
is measured. Theoretically,   is measured across the cohesive interface at the 
notch tip (Figure 3.5). For experimental application,   is measured between the 
two points shown in Figure 3.11a, which are initially separated by a nonzero 
distance,  . When using DIC, displacement data is not computed immediately at 
the notch tip because such edge data are unreliable. Thus, the DIC-measured 
crack tip opening displacement,     , is taken at points with     where the 
particular value of   is related to the subset size. The FE model introduced  in 
Section 3.2.1.3 was used to study the effect of   on the          and the results 
are shown in Figure 3.11b. For    ,    rises nearly vertically due to the 
cohesive element penalty stiffness, after which the curve is approximately linear 
with a slope equal to the cohesive strength. In contrast, when    ,    resembles 
a convex parabolic curve before reaching a linear range with the same slope as 
when    . Therefore,      should be offset so that the initial nonlinearity is 
removed such that 
            (3.39) 
where   is the intercept and   is the slope of a line fit through the linear portion of 
the          curve. 
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Figure 3.11. Predicted effect of crack opening displacement measurement location 
on JR(δ) showing that the distance   must be accounted for in experimental 
measurements of crack tip opening displacement. 
3.2.2.4 Experimental Procedure 
The proposed approach was used for experimental characterization of the 
cohesive law of the skin laminate of the PRSEUS fuselage panel, which is a thin 
multidirectional laminate. Specimens of two sizes were fabricated from flat panels 
with the configuration shown in Figure 3.6 following the standard used for testing 
metals [260], as proposed for composites by Pinho et al. [255]. The purpose of the 
larger (L) specimens was to validate that a cohesive law characterized using the 
small (S) specimens is capable of predicting the behavior of larger structures. The 
specimens are designated ‘S’ and ‘L’ for small (       2.01 in.) and large 
(        4.02 in.), respectively. Figure 3.12 shows a photograph of a typical 
specimen of each size. All specimens had a [±45/902/0/902/±45]s layup with a 
laminate thickness of 0.104 inches. The material comprised AS4 fibers formed as 
a non-crimp fabric and VRM-34 resin infused and oven-cured. The fabrication 
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procedure for the CT specimens was identical to that of the full-scale fuselage 
panel. The notch was machined in two steps. For convenience, a 0.16-inch-wide 
notch was machined for the majority of the notch length. The notch was then 
further extended to the length         using a 0.005-inch-diameter abrasive 
slurry wire saw. Detailed photos of the notch tips were captured using a light 
microscope and are shown in Figure 3.13 indicating no notch tip damage was 
induced during the machining processing. The orientation of the notch to the 
layup was identical to that of the PRSEUS fuselage panel. The geometry of ‘S’ is 
identical to that used in [255] except that the ratio of the length of the fine notch 
to the wide notch is larger, which may help suppress damage at the wide notch tip 
observed in some previous CT tests. 
Five replicates of both sizes were tested under displacement control at a 
loading rate of 0.01 and 0.02 inches per minute for the small and large specimens, 
respectively. Load was recorded with a 5 kip load cell. Full-field displacements 
were recorded using VIC-3D [261]. 
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Figure 3.12. Photograph of typical CT specimens. 
 
Figure 3.13. Detailed visual inspection showing the condition of the notch tips. 
 
(a) ‘S’
(b) ‘L’
1 in.
(b) Fiberglass side, notch transition (c) Fiberglass side, fine notch tip(a) Fiberglass side
(e) Smooth side, notch transition (f) Smooth side, fine notch tip(d) Smooth side
(b) (c)
(e) (f)
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3.2.2.5 Anti-Buckling Guide 
An important limitation of the CT configuration is the susceptibility for 
buckling when the specimen thickness is relatively small and the fracture 
toughness is high. While the CT specimen thickness has been selected to preclude 
buckling in previous tests of cross ply laminates [262], the multidirectional 
laminate of interest in this study is relatively thin, which is typical for fuselage 
skins. Catalanotti et al. [263] proposed a method using a series of geometrically 
scaled double edge notched specimens as an alternative to the CT configuration, 
largely because of buckling. If buckling can be suppressed, the CT configuration 
is desirable because only a single specimen is required to characterize the 
cohesive law. For fracture toughness testing of metals, buckling is prevented with 
Teflon coated plates that loosely sandwich the specimen [264]. For the present 
tests, an alternative anti-buckling design was developed and employed to 
minimize contact with the specimen and thus limit interaction with progressing 
damage. The anti-buckling guide used in this study is shown schematically in 
Figure 3.14a. The two pieces of the anti-buckling guide clamp the back edge of 
the specimen and were constrained so that     0 at the far end. It addition, shims 
were placed between the clevises and specimen to center the specimen within the 
clevises and prevent local buckling. 
A FE model of the specimen and anti-buckling guide was used to verify 
that all buckling modes were suppressed for the applied displacement range 
anticipated during the test. The specimen was modeled with shell elements and 
the anti-buckling guide was modeled with beam elements in Abaqus [163]. A 
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kinematic coupling constraint was used to constrain the clamped portion of the 
CT specimen to the anti-buckling guide. The flexural rigidity of the anti-buckling 
guide was varied and the eigenvalue buckling displacements were recorded. 
Figure 3.14b summarizes the results for the large specimens. Based on these 
results, an anti-buckling guide with bending stiffness of     1 x 105 lbf-in2 was 
chosen. This stiffness ensured that all buckling was suppressed up to a 
displacement equal to 1.5 times the peak anticipated displacement. It is noted that 
higher flexural rigidity yields diminishingly greater displacement capability, such 
that larger CT specimens would be impractical for this particular laminate. 
 
Figure 3.14. Anti-buckling guide schematic and FE results used to size the anti-
buckling guide where it is shown that increasingly stiff buckling guides do not 
increase the buckling displacement above about 0.3 inches. 
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3.2.2.6 Test and Analysis Results 
The load vs. load-line displacement results for both specimen sizes are 
shown in Figure 3.15. The load vs. displacement test results show relatively low 
scatter with consistent peak load levels. Visually observed damage initiation loads 
correspond to deviations from linearity in the load vs. displacement curve, as 
shown for one large specimen in Figure 3.16. Damage was first observed in the 
form of a matrix splitting crack oriented along the 45°-direction, that is, along the 
surface ply orientation. The DIC coefficient correlation, or measure of how well a 
pixel is correlated between the images from the two cameras, indicated damage 
by poor correlation compared to the surrounding region. Damage propagated 
slowly and stably with the stick-slip behavior, which is characteristic of fracture 
in composite laminates. Catastrophic failure occurred due to compressive failure 
at the back edge and so all results were truncated prior to indication of 
compressive failure. 
Out-of-plane displacements were monitored using DIC and found to be 
small for all specimens. The deformed shapes observed resembled the buckling 
modes determined by analysis. However, the deformation occurred slowly and 
uniformly as load increased and was small in magnitude suggesting the out-of-
plane deformation was due to specimen misalignment. 
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Figure 3.15. Measured load vs. displacement for the small and large CT 
specimens showing all replicates indicating very small scatter in the test data. 
 
Figure 3.16. Damage initiation for one large specimen as observed in the load vs. 
displacement record, visually, and via the DIC correlation coefficient showing 
that all three methods were consistent in identifying the damage initiation load. 
Posttest, X-ray computed tomography inspections were conducted on one 
large specimen and three small specimens. The tests of these inspected specimens 
were terminated prior to catastrophic failure (at the back edge of the specimen) so 
that only damage developed under Mode I damage extension was examined. The 
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damage observed was similar in all four inspected specimens. Figure 3.17 shows 
representative results from one of the small specimens, where damage is shown 
via section views through each ply of half the laminate. Damage observed in each 
ply is as follows. The outermost ply ( 45°) exhibited splitting cracks along the 
45°-direction. The outer layer of fiberglass remained well bonded to this ply and 
cracked in the same places consistent with the fact that it is much weaker than the 
carbon/epoxy plies. The neighboring (45°) ply showed damage propagation 
generally collinear with the notch including several fiber breaks and matrix 
cracks. The 90°-ply was damaged by splitting cracks emanating from the notch. 
The symmetric 45°-ply showed similar damage to the first 45° ply with a 
combination of splitting cracks and fiber breaks forming a damage zone 
propagating in the 90°-direction. The last ply shown in Figure 3.17, the  45° ply, 
exhibited damage similar to the outermost ply with primarily splitting cracks 
extending along the  45°-direction, but also included some fiber breaks. 
Interrogation of the X-ray computed tomography data revealed evidence of 
delaminations confined to the region near the fiber breaks and splitting cracks at 
nearly every ply interface. However, at the interface of the +45°/ 45° plies near 
the laminate surfaces, large delaminations were observed.  
The large specimen had the same damage mechanisms as identified in the 
smaller specimens, but to a larger extent. The greater extent of damage is 
expected as the larger specimens sustained a higher load level. One notable 
difference between the small and large specimens was that the large specimens 
had several splitting cracks in the 90° ply throughout a damage zone with a height 
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of about 0.2 inches, whereas the small specimens had only two splitting cracks in 
the 90° ply. 
 
Figure 3.17. Section view of ply damage from X-ray computed tomography 
showing the damage mechanisms ahead of the notch tip in each ply. 
The  -curves were computed using the MCC method, Equation (3.26), 
and are shown in Figure 3.18, where the abscissa is the effective crack length, 
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     , computed using Equation (3.27). The J-integral, Equation (3.22), was 
computed for one specimen at five stages of damage growth. The results 
computed using the J-integral method were found to agree well with the MCC 
method, as shown with the black circles in Figure 3.18a. The results show that the 
 -curves for the small and large specimens are consistent, with the large 
specimens providing more damage propagation prior to catastrophic failure. The 
results do not give any indication of the  -curve reaching steady-state. Since no 
steady-state fracture toughness is reached, it is not possible to ascertain a process 
zone length from these results. It is concluded, therefore, that the cohesive law 
characterization method proposed in [133] is inapplicable. 
 
Figure 3.18. Experimentally measured  -curves where the solid lines are 
computed using the MCC method, Equation (3.26), and the black circles are 
computed using the J-integral method, Equation (3.27), where it is observed that 
the J-integral and MCC methods yield consistent results and no steady-state 
fracture toughness was reached. 
Figure 3.19 shows    computed with the MCC method vs. notch tip 
opening displacement measured using DIC. The figure shows that the results 
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obtained from the small and large specimens are consistent. The behavior of    
shown in Figure 3.19 can be segmented into two distinct ranges of  . For     , 
the results are concave as softening initiates. For     , the curvature is smaller 
but remains concave. Both the curvature and location of the transition point are 
subtle. In these tests,     0.008 inches. These results suggest a piecewise linear 
cohesive law with convex softening is appropriate because the corresponding 
piecewise quadratic       can approximate the test data well. 
 
Figure 3.19. Experimentally measured fracture toughness vs. notch opening 
displacement showing consistent results between the small and large specimens. 
The proposed cohesive law characterization procedure was applied 
considering two sets of test data. In the first case,              , test data from both 
the small and large specimens were used in Equation (3.38). In the second case, 
            , test data from only the small specimens were used in Equation (3.38) 
for the purpose of demonstrating that the cohesive law characterization can 
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predict the behavior in larger specimens accurately (i.e., the cohesive law is a 
material property). The results obtained from the two characterizations are 
compared in the following. 
For cases where the test results yield a steady-state fracture toughness, the 
cohesive law can be characterized completely by the test data and the extension to 
larger structures is obvious. However, in cases such as the present, where a 
steady-state fracture toughness was not reached during the test, the cohesive 
characterization must be extrapolated to a steady-state. Therefore, it is 
instructional to examine the application to larger structures in which the 
extrapolated portion of the cohesive law is significant. This is done here by 
comparing the extrapolated characterization,        , to the characterization of all 
specimens,         . Both characterizations are plotted (black lines) in Figure 3.20 
over the test data (grey lines) where the broken lines correspond to the small 
specimens. Both fits generally represent the test data quite well, though it is noted 
that         is near the upper bound of the test data in the extrapolated region (   
0.02 inches). The fit parameters are summarized in Table 3.2. 
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Figure 3.20. Analytic fits (black lines) of the measured fracture toughness 
showing a very good representation of the test data. 
 
Table 3.2. Experimentally characterized cohesive law parameters 
Specimen 
Set 
   
[ksi] 
   
[lbf/in]     
all 87310 1231 0.142 0.566 
small 89894 1522 0.123 0.586 
 
The two characterized cohesive laws are plotted in Figure 3.21. The 
primary difference between the cohesive laws obtained by fitting to all specimens 
compared with fitting to the small specimens only is the critical opening 
displacement,   . Note that cohesive law formulations alternative to the trilinear 
form could be adapted to the procedure described here. However, the excellent fit 
of the trilinear cohesive laws to the test data suggests the trilinear form is 
apposite. 
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The accuracy of the load vs. displacement behavior predicted from the 
characterized cohesive laws is obtained by analyzing FE models with the  
experimentally determined cohesive laws for both specimen sizes. The results are 
shown in Figure 3.22. Both characterizations predict the structural response 
within the scatter of the experimental data. While the characterization based on 
the small specimens trends toward the upper bound of the experimental data, the 
overall agreement is quite good. These results suggest that Mode I through-crack 
fracture in this laminate can be characterized accurately with a trilinear cohesive 
law even when the steady-state fracture toughness is not reached during the test. 
 
Figure 3.21. Experimentally characterized cohesive laws showing consistent 
results for small opening displacements and a small difference in the critical 
opening displacement. 
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Figure 3.22. Load vs. displacement test and analysis results showing that the 
approach can scale to larger structures. 
The visually measured crack length was found to be in good agreement 
with FE predictions. For example, Figure 3.23 shows the FE predicted crack 
extension measured from the initial notch tip to the first undamaged cohesive 
element (i.e., the cohesive zone length is included in the crack extension 
measurement). The visually measured damage length was identified from the DIC 
data for two specimens as the distance from the notch tip to the farthest indication 
of damage measured in the x-direction. The correlation between test and analysis 
results suggests that future structural analyses, which rely on this cohesive law 
characterization methodology can be validated through comparison of predicted 
and visually measured crack lengths.  
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Figure 3.23. Comparison of visually measured and FE-predicted crack extension 
showing that the FE crack extension is consistent with the test results. 
The results described in this section confirm that the  -curve and process 
zone length should not be considered material properties under large-scale 
bridging because of their dependence on structural compliance for composite 
laminate through-crack propagation in the CT configuration. Therefore, the 
experimental method for cohesive law characterization presented by Sørensen and 
Jacobsen in [144], in which the cohesive law is obtained as the derivative of the J-
integral with respect to the crack tip opening displacement, should be used instead 
of methods based on the  -curve. Full-field displacement measurement using 
digital image correlation enables straightforward application of this method with a 
conventional compact tension configuration for characterization of a cohesive law 
for through-the-thickness crack propagation. The modified compliance calibration 
method can be used instead of the J-integral method for convenience with only a 
small (conservative) error introduced. 
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The test results reported here show no indication of reaching a steady-state 
fracture toughness prior to catastrophic failure. An assumed analytical trilinear 
cohesive law was derived and fit to the test data such that fracture toughness was 
extrapolated to a steady-state. The characterized cohesive law predicted the 
structural response accurately for specimens scaled geometrically. This promising 
characterization procedure yields cohesive laws that appear to be material 
properties. Such cohesive laws characterized at the coupon scale can be used to 
govern though-crack propagation from notches under Mode I loading in large-
scale structures to assess the damage tolerance. 
3.3 Stitched Interface Fracture 
The second damage mechanism of interest for the PDA of the notched 
PRSEUS fuselage structure is delamination of the stitched interface between the 
skin and stringer (Figure 1.7). An approach following the method proposed by 
Bianchi and Zhang is adopted herein, whereby the delamination progression and 
stitch bridging tractions are each modeled with cohesive elements [222, 223]. 
Figure 3.24 shows a schematic of the idealized interface and the corresponding 
FE representation used. It should be recalled from Chapter 2 that the Bianchi and 
Zhang method has the advantages of proper treatment of LSB conditions, good 
convergence behavior, and thermodynamically consistent energy dissipation of 
the stitch damage process. The cohesive laws used for the delamination 
propagation and stitch failure process define the response of the interface as 
damage progresses. The particular cohesive laws used are discussed in the 
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following. Bianchi and Zhang did not address mixed-mode load conditions and so 
this section assumes a mixed-mode behavior as discussed in the following. 
 
Figure 3.24. Stitched interface idealization and FE representation. 
3.3.1 Delamination Traction-Separation Law 
Bilinear mixed-mode cohesive laws can be used to model delamination 
propagation accurately [165, 265, 266]. The bilinear cohesive law is defined by 
strength and fracture toughness for Mode I and Mode II as well as a mode-mixity 
criterion. The strength, fracture toughness, and mode-mixity behavior can be 
characterized using ASTM standard tests [112, 113, 116]. Some of these 
properties are available for the PRSEUS AS4/VRM-34 laminates [267] and others 
can be calculated or assumed as follows. 
The delamination strengths used were the transverse in-situ tensile 
strength,    
 , for Mode I and longitudinal in-situ shear strength,    
 , for Mode II. 
The in-situ strengths were used in order to represent the strength behavior of the 
imbedded interface. Both in-situ strengths were calculated following [99] as 
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where   is the ply thickness. Thus, knowing the fracture toughness and lamina 
elastic properties, the in-situ strengths can be estimated. Under combined stress 
states, a quadratic stress failure criterion is used to determine the onset of damage 
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   (3.42) 
where    and    are the normal and shear stress, respectively, and 〈 〉 is the 
Macaulay operator which indicates that compressive stress does not initiate 
failure. 
The fracture toughness was obtained using ASTM standard tests [112, 
113]. The fracture toughness values obtained were      3.14 lbf/in and       
2.1 lbf/in as reported in [267]. It is quite peculiar to find that        ⁄    where 
in most reported fracture toughness data for other material systems,     
       ⁄     [114]. The relatively low value of      could be due to the 
proprietary resin, the NCF material architecture, or some other unknown 
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mechanism. It is also notable that the used to determine      relies in part on 
unstable delamination propagation and the standard is still a draft, so it is 
plausible that some unforeseen mechanism has affected the results. No 
observations of anomalous behavior were noted during the tests and no detailed 
posttest fractography images were available to further investigate this result. 
Therefore, both the nominal      obtained by Grenoble [267] and a range of 
higher values of      characterized by more common        ⁄  are considered in 
analysis of the PRSEUS fuselage panel. 
Mixed-mode fracture toughness was governed by the B-K criterion 
                  (
   
        
)
 
 (3.43) 
where   is the mode-mixity parameter obtained by fitting to mixed-mode test 
data. There is an ASTM standard for mixed-mode tests [116] that can be used to 
generate the necessary data to determine  . However, no mixed-mode test data 
were available for the PRSEUS material, AS4/VRM-34, so it was assumed that 
   , which reduces Equation (3.43) to a linear interpolation. The mixed-mode 
response governed by the B-K criterion is shown in Figure 3.25 for AS4/VRM-34 
along with some other common materials. The curves in blue correspond to 
composites with an epoxy matrix and show a typical mixed-mode behavior. The 
difference in the AS4/VRM-34 response discussed above in the context of 
       ⁄  is shown clearly. 
157 
 
 
Figure 3.25. Mixed-mode behavior as governed by the B-K criterion highlighting 
the peculiar behavior of AS4/VRM-34 compared with common carbon/epoxy 
material systems (blue curves adapted from [114]). 
3.3.2 Stitch Traction-Separation Law 
Stitch characterization tests were conducted on vertically oriented stitches 
to obtain a traction-separation law for the stitching configuration used in the 
PRSEUS concept. The specimen configuration proposed by Tan et al. [228–230] 
was adopted because no material with a Teflon insert to isolate the stitch behavior 
was available. A schematic of the nominal specimen configuration is shown in 
Figure 3.26. Due to relatively large variations in the location of each stitch 
placement within the plate from which the specimens were machined, the stitch 
location varied by up to 0.1 inch from the nominal position in some specimens. 
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Figure 3.26. Stitch specimen configuration (all dimensions in inches). 
One specimen was inspected using X-ray computed tomography prior to 
loading to provide a baseline result to which posttest inspection could be 
compared and to identify the as-manufactured condition of the stitch. Figure 3.27 
shows a cross-section view (analogous to view A-A in Figure 3.26) where the 
stitch has been highlighted in green. The baseline inspection results showed that 
the interface between the stitch and surrounding matrix was well-bonded. Voids 
were identified within the stitch thread, which is consistent with other recent 
investigations [235]. Nearly all the voids were oriented along the stitch axis 
suggesting they are mostly due to the twisted yarn architecture of the thread. 
Load introduction blocks were bonded to the specimens as shown in 
Figure 3.28. The load was introduced so as to simulate Mode I and Mode II 
conditions. Loading was applied under displacement control quasi-statically at 
0.005 inches per minute using a uniaxial test stand. Displacements,  , were 
recorded using extensometers placed back-to-back on the specimens at the 
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locations indicated in Figure 3.28. The Mode I specimens were attached to the test 
stand using universal joints and the Mode II specimens were gripped directly as 
shown in Figure 3.29. 
 
Figure 3.27. Cross-section view of the baseline stitch specimen using X-ray 
computed tomography showing voids oriented vertically within the stitch. 
 
Figure 3.28. Schematics and photos of the two specimen configurations for 
introducing Mode I and Mode II load conditions to the stitch. 
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Figure 3.29. Test setup for stitch specimens. 
The failure process and characteristics of the load-displacement records 
for both Mode I and Mode II were very similar to the results published by Tan et 
al. [228–230]. Figure 3.30 shows the load vs. displacement results for Mode I and 
Mode II. The large load spike at very small displacement corresponds to the 
delamination formation and the subsequent behavior is assumed to be due to the 
stitch failure process. The softening response of the stitches (             
inches in Figure 3.30) is observed to be more gradual than the results reported in 
[228–230]. Test replicates showed large scatter, which has been reported before 
for single-stitch tests [227]. 
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Figure 3.30. Stitch load vs. displacement results showing significant scatter in test 
data for both Mode I and Mode II results. 
One of the Mode II specimens did not exhibit the sudden load drop during 
delamination, but rather it exhibited a progressive delamination with three 
accompanying smaller load drops. This anomalous result is shown for the sake of 
completeness, but it seems likely that some additional damage mechanism was 
active and so this result may not be representative. 
Visual observations during Mode I tests indicated that, after the large load 
spike attributed to delamination, several fibers of the laminate still bridged the 
delamination, as shown in Figure 3.31. The three images shown in Figure 3.31 
were captured at the approximate displacements indicated by the circled letters in 
Figure 3.30. The evidence of fiber bridging suggests that the results recorded are 
not representative of the stitch traction-separation behavior in isolation, but 
include the contribution of both the stitch and extraneous bridging fibers. The 
analysis methodology assumes that the contribution of fiber bridging is accounted 
for by the interface fracture toughness, so any contribution included in the stitch 
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traction law is redundant. The presence of fiber bridging, which was not reported 
in [228–230], might be due the use of NCF in the present tests. 
 
Figure 3.31. Visual observations of failure during Mode I loading of a stitch 
specimen showing several extraneous fibers bridging the delamination. 
The condition of the stitch immediately after the delamination formation 
but prior to additional loading (        inches), was investigated using X-ray 
computed tomography inspection. In order to properly characterize the complete 
structural behavior of the stitch, it must be intact after delamination. The 
computed tomography results shown in Figure 3.32 indicate that the stitch 
experienced non-negligible damage during the delamination process. The 
inspection showed that the stitch had several voids oriented along the 
delamination damage, which suggested that the stitch was partially cracked during 
the delamination process. Disbonding between the stitch and surrounding 
laminate was also evident. The inspection also revealed that the delamination was 
wavy and contained several adjacent matrix cracks that were linked together, 
which was consistent with the fiber bridging observed visually. 
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Figure 3.32. X-ray computed tomography results showing damage immediately 
after first load spike indicating the integrity of the stitch is compromised during 
the delamination process. 
The state of damage of the stitch after the occurrence of delamination was 
too severe to be neglected. In addition, the contribution of fiber bridging also 
seems to be significant. The combination of these two observations suggests that 
this stitch characterization test configuration may not be appropriate for stitch 
traction-law determination. Instead, test specimens with an artificially introduced 
delamination (for example, via a Teflon insert) should be used. However, such 
specimens were not available for the particular stitches used in the PRSEUS 
structure. Instead, stitch characterization results reported elsewhere and reviewed 
below, are used for analysis of the full-scale panel. 
Test results for a stitching configuration similar to stitches used in the 
PRSEUS panel were used to establish a mixed-mode stitch traction-separation 
law. Opening and shearing tests representative of Mode I and Mode II load 
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conditions were carried out on stitched specimens in prior studies [216, 226], 
which are briefly summarized below.  
The stitches that were tested in [216, 226] were made of Kevlar 29 and 
had approximately the same diameter as the PRSEUS stitches. The characterized 
stitches were inserted in a vertical modified lock stitching pattern. Each specimen 
had several stitches bridging an artificially introduced delamination formed by a 
Teflon insert. The resulting load-displacement response are shown in Figure 3.33. 
The observed failure was brittle occurring at the last point shown on each curve. 
 
Figure 3.33. Results from stitch traction-law characterization tests used in 
subsequent analyses (reprinted from [216, 226]). 
The mixed-mode traction-law used for analysis of the stitches is defined as 
a linear interpolation between the Mode I and Mode II traction laws. This is likely 
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a conservative assumption because micromechanical analysis suggests that there 
is some interaction between Mode I and Mode II damage mechanisms such that 
mixed-mode behavior resembles a quadratic interaction [154]. Absent mixed 
Mode stitch traction-displacement data, a linear interpolation was assumed. The 
damage evolution enforced by the cohesive element is governed by a single 
damage variable and is formulated such that the model is thermodynamically 
consistent. In other words, if Mode I load conditions partially damage a stitch, 
further Mode II loading will commence at that damage state. Cui et al. proposed a 
mixed-mode stitch traction-law representation in which the damage evolution in 
Mode I and Mode II was independent [154]. There does not seem to be a physical 
basis for this novel Mode independent damage evolution, so it is not used here. 
3.4 Summary 
Modeling approaches and material characterization have been discussed 
for the two major damage mechanisms that are considered in the analysis: 
through-the-thickness crack propagation in the skin and delamination at a stiffener 
interface. The particular assumptions of each modeling approach have been 
introduced and characterization tests have been performed. 
For the through-crack damage propagation, analysis revealed that the 
state-of-the-art cohesive law characterization methodology introduces a 
dependency on specimen size. Therefore, the resulting cohesive law is a structural 
property. A new cohesive law characterization methodology was introduced that 
yields a cohesive law which is a material property. Test and analysis results 
demonstrated that this new cohesive law characterization methodology can 
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predict the structural behavior of propagating through-crack damage in larger 
structures accurately. 
For analysis of delamination of stitched interfaces, the use of cohesive 
elements to represent the laminate interface and stitch tractions introduced in 
[222, 223] is adopted herein. Linear mixed-mode interaction is assumed. Stitch 
characterization tests were undertaken. However, due to difficulty in isolation of 
the damage mechanisms associated with the stitch tractions from the laminate 
delamination, the test method was determined to be unsuitable for 
characterization purposes. Instead, test results from prior work [216, 226] are 
adopted. 
These damage models were incorporated a FE model (Chapter 7) to 
analyze the damage propagation behavior of the PRSEUS fuselage panel tested in 
this work (Chapters 4 and 5). 
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CHAPTER 4:  FULL-SCALE TEST: EXPERIMENTAL PROCEDURE 
This chapter describes the background information and experimental 
procedure for the full-scale test. First, an overview of the test fixture and required 
modifications to the test fixture to accommodate the PRSEUS panel are discussed. 
Next, is a thorough description of the test panel including geometry, materials and 
layup, and panel preparation for testing. The test phases and load history for each 
test phases are detailed in the third section. The next section provides an overview 
of the inspection and monitoring methods employed and the chapter is concluded 
with a summary. 
4.1 Test Facility 
The FASTER fixture was originally designed for accelerated fatigue 
studies of metallic fuselage structures [84]. The fixture can apply combined 
internal pressure and axial load with appropriate hoop reactions to narrow- and 
wide-body fuselage panels. Internal pressurization is applied using water as the 
pressurization medium and a thin membrane to prevent water leakage through 
openings in the test panel such as notches. For the purpose of conducting the 
PRSEUS panel test, the FASTER fixture was modified to accommodate the 
PRSEUS panel, including the enhanced axial load capacity required to apply 
catastrophic failure loads. The modified axial loading mechanism operated using 
hydraulic jacks with a stand-alone hydraulic system, controlled by the existing 
computer control system. The modified FASTER fixture used two sets of seven 
axial loaders aligned with the stringers at each end of the panel, two sets of seven 
hoop loaders along each straight edge of the panel, and two sets of five frame 
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loaders connected directly to the frame ends to apply load. Complete details of the 
modification can be found in [85]. A brief description of the modification is 
provided below. 
The FASTER fixture modifications include accommodations for a larger 
panel radius, a modular seal for full-length stringers, a frame loader slide system 
for large axial displacements, and an increased axial load capacity. A comparison 
of the existing fixture and modified fixture is shown in Figure 4.1, highlighting 
the new axial load mechanism. The axial loading features of the modification are 
discussed in the following. 
The predicted failure load for the PRSEUS panel exceeded the original 
FASTER fixture axial load capacity of 100 kips. A new axial load mechanism 
was designed with a capacity of 840 kips to catastrophically fail the PRSEUS test 
panel, based on results from other PRSEUS test [83]. The significant increase in 
axial load capacity was accomplished using fourteen 60-ton hydraulic jacks 
connected to each end of the panel, each with a whiffletree assembly, as shown in 
Figures 4a and b. The axial load is reacted by four built-up beam columns, which 
measure 178 inches long and 24 inches tall. A detailed view of a single axial load 
whiffle tree assembly is shown in Figure 4.2c. 
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Figure 4.1. Comparison of existing and modified FASTER fixture to highlight the 
modified axial loading mechanism. 
(a) Existing FASTER fixture
Hoop loaders
New axial load 
mechanism
Hoop loaders
Axial 
loaders
Test panel
(b) Modified FASTER fixture
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Figure 4.2. Axial load mechanism assembly. 
Initial test predictions showed an overall axial displacement of up to 0.25 
inch between the outer frames (F-1 and F-5). In the original FASTER fixture 
configuration, this displacement would have induced large reaction forces into the 
frames due to the rigid frame loader design, which are not characteristic of flight 
loads. A frame loader slide system was designed that allows the frame loaders to 
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move freely in the axial direction avoiding non-flight loads, as shown in Figure 
4.3. 
 
Figure 4.3: Frame loader slide system allows free translation of the frame loaders 
in the axial direction to prevent non-flight side loads on the frames. 
4.2 Test Panel Configuration and Preparation 
The test panel geometry, materials and layup, load introduction 
reinforcements, and the fabrication process are highlighted in the subsections 
below. Complete details are available in reference [83]. 
4.2.1 Geometry 
The fuselage test panel had a 90-inch radius, 127-inch length and 75-inch 
width with seven full-length rod-stiffened stringers and five frames, as shown in 
Figure 4.4. The stringer spacing was 7.8 in and the frame spacing was 24 in. The 
test section, shown highlighted in blue in Figure 4.4 and enclosed by stringers S-1 
and S-7 and frame F-2 and F-3 represented a section of an aircraft fuselage. The 
Frame loader slides
Frame loader
Frame loaders free to 
move axially
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nominal skin thickness in the test section was 0.052 inch, which is a minimum 
gauge thickness for a 55 ksi operating stress level. The layup of the skin in the test 
section was [±45/902/0/902/±45] where the zero direction is aligned with the axial 
direction. 
 
Figure 4.4. Photograph of the test panel interior in the as-manufactured condition 
showing overall geometry and substructure. 
The regions outside of the test section contained additional plies for load 
introduction purposes. The skin was assembled in three pieces, with splices under 
the second and fourth frames, F-2 and F-4, respectively. The splices were stitched 
using a two-sided stitching process with Vectran® thread. 
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The panel substructure comprises integrally stitched frames and stringers, 
cross sectional schematics of which are shown in Figure 4.5a and b, respectively. 
The frames, Figure 4.5a, were formed with carbon/epoxy stacks wrapped around a 
0.5-inch-thick foam core support with a 3.76-inch-wide flange and tear strap at 
the base. The top of the frame was reinforced with additional plies referred to as 
the frame cap. Single-sided 3D-seam stitching was used to attach the frame to 
skin at the locations denoted by red arrows in Figure 4.5a. The stringers, Figure 
4.5b, were formed with a pultruded rod at the top for high structural efficiency. 
The stringers were 1.44-inches tall and had a 3.3-inch-wide flange and tear strap. 
The same type of stitching was used to attach stringer flange to the skin as was 
used in the frames. Additionally, two-sided stitching was used at two locations on 
the stringer web, also shown with red arrows. 
 
Figure 4.5. Frame and stringer cross section schematics where the stitching 
locations are indicated by red arrows. 
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Tear strap
Pultruded
unidirectional 
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Doublers were co-cured with the panel to reinforce the load introduction 
areas at the axial and hoop edges as well as the frame and stringer terminations, as 
shown in Figure 4.6. Transitions between the doubler regions and the test section 
were tapered, and the doublers were designed to maintain a constant neutral axis 
from the load introduction region to the test section. Doublers were also added to 
the frame ends. Because high peel stresses were anticipated near the frame ends 
due to the test setup, bolted radius blocks were also added locally at each frame 
end to tie the frame flange to the skin, as shown in Figure 4.6. The axial edge skin 
doublers were interleaved, with four stringer doublers to aid in transferring load 
into the pultruded rod. 
Load introduction clevises were bolted to the panel for the axial, hoop, and 
frame load introduction. Axial and hoop loaders were each bolted at 28 per side to 
approximate a uniformly distributed edge load. Frame loads were introduced 
through a single bolted connection at each frame end. 
175 
 
 
Figure 4.6. Load introduction doublers and radius blocks. 
4.2.2 Materials and Layup 
The test panel dry preform was fabricated using warp-knit, dry carbon 
fiber fabric. The fibers used in forming the warp-knit fabric were standard 
modulus AS4 carbon fiber. The layups used in the test section of the panel are 
summarized in Table 4.1 for each region, with the layups given in terms of the 
global coordinate system where the 0° direction is aligned with the stringers. The 
foam core in the frames was made of Rohacell 110 WF. The stringer rods were 
made of pre-cured Toray T800/3900-2B fiber/resin system. A 0.0054-in-thick, 
0/90 plain weave fiberglass ply was used on the exterior surface of the skin as a 
galvanic corrosion barrier. The frame flanges, frame tear straps, stringer flanges, 
and stringer tear straps were stitched to the skin using a one-sided 3D modified 
lock stitched stitching technique with 1,200-denier Vectran thread at five 
Axial clevis
Axial 
doublers
(red)
Hoop doublers
(light blue)
Radius blocks
(yellow)
Frame doublers
(grey)
Stringer 
doublers
(green)
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penetrations per inch. The stringer web and skin splices were stitched using a 
conventional two-sided stitching technique with the same thread. The stitched dry 
preform was infused with Hexflow VRM-34 epoxy resin. 
Table 4.1: Laminate definitions used in the test panel. 
Laminate 
Layup % 
(0/45/90) 
Thickness 
(in.) 
Skin 12/43/45 0.052 
Stringer Wrap 45/43/12 0.052 
Stringer Tear Strap 45/43/12 0.052 
Frame Web 0/100/0 0.031 
Frame Tear Strap 12/43/45 0.052 
Frame Cap 33/33/33 0.094 
 
4.2.3 Fabrication and Inspection 
The panel was fabricated in the Marvin B. Dow Stitched Composites 
Development Center at the Boeing facility in Huntington Beach, California, using 
existing tooling from a prior PRSEUS project [83]. The panel fabrication began 
with pre-assembly of the frames and stringers and was followed by preform 
assembly. With final assembly completed, the preform was then placed in the 
mold tool. The preform was infused with resin and cured, using a Boeing 
proprietary process called Controlled Atmospheric Pressure Resin Infusion [268], 
which is an out-of-autoclave, low-pressure process that results in higher fiber 
volume fractions than the conventional VARTM process [63]. The load 
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attachment holes were drilled around the perimeter of the panel and through the 
frame ends. 
The skin, frame and stringer flanges, and edge doubler regions of the panel 
were then inspected by Boeing using through-transmission ultrasound at 5.0 MHz. 
No defects were identified. The mean average dB levels were consistent over the 
entire panel, with actual deviation at any one location within the acceptable ±6 dB 
allowed variation. 
4.2.4 Preparation and Attachment to Fixture 
The axial load whiffle-trees were attached the panel via clevises that were 
shimmed to align the load introduction whiffle-trees with the neutral axis of the 
panel in order to minimize bending of the panel. All load attachment points were 
bolted connections with bushings used at the frame attachment points. 
The exterior and interior surfaces enclosed by the outermost stringers and 
frames were painted white so that damage would be more visually evident due to 
the contrast between the white paint and black carbon fiber. 
A modular seal include four molded corners, fourteen molded stringer 
pieces, and several straight pieces was assembled and bonded to the panel using 
PR-1422 Class B fuel tank sealant. The molded stringer pieces made of 
polyurethane and the straight pieces were made of ethylene propylene diene 
monomer (EPDM) rubber. All bonded joints used a fiberglass scrim to maintain 
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uniform adhesive thickness. The panel with seal and clevises attached, ready for 
installation on the fixture is shown in Figure 4.7. 
 
Figure 4.7. One end of the panel with clevises and seal attached. 
4.3 Test Phases and Load History 
Figure schematically shows the loads applied by the FASTER fixture to 
simulate flight loading. Two modes of loading were considered in this test: axial 
tension,   , and internal pressure,   . Internal pressurization was reacted by hoop 
loads applied to the skin,   
 , and frame ends,   
 , as well as axial load. Load 
levels were determined in accordance with Title 14 CFR 25 where pressure loads 
were based on an operating pressure of 9.2 psi, designated as   
  and the axial 
loads were based on a design limit load (DLL) of 227 kips, designated   
 . 
Reaction load levels were determined using a closed pressure vessel assumption.  
Axial 
clevis
Bonded 
modular 
seal
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The tests were conducted in three separate phases, each having its own 
goal and loading sequence, as described below. In each phase, three load cases 
were applied, namely: 1) axial tension load; 2) internal pressure; and 3) combine 
axial tension and internal pressure, to load levels summarized in Table 4.2. The 
load conditions applied during each phase were to demonstrate compliance with 
the strength, deformation, and damage tolerance requirements of Title 14 CFR 
Part 25. Three different pressure levels were applied:   
 , 1.33  
 , and 2  
 , 
simulating internal cabin pressure differentials of operating pressure, cabin 
pressure, and ultimate cabin pressure, respectively. Loading was monotonic for all 
tests, applied under constant loading and pressure rates of 50 kip/min and 3 
psi/min, respectively. In all combined load cases the pressure load was applied 
and stabilized first before applying the axial load. This sequence was reversed 
upon unloading. 
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Figure 4.8. Schematic illustration of the internal pressure, and axial, hoop, and 
frame loads. 
Table 4.2. Test loading sequence 
 
Load 
Condition 
Relative Applied Loads* 
Axial (     
 ) Pressure (     
 ) 
Phase I Axial 1.00 - 
Combined 1.00 1.00 
Pressure - 1.33 
Phase II Axial 1.00 - 
Pressure - 1.33 
Combined 1.00 1.00 
Pressure - 2.00 
Axial 1.50 - 
Combined 1.50 1.50 
Phase III Pressure - 1.15 
Combined 1.00 1.00 
Axial 1.00 0 
Failure 1.84 1.00 
*Loads relative to limit load magnitude. 
Hoop load on 
skin, 
Axial Tension, 
Internal Pressure, 
Hoop load on 
frame, 
Axial, 
Hoop, 
Radial, 
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4.3.1 Phase I: Pristine Case 
Phase I test results provided a baseline by applying (1) 50% limit load 
levels for each of the three load cases (not shown in Table 4.2) to verify proper 
load introduction and repeatability by examining strain and displacement results 
and (2) three limit load conditions: pressure of 1.33  
 , axial limit load of   
 , and 
combined   
  pressure and   
  to demonstrate compliance with the limit load level 
strength and deformation requirement of 14 CFR 25.305.  
4.3.2 Phase II: Barely Visible Impact Damage Case 
The purpose of Phase II tests was to demonstrate that the panel with BVID 
met the ultimate strength and deformation requirement of 14 CFR 25.305 in 
accordance with the guidance of AC 20-107B [79]. The damage was created 
using a drop weight impactor with a 25-lb weight and a 1-inch-diameter 
hemispherical tup impactor. The location of the BVID was over the central 
stringer, S-4, between frames F-2 and F-3, as shown in Figure 4.9. An impact, 
with 40-ft-lb impact energy, was applied to a location between the central-stringer 
flange edge and the outer stitch row, as shown in Figure 5b and c. A padded 
paddle was used to catch the tup after it recoiled in order to prevent secondary 
impacts. 
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Figure 4.9. Phase II BVID location and test setup. 
4.3.3 Phase III: Two-Bay Notch Damage Case 
The purpose of Phase III was to demonstrate compliance with 14 CFR 
25.571 by showing that the panel could support limit loads with a two-bay notch 
severing the central stringer, and then to monitor the failure process while 
increasing the axial load until catastrophic failure occurred. The notch was 
machined over the BVID at the location shown in Figure 4.10a using a 5/16-inch 
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router bit and a machining template. The impact damage site was partially 
removed during the notch machining to minimize the effects on Phase III results, 
as shown in Figure 4.10b. The notch was 7.8-inch long by 0.31-inch wide and was 
placed symmetrically across stringer S-4. It was machined through-the-thickness 
and severed both the skin and the central stringer. Photos of the exterior and 
interior of the two-bay region after the notch was inserted are shown in Figure 4c 
and d, respectively. The notch tip nearest to S-3 is referred to as notch tip A and 
the opposite as notch tip B as labeled in the figure. 
After the notch was machined the panel was subject to three load cases at 
limit load levels, followed by maintaining constant   
  pressure while increasing 
axial tension load to catastrophic failure. The final load sequence to failure 
incorporated a complex load history such that all target load conditions were 
achieved without completely unloading the panel, in order to eliminate concerns 
of additional damage formation during unloading. The load history included five 
load steps, which are summarized in Table 4.3. The panel was subjected to the 
three limit load conditions in the order of increasing severity, as predicted by the 
pretest analytical model [83]: pressure (1.15  
 ), combined pressure and axial (  
  
+   
 ), and axial (  
 ) load conditions; followed by maintaining pressure (  
 ) and 
increasing axial load to catastrophic failure. 
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Table 4.3. Phase III load steps 
Load 
Step 
Load Levels 
Load Changes 
Axial 
(     
 ) 
Pressure 
(     
 ) 
1 -- 1.15 Pressure increased to 1.15  
  
2 1.00 1.00 
Pressure reduced to   
  then axial load 
increased to   
  
3 1.00 -- 
Axial reaction to pressure removed, then 
pressure removed 
4 1.00 1.00 Pressure increased to   
  
5 184 1.00 Axial load increased to catastrophic failure 
 
Figure 4.10. Schematics and photographs of the two-bay notch. 
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4.4 Inspection and Monitoring Methods 
Deformation and damage were monitored throughout the three phases of 
the test program, employing several NDI techniques, which are described in the 
following. 
4.4.1 Visual Inspection 
Visual inspection tools were used for monitoring panel behavior during 
the test and included interior and exterior video cameras, a high-resolution 
exterior still camera, and two high-speed video cameras, as shown in Figure 4.11. 
The two high-speed cameras were only used during Phase III to record the rapid 
crack progression. 
 
Figure 4.11. Photograph of the visual monitoring setup. 
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4.4.2 Strain and Displacement 
Eighty strain gages, eleven linear variable differential transformers 
(LVDT), and an ARAMIS
™
 [269] digital image correlation systems were used to 
record strain, displacement, and deformation data. The test panel was 
instrumented with strain gages in the axial, hoop, and 45° directions to monitor 
and record strain distribution, to ensure proper load introduction from the load 
application points, and to monitor strains in critical regions. The strain gage 
locations and orientations on the exterior and interior surfaces are shown in 
Figures 4 and 4, respectively. Several strain gages were installed in a back-to-
back configuration to monitor the bending response of the panel. Interior strain 
gages were coated with PR-1422 class B fuel tank sealant to operate underwater 
because water is the pressurization medium used in the FASTER fixture. The 
maximum limit of the strain gages was 3% strain. 
The LVDTs measured the axial and radial displacements and are shown 
on the exterior of the panel in Figure 4. LVDT 1 was mounted on a frame so that 
it measured the displacement between the two points shown; whereas, all other 
LVDTs measured displacements relative to ground. Measurements from LVDT 1 
and 2 were at the same location and used to eliminate axial rigid-body motion 
from the results. During the test, all strain and displacement data was acquired at a 
rate of 10 Hz. 
The DIC systems used two 4-megapixel cameras, capable of accurately 
measuring full-field strain within 50με. The field of view of the system was set to 
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the two-bay region. The DIC recording was terminated in Phase III once damage 
initiated because of water seeping out of the pressure chamber as a result of 
membrane failure. 
 
Figure 4.12. Exterior strain gage and LVDT measurement locations. 
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Figure 4.13. Interior strain gage measurement locations. 
4.4.3 Pulse-Echo Ultrasound 
Pulse-echo ultrasonic scans were taken using a linear phased array at 10 
MHz for the purpose of determining the extent of non-visible damage due to the 
BVID and potential damage accumulation in subsequent loading during Phase II. 
The Olympus OmniScan MX2 with PA16/128 module was used in conjunction 
with a 10L64-I1 sensor in a NASA captured water column mounting, as shown in 
Figure 4.14. Scans were performed using a Sonix 18- by 18-in. manual scanner 
positioned with the index axis in the axial direction, so the scan axis was in the 
hoop direction of the panel. Scans were taken after the completion of Phase 1, 
after impact, and after application of each load condition in Phase II. 
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Figure 4.14. Ultrasound setup: pulse-echo linear phased array. 
4.4.4 Flash Thermography 
A flash thermography system was used to inspect the test section for 
nonvisual damage, as shown in Figure 4.15. The system consists of a computer 
that contains data acquisition hardware and software connected to a flash lamp 
heat source and thermal infrared camera. A baseline scan of the panel was taken 
prior to Phase I, II, and III. During Phase II, scans were taken after each load 
condition. After catastrophic failure, a scan was taken of the entire width of the 
panel between frames F-2 and F-3. 
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Figure 4.15. FASTER lab flash thermography system. 
4.4.5 Post-Test NDI 
A variety of NDI techniques, including pulse-echo, resonant and through-
transmission ultrasound, thermography, and x-ray computed tomography were 
used to identify and characterize the location, size, and extent of the damage in 
selected segments of the panel between stringer S-4 and S-7. These inspections 
were performed at Sandia National Laboratories in Albuquerque, New Mexico. 
The purpose of these inspections was specifically to determine the size and 
location of delamination near the notch tip and along the stringer and frames. The 
24 inch x 16 inch inspected region included frames F-2 to F-3 in the axial 
direction and the notch tip to stringer S-6 in the hoop direction. These inspections 
included: 
Pulse Echo Ultrasound, using Mobile Automated Ultrasonic Scan (MAUS 
V) system, as shown in Figure 4.16: The pulse-echo inspection provided 
amplitude and time-of-flight results. The pulse-echo scan was performed at 5 
(a) Heat source and camera (b) Sample result
Stitch
Flange
Skin
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MHz using a 0.25 inch diameter, delay-line probe, which is a common choice for 
composite based on typical flaw size. The MAUS V system was programmed to 
increment 0.06 inch in the axial direction after each pass. 
 
Figure 4.16. MAUS V ultrasound system. 
Through-Transmission Ultrasound (TTU), using an Ultrawin E2.89 
system at 1 MHz with the specimen submerged in water and a 0.5 inch probe, as 
shown in Figure 4.17. The amplitude was calibrated to 90% in a good region. The 
probe was incremented in the axial direction by 0.06 inch after each pass of the 
probe. 
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Figure 4.17. Through-transmission ultrasound system. 
Flash Thermography, using a Raytheon Radiance HSX camera with 
Mosaiq software. The camera sensitivity was 0.025°C. Six images were taken of 
the damaged region from the notch tip to the edge of the panel. 
 
Figure 4.18. Sandia national labs flash thermography system. 
(a) Tank and gantry (b) Specimen fixture in tank prior to scan
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X-Radiography Computed Tomography, using a Kimtron 450 set to 200kV 
and 3.5mA, which created a poly energetic isotropic x-ray beam and a Perkin 
Elmer XRD1620 detector, as shown in Figure 4.19. The distance from the x-ray 
tube to the detector was 68.5 inches and the distance from the x-ray tube to the 
specimen was 59.1 inches. Two thousand images were captured through one 
complete revolution of the specimen on the rotation stage. The resolution was 
0.006 inch per voxel. Due to size limitation of the system, a smaller (8 by 18 inch) 
section of the panel was inspected. 
 
Figure 4.19. X-Radiographic computed tomography system. 
4.4.6 Destructive Evaluation 
The region of the panel directly ahead of notch tip B, was examined 
visually in a destructive evaluation to determine the extent and location of 
damage. Failure in each ply was assessed qualitatively using visual inspection 
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aided by low-magnification light microscopy for comparisons with subsequent 
analyses. A schematic representation of the damage was synthesized from a 
combination of the destructive and non-destructive inspection observations. It 
should be emphasized that these destructive inspections were merely intended to 
provide an approximate representation of the damage ahead of the notch tip. Far 
superior methods such as the deply method, where the matrix is pyrolyzed [270], 
or micro-computed tomography [271] could have provided a more exact 
description of the damage, however these methods were not available for this 
inspection. 
 Additionally, selected segments cut from this region, as shown 
highlighted in Figure 4.20, were examined using a scanning electron microscope 
(SEM) to determine the failure mechanisms active. All SEM specimens were less 
than 1.5 inches in length and width to fit within the SEM chamber. Three key 
areas were examined in the fractography study and are labeled in Figure 4.20 as 
SEM-A, SEM-B, and SEM-C. 
 
Figure 4.20. Locations of posttest inspections. 
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The three specimens inspected were excised from regions of stable 
damage growth (observed prior to catastrophic failure) where the effects of the 
dynamic catastrophic failure are assumed to be minimal because strain 
measurements indicated that this region was almost completely unloaded before 
fracture. The fractography examinations were performed using an FEI XL30 
environmental SEM at Drexel University to determine the Mode of failure in the 
vicinity of the notch tip, the disbonding of the skin from the substructure, stitch 
failure, and of delaminated surfaces. The secondary electron detector, operated in 
high-vacuum Mode using a 0.0012 inch aperture, 2kV – 3kV accelerating voltage 
was used. To fit in the microscope’s chamber, specimens were cut to 
approximately 1- by 1-inch from selected areas of interest using a 1.5 inch 
diameter diamond abrasive cutting wheel. The specimens were sputter coated 
with an 80/20 ratio of platinum and palladium with a thickness of approximately 4 
x 10
-5
 inch. 
4.5 Summary 
This chapter has provided a detailed description of the test preparations, 
test setup, and experimental procedures used during the full-scale test. Additional 
details of the experimental procedure including engineering drawings of the panel 
and detailed instrumental maps are available in the appendices of the test report 
[272]. 
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CHAPTER 5:  FULL-SCALE TEST: EXPERIMENTAL RESULTS 
This chapter contains a description and discussion of the full-scale 
experimental test results. Recall that the test was conducted in three phases: 1) as-
manufactured, 2) with BVID, and 3) with a two-bay through-thickness notch. This 
chapter is organized by test phase, with the first three sections describing the three 
test phases. Subsequent sections address damage characterization via non-
destructive and destructive inspections carried out to supplement damage 
propagation observations recorded during the test. The final section provides a 
summary and conclusions from the experimental full-scale test. 
5.1 Phase 1 Pristine 
In the first stage of Phase I the pristine panel was loaded in each of the 
three load conditions (axial, pressure, and combined pressure/axial) to 50% of the 
limit load level in order to confirm proper load introduction and repeatability in 
the strain fields as recorded by the strain gages, LVDTs, and the DIC. These 
loadings were also used validate a pre-test linear finite element model [83] and 
thus provide confident the panel and fixture behaved as expected. At least two 
loadings were applied for each of the three loading conditions. Representative 
strain and displacement measurements, recorded during the axial tension and 
combined load cases, are shown in Figure 5.1. The strain data, Figure 5.1b, were 
from a representative mid-bay axial strain gage, mounted on interior of the skin, 
midway between stringers S-4 and S-5 and frames F-2 and F-3. Similar results 
were recorded with the other strain gages. All results indicated linear load-
deformation relations, as expected, had excellent reproducibility and were in a 
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good agreement with the FE predictions. The axial displacement, recorded along 
the central stringer for the combined loading case, Figure 5.1c, also verified 
repeatability and agreement with the FE. The change in slope in the data, most 
evident in the LVDT displacement results, was due to the two-stage load 
application adopted in the test program, applying first internal pressure, of 0.5  
 , 
followed by monotonically increasing axial load. Therefore, the knee seen in the 
figure (and in several of the subsequent figures) was caused by the reactive axial 
load to the initial pressure. 
Subsequently, in the second stage of this Phase, the panel was subjected, 
sequentially, to the three limit loads of: pressure of 1.33  
 , axial load of   
 , and 
combined   
  and   
 . Each loading successfully demonstrated compliance with 
the selected strength and deformation requirements of 14 CFR 25. Representative 
strain gage results for the combined loading case, recorded by the exterior and 
interior strain gages under combined loading, are shown in Figures 5 and 5. 
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Figure 5.1. Typical 50% limit load strain results for the axial tension and 
combined load cases showing repeatable results that are consistent with the FE 
predictions. 
Typical axial strain results are summarized in Figure 5.2 for the combined 
load case. The strain gages were mounted on the exterior skin. Strain gages SG-7 
and SG-9 were located atop stringers S-3 and S-5, respectively, and centered 
between frames F-2 and F-3, as shown schematically in Figure 5.2a and b. The 
experimental results and FE predictions for these strain gages are shown in Figure 
5.2c. The near identical results from the symmetrically located strain 
measurements confirmed that the load introduction and panel deformation were 
symmetric. Similar results are shown for four representative interior axial strain 
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gages, located within the test section: SG-38 and SG-39 near frame F-2 and SG-
64 and SG-65 near frame F-4, Figure 5.2(d). It should be noted that the FE results 
indicated that these strain gages were located in a region with a high strain 
gradient, i.e., near the flange of the frame. A slight offset in gage positioning 
likely explains the difference between SG-66 and the other three strain gages. In 
general, the FE results are in good agreement with the test. 
 
Figure 5.2. Typical combined limit load strain results for selected strain gage 
locations showing good symmetry in the experimental measurements. 
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The results of axial displacement, recorded at four locations at the ends of 
stringers S-1, S-2, S-3, and S-4, showed a consistent trend with analysis, Figure 
5.3. It was observed that the axial edge displacement of the stringers were less at 
the edges. 
The hoop strain field in the center of the test section (between stringers S-
3 and S-5 and frames F-2 and F-3), recorded via the DIC, is shown as a fringe 
pattern in Figure 5.4 for pressure and combined load conditions. Under pressure 
only loads, higher tensile hoop strain is noted in the mid bay areas than over the 
stiffeners and there is a noticeable strain gradient at the edge of the stiffener 
flanges as expected. Also it is observed that the combined load condition leads to 
lower hoop strains due to Poisson’s effect. 
 
Figure 5.3. Axial displacement measurements for the combined load case showing 
a similar trend in test and analysis results. 
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Figure 5.4. Hoop strain field in the test section recorded using DIC showing that 
the strain distribution is relatively uniform. 
5.2 Effect of Barely Visible Impact Damage 
The purpose of Phase II tests was to demonstrate that the panel containing 
a BVID met the ultimate strength and deformation requirement of 14 CFR 25.305 
[86] and guidance of AC 20-107B [79]. 
5.2.1 Introduction of BVID 
The panel was impacted with a drop weight impactor as described in the 
previous chapter. After impact, visual inspection revealed no clear indication of 
fiber breakage, which is the criterion indicating a BVID for the purpose of this 
test [273]. Therefore, the panel was impacted a second time in the same location 
F-2F-3 F-1F-4F-5
S-1
S-2
S-3
S-4
S-5
S-6
S-7
(a)  Panel schematic
4”
S-5
S-4
S-3
F-2F-3
(b) Pressure: 1P
4”
(c) Combined: 1P + 1DLL
S-5
S-4
S-3
F-2F-3
[%]
-0.1
0.2
0.1
0.0
202 
 
with the same impact energy. After, the second impact, the damage met the 
criterion for BVID and no further impact damage was inflicted. The BVID was 
inspected visually (in the exterior and interior) and via ultrasonic pulse-echo and 
flash thermography, as described below. 
Photographs of the impact site before and after the two impacts are shown 
in Figure 5.5, showing the exterior and interior state-of-BVID. The first impact 
caused slight indentation on the exterior while the second impact caused visible 
matrix crack along the 45° direction and short perpendicular crack, indicating 
fiber breakage. The entire exterior damaged area extended over 0.16- by 0.38-
inch, with a dent depth of 0.015 inch. The impact damage on the interior of the 
panel was clearly visible after both the first and the second impact. The damage 
included multiple matrix cracks along the 45° surface ply, approximately 2.2 inch 
and 2.6 inch long after the two impacts, respectively. These cracks emanated from 
the edge of the stringer flange into the skin. A close-up view, showing a broken 
fiber bundle, is shown in Figure 5.5d. Accordingly, this severe BVID was deemed 
appropriate for this test, satisfying Category 1 damage, per AC 20-107B [79]. 
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Figure 5.5. Photographs of the BVID region, as seen from the exterior and 
interior, before and after impact showing the visually observed damage. 
Pulse-echo ultrasonic and flash thermography inspections were performed 
in the vicinity of the impact location, as shown in Figure 5.6. The location, size, 
and shape of the stringer flange/skin delamination are clearly seen in both the 
ultrasonic C-scan and flash thermography images, shown in Figures 6 and 6, 
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respectively. These inspections show that the delamination extended up to the 
stitch row 2, close to the center of the stringer, as shown outlined in blue in the 
figures. In other words, the delamination was completely arrested by the stitches. 
Subsequent pulse-echo ultrasound and flash thermography inspections, conducted 
after each of the three limit loading and the three ultimate loading conditions, 
showed no growth of the damage associated with the BVID. That is, the stitch 
row effectively arrested any further extension of the impact-induced delamination 
area throughout the loading sequences of Phase II. 
 
Figure 5.6. Location and size of post-impact NDI region. 
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Figure 5.7. Pulse-echo ultrasound before and after impact showing that the 
delamination induced by the BVID was arrested at the stitch row. 
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Figure 5.8. Flash thermography before and after impact. 
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Following impact a series of loadings were applied (refer to Table 4.2). 
First, three limit load conditions were applied: axial load to   
 ; pressure load to 
1.33  
 ; and combined load to   
  and   
 . Then, three ultimate load conditions 
were applied: pressure overload to 2  
 ; ultimate axial load to 1.5  
 ; and ultimate 
combined load to 1.5  
  and 1.5  
 . 
5.2.2 Strain and Displacement Results 
Global strains and displacements at limit load levels were observed to be 
nearly identical before and after the impact. Figure 5.9 shows representative 
results comparing test section skin strains and axial end displacements between 
Phase I and II for combined limit load (  
  +   
 ). These consistent strains 
indicated no load redistribution due to damage growth. 
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Figure 5.9. BVID had no effect on global strain and displacement distributions. 
As expected, a significant local strain concentration was observed in the 
vicinity of the impact damage zone, as seen in the DIC-recorded strains shown 
Figure 5.10. The axial strain field in the vicinity of the BVID and along cross 
section A-A, midway between frames F-2 and F-3, is shown in Figure 5.10a for at 
axial ultimate load level of 1.5  
 . The maximum magnitude of axial strain in the 
vicinity of the BVID remained well below the anticipated material failure strain of 
0.9% for the skin [73], which was consistent with the visual observations of no 
damage growth. The axial strains plotted along a section through BVID in Figure 
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5.10b highlight the localized nature of the strain concentration that resulted from 
the damage. 
 
Figure 5.10. Axial strain field in the test section, under axial ultimate axial load 
showing that the effect of the BVID on strain distribution was very localized. 
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5.3 Effect of Through-the-Thickness Notch 
In Phase III, the panel was loaded to catastrophic fracture following a pre-
determined loading sequence as shown in Figure 4.10. The panel had a through-
thickness notch that severed the central stringer and adjacent skin. The recorded 
axial load and pressure history show the five-step loading sequence applied in this 
Phase in Figure 5.11. Loading was prescribed to meet the load states listed in 
Table 4.3. Loading was applied monotonically, with the loading steps (LS) 
applied in increasing severity, from internal pressure to axial tension, as predicted 
by the pretest analytical model [83]. The five LS are as follows: 
 LS-1: Increasing the pressure to 1.15  
 , as specified in 14 CFR 25.571;  
 LS-2: Combined pressure of   
  and increasing the axial load to   
 ;  
 LS-3: Unloading the pressure while maintaining the axial load at   
 ;  
 LS-4: Increasing the pressure to   
  while maintaining the axial load at   
 ; 
and  
 LS-5: Maintaining the pressure constant at   
  while increasing the axial 
load to catastrophic fracture. 
During the final load step, the hydraulic pump of the loading fixture 
briefly shut down, resulting in a short duration of constant axial load, which upon 
resumption was followed by a brief higher axial loading rate, as shown in Figure 
5.11b. Also shown in Figure 5.11 are the times at which key damage progression 
events were observed, denoted with capital letters A-H. Damage progression was 
observed visually, on the exterior and interior starting with LS-2 and 
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intermittently thereafter in LS-3 and LS-5 until catastrophic fracture occurred. 
The damage was also evident through strain redistribution at several instances 
throughout the loading sequence. Subsequent discussion of damage propagation 
will refer back to these labels for reference of the time at which the damage event 
occurred on the load history plot. 
The remainder of this section is organized as follows. In the first five 
subsections, the five load steps are discussed sequentially. Comments and 
observations are noted for events that occurred during the load step including 
damage initiation and propagation. The next subsection discusses key strain and 
displacement results in relation to damage propagation events. In that the majority 
of the damage propagation occurred during LS-2 and LS-5, the results presented 
are focused on these two load steps. The last two subsection address a detailed 
study of post-test inspections to determine the active failure mechanisms. 
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Figure 5.11. Phase III load history with key damage progression observations 
letter A-H. 
5.3.1 LS-1 
No damage was detected during this loading, consistent with the analytical 
predictions. Limited DIC data could be collected near the notch tips because of 
water leakage occurred mid loading through the sealed notch region. The panel 
sustained the required load levels and thus was a successful first step in 
demonstrating compliance with damage tolerance requirements of 14 CFR 25 for 
internal pressure loading. 
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5.3.2 LS-2 
At low load levels in LS-2, prior to damage initiation, the axial strain 
fringe patterns computed from the DIC data showed the characteristic kidney-
shaped strain concentration at the notch tip. Figure 5.12a shows a representative 
full-field axial strain plot at a load level of   
  and 0.7  
 , where the characteristic 
strain concentration is visible ahead of notch tip A. The corresponding strain 
gradient ahead of the notch tip, just prior to the damage formation at notch tip A, 
is shown in Figure 5.12b. These DIC data agree very well with the strain recorded 
by SG-7, mounted 3.5 inches ahead of the notch tip. The axial strain history at 
that location, recorded by the strain gage and the DIC, is shown in Figure 5.12c. 
Excellent correlation is observed between the strain gage and DIC results 
throughout the load history. The strain behavior corresponds well to the applied 
load. It is noted that water seepage from the notch disrupted DIC computation of 
strain ahead of notch tip B and therefore DIC results were unreliable in this area. 
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Figure 5.12. Axial strain in the vicinity of the notch tip recorded via DIC and 
strain gage. Parts a and b are shown at limit pressure and 70% axial DLL. 
Normal strains along 0°, 45°, and 90° sections from notch tip A at eight 
load levels, Figure 5.13, indicate that the dominate notch tip strains approached 
the material failure strain at 0.7  
 , which is in agreement with the observed 
visual damage initiation at this load level. As axial load increased beyond 0.7  
  
and damage propagated, significant water leakage occurred, which disrupted 
further DIC data. 
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Figure 5.13. The axial strain distribution at notch tip A for limit pressure and 70% 
axial DLL and section plots showing normal strain along 0°, 45°, and 90° 
sections. 
During LS-2 damage initiation and propagation in the skin was visually 
observed ahead of both notch tips and on the interior and exterior surfaces. 
Photographs of damage on the interior and exterior ahead of notch tip A are 
shown in Figures 5 and 5, respectively. Schematics showing the region 
photographed are shown in part a of both figures. Damage propagation was 
observed to slow, intermittent, and stable in all cases during LS-2. It is noted that 
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similar damage propagation was observed ahead of notch tip B. It is noted that the 
damage observations discussed in the following, and in LS-3 and LS-5 sections, 
are observations made on the outside surfaces of the panel; no inspections of the 
internal state of damage were made until after the panel fractured. 
Visible damage initiation was first observed at a combined load of   
  and 
0.54  
  (point A in Figure 5.11) in the form of a matrix crack approximately 0.08-
inches-long, on the interior surface, propagating from the notch tip. A photograph 
of the matrix crack immediately after it was observed is shown in Figure 5.14b. 
Further increasing the axial load, at a combined load of   
  and 0.7  
  (point B in 
Figure 5.11), damage was observed visually on the exterior surface of the panel in 
a form of a crack along the 45° direction, as shown in Figure 5.15b. The visible 
damage on the exterior was the damage in the fiberglass layer. Note that the 
damage shown in the two figures is propagating towards frame F-2. Damage 
ahead of notch tip B (not shown) was along a parallel orientation and thus 
propagated anti-symmetrically toward F-3. 
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Figure 5.14. Photographs of interior surface damage ahead of notch tip A showing 
multiple matrix cracks progressing during LS-2 
As load was increased, multiple matrix cracks occurred in the vicinity of 
the notch tips on the interior of the panel, as shown in Figure 5.14c and d. As 
expected, these matrix cracks were oriented along 45° direction, parallel to the 
surface ply fiber direction. Also, paint spalling occurred as the damage 
progressed. Damage accumulated intermittently from initiation to the maximum 
load in LS-2. At the end of LS-2 the maximum length of damage on the interior 
was 1.8 inches.  
Exterior damage also progressed along in the 45° direction, parallel to the 
outer ply fibers. In contrast to the multiple cracks and spalling on the interior, the 
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exterior damage was in the form of a single crack, as shown in Figure 5.15c and 
d. Figure 5.15c shows an intermediate load level where the crack is clearly visible 
and measures 0.5 inch. Figure 5.15d shows the extent of the matrix crack at the 
end of LS-2, where the visible crack had extended 1.3 inches from the notch tip. 
 
Figure 5.15. Photographs of exterior surface damage ahead of notch tip A 
showing crack progression during LS-2  
5.3.3 LS-3 
A single, instantaneous, damage progression event was observed during 
LS-3 on the interior surface (point C in Figure 5.11). The damage occurred just as 
the pressure reached zero. The notch tip state-of-damage, before and after damage 
extension, is shown in photographs in Figure 5.16. As depicted in the figure, the 
crack extended to the adjacent stringer flange and arrested. The damage 
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progression observed here confirmed that the axial tension load case was the most 
severe of the three load cases consider, as was predicted by the pretest analysis. 
 
Figure 5.16. Photographs of the interior surface showing damage progression 
from notch tip B during load LS-3. 
Axial strain in the mid-bay interior skin, near the damage area (SG-38 and 
SG-39) increased slightly as the internal pressure was reduced to zero in LS-3, as 
shown in Figure 5.17. Likewise, the same figure shows that axial strains on the 
interior surface of the stringer flanges exhibited a similar trend. Note that in 
Figure 5.17 pressure is shown on the abscissa and that the ordinate axes have been 
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scaled to show the small change in strains during LS-3. Strain gages SG-64 and 
SG-66, which were placed symmetrically to SG-38 and SG-66 showed a similar 
response, and therefore verify that this strain behavior is due to the test panel 
configuration and not the existing damage. These strain results confirmed that 
applying axial load only (i.e., without pressure) was the most severe case, as 
predicted by the pretest FE model. 
 
Figure 5.17. Axial strain in the two-bay region during LS-3. Note that c and d 
indicate a slight increase in axial strain as pressure is reduced from limit pressure 
to zero. 
(a) Panel schematic
S-3
S-4
S-5
38
52
Skin 
interior
Frame
Interior View
Notch
S-4
S-5
S-3
F-2F-3
38
39
52
44
A
A
(b) Cross section A-A
F-1F-2F-3F-4F-5
0.00
0.25
0.50
0.75
1.00
0.30 0.32 0.34 0.36 0.38
SG-38
SG-39
0.00
0.25
0.50
0.75
1.00
0.44 0.46 0.48 0.50 0.52
SG-44
SG-52
44
39
(c) Mid-bay axial strains (d) Mid-bay axial strains
[%] [%]
221 
 
5.3.4 LS-4 
As expected, no new damage was observed during this load step because 
the panel had been loaded to this load level previously, during LS-2. 
5.3.5 LS-5 
As the axial load was increased above   
 , damage progression on the 
interior and exterior continued, as indicated by point D in Figure 5.11. This 
damage propagation observed during LS-5 is discussed below. Recall that the 
pressure was maintained constant at   
  while the axial load increased 
monotonically, therefore, only the axial load level will be noted to specify load 
levels in the foregoing discussion. 
5.3.5.1 Exterior Crack Progression 
Photographs of the crack progression on the exterior surface ahead of 
notch tip A are shown in Figure 5.18 (shown with the same orientation and scale 
as in Figure 5.15). Note that these images span loads from   
  to 1.60  
  and 
points D through G in Figure 5.11. Notch tip crack progression during loading up 
to 1.47  
  was slow, stable, and intermittent, Figure 5.18a - c. At approximately 
1.20  
 , the damage reached the flange edge and was contained in this 
configuration up to 1.47  
 , Figure 5.18d - e. When the load was further increased 
to 1.48  
 , the crack progressed instantaneously from the stringer flange to the 
center stitch rows (point F in Figure 5.11), before being arrested the second time, 
Figure 5.18e and f. The crack path first progressed to the stitch row nearest to the 
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notch tip and then along the stitch row to the axis of the notch, before turning, and 
propagating in the hoop direction to the center stitch row, and then being arrested. 
Additional axial load was required to progress the crack beyond the stringer. 
When the load reached 1.60  
 , Figure 5.18g, the damage progressed 
instantaneously beyond the two-bay region (point G in Figure 5.11) and out of the 
exterior field of view of the camera, Figure 5.18h. The energy stored in the panel 
was released by the sudden formation of extensive damage, including the 
extension of the crack beyond stringer S-2, which caused a 5% axial load drop.  
A nearly identical crack progression pattern was observed along the other 
notch-tip in terms of the extent, rate, and the intermittent nature of crack 
progression. Photographs of the crack progression ahead of notch tip B are shown 
in Figure 5.19. In contrast to the damage ahead of notch tip A, the damage ahead 
of notch tip B did not remain aligned with the notch axis as it progressed through 
the stringer.  
High-speed video camera was used to capture damage progression at the 
high load-levels, for example point G in Figure 5.11, with particular attention to 
capturing the crack at the point when it progressed beyond the two-bay region. 
Figure 5.20 shows the instant of crack progression ahead of notch tip B between 
Figure 5.19f and g. As seen in Figure 5.19, the crack was arrested by the inner 
stitch row up to load of 1.60  
 and then progressed, nearly instantaneously, past 
the outer two stitch rows, on the other side of the stringer flange. The four high-
speed frames that captured this event, Figure 5.20, are 0.2 milliseconds apart. The 
red dots in the images a - c indicate the tip of the observed crack. In image d, the 
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red dot indicates that damage extended at least to the edge of the field of view. 
The damage was briefly arrested (for approximately 0.4 ms) at the outer stitch 
row, as shown in Figure 5.20b and c. 
 
Figure 5.18. Exterior surface crack progression ahead of notch tip A during LS-5 
(points D through G in Figure 5.11), showing the crack arrest behavior of the 
stitched rows. 
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Figure 5.19. Exterior surface crack progression ahead of notch tip B during LS-5 
(points D through G in Figure 5.11), showing the crack arrest behavior of the 
stitched rows. 
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Figure 5.20. Sequential frames captured using high-speed camera showing crack 
progression beyond the two-bay region. The red dots indicate the crack tip. 
Considering that the damage ahead of notch tip B turned as it progressed 
through the stringer whereas the damage ahead of notch tip A did not, an 
indication from the high speed camera as to which side progressed through the 
stringer first may have suggested which behavior (turning vs not turning) 
occurred under dynamic conditions. In other words, the notch tip that propagated 
first is the side to consider as the representative response. Unfortunately, no clear 
indication was found in the high speed camera data. 
5.3.5.2 Interior Damage Propagation 
Visible damage on the interior surface was massive and widespread as 
compared with the single crack progression seen on the exterior surface. As the 
load was increased from point D in Figure 5.11, visual observations on the 
interior surface showed stable damage accumulation ahead of both notch tips that 
propagated to the adjacent stringer flange edges, as shown in Figure 5.21. A 
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schematic representation of the damage accumulated during LS-5 up to 1.40  
  is 
shown in Figure 5.22 where the red lines indicated observed matrix cracks. At the 
load level of 1.40  
 , point E in Figure 5.11, extensive skin/stringer delamination 
progressed through the entire width of the bay, Figure 5.22c, evidenced by visible 
cracks along the skin/stringer interface. The skin/stringer delamination were 
arrested by the stitching in the frame flanges as load was increased, and remained 
completely contained within the frames F-2 and F-3 by the stitching up to 
fracture. A large number of matrix cracks were observed along the 45° direction, 
emanating from the notch tips and stringer flanges. 
 
Figure 5.21. Interior surface crack progression during LS-5 (points D and E in 
Figure 5.11). 
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Figure 5.22. Schematics of the visually observed (via the underwater camera) 
damage accumulation in the interior surface showing that a crack appeared 
abruptly at the interface between the skin and stiffener and indicated a 
delamination through the width of the bay. 
Several bursts of acoustic emission were heard during loading from 
1.40  
  (point E in Figure 5.11) to fracture at 1.84  
 . The underwater camera 
indicated panel shaking at these instances, indicating intermittent and rapid 
damage accumulation prior to fracture, apparently as a result of stringer/skin 
delamination. 
The damage events, lettered A-H, are summarized in Table 5.1. For each 
damage event, the axial load at which it occurred and the observations on the 
interior and exterior surface are summarized. Note that damage event H is 
discussed in detail with the subsequent strain results. 
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Table 5.1. Summary of damage events. 
Damage 
Event 
Letter 
Pressure 
Load 
(     
 ) 
Axial 
Load 
(     
 ) 
Visual Observations 
Exterior Interior 
A 1.00 0.54 None Damage initiation 
B 1.00 0.70 Damage initiation None 
C 0 1.00 None Damage progressed to 
stringer flange 
D 1.00 1.00 Continued slow stable 
damage progression 
Continued slow stable 
damage progression 
E 1.00 1.40 None Sign of skin/stringer 
delamination to frame 
flanges, arrested 
F 1.00 1.48 Damage propagated to 
stitch row, arrested 
None 
G 1.00 1.60 Damage propagated 
beyond two-bay region 
Damage propagated 
beyond two-bay region 
H 1.00 1.67 Strain gage results indicate damage may have been 
arrested by stringers S-2 and S-6, no visual 
confirmation available. 
 
5.3.5.3 Measurements of Damage Propagation 
Measurements of the extent of damage were taken along the hoop 
direction using visual observations. No measurements were available above 
1.60  
  at which point the damage propagated beyond the two-bay region. On the 
interior surface of the skin, crack length measurements were taken up to the point 
where damage reached the adjacent stringers, S-3 and S-5 (point E in Figure 
5.11). 
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The exterior and interior crack length measurements for both notch tips 
are shown in Figure 5.23. The interior crack length was consistently slightly 
greater than the exterior crack length. The results clearly indicate a nearly 
constant crack growth rate between the notch and the stringer. As the crack 
approaches the nearest stitch row to the notch, the crack growth rate is smaller, 
indicating the damage containment effect of the stitching.  
 
Figure 5.23. Farthest extent of damage in the hoop direction vs. axial load 
showing that the damage propagation was arrested within the adjacent stringer 
region ahead of both notch tips.  
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5.3.6 Strain and Displacement Results 
Examination of the key issues in the displacement and strain results is 
complicated by the multitude of load steps applied without complete unloading in 
Phase III. The load steps of interest were those in which damage propagation 
occurred: LS-2 and LS-5. In order to focus on these loadings, the results described 
in the following show only a selected portion of the load history that considers 
loading during LS-1 to   
 , LS-2, and LS-5. The complete and abbreviated load 
histories are shown in Figure 5.24a and b, respectively, where the background 
colors indicate the corresponding segments of loading. Note that the abbreviated 
load history is simply pressurization to   
  followed by constant pressure with 
increasing axial tension to catastrophic fracture. 
Damage progression was evident through displacement and strain records 
showing several strain redistributions that occurred before fracture load was 
reached. In the following, overall axial displacement results are discussed, first. 
Then, several strain gage results are provided and key observations made, 
beginning with the notch tip strain gages.  
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Figure 5.24. Complete load history applied to the panel and abbreviated load 
history considered in this section. 
The overall axial displacement of the central stringer S-4, recorded by an 
LVDT, is shown in Figure 5.25. The two step load history is apparent in the 
change in slope, or knee where the load transitions from increasing internal 
pressurization to increasing axial tension at about 0.11  
 . The total axial 
displacement was 0.75 inches just prior to fracture at 1.84  
 . The damage events 
are denoted on the plot with dotted horizontal lines and labeled with capital 
letters. The damage initiation and propagation within the two-bay region did not 
produce any measurable effect on the overall axial displacement indicated by the 
linear displacement response up to the load at which damage progressed beyond 
the two-bay region. This observation alone is excellent evidence of damage 
containment capability. The discontinuities in the load displacement curve, 
starting at 1.60  
  (point G in Figure 5.11) resulted from the damage propagation 
beyond the two-bay region, as discussed earlier. It is observed that the panel 
232 
 
continued to sustain increasing loads above 1.60  
  with only minor load drops 
(on the order of 5% of limit load) accompanying further damage extension. 
 
Figure 5.25. Overall axial displacement with key damage event load levels 
overlaid to show that the global structural behavior was unaffected (linear) by 
propagating damage until it propagated beyond the two-bay region. 
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The remainder of this subsection is focused on strain gage results. The 
locations of the strain gages discussed in the following are shown in Figure 5.26. 
The axial and 45° direction strain gages are denoted by blue and pink rectangles, 
respectively. The correlation between strain redistributions and key visual 
observations of damage progression (i.e., points A, B, E, F, G, and H shown in 
Figure 5.11), is shown by overlaying these points E, F, G, and H on the strain 
plots in Figures 5 to 5. 
 
Figure 5.26. Selected strain gage locations. 
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Strain in the ±45° directions, on the interior of the skin, near the notch tips 
is shown in Figure 5.27. Ideally, strain at these four locations should be 
equivalent, however, a relatively large variation between the results was noted 
prior to damage initiation. It is likely that the high strain gradient in this area 
contributed to the variation between these results. Damage initiation was clearly 
visible through strain jumps recorded by these strain gages. Strain gages SG-45 
and SG-46, mounted ahead of notch tip B, showed the strain jumps at 0.54  
 , 
which was the same load that damage initiation was observed visually ahead of 
this notch tip. Strain gages SG-48 and SG-49, mounted ahead of the opposite 
notch tip showed a strain discontinuity at 0.60  
 , suggesting damage may have 
initiated at a slightly higher load ahead of notch tip A. The several subsequent 
strain discontinuities were observed indicating the intermittent damage 
accumulation as damage propagated. It is observed that the strain gage pair 
oriented in the +45° direction (SG-45 and SG-49) showed a sharp strain increase 
above 0.72  
  while the opposite pair oriented in the -45° direction (SG-46 and 
SG-48) showed a sharp strain decrease. Apparently this difference was a result of 
localized damage on the interior of the skin interacting differently with these two 
pairs of strain gages. The visual evidence showed the skin was damaged near the -
45° gages but remained intact near +45° gages and so it seems the matrix cracks 
relieved the strains and unloaded the area near the -45° gages, while the +45° 
gages measured a large strain increase from adjacent damage propagation ahead 
of the notch. (refer back to Figure 5.14 for images of the damage on interior near 
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these locations). All four strain gages were debonded or failed due to damage 
progression before the end of LS-2. 
 
Figure 5.27. Notch tip, ±45° strains showing nonlinearities that are well correlated 
to visual observations of damage propagation. 
The four exterior strain gages, Figure 5.28, clearly show the instant when 
the crack reached stringers S-3 and S-5, which were the stringers nearest to notch 
tips. Initially, SG-7 and SG-9 (mounted on the skin, on top of stringers S-3 and S-
5, respectively, mid distance between frames F-2 and F-3), responded identically 
as the applied axial load increased beyond limit load. The small discontinuities, 
seen in the plots between 0.95  
  and 1.40  
 , resulted apparently from the 
intermittent characteristics of crack extension discussed earlier. At the instant 
when the axial load reached 1.40  
 , the two strain gages exhibited a sudden 
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increase in strain, which resulted from the crack progressing instantaneously to 
the adjacent stringer’s center stitch row, observed visually in Figure 5.18 and 
Figure 5.19 parts e and f. The large increase in the strain recorded by SG-7 (to 
electrical full-scale, thus the strain is off the scale of the plot) resulted from the 
damage progressing in close proximity to the strain gage, in contrast to the 
opposite side of the notch (SG-9) where damage did not progress close to the 
gage. Upon further increase of the load, to 1.60  
  (point G in Figure 5.11), the 
strain reduced significantly as a result of further crack extension beyond these 
gages. Strain gages SG-6 and SG-10 (mounted on the skin, on top of stringers S-2 
and S-6, respectively, mid distance between frames F-2 and F-3), showed that the 
skin was subjected to smaller initial strains, since they were farther away from the 
notch tip. Consequently, additional axial load was required, up to 1.60  
 , before 
these strain gages reacted to the expanding damage: first increasing strain prior to 
dropping below initial values. The linear response of these gages up to 1.60  
  
illustrates that the damage contained within the two-bay region did not affect the 
strain distribution in the area surrounding the two-bay region. 
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Figure 5.28. Exterior skin axial strain showing a large strain redistribution as 
damage propagated beyond the adjacent stiffener. 
Similar behavior was recorded with the interior strain gages. For example, 
three of the four strain gages shown in Figure 5.29 indicated a sudden damage 
progression at the same load level of 1.60  
 . The sudden damage extension was 
accompanied by a sudden reduction in the local strain to near zero. The fourth 
strain gage that behaved slightly differently was SG-37, which exhibited a partial 
strain reduction at 1.60  
  and complete strain reduction at 1.67  
 . Note that the 
pair SG-37 and SG-40 and the pair SG-38 and SG-39 were mounted 
symmetrically about the notch. Each pair behaved nearly identically, validating 
the uniform load introduction even at the elevated load of 1.60  
 . Strain gages 
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SG-38 and SG-39, which were closer to the two notch tips, exhibited several 
discontinuities throughout loading from 0.54  
  to 1.60  
 , corresponding again 
to the intermittent nature of damage accumulation and progressive unloading of 
the skin within the two-bay region. The massive damage accumulation at 1.60  
  
nearly completely unloaded the skin in these four locations. 
 
Figure 5.29. Axial strain on the interior surface of the skin showing that the skin 
was unloaded as damage propagated beyond the adjacent stringer. 
The four strain gages SG-35, SG-36, SG-54, and SG-55 were mounted on 
the overlapped frame and stringer flanges near the four frame/skin flange 
intersections S-5/F-2, S-3/F-2, S-5/F-3, and S-3/F-3, respectively, symmetrically 
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about the notch, as shown in Figure 5.26. All four strain gages recorded nearly 
identical strain throughout the loading up to 1.60  
 , Figure 5.30, confirming 
proper load introduction. The plots show that at 1.60  
  (point G in Figure 5.11) 
the strain in all four strain gages increased abruptly well beyond the strain limit of 
these strain gages (strain results are truncated at this point in the plot). As 
discussed earlier, at 1.40  
  (point E in Figure 5.11), visual observations showed 
skin/stringer delamination formation and progression to the stringer/frame 
intersections (S-3/F-2 and S-3/F-3, S-3/F-2 and S-3/F-3) before being arrested by 
the stitches in the frame flanges, F-2 and F-3. Visual inspection with the 
underwater camera showed damage progressed from the arrested delamination 
directly to these strain gages at 1.60  
  (not shown), and thus explain the failure 
of the strain gages at this load level. 
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Figure 5.30. Axial strain on the overlapped frame and stringer flanges at the 
frame/stringer intersections that bound the two-bay region showing strain 
redistributions well correlated with visual observations of damage progression. 
The load at which damage reached stringers S-3 and S-5 could be 
determined through the four strain gages mounted on the flanges of these 
stringers, Figure 5.31. The four strain gages were mounted along the notch 
centerline: SG-44 and SG-52 on the inner (notch tip side) flanges and SG-42 and 
SG-50 on the outer flanges. The two inner strain gages (SG-44 and SG-52) show 
increasing strain jumps of progressively larger increments, soon after damage 
initiation load (0.54  
 ), indicative of damage propagation. This trend continues 
to 1.40  
  (point E in Figure 5.11). The two outer strain gages (SG-42 and SG-54) 
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exhibit initially the typical linear behavior, indicating that the damage did not 
affect the outer flange of the stringers. That is, the damage was arrested by the 
center stitch rows until the load reached 1.40  
  (point E in Figure 5.11), at which 
point all four strain gages show limited strain redistribution. It is only at 1.60  
  
(point G in Figure 5.11) when both stringer S-3 and S-5 are severely affected by 
the damage progression: the inner strain gages show a significant and sudden drop 
in the strain (approximately 0.2% strain), while the outer strain gages show 
increase in the strain. Upon further increase of the load, the four strain gages 
behaved linearly, albeit with some discontinuities as damage continued to 
accumulate and progress, which indicated that the stringers maintained their 
capacity to carry the load up to catastrophic fracture at 1.84  
 . Note that at loads 
above 1.60  
 , strain gages SG-44, SG-50, and SG-52 maintained similar strain 
responses, while SG-42 showed larger strain, indicating some asymmetry in the 
panel response likely due to asymmetry in the state of damage. 
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Figure 5.31. Axial strain on the stringer flanges (S-3 and S-5) showing that strain 
nonlinearity below 1.60% axial DLL was mostly confined to within the two-bay 
region (i.e., SG-44 and SG-52). 
Limited interior and no exterior visual observations where made of the 
damage progression and accumulation beyond 1.60  
 : the loading fixture 
obstructed the exterior field of view and the underwater camera was unable to 
cover the entire test section and to follow the rapidly expanding damage. It is 
likely, however, that the damage was contained within the four-bay region 
contained by stringers S-2 and S-6 until 1.67  
  (point H in Figure 5.11), at which 
point damage progressed to the outermost stringers. In fact, beyond this load 
level, the strains recorded by SG-41, SG-43, SG-51, and SG-53 (mounted on top 
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of the rods of stringer S-6, S-5, S-3, and S-2, respectively) are nearly identical, as 
shown in Figure 5.32. At this load level, the skin lost most of its capacity to carry 
the load, as seen by the significant reduction in the skin strains in Figure 5.29. 
That is, the stitched stringers bridged the failed skin and carried most of the load 
up to fracture. Apparently the skin was fully delaminated from the center stringers 
(S-2 through S-6) between F-2 and F-3, so as to explain the very low strains in the 
skin and the uniform strains on the stringer rods. These results also show the 
symmetry of the strain distribution as manifested by the strain records of stringers 
S-2 and S-6 (SG-53 and SG-41, respectively) and stringers S-3 and S-5 (SG-51 
and SG-43, respectively) throughout the failure process. 
 
Figure 5.32. Axial strain on top of the stringer rods showing that the axial rods 
carried higher load as the propagating damage unloaded the skin. 
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At 1.84  
  the panel fracture catastrophically and was mostly unloaded. 
During the failure, a significant amount of energy was released and damage 
propagated in through much of the panel. Note that interior observation 
immediately before catastrophic failure showed no evidence of skin/frame 
delamination and that all interior damage was contained between frames F-2 and 
F-3. 
5.3.7 Post-test Non-Destructive Inspections 
The following subsection summarizes the results from the various NDI 
techniques used post failure. The purpose of these inspections was primarily to 
quantify the extent of damage in the region around the notch tips where stable 
damage growth was observed. Additionally these inspections were used to 
identify regions for subsequent destructive inspections. 
5.3.7.1 Visual Inspection 
Visually damage was found to be significantly more massive and 
widespread on the interior than the exterior faces. The through-thickness crack 
followed a meandering path, partially anti-symmetrical. Figure 5.33 shows a side-
by-side comparison of exterior and interior surface photographs between frames 
F-2 and F-3. 
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Figure 5.33. Post failure photographs of the panel between frames F-2 and F-3. 
Interior image mirrored for direction comparison between interior and exterior. 
Note the significant contrast in the nature of the damage from a single crack on 
the exterior to a multitude of widespread cracks on the interior. 
The exterior crack was contained within frames F-2 and F-3 whereas the 
massive interior damage extended throughout the interior of the panel. The outer 
surface crack path was altered at several locations, where it passed through the 
stitching rows, exhibiting their ability to arrest crack progression. The interior 
surface damage includes numerous matrix cracks, all oriented along the 45° 
direction, apparently emanating from the progressing through-the-thickness crack 
and stringer flanges, in an anti-symmetric manner. It is likely that the widespread 
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matrix cracks on the interior surface, not found on the exterior surface, are due to 
the pressure loading, which tended to separate the skin from the very stiff frames 
and stringers thus leading to matrix cracks emanating from the skin/stringer 
flange interface. Additionally, visible damage on the exterior surface in the 
fiberglass layer which was woven material and thus did not failure through matrix 
cracks. 
During the dynamic events of the catastrophic fracture, a large number of 
stitches failed, yielding complete delamination between the stringers and the skin, 
such as shown in Figure 5.34. Delamination was seen at all stringer/skin 
interfaces, covering most of the region between frames F-1 and F-4. The 
delamination was accompanied by additional matrix cracking along the 45° 
direction as portions of the interior skin were delaminated, as shown in Figure 
5.34a. Such delamination occurred also between the frame and the skin, as seen in 
the intersection between stringer S-7 and frame F-2 in Figure 5.34b. As discussed 
earlier: 1) the underwater camera showed that up to catastrophic failure the 
frames/skin interface was intact (i.e., frames were not delaminated); and 2) the 
stringer/skin interface was intact outside frames F-2 and F-3. Thus, the majority 
of stiffener/skin delamination occurred during the sudden release of energy at 
fracture. Overall, delamination of the frame and stringer flanges from the skin 
were widespread, resulting in stitch failures throughout most of the panel. 
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Figure 5.34. Photographs of selected delaminations between stringers and skin 
showing that several stringers completely separated from the skin. 
Visual observations suggested that the stringer wrap plies, webs, and 
flanges delaminated from the surrounding load introduction buildup and skin plies 
in the load introduction region, resulting in catastrophic failure. Stringer rod, web, 
and flange pullout occurred in three of the stringers, S-3, S-5, and S-6, as shown 
in Figure 5.35. Failure at the stringer and frame intersections (keyhole), circled in 
red in Figure 5.35, indicates that, in the failed state, the stringers were displaced 
axially, relative to the frame. Measurements of the depth of stringer pullout were 
taken and are summarized in a table in the figure. Note that subsequent 
inspections were performed only on the area around notch tip B as the other half 
of the panel was not available. 
 
a) S-5 disbond b) S-7 disbond
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Figure 5.35. Detailed photographs of select areas critical to catastrophic failure 
showing evidence of stringer rod pull-out. 
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5.3.7.2 Pulse-Echo Ultrasound 
Pulse-echo MAUS inspection covered an area that measured 24 in. by 16 
in., which included frames F-2 to F-3 in the axial direction and from notch tip B 
to stringer S-6 in the hoop direction. Amplitude and time-of-flight results clearly 
show a large delaminated region in the skin ahead of the notch tip, as shown in 
Figure 5.36. It is also observed that the reduction in amplitude and increase in 
time-of-flight in the frame areas indicated the frames were still partially attached 
to the skin, whereas the stringers are completely delaminated from the skin. The 
time-of-flight C-scan shows that the delamination which surrounds the crack path 
occurred at approximately the same location through the thickness throughout the 
inspected region. Some of the 45° matrix cracking around the crack path is visible 
in both the amplitude and time-of-flight results. The significance of the two 
triangular shaped damaged regions along the two stringers was not clear from the 
NDI results. 
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Figure 5.36. Pulse-echo C-scans of the area ahead of notch tip B showing a large 
damage region between the notch tip and adjacent stringer and a narrow band of 
damage beyond the stringer. 
5.3.7.3 Through-Transmission Ultrasound 
The TTU results showed less resolution than the MAUS inspection. The 
result for the inspected region, which includes the area from the notch tip to 
midway between S-5 and S-6 and from F-2 to F-3, is shown in Figure 5.37. 
Damage and delamination was evident in similar areas with the MAUS 
inspections as shown by the red and white areas labeled in Figure 5.37 as damage 
area. The TTU inspection clearly shows the thickness change between the skin 
and stringer flange where the undamaged skin is green and the undamaged 
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stringer flange is blue; however, there is no indication from the results that there 
is a delamination between the stringer flange and skin. 
 
Figure 5.37. Through-transmission ultrasound results showing a damage shape 
that is mostly consistent with the pulse-echo ultrasound inspection results. 
5.3.7.4 Flash Thermography 
The flash thermography system was able to identify the major structural 
components similar to the ultrasonic scans. The delamination surrounding the 
crack was shown to be slightly smaller in the flash thermography results than the 
ultrasonic results. The delaminations surrounding the crack extended to the edge 
of the panel. The stitching appeared slightly darker than the skin the results and 
was partially highlighted with red by the software. This was an artifact of the 
post-processing. The flash thermography results showed no indication of damage 
in the stitching. 
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Figure 5.38. Flash thermography results showing damage very consistent with the 
pulse-echo ultrasound inspection. 
5.3.7.5 X-Radiographic Computed Tomography 
Computed tomography provided insight into the skin delamination and the 
skin/stringer delamination. The three-dimensional data are shown via a 
representative cross sectional view shown in Figure 5.39. Similar damage was 
identified using computed tomography as observed using the ultrasonic 
techniques. No stitching was visible along the skin/stringer delamination area, 
which confirmed that the stitches completely failed at this interface. In the 
surrounding portions of the stringer, the stitching was intact on the exterior 
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surface of the skin and interior surface of the stringer flange. A section view 
through the skin/stringer interface showed some areas with holes (i.e., voids) in 
the skin where the stitches apparently pulled-out, which indicated that some stitch 
failures may have occurred somewhere in the skin, rather than at the skin/stringer 
interface. 
 
Figure 5.39. Computed tomography cross section image of the skin and stringer 
S-5 showing complete separation between the skin and stringer. 
5.3.8 Post-Test Destructive Inspections 
Teardown examinations of key panel segments were performed to 
quantify the extent and location of damage and to determine areas for subsequent 
fractography to identify the failure mechanisms. 
5.3.8.1 Global Observations 
Visual inspections of teardown of stringer S-5 confirmed that it was not 
attached to the skin. Figure 5.40a and b show the delamination surface of the skin 
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and stringer segments. Figure 5.40b shows the stringer just after it was lifted off 
the skin and rotated -180° about the hoop axis. The delamination surface revealed 
the mostly intact warp knitting and broken stitches, shown in Figure 5.40c and d, 
respectively.  
In most regions the skin and stringer flange delamination occurred at the 
interface between the skin and stringer. In two regions the delamination branched 
to another interface apparently through matrix cracks. In these areas, the warp 
knitting failed, in addition to the stitches. The boundary of one region where the 
skin/stringer delamination branched from the skin/stringer interface to an 
interface within the flange is marked with green lines and labeled with a circled 
number one. A second region where the delamination occurred at an interface 
within the skin is shown with blue lines around the boundary and labeled with a 
circled number two. The corresponding boundaries are labeled on both the skin 
(Figure 5.40a) and stringer (Figure 5.40b), and thus give a sense of the relative 
orientation of the skin and stringer. 
The failed stitches appeared similar on both the skin and stringer 
delamination surfaces with small segments of the stitch protruding approximately 
0.02 in. from each surface, indicating that the stitches typically failed at the 
skin/stringer interface and that the stitches stretched. In some instances, a much 
longer segment of the stitch (up to 0.25 in.) was observed protruding from the 
laminate, indicating the stitch failure occurred somewhere other than the 
skin/stringer interface. The significance of observations as to where the stitches 
failed relates to energy dissipation. Stitches that fail at or close to a delamination 
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interface typically exhibit brittle behavior. Whereas stitches that fail within a 
laminate, relatively far from the delamination interface, will dissipate additional 
energy due to friction as the stitch is pulled out from the surrounding laminate 
after it breaks. 
 
Figure 5.40. Visual inspection of teardown segments of the S-5 skin/stringer 
delamination. 
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5.3.8.2 Ply-by-Ply Teardown 
Teardown of the skin showed delaminations, extensive matrix cracking in 
nearly all plies, and a well-defined crack path in all but the 90° plies. A schematic 
representation of the major crack path and delaminations are shown in Figure 5.41 
for each ply through the thickness from the exterior ply shown in Figure 5.41a to 
the interior ply shown in Figure 5.41g. The exterior ply (-45°) shows the damage 
that was visible on the exterior surface, shown in Figure 5.41a. A crack extends in 
the -45° direction, parallel to the ply fiber direction, from the notch tip to the inner 
stitch row. The crack branched at this point, and the secondary crack progressed 
along the stitch row approximately 3.2 inches before ending. The main crack 
briefly progressed along the stitch row in the opposite direction and then 
continued in the hoop direction, through the stringer. The next ply (+45°) shows a 
slightly different crack path, shown in Figure 5.41b. The crack progressed in the 
hoop direction to the inner stitch row (self-similar with the notch), and then 
continued along the same path as observed on the exterior ply. 
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Figure 5.41. Schematic of significant failure extent, ply-by-ply. 
A delamination was observed between the +45° and -45° ply, bounded by 
the inner stitch row and the 45° crack in the outer ply (highlighted in red in Figure 
5.41b). The third ply (90°, double thickness) showed extensive network of matrix 
cracks within the ply and was delaminated from the neighboring plies in the large 
region highlighted in red in Figure 5.41c. In the select areas that were 
destructively examined, the delamination size and shape match that detected by 
the ultrasonic inspection. The fourth ply (0°, center ply in layup) showed a crack 
in a similar location as the second ply with a slightly different path between the 
inner stitch row and the outer stitch row, as shown in Figure 5.41d. The fifth ply 
(90°) showed very similar damage as the third ply, which had the same 
orientation. The sixth ply (+45°) showed the same crack path observed in the 
central ply (0°) and no delaminations. The last ply, (-45°, interior surface) showed 
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the same crack path as the central and sixth plies. In the region highlighted in blue 
in Figure 5.41g, delamination in between the stringer and skin occurred within the 
flange such that the flange’s +45° and -45° plies nearest to the skin remained on 
the skin. The yellow-highlighted region shows where the -45° ply from the skin 
delaminated and stayed with the stringer flange. Extensive delaminated bundles 
were observed in the skin between the notch and the flange, as shown highlighted 
in purple. 
Referring to Figure 3.17 it can be observed that the damage mechanisms 
ahead of the notch in the CT test specimens and in the skin of the fuselage test 
panel are very similar. This is an important observation because the inherent 
implication of the through-crack characterization using the CT specimen is that 
the damage mechanisms are representative of those in a full-scale structure. 
Figure 5.42 shows a side-by-side comparison of schematic representation of the 
damage in the CT tests and the fuselage panel. The CT test damage schematic was 
developed by interpreting the X-ray computed tomography inspection data (a 
selection of which was shown in Figure 3.17). The fuselage panel damage 
schematic is a reformatted version of the schematic shown in to facilitate a 
direction comparison with the CT result. The blue lines represent matrix splitting 
cracks, the red lines represent fiber breaks, the black dashed lines represent the 
dominant crack path in the ply, the red highlighted regions represent 
delaminations and the blue highlighted regions represent widespread matrix 
splitting cracks. The fuselage panel schematic was developed from inspections 
with much lower resolution than that of the CT specimen, so the representation 
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shown has less detail. The difference in length scales between the CT specimen 
and the fuselage panel is significant, yet the damage mechanisms show notable 
similarity. The crack path in all of the plies is nearly the same in both cases. Both 
examinations revealed a delamination at the +45°/ 45° interface. The only 
significant difference is the extent of matrix cracking in the 90° plies. In the 
fuselage panel, there was widespread matrix cracking in both 90° plies whereas 
the CT specimen showed limited matrix cracks that corresponded with the fiber 
breaks in the adjacent plies. The additional damage in the fuselage panel could be 
due to several factors. For example, the additional pressurization load in the 
fuselage panel that introduces bending into the skin or the extensive, dynamic 
energy release during catastrophic failure of the fuselage panel may have caused 
this damage. Nevertheless, the damage mechanisms appear to behave very 
similarly in the CT specimen and fuselage panel, which provides evidence that the 
CT specimen tests results are appropriate for through-crack fracture 
characterization in this case. 
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Figure 5.42. Comparison of observed damage in a CT specimen and the fuselage 
panel showing several common features and suggesting that the CT test is a 
reasonable characterization of the large-scale fracture in the panel. 
5.3.8.3 Fractography 
Fracture surface morphology in the notch tip region and in the 
stringer/skin interface is described this section. The fracture surface across the 
skin thickness (segment SEM-A in Figure 4.20) along the crack emanating from 
the notch tip, shows typical failure modes in graphite/epoxy laminates, including 
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matrix cracking, delamination, and fiber breakage, as shown in Figure 5.43a. 
Most of the adjacent plies at the notch tip delaminated. A representative close-up 
view indicates that most fibers fractured perpendicular to their axis with no fiber 
pullout, as shown in Figure 5.43b. Fiber surfaces in the 0° and 45° plies were 
clean of matrix residue with scattered matrix debris remaining on the fiber 
surface, as shown in Figure 5.43b, indicating a complete fiber/matrix interface 
disbonding. 
The ultrasonic inspections revealed a relatively wide delaminated area 
ahead of the notch tip (see Figure 5.36). Examination of this delamination surface 
(segment SEM-B in Figure 4.20) revealed resin-rich areas around the warp 
knitting, as shown in Figure 5.44a. The warp knitting process disturbs the path of 
the fibers, causing the fibers to bend around the knitting, resulting in resin rich 
pockets and non-uniform fiber distribution and orientation. The width of the resin 
rich area is the width of the warp knit thread, which is approximately 0.016 
inches. The length was observed to be about 0.25 inches. Figure 5.44b shows a 
detail view of a representative warp knit failure region showing interface failure 
between the matrix and knitting fibers as well as knitting fiber pullout and 
cleavage type fracture surfaces, characteristic of brittle fracture, in the resin-rich 
pocket surrounding the knitting. Previous studies [43] indicated warp knitting 
may reduce the in-plane properties. Results from this investigation show that warp 
knitting did affect the failure mechanism and, therefore, may be important to the 
failure process. Close examination of the delaminated fracture surface also 
revealed that the fiber surface is clean of matrix indicating failure at the 
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fiber/matrix interface and matrix serrations characteristic of shear failure, as 
shown in Figure 5.45. 
 
Figure 5.43. Fracture surface morphology across the skin thickness and along a 
crack emanating from the notch tip (segment SEM-A in Figure 4.20). 
(a) Plies at notch tip
(b) Fiber/matrix interfacial failure
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Figure 5.44. Fracture surface of a delaminated region ahead of the notch tip 
showing failed warp-knit fibers (segment SEM-B in Figure 4.20). 
(a) Warp-knit resin rich areas
(b) Warp-knit detail
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Figure 5.45. Fracture surface of a delaminated region ahead of the notch tip 
showing fibers clean of matrix (segment SEM-B in Figure 4.20). 
The skin/stringer delamination area (segment SEM-C in Figure 4.20) 
exhibited regularly spaced matrix serrations, apparently as a result of shear 
failure, as shown in Figure 5.46a and 5b. Fiber imprints on the delamination 
surface indicate failure at the fiber/matrix interface.  
A typical broken stitch from the inner stitch row of stringer S-5 closest to 
the notch tip on specimen SEM-C, is shown in Figure 5.47a. As shown, the stitch 
failed in tension, as a result of the skin/stringer delamination, with its end 
spreading out in a broom-like failure. The stringer flange and the skin apparently 
came in contact during the dynamic fracture process, pressing and crushing the 
end of the stitch. No indication of stitch/matrix interfacial disbonding was 
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observed. However, because stitch stretching was noted, it is likely there was 
some degree of stitch/matrix interfacial disbonding; further investigation is 
required to examine this interface. As mentioned previously, in some areas, the 
stitches failed inside the laminate, resulting in a hole on the flange surface. One 
example is shown in Figure 5.47b. Imprints and portions of the stitch thread 
remained on the resin-rich surface. 
The SEM results revealed fiber/matrix interface failure in the regions 
examined, which provides a plausible explanation for the multiple widespread 
delaminations ahead of the notch tip. Additionally, matrix serrations indicate a 
Mode II dominant failure [274] in the delaminated and disbonded regions. These 
results show the active failure mechanisms that should be considered and provide 
a basis for development and verification of future progressive failure analysis of 
PRSEUS under tensile loads. 
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Figure 5.46. Fracture surface morphology of the resin-rich delamination region 
ahead of the notch tip (segment SEM-C in Figure 4.20). 
(a) Disbond surface
(b) Matrix serrations
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Figure 5.47. Characteristic failures of stitches located in the first stitched row of 
S-5, immediately ahead of the notch tip (segment SEM-C in Figure 4.20). 
(a) Protruding stitch
(b) Stitch hole
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5.4 Summary 
A PRSEUS fuselage panel was subjected to different combinations of 
internal pressure and axial tensile loading to show compliance with the strength 
and damage tolerance requirements of 14 CFR Part 25. The final phase of testing 
included characterization of damage progression while loading to catastrophic 
failure with a two-bay, through-the-thickness notch severing the central stringer 
and adjacent skin. The successful test showed compliance with the strength and 
damage tolerance requirements of 14 CFR Part 25. Visual observations of damage 
progression on the interior and exterior were correlated with strain redistributions. 
The specific size and shape of the post-failure-event damage was 
identified via an array of NDI techniques, which showed delaminations in the skin 
region between the notch tips and adjacent stringers. Teardown and visual 
inspection of the skin in the region from a notch tip to the adjacent stringer 
provided a ply-by-ply mapping of delamination and major crack and locations. 
Examination of fracture in the skin showed a similar crack path in all plies except 
the exterior ply, indicating the dominate fracture process may be assumed as a 
single through-thickness crack. The damage observed ahead of the notch in the 
panel test resembled the damage observed in the CT coupon specimens. SEM 
examinations of the fracture surfaces revealed that the fiber surfaces were clean of 
matrix material, which indicated weak fiber/matrix interface and provided a 
plausible explanation for the widespread delaminations ahead of the notch tip. 
Delaminated and disbonded surfaces showed matrix serrations, indicating shear 
(Mode II) failure. Examination of the failed stitches showed stitch stretching; 
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tensile stitch failure, mostly at the interface indicating brittle failure; and scattered 
stitch failure in the laminate with associated stitch pullout. 
Results from this test program provide an unique and interesting example 
of progressive damage in an aerospace composite structure. The large-scale 
damage growth, damage arrest behavior, and crack turning phenomenon are not 
easily analyzed with state-of-the-art failure analysis methodologies. These issues 
will be addressed by the local model in Chapter 7. The next chapter describes the 
global FE model. 
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CHAPTER 6:  GLOBAL ANALYSIS OF THE FUSELAGE PANE 
A finite element analysis was performed to simulate the structural 
response of the fuselage panel subjected to the loads introduced by the FASTER 
fixture. The objective of the analysis was to model the overall structural behavior 
during Phase III, including damage initiation and subsequent propagation through 
the adjacent stringer ahead the notch. For computational efficiency, a global/local 
analysis approach was used. A geometrically nonlinear global analysis was 
performed to determine the far-field strain and displacements, referred to as the 
“global model,” and a nonlinear progressive damage analysis was conducted on 
the local region near the notch to simulate damage, referred to as the “local 
model.” Results from the global model were used to prescribe the appropriate 
boundary conditions around the perimeter of the local model. This chapter 
describes the development of the global model including a history of the model, 
material properties, discretization assumptions, loads and boundary conditions, 
and results. This chapter concludes with the determination of the appropriate 
region for the local model. 
The objective of the global analysis was to modify an existing FE model 
[88] of the PRSEUS panel to improve agreement between measured and predicted 
strain and displacement to a level suitable for damage modeling. The model 
discussed in this section is a refinement of a model initially developed for pretest 
planning and predictions. Refinements were made to obtain good correlation 
between test and analysis with emphasis on understanding predicted nonlinearity 
in the previous analysis and improving the FASTER fixture loader representation 
271 
 
to improve test vs. analysis correlation. Predicted and measured strain and 
displacement results were compared to assess the validity of the model. The scope 
of the modeling effort in this chapter was limited to the notched panel 
configuration (Phase III) because the model was previously validated for Phase I 
[88] and damage progression occurred only during Phase III. 
6.1 Global Model Definition 
A geometrically nonlinear analysis was performed using Abaqus 6.12 
[163]. The model was originally developed using MSC/NASTRAN [275] for pre-
test linear analysis [83]. Subsequently, the model was modified and analyzed with 
geometric nonlinearity for post-test correlation of the global panel response also 
using MSC/NASTRAN [88, 89]. Abaqus was selected for the present analysis 
because it is preferred for damage modeling of composites. The existing 
MSC/NASTRAN model in the Phase I configuration (without the notch), was 
translated to Abaqus using a built-in translation utility. Several analyses were 
performed in the Phase I configuration to verify the integrity of the translated 
model by comparing results between Abaqus and NASTRAN. Differences in 
displacement results were found to be less than ≤0.4% and it was concluded that 
the model translation was successful. The following subsections include a 
thorough description of the model discretization, materials, and boundary 
conditions after it was translated to Abaqus, referred to as the baseline 
configuration of the model. 
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6.1.1 Discretization 
The panel was represented with four-node reduced-integration shell 
elements (S4R) for all of the composite structure except the stringer rods, which 
were modeled using two-node beam elements (B31). The reference surface of the 
shell elements used to model the skin was offset to the (smooth) exterior surface, 
a common practice for modeling shells of varying thickness when one surface is 
smooth. The loading mechanisms of the test fixture (frame, hoop, and axial 
loaders) were represented with beam elements (B31) in order to model the 
complex kinematics of the applied loading. A rendering of the model is shown in 
Figure 6.1, where geometric features are shown and the mesh lines are hidden for 
clarity. A unique color is assigned to each section definition to highlight the 
multitude of thicknesses and layups in the panel. The exterior view, Figure 6.1a, 
includes a label identifying the test section and also shows the beam elements 
used to represent the fixture’s fourteen hoop loaders. The interior view, Figure 
6.1b, shows the stiffeners and the frame loaders. A zoomed in view of a typical 
frame/stringer intersection is shown in Figure 6.1c. The typical element size in the 
test section is between 0.25 and 0.5 inches per side. The model consists of about 
162,000 elements with 953,000 degrees of freedom. Typical run times were 
twenty minutes using six CPUs on a desktop workstation. 
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Figure 6.1. FE model rendering showing geometric features of the panel and the 
beam elements representing the test fixture loading mechanisms. Note that each 
section definition is assigned a unique color to highlight the multitude of 
thicknesses and layups in the panel. 
The stiffeners were modeled with a coarse representation of the key 
geometrical and structural features for computational efficiency. Cross section 
views showing a geometry schematic and the finite element mesh with the shell 
thickness and beam profile rendered are depicted in Table 6.1. The stiffeners 
shown in Table 6.1 are representative of the construction used in the test section; 
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additional ply buildups were used (and are modeled) for the load introduction 
region of the panel. The stitches are not modeled in either stiffener because it 
assumed their stiffness contribution to the panel and stiffener is negligible. The 
stiffener intersection region of the model includes the keyhole cut-out in the frame 
and the frame and stringer not connected, i.e., the nodes at the intersection of the 
stringer and frame are not equivalenced. 
The stringer model consists of three distinct regions: the flange, the web, 
and the stringer rod. The flange is modeled by including the stringer tear strap and 
portion of the stringer wrap that form the flange in the element section definition. 
This results in a region of elements with thicker sections representing the stringer 
flange, as shown in Table 6.1. Ply drop-offs were designed and built into the 
stringer flange edge to taper the thickness change and limit high interlaminar 
stresses; they are not modeled for computational efficiency. The stringer web is 
represented with shell elements (S4R) with the reference surface at the mid-plane. 
The elements representing the stringer web span the distance between the exterior 
surface of the skin and the centerline of the stringer rod. The rod is modeled with 
beam elements that share nodes with the interior most shell elements of the 
stringer web. Note that the tear drop shape of the stringer rod and the noodle 
where the stringer web meets the stringer flange are not included in the model. 
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Table 6.1. FE representation of stiffeners used in the global model. 
 
 
The frame model consists of the frame flange, web, and cap. The frame 
flange model is analogous to the stringer flange in that the flange element section 
definition was selected to represent the thickness and layup in the skin and frame 
flange. The frame web and cap were represented with shell elements with the 
reference surface specified at the interface between the carbon/epoxy plies and the 
foam core. These elements included both the carbon/epoxy plies and the foam 
core in their section definition. The frame cap included the appropriate additional 
plies in the section definition. Note that this modeling technique is 
computationally efficient while capturing the full geometry of the frame. 
However, because the foam core is not modeled directly, there is no connection 
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between the plies of each side of the frame web unlike in the panel, and likely 
underestimates the buckling load of the frames. 
The notch was modeled with the same length and width as in the test 
panel. It severed the central stringer and adjacent skin. The notch location and 
size is shown schematically next to the corresponding mesh is Figure 6.2. 
Minimal mesh refinement around the notch tip was used because accurate notch 
tip strains were not required in the global analysis. 
 
Figure 6.2. Through-thickness notch severing the central stringer. 
6.1.2 Materials 
The materials, layups, and properties used in the model are summarized in 
this section. All of the carbon/epoxy components were built up from fabric stacks 
of dry fibers loosely tied together using warp-knitting. Two stacks were used in 
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the present panel: stack A, with a [45/˗45/02/90/02/˗45/45] layup and stack B, with 
a [0/90] layup. The cured thickness of stacks A and B were 0.052 and 0.0157 
inches, respectively. Table 6.2 summarizes the elastic properties used for each 
stack as well as the foam for the frames and the rods in the stringers. 
Table 6.2. Nominal stack properties. 
Property Stack A
1
 Stack B
2
 Foam
1
 Rod
1
 
   [Msi] 10.25 8.40 0.0261 18.0 
   [Msi] 5.07 8.40 0.0261 1.0 
    [Msi] 2.26 0.72 0.0102 6.0 
    0.403 0.047 0.29 0.2 
1 
Reference [88] 
2 
Reference [267] 
 
The panel layups for select regions in the test section are shown in Figure 
6.3. The global 0° direction is defined in the axial direction. Figure 6.3a shows the 
entire panel with each color representing a section definition. The skin, colored 
light brown in Figure 6.3a, is a monolithic laminate with a single stack (Stack A) 
oriented at 90°. The shear correction factors were calculated for the skin layup 
using following Ferreira [276] and found to be          and         , 
which are close to the value commonly assumed and the default in Abaqus of 
          [163] thus the default shear correction factor was used 
throughout. Figure 6.3b shows a cross section of the stringer, with the web and 
flange layups specified. Figure 6.3c and d each show a cross section of the frame 
in which layups for the frame webs are specified relative to the hoop direction. 
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Frames F-2 and F-4, Figure 6.3d, overlap a splice in the skin and therefore have a 
different layup in the flange region than frames F-1, F-3, and F-5, shown in 
Figure 6.3c. The skin splice was necessary in the physical panel due limited 
material size available and was included in the model because the spliced region 
is thicker and thus must be considered to obtain accurate results. 
 
Figure 6.3. Overview of stacking layups in the test section. Tables specify 
stacking sequence from exterior to interior. 
 
 
279 
 
A contour plot showing shell element thickness is displayed in Figure 6.4. 
This figure illustrates the significant change in the thickness from the test section 
skin to the perimeter of the panel were several additional stacks were used for 
load introduction purposes. 
 
Figure 6.4. Shell thickness contour plot highlighting the thickness build ups at the 
edges of the panel. 
6.1.3 Loads and Boundary Conditions 
Hoop, frame, and axial loaders were modeled using beam elements to 
introduce the applied loads to the panel while accounting for the kinematics of the 
test fixture loading mechanisms. Figure 6.5 shows an overview of the applied 
loads introduced through the three loading mechanisms as well as the area to 
which internal pressure was applied. Concentrated forces were applied at the ends 
of the hoop, frame, and axial loaders, as shown in Figure 6.5. The axial loaders 
consisted of a line of beam elements for each of 28 attachment points on each 
curved edges of the panel. A guided boundary condition was imposed on these 
axial loader elements at the same distance from panel as in the test, fixing all 
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degrees of freedom except axial translation. The frame and hoop loaders are 
described in the following. 
The frame loader assembly, Figure 6.6a, consists of a bladder that applies 
load to lever ABC, which pivots about a fulcrum at B (pin) and transfers load to 
the panel. The panel is connected to frame loader with a bolt at E, through links 
CD and DE. A radial link, EF, constrains panel motion in the radial direction and 
is pinned at both ends. The complete frame loader assembly is mounted on linear 
guides so that it is free to translate axially. The FE model discretization includes 
the complete geometry of the frame loader as shown in Figure 6.6b. A 
concentrated force is applied at A to lever ABC, which rotates about point B. 
Boundary conditions constrain all DOF at point B except    and   . Additionally, 
axial displacement is constrained to be equivalent at the two grounded points, B 
and F,   
    
  because these points moved together on the actual frame loader. 
At points C and E, moments about axial direction are set to zero to model the pins 
at these locations. The pin at D is modeled rigidly because allowing rotation here 
was found to cause an instability in the model. However, as long as the member 
CE remains in tension, which it does for the load cases of interest, the link CE is a 
two-force member, and therefore no rotation at D is expected.  
 
281 
 
 
Figure 6.5. Overview of the applied loads and boundary conditions. For clarity, 
loads and boundary conditions are only shown for one symmetric half of each 
loading mechanism, however in the model all instances of each loading 
mechanism type had the same loads and boundary conditions applied. 
 
Figure 6.6. Frame loader geometry and FE representation showing that the 
kinematics of the loader were included in the model. 
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Each frame loader is connected to the panel using two Abaqus coupling 
constraints at E, one for each side of the frame web. The kinematic coupling 
option is used, which constrains the rigid body motion of a group of nodes, in this 
case a set of nodes on the frame, to a reference node, in this case the node at point 
E on the frame loader. The frame end includes the bolt hole in the model and the 
nodes around the perimeter of the hole are selected as the constrained set of 
nodes. Abaqus imposes the constraint by eliminating the specified degrees of 
freedom on each node in the set of constrained nodes using multi-point 
constraints. All degrees of freedom are constrained except rotation about the axial 
direction. 
The hoop loader assembly, Figure 6.7a, applies load through a bladder at 
A to lever ABC, which transfer load to the panel bolted at four points, E, through 
the whiffle tree assembly CDE. The lever ABC is pinned about a fulcrum point at 
B and connected to the whiffle tree with a pin at C. The whiffle tree has several 
pins near point D. In the model baseline configuration, as was used in [88], the 
whiffle tree is modeled with rigid joints. A refinement was made to the 
representation of the whiffle tree and is described in detail in the following 
section. The FE model consists of beam elements to represent each member in the 
loading mechanism as shown in Figure 6.7b. A pinned boundary condition 
allowing rotation about the axial direction is prescribed at point B. At point C, the 
moment about the axial direction is set to zero to model the pinned joint. The 
whiffle three beam elements were connected to the panel with merged nodes. 
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Figure 6.7. Hoop loader geometry and FE representation showing that some of the 
kinematics of the loader were included in the model. 
The load history applied during Phase III of the test was designed to show 
structural integrity at several load cases required to demonstrate compliance with 
select CFR. The aim of the analysis, however, is to characterize the damage 
formation, progression, and containment within the two-bay region. Therefore, 
only the load steps in which damage occurred are of interest in the analysis, 
namely LS-2 and LS-5. Figure 6.8 shows a schematic of panel with the major 
modes of loading illustrated, the load history recorded during the test, and the 
portion of the load history applied in the analysis. In the analysis, pressure load 
and reacting axial load are applied to the   
  load level, subsequently axial load is 
increased to   
  and   
  and then to   
  and 1.84  
  to mimic the applied loads in 
LS-2 and LS-5. The first portion of the applied load history in the analysis, where 
  
  pressure is applied, does not mimic the test as the 1.15  
  applied during LS-1 
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of the test is ignored in the analysis. This portion of the load history is referred to 
as LS-1* to differentiate from the loading applied during LS-1 in the test. In the 
following results, test data have been filtered to only show results recorded during 
LS-1*, LS-2, and LS-5. 
 
Figure 6.8. Load history: recorded and prescribed in analysis. 
The global analysis was not intended to capture the effects of damage 
propagation and therefore results discussed in the following have been truncated 
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to a load of   
  and 1.50  
  above which the effects of damage propagation are 
significant and widespread. 
6.2 Model Refinements 
Two important refinements were made to the model described above to 
improve test vs. analysis correlation to a degree deemed suitable for obtaining 
accurate progressive failure predictions. These refinements are discussed in this 
section. The nomenclature for the various models is as follows. The inherited 
NASTRAN model is referred to as Gould 2013; the inherited model, translated to 
Abaqus, is referred to as the baseline model; and the Abaqus model with the 
adjustments proposed below is referred to as the refined model. 
Many possibilities exist to refine the global model representation of the 
test panel and loading fixtures. Refinements such as smaller mesh size or more 
detailed representation of geometric features such as ply-drops and stiffeners were 
considered. However, such refinements result in only marginal or localized 
improvement in the test vs. analysis correlation. Emphasis was focused on two 
specific areas: the hoop loader and frame representations. The hoop loader was 
examined carefully because previous work [178] has shown sensitivity to the 
hoop loader representation. The frame was investigated because of the obvious 
buckling behavior exhibited in preliminary model results that was not consistent 
with test observations. The hoop loader model modifications are discussed first 
and the frame modifications are described subsequently. 
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The baseline hoop loader configuration includes a whiffle tree structure 
with rigid joints, which may overly constrain displacements in the axial direction 
along the panel edges. The centerline axial extension of the panel is nearly 0.5 
inches at   
  and 1.50  
 . With such large axial displacement along the centerline 
of the panel, relatively large displacements can be expected at the straight edges 
of the panel where the hoop loader whiffle trees attach. The hoop loader is fixed 
axially at point B (Figure 6.7) and several pins allow rotation about the radial 
direction (see points D and E in Figure 6.7a). Therefore, rotation of the whiffle 
tree fingers minimizes axial reaction loads applied by the hoop loaders in the test. 
The baseline model allows axial displacements near point E through deflection of 
the axially loader, which imparts significant axial load to the panel due to the 
stiffness of the loader.  
The whiffle tree geometry is shown schematically as an exploded view for 
clarity in Figure 6.9a and is described in the following. Four pairs of fingers are 
connected to the panel with bolts at E. Two sets of four fingers are each pinned to 
intermediate links, “plate 1,” at F. Each intermediate plate is pinned to “plate 2” at 
G. At point H a pin connects “plate 2” to the load cell, which completes the 
whiffle tree assembly. In the baseline configuration shown in Figure 6.9b, the 
fingers and both plates are modeled as single piece with merged nodes. Also, the 
load cell is connected at H with merged nodes, so that the entire whiffle tree 
assembly has no free rotations. It should also be noted that the section 
representation of plates 1 and 2 used in the baseline model is more compliant than 
the actual fixture. Figure 6.9c shows the refined model that includes some of the 
287 
 
whiffle tree pins and therefore limits axial loads reacted into the panel by the hoop 
loaders. The moment about the radial direction is set to zero for the two pins at C 
and the pin at D. Additionally plates 1 & 2 are modeled separately as opposed to 
in the baseline model where both are modeled with the same beam elements. 
Accurate section definitions are applied to plates 1 & 2 so that the compliance is 
the same as in the test fixture. 
 
Figure 6.9. Hoop loader whiffle tree geometry, baseline FE representation, and 
proposed FE representation. 
The baseline model represented the frames with shell elements forming 
the profile with the foam and carbon/epoxy webs defined through element section 
definition. Therefore the foam is not explicitly modeled and the two webs of the 
frame were not connected by the foam as they are in the physical test panel. This 
representation underestimates the buckling load of the frame. In the refined 
model, the frame representation was enhanced by adding solid elements to model 
the foam cores of the frames. Figure 6.10 shows a comparison of the frame 
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representation used in the baseline and refined models. The solid elements added 
about 50,000 DOF to the model. 
 
Figure 6.10. FE representation of the frame: baseline and refined. 
6.3 Global Model Results 
Generally good agreement between test and analysis was obtained for the 
selected locations where experimental results were measured, which provided 
confidence that the global was sufficiently accurate. Results are provided in this 
section to validate the global model through correlation with the test and to 
highlight the observed limitations of the model. The far-field results, defined as 
results in the region outside of the two bays joined by the notch (two-bay region), 
are discussed first. Most strain and displacement results that were examined 
showed good agreement (less than 15% error) between test and analysis in the far-
field region. The near-notch results, those located within the two-bay region, also 
show good agreement between test and analysis. However, agreement deteriorates 
above the damage initiation load level. In several cases, test-analysis correlation is 
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very poor (100% error or more) at loads between damage initiation and peak 
damage containment load, which highlights the need for progressive failure 
analysis. 
6.3.1 Far-Field Results 
The calculated axial displacement along the central stringer, S-4, was 
found to correlate well with experimentally recorded displacement. Figure 6.11a 
shows a schematic of the measured displacement and Figure 6.11b shows the 
result for the test and analysis. It is observed that the analysis is more compliant 
than the test panel in the axial direction. 
In Figure 6.11, and in most of the following results, axial load is plotted 
on the abscissa and displacement (or in other cases strain) is shown on the 
ordinate axis. Referring to Figure 6.8b, the axial load at the transition from LS-1* 
to LS-2 is 0.109  
  and likewise from LS-2 to LS-5 is   
 . These load step 
transitions are shown to the right of the plot in Figure 6.11b. A clear change in 
slope, or knee, in the both test and analysis results is observed at the transition 
from LS-1* to LS-2, which is a result of changing from primarily pressurization 
to axial loading. A similar knee is evident in many of the subsequent results for 
the same reason. In Figure 6.11b, the two analysis cases, baseline and refined, are 
nearly coincident, however the zoomed in view of LS-1*, Figure 6.11c, shows the 
small difference in between the results of the two models. Figure 6.11c also 
shows both the raw and reduced test data. The raw test data shows that some load 
was added with nearly zero recorded displacement. This was attributed to slack 
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and friction in the test fixture, and has been removed from the test results, shown 
as the reduced test results in Figure 6.11c. 
The percent error between test and analysis is summarized for both the 
baseline and refined models in Table 6.3 for three load levels. At the first load 
level in the table,   
 , both cases are not well correlated with the test results, 
though the refined model is better than the baseline. Agreement is much better at 
each of the subsequent load cases listed in Table 6.3. The large errors at   
  are 
likely because axial displacement is a second-order effect under applied internal 
pressurization. Agreement between test and analysis is generally observed to be 
better under axially loading than under pressure loading. 
 
Figure 6.11. Axial displacement along S-4 showing that the refined model yielded 
a closer prediction to the test results. 
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Table 6.3. Percent error in axial displacement for three load cases. 
Load case 
Model 
Baseline Refined 
  
  56.0% 35.9% 
  
  and   
  15.8% 15.4% 
  
  and 1.50  
  11.3% 10.6% 
 
The deformed shape of the curved edge of the panel from recorded axial 
displacements along stringers S-1, S-2, S-3, and S-4 is compared to the model 
predictions in Figure 6.12. While the model overestimates the panel compliance  
is clearly shown here, it is observed that the agreement between test and analysis 
is acceptable near the centerline of the panel at locations between stringers S-3 
and S-4, but agreement deteriorates near the straight edges of the panel. It is likely 
that the increasing discrepancy between test and analysis near the edges of the 
panel is due to simplifying assumptions used in representing the ply buildups used 
for load introduction in the test. Table 6.4 provides a summary of test vs. analysis 
percent error at the four stringer locations for two load levels. The tabulated 
results quantify the trend of better agreement near the center of the panel.  
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Figure 6.12. Axial displacement profile along the curved edge of the panel 
showing a consistent trend between test and analysis. 
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Table 6.4. Axial displacement percent error between test and analysis (refined 
model) for four locations along the panel edge. 
Load case 
Location 
S-1 
(Outer) 
S-2 S-3 
S-4 
(Center) 
  
  and   
  83% 36% 15% 16% 
  
  and 1.50  
  55% 24% 11% 11% 
 
Radial displacements provide a good indication of the panel response due 
to pressurization and were found to be very sensitive to subtleties in the frame and 
hoop loader boundary conditions. Measurements were taken at three locations 
along the center stringer, S-4, at the intersection of F-2, F-3, and F-4. These 
locations are marked by a colored dot in Figure 6.13a. Outward radial 
displacements are defined as positive as indicated by the schematic representation 
of the displacement vector measured in Figure 6.13b. Radial displacements for 
LVDT 6 are plotted in Figure 6.13c where it is observed that the FE predictions 
for the two models bound the test data. It is noted that the line labeled “Test” is a 
linear fit of the test data to obfuscate the relatively large oscillations 
(approximately 0.015 inches in amplitude) in the raw data. Figure 6.13d shows 
the raw test data and corresponding linear fit. The raw test data oscillations 
resulted from pressure oscillation of 0.2 psig, which is an artifact of the FASTER 
fixture control system. Results from the refined model are better correlated with 
the test results for each of three locations shown, Figure 6.13d, e, and f. The 
refined model tends to underestimate the radial displacement and, conversely, the 
baseline model tends to overestimate radial displacement. Note that the margin of 
error between test and analysis among the various strain and displacement results 
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examined is highest for radial displacements. Slight nonlinearity in the radial 
displacement predictions is observed at   
  and   
 . 
 
Figure 6.13. Radial displacements at three locations along S-4. 
A buckling behavior was observed in the skin surrounding the notch in the 
Gould 2013 model as well as the baseline model. The left column of Figure 6.14 
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shows the observed buckling behavior in the baseline model. The first row shows 
the FE representation, repeated from Table 6.1. The second row shows a contour 
plot of axial displacements on the deformed shape, where the deformation has 
been scaled by a factor of five. Buckling of the frames near S-4 is evident. The 
third row shows a contour plot of radial displacement on the deformed shape for 
the region including the notch and adjacent stringers S-3 and S-5 between frames 
F-2 and F-3. The baseline model predicts the skin that surrounds the notch tip 
near S-5 buckles inward while the skin surrounding the other notch tip buckles 
outward. Accompanying the skin buckling, the model also predicted rotation of 
the stringer web (S-4) about the axial direction. Though no experimental 
measurements were available to clearly indicate if this buckling behavior 
occurred, there was no strong evidence of buckling behavior during the test.  
The modeling technique used for the frames, where the core is not 
modeled explicitly, significantly reduces their buckling load. Straight frame 
sections were modeled using the baseline and refined representations. The frame 
section models were 12-inches-long and subjected to uniform end shortening. The 
Euler buckling displacements were found using linear analyses and it was 
determined that the baseline frame buckles at 67% of the refined frame buckling 
displacement. The substantially lower buckling threshold observed in the baseline 
model is due to ignoring the connection between the two frame webs. 
It is speculated that the frame buckling observed in the baseline model is 
an artifact of the frame model representation, and likely did not occur during the 
test. For comparison, the refined model is shown in the right column of Figure 
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6.14. Recall that the refined FE representation included solid elements to 
explicitly model the foam that joined the two carbon/epoxy frame webs. The axial 
and radial displacement contours are shown in the second and third rows of the 
figure, where it is clear that the refined model does not predict buckling of the 
frames or skin. 
 
Figure 6.14. Effect of frame FE representation on frame and skin buckling 
showing that the refined model does not predict frame buckling. 
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The buckling displacement predicted in the frame webs is quantified in 
Figure 6.15. A schematic of the panel is shown in Figure 6.15a. The buckling 
displacement,   , is calculated as  
   |  
     
  | 
where   
   is the axial displacement of the frame web, near S-4, which is where 
the buckling was observed and   
   is the corresponding axial displacement near 
S-7 far from the observed buckling. The calculated buckling displacement is 
plotted in Figure 6.15b for the three center frames: F-2, F-3, and F-4. The baseline 
and refined model results are shown as the solid and dashed lines, respectively. 
Frame 4, which is farthest from the notch shows no nonlinearity in the result for 
either model variation, and thus verifies that the buckling is localized to the notch 
region. Frames 2 and 3 each exhibit large buckling displacements as predicted by 
the baseline model. The refined model does not predict any buckling. 
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Figure 6.15. Frame web buckling displacement for frames 2, 3, and 4. 
Axial strains predicted by the model, located in the far-field, are generally 
in excellent agreement with test results. Figure 6.16 shows axial strain results on 
the exterior of the skin at strain gage locations aligned with the stringer webs for 
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S-2 through S-6 near frame F-4. Figure 6.16a schematically illustrates the 
locations of the strain gages shown as colored rectangular boxes and label with 
their corresponding strain gage number, for which results are plotted in Figure 
6.16b – f. The FE results shown in Figure 6.16 and discussed in the following are 
from the refined model because both the baseline and refined models yield nearly 
identical results. The average absolute difference between test and analysis is at 
  
  and 1.50  
  is 86με, which is 1.7% error. Examining the symmetry of the axial 
strains, the average difference between symmetric pairs of strain gages SG-14/18 
and SG-15/17 at the same load level is 71με. This indicates the error between test 
and analysis is on the order of the asymmetry in the test and so it is concluded that 
FE correlation with the test results is excellent. Strain gage 16, which is aligned 
with the severed stringer, indicated small strain jumps near   
  and 1.50  
  due to 
damage progression. These strain discontinuities are not reflected in the FE results 
because no damage propagation was modeled in the global analysis. 
Similarly, axial strains on the stringer rods calculated from the FE model 
were found to be well correlated with test results up to   
  and 1.50  
 . Figure 
6.17 illustrates these results for SG-61, 63, 65, 67, and 69, with Figure 6.17a 
schematically showing the strain gage locations and Figure 6.17b –f showing 
plots of each strain gage and corresponding FE result (refined model). The 
average percent error between test and analysis was 5.6%, which is approximately 
twice the experimental asymmetry. Figure 6.17f shows results which for strain 
gage 65 which is on the rod of the severed stringer, where strain increases due to 
damage progression are clear in the test results and not modeled in the analysis. 
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Figure 6.16. Far-field axial strain on the exterior of the skin showing excellent 
correlation between test and analysis. 
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Figure 6.17. Far-field axial strain on the stringer rods showing excellent 
correlation between test and analysis. 
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In contrast to the axial strains, hoop strain results were sensitive to the two 
model configurations considered. Figure 6.18 shows hoop strain results for six 
locations along the centerline of the panel. The strain gage locations are shown in 
Figure 6.18a where gages 5, 12, and 19 are on the exterior surface of the skin and 
33, 58, and 71 are on the frame cap. Plots in Figure 6.18b – d show the results for 
the exterior gage locations comparing the test results with the baseline and refined 
model results. Both models overestimate the hoop strain due to pressure load at 
the end of LS-1* for all three exterior strain gage locations. As axial load is 
increased up to   
  and   
 , predicted hoop strains have nearly the same slope as 
the test record, indicating the hoop strain response to axial loading is well 
correlated with the test. At load levels above   
  and   
 , a strain nonlinearity is 
predicted by both models for SG-5 and SG-12, which is not evident in the test 
results. Analysis predictions for SG-19 do not reflect this nonlinearity. With the 
exception of the nonlinear portion of SG-5 and SG-12 results, both models yield 
nearly identical strains for these three exterior locations. However, plots in Figure 
6.18e – g show hoop strain on the frame cap where a notable difference between 
the baseline and refined model predictions is evident. The refined model 
correlates more closely with the test than the baseline model for all three frame 
cap locations. Nonlinearity in the predicted results is more subtle here, though still 
present and more so in the baseline model results. 
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Figure 6.18. Hoop strain on the exterior and on the frame caps at three locations 
along S-4 showing that the refined Mode predicts hoop strains in better agreement 
with the test results than the baseline model. 
Far-field results have been discussed in the detail this section and, in 
several cases, the refined model was shown to provide better correlation with test 
results than the baseline model. Therefore, in the remainder of this work, the 
refined model is used and simply referred to as the FE model. 
S-4
S-5
S-6
S-7
S-3
S-2
S-1
F-1F-2F-3F-4F-5
Notch
5,33
Interior View A
A
12,5819,71
Cross section A-A
S-3
S-5
S-2
S-6
Skin 
interior
Skin 
exterior
Frame
5,12,1933,58,71
0.0
0.5
1.0
1.5
-0.1 0.0 0.1 0.2
0.0
0.5
1.0
1.5
-0.1 0.0 0.1 0.2
0.0
0.5
1.0
1.5
-0.1 0.0 0.1 0.2
(b) Strain Gage 5 (c) Strain Gage 12 (d) Strain Gage 19
Refined
Baseline
Test
Refined
Baseline
Test
0.0
0.5
1.0
1.5
-0.5 -0.3 -0.1 0.1
0.0
0.5
1.0
1.5
-0.5 -0.3 -0.1 0.1
0.0
0.5
1.0
1.5
-0.5 -0.3 -0.1 0.1
(e) Strain Gage 33 (f) Strain Gage 58 (g) Strain Gage 71
Refined
Baseline
Test
Refined
Baseline
Test
Refined
Baseline
Test
(a) Panel schematic
[%] [%] [%]
[%] [%] [%]
Refined
Baseline
Test
304 
 
6.3.2 Near-Notch Results 
The region near the notch experienced many significant strain 
redistributions due to damage growth through much of the load range from   
  and 
0.50  
  to catastrophic failure. In that the global model does not model damage 
propagation, some of the following results show large variation between test and 
analysis, especially at elevated loads. The purpose of this section is to present the 
global model results for the near-notch locations with a particular emphasis on 
illustrating the need for progressive damage analysis. 
Axial strains near the frame and stringer intersections showed only small 
strain-redistribution effects despite being located within the two-bay notch region. 
Figure 6.19 shows good agreement between test and analysis up   
  and 1.20  
 . 
The strain gage locations are schematically illustrated in Figure 6.19a and b. 
Strain gages pairs that are symmetric about the central stringer (S-4), SG-35/36 
and SG54/55 are plotted in Figure 6.19c and d, respectively. The FE results 
shown here are symmetric about S-4, so only a single line is plotted for the model. 
The correlation up to   
  and   
  is excellent, which is notable considering the 
strain gages are located on a built up region where the stringer and frame flanges 
overlap. At loads above   
  and 1.20  
  strain jumps due to damage growth are 
observed in the experimental results and are not modeled adequately by the 
analysis. 
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Figure 6.19. Axial strain near the frame/stringer intersection on the area where 
each stiffener’s flange overlap showing excellent correlation between test and 
analysis. 
Axial strain on the interior of the skin, midway between the stringers, and 
offset towards F-2, is shown in Figure 6.20. The strain gage locations are shown 
schematically in Figure 6.20a and the results are plotted in Figure 6.20b and c, 
where similar to the previous figure, a single line is shown for the FE model 
because of symmetry. Strain gages 37 and 40 are located in the far-field region 
and are shown here in Figure 6.20b next to SG-38 and SG-39 in Figure 6.20c for 
comparison. At low loads, correlation between the FE and test results is quite 
good: test vs. analysis percent error is less than 5%. Once damage forms and 
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begins to grow, the skin strain gages in the two-bay notch region indicate strain 
reduction, particularly evident above   
  and   
 , as shown in Figure 6.20b. The 
model does not predict these damage-induced strain redistributions. The strains in 
the adjacent bays are mostly unaffected by the damage growth up to   
  and 
1.50  
  and thus model correlation outside of the two-bay region is acceptable. 
Significant axial strain redistributions were also observed in the test for 
axial strain on the stringer flanges closest to the notch. Axial strain results for the 
S-3 and S-5 flanges are shown in Figure 6.21. SG-42 and SG-50 are located on 
the flanges outside of the two-bay region and SG-44 and SG-52 are located on the 
flanges within the two-bay region. Generally good agreement is shown between 
test and analysis for loads up to   
  and 0.50  
 . Beginning at approximately   
  
and 1.54  
 , when damage was first observed visually, SG-44 and SG-52 show 
increasing higher strain than the global FE calculates, indicating that damage 
growth is a significant factor in these strain results and must be considered to 
obtain accurate model predictions for these locations. In contrast, measured 
strains at locations SG-42 and SG-50 are in good agreement with the FEA up to a 
much higher load, 1  
  and 1.38  
  and generally exhibit much less significant 
strain redistribution due to damage. At   
  and 1.38  
 , these locations show a 
strain redistribution, likely due to damage growth. It is noted that SG-42 and SG-
50 are located symmetrically about S-4, yet SG-42 recorded an increase in strain 
whereas SG-50 indicated a decrease in strain; an analysis capable of modeling 
damage propagation asymmetrically about S-4 would be needed to predict this 
results. 
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Figure 6.20. Axial strain on the skin near F-2 showing that the analysis agrees 
well with the test results far from the damage propagation and prior to damage 
initiation. 
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Figure 6.21. Axial strain on the stringer flanges of S-3 and S-5 showing that the 
analysis agrees well with the test results far from the damage propagation and 
prior to damage initiation.. 
Axial strain on the exterior surface showed similar trends. Figure 6.22 
shows axial strain results for four locations directly above the adjacent stringers 
on the exterior surface of the skin. Strain gages SG-6 and 10 are located atop 
stringers 2 and 6, respectively and are far from the notch. Results at these 
locations are shown in Figure 6.22b and it is observed that the FEA is well 
correlated with the test results up to   
  and 1.50  
 . Axial strains atop stringers 3 
and 5 show slight nonlinearity from damage initiation up to   
  and 1.38  
 , 
Figure 6.22c. At this load, the experimental results show a large strain jump and 
damage propagation was observed visually in close proximity to these strain 
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gages. The FE model is relatively well correlated with these test results (SG-7 and 
9) up to   
  and   
 ; however, at elevated loads, the damage induced strain 
nonlinearities are not accounted for. 
 
Figure 6.22. Axial strain on the exterior skin above stringers 2, 3, 5, and 6. 
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Strain gages oriented in the +45° and ˗45° directions ahead of the notch 
tips provided a good indication of damage initiation and growth at lower load 
levels. Figure 6.23a shows the location of the strain gages, where SG-45, 46 and 
SG-48, 49 mounted ahead of the notch tips B and A, respectively. The strain 
gages pairs SG-45, 49 and SG-46, 48 were oriented in the +45° and ˗45° 
directions, respectively, and each pair trended together in the experimental results, 
shown in Figure 6.23b. Before damage extension, a relatively large variation is 
observed between the four experimental results, which is likely a result of the 
high strain gradient in this region. Nonetheless, the FE prediction is near the 
average of the experimental results. A single line is shown for the FE result 
because the model is symmetric. At loads above   
  and 0.54  
  damage growth 
leads to divergence between the measured and predicted strain. To obtain accurate 
test vs. analysis correlation at loads above   
  and 0.70  
 , progressive damage 
analysis is required. 
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Figure 6.23. 45° strain on the interior of the skin ahead of the notch tips showing 
good agreement between test and analysis prior to damage initiation. 
6.4 Local Model Region 
The local model boundary conditions are prescribed based on results from 
the global model. In uncoupled global/local analyses, the local boundary 
conditions are not updated despite possible strain redistributions due notch 
extension during the analysis. It is assumed that phenomenon occurring within the 
local model do not significant change the displacement and rotations at the 
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global/local boundary. When damage growth is simulated in the local model, the 
global/local boundary must be sufficiently far from the damaged region to satisfy 
this constraint. However, the analyst is under competing pressure to minimize the 
size of the local model to reduce computational expense. Therefore, in uncoupled 
global/local analyses there is a tradeoff between computational expense and 
accuracy when specifying the region for the local model. A smaller local model 
will be less expensive computationally, but be more likely to require updating of 
the local model boundary conditions as damage evolves to maintain acceptable 
accuracy. 
Some authors have proposed updating schemes for partially or fully 
coupled global/local analysis. For progressive damage analysis, the global model 
notch length may be updated in order to update the local model boundary 
conditions, based on evolution of damage in the local model. For cases where the 
damage path is known a priori, Leone proposed interpolating from a library of 
global models including several increments of damage growth [178]. However, 
complications are introduced when implementing of these schemes. For example, 
the Abaqus subroutines that are used to enable this functionality limit the analysis 
to a single CPU; thus the efficiency gained from a smaller local model is to 
limited avail. 
In this section, the global model is used to determine the minimum 
acceptable size of the local model that is 1) capable of modeling the strain 
redistribution that occurs when damage propagates uncontained and 2) compatible 
with an uncoupled global/local procedure. First, the tests and analysis strains are 
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compared as damage is extended from the notch up to and beyond the adjacent 
stringer by manually splitting nodes in the global model. Subsequently, the local 
model size is determined by examining the change in displacements and rotations 
at hypothetical global/local boundaries as damage is extended. 
6.4.1 Strain Redistribution with Damage Growth 
The strain redistributions at several increments of damage growth were 
compared to the initial notched configuration using the global model. Figure 6.24 
shows a schematic of the notched region with the three through-crack extension 
increments analyzed. The first increment of damage growth is     2.0 inches, at 
which point the notch extends to the edge of the adjacent stringer flange. The 
second increment of damage growth is     6.0 inches, at which point the 
notched extends through the adjacent stringers. A complete delamination between 
the skin and stringer is model by splitting the skin/stringer flange region into two 
layers of shell elements and using a contact definition to prevent interpenetration. 
The skin/stringer delamination is assumed to extend throughout the entire width 
of the bay, which seems to be a reasonable assumption based on the posttest 
inspection. No intermediate crack length was considered in order to obviate 
assumptions of the relationship between the crack length and extent of 
delamination as well as the delamination shape. The third increment of damage 
growth is     10.1 inches, at which point the notch extends up to the second 
adjacent stringers (S-2 and S-6). The axial strain redistribution on top of the 
stringer rods predicted by the analysis is consistent with the experimental results, 
as shown in Figure 6.25. The model predicts the increase in strain recorded 
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experimentally at      
  when the through-crack extension is     6 inches. 
Likewise, axial strain redistribution on the interior of the skin within the notched 
bay is predicted by the model when the through crack extends beyond the 
adjacent stringer, as shown in Figure 6.26.  
 
Figure 6.24. Schematic showing extent of through-crack propagation from the 
notch and location of key strain gage locations used to determine the size of the 
local model (dimensions in inches) 
 
Figure 6.25. Axial strains on top of the stringer rods where the test results are 
solid lines (SG-43 shown in blue and SG-51 shown in orange) and the finite 
element result is the dashed line showing that when      inches the model 
predicts a strain redistribution consistent with the test record. 
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Figure 6.26. Axial strains on the interior of the skin where the test results are solid 
lines (SG-38 shown in red and SG-39 shown in blue) and the finite element result 
is the dashed line showing that when      inches the model predicts a strain 
redistribution consistent with the test record. 
The analysis results shown in Figures 6 and 6 suggest that both a delamination 
spanning most of the width of the bay and a through-crack extending through the 
adjacent stringer must be included within the local model to represent the strain 
redistribution accurately. 
6.4.2 Determination of Local Model Boundary 
The analysis of damage extent on strain redistributions was used as a 
starting point to define the local model region. The analysis results suggested that 
damage propagation may extend through the width of the bay in the axial 
direction and through the adjacent stringer in the hoop direction. Stiffer regions 
experience smaller displacements and rotations so local model boundaries were 
specified in thicker regions of the panel where convenient. Figure 6.28 shows the 
initial and final local model boundaries indicated with grey dotted and blue 
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dashed lines, respectively. Each edge of the boundary is labeled with a circled 
number. The initial local model boundary is the minimum size that encloses all of 
the damage. The final boundary edges 2 and 4 were unchanged because 
expanding the model in the axial direction would require including the frames, 
which was determined to be impractical. The final boundary edge 1 was specified 
at the centerline of the panel so a symmetry boundary condition could be used 
instead of displacements from the global model, which obviated the need for 
updating the boundary conditions with crack growth. To evaluate the suitability of 
edge 3 for uncoupled global/local analysis, displacements and rotations at a point 
midway between the frames (most severe location) on the global/local boundary 
were examined as a function of through-crack extension. Figure 6.28 shows 
circles to indicate the location of the selected point examined. The change in each 
component of displacement from      to      inches is shown in the 
histogram in Figure 6.28. The results indicate that, along the final boundary edge 
3, the maximum change in displacement with      is about 30% of the 
laminate thickness. This approximation was deemed an acceptable error for 
uncoupled global/local analysis. In contrast, the maximum change in 
displacement for the corresponding location along the initial boundary is 140% of 
the laminate thickness. The final size of the local model was 21.8 inches by 15.0 
inches. This is a relatively large local model, much larger than what has been used 
in comparable studies of progressive damage in full-scale structures [166, 178], 
and therefore computationally efficient damage modeling is a necessity to ensure 
the analysis is computationally tractable. 
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Figure 6.27. Global model showing two candidate local model regions denoted by 
the grey dotted and blue dashed boundaries  
 
Figure 6.28. Change in displacement components at a selected location along the 
global local boundary showing that the larger local model is required to limit the 
displacement changes at the boundary due to damage propagation. 
6.5 Summary 
For the results examined from within the test section, it has been shown 
that the global FE model calculations are in close agreement with the test 
measurements prior to damage propagation. Two refinements were made to the 
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model to improve test vs. analysis correlation. At elevated loads, damage growth 
leads to limited correlation between test analysis. Specifically, a progressive 
damage analysis is required to model accurately the structural behavior within the 
two-bay region at load levels above the damage initiation load.  
Recall that in this section results have been discussed up to a load of   
  
and 1.50  
  and truncated at higher loads. Nearly all measured results between 
frame F-2 and F-3 were affected by damage growth above   
  and 1.50  
  and 
thus exhibit nonlinearities not captured in the global analysis. In the following 
chapter, a progressive damage analysis is performed, which considers the panel 
response in a local region at higher load levels. 
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CHAPTER 7:  LOCAL PROGRESSIVE DAMAGE ANALYSIS 
Analysis tools capable of predicting the residual strength of full-scale FRP 
structures with through-the-thickness notches through simulation of progressive 
damage are of great value for damage tolerance assessments. Such analysis tools 
offer the potential of: 1) saving time and cost by reducing the number of tests 
required for design and certification; 2) enabling parametric studies to assess the 
damage tolerance of new designs; and 3) providing tools for assessing the safety 
of existing structures that have been damaged in service [91]. However, reliable 
and efficient prediction of residual strength of composite structures is not yet 
available [9, 91]. The challenge is that failure of FRP structures usually occurs 
after extensive propagation and interaction of multiple damage mechanisms over 
a large range of length scales. For example, fibers may break under tension or 
kink under compression, fibers may debond from the surrounding matrix, and 
separation can occur between the individual plies to form delaminations, which 
often link together damage between adjacent plies. Ideally, damage analyses 
would model the kinematic and constitutive implications of each damage Mode 
up to the point of structural failure, including onset, propagation, and interaction 
with other damage modes. 
Despite modern computational capability, detailed analyses that represent 
each damage Mode discretely are computationally intractable at the structural 
scale. One fundamental reason for this difficulty is the large disparity in length 
scales. Damage is often idealized at the level of a ply (mesoscale), which is on the 
order of 0.005 inches, while it is common for damage to propagate several inches 
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prior to structural failure. Representation of a phenomenon that acts over three or 
four orders of magnitude in length scale is a computationally demanding task. As 
a result, homogenization and representation of damage propagation at the 
laminate level have been pursued for full-scale applications, e.g., [82]. 
To assess the damage containment capability of stiffened laminate 
fuselage structures, with a through-the-thickness notch severing the skin and a 
stiffening member, both through-crack propagation in the skin and delamination 
at structural interfaces must be considered. Figure 7.1 shows a schematic of these 
two damage mechanisms that have been observed experimentally: through-crack 
arrest and through-crack turning (occurring at point B in Figure 7.1). These 
damage containment mechanisms act through the interaction of the propagating 
through-crack and stiffener delamination. For example, when the propagating 
through-crack reaches a stitched interface, the stitches may redistribute the 
stresses locally so as to reduce the crack driving force and arrest the through-
crack propagation.  
Both damage containment mechanisms provide desirable contributions to 
the overall structural damage containment capability. However, through-crack 
turning relieves the crack tip stresses and is therefore more desirable. To analyze 
both mechanisms of damage containment, it is necessary to model both the 
through-crack propagation and the delamination at structural interfaces. In 
previous analyses, through-crack interaction with stiffener delamination has not 
been considered [74, 135] or nonphysical scaling factors have been used to obtain 
test-analysis correlation [81, 82]. 
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Figure 7.1. Idealized damage mechanisms considered in the PDA. 
In this chapter, the through-crack and stitched interface damage models 
presented in Chapter 3 are implemented in a local FE model of the notched two-
bay region to analyze the damage propagation behavior of the fuselage panel. In 
contrast to the analyses presented in the literature of similar full-scale fuselage 
panels with notches, the present analysis can predict both through-crack 
propagation and structural interface delamination. Several implementation issues 
including shell-to-shell global/local analysis and embedding cohesive elements in 
a shell element model are addressed. The model predictions are compared with 
the test results and it is shown that the model can represent the damage 
propagation as well as the resulting strain redistributions accurately. Parametric 
studies provide some insight into design that improves damage containment 
capability. 
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7.1 Local Model Definition 
The region included in the local model was determined based on an 
assessment performed using the global model. As described in Chapter 6, the 
smallest possible local model was identified using two criteria. The first criterion 
was that the model must represent accurately the damage propagation and strain 
redistributions observed prior to uncontained damage propagation. The second 
criterion was that displacements and rotations at the boundary of the local model 
should not vary significantly due to stress redistributions as damage propagates. 
The region that satisfied both criteria extended in the hoop direction from the 
panel centerline to the flange of stringer S-6 and in axial direction through the 
length of the notched bay. The local model region is shown in Figure 6.27 in 
Chapter 6. Intermediate local models, of smaller size, were used during the mode 
development to validate the boundary conditions and the implementation of the 
damage models with less computational expense compared with the final local 
model. 
The local model represents the skin, stiffener flanges, and stringer web 
with shell elements (S4R) and the stringer rod with beam elements (B31) in a 
manner that is similar to the global model. A schematic of the local model 
highlighting the key features is shown in Figure 7.2. The key difference between 
the global and local model representations is that the local model includes two 
layers of shell elements to model the skin and stiffener flanges, respectively, 
whereas the global model contains a single layer of shell elements. This 
representation enables modeling of delamination at the skin and stiffener flange 
323 
 
interface. The cross section view in Figure 7.2b shows the two layers of shell 
elements in the region where the stringer flange overlaps the skin. The mesh is 
refined to a typical element size of 0.025 inches in the regions where damage is 
modeled and 0.1 inches in the far field regions. The local model has 
approximately 323,000 elements and 1,913,000 degrees of freedom. The model 
was analyzed using a geometrically nonlinear implicit dynamic finite element 
procedure. Hypothetically, the model could have been analyzed using a quasi-
static solution procedure. However, the an implicit dynamic procedure was used 
for better convergence behavior [169]. 
The regions highlighted in Figure 7.2 show the stiffener flanges and thus 
the areas where two layers of shell elements are used. The region highlighted in 
orange shows the frame flange, which is tied to the skin. The region highlighted in 
blue shows the stringer flange, which is attached to the skin using the stitched 
interface model described in Section 3.3 to allow for delamination between the 
skin and stringer flange. Cohesive elements used to model the delamination at the 
skin/stringer interface are intended to represent a zero-thickness interface and 
therefore, the skin and stiffener flange reference surfaces are offset to the 
skin/stringer interface.  
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Figure 7.2. Schematic showing the proposed local FE model. In part b, the skin is 
shown as a green line, the stringer flanges are shown with red lines, and the 
stringer webs are shown with blue lines (all dimensions in inches). 
Through-crack paths in the skin are seeded using cohesive elements placed 
at the interface of shell elements to form multiple paths for damage propagation, 
shown as the red lines in Figure 7.2b. The crack paths were chosen based on 
observations of damage propagation in the fuselage panel test results. However, 
they allow for determination of the propensity for the crack to turn and propagate 
in the axial direction along the first stitch row. The cohesive law used to govern 
the through-crack propagation was characterized in Section 3.2. 
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This proposed model has several key advantages over existing damage 
progression models. Most importantly, this approach idealizes damage at the 
laminate-level compared with many other approaches that idealize damage at the 
mesoscale and therefore this proposed model is more efficient computationally. 
Secondly, the proposed model is capable of simulating through-crack arrest and 
turning, which are issues that have not been addressed for full-scale structures 
previously. Third, also of significance, is that the model is capable of predicting 
damage containment behavior by representing the interaction between a through-
crack in the skin and delamination at skin/stiffener interfaces; a phenomenon that 
is not well understood. 
The simplifications and assumptions required to achieve these advantages 
introduce some limitations. The through-crack cohesive law characterization 
depends upon the laminate stacking sequence and Mode of loading, and thus, 
requires additional characterization tests for new layups and crack orientations. 
Second, for the purpose of simulating crack turning, the cohesive law is assumed 
to be mode-independent and isotropic, which is not representative of the actual 
physical damage propagation under mixed-mode loading at various inclinations, 
though likely a reasonable first approximation. Finally, accurate prediction of the 
skin/stringer delamination initiation load-level requires a detailed and very refined 
3D mesh in this region to resolve the out-of-plane stress gradients, and thus it is 
expected the relatively coarse mesh will underestimate the delamination onset 
load. While these limitations are noteworthy, each can be addressed with future 
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advances. Thus, this proposed model is a building block toward a comprehensive 
and robust progressive damage modeling methodology for full-scale structures. 
The remainder of this section addresses some important implementation 
details for the local model. Section 7.1.1 describes the boundary conditions 
applied to the local model and their implementation using a user subroutine. 
Section 7.1.2 discusses how the through-cracks were represented with cohesive 
elements within a shell element mesh. Finally, section 7.1.3 reviews the 
implementation of the stitched interface model described in Chapter 3. 
7.1.1 Boundary Conditions 
In a global/local analysis, displacement results from a coarse global model 
are prescribed to the boundary of a refined local model to obtain accurate results 
in the local region [277]. Global results prescribed to the local model are 
interpolated in space, to address the difference in mesh refinement, and time, to 
handle differences in convergence history. Spatial interpolation of prescribed 
displacements should adhere to the deformation theory used in the particular 
global and local model elements. In this case, as in many thin aerospace structural 
models, the global model is composed of shell elements. Abaqus four-node 
reduced integration shell elements are first order shear deformation theory 
(FSDT) elements [163]. The proposed local model also uses the same shell 
elements and therefore, the shell-to-shell global/local boundary conditions should 
adhere to FSDT for interpolation of prescribed local model displacements. The 
built-in Abaqus submodel feature can be used to prescribe displacements and 
rotations from the global model to a local model in a shell-to-shell global/local 
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analysis [163]. Displacements and rotations applied to local elements are spatially 
interpolated in the plane of the corresponding global shell element. The algorithm 
assumes that the global and local models share the same shell reference surface 
and therefore, no spatial interpolation is needed in the thickness direction. In the 
current study, the reference surface offsets are not consistent between the global 
and local models (to accommodate zero-thickness cohesive elements at the skin 
and stiffener interface), and therefore an extension of Abaqus functionality is 
required to prescribe the local model boundary conditions accurately. 
The user subroutine DISP is used to implement global/local boundary 
conditions that account for shell element reference surface offset disparity in the 
spatial interpolation between the global and local models. The regions where 
boundary conditions are applied to the local model are shown highlighted in red, 
green, and blue in Figure 7.3. One of the four sides of the local model is the panel 
midplane, which bisects stringer S-4 and is shown as the green surface in Figure 
7.3. On this midplane surface, symmetry boundary conditions were prescribed. 
The global/local boundary conditions were prescribed to the edges colored in red 
and blue. The edges that required consideration of the reference surface offset are 
the stringer and frame flange edges, which are shown in blue in Figure 7.3. In 
both the global and local models, the reference surface for the stringer webs was 
set to the mid-plane for these elements, and thus displacements and rotations were 
prescribed using the standard submodel algorithm for these edges (red lines in 
Figure 7.3). Though not indicated in Figure 7.3, internal pressure is applied to the 
interior surface of the local model, namely, the skin and stiffener flanges. 
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Figure 7.3. Local model showing the regions where boundary conditions are 
prescribed colored in green, red, and blue. 
The FSDT is used to account for shell element reference surface offset 
disparity between the global and local models. The formulation is general and 
applicable for any offset in the normal direction between global and local shell 
elements on the order of the shell thickness. The particular configuration at the 
global/local boundary on the frame flange is used for illustration. The location of 
the segment considered is shown in Figure 7.4a by the cross section A-A. Figure 
7.4b depicts the configuration of the global model at this particular location, 
where the structure is represented by a single layer of shell elements. The shell 
element section definition includes the thickness of the skin,   , and the thickness 
of the frame flange,   . The corresponding cross section view of the local model is 
shown in Figure 7.4c, where the two layers of shell elements (one for the skin and 
one for the frame flange) are shown. The two layers of shell elements are tied, and 
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are located at the same position in the  -direction, though they are shown with a 
non-zero separation in Figure 7.4c for clarity. 
 
Figure 7.4. FE representation for the global and local models near the global/local 
boundary. 
Local model boundary conditions, as prescribed by the Abaqus submodel 
feature and the refined FSDT approach used in the local model, are shown in 
Figure 7.5. For clarity, the following equations are presented in the element 
Cartesian coordinate frame and introduced for the 2D case shown. Generalization 
to the 3D cylindrical coordinate frame is straightforward and will be noted at the 
end of the discussion. A superscript zero indicates the quantity is a result from the 
global analysis. The initial and deformed global model configurations are shown 
in Figure 7.5a where the coordinate system is placed so that the 1-direction 
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coincides with the shell reference surface (shown in blue) and the 3-direction 
coincides with the global/local boundary. The deformed configuration shows that 
the shell is displaced in the 1- and 3-directions,   
  and   
 , respectively, and 
rotated about the 2-direction,   
 . The local model, subjected to the Abaqus 
submodel boundary conditions, is shown in Figure 7.5b. The reference frame is 
again aligned with the shell reference surface and the global local boundary; 
however, note that shell element reference surface is at the skin/flange interface in 
the local model. Following the submodel algorithm, the displacement boundary 
conditions are      
  and      
 , where    and    are the displacements 
prescribed on the local model. Note that, for both the Abaqus submodel and 
proposed boundary conditions, nodal rotations are prescribed directly from the 
global model (i.e.,      
 ). Ideally, the displacements from the global model 
should be prescribed on the local model so that the local model takes on the same 
deformed configuration near the boundary. Hence, the boundary conditions used 
herein are 
      
      
  (7.1a) 
      
  (7.1b) 
where the rotation,   
 , is the nodal rotation. The second term in Equation (7.1a) 
is the proposed addition to the currently available Abaqus submodel feature and is 
recognized as FSDT. Using the proposed boundary conditions, the global and 
local deformations are identical at the boundary as shown in Figure 7.5c. 
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Figure 7.5. Local model boundary condition formulation: Abaqus built-in 
submodel and proposed. The submodel is shown with solid lines and the global 
model with broken lines. 
In the 3D cylindrical coordinate frame, shown in Figure 7.4, the proposed 
boundary conditions are 
      
  (7.2a) 
      
     
  (7.2b) 
      
     
  (7.2c) 
where   is an offset in the r-direction and the sign convention is that of the FSDT 
literature, which does not adhere to the right hand rule [278]. In this particular 
model (see Figure 7.5),     . It is noted that, when   or   are small in relation 
to the characteristic thickness, the contribution of the second term of (7.2b) and 
(7.2c) maybe negligible. However, in the current model, rotations are large, 
especially in the vicinity of the notch, and   is about half the thickness of the 
laminate, therefore the second term is non-negligible. 
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7.1.2 Cohesive Elements for Through-Crack Representation in Shell 
Element Meshes 
Cohesive elements are used to model through-thickness cracks along 
predefined interfaces in the skin of the panel. Ideally, a four-node cohesive 
element that accounts for the six translation and rotation DOF of the neighboring 
shell elements would be used. No such element is available in Abaqus. Absent a 
four-node cohesive element formulated for use within a 3D mesh, the 3D, eight-
node, cohesive element is adapted herein for use within a shell element mesh.  
Constraints are applied to the 3D cohesive elements to enforce the kinematic 
behavior required for use within a shell element mesh. These constraints are 
discussed in the remainder of this section. 
The 3D cohesive elements (COH3D8) are designed as interface elements 
to be placed in between neighboring solid elements or between layered shell 
elements (as used for modeling interlaminar damage such as delamination). 
Figure 7.6 shows the local model and representative schematics of cohesive 
elements to model through-cracks within a solid element mesh (conventional 
application) and, alternatively, a shell element mesh (proposed). The through-
crack paths are shown with red lines. The blue box in Figure 7.6a shows the 
region where the representative cohesive element configuration shown in Figure 
7.6b and c are located. The material orientation is the cylindrical coordinate 
system where the laminate thickness direction is the r-direction. The crack paths 
allow through-thickness cracks to propagate in the     and     planes. The 
cohesive element has displacement degrees of freedom at each node and, in the 
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initial configuration, the normal to the opening interface is in the  -direction. For 
comparison to the proposed approach described below, Figure 7.6b shows the 
typical configuration for a cohesive element placed within a solid element mesh 
(for example, when the local model uses solid elements to represent the skin 
laminate). Of course, solid elements are computationally expensive because at 
least three solid elements through the thickness of the laminate are required to 
model bending adequately (though only one is shown in Figure 7.6b for clarity). It 
is well known that, for thin laminates, an equivalent single-layer representation of 
shell elements provides a correct bending response and is much less 
computationally demanding than a solid element mesh.  
Figure 7.6c shows the proposed configuration whereby the same 3D 
cohesive element is inserted between adjacent shell elements. The shell elements 
represent the same structure as the solid elements in Figure 7.6b. Recall that the 
shell element reference surfaces are offset to the skin/stiffener-flange interface. 
The cohesive element node numbers are shown, numbered 1-8 following the 
Abaqus node numbering convention. The shell reference surface is shown with 
solid lines and the volume represented by the shell is shown with broken lines. 
The shell element normal,  , is indicated with a red arrow. It is noted that the 
cohesive element nodes numbered 3, 4, 7, and 8 are not connected to any 
structural or continuum element as they are in the conventional case within a solid 
element mesh, which is inadmissible. Additionally, shell elements have both 
displacement and rotational degrees of freedom at the nodes while cohesive 
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elements only have displacement degrees of freedom, thus, no moments are 
transferred between the adjacent shell elements.  
 
Figure 7.6. Typical and proposed configuration for use of 3D cohesive elements. 
To enable the desired behavior of the built-in cohesive elements for 
modeling separation between adjacent shell elements, linear multipoint 
constraints (MPC) are imposed as described in the following. The constraints 
S-5
F-2
F-3
Stringer 
web
NotchCrack
path
(a) Exterior of local model
Zoomed in here in (c)
Solid
Solid
Cohesive
Shell
Shell
Cohesive
(b) Typical use of 3D cohesive element (c) Proposed use of 3D cohesive element
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relate the motion of the unconnected nodes 3, 4, 7, and 8 to the corresponding 
nodes 2, 1, 6, and 5, respectively. These constraints serve to specify the 
kinematics of nodes 3, 4, 7, and 8 consistent with the FSDT neighboring shell 
elements. The same MPC are applied to each pair of nodes (i.e., 1 and 4; 2 and 3; 
5 and 8; 6 and 7) where the constrained degrees of freedom are eliminated from 
the slave nodes 3, 4, 7, and 8 to enforce the constraint. The applied constraints are 
   
    
  (7.3a) 
   
    
      
  (7.3b) 
   
    
      
  (7.3c) 
where the superscripts   and   are specify slave and master nodes, respectively, 
and    is the laminate thickness. Using (7.3) implemented via MPCs, the traction 
acting to separate the adjacent shell elements is properly introduced to the 
cohesive element within the framework of FSDT. Note that it is relatively easy to 
adapt this procedure to shell elements with no reference surface offset using 
additional MPC to enforce the FSDT assumptions onto the cohesive element. 
Furthermore, while a new cohesive element could be formulated for this situation, 
applying (7.3) via MPC provides the same behavior without the complexity of 
developing a cohesive element. 
7.1.3 Stitched Interface Representation 
The stitched interface model described in Section 3.3 is implemented in 
the local model between the stringer flange (S-5) and the skin. Figure 7.7 shows 
the FE representation used for the skin-stringer interface. The stitching pitch was 
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0.2 inches/stitch for a total of 400 stitches in the modeled region. The stitched 
interface representation comprises two cohesive laws: one for the delamination 
propagation and one for the stitch closure tractions. The properties and some 
implementation issues for each are discussed in the following. 
 
Figure 7.7. Stringer-skin stitched interface representation (shell element sections 
rendered; all dimensions in inches). 
The delamination propagation was modeled with a bilinear cohesive law. 
Accurate implementation of the CZM in FE requires that at least two elements 
span the process zone length so that the distribution of tractions ahead of the crack 
tip is well represented [169]. Equation (2.15) can be slightly modified to 
determine the process zone length for Mode I loading 
     
   
     
    
   
 (7.4) 
and Mode II loading 
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 (7.5) 
where, substituting the nominal values for moduli, toughness, and strength from 
Chapter 3 yields     
   0.0037 inches and     
    0.002 inches. The resulting 
mesh size requirement of 0.001 inches is not tractable computationally. To enable 
the tractable mesh size of 0.025 inches, the cohesive strength reduction technique 
[169] is employed. Larger mesh sizes are allowed by adapting the length of the 
cohesive zone to the mesh size such that a specific number of elements,   , are 
required in the cohesive zone. The reduced strengths for Mode I 
  ̅  √
       
      
 (7.6) 
and Mode II 
  ̅   √
         
      
 (7.7) 
where    is the characteristic element length. In the present case,     10 was 
assumed.  
The penalty stiffness is a numeric parameter that specifies the stiffness of 
the cohesive zone prior to damage initiation. Ideally, the penalty stiffness should 
be a very large number. However, if the penalty stiffness is too large, it can 
adversely affect the FE convergence. The guideline recommended by Turon et al. 
[169] is used here 
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 (7.8) 
where    is the penalty stiffness in the normal direction and   is the skin 
thickness. Accurate dissipation of energy under mixed-mode conditions requires  
       
   
    
(
   
 
   
 )
 
 (7.9) 
where    is the penalty stiffness in the shearing direction [266]. Table 7.1 
summarizes the nominal cohesive law properties for delamination propagation. 
Table 7.1. Stitched interface cohesive law properties for delamination 
propagation. 
    [lbf/in]      [lbf/in]  ̅
  [psi]  ̅   [psi] 
   
[10
6
 lbf/in
3
] 
   
[10
6
 lbf/in
3
] 
3.40 2.10 4028 1926 2077 1421 
 
Each stitch was represented with a single cohesive element. The penalty 
stiffness, strength, and damage evolution were defined such that the Mode I and 
Mode II traction-separation behavior was equivalent to stitch traction law 
characterization tests data reported in [216, 226]. A linear interpolation between 
Mode I and Mode II was assumed to govern the mixed-mode behavior. The same 
traction-separation law was used for both the vertical and inclined stitches. 
Representing each stitch with a single cohesive element introduced a mesh-size 
dependency. However, the mesh-size dependency was deemed more desirable 
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than the increased computational expense of a mesh refined so that each stitch 
could be represented by several cohesive elements. 
7.2 Local Model Results 
The local model was validated through several comparisons with data 
from the full-scale fuselage panel test. Data compared include full-field axial 
strains prior to damage initiation, damage propagation as a function of applied 
load, and full-field and point strains. 
Full-field axial strains from the DIC system and the model are compared 
in Figure 7.8 at 1.0  
  and 0.7  
 . Qualitatively the agreement between the 
contour plots from test and analysis is quite good. Axial strain is plotted along the 
section A-A ahead of the notch oriented in the hoop direction in Figure 7.8d. The 
model predicts a much higher strain peak near the notch tip than was recorded by 
DIC during the test. This could be due to the limited resolution of the DIC system 
and that the DIC system assumes infinitesimal strain theory. Beyond 0.75 inches 
from the notch tip, the test and analysis results are in excellent agreement. Table 
7.2 provides a summary of the percent error between test and analysis for three 
locations ahead of the notch tip along the section A-A in Figure 7.8c. These 
results indicate generally good agreement between test and analysis. 
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Figure 7.8. Axial strain distribution on the exterior surface of the skin at damage 
initiation showing that the test and analysis are in good agreement for distances 
greater than 0.75 inches from the notch tip. 
Table 7.2. Percent error between test measurements and analytical predictions for 
axial strain ahead of the notch tip. 
Percent Error 
 
Distance [in] 
Notch Tip 1.0 2.0 3.0 
A -7.0% 8.6% -5.1% 
B -12.9% -21.5% -20.4% 
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The propagation of the through-crack in the skin, measured from test 
observations and analytical simulation, as a function of applied load are also in 
good agreement. The furthest extent of damage in the hoop direction vs. applied 
axial load is plotted in Figure 7.9. Test measurements of damage extent are based 
on visual observations and are the same as those in Figure 5.23. The FE model 
result shown is measured from the centerline of the panel to the farthest-most 
damaged element along the through-crack path. The approach used to interpret the 
model results is the same as was used in Figure 3.23 for the CT specimens. Figure 
7.9 shows excellent test and analysis correlation for the damage propagation up to 
the stringer. The damage initiation load level observed visually during the test 
was 0.54  
  on the interior surface and 0.70  
  on the exterior surface. The length 
of damage identified during the test at onset was about 0.1 inches. The analysis 
predicts damage of the same length at 0.52  
 , which is in excellent agreement 
with the damage initiation load level observed on the interior surface during the 
test. The predicted damage propagation is in very good agreement with the test 
observations on interior surface of the panel until the damage reaches the adjacent 
stringer flange edge. 
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Figure 7.9. Damage propagation in the hoop direction showing excellent 
correlation between the test and analysis up to the edge of the adjacent stiffener. 
The load level of further damage propagation is underestimated by the model. 
The agreement between the measured and calculated extent of damage 
propagation in the adjacent stringer region (         ) is also acceptable. The 
calculated through-crack propagation shows a small reduction crack in 
propagation rate due to the stitch rows. However, in the test, the through-crack 
damage was contained clearly: the damage was arrested ahead of notch tip A and 
turned ahead of notch tip B. The model predicts that the through-crack propagates 
collinear with the notch and reaches an uncontained condition as it passes through 
the stringer at about 1.44  
  whereas during the test, the damage was contained up 
to 1.6  
 . One factor that contributes to the small discrepancy between test and 
analysis in this region is the limited capability of the two-layer shell 
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representation to resolve interlaminar stresses accurately at the flange edge. 
Closely related to this issue, cohesive strength reduction was used for the 
skin/stringer interface delamination cohesive elements (Section 3.3.1), which 
yields accurate damage propagation predictions, but has been shown to 
underpredict damage initiation load levels [279]. These manifestation of these 
issues in the model results are discussed further in the following paragraph. The 
effect of this deficiency is apparent here in that the analysis shows no slowing of 
the through-crack propagation as it reaches the stringer flange in contrast to the 
test results. The assumed stitch traction-separation law or the anomalously low 
value of      discussed in Section 3.3.1 also provide a possible explanation for 
this discrepancy between test and analysis. The parametric studies in the 
following section elucidate the effect of these parameters on the predicted 
response and correlation with the test results. 
The calculated evolution of the delamination at the interface between the 
skin and adjacent stringer is shown in Figure 7.10. The contour plots show the 
damage variable,  , which indicates the damage state at the interface. Figure 
7.10a shows that the model predicts some delamination damage near the flange 
edges and the ply-drops at a low load level of 0.7  
 . This is well before the first 
indication of skin/stringer delamination was observed experimentally, which 
occurred at 1.4  
 . This premature predicted damage is due to the modeling 
assumptions. The model uses cohesive strength reduction to enable a larger mesh 
size and reduce computational expense. However, this technique results in 
underprediction of the delamination initiation load, an effect observed in [279]. A 
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much finer mesh (computationally intractable for the current model) is required to 
eliminate this deficiency. Additionally, in the model, the flange edge and ply-
drops are abrupt interfaces, whereas in the test panel, these regions are tapered 
smoothly. Therefore, the model predicts artificially high interlaminar stress in 
these areas. A local 3D mesh would be required to calculate these local stress 
gradients accurately. While the relatively coarse representation used sacrifices 
some accuracy, the model is still capable of predicting the overall structural 
response as is demonstrated in the remainder of this section.  
As the through-crack reaches the adjacent stiffener at 1.0  
 , the model 
predicts that a small delamination develops around the through-crack tip, as 
shown in Figure 7.10b and c. The skin/stringer delamination propagates relatively 
rapidly through the width of the bay to each frame flange, as shown in Figure 
7.10d - j. This behavior is consistent with visual observations during the test. 
From 1.4  
  to 1.45  
 , the model predicts a sudden and large growth of 
delamination as the through-crack propagates beyond the adjacent stringer, as 
shown in Figure 7.10j and k. As loads are increased further, the delamination 
damage grows so that the stringer is completely separated from the skin 
throughout the width of the bay (even though the through-crack tip is beyond the 
adjacent stringer), as shown in Figure 7.10l. This is also consistent with posttest 
observations, in which it was found that the skin/stringer interface was completely 
separated. 
345 
 
 
Figure 7.10. Evolution of the damage variable depicting the shape and size of the 
delamination at the skin/stringer interface. Blue regions indicate that the interface 
is intact; light grey regions are outside of the skin and adjacent stringer interface; 
red regions indicate the interface is damaged, but still sustains some nonzero 
tractions; and red diagonal hatch marked regions represent a traction-free surface. 
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The behavior of the stitches is illustrated in Figure 7.11 in relation to the 
skin/stringer delamination front. The results are shown for an intermediate stage 
of damage propagation, where the first stitch row begins to bridge the opening 
delamination, at 1.15  
 . A contour plot of the skin/stringer interface 
delamination damage variable is shown in Figure 7.11a for a portion of the 
adjacent stringer. In Figure 7.11a, the black circles represent the stitch positions 
along the first stitch row. Figure 7.11b and c show the stress and strain in the 
stitches along the first stitch row,     , along the left ordinate plotted against 
the stitch position. The right ordinate shows the damage variable,  , for the 
delamination damage. Results shown in Figure 7.11 are only for one half of the 
first stitch row (   ) due to symmetry. About twelve stitches bridge the 
delamination damage before they rupture. It is observed that shear stress are 
predominate; while the normal (radial) stresses are near zero or compressive. 
These results suggest that the skin/stringer interface is subjected to mostly Mode 
II loading. This is an important observation because most investigations of stitch 
interface behavior at the coupon scale have been conducted under Mode I loading. 
Since it is expensive to conduct tests under a range of mode-mixities, most are 
conducted under either pure Mode I or Mode II load conditions. The above results 
suggest that consideration of pure Mode II loading is a realistic approximation 
and is more appropriate than consideration of Mode I loading only for the 
assessment and optimization of stitching to improve delamination toughness at the 
coupon scale. 
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Figure 7.11. Stitch stress and strain behind the delamination front indicating that 
the stitches experience primarily sliding displacements (i.e., Mode II). 
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The test and analysis results are compared for selected strain gage 
locations in the next few paragraphs. The strain gage (SG) locations considered 
are shown in Figure 7.12 on the region surrounding notch tip B. SG-45, SG-46, 
and SG-9 are good indicators of the extent of damage propagation because they 
are located on the skin and in close proximity to the through-crack damage in the 
skin. The other strain gages shown in Figure 7.12 recorded a large strain 
redistribution when the damage propagated beyond the adjacent stringers in the 
test. The comparison between test and analysis at these particular locations is used 
to evaluate how well the model predicts this strain redistribution. In following 
four figures, the strain gage results at symmetric locations ahead of the other 
notch tip are shown as well. 
 
Figure 7.12. Strain gage locations in the region surrounding notch tip B, the 
results of which are examined in the following four figures. 
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Immediately ahead of the notch tip, the ±45° strains are in excellent 
agreement with the calculated strain at the corresponding locations, as shown in 
Figure 7.13. Strain gages were located ahead of each notch symmetrically; the 
light and dark colored solid lines correspond to strain gages ahead of notch tips A 
and B, respectively. This convention is used throughout the remaining figures in 
this section. Prior to the strain nonlinearities, attributed to damage onset and 
propagation, the finite element results are well within the four measured test 
results, indicating excellent correlation of the notch tip strain field. As damage 
propagates at load levels above 0.54  
 , the analysis indicates nonlinearity that 
corresponds well to the measured strain nonlinearity of SG-45 and SG-49, which 
were oriented in the +45° direction. The agreement in the nonlinear strain 
response suggests that the model predicts that damage propagation occurs at 
similar load levels as in the test and that the damage propagation has similar 
effects on the near-notch-tip strain field. It is interesting to observe that the model 
predicts peak strain at about the same load level where strain gage results were 
interrupted. Recall from the discussion of the ±45° strain gage results in Figure 
6.23 that the reduction in strain recorded by SG-46 and SG-48 is attributed to 
local matrix cracks in the surface ply. The FE model ignores matrix cracks, such 
as those that affected SG-46 and SG-48, so it is not surprising that the model does 
not predict good correlation with the nonlinear portion of the results measured by 
SG-46 and SG-48. 
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Figure 7.13. Notch tip ±45° strain showing excellent agreement between the +45° 
strain gages and the model predictions. 
Axial strain on the exterior of the skin also showed good agreement 
between test and analysis results, as shown in Figure 7.14. Predicted strains 
showed a nearly identical trend to the results recorded by SG-7, which was ahead 
of notch tip B where the damage propagated collinearly ahead of the notch. The 
difference between SG-7 and SG-9 is attributed to the different damage paths 
ahead of the two notch tips. The model predicts damage propagation that is 
collinear with the notch, so it is expected that the model will agree more closely 
with the strains recorded by SG-7 than by SG-9. While the analysis trend is in 
good agreement with the test, the analysis predicts a large spike in axial strain at a 
lower load level than was recorded in the test. The large spike in axial strain is 
due to through-crack propagating immediately through the strain gage location. 
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Thus, it is inferred that the model predicts the through-crack reaches the strain 
gage location at lower load level than in the test. This observation is consistent 
with the results shown in Figure 7.9. 
 
Figure 7.14. Axial strain on the exterior of the skin midway between F-2 and F-3 
on the centerline of adjacent stringer ahead of the notch showing that both the test 
and analysis results show a large strain nonlinearity as the damage propagates 
through the adjacent stringer. 
Axial strain results shown in Figures 7 and 7 are used to assess the 
efficacy of the model at capturing the strain redistribution that occurred when 
damage propagated beyond the two-bay region. The results in Figure 7.15 show 
axial strain on the interior of the skin, near the mid-bay, but offset toward F-3. In 
both Figure 7.15a and b, the FE model predicts a trend that is very similar to the 
measured results. In Figure 7.15a, the analysis underpredicts the strain as damage 
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accumulates. This may be due to the difference between the assumed and actual 
skin/stiffener interface properties. Note that it is expected that the analysis would 
agree more closely with SG-39 than with SG-38 because SG-39 was located 
ahead of notch tip A where the damage propagated collinear with the notch. The 
analysis also shows a precipitous drop in strain when the through-crack 
propagates beyond the adjacent stringer, which is very similar to the trend of the 
test record. However, the analysis underpredicts the load at which this strain 
redistribution occurs, a deficiency that is consistent among the results discussed 
thus far. Figure 7.15b shows results for strain gage locations in the adjacent bay. 
Similar observations can be made regarding the strain redistribution at the 
corresponding load levels. It is noted that, when the analysis is terminated, the 
strain is about 0.5% and increasing while, in the test, the strain drops nearly to 
zero. This discrepancy is due to the finite size of the local model; in the analysis, 
damage is artificially arrested near the edge of the local model, whereas in the 
test, the damage continues to propagate through the neighboring stringer.  
Relatively good agreement between test and analysis was also observed 
for the results from axial strain gages located on the adjacent stringer flange 
shown in Figure 7.16. As in the other results shown, the largest differences 
between test and analysis results correspond to load levels where the delamination 
of the skin and stringer flange was propagating. Based on this observation, it is 
apparent that the properties assumed for this interface warrant further study. 
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Figure 7.15. Axial strain on the interior of the skin showing that the analysis 
predicts a similar strain redistribution as recorded during the test. 
 
Figure 7.16. Axial strain on the adjacent stringer flange showing that the analysis 
predicts a similar strain redistribution as recorded during the test. 
7.3 Parametric Studies 
The effects of selected parameters on the model predictions were 
examined in order to gain insights for improving the damage tolerance of the 
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structure. Additionally, because of uncertainty in      and the stitch traction law, 
the parametric study results are useful to validate the model further. Three 
parameters are considered: Mode II fracture toughness of the skin/stringer 
interface,     ; stitching pitch,   ; and stitch location relative to the flange edge, 
  . 
7.3.1 Effect of Mode II Fracture Toughness 
The results indicate that increasing     slows delamination growth at the 
skin/stringer interface, which results in slower through-crack propagation and 
containment of damage to a higher load level. Figure 7.17 shows the through-
crack propagation versus axial load for several values of     . The curves 
corresponding to different values of      are expressed in terms of    where 
          ⁄ . Recall from Chapter 3 that for the PRSEUS material (AS4/VRM-
34), the value of    is much lower than other more common materials. The 
fracture toughness ratio,   , allows for a comparison with other common materials 
for which           is typical. It is observed that     1.4 agrees well with 
the test results, suggesting that the Mode II fracture toughness could be at the low 
end of the spectrum typical for other similar materials. It is also observed that 
further increasing    eventually completely arrests and turns the through crack. 
The particular value of     2.5 at which the model predicts crack turning should 
be interpreted cautiously because it is not mesh objective. A mesh independent 
computational implementation is required to obtain an accurate prediction of the 
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crack turning onset load; no such technique is available at this stage. For 
remaining parametric studies, the nominal value of          lbf/in is used. 
 
Figure 7.17. Effect of λs on through-crack damage propagation showing that 
increasing λs (mode II fracture toughness) increases the damage containment load 
level and eventually turns the crack (λs = 2.5). 
7.3.2 Effect of Stitch Pitch 
The effect of the stitch pitch is shown clearly by Figure 7.18 where the 
analysis prediction of through-crack propagation is shown for several values of 
stitch pitch. Increasing the number of stitches per unit length on the skin/stringer 
interface increases the apparent toughness of the interface and slows the through-
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crack damage propagation. Therefore, a higher stitch density, or presumably, 
stronger stitches, increase the damage containment load significantly, as expected. 
 
Figure 7.18. Effect of Sp on through-crack damage propagation where it is shown 
that increasing the number of stitches at the skin/stringer interface is very 
effective at increasing the damage containment load level (* indicates nominal 
value). 
The analysis result with a stitch pitch of 0.1 inches shows excellent 
agreement of the predicted strain redistribution due to uncontained damage 
propagation. Figure 7.19 shows results for two selected strain gage locations that 
exhibited significant strain redistribution as the though-crack propagated beyond 
the adjacent stringer. Analysis results for the nominal stitch pitch and half the 
stitch pitch (twice as many stitches) are shown. The case of     0.1 inch shows 
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much better agreement with the recorded strains than the nominal stitch pitch. 
Averaged over the interface, the effect of doubling the number of stitches is 
roughly equivalent to doubling the strength of the existing stitches. Recalling that 
the stitch traction-law used in the model (Section 3.3.2) is adopted from tests of a 
different stitching configuration, it seems plausible that the stitches in the 
PRSEUS structure could be twice as strong as the particular stitches used in the 
model, for which the traction-law was available. 
 
Figure 7.19. Strain redistribution showing analysis results for two different stitch 
pitches indicating that more densely spaced stitches predict the measured strain 
redistribution accurately.  
7.3.3 Effect of Stitch Location 
The effect of stitch location relative to the flange edge,   , on the through-
crack damage propagation is minimal, as shown in Figure 7.20. The results are 
shown for three values of    ranging from the nominal value to stitches placed 
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approximately one stitch diameter from the flange edge. When the stitch rows are 
located closer to the flange edge, the through-crack propagation is initially 
slowed. However, the peak damage containment load level remains nearly 
unchanged. Hence, other considerations, such as ease-of-manufacture, should 
dictate the most appropriate placement of the stitch rows relative to the flange 
edge. 
 
Figure 7.20. Effect of Sf on through-crack damage propagation showing that the 
damage propagation is insensitive to the parameter Sf (* indicates nominal value) 
These parametric study results provide only a small sampling of the large 
number of design variables that could be studied with this proposed model. Other 
design features such as stringer spacing, frame spacing, stitch traction-law, 
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stringer flange width, layups, etc. could be analyzed in order to optimize the 
damage tolerance of the composite structure versus weight trade-off and other 
considerations. 
7.4 Summary 
This chapter introduced and demonstrated a new modeling methodology 
to analyze damage propagation in stiffened composite fuselage structures and to 
assess the damage containment capability. The model uses shell elements to 
represent the skin and stiffeners and cohesive elements to propagate damage. The 
through-crack cohesive characterization developed in Chapter 3 was used to 
govern damage propagation within the skin. Constraints were used to adapt 
standard 3D cohesive elements for simulation of through-crack propagation in the 
skin. Boundary conditions were applied consistently with first order shear 
deformation theory. The analysis results show that the model is capable of 
predicting the damage initiation, damage propagation, and strain redistributions 
observed in the test. For damage propagation up to the adjacent stiffener, the 
model prediction was well within the variation in experimental measurement. For 
damage propagation through the adjacent stringer, the analysis shows a very 
similar trend to the test results. However, the model underpredicts the damage 
containment load level. Parametric study results suggest that, if a detailed stitch 
traction-law characterization were available, the model may agree better with the 
measured strain redistributions. 
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CHAPTER 8:  SUMMARY AND CONCLUSIONS 
8.1 Summary 
This detailed research work included material characterization, a full-scale 
test of a stiffened composite fuselage panel, and a computational simulation of the 
fuselage structure in order to analyze the damage propagation behavior. The 
particular fuselage structure examined is a developmental structural concept that 
is being advanced by NASA and the Boeing Company for future aircraft 
applications known as the Pultruded Rod Stitched Efficient Unitized Structure 
(PRSEUS) concept. The PRSEUS concept consists of carbon/epoxy skin, rod-
stiffened stringers, and foam-cored frames. The skin and stiffeners are assembled 
in the dry preform state, stitched together using Vectran thread, infused with 
resin, and cured in an oven. 
The PRSEUS structure has several benefits over conventional composite 
structures. The out-of-autoclave process allows for very large unitized structures 
to be fabricated, which reduces the part count and thus reduces cost. Replacing 
rivets with stitches reduces manufacturing costs while maintaining structural 
integrity. Introducing stitching at the interface of the skin and stiffener flanges has 
the potential to enable damage arrestment behavior in which damage propagation 
is arrested within a bay, at the stiffener. In contrast to conventional stiffened 
composite structures where stiffeners tend to delaminate from the skin in the 
presence of propagating damage in the skin, the PRSEUS concept has 
demonstrated the capability of arresting and turning propagating damage in 
previous tests. This damage containment capability was investigated through test 
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and analysis in this research program with a realistic flight structure subjected to 
combing load conditions. 
The damage containment capability of the PRSEUS structure was assessed 
using a model that incorporates two mechanisms; namely, 1) through-the-
thickness crack propagation in the skin and 2) delamination between the skin and 
stiffener. A material characterization effort was undertaken in order to analyze 
both of these mechanisms.  
A new methodology was introduced for characterization of through-the-
thickness crack propagation in multidirectional laminates. Using this approach, 
notch tip damage is idealized as a single through-the-thickness cohesive crack. 
The methodology was investigated and verified using finite element analysis 
(FEA), based on experimental test data from geometrically scaled compact 
tension (CT) specimens. Importantly, these results indicated that the 
characterization methodology yielded a cohesive law that can scale to larger 
structures.  
Material characterization was also conducted to determine the contribution 
of stitching to the toughness of a stitched interface. A test specimen configuration 
proposed elsewhere was examined and it was found that, for the particular 
PRSEUS material and stitching, the stitch response could not be isolated from 
delamination damage. Absent specially manufactured specimens for further 
investigation, stitch characterization results for Kevlar stitching were used in 
subsequent analyses. 
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The fuselage panel was tested in three phases with increasingly severe, 
artificially introduced, damage scenarios. Testing was conducted using the full-
scale aircraft structural test evaluation and research (FASTER) facility at the FAA 
William J. Hughes Technical Center. The FASTER fixture was modified to 
accommodate the PRSEUS panel including an 840% increase in axial load 
capacity. The three phases of testing were 1) as-manufactured pristine, 2) with 
barely visible impact damage (BVID), and 3) with a two-bay through-the-
thickness notch that severed the central stringer. During each phase, different 
combinations of internal pressure and axial tension loads were applied to load 
levels established by 14 CFR part 25. Internal pressure was reacted by hoop loads 
applied to both the skin and frame ends. During the third phase, after 
demonstrating compliance with selected FAA damage tolerance regulations, the 
panel was loaded, under constant internal pressure and increasing axial tension, to 
catastrophic failure. Strain, displacement, and visual observations were recorded 
during all stages of loading and posttest non-destructive and destructive 
inspections were conducted. 
Results from the first two phases of testing indicated no signs of damage 
initiation. The panel sustained all the load level objectives designated for this test 
by Boeing, NASA, and the FAA. Ultrasound and flash thermography inspections 
conducted during Phase II indicated no growth of the BVID after the panel was 
subjected to ultimate load levels. 
In phase three, a two-bay notch was inserted into the panel such that the 
central stringer was severed. The notch was oriented in the hoop direction and 
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measured 7.8 inches in length and 0.31 inches in width. Intermittent damage 
propagation was observed visually ahead of the notch tips on the interior and 
exterior surfaces of the skin under increasing axial tension load. Strain 
redistributions were recorded and correlated with the visually observed damage 
propagation. While damage remained within the two-bay region, the strain 
redistributions were confined to this region. Damage propagation was arrested at 
the stitch rows of the adjacent stringers and required increased load to continue 
propagating. Damage ahead of one notch tip propagated collinear with the notch. 
Damage ahead of the other notch tip propagated collinear with the notch up to the 
first stitch row of the adjacent stringer, then turned and propagated along the 
stitch row for about 2 inches, then turned back to its original direction and 
propagated through the stringer. Damage was contained within the two bay region 
to 160% of the design limit load level. Additional loading propagated damage 
intermittently to the edge of the panel and eventual catastrophic failure occurred 
at 184% of limit load level.  
Posttest examinations using nondestructive inspections (NDI) methods, 
including detailed visual inspection, ultrasound, and X-ray computed tomography, 
were conducted ahead of one notch tip. These inspections revealed the specific 
size and shape of the damage including significant nonvisible damage within the 
skin and that the skin and stringer interface was completely delaminated. 
Subsequently, destructive examination was conducted including visual inspection, 
light microscopy, and scanning electron microscopy (SEM) to identify active and 
dominant failure mechanisms. Results from these inspections were used to 
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characterize damage ahead of the notch tip on a ply-by-ply basis. At the 
skin/stringer interface, all stitches were broken with most breaks occurring at the 
interface. SEM inspections showed matrix serrations on the delaminated surfaces 
of the skin and stringer interface, which suggested the delamination failure was 
dominated by Mode II load conditions. 
A global/local FEA was used to analyze the strain field and damage 
propagation behavior of the PRSEUS panel. The objective of the analysis was to 
model the damage propagation mechanisms such that the model could predict the 
damage containment load level, that is, the peak load level at which damage 
propagated beyond the adjacent stringer. 
A global FEA of the notched panel was developed in which geometric 
nonlinearity was considered. An existing model (developed by Boeing and 
NASA) was modified and refined for this purpose. The existing model included 
the panel and FASTER fixture loading mechanisms. Refinement to the frame 
representation improved test vs. analysis correlation in terms of the recorded 
strains and displacement fields. The refined model yielded strain and 
displacement values that were within 10% of the corresponding measured values 
prior to damage initiation. Strain redistributions, resulting from damage 
propagation, were modeled accurately by inserting a through-the-thickness crack 
in the skin and delamination between the skin and stringer. This manually inserted 
damage was used to determine an appropriate local model region for progressive 
damage analysis. A large local model was required to obtain sufficiently 
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consistent displacement and rotation at the global/local boundary from the initial 
notch to damage propagation beyond the adjacent stringer. 
A local progressive damage analysis was conducted using FEA. The local 
region encompassed one notch tip including the rectangular area from the panel 
centerline to the second stringer from the centerline and the full width of the bay. 
The two damage propagation mechanisms, through-the-thickness crack 
propagation and stitched interface delamination, were included in the model using 
the characterizations developed in Chapter 3. The damage mechanisms had the 
ability to interact through stress redistribution as damage propagated during 
analysis. Predictions of through-the-thickness crack growth were in good 
agreement with visual measurements of damage extension. Measured strain 
redistributions that occurred as damage was contained and subsequently 
propagated beyond the adjacent stringer were predicted very well by the local 
FEA. Parametric analyses were conducted to gain insight into the effect of various 
design parameters on the damage propagation. The location of the stitches relative 
to the flange edge was found to have a negligible effect on the damage 
propagation. The model suggests that the damage containment load level is 
sensitive to both the Mode II toughness of the skin/stringer interface and the 
stitching configuration. Increasing the skin/stringer interface toughness with a 
tougher resin or additional stitching increases the damage containment load.  
8.2 Conclusions 
The major conclusions and contributions of this research work are listed in 
this section. 
366 
 
8.2.1 Inverse Approximation of Lamina Elastic Properties 
With regard to the inverse problem of determining the lamina elastic 
properties from measured laminate elastic properties, it was found that: 
1. Lamina elastic properties can be determined from laminate elastic 
properties using inverse calculation of the classical lamination theory 
(CLT). 
2. Determination of the lamina Poisson's ratio is not practical when using 
experimental test data because Poisson's ratio is several orders of magnitude 
smaller than the moduli, which are also unknowns in the solution procedure. 
3. As an engineering approximation, the lamina moduli can be determined by 
assuming the lamina Poisson's ratio based on typical values of          
    . 
8.2.2 Through-Crack Characterization in Multidirectional Composite 
Laminates 
With regard to experimental characterization of a cohesive law for 
through-the-thickness crack propagation in thin multidirectional composite 
laminates subjected to Mode I loading, it was found that: 
4. For multidirectional laminates tested using the compact tension 
configuration, the  -curve and the length of the fracture process zone are 
structural properties because large-scale bridging conditions dominant. 
Therefore, these parameters are not appropriate for use in characterization 
of a cohesive law as a material property. 
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5. The modified compliance calibration method is a simple and reasonably 
accurate means to determine fracture toughness despite even under large-
scale bridging conditions. 
6. A trilinear cohesive law is sufficiently simple to allow for straightforward 
implementation into FEA, but also sufficiently general to fit test data very 
well. 
7. Test results of geometrically scaled compact tension specimens were used 
to demonstrate that the cohesive characterization methodology presented 
yields a cohesive law that can be considered to be a material property. 
8. Test results also suggest that the extrapolated portion of the cohesive 
characterization obtained from the assumed trilinear cohesive law is a 
reasonable engineering approximation. 
8.2.3 Stitch Traction Law Characterization Tests 
With regard to characterizing the stitch traction-separation law for the 
PRSEUS Vectran stitching of non-crimp fabric laminates, it was found that: 
9. The delamination and stitch failure processes were not uncoupled 
sufficiently for the test specimen configuration considered. Since the 
characterization should only include the contribution of the stitch failure 
and not delamination failure, alternative test specimen configurations 
should be sought. 
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10. Test specimen in which a delamination is artificially introduced in order to 
isolate the stitch response from delamination failure are preferable for 
characterizations used in analyses that model the stitch and delamination 
failure separately. 
8.2.4 PRSEUS Fuselage Panel Test Observations 
8.2.4.1 Phase I: As-Manufactured 
With regard to the test results from Phase I in which the panel was tested 
in the as-manufactured (pristine) condition, it was found that: 
11. The panel was able to sustain different combinations of internal pressure 
and axial tension up to design limit load levels. 
12. There was no evidence of local nonlinearity or damage growth during all 
loading stages of Phase I testing. 
8.2.4.2 Phase II: With BVID 
With regard to the test results from Phase II in which the panel was tested 
with an artificially inflicted BVID, it was found that: 
13. A BVID was inserted by impacting the exterior of the panel above a stringer 
flange edge. The impact broke some fibers in the skin and induced a local 
delamination between the stringer flange and skin in the vicinity of the 
impact location. Ultrasound inspection revealed that the delamination was 
arrested by the stitching. 
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14. The panel was able to sustain different combinations of internal pressure 
and axial tension up to ultimate load levels. No evidence of BVID growth 
was observed after loading was applied. 
15. There was no global strain redistribution due to the BVID. Full-field strain 
data from digital image correlation showed a localized strain concentration 
at the impact location. However, the peak stain levels remained well below 
the approximate material failure strain. 
8.2.4.3 Phase III: With Two-Bay Notch 
With regard to the test results from Phase III in which the panel was tested 
with a machined two-bay notch that severed the central stringer, it was found that: 
16. The notched panel was able to sustain different combinations of internal 
pressure and axial tension up to design limit load levels. 
17. Damage propagation was first observed at the combined load level of 54% 
axial design limit load and 100% pressure limit load on the interior and 
subsequently at 70% axial design limit load and 100% pressure limit load 
on the exterior. 
18. Damage propagation occurred slowly and intermittently up to the adjacent 
stringer ahead of the notch.  
19. Damage was contained within the two-bay region up to 160% axial design 
limit load and 100% pressure limit load. Up to this load level, the panel's 
axial load-displacement response behaved linearly. 
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20. Several strain redistributions were recorded and correlated with visually 
observed damage propagation. Strain redistributions were confined to the 
two-bay region while damage was contained. As damage propagated 
beyond the adjacent stringer, the failed skin was bridged by the stringers 
allowing the panel to sustain additional load. 
21. The panel failed at 184% axial design limit load and 100% pressure limit 
load due to stringer rod pull-out in the load introduction region. This failure 
is likely not representative of a complete PRSEUS structure and is less 
relevant than the damage containment events observed. 
8.2.4.4 Posttest Investigation 
With regard to the nondestructive and destructive inspections conducted 
after the catastrophic failure of the panel occurred, it was found that: 
22. The dominant path of damage in the skin propagating from the notch tips 
was mostly consistent through-the-thickness of the skin. This suggested that 
a through-the-thickness crack representation of damage may be sufficient 
for analysis. 
23. The dominant path of damage ahead of one notch propagated collinear with 
the notch with only minor deviation in its path through the adjacent stringer. 
Damage ahead of the other notch tip was turned at the first stitch row of the 
adjacent stringer for a short distance before proceeding through the stringer. 
Therefore, the PRSEUS panel was only partially successful at inducing 
crack turning to contain damage. 
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24. The adjacent stringers were completely separated from the skin through the 
width of the bay. All stitches had failed at this interface, with minimal 
pullout energy dissipation. 
25. Serrations on the delaminated skin and stringer surfaces indicated that the 
delamination occurred predominantly under Mode II load conditions. 
8.2.5 Fuselage Panel Global Analysis 
With regard to geometrically nonlinear analysis of the complete panel with 
a two-bay notch, it was found that: 
26. It is critical to model the connection introduced by the foam core in the 
PRSEUS frames between the two frame webs in order to compute the 
buckling response of the frames accurately. 
27. Modeling the FASTER load fixture mechanisms with representative 
kinematic degrees of freedom yielded improved correlation between test 
and analysis. 
28. Excellent correlation of strain and displacement predictions with test 
measurements was established prior to damage onset. In the far-field 
regions, correlation remained quite good while damage was contained 
within the two-bay region. 
8.2.6 Fuselage Panel Local Progressive Damage Analysis 
With regard to the progressive damage analysis conducted using a local 
model of the region surrounding one notch tip, it was found that: 
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29. The quadratic stress interaction criterion with in-situ strengths predicted the 
damage onset load level in good agreement with experimental observations 
30. Predicted damage propagation in the skin, governed by the cohesive law 
determined from the compact tension specimens, was within the variation in 
measurements obtained from the test data. This result further validates the 
scalability of the cohesive characterization methodology described in 
Chapter 3. 
31. The proposed model predicted the strain redistributions in good agreement 
with measurements from the test, which validated that the model 
represented the damage containment phenomenon observed in the full-scale 
test accurately.  
32. Parametric studies suggest that the damage containment load level is 
sensitive to the skin and stringer interface Mode II fracture toughness and 
the stitching configuration and traction-law. 
8.3 Significance 
This work introduced an analytical methodology for assessing the damage 
containment capability of composite fuselage structures. Prior to this work, the 
only analytical methods of assessing damage containment capability required 
extensive testing (from laboratory to full-scale sized specimens) for calibration. 
Furthermore, existing models did not consider the interaction between damage 
propagation in the skin and delamination of the skin/stiffener interfaces. While 
many alternative progressive damage analysis techniques are available, the 
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proposed model has the distinct advantage of being computationally tractable for 
full-scale structural applications. 
A new methodology for characterization of the cohesive law of thin 
multidirectional laminates was introduced. The characterization approach is 
advantageous because it has been demonstrated to scale accurately to large 
structures while requiring only a single coupon-sized test result to determine the 
cohesive law. This cohesive law characterization enabled an accurate 
representation of the notch tip damage propagation as an effective cohesive crack 
at the laminate scale. A cohesive zone representation at the laminate scale allowed 
for significantly less computational expense compared with alternative methods 
that idealize damage at smaller scales. 
8.4 Recommendations for Future Work 
A methodology for cohesive law characterization of through-the-thickness 
crack propagation in thin multidirectional laminates subjected to Mode I load 
conditions has been developed. In order to further generalize this methodology, 
the cohesive law characterization needs to be extended to include Mode II and 
mixed-mode load conditions. This is a daunting task in that an experimental setup 
to propagate a through-the-thickness crack in a composite laminate under mixed-
mode conditions has not yet been demonstrated. However, this additional 
capability would enable far more detailed analytical investigations of the damage 
propagation in thin aerospace composite structures. Furthermore, the eXtended 
FEM (X-FEM) method may be implemented into shell elements. This 
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development could enable a mesh-independent analysis of fracture propagation 
and eliminate the need for pre-seeded crack paths. 
The local progressive damage analysis methodology was demonstrated for 
a single loading and damage configuration. Additionally, model predictions were 
validated through comparison with experimental measurements from a well-
controlled test. While this a strong foundation, the applicability of the 
methodology for a variety of common loading and damage configurations must be 
assessed before it can be used in practice. For example, the model could be 
modified to consider the severity and damage containment behavior of a variety 
of damage configurations, such as off-centered or inclined notches. In addition, a 
notch severing a frame or a notch severing a frame and a stringer could be 
considered. The model enables relatively straightforward consideration of these 
issues that were previously addressed through costly and time-consuming 
experiments. However, the results of such analyses without the aforementioned 
extensions to allow for mesh-independent, mixed-mode crack propagation should 
be interpreted with great care; the well-known mesh-dependency of through-the-
thickness crack propagation in FE models pre-seeded with cohesive elements 
must not be ignored. Therefore, more work is critical to validate the predictions 
calculated from the proposed analysis methodology with tests of a variety of 
loading and damage scenarios to assess further the limitations and robustness of 
the approach. 
The interface between the skin and stringer was reported to have a very 
low Mode II fracture toughness. Typically, Mode II fracture toughness is two to 
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twelve times the Mode I fracture toughness while, for the PRSEUS material, the 
Mode II fracture toughness was reported to be less than two thirds of the Mode I 
fracture toughness. If similar results are encountered by future investigators, a 
detailed examination into the relevant mechanisms and appropriate analysis 
methods for this peculiar case is warranted. It has long been assumed that curved 
micro-cracks that link together to produce a Mode II delamination and require 
more energy to propagate than an opening crack. No physical mechanism has 
been postulated or identified to explain the present situation in which Mode II 
fracture toughness is lower than Mode I. Phenomenological mixed-mode fracture 
criterion have been developed assuming that Mode II fracture toughness is greater 
than Mode I fracture toughness and are not equipped to handle the opposite case. 
It seems possible that the architecture of the warp-knit non-crimp fabric used in 
the PRSEUS material introduces some mechanisms not previously considered. 
For practical application of the proposed modeling methodology, it is 
important to consider that the analysis presented in this Chapter 7 is for a special 
case and validated to a test that was conducted under well controlled conditions. 
This analysis is an important building block working toward advanced simulation 
capability for predicting damage propagation in full-scale composite structures. 
However, in practice, stochastic events, uncertainty in material properties, and 
many additional factors, complicate the structural response far beyond the 
relatively simple case considered here. For example, it is unlikely that damage 
would occur in a uniform and symmetric configuration such as the notch 
considered in this work, or that loading would be introduced quasi-statically and 
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monotonically. Under such realistic conditions, the accuracy of this analysis 
methodology is unknown. To further validate the proposed methodology, 
different damage scenarios and loading conditions should be investigated. Ample 
factors of safety, severe cases of possible loads and damage configurations, and 
further test and analysis of more realistic scenarios should be pursued continually 
to ensure structural integrity and safety. 
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APPENDIX A: NOMENCLATURE 
Symbol Definition 
  Crack length 
     
Effective crack length calculated from specimen 
compliance 
   Initial crack length 
  Inverse laminate extensional stiffness matrix 
   
  
Mode I stress distribution as a function of angle ahead of a 
crack tip 
  Laminate thickness 
  Shear correction factor 
   Element characteristic length 
     Length of the physical fracture process zone 
    
  Length of the cohesive fracture process zone 
    
  
Length of the fracture process zone determined as the 
length of crack propagation required to reach steady-state 
fracture toughness 
  Fracture toughness ratio 
  Strength ratio 
  Normal direction unit vector 
   Internal pressure 
  
  Limit pressure load (9.2 psi) 
   
Normal force due to stitch deformation of surrounding 
matrix material 
  Radial direction 
   Panel radius 
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  Generic thickness 
   Thickness of a flange 
   Thickness of a lamina 
   Thickness of a skin 
  Displacement  
  Displacement in the second direction 
  Displacement in the third direction 
  Longitudinal direction 
  Area 
  Laminate extensional stiffness matrix 
  Laminate bending-extension coupling stiffness matrix 
  Laminate bending stiffness matrix 
  Specimen compliance 
   Transition strength size 
   Stitch diameter 
   Lamina longitudinal Young's modulus 
   Lamina transverse Young's modulus 
   Laminate longitudinal Young's modulus 
   Laminate transverse Young's modulus 
  Internal force 
    Lamina shear modulus in the 1-2 plane 
    Laminate shear modulus in the 1-2 plane 
   Fracture toughness 
   Mode I strain energy release rate 
   Fracture toughness (subscript R indicates variation with 
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crack length) 
  Penalty stiffness 
   Mode I stress intensity factor 
    Critical Mode I stress intensity factor 
   
Value of Rice's J-integral (subscript R indicates variation 
with crack length) 
  Internal moment 
   Number of elements 
   Axial load 
  
  Limit axial laod (227 kips) 
   Hoop load 
  
  Hoop load applied to the skin 
  
  Hoop load applied to the frame ends 
  External uniaxial load 
  Lamina stiffness matrix 
 ̅ Transformed lamina stiffness matrix 
  Lamina compliance matrix 
   Stitch row spacing from flange edge 
   
  Longitudinal shear strength for an in-situ lamina 
   Stitching pitch 
   Stitching row spacing 
  
Second order stresses ahead of a crack tip (commonly 
called  -stress) 
  Bridging tractions due to a stitch 
   Transformation matrix 
   Elastic strain energy 
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    Inelastic strain energy 
    Linear combinations of laminate stiffnesses 
    Linear combinations of lamina stiffnesses 
   Kinetic strain energy 
   Laminate geometric factors 
  External work 
   Size of the CT specimen 
   Conventional size of the CT specimen 
  Dimensionless geometry factor 
   
  Transverse tensile strength for an in-situ lamina 
   Stitch slip length 
  Fit parameter 
  Fit parameter 
  
Dimensionless parameter to account for various fracture 
process zone length formulations 
  Displacement 
   Critical cohesive opening displacement 
    Kronecker delta 
   Crack opening displacement measured along the load line 
    Infinitesimal strain tensor 
   Axial strain 
   Hoop strain 
  Offset from shell element mid-plane 
  Mode mixity parameter 
   Notch sensitivity parameter 
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  Hoop direction 
   Lamination angle 
   
Deflection of stitch into  surrounding matrix material at the 
delamination surface 
   Smallest structural characteristic length in the problem 
   
Ration of Mode II fracture toughness to Mode I fracture 
tougness 
    Lamina Poisson's ratio 
    Laminate Poisson's ratio 
 ̅ Reduced cohesive strength 
   Cohesive strength 
    Cauchy stress tensor 
  
Shear stress due to friction on the interface between a 
stitch and the surrounding matrix material 
  Nodal rotation 
   Angle of inclination of a stitch 
  Fit parameter 
  Damage variable 
  Strain energy density 
  
Energy dissipated at a crack during formation of a new 
crack surface 
    
Energy dissipated due to stitch failure process as a crack 
grows 
AC Advisory circular 
ACT Advanced composite technology 
AFP Automated fiber placement 
AST Advanced subsonic technology 
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BVID Barely visible impact damage 
CDM Continuum damage model 
CFR Code of federal regulations 
CT Compact tension 
CZM Cohesive zone model 
DIC Digital image correlation 
DLL Design limit load 
DOC Direct operating costs 
ERA Environmentally responsible avaiation 
FAA Federal Aviation Administration 
FASTER 
Full-scale aircraft structural test evaluation and research 
facility 
FE Finite element 
FEA Finite element analysis 
FPZ Fracture process zone 
FRP Fiber reinforced polymer 
FSDT First order shear deformation theory 
LEFM Linear elastic fracture mechanics 
LS Load step 
LSB Large scale bridging 
LVDT Linear variable differential transformer 
MAUS Mobile automated ultrasonic scan 
MCC Modified compliance calibration 
MPC Multi-point constraint 
NASA National Aeronautics and Space Administration 
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NCF Non-crimp fabric 
NDI Non-destructive inspection 
NLFM Nonlinear fracture mechanics 
PRSEUS Pultruded rod stitched efficient unitized structure 
SG Strain gage 
SEM Scanning electron microscopy 
SSB Small scale bridging 
TTU Through transmission ultrasound 
VARTM Vacuum assisted resin transfer molding 
VCCT Virtual crack closure technique 
VID Visible impact damage 
WWFE World-wide failure exercise 
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APPENDIX B: CODE LISTINGS 
This appendix contains code listings used for the analysis conducted in 
this dissertation. Code was developed in Fortran 77 for Abaqus user subroutines 
and Python 2.7 for Abaqus scripting. 
Table of Code Listings 
Code Listing 1: global/local boundary conditions: user subroutine Fortran code ........................ 404 
Code Listing 2: global/local boundary conditions: ODB processor ............................................. 410 
Code Listing 3: global/local boundary conditions: MDB processor ............................................ 413 
Code Listing 4: calculate damage length from local model results database ............................... 422 
 
B.1. Global Local Boundary Conditions 
In order to apply the global/local boundary conditions to shell elements 
with offset reference surfaces, a user subroutine was developed, Code Listing 1. 
The user subroutine relies heavily on code originally developed in [178]. The 
subroutine requires nodal location, displacement, and time data from the global 
and local models in order to interpolate displacements from the global model to 
boundary conditions prescribed on the local model. Four text files were prepared 
containing this static data using python scripts prior to running local analyses. 
Code Listing 2 was used to generate a text file with time and displacements data 
from the global model output database. Code Listing 3 was used to generate text 
files with global and local model nodal position data.  
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Code Listing 1: global/local boundary conditions: user subroutine Fortran code 
 
C 
C     Author: Andrew C. Bergan 
C     email: acbergan@gmail.com 
C      revised: March, 2014 
C 
C     Based on code originally published by Frank A. Leone. PhD dissertation. 2010. 
C 
C*********************************************************************** 
C     WARNING: The use of COMMON block statements within these 
C              subroutines makes their joint use on any computer 
C              clusters inadvisable.  The UMAT and DISP subroutines 
C              can work independently if there are no COMMON block  
C              variables which need to be updated by either routine. 
C*********************************************************************** 
      SUBROUTINE UEXTERNALDB(LOP,LRESTART,TIME,DTIME,KSTEP,KINC) 
C*********************************************************************** 
C     This subroutine is designed to read the necessary input data 
C     from the global and local models and apply global/local boundary conditions. 
C 
C     Setup before running an analysis 
C      1. Run the preprocessor scripts to generate the four required 
C           input files: "LocalNodes.txt", "GlobalNodes.txt", 
C           "GlobalTime.txt", and "AllDisp.txt" 
C      2. Verify the full path to the input files is correct 
C      3. Set number of local driven nodes, AllLD 
C         Set number of global driving nodes, AllGD 
C         Set number of global time increments, TIncs 
C*********************************************************************** 
C 
      INCLUDE 'ABA_PARAM.INC' 
C 
      DIMENSION TIME(2) 
C*********************************************************************** 
C     These should be set for each analysis 
C 
C     External files 
C     File name that contains the global time data 
      CHARACTER*(*) GlobalTimeFile 
      PARAMETER (GlobalTimeFile = '_GlobalTime-185run02.txt') 
C 
C     File name that contains the global displacement and strain data 
      CHARACTER*(*) AllDataFile 
      PARAMETER (AllDataFile = '_AllData-185run02.txt') 
C 
C     File name that contains the global nodes 
      CHARACTER*(*) GlobalNodesFile 
      PARAMETER (GlobalNodesFile = '_GlobalNodes-rev21.txt') 
C 
C     File name that contains the local nodes 
      CHARACTER*(*) LocalNodesFile 
      PARAMETER (LocalNodesFile = '_LocalNodes-rev21.txt') 
C 
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C     File path 
      CHARACTER*(*) BasePath 
      PARAMETER (BasePath = '/scr1/bergan/PRSEUS/') 
C 
      CHARACTER*100 Path 
C 
C 
C   AllLD          Total number of local driven nodes in model 
C   AllGD          Total number of global driving nodes in model 
C   TIncs Number of time increments (in global analysis) 
C   LTfs  Local model time for each step 
C   ASDur          Axial step duration 
      INTEGER AllLD, AllGD, TIncs 
      PARAMETER (AllLD=937, AllGD=198, TIncs=32, LTfS=20, ASDur=1.85) 
C*********************************************************************** 
C 
C     Variable declarations 
C 
C     Useful constants and looping indices 
      PARAMETER (zero=0.D0, one=1.D0, two=2.D0) 
      INTEGER I, J, K, L 
C 
C     Vector containing global time increments, with length 
C      equal to TIncs 
      DOUBLE PRECISION GTimeInc(TIncs) 
C   
C     Array containing the current global displacement data       
      DOUBLE PRECISION GlobalDisp(AllGD,6) 
C      
C     Time at the end of the current increment 
      DOUBLE PRECISION KTime 
C 
C     Time interpolation factor 
      DOUBLE PRECISION TT 
C 
C     Array containing driven local node numbers, coordinates, global lower  
C      node, global upper node, on flange flag, on stringer web flag,  
C      interpolation coefficient lower, interpolation coefficient upper,  
C      10 columns: 
C      Local Node #, x, y, z, ln, un, of, osw, icl, icu 
      DOUBLE PRECISION LocalNodes(AllLD,10) 
C 
C     Array containing driving global node numbers and coordinates, 4 columns: 
C      Global Node #, x, y, z 
      DOUBLE PRECISION GlobalNodes(AllGD,4) 
C 
C     Array containing global displacement data for all time steps, # of  
C      columns = 6 * (# of Steps) + 1: 
C      Global Node #, u1, u2, u3, ur1, ur2, ur3 
      DOUBLE PRECISION AllDisp(AllGD,(6*TIncs)+1) 
C 
C     Common variables shared between calls to subroutines 
      COMMON LocalNodes, GlobalNodes, AllDisp, GTimeInc, GlobalDisp 
C 
C 
C*********************************************************************** 
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C     At the beginning of the analysis: 
      IF (LOP .EQ. 0) THEN 
C 
C     Open all external files 
      Path = BasePath // GlobalTimeFile 
      OPEN(unit = 101,file = Path,status = 'old', action = 'read') 
      Path = BasePath // LocalNodesFile 
      OPEN(unit = 102,file = Path,status = 'old', action = 'read') 
      Path = BasePath // GlobalNodesFile 
      OPEN(unit = 103,file = Path,status = 'old', action = 'read') 
      Path = BasePath // AllDataFile 
      OPEN(unit = 104,file = Path,status = 'old', action = 'read') 
C 
C     Read all the files into memory 
      READ(101,*) (GTimeInc(I), I=1,TIncs) 
      DO I = 1, AllLD 
        READ(102,*) (LocalNodes(I,J),J=1,10)     
      END DO 
      DO I = 1, AllGD 
        READ(103,*) (GlobalNodes(I,J),J=1,4)     
      END DO 
      DO I = 1, AllGD 
        READ(104,*) (AllDisp(I,J),J=1,(6*TIncs+1)) 
      END DO 
C 
C     Close the open files 
      CLOSE(101) 
      CLOSE(102) 
      CLOSE(103) 
      CLOSE(104) 
C 
C     Initialize GlobalDisp 
      DO I = 1, AllGD 
        DO J = 1, 6 
          GlobalDisp(I,J) = zero 
        END DO 
      END DO 
C     
C 
      END IF 
C 
C*********************************************************************** 
C     At the beginning of each increment: 
      IF (LOP .EQ. 1) THEN 
C 
C       Update the current time (normalized to global analysis times) 
        IF (KSTEP .EQ. 1) THEN 
          KTime = (TIME(2) + DTIME)/LTfS 
        ELSE 
          KTime = one + ((TIME(2) + DTIME) - LTfS)*ASDur/LTfS 
        END IF 
C 
C       Find where the current time fits within the global time steps available 
C        and compute the time interpolation factor, TT 
        DO I = 1, TIncs-1 
          IF(KTime.GT.GTimeInc(I).AND.KTime.LE.GTimeInc(I+1)) THEN 
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            TT=(KTime-GTimeInc(I))/(GTimeInc(I+1)-GTimeInc(I)) 
C 
C 
C           Write the interpolated global model displacements to GlobalDisp 
            DO L = 1, AllGD 
              DO K = 2+(I-1)*6, 7+(I-1)*6 
                GlobalDisp(L,K-(I-1)*6-1) = AllDisp(L,K) +  
     1TT * (AllDisp(L,K+6)-AllDisp(L,K)) 
              END DO 
            END DO 
C 
C           Print for debug 
          END IF 
        END DO        
 
      END IF 
      RETURN 
      END 
C 
C 
C 
C*********************************************************************** 
C*********************************************************************** 
      SUBROUTINE  DISP(U,KSTEP,KINC,TIME,NODE,NOEL,JDOF,COORDS) 
C*********************************************************************** 
C     This subroutine looks up the global nodes associated with the 
C     driven local nodes, calculates the appropriate local displacements 
C     from the position of the local nodes and the global displacements  
C     found in GlobalDisp. 
C*********************************************************************** 
C 
      INCLUDE 'ABA_PARAM.INC' 
C 
      DIMENSION U(3),TIME(2),COORDS(3) 
C*********************************************************************** 
C     User defined variables 
C 
C   AllLD          Total number of local driven nodes in model 
C   AllGD          Total number of global driving nodes in model 
C   TIncs     Number of time increments (in global analysis) 
      INTEGER AllLD, AllGD, TIncs 
      PARAMETER (AllLD=937, AllGD=198, TIncs=32) 
C 
C     Useful constants and looping indices 
      PARAMETER (zero=0.D0, one=1.D0, two=2.D0) 
      INTEGER I, J, K, L 
C 
C     Repeated to satisfy the common block 
      DOUBLE PRECISION LocalNodes(AllLD,10) 
      DOUBLE PRECISION GlobalNodes(AllGD,4) 
      DOUBLE PRECISION AllDisp(AllGD,(6*TIncs)+1) 
      DOUBLE PRECISION GTimeInc(TIncs)    
      DOUBLE PRECISION GlobalDisp(AllGD,6) 
C 
C     Global node numbers that bound the current local node (L=lower, U=upper) 
      INTEGER GNodeL, GNodeU 
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C 
C     Spatial interpolation coefficients for bounding global nodes (L=lower, U=upper) 
      DOUBLE PRECISION GNodeLCof, GNodeUCof 
C 
C     Original position of current local node 
      DOUBLE PRECISION LPos(3) 
C 
C     Current global displacements (L=lower, U=upper) 
      DOUBLE PRECISION GDispL(6), GDispU(6) 
C 
C     Original global positions (L=lower, U=upper) 
      DOUBLE PRECISION GPosL(3), GPosU(3) 
C 
C     Special case flags 
C     ss = shell spacing = offset of stringer flange shell from skin shell 
      LOGICAL OnFlange, OnStrWeb 
      REAL ss 
C 
C     Common variables shared between calls to subroutines 
      COMMON LocalNodes, GlobalNodes, AllDisp, GTimeInc, GlobalDisp 
C*********************************************************************** 
C 
C     Lookup loop to read conversion parameters and original local 
C      position for current node 
      LocalData1: DO I = 1, AllLD 
         IF (LocalNodes(I,1) .EQ. NODE) THEN 
C           Get information about corresponding global nodes 
            GNodeL = LocalNodes(I,5) 
            GNodeU = LocalNodes(I,6) 
            GNodeLCof = LocalNodes(I,9) 
            GNodeUCof = LocalNodes(I,10) 
C           Get original local position for the current node 
            DO J = 1, 3 
               LPos(J) = LocalNodes(I,J+1) 
            END DO 
C           Use ss = 0 if the nodes is on the stringer web 
            ss = 0.052 
            IF (LocalNodes(I,8).EQ.one) THEN 
              ss = 0. 
            END IF 
            EXIT LocalData1 
         END IF 
      END DO LocalData1 
C       
C     Read current global disp. and original global position data 
      GlobalLower1: DO I = 1, AllGD 
        IF (GlobalNodes(I,1) .EQ. GNodeL) THEN 
          DO J = 1, 6 
            GDispL(J) = GlobalDisp(I,J) 
          END DO 
          DO J = 1, 3 
            GPosL(J) = GlobalNodes(I,J+1) 
          END DO 
          EXIT GlobalLower1 
        END IF 
      END DO GlobalLower1 
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C 
      GlobalUpper1: DO I = 1, AllGD 
        IF (GlobalNodes(I,1) .EQ. GNodeU) THEN 
          DO J = 1, 6 
            GDispU(J) = GlobalDisp(I,J) 
          END DO 
          DO J = 1, 3 
            GPosU(J) = GlobalNodes(I,J+1) 
          END DO 
          EXIT GlobalUpper1 
        END IF 
       END DO GlobalUpper1 
C 
C     Calculate component of current local displacement or rotation 
      SELECT CASE (JDOF) 
      CASE (1) 
         U(1) = GNodeLCof*GDispL(1) + GNodeUCof*GDispU(1) 
      CASE (2) 
         U(1) = GNodeLCof*(GDispL(2) - GDispL(6)*ss) + 
     1    GNodeUCof*(GDispU(2) - GDispU(6)*ss) 
      CASE (3) 
         U(1) = GNodeLCof*(GDispL(3) + GDispL(5)*ss) +  
     1    GNodeUCof*(GDispU(3) + GDispU(5)*ss) 
      CASE (4) 
         U(1) = GNodeLCof*GDispL(4) + GNodeUCof*GDispU(4) 
      CASE (5) 
         U(1) = GNodeLCof*GDispL(5) + GNodeUCof*GDispU(5) 
      CASE (6) 
         U(1) = GNodeLCof*GDispL(6) + GNodeUCof*GDispU(6) 
      END SELECT 
C 
C 
      RETURN 
      END 
C*********************************************************************** 
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Code Listing 2: global/local boundary conditions: ODB processor 
 
# 
# This program outputs two files for input to the adaptive boundary condition subroutine. 
# The first file is called '_GlobalTime.txt' and contains on line with the time increments 
# The second file  is '_allData.txt' which contains the displacements and transverse shear 
# strains. 
 
print '' 
print '' 
print '-------------------------------------------------------------------------------------- ' 
print ' Running DISP-ODB input file script' 
print '' 
 
 
 
# imports 
import abaqusConstants 
from visualization import * 
from sys import exit 
 
 
# Parameters 
# --------------------------------------------------------------------------------------  
 
# output files 
fileName = '_AllData-185run02.txt' 
meta = '_GlobalTime-185run02.txt' 
log = '_DISP-ODBpreprocessor-185run02.log' 
l = open(log, 'w') 
 
# Debug 
debugToTerm = True 
debugToFile = True 
metaOnly = False 
 
# ODB name 
odbName = 'III-185-C_run02.odb' 
 
# part instance name 
gmPartInstance = 'PART-1-1' 
 
# Node set containing the entire global/local boundary edge 
GLEdgeSetName = 'LOCALREGION03-NODES' 
 
# Coordinate system 
cylindricalCoords = True 
 
# Special Nodes 
# Nodes on stringer rod - transverse shear strain is set to zero 
NodesToSetSEZero = (201680, 202046) 
# Nodes at stringer web/flange intersection 
NodesAtWFInt = (12909, 12600, 20751, 21062) 
 
# Step and frame to use for initialization for SE 
initStep = 'Pressure' 
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initFrame = 0 
 
 
# Functions 
# --------------------------------------------------------------------------------------  
 
def debug(msg): 
    """ 
    Prints a debug message 
    """ 
    msg = msg + '\n' 
     
    if debugToTerm: 
        print msg 
    if debugToFile: 
        l.write(msg) 
 
 
# GLOBAL MODEL DATA 
# --------------------------------------------------------------------------------------  
 
# Open the odb, get a scratch copy 
myOdb = openOdb(path=odbName) 
 
# Get the odb meta data 
NumberOfTimeIncrements = 0 
TimeIncrements = list() 
# Loop through each step 
for stepKey in myOdb.steps.keys(): 
    stepStartTime = myOdb.steps[stepKey].totalTime 
    # Loop through each frame (increment) 
    for frame in myOdb.steps[stepKey].frames: 
        time = stepStartTime + frame.frameValue 
        TimeIncrements.append(time) 
        NumberOfTimeIncrements += 1 
 
# Store the nodeset and nodes along the G/L boundary 
GLEdgeSet = myOdb.rootAssembly.instances[gmPartInstance].nodeSets[GLEdgeSetName] 
GLEdgeSetNodes = 
myOdb.rootAssembly.instances[gmPartInstance].nodeSets[GLEdgeSetName].nodes 
totalNumberGlobalNodes = len(GLEdgeSetNodes) 
debug('INFO: Nodeset {0} has {1} nodes'.format(str(GLEdgeSetName), 
str(totalNumberGlobalNodes))) 
 
# Write meta data 
m = open(meta, 'w') 
m.write(', '.join(str(x) for x in TimeIncrements)) 
m.close() 
 
if metaOnly: 
    print '[INFO] Exiting because the metaOnly option was set' 
    raise 'Exiting' 
 
# Loop through the nodes on the G/L boundary for initialization 
displacementData = list() 
for node in GLEdgeSetNodes: 
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    # Initialize the output matrix with the node numbers 
    displacementData.append([node.label]) 
 
# Setup a cylindrical coordinate system 
if cylindricalCoords: 
    cylCsysObj = myOdb.rootAssembly.DatumCsysByThreePoints(name='CSYS-1', 
coordSysType=CYLINDRICAL, origin=(0.0, 0.0, 0.0), point1=(1.0, 0.0, 0.0), point2=(0.0, 1.0, 
0.0)) 
 
# Get the boundary displacement data to record for each step and each frame 
for step in myOdb.steps.keys(): 
    for frame in myOdb.steps[step].frames: 
        debug('INFO: Current step: {0}; {1}'.format(step, frame.description)) 
         
        # Get the fieldOutput objects that have the results for the set 
        # Transform coordinates if necessary 
        if cylindricalCoords: 
            fieldOutputU = 
frame.fieldOutputs['U'].getSubset(region=GLEdgeSet).getTransformedField(datumCsys=cylCsys
Obj) 
            fieldOutputUR = 
frame.fieldOutputs['UR'].getSubset(region=GLEdgeSet).getTransformedField(datumCsys=cylCsy
sObj) 
        else: 
            fieldOutputU = frame.fieldOutputs['U'].getSubset(region=GLEdgeSet) 
            fieldOutputUR = frame.fieldOutputs['UR'].getSubset(region=GLEdgeSet) 
         
        # Get the values 
        currentU = fieldOutputU.values 
        currentUR = fieldOutputUR.values 
         
        # Get the data for each node in the nodeset for the G/L boundary 
        for i in range(0,len(GLEdgeSetNodes)): 
             
            debug('INFO: Collecting data for, node {0} of {1}'.format(str(i+1), 
str(totalNumberGlobalNodes))) 
             
            # Add the row to the displacementData for nodal output 
            displacementData[i].extend(currentU[i].data) 
            displacementData[i].extend(currentUR[i].data) 
 
# Open the output file 
debug('INFO: Writing data to file') 
f = open(fileName, 'w') 
for row in displacementData: 
    line  = ', '.join(str(x) for x in row) 
    line += '\n' 
    f.write(line) 
 
 
f.close() 
l.close() 
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Code Listing 3: global/local boundary conditions: MDB processor 
 
 
#   Purpose: Creates a text file for input to abaqus user subroutine DISP 
# 
#   Output files 
#     Local: Contains a row for each local node on the G/L boundary with the following columns 
#       Columns: node #, coor x, coor y, coor z, onFlange, onStrWeb, Global node # U, Global node 
# L, Interp Coeff U, Interp Coeff L 
# 
#     Global: Contains a row for each global node one the G/L boundary with the following 
columns 
#       Columns: node #, coor x, coor y, coor z 
# 
# 
# --------------------------------------------------------------------------------------  
 
print '' 
print '' 
print '-------------------------------------------------------------------------------------- ' 
print ' Running DISP input file script' 
print '' 
 
# Imports 
import abaqusConstants 
from visualization import * 
from sys import exit 
import math 
 
 
# Parameters 
# --------------------------------------------------------------------------------------  
 
# output files 
fileNameLocal = '_LocalNodes-rev12.txt' 
fileNameGlobal = '_GlobalNodes-rev12.txt' 
log = '_DISP-Modelpreprocessor-rev12.log' 
l = open(log, 'w') 
 
# lm = localModel name 
lm = 'Local - rev12' 
gm = 'Phase III - rev08' 
 
# Part instance name 
lmPartInstance = 'meshpart-1' 
gmPartInstance = 'PART-1-1' 
 
# To speed things up for debugging, allow skipping global model stuff 
processGlobalModel = True 
 
# Run check to make sure interp coefficients are valid 
checkInterpCoeff = True 
 
# Coordinate system 
cylindricalCoords = True 
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# If set to true, radial difference between the global and local 
# model is ignored when finding global nodes to interpolate from 
# Makes computations in radial coordinates 
global ignoreRadialOffset 
ignoreRadialOffset = True 
 
# Debug 
debugToTerm = True 
debugToFile = True 
 
# Global specific 
#*********** 
# Node set containing the entire global/local boundary edge 
gmGLEdgeSet = 'LocalRegion03-Nodes' 
gmGLEdgeSkinSet = 'LocalRegion03-NodesSkin' 
gmGLEdgeWebSet = 'LocalRegion03-NodesWeb' 
 
# Local specific 
#*********** 
# Geometry (or node) set containing the entire global/local boundary edge 
lmGLEdgeGSet = 'GLEdge' 
# Geometry (or node) set containing the stiffener global/local boundary edge 
lmGLEdgeFlangeGSet = 'GLEdgeStiffener' 
# Geometry (or node) set containing the stringer web global/local boundary edge 
lmGLEdgeStrWebGSet = 'GLEdgeStringerWeb' 
 
# Functions 
# --------------------------------------------------------------------------------------  
 
def cylindricalCoors(rectangularCoors): 
    """ 
    Computes cylindrical coordinates from rectangular coordinates 
    """ 
    x = rectangularCoors[0] 
    y = rectangularCoors[1] 
    z = rectangularCoors[2] 
    r = sqrt(x**2 + y**2) 
    if (x == 0 and y == 0): 
        t = 0 
    elif (x >= 0): 
        t = asin(y/r) 
    else: 
        t = -1*asin(y/r) + pi 
    return (r, t, z) 
 
def nodeDistance(node1, node2, direction=0): 
    """ 
    Calculates the distance between two nodes. 
    Optional argument direction is to specify major coordinate along which to 
    compute the distance. Can be 1,2,3 or 0 where 0 means distance in 3-space 
    and 1,2,3 or correspond to the 1-, 2-, and 3- global directions respectively. 
    Specifying 4,5, or 6 for direction ignores the corresponding 1,2, or 3  
    direction in the distance computation. 
    """ 
     
    if direction not in range(0,7): 
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        raise ArgumentError('direction argument must be 0,1,2, or 3') 
     
    if ignoreRadialOffset: 
        coors1 = cylindricalCoors(node1.coordinates) 
        coors2 = cylindricalCoors(node2.coordinates) 
    else: 
        coors1 = node1.coordinates 
        coors2 = node2.coordinates 
     
    if direction == 0: 
        distance = sqrt((coors1[0]-coors2[0])**2 + (coors1[1]-coors2[1])**2 + (coors1[2]-
coors2[2])**2) 
    elif direction == 4: 
        distance = sqrt((coors1[1]-coors2[1])**2 + (coors1[2]-coors2[2])**2) 
    elif direction == 5: 
        distance = sqrt((coors1[0]-coors2[0])**2 + (coors1[2]-coors2[2])**2) 
    elif direction == 6: 
        distance = sqrt((coors1[0]-coors2[0])**2 + (coors1[1]-coors2[1])**2) 
    else: 
        distance = coors1[direction-1]-coors2[direction-1] 
         
    return distance 
   
def adjacentNodeDistance(adjNodes, refNode, dir=0): 
    """ 
    Takes a list of nodes as input and returns a dict of 
    abs distances to the reference node 
    """ 
     
    distances = dict() 
    for node in adjNodes: 
        distances[abs(nodeDistance(node, refNode, dir))] = node 
    return distances 
 
def vectorBetweenNodes(node1, node2): 
    """ 
    Returns the vector from node1 to node2 
    The output is a three-component list 
     
    """ 
     
    x = node1.coordinates[0]-node2.coordinates[0] 
    y = node1.coordinates[1]-node2.coordinates[1] 
    z = node1.coordinates[2]-node2.coordinates[2] 
     
    return (x,y,z) 
 
def vectorMagnitude(vec): 
    """ 
    Returns the magnitude of a vector, assumes vector is 3-component list 
    """ 
     
    return sqrt(vec[0]**2+vec[1]**2+vec[2]**2) 
 
def vectorDotProduct(vec1, vec2): 
    """ 
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    Computes the dot product of 2 vectors, where vectors are 3-component lists 
    """ 
     
    out=0 
    for i in range(3): 
        out+= vec1[i] * vec2[i] 
    return out     
 
def vectorProjectionMag(vec1, vec2): 
    """ 
    Returns the magnitude of the projection of vec1 onto vec2 
    """ 
    return vectorDotProduct(vec1,vec2)/vectorMagnitude(vec2) 
 
def vectorAngleBetween(vec1, vec2): 
    """ 
    Returns the angle between the vectors 1 and 2 (in radians) 
    """ 
    return acos(vectorDotProduct(vec1, vec2)/(vectorMagnitude(vec1) * vectorMagnitude(vec2))) 
 
def getCorrespondingNodes(coordinates, globalNodeSubset): 
    """ 
    Returns a node sequence of global model nodes near the specified 
    local model node. Searches for global nodes contained within the 
    globalNodeSubset 
    """ 
     
    # Location tolerance 
    tolerance = (0.5, 0.5, 0.5) 
     
    tolIncreaseCounter = 0 
     
    # Initial tolerances 
    xMin = coordinates[0] - tolerance[0] 
    xMax = coordinates[0] + tolerance[0] 
    yMin = coordinates[1] - tolerance[1] 
    yMax = coordinates[1] + tolerance[1] 
    zMin = coordinates[2] - tolerance[2] 
    zMax = coordinates[2] + tolerance[2] 
     
    while True: 
        potentialNodes = globalNodeSubset.getByBoundingBox(xMin, yMin, zMin, xMax, yMax, 
zMax) 
        numMatches = len(potentialNodes) 
        if numMatches >= 3: 
            return potentialNodes 
        else: 
            if tolIncreaseCounter >= 20: 
                print xMin, yMin, zMin, xMax, yMax, zMax 
                raise 'Cannot find matching nodes for this location' 
            else: 
                print 'WARNING: Increasing tolerance to find a matching node' 
                tolIncreaseCounter = tolIncreaseCounter + 1 
                xMin = xMin - tolerance[0] 
                xMax = xMax + tolerance[0] 
                yMin = yMin - tolerance[1] 
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                yMax = yMax + tolerance[1] 
                zMin = zMin - tolerance[2] 
                zMax = zMax + tolerance[2] 
     
def debug(msg): 
    """ 
    Prints a debug message 
    """ 
    msg = msg + '\n' 
     
    if debugToTerm: 
        print msg 
    if debugToFile: 
        l.write(msg) 
     
# GLOBAL MODEL DATA 
# -------------------------------------------------------------------------------------- 
if processGlobalModel: 
    f = open(fileNameGlobal, 'w') 
 
    # Get an array of the global nodes on the global/local boundary edge 
    gmGLEdgeNodes = list() 
    gmGLEdgeNodesSkin = list() 
    gmGLEdgeNodesStiffener = list() 
    for node in 
mdb.models[gm].rootAssembly.instances[gmPartInstance].sets[gmGLEdgeSet].nodes: 
        gmGLEdgeNodes.append(node) 
         
        # Check for nodes locations 
        if node in 
mdb.models[gm].rootAssembly.instances[gmPartInstance].sets[gmGLEdgeSkinSet].nodes: 
            gmGLEdgeNodesSkin.append(node) 
        if node in 
mdb.models[gm].rootAssembly.instances[gmPartInstance].sets[gmGLEdgeWebSet].nodes: 
            gmGLEdgeNodesStiffener.append(node) 
         
        # Convert to cylindrical coordinates if required 
        if cylindricalCoords: 
            x1 = math.sqrt(node.coordinates[0]**2 + node.coordinates[1]**2) 
            x2 = atan(node.coordinates[1]/node.coordinates[0]) 
            x3 = node.coordinates[2] 
        else: 
            x1 = node.coordinates[0] 
            x2 = node.coordinates[1] 
            x3 = node.coordinates[2]  
         
        # Write the data to the global data file 
        line = str(node.label) + ', ' +\ 
               str(x1) + ', ' + \ 
               str(x2) + ', ' + \ 
               str(x3) + '\n' 
        f.write(line) 
    f.close() 
 
# LOCAL MODEL DATA 
# --------------------------------------------------------------------------------------  
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# Get an array of the local nodes on the stiffener global/local boundary edge 
lmGLEdgeFlangeNodes = list() 
for node in 
mdb.models[lm].rootAssembly.instances[lmPartInstance].sets[lmGLEdgeFlangeGSet].nodes: 
    lmGLEdgeFlangeNodes.append(node.label) 
debug('INFO: Found local model flange nodes') 
 
# Get an array of the local nodes on the stringer web global/local boundary edge 
lmGLEdgeStrWebNodes = list() 
for node in 
mdb.models[lm].rootAssembly.instances[lmPartInstance].sets[lmGLEdgeStrWebGSet].nodes: 
    lmGLEdgeStrWebNodes.append(node.label) 
debug('INFO: Found local model stringer web nodes') 
 
# Write local data which are on the global\local boundary 
f = open(fileNameLocal, 'w') 
count = 0 
totalNumberLocalNodes = 
len(mdb.models[lm].rootAssembly.instances[lmPartInstance].sets[lmGLEdgeGSet].nodes) 
debug('INFO: Looping through all local nodes on G/L boundary') 
# Loop through all local nodes on the G/L boundary 
for node in mdb.models[lm].rootAssembly.instances[lmPartInstance].sets[lmGLEdgeGSet].nodes: 
     
    # Check where the local node is located 
    if node.label in lmGLEdgeFlangeNodes:  
        onFlange = 1  
        onStrWeb = 0 
        globalNodeSubsetName = gmGLEdgeSkinSet 
    elif node.label in lmGLEdgeStrWebNodes: 
        onFlange = 0 
        onStrWeb = 1 
        onCurvedEdge = True 
        globalNodeSubsetName = gmGLEdgeWebSet 
    else:  
        onFlange = 0 
        onStrWeb = 0 
        globalNodeSubsetName = gmGLEdgeSkinSet 
    globalNodeSubset = 
mdb.models[gm].rootAssembly.instances[gmPartInstance].sets[globalNodeSubsetName].nodes 
     
    # Identify adjacent global nodes 
    # First identify a set of nodes close by in the z-direction 
    adjNodeDistances = dict() 
    potentialNodes = getCorrespondingNodes(node.coordinates, globalNodeSubset) 
    for gn in potentialNodes: 
        # Additional filter to speed things up (only applies using cyl coords) 
        if ignoreRadialOffset: 
            dir = 4 
        else: 
            dir = 0 
        distance = abs(nodeDistance(node, gn, dir)) 
        adjNodeDistances[distance] = gn 
             
     
     
    # Find the first adjacent global nodes at the shortest distance away 
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    distances = adjNodeDistances.keys() 
    distances.sort(reverse=True) 
    lowerKey = distances.pop() 
    lowerNode = adjNodeDistances[lowerKey] 
     
    # Find the vector from the lower node to the local node 
    vlower2local = vectorBetweenNodes(lowerNode, node) 
     
    # Check the next nearest node until we find one that bounds the local node 
    # Extreme case is when the local node and lower node coincide, then we just pick the 2nd 
closest as the upper 
    if abs(lowerKey) < 0.001: 
        debug('WARNING: Local node {0} coincides with global node {1}'.format(str(node.label), 
str(lowerNode.label))) 
        upperKey = distances.pop() 
        upperNode = adjNodeDistances[upperKey] 
        interpCoeffLower = 1 
        interpCoeffUpper = 0 
    else: 
        lookingForBoundingNode = True 
        while lookingForBoundingNode: 
            upperTrialKey = distances.pop() 
            upperTrialNode = adjNodeDistances[upperTrialKey] 
             
            # Find the vector from the lower node to the upper node 
            vlower2upper = vectorBetweenNodes(lowerNode, upperTrialNode) 
             
            # Check if it's along a similar direction as the vector from lower to local 
            angle = vectorAngleBetween(vlower2local, vlower2upper) 
            if  angle < 1.6: 
                upperKey = upperTrialKey 
                upperNode = upperTrialNode 
                lookingForBoundingNode = False 
            else: 
                # The next nearest global node is not in the proper area, need to try again 
                debug('WARNING: For local node {0}, a global upper boundary node {1} was tried, 
but found out of range (lower node: {2})'.format(str(node.label), str(upperTrialNode.label), 
str(lowerNode.label))) 
                debug('WARNING: Angle calculated was {0}'.format(str(angle))) 
                debug('WARNING: Distance to lower node {0} and to upper node 
{1}'.format(str(lowerKey), str(upperTrialKey))) 
                if len(distances) < 1: 
                    raise ValueError('Could not find the proper upper boundary node') 
                 
     
        # Find the vector from the lower node to the upper node 
        vlower2upper = vectorBetweenNodes(lowerNode, upperNode) 
         
        # Find the magnitude of the projection of vlower2local onto vlower2upper 
        vProjectMag = vectorProjectionMag(vlower2local, vlower2upper) 
         
        # Calculate the interpolation coefficient as ratio of vProjectMag to mag(vlower2upper) 
        interpCoeffLower = 1-vProjectMag/vectorMagnitude(vlower2upper) 
        interpCoeffUpper = 1-interpCoeffLower 
         
        # Check for errors 
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        if checkInterpCoeff: 
            interpSum = (interpCoeffLower + interpCoeffUpper) 
            if interpCoeffLower < 0 or interpCoeffLower > 1 or interpSum > 1 or interpSum < 0.9: 
                debug('ERROR: Local node {0}'.format(str(node))) 
                debug('ERROR: Global lower node {0}, lower interpolation coefficient {1}, distance 
{2}'.format(str(lowerNode.label), str(interpCoeffLower), str(lowerKey))) 
                debug('ERROR: Global upper node {0}, upper interpolation coefficient {1}, distance 
{2}'.format(str(upperNode.label), str(interpCoeffUpper), str(upperKey))) 
                raise ValueError('Lower interpolation coefficient was found out of range') 
             
             
    # For telling the user the progress as the script runs 
    count = count + 1; 
    debug('INFO: Finished local node loop iteration {0} of {1}'.format(str(count), 
str(totalNumberLocalNodes))) 
    debug('INFO: For local node # {0}, found adjacent global nodes {1} and 
{2}'.format(str(node.label), str(lowerNode.label), str(upperNode.label))) 
    debug('INFO: Interpolation coefficients: upper = {0} and lower = 
{1}'.format(str(interpCoeffUpper), str(interpCoeffLower))) 
     
     
    # Convert to cylindrical coordinates if required 
    if cylindricalCoords: 
        x1 = math.sqrt(node.coordinates[0]**2 + node.coordinates[1]**2) 
        x2 = atan(node.coordinates[1]/node.coordinates[0]) 
        x3 = node.coordinates[2] 
    else: 
        x1 = node.coordinates[0] 
        x2 = node.coordinates[1] 
        x3 = node.coordinates[2]  
                
    # Write the line to the local nodes file 
    line = str(node.label) + ', ' +\ 
           str(x1) + ', ' + \ 
           str(x2) + ', ' + \ 
           str(x3) + ', ' + \ 
           str(lowerNode.label) + ', ' + \ 
           str(upperNode.label) + ', ' + \ 
           str(onFlange) + ', ' + \ 
           str(onStrWeb) + ', ' + \ 
           str(interpCoeffLower) + ', ' + \ 
           str(interpCoeffUpper) + '\n' 
    f.write(line) 
f.close() 
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B.2. Damage Length Extraction 
Crack length measurements calculated from the local model were obtained 
using a python script. This was implemented as a time saving measure; manual 
extraction of the crack length yields an equivalent result. 
  
422 
 
Code Listing 4: calculate damage length from local model results database 
 
import abaqusConstants 
from visualization import * 
 
 
# The following variables need to be set for each use 
odb = session.odbs['C:/Users/acb44/Documents/Research/Abaqus/Panel Model/Local-rev21-
run34.odb'] 
p=session.paths['Path-IML'] 
basename = 'coh-rev21-run34' 
xyDataNamePrefix = basename + '-IML' 
loadPercentIncrement = 0.01 
 
# Step time parameters 
stepTimeGlobal = {'Pressure':1, 'Axial':2} 
stepTimeLocal = {'Pressure':20, 'Axial':20} 
 
# Global axial load parameters 
globalAxialLoad = {'Pressure':991, 'Axial':16852} 
axialNormLoad = 9109 
 
print "Running ------------------------" 
 
# Init 
frames = odb.steps['Axial'].frames 
xyDataAD0 = list() 
xyDataAD1 = list() 
percentDLL = list() 
 
xy_result = session.XYDataFromHistory(name='_temp', odb=odb, steps=('Axial',), 
outputVariableName='Logarithmic strain components: LE11 at Element 31 Int Point 1 Sec Pt 
SNEG, (fraction = -1:0), Layer = 1 in ELSET SG-44', ) 
timeVector = [x for (x,y) in xy_result] 
 
lastFrameLoad = 0 
# Loop through each frame 
print len(frames) 
for index in range(0, len(frames)-1): 
     
    # Only load needed frames 
    if index > len(timeVector)-1: 
        break 
    time = timeVector[frames[index].incrementNumber] 
    # Global time 
    if time < stepTimeLocal['Pressure']: 
        globalTime = time/stepTimeLocal['Pressure'] 
    else: 
        globalTime = stepTimeGlobal['Pressure']+(time-
stepTimeLocal['Pressure'])*stepTimeGlobal['Axial']/stepTimeLocal['Axial'] 
     
    # Axial load 
    if time < stepTimeLocal['Pressure']: 
        axialLoad = globalTime*globalAxialLoad['Pressure'] 
    else: 
        slope = (globalAxialLoad['Axial']-globalAxialLoad['Pressure'])/(stepTimeGlobal['Axial']) 
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        intercept = globalAxialLoad['Pressure'] - slope 
        axialLoad = slope*globalTime + intercept 
    currentFrameLoad = axialLoad/axialNormLoad 
     
    if (currentFrameLoad-loadPercentIncrement) < lastFrameLoad: 
        continue 
    else: 
        lastFrameLoad = currentFrameLoad 
        print 'Using increment at {0}% DLL'.format(str(currentFrameLoad*100)) 
        frame = frames[index] 
     
    print "Debug, frame number: " + str(frame.frameId) 
    print "Index: " + str(index) 
     
    # Get the time for the current frame 
    time = frame.frameValue 
     
    # Store load level 
    percentDLL.append((time, currentFrameLoad)) 
     
    # Get the SDEG along the crack path 
    n = '_SDEG-frame-' + str(frame.frameId) 
    xyData = session.XYDataFromPath(name=n, path=p, includeIntersections=False, 
shape=UNDEFORMED, labelType=TRUE_DISTANCE, frame=index) 
     
    # Find the two crack lengths from the xyData 
    aD1 = 0.0 
    aD0 = 0.0 
    aD0Found = False 
    firstPair = True 
    for xyPair in xyData.data: 
        xVal = xyPair[0] 
        yVal = str(xyPair[1]) 
        if firstPair and yVal == '0.0': 
            break 
        if yVal == '1.0': 
            aD1 = float(xVal) 
        if yVal == '0.0': 
            aD0 = float(xVal) 
            aD0Found = True 
        firstPair = False 
        if aD0Found: 
            break 
     
    print aD1 
    print aD0 
     
    # Group data for the frame into a tuple 
    xyDataAD0.append((time, aD0)) 
    xyDataAD1.append((time, aD1)) 
     
# Create an XYDataObject' 
session.XYData(name=(xyDataNamePrefix + '-aD0'), data=tuple(xyDataAD0)) 
session.XYData(name=(xyDataNamePrefix + '-aD1'), data=tuple(xyDataAD1)) 
session.XYData(name=(basename + '-percentDLL'), data=tuple(percentDLL)) 
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