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Quem fez da mode´stia uma virtude esperava que todos
passassem a falar de si pro´prios como se fossem idiotas.
O que e´ a mode´stia sena˜o uma humildade hipo´crita,
atrave´s da qual um homem pede perda˜o por ter
as qualidades e os me´ritos que os outros na˜o teˆm?
Arthur Schopenhauer
Nunca se queixe, nunca se explique, nunca se desculpe.
Aja ou saia, fac¸a ou va´ embora.
Nelson Jobim
O correr da vida embrulha tudo. A vida e´ assim: esquenta
e esfria, aperta e da´ı afrouxa, sossega e depois desinquieta.
O que ela quer da gente e´ coragem.
Guimara˜es Rosa
Embora o mundo viva me machucando e me ferindo,
nunca mudarei. O mundo na˜o tem forc¸as para me mudar.
Mas, infelizmente, tambe´m na˜o tenho forc¸as para mudar o mundo.
Enta˜o fica assim, essa eterna queda de brac¸os, sem vencedor.
v
Resumo
Neste trabalho provamos um teorema que faz a classificac¸a˜o completa dos grupos de sime-
trias de Lie da equac¸a˜o semilinear de Kohn - Laplace no grupo de Heisenberg tridimensional.
Uma vez que tal equac¸a˜o possui estrutura variacional, determinamos quais sa˜o suas simetrias
de Noether e a partir delas estabelecemos suas respectivas leis de conservac¸a˜o.
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Abstract
In this work, we carry out a complete group classification of Lie point symmetries of semilin-
ear Kohn - Laplace equations on the three-dimensional Heisenberg group. Since this equation
has variational structure, we determine which of its symmetries are Noether’s symmetries. Then
we establish their respectives conservation laws.
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Cap´ıtulo 1
Introduc¸a˜o
Nas de´cadas finais do se´culo XIX Sophus Lie introduziu a noc¸a˜o de grupos cont´ınuos
de transformac¸o˜es, atualmente conhecidos por grupos de Lie, com o objetivo de unificar e
estender va´rios me´todos de se obter soluc¸o˜es de equac¸o˜es diferenciais, ordina´rias ou parciais,
que culminou com o surgimento de uma nova vertente em Matema´tica: a Teoria de Lie. O
resultado do trabalho de Lie em equac¸o˜es diferenciais e´ o que hoje chamamos de simetrias de
Lie de equac¸o˜es diferenciais.
A Grupo - Ana´lise constitui-se na utilizac¸a˜o da teoria dos Grupos Cont´ınuos de Trans-
formac¸o˜es na resoluc¸a˜o de problemas de Ana´lise ou Equac¸o˜es Diferenciais e e´ um me´todo geral-
mente conhecido de descric¸a˜o das simetrias dos modelos matema´ticos cont´ınuos. Tal abordagem
adve´m da teoria dos grupos cont´ınuos de transformac¸o˜es desenvolvidos por Lie.
Desde o in´ıcio, os propo´sitos de Lie eram os da criac¸a˜o de uma teoria completa sobre a
integrac¸a˜o de equac¸o˜es diferenciais, mas todo seu trabalho, nos problemas de integrac¸a˜o, acabou
sendo basicamente esquecido. Supo˜e-se que isso tenha sido causado pelo fato que seus me´todos
de integrac¸a˜o desenvolvidos ate´ enta˜o na˜o consistiam uma ferramenta matema´tica universal,
no sentido que nem todos os sistemas de equac¸o˜es diferenciais possuiam grupos na˜o triviais de
transformac¸o˜es.
Um grupo de simetrias de um sistema de equac¸o˜es diferenciais parciais e´ um grupo de
transformac¸o˜es que aplica quaisquer sistema de soluc¸a˜o do sistema em outra soluc¸a˜o do sistema.
Do ponto de vista de Lie, tal grupo depende apenas de paraˆmetros cont´ınuos e consiste de
transformac¸o˜es de pontos agindo no espac¸o das varia´veis independentes e dependentes, ou
enta˜o, com mais generalidade, transformac¸o˜es de contato (simetrias de contato) agindo no
espac¸o na˜o so´ das varia´veis independentes e dependentes, mas tambe´m das primeiras derivadas.
Tais simetrias na˜o sera˜o tratadas nesta tese.
No presente trabalho, as aplicac¸o˜es de grupos cont´ınuos a`s equac¸o˜es diferenciais na˜o fara˜o
uso dos aspectos globais da teoria de grupos de Lie. Elas usam grupos de transformac¸o˜es de Lie
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localmente conexos. Os teoremas fundamentais de Lie (apresentados no Cap´ıtulo 2) mostram
que tais grupos sa˜o completamente caracterizados pelos seus geradores infinitesimais, que por
sua vez, formam uma a´lgebra de Lie determinada pelas constantes de estrutura.
Os grupos de transformac¸o˜es de Lie e seus geradores infinitesimais podem ser naturalmente
estendidos, ou prolongados, de modo a agirem no espac¸o das varia´veis independentes, depen-
dentes e derivadas parciais das varia´veis dependentes, de qualquer ordem, gerando assim um
sistema linear homogeˆneo sobre-determinando de equac¸o˜es diferenciais nos termos dos geradores
infinitesimais, as chamadas equac¸o˜es determinantes (determining equations).
Se um sistema de equac¸o˜es diferenciais parciais e´ invariante sob a ac¸a˜o de um grupo de
transformac¸o˜es de pontos de Lie, podemos encontrar, construtivamente, soluc¸o˜es especiais,
chamadas soluc¸o˜es invariantes, que sa˜o invariantes sob a ac¸a˜o de algum subgrupo do grupo
total admitido pelo sistema. Tais soluc¸o˜es resultam da soluc¸a˜o de um sistema de equac¸o˜es
diferenciais parciais reduzido, com menos varia´veis independentes, sendo uma ferramenta u´til
no trabalho de se encontrar soluc¸o˜es de uma equac¸a˜o diferencial.
No comec¸o do se´culo XX Noether mostrou a conexa˜o entre as simetrias de uma integral
de ac¸a˜o (simetrias variacionais ou de divergeˆncia) e as leis de conservac¸a˜o para as equac¸o˜es
de Euler - Lagrange correspondentes. Tais simetrias deixam as equac¸o˜es de Euler - Lagrange
invariantes, fazendo assim uma conexa˜o direta entre a teoria desenvolvida por Lie e a F´ısica.
O enfoque dado por Lie a`s equac¸o˜es diferenciais foi utilizado por pesquisadores mais voltados
a`s aplicac¸o˜es, uma vez que os modelos usados em F´ısica possuem, via de regra, simetrias ba´sicas
descritas por grupos de transformac¸o˜es.
Nos u´ltimos anos diversos trabalhos teˆm sido feitos utilizando-se a teoria de simetrias de
Lie, desde trabalhos notoriamente voltados para a Matema´tica (vide por exemplo [1, 10, 11,
14, 15, 34, 35, 36, 37, 57, 80]), como trabalhos em F´ısica ([2, 12, 44, 58, 61, 67]).
Mais recentes que a teoria de simetrias de Lie sa˜o os chamados grupos de Heisenberg Hn.
Tais grupos teˆm suas origens nas regras de comutac¸a˜o da Mecaˆnica Quaˆntica (vide [47] e [81])
e desde a de´cada de 1970 teˆm sido estudados por pesquisadores de diversas a´reas, como por
exemplo, a geometria alge´brica e diferencial (vide [46, 68, 70, 71, 74]), ana´lise real e complexa
(vide [7, 8, 13, 40, 48, 49, 55, 56, 65, 75, 79]) e F´ısica - Matema´tica (vide [39, 62, 77]). A tais
grupos sera´ dedicado posteriormente um cap´ıtulo.
O objetivo do presente trabalho e´ classificar os grupos de simetrias, encontrar as simetrias
variacionais e de divergeˆncia e estabelecer as leis de conservac¸a˜o associadas a`s simetrias de
Noether da equac¸a˜o semilinear Kohn - Laplace no grupo de Heisenberg H1
∆H1u+ f(u) = 0. (1.1)
A tese esta´ estruturada da seguinte maneira:
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• Ao Cap´ıtulo 2 reservamos a teoria ba´sica das simetrias de Lie, ca´lculo variacional e o
Teorema de Noether.
• O Cap´ıtulo 3 e´ dedicado a uma introduc¸a˜o aos grupos de Heisenberg Hn, com eˆnfase em
n = 1, onde discutimos algumas propriedades geome´tricas do mesmo.
• No Cap´ıtulo 4 apresentamos um resumo geral de resultados recentes no grupo de Heisen-
berg na a´rea de Ana´lise.
• No Cap´ıtulo 5 enunciamos e provamos o Teorema de Classificac¸a˜o do Grupos de Simetrias
de Lie da equac¸a˜o (1.1).
• No Cap´ıtulo 6 mostramos quais sa˜o as simetrias variacionais e de divergeˆncia e as respec-
tivas func¸o˜es correspondentes da equac¸a˜o (1.1).
• Estabelecemos, no Cap´ıtulo 7, via Teorema de Noether, as leis de conservac¸a˜o para as
simetrias encontradas no cap´ıtulo anterior.
Os resultados originais obtidos sa˜o essencialmente os conteu´dos dos cap´ıtulos 5, 6 e 7,
publicados em [31, 27, 32, 50] e apresentados em [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 28, 29].
Em particular, destacamos como principais resultados os seguintes teoremas: 27, 30, 31, 33,
34, 35, 36, 37, 38, 39, 40 e 41.
Este e´ um dos primeiros textos escritos em l´ıngua portuguesa, ao menos no Brasil, tratando-
se de simetrias, na˜o so´ de Lie, mas tambe´m de Noether. Por isto optamos por fazer, no
Cap´ıtulo 2, uma apresentac¸a˜o um tanto quanto geral da teoria de simetrias, de modo que os
resultados la´ expostos possam ser utilizados, no futuro, por estudantes que se iniciem nesta
a´rea.
Resultados anteriores indicam que o grupo de simetrias de Lie e de Noether coincidem
quando o termo na˜o-linear de uma equac¸a˜o diferencial parcial semilinear e´ do tipo poteˆncia,
com o expoente cr´ıtico de Sobolev, como por exemplo, [14, 15, 35, 36, 57, 80].
Em [35, 36, 57] e´ estudada a forma radial de equac¸o˜es diferenciais em Rn, como por exemplo,
o Problema de Liouville-Gelfand, a Equac¸a˜o de Boltzmann e a Equac¸a˜o de Lane-Emden, com
na˜o-linearidade da forma acima mencionada. Para estes casos, o grupo de simetrias de Noether
coincide com o grupo de simetrias de Lie.
Em [80], para n > 1, Svirshchevskii faz a classificac¸a˜o completa dos grupos de simetrias de
equac¸o˜es semilineares envolvendo o operador poli-harmoˆnico. Em [15], Bozhkov mostra, para
o operador poli-harmoˆnico e n > 2, que todas as simetrias de Lie associadas ao caso cr´ıtico sa˜o
simetrias de Noether.
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Tais fatos sugerem uma estreita relac¸a˜o entre os grupos de simetrias de Noether de equac¸o˜es
diferenciais parcias e na˜o-linearidades envolvendo o expoente cr´ıtico de Sobolev. Em particular,
na presente tese e´ provado que os grupos de simetrias de Lie e de Noether sa˜o coincidentes para
equac¸o˜es diferenciais parciais da forma
∆H1u+ f(u) = 0,
onde ∆H1 e´ o operador de Kohn - Laplace, f(u) = u
Q+2
Q−2 e Q e´ a dimensa˜o homogeˆnea de H1. O
expoente de Stein-Sobolev Q+2
Q−2 para o grupo de Heisenberg desempenha um papel semelhante
ao conhecido expoente cr´ıtico de Sobolev n+2
n−2 em R
n.
Ate´ onde sabemos, e´ a primeira vez que a teoria de simetrias de Lie e´ aplicada a equac¸o˜es
diferenciais em grupos de Lie diferentes do Rn. Ale´m disso, o operador de Kohn - Laplace e´ um
operador subel´ıptico, fortemente degenerado e na˜o temos conhecimento de nenhum trabalho
anterior envolvendo tais operadores e simetrias de Lie. Alia´s, esta tese e´ a resposta a` conjectura
formulada pelo Prof. Enzo Mitidieri ([69]), da Universita` di Trieste, Ita´lia, de que a teoria
de simetrias de Lie seria aplica´vel com sucesso a operadores subel´ıpticos e que os grupos de
simetrias na˜o seriam triviais.
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Cap´ıtulo 2
Uma breve introduc¸a˜o a` teoria de
simetrias de Lie
O objetivo deste cap´ıtulo e´ lanc¸ar as bases da teoria de simetrias de Lie, com vista a`s
aplicac¸o˜es que faremos nos cap´ıtulos vindouros. Apresentaremos aqui um resumo geral da teoria
necessa´ria, embasada principalmente no livro de Bluman e Kumei ([9]). Tambe´m utilizamos
livros que remontam a` e´poca em que a teoria estava em sua infaˆncia e valem a pena serem
consultados para se ter uma noc¸a˜o de como tudo comec¸ou ([41] e [76]). Para um tratamento
mais geome´trico da teoria, consultar Olver ([73]) ou Ibragimov ([60]).
Aqui, apresentaremos os grupos de transformac¸o˜es de pontos de Lie (Lie point symmetry)
(GTPL) a um paraˆmetro (ou uniparame´trico), que sa˜o completamente determinados pelas suas
transformac¸o˜es infinitesimais.
Usando o gerador infinitesimal de tais grupos, podemos construir va´rios tipos de invariantes,
como por exemplo, pontos, curvas, famı´lias de curvas, superf´ıcies e famı´lias de superf´ıcies
(invariantes).
Um (GTPL) uniparame´trico agindo no espac¸o das varia´veis independentes e dependentes
pode ser naturalmente estendido a um (GTPL) a um paraˆmetro agindo num espac¸o que engloba
o espac¸o de derivadas parciais das varia´veis dependentes ate´ uma ordem finita fixada, isto e´,
sa´ımos do espac¸o das varia´veis independentes e dependentes e vamos a um espac¸o que ale´m
dessas, possui todas as derivadas ate´ uma ordem k, chamado espac¸o estendido, onde k e´ algum
inteiro positivo fixado (que na verdade, sera´ a ordem da equac¸a˜o considerada). Isto e´ feito
requerendo, sob ac¸a˜o do grupo, que as relac¸o˜es das derivadas sejam preservadas.
No Cap´ıtulo 5, quando estivermos fazendo os procedimentos descritos aqui, tornar-se-a´ mais
claro, intuitivo e expl´ıcito o que esta´ expresso no para´grafo acima.
Assim, tais imposic¸o˜es induzem um u´nico grupo de ac¸a˜o estendido em um espac¸o esten-
dido. Consequ¨entemente os (GTPL) a um paraˆmetro estendidos tambe´m sera˜o completamente
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caracterizados pelos seus infinitesimais.
Ale´m disso, esses infinitesimais estendidos sa˜o determinados a partir dos infinitesimais da
ac¸a˜o do grupo no espac¸o das varia´veis independentes e dependentes. Isto nos permite encon-
trar um algoritmo para determinar as transformac¸o˜es infinitesimais admitidas pela equac¸a˜o
diferencial que estejamos considerando.
Como nosso interesse principal e´ analisar uma equac¸a˜o diferencial parcial, neste cap´ıtulo
tambe´m mostraremos como encontrar as transformac¸o˜es infinitesimais que uma tal equac¸a˜o
possa ter, bem como construir soluc¸o˜es invariantes a` partir do mesmo.
As transformac¸o˜es infinitesimais de uma equac¸a˜o diferencial induzem campos vetorias, que
sa˜o as simetrias de Lie. Ao integrarmos tais campos, obtemos o seu fluxo, ou seja, obtemos a
o´rbita da soluc¸a˜o da equac¸a˜o considerada que e´ invariante sob ac¸a˜o daquele campo vetorial.
A noc¸a˜o de soluc¸o˜es invariantes foi descoberta por Lie e podem ser determinadas a partir
de uma transformac¸a˜o infinitesimal admitida pela equac¸a˜o de duas maneiras. A primeira e´
resolvendo-se, pelo me´todo das caracter´ısticas, as equac¸o˜es resultantes das condic¸o˜es de in-
variaˆncia para se obter a forma invariante de uma soluc¸a˜o. Esta e´ enta˜o determinada pela
substituic¸a˜o da forma invariante na equac¸a˜o diferencial parcial dada. A outra maneira e´ a
substituic¸a˜o direta, na qual expressamos uma derivada primeira como uma combinac¸a˜o en-
volvendo todas as demais na equac¸a˜o original dada, diminuindo assim o nu´mero de varia´veis
independentes em uma unidade.
Por fim, apresentaremos a generalizac¸a˜o de um (GTPL) a` Lie - Ba¨cklund transformations,
que sa˜o definidas pelos infinitesimais dependentes de um nu´mero finito, pore´m, na˜o especificado,
de derivadas de varia´veis dependentes. Mostraremos que uma Lie - Ba¨cklund symmetry advinda
de uma integral de ac¸a˜o, isto e´, uma simetria de Noether, nos leva a uma lei de conservac¸a˜o,
expressa pelo Teorema de Noether.
2.1 Grupos de transformac¸o˜es de pontos de Lie
No que segue, estaremos trabalhando em uma variedade Riemanniana, (M, g), n dimen-
sional, com coordenadas locais {x1, · · · , xn} e munida de uma me´trica g. O s´ımbolo N denotara´
o conjunto {1, 2, 3, · · · }. Utilizaremos ao longo da tese a convenc¸a˜o de soma de Einstein, isto
e´, ı´ndices repetidos sa˜o somados.
Iniciamos definindo o que sa˜o as transformac¸o˜es de pontos:
Definic¸a˜o 1. Seja x = (x1, · · · , xn) ∈M e ε ∈ I ⊆ R. O conjunto de transformac¸o˜es
X : M × I → M
(x, ε) 7→ x∗ := X(x; ε),
(2.1)
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munido de uma lei de composic¸a˜o φ : I × I → I, forma um grupo de transformac¸o˜es em M se:
1. ∀ε ∈ I, as transformac¸o˜es sa˜o um-a-um em M e, em particular, x∗ ∈M .
2. (I, φ) e´ um grupo.
3. Se e denota o elemento identidade de I, enta˜o, para todo x ∈M
x∗ = X(x; e) = x.
4. Se x∗ = X(x; ε) e x∗∗ := X(x∗; δ), enta˜o
x∗∗ = X(x;φ(ε, δ)).
Definic¸a˜o 2. Se, em adic¸a˜o a`s propriedades listadas na Definic¸a˜o 1, um grupo de trans-
formac¸o˜es satisfaz:
1. I e´ um conjunto conexo da reta, e sem perda de generalidade, assumiremos que 0 ∈ I e´ a
identidade do grupo,
2. X e´ C∞ com respeito a x ∈M e Cω com respeito a ε ∈ I,
3. φ : I × I → I e´ Cω,
enta˜o dizemos que o grupo de transformac¸o˜es e´ um grupo de transformac¸o˜es de pontos de Lie
(GTPL) a um paraˆmetro.
2.2 Transformac¸o˜es infinitesimais
Considere um grupo de transformac¸o˜es a um paraˆmetro (2.1) com identidade e = 0 e lei
de composic¸a˜o φ. Fazendo a expansa˜o em se´rie de Taylor em torno da identidade ate´ primeira
ordem, obtemos:
x∗ = x+ ε
(
∂X(x; ε)
∂ε
)∣∣∣∣
ε=0
+O(ε2)
= x+ ξ(x)ε+O(ε2),
(2.2)
onde ξ(x) :=
∂X(x; ε)
∂ε
∣∣∣∣
ε=0
. A transformac¸a˜o
x 7→ x+ εξ(x)
e´ chamada de transformac¸a˜o infinitesimal do grupo de (GTPL), sendo ξ(x) = (ξ1(x), · · · , ξn(x))
chamado de infinite´simo.
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2.2.1 O Primeiro Teorema Fundamental de Lie
No que segue estaremos supondo que
X :M × I ⊆ Rn × R→M
(x, ε) 7→ x∗ := X(x; ε)
(2.3)
e´ um grupo de transformac¸o˜es uniparame´trico e φ : I × I → I uma lei de composic¸a˜o em I.
Assim,
X(X(x; ε);φ(ε−1, ε+ δε)) = X(x;φ(ε, φ(ε−1, ε+ δε)))
= X(x;φ(φ(ε, ε−1), ε+ δε))
= X(x;φ(0, ε+ δε))
= X(x; ε+ δε),
que podemos enunciar como:
Lema 1. Seja x∗ = X(x; ε) um conjunto de transformac¸o˜es. Enta˜o vale a seguinte igualdade:
X(X(x; ε);φ(ε−1, ε+ δε)) = X(x; ε+ δε),
onde ε−1, δε denotam, respectivamente, o elemento inverso de ε e um pequeno incremento em
ε.
Podemos agora enunciar o
Teorema 1. Primeiro Teorema Fundamental de Lie
Existe uma parametrizac¸a˜o τ : I → I tal que o grupo (2.1) e´ equivalente a` soluc¸a˜o do problema
de valor inicial do sistema de equac¸o˜es diferenciais de primeira ordem:
dx∗
dτ
= ξ(x∗),
x∗ = x quando τ = 0.
(2.4)
Em particular,
τ(ε) =
∫ ε
0
Γ(t)dt,
onde
Γ(ε) :=
∂φ(z, w)
∂w
∣∣∣∣
(z,w)=(ε−1,ε)
(2.5)
e
Γ(0) = 1.
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O Primeiro Teorema Fundamental de Lie nos mostra que as transformac¸o˜es infinitesimais
conte´m as informac¸o˜es essenciais para a determinac¸a˜o de um (GTPL) a um paraˆmetro, isto e´,
nos fornece o problema de valor inicial que o fluxo atrave´s do ponto x ∈M obedece.
Ale´m disso, pelo mesmo teorema, pode-se sempre (re-)parametrizar um dado grupo em
termos do paraˆmetro τ de modo que para valores τ
′
e τ
′′
, a lei de composic¸a˜o se torne φ(τ
′
, τ
′′
) =
τ
′
+ τ
′′
. Ale´m disso, as transformac¸o˜es (2.1) definem um fluxo estaciona´rio dado por (2.4),
valendo tambe´m a rec´ıproca.
Demonstrac¸a˜o. Primeiro, fazendo a expansa˜o em se´rie de Taylor de (2.1) em relac¸a˜o ao u´ltimo
argumento, obtemos:
X(x; ε+ δε) = x∗ +
∂X(x; ε)
∂ε
δε+O(δε2). (2.6)
Por outro lado,
φ(ε−1, ε+ δε) = φ(ε−1, ε) + Γ(ε)δε+O(δε2)
= Γ(ε)δε+O(δε2),
onde Γ(ε) e´ definido por (2.5).
Pelo Lema 1,
X(x; ε+ δε) = X(x∗;φ(ε−1, ε+ δε))
= X(x∗; Γ(ε)δε+O(δε2))
= X(x∗; 0) + Γ(ε)δε
∂X
∂t
(x∗; t)
∣∣∣
t=0
+O(δε2)
= x∗ + Γ(ε)ξ(x∗)δε+O(δε2).
(2.7)
Comparando (2.6) com (2.7), obtemos o seguinte problema de valor inicial:
dx∗
dε
= Γ(ε)ξ(x∗),
x∗(0) = x.
Segue, enta˜o, de (2.2), que Γ(0) = 1. Consequ¨entemente, a aplicac¸a˜o
τ(ε) :=
∫ ε
0
Γ(t)dt
cumpre (2.4). O Teorema de Existeˆncia e Unicidade para um sistema de equac¸o˜es diferenciais
nos garante que (2.4) tem soluc¸a˜o u´nica. Desde que (2.1) e´ soluc¸a˜o deste problema, completamos
a prova do teorema.
9
2.2.2 Geradores infinitesimais
Em virtude do Primeiro Teorema Fundamental de Lie, de agora em diante, assumiremos
que um (GTPL) e´ parametrizado de modo que sua lei de composic¸a˜o seja aditiva, isto e´,
φ(a, b) = a+ b, a−1 = −a e Γ(ε) = 1.
Definic¸a˜o 3. O gerador infinitesimal do (GTPL) de um paraˆmetro (2.1) e´ o operador dife-
rencial
X = X(x) := ξi(x)
∂
∂xi
, (2.8)
onde os coeficientes ξi(x) sa˜o dados em (2.2).
Sendo Rn 3 x 7→ F (x) = F (x1, · · · , xn) ∈ R uma func¸a˜o diferencia´vel, temos:
XF (x) := ξi(x)
∂F (x)
∂xi
.
Em particular, note que ξ(x) = (Xx1, · · · , Xxn) =: X(x)x e
X(x∗) = ξi(x∗)
∂
∂x∗ i
, (2.9)
onde x∗ e´ dado em (2.1). Expandindo (2.3) em se´rie de Taylor, obtemos:
x∗ =
∞∑
k=0
εk
k!
(
∂kX(x; ε)
∂εk
)∣∣∣∣
ε=0
=
∞∑
k=0
(
εk
k!
dkx∗
dεk
)∣∣∣∣
ε=0
. (2.10)
Se F (x) e´ qualquer func¸a˜o diferencia´vel,
dF (x∗)
dε
=
∂F (x∗)
∂x∗ i
∂x∗ i
∂ε
= ξi(x∗)
∂F (x∗)
∂x∗ i
= X(x∗)F (x∗), (2.11)
de onde podemos concluir que
dx∗
dε
= X(x∗)x∗,
d2x∗
dε2
= X(x∗)X(x∗)x∗
= X2(x∗)x∗
(2.12)
e, supondo ser va´lida a equac¸a˜o para a derivada de ordem k, temos, indutivamente,
dk+1x∗
dεk+1
=
d
dε
(
Xk(x∗)x∗
)
= Xk(x∗)X(x∗)x∗
= Xk+1(x∗)x∗.
(2.13)
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Fazendo-se ε = 0,
dkx∗
dεk
= Xk(x)x,
= Xkx
(2.14)
para todo k ∈ N. Consequ¨entemente, substituindo (2.14) em (2.10), temos:
x∗ =
∞∑
k=0
εk
k!
Xkx = eεXx. (2.15)
Assim, provamos o seguinte resultado:
Teorema 2. O (GTPL) a um paraˆmetro (2.1) e´ equivalente a (2.15), onde X = X(x) e´
definido por (2.8) e o operador Xk := XXk−1, com k ∈ N, sendo X0F (x) := F (x), onde F (x)
e´ qualquer func¸a˜o diferencia´vel de x.
Corola´rio 1. Nas hipo´teses do Teorema 2, vale a seguinte igualdade:
F (x∗) = F (eεXx) = eεXF (x).
Demonstrac¸a˜o. Basta aplicar a` equac¸a˜o (2.11) o mesmo racioc´ınio empregado em (2.12)-(2.14).
2.2.3 Func¸o˜es invariantes
Definic¸a˜o 4. Uma func¸a˜o infinitamente diferencia´vel F (x) e´ uma func¸a˜o invariante do (GTPL)
(2.1) se, e so´ se, para qualquer grupo de transformac¸o˜es (2.1)
F (x∗) = F (x).
Se F (x) e´ uma func¸a˜o invariante por (2.1), enta˜o F (x) e´ chamada um invariante de (2.1) e e´
dita ser um invariante por (2.1).
Podemos provar o seguinte
Teorema 3. Uma func¸a˜o F (x) e´ invariante por (2.1) se, e somente se,
XF (x) = 0.
Demonstrac¸a˜o. Do Corola´rio 1, podemos escrever:
F (x∗) = eεXF (x) =
∞∑
k=0
εk
k!
XkF (x) = F (x) + εXF (x) +
ε2
2
X2F (x) + · · · (2.16)
Suponha que F seja invariante por (2.1). Enta˜o, de (2.16) resulta que
εXF (x) +
ε2
2
X2F (x) + · · · = 0
para todos os valores de ε. Logo XF = 0 e isto conclui a tese.
Reciprocamente, se vale XF (x) = 0, enta˜o, para todo n ∈ N, XnF (x) = 0.
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Corola´rio 2. Para um (GTPL) (2.1), a igualdade
F (x∗) = F (x) + ε (2.17)
e´ verdadeira se, e somente se, F (x) satisfaz
XF (x) = 1. (2.18)
Demonstrac¸a˜o. Se a equac¸a˜o (2.18) e´ verdadeira, segue do Corola´rio 1 que F (x∗) = F (x) + ε.
Reciprocamente, comparando (2.17) com (2.16), conclu´ımos trivialmente (2.18).
2.2.4 Coordenadas canoˆnicas
Seja f : V ⊆ Rn → U ⊆ Rn um homeomorfismo, de modo que xi 7→ f(xi) =: yi. Para o
grupo de transformac¸o˜es (2.1) o gerador infinitesimal
X = ξi
∂
∂xi
com respeito a`s coordenadas x = (x1, · · · , xn) transforma-se, pelo homeomorfismo f , no gerador
Y = ηi(y)
∂
∂yi
com respeito a`s coordenadas y = (y1, · · · , yn). O infinite´simo com respeito ao novo sistema de
coordenadas e´
η(y) = (η1(y), · · · , ηn(y)).
Ale´m disso, pela regra da cadeia, temos
X = ξi(x)
∂
∂xi
= ξi(x)
∂yj
∂xi︸ ︷︷ ︸
ηj(y)
∂
∂yj
= Y ,
ou seja,
ηj(y) = ξi(x)
∂yj
∂xi
= Xyj, j = 1, · · · , n.
Ademais,
y∗ = Y (x∗) = eεXY (x) = eεXY = eεY y.
Podemos resumir estes resultados no
Teorema 4. Sob ac¸a˜o da mudanc¸a de coordenadas xi 7→ yi, i = 1, · · · , n, valem as seguintes
igualdades:
η(y) = Xy,
y∗ = eεXy.
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Definic¸a˜o 5. Uma mudanc¸a de coordenadas xi 7→ yi define um conjunto de coordenadas
canoˆnicas para o grupo (2.1) se, em termos das novas coordenadas, (2.1) se torna
y∗ i = yi, i = 1, · · · , n− 1,
y∗ n = yn + ε.
(2.19)
Teorema 5. Para todo (GTPL) (2.1), existe um conjunto de coordenadas canoˆnicas y =
(y1, · · · , yn) tal que (2.1) e´ equivalente a (2.19).
Demonstrac¸a˜o. Segue do Teorema 3 que
y∗ i = yi(x)⇐⇒ Xyi(x) = 0,
i = 1, · · · , n− 1. A E.D.P de primeira ordem
Xu(x) = ξi
∂u
∂xi
= 0
possui n−1 soluc¸o˜es linearmente independentes. Tais soluc¸o˜es correspondem a`s constantes que
surgem na soluc¸a˜o geral do sistema de n E.D.O’s
dx
dt
= ξ(x).
Pelo me´todo das caracter´ısticas, temos n− 1 coordenadas satisfazendo (2.19). Do Corola´rio 2,
y∗ n = yn(x∗) = yn + ε⇐⇒ Xyn = 1.
Ale´m disso, v = yn e´ uma soluc¸a˜o da E.D.P na˜o homogeˆnea
Xv(x) = ξi(x)
∂v
∂xi
= 1
e e´ calculada determinando-se uma soluc¸a˜o particular do correspondente sistema de carac-
ter´ısticas de n+ 1 E.D.O’s de primeira ordem
dv
dt
= 1,
dx
dt
= ξ(x).
Corola´rio 3. Nas hipo´teses do teorema anterior, o gerador infinitesimal de (2.1) e´:
Y =
∂
∂yn
.
Demonstrac¸a˜o. Da demonstrac¸a˜o do teorema anterior, temos que:
y∗ i = yi(x) ⇐⇒ Xyi(x) = 0, 1 ≤ i ≤ n− 1,
y∗ n = yn(x∗) = yn + ε ⇐⇒ Xyn = 1,
de onde se conclui o resultado desejado.
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2.2.5 Pontos e superf´ıcies invariantes
Definic¸a˜o 6. Um ponto x e uma superf´ıcie F (x) = 0 sa˜o ditos invariantes pelo (GTPL) (2.1)
se, e somente se, x∗ = x sob (2.1) e F (x∗) = 0 quando F (x) = 0.
Teorema 6.
1. Um ponto x e´ um ponto invariante do (GTPL) (2.1) se, e so´ se,
ξ(x) = 0.
2. Suponha que a superf´ıcie F (x) = 0 possa ser escrita como F (x) = xn−f(x1, · · · , xn−1) =
0. Enta˜o F (x) e´ uma superf´ıcie invariante sob (2.1) se, e somente se
XF (x) = 0, quando F (x) = 0.
Demonstrac¸a˜o. A demonstrac¸a˜o ja´ esta´ essencialmente feita ao longo do texto que precede o
presente teorema. E´ suficiente apenas juntar as pec¸as.
1. Basta lembrar que X(x)x = ξ(x) e aplicar o Corola´rio 1 e o Teorema 3 a` aplicac¸a˜o
identidade.
2. E´ consequ¨eˆncia do Teorema 3.
2.3 Transformac¸o˜es estendidas ou prolongamentos
A fim de uma melhor compreensa˜o, fixaremos algumas notac¸o˜es: como feito ate´ aqui,
x = (x1 · · · , xn) ∈ M e u = u(x) e´ uma func¸a˜o infinitamente diferencia´vel definida em M com
valores em algum subconjunto de R.
Para ∀k ∈ N, ∂ku denotara´ o conjunto de todas as k − e´simas derivadas de u(x),
Di =
D
Dxi
:=
∂
∂xi
+ ui
∂
∂u
+ uij
∂
∂uj
+ · · ·+ uii1···in
∂
∂ui1···in
+ · · · (2.20)
e´ o operador de derivac¸a˜o total e ui :=
∂u
∂xi
, uij :=
∂u
∂xi∂xj
, etc.
Simbolizaremos por
du = ∂u dx (2.21)
a soma
du := uidx
i (2.22)
e mais geralmente,
d∂k−1u = ∂ku dx (2.23)
representara´ o conjunto de equac¸o˜es
dui1···ik−1 := ui1···ik−1jdx
j, il = 1, · · · , n para l = 1, · · · , k − 1. (2.24)
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2.3.1 Transformac¸o˜es estendidas: uma varia´vel dependente e n varia´-
veis independentes
No estudo da invariaˆncia de equac¸o˜es diferenciais parciais de ordem k com n varia´veis
independentes x = (x1, · · · , xn) e uma varia´vel dependente u = u(x), somos levados ao problema
de encontrar as extenso˜es das transformac¸o˜es do espac¸o (x, u) no espac¸o (x, u, ∂u, · · · , ∂ku).
Considere o conjunto de transformac¸o˜es de pontos
x+ = X(x, u),
u+ = U(x, u),
(2.25)
onde assumimos serem tais transformac¸o˜es injetivas em algum domı´nio Ω do espac¸o (x, u) e
que X(x, u), U(x, u) sejam ao menos de ordem Ck.
As transformac¸o˜es (2.25) preservam as condic¸o˜es de contato
du = ∂u dx,
...
...
d∂k−1u = ∂ku dx,
em algum domı´nio Ω se, e somente se,
du+ = ∂u+dx,
...
...
d∂k−1u+ = ∂ku+dx,
(2.26)
no domı´nio correspondente Ω+ do espac¸o (x, u, ∂u, · · · , ∂ku), onde (2.26) tem significado ana´logo
a (2.21)− (2.24).
Segue, de (2.26), que du+ = u+j dx
+ j, e ale´m disso, para j = 1, · · · , n,
u+j = Uj(x, u, ∂u).
De (2.25), obtemos:
du+ = (DiU)dx
i,
dx+j = (DiX
j)dxi,
de onde conclu´ımos que
(DiX
j)u+j = DiU, i = 1, · · · , n.
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Consideremos a matriz de n× n
A :=
 D1X
1 . . . D1X
n
...
...
...
DnX
1 . . . DnX
n
 (2.27)
e assumamos a hipo´tese de A ser invert´ıvel. Enta˜o,
u+1
u+2
...
u+n
 =

U1
U2
...
Un
 = A−1

D1U
D2U
...
DnU
 .
Mais geralmente, temos:
u+i1···ik−11
u+i1···ik−12
...
u+i1···ik−1n
 =

Ui1···ik−11
Ui1···ik−12
...
Ui1···ik−1n
 = A−1

D1Ui1···ik−1
D2Ui1···ik−1
...
DnUi1···ik−1
 .
Se as transformac¸o˜es (2.25) definem um (GTPL) uniparame´trico
x∗ = X(x, u; ε),
u∗ = U(x, u; ε),
(2.28)
agindo no espac¸o (x, u), enta˜o sua k-e´sima extensa˜o no espac¸o (x, u, ∂u, · · · , ∂ku), dada por
x∗ = X(x, u; ε),
u∗ = U(x, u; ε),
∂u∗ = ∂1U(x, u, ∂u; ε),
...
...
∂ku∗ = ∂kU(x, u, ∂u, · · · , ∂ku; ε),
(2.29)
define um (GTPL) a um paraˆmetro extendido. Segue, de (2.28), que
u∗1
u∗2
...
u∗n
 =

U1
U2
...
Un
 = A−1

D1U
D2U
...
DnU
 , (2.30)
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
u+i1···ik−11
u+i1···ik−12
...
u+i1···ik−1n
 =

Ui1···ik−11
Ui1···ik−12
...
Ui1···ik−1n
 = A−1

D1Ui1···ik−1
D2Ui1···ik−1
...
DnUi1···ik−1
 , (2.31)
onde {u∗i = Ui} sa˜o as componentes de ∂u = ∂U e {u∗i1···ik−1i = Ui1···ik−1i} sa˜o as componentes
de ∂ku∗ = ∂kU∗. Em (2.31), il = 1, · · · , n para l = 1, · · · , k − 1, com k > 1.
2.3.2 Expresso˜es do prolongamento
O (GTPL)
x∗ i = xi(x, u; ε) = xi + εξi(x, u) +O(ε2),
u∗ = U(x, u; ε) = u+ εη(x, u) +O(ε2),
i = 1, · · · , n, agindo no espac¸o (x, u) tem como gerador infinitesimal
X = ξi(x, u)
∂
∂xi
+ η(x, u)
∂
∂u
.
A k-e´sima extensa˜o de (2.21) e´ dada por:
x∗ i = xi(x, u; ε) = xi + εξi(x, u) +O(ε2),
u∗ = U(x, u; ε) = u+ εη(x, u) +O(ε2),
u∗i = Ui(x, u, ∂u; ε) = ui + εη
(1)
i (x, u, ∂u) +O(ε
2),
...
...
...
u∗i1···ik = Ui1···ik(x, u, ∂u, · · · , ∂ku; ε) = ui1···ik + εη
(k)
i1···ik(x, u, · · · , ∂ku) +O(ε2),
(2.32)
onde i = 1, 2, · · ·n e il = 1, 2, · · · , n e l = 1, 2, · · · , k com k ∈ N tem seu (k-e´simo estendido)
infinite´simo
(ξ(x, u), η(x, u), η(1)(x, u, ∂u), · · · , η(k)i1···ik(x, u, ∂u, · · · , ∂ku))
com o correspondente (k-e´simo estendido) gerador infinitesimal
X(k) = ξi(x, u)
∂
∂xi
+ η(x, u)
∂
∂u
+ η
(1)
i (x, u, ∂u)
∂
∂ui
+ · · ·
+η
(k)
i1···ik(x, u, ∂u, · · · , ∂ku)
∂
∂ui1···ik
, k ∈ N.
(2.33)
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Para na˜o carregar a notac¸a˜o, omitiremos a dependeˆncia em relac¸a˜o a x, u e ao conjunto de
derivadas desta u´ltima.
Teorema 7. Sejam η
(1)
i e η
(k)
i1···ik dados por (2.33), com il = 1, · · · , n, l = 1, · · · , k e k > 1.
Enta˜o,
η
(1)
i = Diη − (Diξj)uj,
η
(k)
i1···ik = Dikη
(k−1)
i1···ik−1 − (Dikξj)ui1···ik−1j.
(2.34)
Demonstrac¸a˜o. De (2.27) e (2.32), temos:
A =
 D1(x
1 + εξ1) . . . D1(x
n + εξn)
...
...
...
Dn(x
1 + εξ1) . . . Dn(x
n + εξn)
+O(ε2)
= I + εB +O(ε2),
onde I denota a matriz identidade e
B :=
 D1ξ
1 . . . D1ξ
n
...
...
...
Dnξ
1 · · · Dnξn
 . (2.35)
Como A e´ invers´ıvel, enta˜o
A−1 = I − εB +O(ε2). (2.36)
De (2.30), (2.29), (2.35) e (2.36), segue que
u1 + εη
(1)
1
u2 + εη
(1)
2
...
un + εη
(1)
n
 = (I − εB)

u1 + εD1η
u2 + εD2η
...
un + εDnη
+O(ε2),
e enta˜o, 
η
(1)
1
η
(1)
2
...
η
(1)
n
 =

D1η
D2η
...
Dnη
−B

u1
u2
...
un
 ,
que e´ equivalente a` primeira parte de (2.34). A segunda parte e´ provada de maneira ana´loga,
a partir das mesmas equac¸o˜es. Assim,
ui1···ik−11 + εη
(k)
i1···ik−11
ui1···ik−12 + εη
(k)
i1···ik−12
...
ui1···ik−1n + εη
(k)
i1···ik−1n
 = (I − εB)

ui1···ik−11 + εD1η
(k−1)
i1···ik−1
ui1···ik−12 + εD2η
(k−1)
i1···ik−1
...
ui1···ik−1n + εDnη
(k−1)
i1···ik−1
+O(ε2),
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de onde podemos concluir que
η
(k)
i1···ik−11
η
(k)
i1···ik−12
...
η
(k)
i1···ik−13
 =

D1η
(k−1)
i1···ik−1
D2η
(k−1)
i1···ik−1
...
Dnη
(k−1)
i1···ik−1
−B

u1
u2
...
un
 ,
com il = 1, · · · , n, para l = 1, · · · , k − 1, com k = 2, 3, · · · .
2.4 Invariaˆncia de uma equac¸a˜o diferencial parcial
Sejam x = (x1, · · · , xn) ∈ M e u : M → R diferencia´vel. Uma E.D.P de ordem k e´ uma
relac¸a˜o F que associa as varia´veis independentes x ∈ M , dependentes u : M → R e derivadas
de u ate´ ordem k, de modo que F (x, u, ∂u, · · · , ∂ku) = 0. Seja N := dim{x, u, ∂u, · · · , ∂ku}.
Assim, a func¸a˜o u e´ soluc¸a˜o da E.D.P dada por F = 0 se, e somente se,
F (x, u, ∂u, · · · , ∂ku) = 0. (2.37)
Os conjuntos
F−1({0}) := {(x, u, ∂u, · · · , ∂ku) : F (x, u, ∂u, · · · , ∂ku) = 0} ⊂ RN
e
Sol := {(x, u) : u e´ soluc¸a˜o de F (x, u, ∂u, · · · , ∂ku) = 0}
determinam variedades, sendo este u´ltimo nada mais que o produto cartesiano de uma variedade
Ω ⊆ M pelo subconjunto U := {u(x) : x ∈ M e u e´ soluc¸a˜o de (2.37)} ⊆ R. Podemos
determinar, em Sol = Ω× U , os pontos invariantes por um (GTPL) da forma (2.1).
A cada elemento deste grupo correspondera´ um campo vetorial X ∈ sec T (Ω× U)1.
Se denotarmos por U1, · · · , Ui1···ik os respectivos espac¸os das derivadas ∂u, · · · , ∂ku, o campo
vetorial X ∈ secT (Ω× U) induzira´ um campo vetorial estendido2 (ou prolongado)
X(k) = ξi(x, u)
∂
∂xi
+ η(x, u)
∂
∂u
+ η
(1)
i (x, u, ∂u)
∂
∂ui
+ · · ·+ η(k)i1···ik(x, u, ∂u, · · · , ∂ku)
∂
∂ui1···ik
em sec T (Ω× U × U1 × · · · × Ui1···ik).
1A expressa˜o X ∈ sec T (Ω×U) significa que o campo vetorial X e´ uma sec¸a˜o do fibrado tangente T (Ω×U).
2A priori, todos os coeficientes do campo estendido deveriam depender de (x, u, ∂u, · · · , ∂ku). Entretanto,
os resultados obtidos na Sec¸a˜o 2.3.2 nos asseguram que na˜o e´ este o nosso caso.
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Por exemplo, nesta tese aplicaremos os me´todos que estamos apresentando neste cap´ıtulo a`
equac¸a˜o
F (p) := uxx + uyy + 4(x
2 + y2)utt + 4yuxt − 4xuyt + f(u) = 0,
onde p = (x, y, t, u, ux, uy, ut, uxx, uxy, uxt, uyy, uyt, utt) ∈ R13 e f : R → R e´ uma func¸a˜o difer-
encia´vel. Neste caso, com a notac¸a˜o utilizada acima, Ω ⊆ R3 = M, k = 2, U1 = {0}, U2 = R6
e Sol ⊆ R3 × R ≈ R4.
Em Sol os geradores sa˜o da forma
S = ξ
∂
∂x
+ φ
∂
∂y
+ τ
∂
∂t
+ η
∂
∂u
,
que por sua vez induzem, em F−1({0}) ⊂ R13, o campo vetorial
Sˆ = ξ
∂
∂x
+ φ
∂
∂y
+ τ
∂
∂t
+ η
∂
∂u
+ η(1)x
∂
∂ux
+ η(1)y
∂
∂uy
+ η
(1)
t
∂
∂ut
+η(2)xx
∂
∂uxx
+ η(2)yy
∂
∂uyy
+ η
(2)
xt
∂
∂uxt
+ η
(2)
yt
∂
∂uyt
+ η
(2)
tt
∂
∂utt
+ η(2)xy
∂
∂uxy
.
O espac¸o estendido M × U × U1 × · · · × Ui1···ik e´ chamado espac¸o de jatos (jet space, vide
Olver [73], pag. 98).
O objetivo desta sec¸a˜o e´ determinar as condic¸o˜es de invariaˆncia de uma equac¸a˜o diferencial.
Para tanto, iniciamos com a
Definic¸a˜o 7. O (GTPL) a um paraˆmetro
x∗ = X(x, u; ε),
u∗ = U(x, u; ε),
(2.38)
deixa a E.D.P (2.37) invariante se, e so´ se, suas k - e´simas extenso˜es, definidas em (2.32)
deixam invariantes a superf´ıcie (2.37).
Definic¸a˜o 8. Seja
X = ξi(x, u)
∂
∂xi
+ η(x, u)
∂
∂u
(2.39)
o gerador infinitesimal de (2.38). O campo X e´ admitido pela E.D.P (2.37) se seu k - e´simo
gerador infinitesimal estendido
X(k) = ξi(x, u)
∂
∂xi
+ η(x, u)
∂
∂u
+ η
(1)
i (x, u, ∂u)
∂
∂ui
+ · · ·
+η
(k)
i1···ik(x, u, ∂u, · · · , ∂ku)
∂
∂ui1···ik
, k ∈ N,
(2.40)
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satisfaz a equac¸a˜o
X(k)F (x, u, ∂u, · · · , ∂ku) = 0, quando F (x, u, ∂u, · · · , ∂ku) = 0. (2.41)
Neste caso, a transformac¸a˜o infinitesimal que corresponde ao campo expresso em (2.39) e´
chamada simetria de Lie da E.D.P e, por abuso de linguagem, identificaremos a transformac¸a˜o
infinitesimal com o seu respectivo gerador infinitesimal, chamado-o tambe´m de simetria de Lie
da E.D.P (2.37).
A condic¸a˜o de invariaˆncia (2.41), ao ser aplicada concretamente em uma E.D.P, nos con-
duzira´ a um sistema linear de E.D.Ps envolvendo os coeficientes ξi(x, u), η(x, u) da simetria
(2.39). A soluc¸a˜o deste sistema, no qual surgem constantes arbitra´rias, ao serem substitu´ıdas
em (2.39), nos dara´ uma combinac¸a˜o linear de todas as simetrias de deixam a E.D.P F = 0
invariante. Vide o exemplo dado pela equac¸a˜o (2.50) na pro´xima subsec¸a˜o ou a aplicac¸a˜o
concreta da teoria no Cap´ıtulo 5.
Teorema 8. Crite´rio para invaria^ncia de uma E.D.P
Sejam X e X(k) dados, respectivamente, em (2.39) e (2.40). Enta˜o (2.38) e´ admitido pela
E.D.P se, e somente se,
X(k)F (x, u, ∂u, · · · , ∂ku) = 0, quando F (x, u, ∂u, · · · , ∂ku) = 0. (2.42)
A prova e´ simples, mas a notac¸a˜o e´ muito carregada. A fim de na˜o ficar desagrada´vel a
leitura, fac¸amos as seguintes convenc¸o˜es:
1. ξ
∂
∂x
denotara´ ξi
∂
∂xi
;
2. η(l)
∂
∂ul
denotara´ η
(l)
i1···il
∂
∂ui1···il
, 1 ≤ l ≤ k;
3. ul denotara´ ui1···il , 1 ≤ l ≤ k, valendo a mesma convenc¸a˜o para η;
4. F ∗ denotara´ F nos pontos (2.38).
Demonstrac¸a˜o. Suponha que F seja invariante sob (2.38). Enta˜o,
F ∗ = F (x+ εξ +O(ε2), u+ εη +O(ε2), · · · , uk + εηk +O(ε2))
= F + ε
(
ξ
∂F
∂x
+ η
∂F
∂u
+ · · ·+ η(k) ∂F
∂uk
+O(ε2)
)
= F + εX(k)F +O(ε2),
de onde vemos que (2.42) e´ verdadeira se, e somente se, e´ invariante, encerrando, assim, a
demonstrac¸a˜o.
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2.4.1 Soluc¸o˜es invariantes
Considere uma E.D.P de ordem k, com k > 1, que admite um (GTPL) a um paraˆmetro
com gerador infinitesimal (2.39). Assumamos que ξ(x, u) = (ξ1, · · · , ξn) 6= 0.
Definic¸a˜o 9. A func¸a˜o u = φ(x) e´ uma soluc¸a˜o invariante de (2.37) correspondendo a (2.39)
admitida pela E.D.P (2.37) se, e somente se
1. u = φ(x) e´ uma superf´ıcie invariante de (2.39).
2. u = φ(x) e´ soluc¸a˜o de (2.37).
Ou, de maneira equivalente, u = φ(x) e´ uma soluc¸a˜o invariante de (2.37) em relac¸a˜o a (2.39)
se, e so´ se u = φ(x) satisfaz
1. X(u− φ(x)) = 0 quando u = φ(x), isto e´,
ξi(x, φ(x))
∂φ(x)
∂xi
= η(x, φ(x)), (2.43)
2. F=0 para uj =
∂φ
∂xj
, j ∈ {1, · · · , k}.
As soluc¸o˜es invariantes podem ser encontradas de duas maneiras:
• Me´todo da Forma Invariante: Resolvemos a condic¸a˜o da superf´ıcie ser invariante
(equac¸a˜o 2.42), resolvendo as equac¸o˜es caracter´ısticas
dx1
ξ1(x, u)
=
dx2
ξ2(x, u)
= · · · = du
η(x, u)
(2.44)
quando u = φ(x).
Se (v1(x, u), v2(x, u), · · · , vn−1(x, u), v(x, u)) sa˜o n invariantes independentes de (2.44)
com vu 6= 0, enta˜o a soluc¸a˜o u = φ(x) e´ dada implicitamente pela forma invariante
v(x, u) = ψ(v1, · · · , vn−1),
onde ψ e´ uma func¸a˜o arbitra´ria de v1, · · · , vn−1.
• Me´todo da Substituic¸a˜o Direta: Suponha que ξn 6= 0. Assim
un = −
n−1∑
i=1
ξi
ξn
ui +
η
ξn
.
Quando encontramos soluc¸o˜es invariantes da E.D.P (2.37), qualquer termo envolvendo
derivadas de u com respeito a xn pode ser expresso em termos de x, u e derivadas de u
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com respeito a x1, · · · , xn−1. Consequentemente obtemos uma nova equac¸a˜o diferencial
(parcial) com varia´vel dependente u e varia´veis independentes (x1, · · · , xn−1) e paraˆmetro
xn. Qualquer soluc¸a˜o desta nova equac¸a˜o diferencial define uma soluc¸a˜o invariante da
E.D.P (2.37). No caso particular em que n = 2, este me´todo nos fornece uma equac¸a˜o
diferencial ordina´ria.
2.4.2 Equac¸o˜es determinantes para transformac¸o˜es infinitesimais de
uma E.D.P de ordem k
Seja F uma E.D.P (2.37) e suponha que possamos escreveˆ-la como
F (x, u, ∂u, · · · , ∂ku) = ui1···ik − f(x, u, ∂u, · · · , ∂ku) = 0, (2.45)
onde f na˜o depende de ui1···il e k > 1. Enta˜o F admite o gerador infinitesimal (2.39) com a k
- e´sima extensa˜o (2.40) se, e somente se
ηi1···il = ξ
i ∂f
∂xi
+ η
∂f
∂u
+ · · ·+ η(k)i1···ik
∂f
∂ui1···ik
(2.46)
quando ui1···il − f(x, u, ∂u, · · · , ∂ku) = 0.
Do Teorema 7 segue que os coeficientes η
(p)
i1···ip sa˜o lineares com relac¸a˜o a`s componentes de
∂pu, se p > 1, e sa˜o polinoˆmios nas compontentes de ∂ju, 1 ≤ j ≤ p, cujos coeficientes sa˜o
lineares em (ξ(x, u), η(x, u)) e nas suas derivadas parciais com respeito a (x, u) ate´ ordem p.
Isto e´ resumido no
Lema 2. Existe uma func¸a˜o polinomial h(x, u, ∂u, · · · , ∂k−1u), em ∂u, · · · , ∂k−1u, tal que
η
(k)
i1···ik = h(x, u, ∂u, · · · , ∂ku)− ξjuujui1···ik − ξjuui1uji2···ik − · · · − ξjuuikui1···ik−1j
+ηuui1···ik + ηuu(ui1ui2···ik−1 + ui2ui1i3···ik−1 + · · ·+ uikui1···ik−1).
(2.47)
Demonstrac¸a˜o. Uma vez que
η
(1)
i = Diη − (Diξj)uj = ηi + ηuui − ξji uj − ξjuujui,
enta˜o,
η
(2)
kl = ηkl + ηluuk − ξjkluj + ηkuul − ξjluujuk − ξjkuujul − ξjuuujukul − ξjkulj
−ξjl ujk − ξjuujulk − ξjuukujl − ξjuulukj + ηuukl + ηuuukul
(2.48)
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satisfaz claramente a tese a tese do corola´rio. Suponha que 2 ≤ k ∈M . Logo,
η
(k)
i1···ik = Dikη
(k−1)
i1···ik−1 − (Dikξl)ui1···ik−1l.
Consequ¨entemente, existe uma func¸a˜o h = h(x, u, ∂u, · · · , ∂ku) tal que
η
(k)
i1···ik = h(x, u, ∂u, · · · , ∂ku)− ξjuujui1···ik − ξjuui1uji2···ik − · · · − ξjuuikui1···ik−1j
+ηuui1···ik−1 + ηuu(ui1ui2···ik−1 + ui2ui1i3···ik−1 + · · ·+ uikui1···ik−1).
Assim, calculando η
(k+1)
i1···ikik+1 , obtemos, explicitamente:
η
(k+1)
i1···ikik+1 = (Dik+1h)− (Dik+1ξju)ujui1···ik − (Dik+1ξju)ui1uji2···ik − · · ·
−(Dik+1ξju)uikui1···ik−1j − ξjik+1ui1···ikj − ξjuujik+1ui1···ik
−ξjuui1ik+1uji2···ik − ξjuui2ik+1ui1ji3···ik − · · · − ξjuuikik+1ui1···ik−1j
−ηik+1uui1···ik + ηuu(ui1ik+1ui2···ik + · · ·+ uikik+1ui2···ik)
−ξjuujui1···ikik+1 − ξjuui1uji2···ikik+1 − · · · − ξjuuikui1···ik−1jik+1
−ξjuuik+1ui1···ikj + ηuui1···ikik+1 + ηuu(ui1ui2···ikik+1 + · · ·+ uik+1ui2···ik)
(2.49)
Seja
h˜(x, u, ∂u, · · · ∂k+1u) := (Dik+1h)− (Dik+1ξju)ujui1···ik − (Dik+1ξju)ui1uji2···ik − · · ·
−(Dik+1ξju)uikui1···ik−1j − ξjik+1ui1···ikj − ξjuujik+1ui1···ik
−ξjuui1ik+1uji2···ik − · · · − ξjuuikik+1ui1···ik−1j − ηik+1uui1···ik
+ηuu(ui1ik+1ui2···ik + · · ·+ uikik+1ui2···ik).
Enta˜o, conclu´ımos que a equac¸a˜o (2.49) pode ser escrita como
η
(k+1)
i1···ikik+1 = h˜− ξjuujui1···ikik+1 − ξjuui1uji2···ikik+1 − · · · − ξjuuikui1···ik−1jik+1
−ξjuuik+1ui1···ikj + ηuui1···ikik+1 + ηuu(ui1ui2···ikik+1 + · · ·+ uik+1ui2···ik),
provando o Lema.
Da demonstrac¸a˜o do Lema 2, decorre que se f , em (2.45), e´ um polinoˆmio em relac¸a˜o a`s
componentes de ∂ju, 1 ≤ j ≤ p, enta˜o (2.46) e´ uma equac¸a˜o polinomial nas componentes ∂ju,
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1 ≤ j ≤ p, cujos componentes sa˜o lineares em (ξ(x, u), η(x, u)) e nas suas derivadas parciais
ate´ ordem k. Assim, utilizando (2.45) para eliminar ui1···il em (2.46), uma vez que, em geral,
ha´ mais do que (n + 1) equac¸o˜es, a equac¸a˜o polinomial resultante nas componentes de ∂ju,
1 ≤ j ≤ p, deve ser verdadeira para valores arbitra´rios de tais componentes.
Como consequ¨eˆncia, cada coeficiente do polinoˆmio deve ser nulo, resultando assim num
sistema linear homogeˆneo de E.D.Ps para as n + 1 func¸o˜es (ξ(x, u), η(x, u)). Tal sistema e´
chamado o conjunto de equac¸o˜es determinantes (determining equations) do gerador infinitesimal
X admitido por (2.45). O conjunto das equac¸o˜es determinantes forma um sistema sobre-
determinado de equac¸o˜es, uma vez que, em geral, ha´ mais do que n + 1 equac¸o˜es. Pode
acontecer que sua u´nica soluc¸a˜o seja trivial (ξ, η) = (0, 0), ou enta˜o, no caso na˜o trivial, temos
as seguintes duas possibilidades:
• Se a soluc¸a˜o geral das equac¸o˜es determinantes contiver um nu´mero finito, digamos m, de
constantes essenciais arbitra´rias, enta˜o ele corresponde a um (GTPL) a m-paraˆmetros
admitido por (2.45).
• Se a soluc¸a˜o na˜o puder ser expressa em termos de um nu´mero finito de constantes essenci-
ais, enta˜o as equac¸o˜es determinantes correspondem a um (GTPL) de infinitos paraˆmetros
admitido por (2.45) ou conte´m func¸o˜es arbitra´rias de x e u.
O seguinte exemplo ilustra os dois casos acima mencionados, cujos detalhes e ca´lculos podem
ser conferidos no Cap´ıtulo 5.
Se f(u) = eu, a soluc¸a˜o geral das equac¸o˜es determinantes da equac¸a˜o
uxx + uyy + 4(x
2 + y2)utt + 4yuxt − 4xuyt + f(u) = 0 (2.50)
e´: 
ξ = a1y + a2 + a5x,
φ = −a1x+ a3 + a5y,
τ = 2a3x− 2a2y + a4 + 2a5t,
η = −2a5,
onde a simetria, neste caso, e´ dada pelo seguinte campo vetorial
X = ξ
∂
∂x
+ φ
∂
∂y
+ τ
∂
∂t
+ η
∂
∂u
.
Neste caso, temos 5 constantes arbitra´rias, que correspondera˜o a um grupo de 5-paraˆmetros,
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pois
X = a1
(
y
∂
∂x
− x ∂
∂y
)
+ a2
(
∂
∂x
− 2y ∂
∂t
)
+ a3
(
∂
∂y
+ 2x
∂
∂t
)
+a4
(
∂
∂t
)
+ a5
(
x
∂
∂x
+ y
∂
∂y
+ 2t
∂
∂t
− 2 ∂
∂u
)
e´ a simetria resultante e os campos entre pareˆnteses formam uma a´lgebra de Lie de dimensa˜o
5.
Contudo, se tomarmos f(u) = u em (2.50), os coeficientes da simetria sera˜o
ξ = a1y + a2,
φ = −a1x+ a3,
τ = 2a3x− 2a2y + a4,
η = a5u+ β(x, y, t),
onde β e´ uma func¸a˜o satisfazendo a pro´pria equac¸a˜o, isto e´
∆H1β + β = 0
e a simetria X sera´
X = a1
(
y
∂
∂x
− x ∂
∂y
)
+ a2
(
∂
∂x
− 2y ∂
∂t
)
+ a3
(
∂
∂y
+ 2x
∂
∂t
)
+a4
∂
∂t
+ a5u
∂
∂u
+ β
∂
∂u
,
que possui 5 constantes arbitra´rias, e estas constantes determinara˜o um grupo a 5-paraˆmetros,
mas possui uma simetria cujo coeficiente e´ uma func¸a˜o que satisfaz a pro´pria equac¸a˜o, e esta
simetria esta´ associada a um grupo de dimensa˜o infinita. Este u´ltimo fato reflete a linearidade
da equac¸a˜o diferencial.
Agora apresentaremos alguns resultados que simplificam significativamente o processo de
se obter as equac¸o˜es determinantes. Antes, precisamos definir o que e´ uma equac¸a˜o diferencial
parcial semilinear.
Definic¸a˜o 10. Seja u :M → R de classe ao menos Ck(M) e
Lp := A
i1···ip(x)
∂p
∂xi1 · · · ∂xip , 1 ≤ p ≤ k,
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onde os coeficientes Ai1···ip(x) sa˜o sime´tricos com respeito a seus ı´ndices.
Uma equac¸a˜o diferencial F (x, u, ∂u, · · · , ∂ku) = 0 e´ dita ser uma equac¸a˜o diferencial parcial
semilinear de ordem k se existe uma func¸a˜o h = h(x, u, ∂u, · · · ∂k−1u) e um operador Lk tal que
F := Lku+ h(x, u, ∂u, · · · ∂k−1u) = 0.
O teorema seguinte pode ser provado para equac¸o˜es de ordem k ≥ 1. Para k ≥ 3 a
demonstrac¸a˜o, ale´m de te´cnica, e´ muito tediosa. A prova para os casos semilineares pode ser
encontrada em [53] e Bluman ([10]) para o caso quaselinear em que os coeficientes da equac¸a˜o
possuem dependeˆncia da varia´vel dependente3.
Teorema 9. Suponha que uma E.D.P semilinear de segunda ordem
Aij(x)uij + h(x, u, ∂u) = 0
admita um (GTPL) com gerador infinitesimal (2.39). Enta˜o ξi(x, u), i = 1, · · · , n, independe
de u.
Demonstrac¸a˜o. Seja
F := Aij(x)uij + h(x, u, ∂u)
e X(2) a extensa˜o de segunda ordem da simetria X. Enta˜o,
X(2) = ξk(x, u)
∂
∂xk
+ η(x, u)
∂
∂u
+ η
(1)
k (x, u, ∂u)
∂
∂uk
+ η
(2)
kl (x, u, ∂u, ∂
2u)
∂
∂ukl
,
e os coeficientes no espac¸o de jatos sa˜o dados por (vide Teorema 7)
η
(1)
k = ηk + ηuuk − ξjkuj − ξjuujuk,
η
(2)
kl = ηkl + ηluuk − ξjkluj + ηkuul + ηuuukul − ξjluujuk − ξjkuujul − ξjuuujukul
+ηuukl − ξjkulj − ξjl ukj − ξjuuljuk − ξjuulkuj − ξjuulukj.
Desta forma, definindo Fk :=
∂F
∂xk
, obtemos:
X(2)F = ξkFk + ηFu + ηkFuk + A
klηkl + (ukηu − ξjkuj)Fuk + Aklηkluk − Aklξjkluj
+Aklηkuul − Aklξjluujuk + Aklηuuukul − Aklξjkuujul − Aklξjuuujukul
+Aklηuukl − Aklξjkulj − Aklξjl ukj − Aklξjuuljuk − Aklξjuulkuj − Aklξjuulujk.
3Uma E.D.P de ordem k e´ dita ser quaselinear se ela pode ser escrita na forma
Ai1···ik(x, u, ∂u, · · · , ∂k−1u)ui1···ik + h(x, u, ∂u, · · · , ∂k−1u) = 0. No caso particular do artigo de Bluman, os
coeficientes sa˜o da forma Ai1···ik(x, u). Para a classificac¸a˜o de E.D.Ps quanto a` sua (na˜o-)linearidade, consulte
[45].
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Ha´ duas maneiras equivalentes de determinarmos os coeficientes de uma simetria. Aqui, seguire-
mos o crite´rio de Ibragimov ([60]) e Olver ([73]). No Cap´ıtulo 5 utilizaremos o me´todo de
Bluman e Kumei ([9]).
Assim, a condic¸a˜o de simetria e´
X(2)F = λ(x, u)F, (2.51)
para alguma func¸a˜o λ = λ(x, u).
Como F e´ uma func¸a˜o linear nas derivadas segundas da func¸a˜o u, a condic¸a˜o de simetria
implica que os termos envolvendo produtos das derivadas primeiras e segundas de u deve ser
identicamente nulo. Logo,
Akl(ξjuuljuk + ξ
j
uulkuj + ξ
j
uulujk) = 0. (2.52)
Utilizando o fato que
uk = δ
p
kup, ulj = δ
r
l δ
s
jurs,
uj = δ
p
jup, ulk = δ
r
l δ
s
kurs,
ul = δ
p
l up, ulj = δ
r
j δ
s
kurs,
e substituindo em (2.52), chegamos a` seguinte relac¸a˜o:
(Aklξjuδ
p
kδ
r
l δ
s
j + A
klξjuδ
p
j δ
r
l δ
s
k + A
klξjuδ
p
l δ
r
j δ
s
k)upurs = 0.
Como o conjunto {ujukl} e´ linearmente independente, a seguinte igualdade necessariamente e´
satisfeita:
Aklξjuδ
p
kδ
r
l δ
s
j + A
klξjuδ
p
j δ
r
l δ
s
k + A
klξjuδ
p
l δ
r
j δ
s
k = 0. (2.53)
Tomando p = r = s, conclu´ımos que
Appξpu = 0.
Sejam N1 e N2 os conjuntos de ı´ndices tais que A
pp 6= 0 e App = 0, respectivamente. Assim,
para todo i ∈ N1, ξpu = 0 e portanto, ξi = ξi(x).
Suponha que N2 6= ∅. Enta˜o existe n0 ∈ N2. Nosso objetivo aqui e´ mostrar que ξn0u = 0,
para todo n0 ∈ N2. Tomando p 6= k, p 6= j e escolhendo s = n0 em (2.53), obtemos
An0pξru = 0.
Por hipo´tese, fixado n0, existe p0 tal que A
n0p0 6= 0. Logo, escolhendo p = p0, conclu´ımos que
ξru = 0 para todo r.
Teorema 10. Nas hipo´teses do Teorema 9, se
h = bj(x)uj + f(x, u),
enta˜o η e´ linear em u.
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Demonstrac¸a˜o. Decorre do Teorema 9 que
X(2)F = ξkFk + ηFu + ηkFuk + A
klηkl + (ukηu − ξjkuj)Fuk + Aklηkluk − Aklξjkluj
+Aklηkuul + A
klηuukl − Aklξjkulj − Aklξjl ukj + Aklηuuukul.
Como a equac¸a˜o e´ linear nas derivadas primeiras e segundas de u, a condic¸a˜o (2.51) implica
que os coeficientes de ukul devem ser nulos. Logo, A
klηuu = 0. Enta˜o, ηuu = 0.
2.5 O Teorema de Noether e simetrias
Nesta sec¸a˜o apresentaremos uma aplicac¸a˜o da teoria de simetrias a problemas f´ısicos, mais
especificamente, estaremos interessados na construc¸a˜o de leis de conservac¸a˜o.
Uma lei de conservac¸a˜o num sistema f´ısico, que tenha varia´veis independentes t, x, y, z
(que naturalmente pensamos como sendo o tempo e as treˆs varia´veis espaciais) e varia´veis
dependentes descritas por uma func¸a˜o de estado u(t, x, y, z) = (u1(t, x, y, z), · · · , um(t, x, y, z))
e´ uma equac¸a˜o da forma
Div(f) = Dtf
1 +Dxf
2 +Dyf
3 +Dzf
4 = 0,
onde a func¸a˜o vetorial f = (f 1, f 2, f 3, f 4) pode depender de t, x, y, z, u e das derivadas de u ate´
ordem k, para algum k ∈ N, e Dt, Dx, Dy, Dz sa˜o os operadores de derivac¸a˜o total de u com
respeito a t, x, y, z, respectivamente.
O sentido f´ısico de uma lei de conservac¸a˜o e´ o seguinte: a taxa de variac¸a˜o da func¸a˜o f 1
dentro de qualquer domı´nio Ω limitado no espac¸o e´ igual ao fluxo de (f 2, f 3, f 4) atrave´s da
fronteira ∂Ω. Do ponto de vista matema´tico, leis de conservac¸a˜o fornecem uma base para
obtenc¸a˜o de estimativas, a priori, de existeˆncia de soluc¸o˜es do sistema.
De um modo geral, construir leis de conservac¸a˜o para um sistema f´ısico pode ser uma tarefa
na˜o-trivial. Contudo, para sistemas que surjam de uma formulac¸a˜o Lagrangeana, existe um
teorema fundamental, devido a Emmy Noether, que prova que para toda transformac¸a˜o in-
finitesimal admitida por uma integral de ac¸a˜o de um sistema Lagrangeano, podemos encontrar,
construtivamente, suas leis de conservac¸a˜o.
Dada uma func¸a˜o, denominada Lagrangeana do sistema,
L = L(x, u, ∂u, · · · , ∂ku) (2.54)
definida num domı´nio Ω ⊆ (M, g)4, o problema de se encontrar func¸o˜es u(x) que correspondam
a um valor extremo da integral
J [u] :=
∫
Ω
L√gdV. (2.55)
4Por abuso de linguagem, utilizaremos g para denotarmos tanto a me´trica quanto seu respectivo
determinante.
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e´ chamado um problema variacional e a integral J [u] acima e´ chamada integral de ac¸a˜o. De-
notaremos por dV =
√
gdx e por dS as medidas de Lebesgue de uma regia˜o Ω ∈ Rn e sua
fronteira ∂Ω, respectivamente.
O trabalho original de Noether considerava transformac¸o˜es da forma
x∗ = x+ εξ(x, u, ∂u, · · · , ∂pu) +O(ε2),
u∗ = u+ εη(x, u, ∂u, · · · , ∂pu) +O(ε2),
(2.56)
que deixam a integral de ac¸a˜o invariante para alguma regia˜o arbitra´ria Ω. Neste trabalho,
Noether estabeleceu uma relac¸a˜o expl´ıcita entre os infinitesimais ξ, η e o fluxo conservado.
2.5.1 Equac¸o˜es de Euler - Lagrange
Seja L a Lagrangeana dada por (2.54) e considere uma perturbac¸a˜o na func¸a˜o u : u(x) →
u(x) + εv(x). Assumindo que L seja uma func¸a˜o C∞, enta˜o, a correspondente perturbac¸a˜o na
Lagrangeana e´
δL := L(x, u+ εv, ∂u+ ε∂v, · · · , ∂ku+ ε∂kv)− L(x, u, ∂u, · · · , ∂ku)
= ε
(
∂L
∂u
v +
∂L
∂ui
vi +
∂L
∂uij
vij + · · ·+ ∂L
∂ui1···ik
vi1···ik
)
+O(ε2).
Definic¸a˜o 11. O operador
E :=
∂
∂u
−Di ∂
∂ui
+DiDj
∂
∂uij
+ · · ·+ (−1)kDi1 · · ·Dik
∂
∂ui1···ik
e´ chamado operador de Euler.
Seja
W i[u, v] := v
(
∂L
∂ui
+ · · ·+ (−1)k−1Di1 · · ·Dik−1
∂L
∂uii1···ik−1
)
+(Di1v)
(
∂L
∂ui1i
+ · · ·+ (−1)k−2Di2 · · ·Dik−1
∂L
∂ui1ii2···ik−1
)
+· · ·+ (Di1 · · ·Dik−1v)
∂L
∂ui1···ik−1i
.
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Determinemos agora as condic¸o˜es a serem satisfeitas pela func¸a˜o u(x) para serem extremos
funcionais. Usando integrac¸a˜o por partes, obtemos:
δJ [u] := J [u+ εv]− J [u] =
∫
Ω
δLdV
= ε
∫
Ω
(
E(L)v +DiW i[u, v]
)
dV +O(ε2)
= ε
(∫
Ω
E(L)vdV +
∫
∂Ω
W i[u, v]NidS
)
+O(ε2),
onde E(L) e´ operador de Euler agindo na func¸a˜o L, ∂Ω denota a fronteira de Ω e N =
(N1, · · · , Nn) e´ a normal unita´ria externa a` mesma. A fim de que a func¸a˜o u(x) seja um
extremo do funcional J [u], o coeficiente linear de ε deve ser nulo. Como a func¸a˜o v(x) na˜o
altera as condic¸o˜es de contorno impostas a u(x), podemos, sem perda de generalidade, assumir
que v(x) e suas derivadas em W i[u, v] anulam-se em ∂Ω. Enta˜o a integral de superf´ıcie em
J ′[u]v :=
d
dε
J [u+ εv]
∣∣∣∣
s=0
=
∫
Ω
E(L)vdV +
∫
∂Ω
W i[u, v]NidS = 0
tambe´m se anula, pois as func¸o˜es W i[u, v] sa˜o lineares em v e em suas derivadas. Por con-
sequ¨eˆncia, o termo de volume deve se anular tambe´m para toda func¸a˜o v(x) satisfazendo as
condic¸o˜es de contorno homogeˆneas. Uma vez que o comportamento de v(x) e´ arbitra´rio no
interior de Ω, conclu´ımos, pelo Lema de Lagrange5, que um extremo u(x) satisfaz:
E(L) = ∂L
∂u
−Di ∂L
∂ui
+DiDj
∂L
∂uij
+ · · ·+ (−1)kDi1 · · ·Dik
∂L
∂ui1···ik
= 0. (2.57)
A equac¸a˜o (2.57) e´ chamada Equac¸a˜o de Euler - Lagrange para o extremo u(x) do funcional
J [u]. Formalmente, demonstramos o
Teorema 11. A fim de que uma func¸a˜o diferencia´vel u(x) seja um extremo da integral de ac¸a˜o
(2.55), e´ necessa´rio e suficiente que ela satisfac¸a a equac¸a˜o de Euler - Lagrange (2.57).
5O Lema de Lagrange afirma que se f e´ uma func¸a˜o cont´ınua num subconjunto compacto Ω e se, para toda
func¸a˜o η de classe C1(Ω) tais que η|∂Ω = 0 e ∫
Ω
f(x)η(x)dx = 0,
enta˜o f(x) = 0, ∀x ∈ Ω.
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2.5.2 Simetrias variacionais, de divergeˆncia e leis de conservac¸a˜o
Nesta sec¸a˜o trataremos das simetrias variacionais e de divergeˆncia, e depois apresentaremos
um algoritmo para calcular as leis de conservac¸a˜o de tais simetrias.
A seguinte igualdade e´ chamada Identidade de Noether (vide [37] ou [60], pa´gina 315):
X(k)L+ LDiξi = E(L)(η − ujξj) +Di
(
ξiL+W i[u, η − ujξj]
)
.
Decorre, desta identidade, o seguinte teorema [72].
Teorema 12. Teorema de Noether
Sejam X(k) a k - e´sima extensa˜o do gerador
X = ξi
∂
∂xi
+ η
∂
∂u
(2.58)
e
B = (B1, · · · , Bn), Bi = Bi(x, u, ∂u, · · · , ∂lu), 1 ≤ i ≤ n, l ∈ N.
Suponha que o campo vetorial B satisfac¸a a equac¸a˜o
X(k)L+ LDiξi = DiBi
para u(x) arbitra´ria. Enta˜o, para qualquer soluc¸a˜o u(x) das equac¸o˜es de Euler - Lagrange,
temos a seguinte lei de conservac¸a˜o:
Di
(
ξiL+W i[u, η − ujξj]−Bi
)
= 0.
Para estabelecer conceitos e fixar notac¸o˜es, seguem as definic¸o˜es:
Definic¸a˜o 12. A divergeˆncia de um campo vetorial B = (B1, · · · , Bn) e´ definida como sendo
Div(B) := DiB
i.
Definic¸a˜o 13. Uma transformac¸a˜o do tipo (2.56), com gerador infinitesimal (2.58) e´ uma
simetria de divergeˆncia da integral de ac¸a˜o J [u] se, para toda func¸a˜o u(x), existe algum campo
vetorial
A(x, u, ∂u, · · · , ∂ru) = (A1, · · · , An)
dependendo de x, u e suas derivadas de ordem finita r, para algum r ∈ N, tal que
X(k)L+ LDiξi = Div(A).
No caso particular em que A = 0, dizemos que o campo X e´ uma simetria variacional.
Definic¸a˜o 14. Se X e´ uma simetria de divergeˆncia, enta˜o dizemos que X e´ uma simetria de
Noether.
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Cap´ıtulo 3
A´lgebras e Grupos de Heisenberg
O objetivo deste cap´ıtulo e´ fazer uma breve introduc¸a˜o aos Grupos de Heisenberg. Tais
grupos teˆm suas ra´ızes na a´lgebra de operadores oriundos da Mecaˆnica Quaˆntica, a partir da
formulac¸a˜o matricial da mesma pelo f´ısico alema˜o Werner Karl Heisenberg em 1925, e teˆm sido
amplamente estudados por diversas a´reas desde a de´cada de 1970.
Em particular, o grupo de Heisenberg tridimensional H1 e´, por si so´, uma estrutura bastante
rica. Simultaneamente e´ uma das oito geometrias de Thurston1 e o exemplo mais simples de
uma estrutura geome´trica mais geral, chamada Grupos de Carnot.
3.1 Origens f´ısicas
A a´lgebra de Lie de Heisenberg (vide a pro´xima sec¸a˜o para a definic¸a˜o de a´lgebras de Lie
ou [66]) tem esse nome porque as equac¸o˜es de estrutura sa˜o as relac¸o˜es de comutac¸a˜o canoˆnicas
de Heisenberg na Mecaˆnica Quaˆntica. Tais relac¸o˜es, todavia, sa˜o verso˜es quantizadas dos
pareˆnteses de Poisson para coordenadas canoˆnicas na Mecaˆnica Hamiltoniana.
O estado de um sistema cla´ssico e´ descrito, na Mecaˆnica Hamiltoniana, por n coordenadas
q1, · · · , qn e n momentos p1, · · · , pn. As 2n varia´veis constituem as varia´veis canoˆnicas do
sistema. Outras importantes func¸o˜es na F´ısica, tais como energia e momentum, sa˜o func¸o˜es
das varia´veis canoˆnicas e sa˜o chamados observa´veis. Tais func¸o˜es constituem uma a´lgebra de
Lie de dimensa˜o infinita com respeito aos pareˆnteses de Poisson
{F,G} =
n∑
i=1
(
∂F
∂qi
∂G
∂pi
− ∂F
∂pi
∂G
∂qi
)
.
1A recente demonstrac¸a˜o da celebrada conjectura de Poincare´ por Perelman tem atra´ıdo ainda mais a atenc¸a˜o
da comunidade matema´tica a tais geometrias ([38]).
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As equac¸o˜es de movimento
q˙i =
∂H
∂pi
= {qi, H} e p˙i = −∂H
∂qi
= {pi, H},
sa˜o chamadas as equac¸o˜es de Hamilton, onde H e´ a Hamiltoniana do sistema.
Mais geralmente, a evoluc¸a˜o temporal de um observa´vel e´ dada pela equac¸a˜o
F˙ = {F,H}
e neste caso, para descrevermos o comportamento da part´ıcula, teremos 2n + 1 varia´veis, a
saber, (q1, · · · , qn, p1, · · · , pn, t).
A descric¸a˜o, do ponto de vista da Mecaˆnica Quaˆntica, do mesmo sistema, e´ feita encontrando-
se uma a´lgebra de operadores hermitianos num espac¸o de Hilbert cujo produto de Lie e´ dado
por um colchete (de Lie), como dito na Mecaˆnica Quaˆntica, um comutador dos observa´veis.
Isto e´ feito de modo que se A e B sa˜o dois operadores correspondentes a`s func¸o˜es cla´ssicas
a e b, enta˜o [A,B] e´ um operador que corresponde a` func¸a˜o cla´ssica i~{a, b}, onde ~ = h/2pi e
h e´ a constante de Planck. Em particular, o conjunto das varia´veis canoˆnicas qi, pj satisfazem
{qi, qj} = {pi, pj} = 0 e {qi, pj} = δij, onde δij e´ o s´ımbolo de Kroenecker. Na Mecaˆnica
Quaˆntica os respectivos operadores satisfazem as seguintes relac¸o˜es de comutac¸a˜o
[Qi, Qj] = 0, [Pi, Pj] = 0, [Qi, Pj] = i~δijI, (3.1)
onde I denota o operador identidade.
No caso particular de uma part´ıcula, os operadores Q1, Q2 e Q3 sa˜o chamados, respectiva-
mente, de X, Y e Z, e correspondem a` multiplicac¸a˜o pelas componentes que representam. Por
exemplo, se |ψ〉 e´ um ket (um vetor no espac¸o de Hilbert das func¸o˜es de quadrado integra´vel
associadas a` distribuic¸a˜o de probabilidade de uma part´ıcula em um sistema quaˆntico), enta˜o
X |ψ〉 = x |ψ〉, sendo o ca´lculo para os operadores Y e Z ana´logos, e os operadores momento
sa˜o equivalentes a Px =
~
i
∂
∂x
, Py =
~
i
∂
∂y
e Pz =
~
i
∂
∂z
.
Embora tenhamos mostrado a relac¸a˜o entre os observa´veis cla´ssicos a, b e seus ana´logos na
Mecaˆnica Quaˆntica A,B, ha´ uma grande diferenc¸a na maneira de interpreta´-los.
Na Mecaˆnica Cla´ssica os valores de todos os observa´veis sa˜o completamente determinados,
mas no mundo quaˆntico isto na˜o e´ verdade pois, em um dado estado, os observa´veis teˆm apenas
uma distribuic¸a˜o de probabilidade para seus valores, que eventualmente eles podem assumir
num determinado ponto. O Princ´ıpio de Incerteza de Heisenberg traduz bastante bem essa
diferenc¸a.
Enquanto que na Mecaˆnica Newtoniana, saber a velocidade e a posic¸a˜o de uma part´ıcula em
um dado instante, digamos t0 = 0, e´ suficiente para descrever toda a sua trajeto´ria e momento,
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em qualquer tempo t ≥ t0, na Mecaˆnica Quaˆntica isso e´ vetado pelo Princ´ıpio de Incerteza de
Heisenberg, que nos permite obter informac¸a˜o sobre apenas um dos observa´veis, em detrimento
do outro.
Para maiores detalhes sobre Mecaˆnica Quaˆntica e grupos de Lie, consultar ([47, 81] e [78]),
respectivamente.
3.2 Identificando R2n+1 com o Grupo de Heisenberg
Nesta sec¸a˜o muniremos os espac¸os euclidianos de dimensa˜o ı´mpar superior a 1 com uma lei
de composic¸a˜o de modo a torna´-los grupos de Lie, mais especificamente, Grupos de Heisenberg.
Uma a´lgebra de Lie n dimensional g e´ um espac¸o vetorial2 real de dimensa˜o n munido de
uma operac¸a˜o bilinear, antissime´trica
g× g 3 (X,Y ) 7−→ [X,Y ] ∈ g,
chamado colchete de Lie3, satisfazendo a Identidade de Jacobi
[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0.
Um grupo de Lie e´ uma variedade diferencia´vel M com uma lei de composic¸a˜o
φ : M ×M → M
(x, y) 7→ φ(x, y−1),
diferencia´vel em todos os pontos, onde a inversa˜o y 7→ y−1 tambe´m e´ diferencia´vel.
Considere R2n+1 com as coordenadas
(x1, · · · , xn, y1, · · · , yn, t) = (x, y, t)
e defina em R2n+1 o seguinte colchete de Lie
[(x, y, t), (x′, y′, t′)] := (0, 0, [(x, y), (x′, y′)]), (3.2)
onde
[(x, y), (x′, y′)] := 2(x · y′ − y · x′).
E´ fa´cil ver que (R2n+1, [ , ]) e´ uma a´lgebra de Lie. Isto nos motiva a` seguinte definic¸a˜o:
2Trabalharemos apenas com espac¸os vetoriais sobre o corpo dos reais.
3Na F´ısica, em geral, esta operac¸a˜o e´ chamada comutador de X e Y.
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Definic¸a˜o 15. Considere o espac¸o vetorial R2n+1 e o colchete de Lie dado por (3.2). A a´lgebra
de Heisenberg e´ definida como sendo hn := (R2n+1, [ , ]).
Sejam X1, · · · , Xn, Y1, · · · , Yn, T uma base de R2n+1 e [ , ] um colchete tal que as constantes
de estrutura da a´lgebra de Lie sejam determinadas pelas relac¸o˜es
[Xi, Xj] = [Yi, Yj] = [Xi, T ] = [Yj, T ] = 0, [Xi, Yj] = 4δijT. (3.3)
Dado (x, y, t) ∈ R2n+1, defina a matriz m(x, y, t) ∈Mn+2(R) como
m(x, y, t) :=

0 2x1 . . . 2xn t
0 0 . . . 0 2y1
...
...
. . .
...
...
0 0 . . . 0 2yn
0 0 . . . 0 0

.
Um ca´lculo bastante simples mostra que
m(x, y, t)m(x′, y′, t′) = m(0, 0, 4x · y′),
e, se definirmos
M(x, y, t) := I +m(x, y, t),
onde I denota a matriz identidade, enta˜o
M(x, y, t)M(x′, y′, t′) =M(x+ x′, y + y′, t+ t′ + 4x · y′). (3.4)
Ale´m disso, tomando o comutador
[m(x, y, t),m(x′, y′, t′)] = m(0, 0, 4(x · y′ − y · x′)), (3.5)
a correspondeˆncia (x, y, t) =: X 7→ M(X) e´ um isomorfismo4 entre hn e {m(X) : X ∈ R2n+1},
cujo correspondente grupo de Lie pode ser obtido a partir da aplicac¸a˜o exponencial. Decorre,
de (3.5), que
m(x, y, t)2 = m(0, 0, 4x · y) e m(x, y, t)k = 0 para k > 2.
4Ou, mais formalmente, uma representac¸a˜o fiel de hn em gl(R2n+1).
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Enta˜o
em(x,y,t) = I +m(x, y, t) +
1
2
m(0, 0, 4x · y) =M(x, y, t+ 2x · y). (3.6)
Consequ¨entemente, a aplicac¸a˜o exponencial e´ uma bijec¸a˜o entre {m(X) : X ∈ R2n+1} e
{M(X) : X ∈ R2n+1} e forma um grupo com a lei de composic¸a˜o dada em (3.4). E´ imediato
que
em(x,y,t)em(x
′,y′,t′) = em(x+x
′,y+y′,t+t′+2(x·y′−y·x′)).
Identificando cada X ∈ R2n+1 com a matriz em(X), podemos fazer de R2n+1 um grupo, como
se veˆ na seguinte
Definic¸a˜o 16. Considere a lei de composic¸a˜o φ : R2n+1 × R2n+1 −→ R2n+1 definida por
φ((x, y, t), (x′, y′, t′)) := (x+ x′, y + y′, t+ t′ + 2(x′ · y − y′ · x)). (3.7)
Enta˜o (R2n+1, φ) =: Hn e´ um grupo, chamado Grupo de Heisenberg, para todo n ∈ N.
E´ fa´cil ver que o inverso de (x, y, t) com respeito a` lei de composic¸a˜o (3.7) e´ o elemento
(−x,−y,−t).
3.3 Dilatac¸o˜es e homogeneidade
Nesta sec¸a˜o nos preocuparemos em apresentar as definic¸o˜es de dilatac¸a˜o e homogeneidade
no grupo de Heisenberg, a partir das quais sera´ poss´ıvel calcular a dimensa˜o homogeˆnea de Hn,
que necessitaremos mais adiante. Para maiores detalhes acerca deste to´pico, consultar [13] e
[64].
Definic¸a˜o 17. A se´rie central descendente de uma a´lgebra de Lie g e´ definida indutivamente
como sendo
g1 := g,
g2 := [g, g] = [g, g1],
...
gk := [g, gk−1],
onde [g, g] := {[X,Y ], X, Y ∈ g} e os demais sa˜o definidos de maneira ana´loga.
Definic¸a˜o 18. Uma a´lgebra de Lie e´ nilpotente se sua se´rie central descendente se anula em
algum momento, ou seja, existe k ∈ N tal que gk = 0. Neste caso, a a´lgebra e´ dita ser nilpotente
de ordem n := mink∈N{k ∈ N | gk = 0}.
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Definic¸a˜o 19. Uma famı´lia de dilatac¸o˜es em uma a´lgebra de Lie nilpotente Nil, com grupo
associado Nil, e´ um grupo uniparame´trico de automorfismos da a´lgebra, determinada por
δλ(Xj) = λ
ajXj,
onde Xj ∈ Nil e aj ∈ R. O grupo Nil munido com as dilatac¸o˜es e´ chamado de grupo homogeˆneo.
Definic¸a˜o 20. Uma a´lgebra de Lie g e´ dita ser graduada se ela possui uma decomposic¸a˜o
g =
r∑
j=1
⊕gj
com a seguinte propriedade: [gj, gk] ⊆ gj+k, se j + k ≤ r.
Teorema 13. A a´lgebra de Heisenberg hn e´ uma a´lgebra graduada da forma h1 = g
1 ⊕ g2, com
dim g2 = 1.
Demonstrac¸a˜o. Seja
g1 := {Xi, Yi, 1 ≤ i ≤ n}.
Pela definic¸a˜o das regras de comutac¸a˜o em Hn (equac¸a˜o (3.3)), e´ fa´cil ver que [g1, g1] = {T}.
Definindo g2 := {T}, vemos que
g1 ∩ g2 = {0}, e g1 ∪ g2 = hn,
o que conclui a demonstrac¸a˜o.
Definic¸a˜o 21. Sejam (Rn, φ) um grupo de Lie e g a a´lgebra de Lie associada. Considere Rn
munido de uma estrutura homogeˆnea determinada por uma famı´lia de automorfismos de grupos
de Lie {δλ}λ>0 da forma
δλ(x) = (λx
(1), λ2x(2), · · · , λrx(r)), (3.8)
onde x(i) ∈ Rni , 1 ≤ i ≤ r e n1 + · · · + nr = n. Para i = 1, · · · , n1, defina Xi como os u´nicos
campos vetoriais na a´lgebra que na origem coincidem com a base canoˆnica de Rn1. Suponha
que a a´lgebra gerada pelos campos X1, · · · , Xn1 seja a mesma de g.
A terna G := (Rn, φ, δλ) e´ chamada Grupo de Carnot (homogeˆneo). Dizemos que G e´
nilpotente de ordem r e possui m := n1 geradores.
Definic¸a˜o 22. Definimos o espac¸o linear-homogeˆneo5 do grupo (Rn, φ) como sendo o espac¸o
gerado pelos campos X1, · · · , Xn1.
Definic¸a˜o 23. Seja A a matriz Jacobiana de (3.8). O nu´mero
Q := trac¸o
(
dA
dλ
∣∣∣∣
λ=1
)
=
r∑
j=1
jnj (3.9)
e´ chamado dimensa˜o homogeˆnea de G.
5Esta definic¸a˜o e´ de nossa autoria.
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No caso particular do grupo de Heisenberg Hn, n1 = 2n, n2 = 1, r = 2 e enta˜o, Q = 2n+2.
Definic¸a˜o 24. Uma func¸a˜o N : H → H satisfazendo
1. N(x) ≥ 0 e N(x) = 0⇔ x = 0,
2. x 7→ N(x) e´ cont´ınua e diferencia´vel em H \ {0},
3. N(δλ(x)) = λN(x),
e´ chamada func¸a˜o norma homogeˆnea de um grupo homogeˆneo H.
Definic¸a˜o 25. A distaˆncia entre dois pontos P = (x, y, t), P0 ∈ Hn, definida por
d(P, P0) = d(φ(P
−1
0 , P ), 0), (3.10)
onde
d(P, 0) :=
(
n∑
i=1
(x2i + y
2
i )
2 + t2
) 1
4
,
e´ chamada distaˆncia homogeˆnea do grupo de Heisenberg.
Do ponto de vista topolo´gico, a definic¸a˜o de distaˆncia acima nos mostra que a topologia do
Grupo de Heisenberg e´ a mesma de Rn. Como consequ¨eˆncia desta, tornaremos Hn um espac¸o
normado, atrave´s do pro´ximo
Teorema 14. Seja d a func¸a˜o dada em (3.10) e defina N(x) := d(x, 0). Enta˜o N e´ uma norma
homogeˆnea no grupo de Heisenberg Hn.
Demonstrac¸a˜o. Segue imediatamente das definic¸o˜es.
3.4 Campos invariantes a` esquerda
Da lei de composic¸a˜o (3.7) decorre que as translac¸o˜es invariantes a` esquerda no grupo de
Heisenberg sa˜o
L(x,y,t)(x
′, y′, t) = φ((x, y, t), (x,′ , y′, t′)).
Logo, uma base para a a´lgebra de Lie dos campos vetoriais invariantes a` esquerda em Hn e´
dada por
Xj =
d
ds
φ((x, y, t), (sej, 0, 0))
∣∣∣∣
s=0
=
∂
∂xj
+ 2yj
∂
∂t
,
Yj =
d
ds
φ((x, y, t), (0, sen+j, 0))
∣∣∣∣
s=0
=
∂
∂yj
− 2xj ∂
∂t
,
T =
d
ds
φ((x, y, t), (0, 0, s))
∣∣∣∣
s=0
=
∂
∂t
,
(3.11)
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onde 1 ≤ i, j ≤ n, e1, · · · , en, en+1, · · · , e2n+1 sa˜o os versores canoˆnicos de R2n+1 e os colchetes
de Lie sa˜o, para todos 1 ≤ j, k ≤ n,
[Xj, Xk] = [Yj, Yk] = [Xj, T ] = [Yj, T ] = 0 e [Xj, Yk] = −4δjkT. (3.12)
3.5 A geometria do Grupo de Heisenberg
Nesta sec¸a˜o apresentaremos os principais fatos, do ponto de vista da geometria, relacionados
ao grupo de Heisenberg Hn. Como consequ¨eˆncia imediata dos campos invariantes a` esquerda
temos:
Teorema 15. Os campos vetorias invariantes a` esquerda (3.11) determinam a seguinte me´trica
no grupo de Heisenberg Hn:
gij = δij + 4yiyj, 1 ≤ i, j ≤ n,
gij = δij + 4xixj, n ≤ i, j ≤ 2n,
gij = −4xiyj, 1 ≤ i ≤ n, n ≤ j ≤ 2n,
g2n+1 2n+1 = 1,
cuja representac¸a˜o matricial e´
(gij) =

1 + 4y21 4y1y2 · · · 4y1yn −4x1y1 −4x1y2 −4x1yn −2y1
4y1y2 1 + 4y
2
2 · · · · · · · · · · · · −4x2yn −2y2
...
...
. . .
...
...
...
...
...
4y1yn · · · · · · 1 + 4y2n · · · · · · −4xnyn −2yn
−4x1y1 · · · · · · · · · 1 + 4x21 · · · 4x1xn 2x1
...
...
...
...
...
. . .
...
...
−4xny1 · · · · · · · · · · · · · · · 1 + 4x2n 2xn
−2y1 −2y2 · · · 2yn 2x1 · · · 2xn 1

.
No caso particular em que n = 1, obtemos
ds2 = dx2 + dy2 + (2ydx− 2xdy + dt)2 (3.13)
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e a matriz associada e´
(gij) =

1 + 4y2 −4xy −2y
−4xy 1 + 4x2 2x
−2y 2x 1
 .
Demonstrac¸a˜o. Basta notar que a identidade no grupo de Heisenberg e´ a origem e que nesse
ponto o produto interno coincide com o do R2n+1. Tomando o produto interno dos campos
(3.11) na origem obtemos o resultado desejado.
Sejam {Γijk}, 1 ≤ i, j, k ≤ 3, uma famı´lia de func¸o˜es com treˆs ı´ndices e a partir desta famı´lia,
para cada ı´ndice superior fixado i, considere a matriz 3× 3 definida por Γi := (Γijk).
Teorema 16. Os s´ımbolos de Christoffel de (H1, g), sa˜o:
Γ1 =

0 4y 0
4y −8x −2
0 −2 0
 , Γ2 =

−8y 4x 2
4x 0 0
2 0 0
 ,
Γ3 =

16xy −8(x2 − y2) −4x
−8(x2 − y2) −16xy −4y
−4x −4y 0
 .
Demonstrac¸a˜o. Basta substituir os valores de gij e g
ij, onde (gij) = (gij)
−1, na expressa˜o para
os s´ımbolos de Christoffel
Γijk =
1
2
gim
(
∂gkm
∂xj
+
∂gmj
∂xk
− ∂gjk
∂xm
)
.
Teorema 17. A curvatura seccional de (Hn, g) na˜o e´ constante.
Demonstrac¸a˜o. Decorre imediatamente do fato que
K(Xi, Yj) = −3
4
,
K(Xi, T ) = K(Yi, T ) =
1
4
.
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Definic¸a˜o 26. Seja (M, g) uma variedade Riemanniana n dimensional e p ∈ M . Um campo
vetorial
X = ξi
∂
∂xi
∈ TpM
e´ uma isometria infinitesimal se a derivada de Lie da me´trica se anula, isto e´,
LXgij := ξk ∂gij
∂xk
+ gik
∂ξj
∂xk
+ gjk
∂ξi
∂xk
= 0. (3.14)
Neste caso o campo X e´ chamado campo de Killing da variedade M .
Teorema 18. Seja (M,g) uma variedade Riemanniana de dimensa˜o n ≥ 2 conexa. Enta˜o a
dimensa˜o do seu grupo de isometrias na˜o excede
n(n+ 1)
2
e esse valor e´ atingido se, e somente
se, a curvatura seccional de M for constante.
Demonstrac¸a˜o. Consulte [83].
Teorema 19. Nas hipo´teses do teorema precedente, a dimensa˜o do grupo de isometrias na˜o
pode ser
n(n+ 1)
2
− 1.
Demonstrac¸a˜o. Consulte [54, 74].
Teorema 20. Seja (H1, g) o grupo de Heisenberg. Enta˜o a a´lgebra de Lie das isometrias
infinite-simais e´ gerada pelos seguintes campos vetoriais:
T :=
∂
∂t
, R := y
∂
∂x
− x ∂
∂y
, X˜ :=
∂
∂x
− 2y ∂
∂t
, Y˜ :=
∂
∂y
+ 2x
∂
∂t
, (3.15)
que correspondem, respectivamente, a uma translac¸a˜o em t, uma rotac¸a˜o no plano x-y e os
geradores da multiplicac¸a˜o a` direita em H1.
Demonstrac¸a˜o. Primeiro, note que os campos T,R, X˜ e Y˜ sa˜o linearmente independentes. Pelos
Teoremas 18 e 19, o grupo de isometrias de H1 tem dimensa˜o n ≤ 4. Como os campos (3.15)
satisfazem a equac¸a˜o (3.14) para a me´trica do Grupo de Heisenberg tridimensional, enta˜o
T,R, X˜ e Y˜ sa˜o campos de Killing de H1. Pela maximalidade, conclu´ımos a demonstrac¸a˜o do
teorema.
Terminamos este cap´ıtulo observando que na˜o ha´ uma uniformizac¸a˜o na maneira de se
expressar os campos vetoriais (3.11). E´ poss´ıvel encontrar expresso˜es do tipo
Xj =
∂
∂xj
+
1
2
yj
∂
∂t
, j = 1, · · · , n,
Yj =
∂
∂yj
− 1
2
xj
∂
∂t
, j = 1, · · · , n,
(3.16)
42
como, por exemplo, em ([5, 46, 68] e [74]), bem como as mesmas expresso˜es dadas em (3.11)
em ([4, 55] e [65]). Ni ([70] e [71]) ainda fornece uma maneira mais geral, que engloba as duas
acima mencionadas.
Essencialmente, o fator modificado na u´ltima parte do membro direito das definic¸o˜es dos
campos vetoriais mudam apenas a constante de estrutura do comutador de Xi, Yj. Tomando
por exemplo (3.16), teremos [Xi, Yj] = −δij ∂
∂t
. Tais diferenc¸as se devem ao fato de que e´
poss´ıvel munir o grupo de Heisenberg com diferentes leis de composic¸a˜o, de modo que os
campos vetoriais no espac¸o linear-homogeˆneo se alterara˜o, conforme acima-mencionado. Nesta
tese trabalharemos unicamente com a lei de composic¸a˜o dada pela equac¸a˜o (3.7).
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Cap´ıtulo 4
Alguns resultados envolvendo o
operador de Kohn - Laplace
O propo´sito do presente cap´ıtulo e´ apresentar alguns resultados, do ponto de vista da
Ana´lise, relacionados ao operador de Kohn - Laplace e a` sua respectiva equac¸a˜o semilinear.
Muitos deles garantem a existeˆncia de soluc¸o˜es das equac¸o˜es cujos grupos de simetrias sera˜o
calculados no pro´ximo cap´ıtulo.
O cap´ıtulo esta´ estruturado da seguinte forma: primeiramente enunciaremos alguns resulta-
dos de Ana´lise que necessitaremos tanto neste cap´ıtulo quanto no seguinte como, por exemplo,
o expoente cr´ıtico de Sobolev. Em seguida apresentaremos formalmente o operador de Kohn -
Laplace e algumas de suas propriedades. Finalmente mostraremos resultados, muitos dos quais
recentes, envolvendo a equac¸a˜o semilinear de Kohn - Laplace, que e´ o objetivo principal da
tese.
4.1 O Teorema de Sobolev
Nesta sec¸a˜o apresentaremos os espac¸os de Sobolev em uma variedade Riemanniana de di-
mensa˜o n.
Definic¸a˜o 27. Seja (M, g) uma variedade Riemanniana n dimensional e ϕ ∈ Ck(M), k ∈
N ∪ {0}. Defina
|∇kϕ|2 := ∇α1∇α2 · · ·∇αkϕ∇α1∇α2 · · ·∇αkϕ.
Em particular, |∇0ϕ| = |ϕ|, |∇1ϕ| = ‖∇ϕ‖2 = ∇µϕ∇µϕ. O s´ımbolo ∇kϕ significara´ qualquer
derivada covariante de ordem k de ϕ.
Definic¸a˜o 28. Seja
Cpk(M) := {ϕ ∈ C∞(M) tal que |∇lϕ| ∈ Lp(M), ∀ l ∈ {0, · · · , k}, k ∈ N ∪ {0}}.
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O espac¸o de Sobolev Spk(M) e´ o completamento de C
p
k(M) com respeito a` norma
‖ϕ‖Spk(M) :=
k∑
l=0
‖∇lϕ‖p.
Teorema 21. Teorema do Mergulho de Sobolev
Sejam k, l ∈ N, k > l, p, q ∈ R com 1 ≤ q < p satisfazendo a relac¸a˜o
1
p
=
1
q
− (k − l)
n
.
Enta˜o
Sqk(M) ⊂ Spl (M)
e a aplicac¸a˜o
id : Sqk(M) ↪→ Spl (M)
ϕ 7−→ ϕ
(4.1)
e´ cont´ınua.
Se k−r
n
> 1, enta˜o Sqk(M) ⊂ CrB(M) e a aplicac¸a˜o identidade e´ cont´ınua, onde r ∈ N e
CrB(M) e´ o espac¸o das func¸o˜es C
r(M) limitadas cujas derivadas de ordem l ≤ r tambe´m sa˜o
limitadas em relac¸a˜o a` norma
‖u‖Cr(M) := max
0≤l≤r
sup|∇lu|.
Se (k−r−α)
n
≥ 1
q
, enta˜o Sqk(M) ⊂ Cr+α(M), α ∈ (0, 1) ⊂ R e Cr+α(M) e´ o espac¸o de Ho¨lder.
Ale´m disso, a aplicac¸a˜o identidade (4.1) e´ cont´ınua. A norma de Cr+α(M) e´:
‖u‖Cr+α(M) := sup
x∈M
|u|+ sup
x∈M, p6=q
|u(p)− u(q)|
d(p, q)α
.
Demonstrac¸a˜o. Consulte Aubin [3].
Definic¸a˜o 29. Seja B um espac¸o de Hausdorff compacto e C(B) o espac¸o de Banach das
func¸o˜es cont´ınuas sobre B com a norma da convergeˆncia uniforme. Um subconjunto A ⊆ C(B)
e´ dito ser pre´-compacto (A e´ compacto) se, e somente se, ele e´ limitado e equicont´ınuo1.
Definic¸a˜o 30. Sejam N1 e N2 espac¸os normados. Uma aplicac¸a˜o f : N1 → N2, na˜o necessari-
amente linear, e´ dita ser compacta se f e´ cont´ınua e aplica subconjuntos limitados Ω ⊆ N1 em
subconjuntos pre´-compactos de N2.
1Isto e´, dado ε > 0 e x ∈ B, existe uma vizinhanc¸a Ux 3 x tal que ‖f(x) − f(y)‖ < ε, para todo y ∈ Ux e
toda f ∈ A.
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Definic¸a˜o 31. Seja M uma variedade n dimensional e Q sua dimensa˜o homogeˆnea. O nu´mero
N :=

Q+ 2
Q− 2 , se n ≥ 3,
∞, outros casos,
(4.2)
e´ chamado de expoente cr´ıtico de Sobolev2.
O expoente cr´ıtico surge naturalmente, por exemplo, em Identidades de Pokhozhaev, que
sa˜o identidades utilizadas para mostrar a existeˆncia ou na˜o de soluc¸o˜es de E.D.P’s3.
Decorre do Teorema 21 e da Definic¸a˜o 30 que o mergulho Sq0(M) = L
q(M) ↪→ Sp0(M) =
Lp(M) na˜o e´ compacto para todos os valores poss´ıveis para p e q. Na verdade, ele e´ compacto
para p < N , onde N e´ o expoente cr´ıtico de Sobolev.
Em particular, a versa˜o para Hn do teorema do mergulho de Sobolev e´ a seguinte:
Teorema 22. Teorema do Mergulho de Folland-Stein ([49], [65]).
Sejam Ω ⊆ Hn um domı´nio limitado, Q := 2n+ 2, 1 < p, q <∞ e k ≥ 1. Se
q ≤ Qp
Q− kp,
enta˜o Spk(Ω) ⊆ Lq(Ω) e existe uma constante C > 0 tal que
‖u‖Lq(Ω) ≤ C‖u‖Spk(Ω).
O mergulho e´ compacto quando
q <
Qp
Q− kp.
Para k > Q/p, Spk(Ω) ⊆ Cr+α(Ω) e existe uma constante C > 0 tal que
‖u‖Cr+α(Ω) ≤ C‖u‖Spk(Ω).
Quando Ω ⊆ Hn e´ um domı´nio ilimitado, existe um mergulho cont´ınuo de Spk(Ω) em Lp(Ω),
para p ≤ q ≤ Qp
Q−kp .
2Esta definic¸a˜o para o expoente cr´ıtico difere da dos textos usuais, como por exemplo, [59]. Em geral, o
expoente cr´ıtico e´ definido, em uma variedade Riemannina n dimensional, n ≥ 3, como sendo o nu´mero n+2n−2 .
A diferenc¸a das definic¸o˜es se deve ao seguinte fato: na maior parte das variedades, a dimensa˜o da variedade
coincide com sua dimensa˜o homogeˆnea (vide Definic¸a˜o 23). Para estes casos, sa˜o equivalentes. No Grupo de
Heisenberg de dimensa˜o 2n+ 1 e, mais geralmente, para Grupos de Carnot (vide Definic¸a˜o 21), a dimensa˜o da
variedade na˜o e´ coincidente com sua dimensa˜o homogeˆnea. Note que esta definic¸a˜o de expoente cr´ıtico e´ mais
geral que as usuais.
3No caso do Rn, elas foram provadas entre 1965 e 1970 pelo matema´tico russo Stanislav Ivanovich
Pokhozhaev , que obteve seu doutoramento sob supervisa˜o de Lev Vasilyevich Ovsyannikov , este, por sua vez,
o responsa´vel pela ressurreic¸a˜o da teoria de simetrias de Lie. Para maiores detalhes acerca de Pokhozhaev,
consulte [6].
No caso do grupo de Heinseberg, o equivalente a identidades de Pokhozhaev foi obtido por Nicola Garofalo
e Ermanno Lanconelli (vide [56]).
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4.2 O operador de Kohn - Laplace
Doravante, seja f(u) uma func¸a˜o diferencia´vel. Denotaremos por F (u) uma primitiva de
f(u), isto e´, F ′(u) = f(u).
Definic¸a˜o 32. Seja φ : R2n+1 −→ R uma func¸a˜o diferencia´vel. O campo
∇Hnφ = (X1, · · · , Xn, Y1, · · · , Yn)φ := (X1φ, · · · , Xnφ, Y1φ, · · · , Ynφ) (4.3)
e´ o campo gradiente4 no espac¸o linear-homogeˆneo do Grupo de Heisenberg Hn.
Definic¸a˜o 33. O operador
∆Hn =
n∑
i=1
(X2i + Y
2
i )
e´ chamado operador de Kohn - Laplace no grupo de Heisenberg Hn.
Teorema 23. Suponha que Z1, · · · , Zn geram uma a´lgebra de Lie g, com grupo de Lie associado
G, e seja L um operador diferencial invariante a` esquerda sobre G definido por
L :=
n∑
j=1
Z2j +
i
2
∑
jk
bjk[Zj, Zk],
onde b := (bjk) e´ uma matriz real antissime´trica. Enta˜o L e´ hipoel´ıptico se ‖b‖ < 1.
Demonstrac¸a˜o. Consulte [64].
Assim, decorre do Teorema 23 e da Definic¸a˜o 33 que o operador de Kohn - Laplace e´ um
operador hipoel´ıptico.
Definic¸a˜o 34. Seja G um Grupo de Carnot de dimensa˜o n e X1, · · · , Xm, m < n, uma base
para o seu espac¸o linear-homogeˆneo. O operador
∆G :=
m∑
i=1
X2i
e´ chamado sublaplaciano.
4Somos da opinia˜o que o campo gradiente de um espac¸o e´ formado por todos os campos vetoriais que
geram sua a´lgebra de Lie. Assim, o campo gradiente do Grupo de Heisenberg e´, a nosso ver, dado por
∇Hnφ = (X1, · · · , Xn, Y1, · · · , Yn, T )φ := (X1φ, · · · , Xnφ, Y1φ, · · · , Ynφ, Tφ). Todavia, diversos autores (veja
por exemplo [7] e [63]) definem o campo gradiente em Hn como dado pela equac¸a˜o (4.3), definic¸a˜o esta que
discordamos e, por isto, optamos por propor uma definic¸a˜o alternativa. Embora Citti e Uguzzoni (vide [40])
definam (4.3) como sendo o gradiente subel´ıptico (que faz mais sentido do que gradiente em Hn), tal definic¸a˜o
e´ fortemente influeˆnciada pelo fato do operador de Kohn - Laplace ser subel´ıptico e deixa o aspecto geome´trico
da definic¸a˜o em segundo plano.
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Em s´ıntese, pela Definic¸a˜o 34, um sublaplaciano em um Grupo de Carnot e´ um operador
obtido pela soma dos quadrados dos campos vetoriais que geram seu espac¸o linear-homogeˆneo.
O operador de Kohn-Laplace e´ dito ser um operador subel´ıptico por se tratar de um sublapla-
ciano, e ale´m do mais, hipoel´ıptico. Para maiores detalhes envolvendo sublaplacianos, consulte
[43].
Definic¸a˜o 35. A equac¸a˜o semilinear
∆Hnu+ f(u) = 0,
onde
∆Hnu :=
n∑
i=1
(
∂2u
∂xi 2
+
∂2u
∂yi 2
+ 4(xi 2 + yi 2)utt + 4y
i ∂
2u
∂xi ∂t
− 4xi ∂
2u
∂yi ∂t
)
e´ chamada equac¸a˜o semilinear de Kohn - Laplace no Grupo de Heisenberg.
A equac¸a˜o semilinear de Kohn - Laplace possui estrutura variacional e e´ obtida (formal-
mente) da seguinte Lagrangeana
L := 1
2
‖∇H1φ‖2 − F (u)
via equac¸a˜o de Euler - Lagrange, onde
‖∇H1φ‖2 :=
n∑
i=0
[(Xiu)
2 + (Yiu)
2].
Em verdade, vale o seguinte
Teorema 24. Sejam u : R2n+1 −→ R uma func¸a˜o diferencia´vel e L a correspondente La-
grangeana
L = 1
2
n∑
i=1
[(Xiu)
2 + (Yiu)
2]− F (u). (4.4)
A equac¸a˜o de Euler - Lagrange (2.57) e´ equivalente a` equac¸a˜o semilinear de Kohn - Laplace.
Demonstrac¸a˜o. Note que a func¸a˜o L pode ser reescrita como
L = 1
2
n∑
i=1
[u2xi + u
2
yi
+ 4yiuxiut − 4xiuyiut + 4(x2i + y2i )u2t ]− F (u). (4.5)
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Derivando L em relac¸a˜o a uxi , uyi , t e renomeando os operadores dados em (2.20) pelos
argumentos xi, yi, t, i = 1, · · · , n, para na˜o causar confusa˜o, temos
∂L
∂uxi
= Xiu,
∂L
∂uyi
= Yiu,
∂L
∂ut
= 2yiXiu− 2xiYiu,
Dxj
∂L
∂uxi
= uxixjδij,
Dyj
∂L
∂uyi
= uyiyjδij,
Dt
∂L
∂ut
= 2yiutxi − 2xiutyi ,
∂L
∂u
= −f(u).
(4.6)
Substituindo (4.6) em (2.57), obtemos
∆Hnu+ f(u) = 0.
Duas func¸o˜es diferencia´veis u, v : Ω ⊆ R2n → R que satisfac¸am as equac¸o˜es
uxi = vyi
uyi = −vxi
sa˜o chamadas conjugadas harmoˆnicas e satisfazem a equac¸a˜o de Laplace 2n - dimensional. Nossa
intenc¸a˜o aqui e´ mostrar que no Grupo de Heisenberg Hn tambe´m existem func¸o˜es que cumprem
condic¸o˜es similares e que no caso particular de elas na˜o dependerem do u´ltimo argumento, ou
seja, quando ocorre um mergulho de R2n em R2n+1, tais condic¸o˜es se tornam as condic¸o˜es de
Cauchy - Riemann.
Definic¸a˜o 36. Duas func¸o˜es φ, ψ : R2n+1 → R cumprem as condic¸o˜es de Cauchy - Riemann
no Grupo de Heisenberg Hn se elas satisfazem o seguinte sistema de equac¸o˜es:
Xiφ = Yiψ, i = 1, · · · , n,
Yiφ = −Xiψ, i = 1, · · · , n.
(4.7)
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Teorema 25. Suponha que ψ e φ satisfac¸am (4.7). Enta˜o elas satisfazem o sistema
∆Hnφ = −4nψt
∆Hnψ = 4nφt.
(4.8)
Demonstrac¸a˜o. Aplicando Xi e Yi, i = 1, · · · , n a` equac¸a˜o (4.7) e utilizando (3.12), obtemos
(X2i + Y
2
i )φ = [Xi, Yi]ψ = −4ψt.
Somando os ı´ndices, conclui-se que
∆Hnφ = −4nψt.
A outra equac¸a˜o e´ obtida de modo ana´logo.
4.3 Resultados de existeˆncia e de na˜o-existeˆncia
Seja Ω ⊂ Hn um domı´nio limitado. A importaˆncia do Teorema do Mergulho de Sobolev5
no estudo de E.D.Ps lineares se deve ao seguinte fato: seja L um operador linear e f ∈ Ck(Ω).
O problema de se encontrar uma func¸a˜o u ∈ Ck+n(Ω), onde n :=ordem da derivada mais alta
de Lu, tal que
Lu = f(u),
u|∂Ω = 0
equivale a interpretar o operador L como sendo um operador entre espac¸os de func¸o˜es, mais
formalmente, L : Ck+n → Ck, e encontrar um operador L+ : Ck → Ck+n de modo que L+f = u.
Uma vez que o operador de Kohn - Laplace e´ um operador diferencial de segunda ordem,
∆Hn : C
k+2(Ω) 3 u 7→ ∆Hnu+ f(u) = 0 ∈ Ck,
u|∂Ω = 0,
e´ uma aplicac¸a˜o cont´ınua entre os espac¸os de func¸o˜es, mas sua imagem na˜o e´ fechada em Ck(Ω).
Em particular, se f ∈ C0(Ω), a soluc¸a˜o da equac¸a˜o
∆Hnu+ f(u) = 0, u|∂Ω = 0
em geral na˜o e´ C2(Ω).
5Um pequeno texto sobre o expoente cr´ıtico de Sobolev e a questa˜o do mergulho compacto pode ser encon-
trado em [42].
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O mergulho S10(Ω) ↪→ Lp+1(Ω), p < N , e´ compacto pelo Teorema do Mergulho de Sobolev.
No caso cr´ıtico p = N = Q+2
Q−2 , esse mergulho e´ apenas cont´ınuo e a compacidade e´ perdida. Tal
expoente delimita, enta˜o, a existeˆncia e a na˜o-existeˆncia de soluc¸o˜es do problema
∆Hnu+ u
Q+2
Q−2 = 0,
u > 0 em Ω,
u = 0 em ∂Ω.
(4.9)
Tais expoentes podem ser vistos como nu´meros que dividem a existeˆncia e a na˜o-existeˆncia de
soluc¸o˜es para diversas equac¸o˜es diferenciais parciais semilineares e sistemas envolvendo na˜o-
linearidades da forma de poteˆncia. Vide [37].
Como Q+2
Q−2 e´ o expoente cr´ıtico, a existeˆncia de soluc¸o˜es de (4.9) depende estritamente da
geometria da regia˜o Ω e do operador de Kohn - Laplace. Em [40], Citti e Uguzzoni provam a
existeˆncia de soluc¸o˜es exigindo que a regia˜o Ω, limitada e conexa, possua grupo de homologia
na˜o-trivial.
Se Ω e´ H-estrelado, Garofalo e Lanconelli provaram em [56] que tal problema na˜o possui
soluc¸o˜es. Neste mesmo trabalho, mostraram um exemplo de soluc¸a˜o de (4.9) num domı´nio
na˜o-contra´til
Ω := {(x, y, t) tal que r < ‖x‖2 + ‖y‖2 < R, 0 < t < T},
onde r, R e T sa˜o constantes positivas. Sempre neste trabalho, Garofalo e Lanconelli esta-
beleceram identidades de Pokhozhaev6 para o grupo de Heisenberg e demonstraram resultados
acerca da existeˆncia, na˜o-existeˆncia e regularidade da equac¸a˜o
∆Hnu+ f(u) = 0 (4.10)
em um domı´nio D, na˜o necessariamente limitado, sujeita a` condic¸a˜o que u|∂D = 0. Neste
trabalho e´ mostrado a existeˆncia de soluc¸o˜es fracas quando f(u), para valores assinto´ticos de
u, e´ da ordem de |u|Q+2Q−2 , isto e´,
f(u) = o(|u|Q+2Q−2 ) quando u→∞,
desde que µ(D ∩B1(x0, y0, t0))→ 0 quando d((x0, y0, t0), (0, 0, 0))→∞, onde µ e´ a medida de
Lebesgue de Hn e
Br(x0, y0, t0) := {(x, y, t) ∈ Hn tal que d((x, y, t), (x0, y0, t0)) < r}
6Vide sec¸a˜o 4.1.
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e´ uma bola induzida pela norma homogeˆnea em Hn.
Nessa linha, Biagini [7] prova a existeˆncia de soluc¸o˜es na˜o-negativas, cla´ssicas e na˜o triviais
u, desde que a func¸a˜o f(u) satisfac¸a as seguintes condic¸o˜es:
1. f(0) = 0, f ′(u) e´ localmente Ho¨lder-cont´ınua e f ′(0) < 0.
2. Existe q > 2, q − 1 < 1 + 2
n
tal que
lim
|s|→∞
|f(s)|
sp−1
= 0.
3. Existe ξ > 0 tal que F (ξ) :=
∫ ξ
0
f(s)ds > 0.
Birindelli et all [8] demonstram a existeˆncia de soluc¸o˜es u do problema
u > 0,
∆Hnu+ f(x, u) = 0 em Ω,
u|∂Ω = 0,
(4.11)
impondo restric¸o˜es ao domı´nio Ω ⊂ Hn, como por exemplo a limitac¸a˜o do mesmo e exigindo
que o termo na˜o-linear cumpra as seguintes condic¸o˜es: f(ξ, 0) = fu(ξ, 0) = 0. Em particular,
soluc¸o˜es do problema (4.11) com f(u) = up sa˜o garantidas nesse resultado, exceto o caso p = 2,
cuja inexisteˆncia de soluc¸o˜es para este caso foi demonstrada em [75].
A imposic¸a˜o de que Ω seja limitado se faz necessa´ria para que consigamos garantir a ex-
isteˆncia de soluc¸o˜es na˜o-nulas da equac¸a˜o (4.10) com f(u) = up, uma vez que se permitirmos
que Ω seja ilimitado e conexo, enta˜o u e´ necessariamente nula, devido ao seguinte resultado de
Lanconelli e Uguzzoni [63]:
Teorema 26. Se u e´ uma soluc¸a˜o fraca na˜o-negativa do problema
∆Hnu+ u
p = 0 em Ω,
u ∈ S10(Ω).
• Se m > Q∗
2
e up−1 ∈ LQ2 (Ω), enta˜o u ≡ 0.
• Se 1 < m ≤ Q∗
2
e up−1 ∈ LQ2 −(Ω), enta˜o u ≡ 0.
No teorema acima, v ∈ Lq− se existe p < q tal que v ∈ Lp(Ω) e Q∗ := 2Q
Q−2 e´ o expoente
de Sobolev. A relac¸a˜o entre o expoente de Sobolev Q∗ e o expoente cr´ıtico de Sobolev N e´ a
seguinte: Q∗ = N − 1.
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Cap´ıtulo 5
Classificac¸a˜o dos grupos de simetrias
de Lie da equac¸a˜o semilinear de Kohn -
Laplace em H1
A partir deste cap´ıtulo, tudo o que se segue na presente tese sa˜o resultados originais.
Neste cap´ıtulo, faremos a classificac¸a˜o dos grupos de simetrias de Lie da equac¸a˜o de Kohn
- Laplace utilizando a teoria exposta no Cap´ıtulo 2. Este e´ o resultado central da tese, que foi
apresentado em [24], comunicado em [16, 17, 19, 21, 22, 28] e publicado em [31].
Ale´m disso, apresentaremos tambe´m, como corola´rios imediatos, as a´lgebras de Lie das
simetrias encontradas. Essas a´lgebras foram parcialmente apresentadas em [26] e em [50].
Este e´ o primeiro exemplo em que a teoria de simetrias de Lie e´ aplica´vel a equac¸o˜es
envolvendo operadores subel´ıpticos e e´ a resposta positiva a` conjectura do Prof. Enzo Mitidieri
de que os grupos de simetrias de Lie encontrados na˜o seriam triviais ([69]).
5.1 O Teorema de classificac¸a˜o dos grupos de simetrias
de Lie da equac¸a˜o semilinear de Kohn - Laplace em
H1
O resultado principal desta tese e´ o seguinte:
Teorema 27. Teorema de Classificac¸~ao dos Grupos de Simetrias de Lie da Equac¸~ao
de Kohn - Laplace
O maior grupo de simetrias de Lie da equac¸a˜o semilinear de Kohn - Laplace
∆H1u+ f(u) = uxx + uyy + 4(x
2 + y2)utt + 4yuxt − 4xuyt + f(u) = 0, (5.1)
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com f(u) arbitra´ria, e´ determinado pelos campos de Killing do grupo de Heisenberg (H1, g)
dados em (3.15), isto e´,
T :=
∂
∂t
, R := y
∂
∂x
− x ∂
∂y
, X˜ :=
∂
∂x
− 2y ∂
∂t
, Y˜ :=
∂
∂y
+ 2x
∂
∂t
. (5.2)
Para algumas escolhas espec´ıficas da func¸a˜o f(u), o grupo de simetrias pode ser estendido, de
modo que ale´m dos operadores dados em (5.2), teremos outros adicionais, os quais escrevemos
abaixo.
1. Se f(u) = 0, enta˜o
V1 = (xt− x2y − y3) ∂
∂x
+ (yt+ x3 + xy2)
∂
∂y
+ (t2 − (x2 + y2)2) ∂
∂t
− tu ∂
∂u
,
V2 = (t− 4xy) ∂
∂x
+ (3x2 − y2) ∂
∂y
− (2yt+ 2x3 + 2xy2) ∂
∂t
+ 2yu
∂
∂u
,
V3 = (x
2 − 3y2) ∂
∂x
+ (t+ 4xy)
∂
∂y
+ (2xt− 2x2y − 2y3) ∂
∂t
− 2xu ∂
∂u
,
Z = x
∂
∂x
+ y
∂
∂y
+ 2t
∂
∂t
, U = u
∂
∂u
, Wβ = β(x, y, t)
∂
∂u
,
onde ∆H1β = 0.
2. Se f(u) = c = constante, enta˜o este caso se reduz ao anterior atrave´s da mudanc¸a
u = v − cx2/2.
3. Se f(u) = ku, onde k e´ uma constante, enta˜o
U = u
∂
∂u
, Wβ = β(x, y, t)
∂
∂u
,
onde ∆H1β + kβ = 0.
4. Se f(u) = kup, com p 6= 0, p 6= 1, temos o gerador das dilatac¸o˜es
Dp = x
∂
∂x
+ y
∂
∂y
+ 2t
∂
∂t
+
2
1− pu
∂
∂u
.
5. No caso em que f(u) = ku3, os geradores adicionais sa˜o V1, V2, V3 e
D3 = x
∂
∂x
+ y
∂
∂y
+ 2t
∂
∂t
− u ∂
∂u
.
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6. Se f(u) = keu, enta˜o o operador
E = x
∂
∂x
+ y
∂
∂y
+ 2t
∂
∂t
− 2 ∂
∂u
gera um sub-grupo do grupo de simetrias de pontos de Lie de (5.1).
Os passos a serem seguidos na demonstrac¸a˜o do teorema sa˜o:
• Primeiro encontraremos as equac¸o˜es determinantes de (5.1). Veja Sec¸a˜o 5.2.
• Encontradas estas, que sera˜o um sistema sobre-determinado, extrairemos as equac¸o˜es
linearmente independentes. Veja Sec¸a˜o 5.2.
• Em seguida, a partir do sistema linearmente independente, obteremos resultados que nos
auxiliara˜o na demonstrac¸a˜o do teorema principal. Veja Sec¸a˜o 5.3.
• Finalmente, resolveremos o sistema de equac¸o˜es determinantes das simetrias de Lie. Cada
func¸a˜o listada gerara´ um sistema a ser resolvido. Ao todo, sera˜o 6 casos a serem tratados.
Veja Sec¸o˜es 5.4 - 5.9.
5.2 As equac¸o˜es determinantes
Aqui, nosso ponto de partida sera˜o os Teoremas 8, 9 e 10, do Cap´ıtulo 2.
Considere o gerador infinitesimal
S := ξ(x, y, t, u)
∂
∂x
+ φ(x, y, t, u)
∂
∂y
+ τ(x, y, t, u)
∂
∂t
+ η(x, y, t, u)
∂
∂u
. (5.3)
Pelo Teorema 9, como a equac¸a˜o (5.1) e´ semilinear, ξ, φ e τ independem de u. Pelo
Teorema 10, conlu´ımos que η e´ linear em u, ou seja, existem func¸o˜es α = α(x, y, t) e β = β(x, y, t)
de modo que η(x, y, t, u) = α(x, y, t)u+ β(x, y, t). Seja
H := ∆H1u+ f(u). (5.4)
Pelo Teorema 8, a equac¸a˜o (5.1) admite a simetria (5.3) se, e somente se,
SˆH = 0
quando H = 0 e Sˆ e´ o gerador infinitesimal estendido de ordem 2 de S, cuja expressa˜o e´
Sˆ = ξ
∂
∂x
+ φ
∂
∂y
+ τ
∂
∂t
+ η
∂
∂u
+ η(1)x
∂
∂ux
+ η(1)y
∂
∂uy
+ η
(1)
t
∂
∂ut
+ η(2)xx
∂
∂uxx
+η(2)yy
∂
∂uyy
+ η
(2)
xt
∂
∂uxt
+ η
(2)
yt
∂
∂uyt
+ η
(2)
tt
∂
∂utt
+ η(2)xy
∂
∂uxy
.
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As expresso˜es para os coeficinetes sa˜o:
η(1)x = Dxη − (Dxξ)ux − (Dxφ)uy − (Dxτ)ut,
η(1)y = Dyη − (Dyξ)ux − (Dyφ)uy − (Dyτ)ut,
η
(1)
t = Dtη − (Dtξ)ux − (Dtφ)uy − (Dtτ)ut,
η(2)xx = Dxη
(1)
x − (Dxξ)uxx − (Dxφ)uxy − (Dxτ)uxt,
η(2)yy = Dyη
(1)
y − (Dyξ)uxy − (Dyφ)uyy − (Dyτ)uyt,
η
(2)
tt = Dttη
(1)
t − (Dtξ)uxt − (Dtφ)uyt − (Dtτ)utt,
η
(2)
xt = Dtη
(1)
x − (Dtξ)uxx − (Dtφ)uxy − (Dtτ)uxt,
η
(2)
yt = Dtη
(1)
y − (Dtξ)uxy − (Dtφ)uyy − (Dtτ)uyt.
(5.5)
Substituindo ξ, φ, τ e η em (5.5), obtemos:
η(1)x = βx + αxu+ (α− ξx)ux − φxuy − τxut, (5.6)
η(1)y = βy + αyu− ξyux + (α− φy)uy − τyut, (5.7)
η
(1)
t = βt + αtu− ξtux − φtuy + (α− τt)ut, (5.8)
η(2)xx = βxx + αxxu+ (2αx − ξxx)ux − φxxuy − τxxut
+(α− 2ξx)uxx − 2φxuxy − 2τxuxt,
(5.9)
η(2)yy = βyy + αyyu− ξyyux + (2αy − φyy)uy − τyyut
−2ξyuxy + (α− 2φy)uyy − 2τyuyt,
(5.10)
η
(2)
tt = βtt + αttu− ξttux − φttuy + (2αt − τtt)ut
−2ξtuxt − 2φtuyt + (α− 2τt)utt,
(5.11)
η
(2)
xt = βxt + αxtu+ (αt − ξxt)ux − φxtuy + (αx − τxt)ut
−ξtuxx − φtuxy − φxuyt + (α− ξx − τt)uxt − τxutt,
(5.12)
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η
(2)
yt = βyt + αytu− ξytux + (αt − φyt)uy + (αy − τyt)ut
−ξyuxt − ξtuxy − φtuyy + (α− φy − τt)uyt − τyutt.
(5.13)
Substituindo (5.6) − (5.13) na expressa˜o para Sˆ e aplicando o resultado na condic¸a˜o de
simetria SˆH = 0, obtemos:
(αu+ β)f
′
(u) + ∆H1β + (∆H1α)u+ [2αx + 4yαt −∆H1ξ]ux
+[2αy − 4xαt −∆H1φ]uy + [8(x2 + y2)αt + 4yαx − 4xαy −∆H1τ ]ut
+[−2φx − 2ξy − 4yφt + 4xξt]uxy + [α− 2ξx − 4yξt]uxx + [α− 2φy + 4xφt]uyy
+[8xξ + 8yφ+ 4(x2 + y2)(α− 2τt)− 4yτx + 4xτy]utt
+[4φ− 2τx − 8(x2 + y2)ξt + 4y(α− ξx − τt) + 4xξy]uxt
+[−4ξ − 2τy − 8(x2 + y2)φt − 4yφx − 4x(α− φy − τt)]uyt = 0,
(5.14)
quando H = 0. Isolando a segunda derivada parcial em relac¸a˜o a x em (5.1), obtemos
uxx = −uyy − 4(x2 + y2)utt + 4xuyt − 4yuxt − f(u)
e substituindo esta expressa˜o em (5.14), obtemos a seguinte identidade, para todos os valores
de x, y, t, ux, uy, ut, uxy, uyy, uxt, uyt, utt,
αuf
′
(u) + βf
′
(u) + (∆H1α)u+∆H1β + [4yξt + 2ξx − α]f(u)
(+∆H1ξ − 2Xα)ux − (∆H1φ− 2Y α)uy − (∆H1τ − 4yXα + 4xY α)ut
+ [4yξx + 4xξy + 8(y
2 − x2)ξt + 4φ− 2τx − 4yτt] uxt
− (ξy − 2xξt + φx + 2yφt) uxy + (ξx + 2yξt − φy + 2xφt)uyy
− [4xξx + 8xyξt + 2ξ + 2yφx − 2xφy + 4(x2 + y2)φt + τy − 2xτt]uyt
−4 [2(x2 + y2)ξx + 4y(x2 + y2)ξt + 2xξ + 2yφ− yτx + xτy − 2(x2 + y2)τt]utt = 0.
(5.15)
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E assim, sendo uma identidade, cada coeficiente dos termos 1, ux, uy, ut, uxy, uyy, uxt, uyt, utt,
deve ser identicamente nulo, fornecendo-nos o seguinte sistema sobre-determinado de equac¸o˜es:
ξx + 2yξt − φy + 2xφt = 0, (5.16)
ξy − 2xξt + φx + 2yφt = 0, (5.17)
∆H1ξ = 2Xα, (5.18)
∆H1φ = 2Y α, (5.19)
∆H1τ = 4yXα− 4xY α, (5.20)
αuf
′
(u) + βf
′
(u) + (∆H1α)u+∆H1β + [4yξt + 2ξx − α]f(u) = 0, (5.21)
2yξx + 2xξy + 4(y
2 − x2)ξt + 2φ− τx − 2yτt = 0, (5.22)
4xξx + 8xyξt + 2ξ + 2yφx − 2xφy + 4(x2 + y2)φt + τy − 2xτt = 0, (5.23)
2(x2 + y2)ξx + 4y(x
2 + y2)ξt + 2xξ + 2yφ− yτx + xτy − 2(x2 + y2)τt = 0. (5.24)
Multiplicando as equac¸o˜es (5.16), (5.17), (5.22) e (5.23), respectivamente, por −x, −y, y e
x, obtemos (5.24), ou seja, simbolicamente, temos (5.24)=y.(5.22)+ x.(5.23)- x.(5.16)-y.(5.17).
Aplicando, respectivamente, os operadores X e Y em (5.23) e (5.22) e utilizando-se de
(5.16) e (5.17), podemos verificar que (5.24)=X(5.23)+Y (5.22), e assim, o sistema de equac¸o˜es
determinantes independentes e´:
Xξ − Y φ = 0, (5.25)
Y ξ +Xφ = 0, (5.26)
∆H1ξ = 2Xα, (5.27)
∆H1φ = 2Y α, (5.28)
αuf
′
(u) + βf
′
(u) + (∆H1α)u+∆H1β + (2Xξ − α)f(u) = 0, (5.29)
Xτ = 2yXξ + 2xY ξ + 2φ, (5.30)
Y τ = −2xXξ + 2yY ξ − 2ξ. (5.31)
Note que (5.25) - (5.26) sa˜o as condic¸o˜es de Cauchy - Riemann no grupo de Heisenberg.
Outra observac¸a˜o que vale a pena ser feita, e que sera´ utilizada na demonstrac¸a˜o do
Teorema 27, e´ o fato de que a` excessa˜o da equac¸a˜o (5.29), todas as outras equac¸o˜es na˜o se
alteram, independentemente da func¸a˜o que estejamos trabalhando, ao passo que de (5.29) sur-
gira˜o condic¸o˜es novas conforme for a func¸a˜o f(u).
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5.3 Consequ¨eˆncias das equac¸o˜es determinantes
Nesta sec¸a˜o, exploraremos alguns resultados advindos das equac¸o˜es determinantes, que nos
sera˜o u´teis na prova do Teorema 27. Um primeiro corola´rio delas ja´ foi expresso no Teorema 25,
tomando-se n = 1. Formalmente, temos o
Corola´rio 4. Suponha que ψ e φ satisfac¸am (5.25) e (5.26). Enta˜o elas satisfazem o sistema
∆H1φ = −4ψt,
∆H1ψ = 4φt.
(5.32)
Como consequ¨eˆncia direta dele, temos o
Corola´rio 5. Se α, ξ e φ satisfazem (5.25)− (5.28), enta˜o
Xα = −2φt, (5.33)
Y α = 2ξt. (5.34)
Teorema 28. Se ξ, φ e τ satisfazem (5.25), (5.26), (5.30) e (5.31), enta˜o
τt = 2yξt − 2xφt + 2Xξ. (5.35)
Demonstrac¸a˜o. Aplicando o operador X a` equac¸a˜o (5.31), o operador Y a` equac¸a˜o (5.30),
encontramos
XY τ = −2Xξ − 2xX2ξ + 2yXY ξ − 2Xξ,
Y Xτ = 2Xξ + 2yY Xξ + 2xY 2ξ + 2Y φ.
Subtraindo a segunda equac¸a˜o da primeira e lembrando-se da definic¸a˜o de comutador, obtemos
[X,Y ]τ = −8Xξ + 2y[X, Y ]ξ − 2x∆H1ξ
que, pelas equac¸o˜es (3.12), (5.25), (5.26) e (5.33) chegamos a (5.35), que e´ o resultado desejado.
Teorema 29. Se α, ξ e φ satisfazem o Corola´rio 5, enta˜o
αt = −(Xξ)t. (5.36)
Demonstrac¸a˜o. Aplicando X a (5.34) e Y a (5.33), subtraindo uma da outra e invocando (3.12),
obtemos (5.36).
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5.4 As simetrias de Lie para f (u) arbitra´ria
Comec¸a, agora, a prova do Teorema 27. Como a func¸a˜o f(u) e´ arbitra´ria, na˜o ha´ nenhuma
relac¸a˜o entre a func¸a˜o f e sua derivada f ′. Neste caso α = β = 0 por (5.29). Decorre, enta˜o,
de (5.27) e (5.28) que
∆H1ξ = ∆H1φ = 0. (5.37)
Como consequ¨eˆncia das equac¸o˜es (5.37) e do Corola´rio 4, segue que ξ e φ independem de t,
ou seja
ξt = φt = 0
e enta˜o, ξ = ξ(x, y) e φ = φ(x, y). Assim, e´ consequ¨eˆncia de (5.26) e (5.27) que ξ e φ satisfazem
as condic¸o˜es de Cauchy - Riemann em R2 e por (5.29),
2Xξ − α = 0,
de onde conclu´ımos ser ξ = ξ(y), pois α = 0. Enta˜o, pelas condic¸o˜es de Cauchy - Riemann,
φ = φ(x) e por (5.1) o operador de Kohn - Laplace se torna o Laplaciano usual de R2, decorrendo
que
∆ξ =
d2ξ
dy2
= 0, (5.38)
∆φ =
d2φ
dx2
= 0. (5.39)
Portanto, conclu´ımos que ξ e φ sa˜o func¸o˜es lineares de y e x, respectivamente, ou seja
ξ = a1y + a2,
φ = Ax+ a3,
onde A, a1, a2, a3 sa˜o constantes arbitra´rias. Decorre imediatamente de (5.26) que A = −a1, ou
seja
φ = −a1x+ a3.
Substituindo φ em (5.30) e (5.31), conclu´ımos que
Xτ − 2a3 = 0,
Y τ + 2a2 = 0.
Aplicando, na primeira equac¸a˜o acima, o operador X e na segunda Y , subtraindo os resul-
tados e utilizando (3.12), conclu´ımos que
τt = 0,
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de onde temos τ = τ(x, y). Consequ¨entemente
τx − 2a3 = 0
e
τy + 2a2 = 0.
Fazendo a integrac¸a˜o, obtemos τ = 2a3x − 2a2y + a4, onde a4 e´ outra constante arbitra´ria.
Assim, os infinitesimais para o caso f arbitra´ria sa˜o
ξ = a1y + a2,
φ = −a1x+ a3,
τ = 2a3x− 2a2y + a4,
η = 0.
(5.40)
Substituindo (5.40) em (5.3), obtemos a seguinte combinac¸a˜o linear
S = a1
(
y
∂
∂x
− x ∂
∂y
)
+ a2
(
∂
∂x
− 2y ∂
∂t
)
+ a3
(
∂
∂y
+ 2x
∂
∂t
)
+ a4
∂
∂t
,
ou seja, S e´ combinac¸a˜o linear dos campos de Killing de (H1, g).
Corola´rio 6. A a´lgebra de Lie das simetrias da equac¸a˜o (5.1) para f(u) arbitra´ria e´ dada pela
seguinte tabela:
T X˜ Y˜ R
T 0 0 0 0
X˜ 0 0 4T -Y˜
Y˜ 0 -4T 0 X˜
R 0 Y˜ -X˜ 0
Tabela 5.1: A´lgebra de Lie da equac¸a˜o (5.1) com f(u) arbitra´ria.
5.5 As simetrias de Lie para o caso exponencial
Neste caso, substituindo f(u) = keu em (5.29), obtemos:
αkueu + βkeu + (∆H1α)u+ (∆H1β) + [2Xξ − α]keu = 0.
Decorre imediatamente que
α = 0 (5.41)
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eβ + 2Xξ − α = 0. (5.42)
Como consequ¨eˆncia do Corola´rio 5, ξ = ξ(x, y), φ = φ(x, y) e enta˜o, de (5.42), β = β(x, y).
Ale´m disso, pela mesma equac¸a˜o, temos a seguinte relac¸a˜o entre β e ξ
β + 2ξx = 0. (5.43)
Decorre do Teorema 28 e do Corola´rio 5 que
τt = 2ξx
ou seja, τ e´ uma func¸a˜o linear de t e enta˜o
τ = 2 tξx + h(x, y), (5.44)
para alguma func¸a˜o h(x, y).
Aplicando o operador X em (5.44) obtemos:
Xτ = 2t ξxx + hx + 4yξx (5.45)
e devido ao fato de ξ e φ serem independentes de t, decorre de (5.30) que o seu membro direito
e´ apenas func¸a˜o de x e y, e enta˜o, o coeficiente do termo linear em t de (5.45) deve ser nulo,
ou seja
ξxx = 0. (5.46)
Pelo mesmo racioc´ınio, aplicando o operador Y em (5.44), teremos, por (5.30) que o membro
direito depende somente de x e y ao passo que o membro esquerdo e´ linear em t. Assim, para
a igualdade ser satisfeita, devemos ter
ξxy = 0. (5.47)
De (5.46), (5.27) e (5.41) conclu´ımos que
ξyy = 0. (5.48)
Logo, a soluc¸a˜o de (5.46), (5.47) e (5.48) e´:
ξ = a5x+ a1y + a2,
e pelas condic¸o˜es (5.25), (5.26) obtemos
φ = −a1x+ a5y + a3,
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onde a1, a2, a3 e a5 sa˜o constantes.
Para terminarmos, falta apenas calcular τ . Para isso, substituindo os valores de ξ e φ acima
determinados e a equac¸a˜o (5.44) em (5.30), encontramos:
hx + 4yξx = 2a5y + 2a1x− 2a1x+ 2a5y + 2a3,
que simplificando e integrando em relac¸a˜o ao primeiro argumento nos fornece:
h(x, y) = 2a3x+ g(y). (5.49)
Fazendo o mesmo racioc´ınio na equac¸a˜o (5.31) e utilizando-se a equac¸a˜o (5.44), temos:
g′(y)− 4a5x = −2a5x+ 2a1y − 2a5x− 2a1y − 2a2,
que, simplificada e integrada, nos fornece:
g(y) = −2a2y + a4,
onde a4 e´ outra constante. Conclu´ımos enta˜o que
τ = 2a3x− 2a2y + a4 + 2a5t.
Decorre de (5.43) que β = −2a5, e enta˜o, os infinitesimais sa˜o:
ξ = a1y + a2 + a5x,
φ = −a1x+ a3 + a5y,
τ = 2a3x− 2a2y + a4 + 2a5t,
η = −2a5.
(5.50)
Substituindo (5.50) em (5.3), obtemos a seguinte combinac¸a˜o linear:
S = a1
(
y
∂
∂x
− x ∂
∂y
)
+ a2
(
∂
∂x
− 2y ∂
∂t
)
+ a3
(
∂
∂y
+ 2x
∂
∂t
)
+a4
∂
∂t
+ a5
(
x
∂
∂x
+ y
∂
∂y
+ 2t
∂
∂t
− 2 ∂
∂u
)
.
(5.51)
Corola´rio 7. A a´lgebra de Lie das simetrias da equac¸a˜o (5.1) com na˜o-linearidade exponencial
e´ dada pela tabela 7:
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T X˜ Y˜ R E
T 0 0 0 0 2T
X˜ 0 0 4T -Y˜ X˜
Y˜ 0 -4T 0 X˜ Y˜
R 0 Y˜ -X˜ 0 0
E -2T -X˜ -Y˜ 0 0
Tabela 5.2: A´lgebra de Lie da equac¸a˜o (5.1) com f(u) = keu.
5.6 As simetrias de Lie para o caso f (u) = kup, com p 6=
0, 1, 2, 3
Nesta sec¸a˜o provaremos a parte do Teorema 27 com na˜o-linearidades do tipo poteˆncia, ou
seja, f(u) = kup. Contudo, faremos a seguinte restric¸a˜o: aqui, na˜o analizaremos os casos p = 0,
p = 1, p = 3 e p = 2. Os treˆs primeiros sera˜o tratados separadamente. O u´ltimo na˜o sera´
considerado na presente tese devido a um resultado de na˜o-existeˆncia de soluc¸o˜es da equac¸a˜o
de Kohn - Laplace provado por Pokhozhaev e Veron ([75]). O caso p = 0 sera´ demonstrado
quando tratarmos do caso em que f(u) = 0, enquanto que o caso linear e cu´bico sera˜o feitos
nas Sec¸o˜es 5.9 e 5.7, respectivamente.
Pela equac¸a˜o (5.29), temos
k(αp+ [2Xξ − α])up + kpβup−1 + (∆H1α)u+ (∆H1β) = 0.
Segue imediatamente que
β = 0, (5.52)
α =
2
1− pXξ (5.53)
e ale´m disso,
∆H1α = 0. (5.54)
Por (5.36) e (5.53), conclu´ımos que
(p− 3)αt = 0.
Logo, como p 6= 3, α independe de t.
As seguintes equac¸o˜es decorrem das regras de comutac¸a˜o entre os operadores X, Y , T , das
equac¸o˜es (5.33) e (5.34) e do fato de α ser independente da terceira varia´vel:
αxy = 0,
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αyy − αxx = 0,
αxx + αyy = 0.
Logo, a func¸a˜o α e´ linear em x e y, ou seja
α = ax+ by + c, (5.55)
onde a, b e c sa˜o constantes arbitra´rias.
Aplicando o operador Y a` segunda equac¸a˜o do Corola´rio 5, conclu´ımos que (Y ξ)t = 0.
Substituindo (5.55) na equac¸a˜o (5.53) e isolando Xξ, decorre, do Teorema 28, que
τt = (2− p)ax+ (2− p)by + (1− p)c. (5.56)
Novamente, pelas regras de comutac¸a˜o entre os operadores, derivando ambos os membros
das Eqs. (5.30) e (5.31) em relac¸a˜o a t, obtemos, respectivamente:
Xτt = −a, (5.57)
Y τt = −b. (5.58)
Aplicando os operadores X e Y a` equac¸a˜o (5.56), respectivamente, e comparando os re-
sultados com as equac¸o˜es (5.57) e (5.58), e´ trivial concluir que a = b = 0. Logo, α = c e e´
consequ¨eˆncia imediata do Corola´rio 5 que ξ = ξ(x, y) e φ = φ(x, y).
Segue enta˜o de (5.53) que
ξ =
1− p
2
cx+ g(y).
E´ consequ¨eˆncia das condic¸o˜es (5.25) e (5.26) que ξ e φ sa˜o harmoˆnicas. Como resultado
imediato disto, temos que
g(y) = k1y + k2,
ou seja,
ξ =
1− p
2
cx+ k1y + k2.
Novamente, por (5.25) e (5.26), obtemos
φ =
1− p
2
cy − k1x+ k3.
Chamando a1 =
1−p
2
c, a2 = k2 e a5 = k1, temos:
ξ = a1y + a2 + a5x, (5.59)
φ = −a1x+ a3 + a5y. (5.60)
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Para determinarmos τ note, primeiramente, que de (5.56) e do fato de a e b serem nulas,
τ = 2a5t+ h(x, y), (5.61)
para alguma func¸a˜o h(x, y). Substituindo (5.61), (5.59) e (5.60) em (5.30), obtemos:
τ = 2a5t+ 2a3x+ h1(y),
para alguma func¸a˜o h1(y). Da expressa˜o acima e de (5.61), (5.59) e (5.31), conclu´ımos que
h1(y) = −2a2y + a4, onde a4 e´ uma constante. Assim, os infinite´simos sa˜o:
ξ = a1y + a2 + a5x,
φ = −a1x+ a3 + a5y,
τ = 2a3x− 2a2y + a4 + 2a5t,
η =
2
1− pa5u.
(5.62)
Substituindo (5.62) em (5.3), obtemos:
S = a1
(
y
∂
∂x
− x ∂
∂y
)
+ a2
(
∂
∂x
− 2 ∂
∂t
)
+ a3
(
∂
∂y
+ 2
∂
∂t
)
+a4
∂
∂t
+ a5
(
x
∂
∂x
+ y
∂
∂y
+ 2t
∂
∂t
+
2
1− pu
∂
∂u
)
.
(5.63)
Corola´rio 8. A a´lgebra de Lie das simetrias da equac¸a˜o (5.1) com f(u) = kup e´
T X˜ Y˜ R Dp
T 0 0 0 0 2T
X˜ 0 0 4T -Y˜ X˜
Y˜ 0 - 4T 0 X˜ Y˜
R 0 Y˜ -X˜ 0 0
Dp -2T -X˜ -Y˜ 0 0
Tabela 5.3: A´lgebra de Lie da equac¸a˜o (5.1) com f(u) = kup, p 6= 3.
5.7 As simetrias de Lie para o caso f (u) = ku3
Neste caso, substituindo f(u) = ku3 na equac¸a˜o (5.29), obtemos:
2(Xξ + α)ku3 + 3kβu2 + (∆H1α)u+∆H1β = 0. (5.64)
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Imediatamente vemos que β = 0 e, ale´m disso, temos as seguintes equac¸o˜es:
α = −Xξ (5.65)
e
∆H1α = 0. (5.66)
Aplicando o operador X a` equac¸a˜o (5.33), Y a` equac¸a˜o (5.34) e adicionando, obtemos:
∆H1α + 2Xφt − 2Y ξt = 0.
Por (5.66), (5.65) e utilizando as regras de comutac¸a˜o, conclu´ımos que
Y ξt = 0 (5.67)
e
Xφt = 0. (5.68)
Logo, existe uma func¸a˜o ϕ = ϕ(x, y) tal que
Y ξ = ϕ (5.69)
e, necessariamente,
Xφ = −ϕ. (5.70)
De (5.65), conclu´ımos que
Xξ = −α, (5.71)
Y φ = −α. (5.72)
Enta˜o, por (5.27), (5.71) e (5.72):
2Xα = ∆H1ξ = X
2ξ + Y 2ξ = X(−α) + Y ϕ = −Xα + ϕy,
ou seja,
3Xα = ϕy.
Enta˜o, de (5.33), existe uma func¸a˜o B2 = B2(x, y) tal que
φ = −1
6
ϕy t+B2(x, y). (5.73)
Analogamente
ξ = −1
6
ϕx t+B1(x, y). (5.74)
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Como consequ¨eˆncia de (5.74) e (5.67), temos:
ϕxy = 0. (5.75)
Por outro lado, de (5.25), (5.74) e (5.73), conclu´ımos:
ϕxx − ϕyy = 0. (5.76)
De (5.75) segue que existem func¸o˜es h(x) e H(y) tais que ϕ = h(x) +H(y). Pela equac¸a˜o
(5.76), decorre que tais equac¸o˜es obedecem a` seguinte E.D.P:
h′′(x)−H ′′(y) = 0.
Logo, as func¸o˜es h(x) e H(y) sa˜o:
h(x) =
k1
2
x2 + k2x+ k˜1 (5.77)
e
H(y) =
k1
2
y2 + k3y + k˜2. (5.78)
Chamando k4 = k˜1 + k˜2, temos que
ϕ =
k1
2
x2 +
k1
2
y2 + k2x+ k3y + k4, (5.79)
onde k1, k2, k3, k4 sa˜o constantes arbitra´rias. Logo,
ξ = −1
6
(k1x+ k2) t+B1(x, y), (5.80)
φ = −1
6
(k1y + k3) t+B2(x, y). (5.81)
Substituindo ξ de (5.80) e ϕ de (5.79) em (5.69), obtemos
B1y(x, y) =
1
6
k1x
2 +
1
2
k1y
2 +
2
3
k2x+ k3y + k4
que, apo´s a integrac¸a˜o, nos fornece:
B1 =
1
6
k1x
2y +
1
6
k1y
3 +
2
3
k2xy +
k3
2
y2 + k4y + h1(x), (5.82)
para alguma func¸a˜o h1 = h1(x).
Analogamente, substituindo φ de (5.81) e ϕ de (5.79) em (5.70), temos:
B2 = −1
6
k1x
3 − 1
6
k1xy
2 − k2
2
x2 − 2
3
k3xy − k4x+ h2(y), (5.83)
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para alguma func¸a˜o h2 = h2(y).
Assim, substituindo
ξ = −1
6
(k1x+ k2) t+
1
6
k1x
2y +
1
6
k1y
3 +
2
3
k2xy +
k3
2
y2 + k4y + h1(x)
e
φ = −1
6
(k1y + k3) t− 1
6
k1x
3 − 1
6
k1xy
2 − k2
2
x2 − 2
3
k3xy − k4x+ h2(y)
em (5.25), obtemos:
h1
′(x) +
1
3
k3x = h2
′(y)− 1
3
k3y,
de modo que, apo´s a integrac¸a˜o, encontramos as func¸o˜es h1 e h2, e por consequ¨eˆncia, os ger-
adores infinitesimais ξ e φ, ale´m da func¸a˜o α. Resumindo, calculamos:
ξ = −1
6
(k1x+ k2) t+
1
6
k1x
2y +
1
6
k1y
3 +
2
3
k2xy − 1
6
k3x
2 +
1
2
k3y
2
+k4y + k5x+ k6,
φ = −1
6
(k1y + k3) t− 1
6
k1x
3 − 1
6
k1xy
2 − k2
2
x2 − 2
3
k3xy +
1
6
k2y
2
−k4x+ k5y + k7,
α =
1
6
k1t− 1
3
k2y +
1
3
k3x− k5.
(5.84)
Resta-nos encontrar o infinite´simo τ . Substituindo (5.84) em (5.35), encontramos a seguinte
expressa˜o para a derivada de τ em relac¸a˜o a t:
τt = −1
3
k1t+
1
3
k2y − 1
3
k3x+ 2k5,
que apo´s a sua integrac¸a˜o, nos fornece:
τ = −1
6
k1t
2 + (
1
3
k2y − 1
3
k3x+ 2k5)t+N(x, y), (5.85)
para alguma func¸a˜o N = N(x, y). Assim, nosso problema se reduz simplesmente a encontrar
essa func¸a˜o.
Substituindo (5.84) e (5.85) nas equac¸o˜es (5.30) e (5.31), obtemos, respectivamente:
Nx =
2
3
k1x
3 +
2
3
k1xy
2 + k2x
2 +
2
3
k3xy +
1
3
k2y
2 + 2k7, (5.86)
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Ny =
2
3
k1y
3 +
2
3
k1x
2y + k3y
2 +
2
3
k2xy +
1
3
k3x
2 − 2k6. (5.87)
Integrando (5.87) em relac¸a˜o a y, conclu´ımos que existe uma func¸a˜o g(x) tal que
N(x, y) =
1
6
k1y
4 +
1
3
k1x
2y2 +
1
3
k3y
3 +
1
3
k3x
2y +
1
3
k2xy
2 − 2k6 + g(x),
e derivando N em relac¸a˜o a x e substituindo o resultado em (5.86), obtemos a seguinte E.D.O
para g(x):
g′(x) =
2
3
k1x
3 + k2x
2 + 2k7,
ou seja,
g(x) =
1
6
k1x
4 +
1
3
k2x
3 + 2k7x+ k8. (5.88)
Chamando a1 = −16k1, a2 = −16k2, a3 = −16k3, a4 = k5, a5 = k4, a6 = k6, a7 = k7 e
a8 = k8, temos os seguintes infinitesimais:
ξ = a1(xt− x2y − y3) + a2(t− 4xy) + a3(x2 − 3y2) + a4x+ a5y + a6,
φ = a1(yt+ x
3 + xy2) + a2(3x
2 − y2) + a3(t+ 4xy) + a4y − a5x+ a7,
τ = a1[t
2 − (x2 + y2)2] + a2(−2yt− 2x3 − 2xy2)+a3(2xt− 2x2y − 2y3)
+2a4t+ 2a7x− 2a6y + a8,
η = −a1tu+ 2a2yu− 2a3xu− a4u.
(5.89)
Substituindo (5.89) em (5.3), encontramos a seguinte expressa˜o para o gerador infinitesimal:
S = a1
[
(xt− x2y − y3) ∂
∂x
+ (yt+ x3 + xy2)
∂
∂y
+ (t2 − (x2 + y2)2) ∂
∂t
− tu ∂
∂u
]
+a2
[
(t− 4xy) ∂
∂x
+ (3x2 − y2) ∂
∂y
− (2yt+ 2x3 + 2xy2) ∂
∂t
+ 2yu
∂
∂u
]
+a3
[
(x2 − 3y2) ∂
∂x
+ (t+ 4xy)
∂
∂y
+ (2xt− 2x2y − 2y3) ∂
∂t
− 2xu ∂
∂u
]
+a4
(
x
∂
∂x
+ y
∂
∂y
+ 2t
∂
∂t
− u ∂
∂u
)
+ a5
(
y
∂
∂x
− x ∂
∂y
)
+ a6
(
∂
∂x
− 2y ∂
∂t
)
+a7
(
∂
∂y
+ 2x
∂
∂t
)
+ a8
∂
∂t
.
(5.90)
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Corola´rio 9. A a´lgebra de Lie das simetrias da equac¸a˜o de Kohn - Laplace cr´ıtica e´ dada pela
seguinte tabela
T X˜ Y˜ R V1 V2 V3 D3
T 0 0 0 0 D3 X˜ Y˜ 2T
X˜ 0 0 4T -Y˜ V2 -6R 2Z X˜
Y˜ 0 -4T 0 X˜ V3 -2Z -6R Y˜
R 0 Y˜ -X˜ 0 0 V3 V2 0
V1 -D3 -V2 -V3 0 0 0 0 -2V1
V2 -X˜ 6R 2D3 -V3 0 0 4V1 -V2
V3 −Y˜ -2D3 6R -V2 0 -4V1 0 -V3
D3 -2T -X˜ -Y˜ 0 2V1 V2 V3 0
Tabela 5.4: A´lgebra de Lie da equac¸a˜o (5.1) com f(u) = ku3.
5.8 As simetrias de Lie para o caso em que f e´ nula
De todos os casos, este e´ o que possui mais simetrias1: 10, ao todo. Surge aqui o primeiro
grupo infinito de simetrias, como veremos mais adiante. Veja (5.119).
Como feito anteriormente, substituindo f(u) = 0 em (5.29), conclui-se trivialmente que
∆H1β = 0,
∆H1α = 0
e, mais uma vez, aplicando o operador X a` equac¸a˜o (5.33), Y a` equac¸a˜o (5.34) e adicionando,
conclu´ımos que
∆H1α + 2Xφt − 2Y ξt = 0.
Pelas condic¸o˜es (5.25), (5.26) e as regras de comutac¸a˜o, existe uma func¸a˜o ϕ = ϕ(x, y) tal que
Y ξ = ϕ (5.91)
e
Xφ = −ϕ. (5.92)
1Na verdade, podemos representar esta a´lgebra de dimensa˜o infinita por 10 campos vetoriais, da´ı o abuso de
linguagem em dizer que temos 10 simetrias. De fato, neste caso, temos uma suba´lgebra finita de dimensa˜o 9 e
uma suba´lgebra infinita dada pelo campo β ∂∂u , onde β e´ soluc¸a˜o da equac¸a˜o de Kohn - Laplace homogeˆnea.
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Ademais, pelo Teorema 29, conclu´ımos a existeˆncia de outra func¸a˜o ψ = ψ(x, y) tal que
α = −Xξ + ψ, (5.93)
ou seja,
Xξ = −α+ ψ. (5.94)
Substituindo em (5.27) as equac¸o˜es (5.94) e (5.91), temos:
2Xα = X2ξ + Y 2ξ = −Xα + ψx + ϕy,
e, consequ¨entemente,
3Xα = ψx + ϕy.
De modo ana´logo, podemos facilmente concluir que
3Y α = −ϕx + ψy.
Pelo Corola´rio 5, existem func¸o˜es A = A(x, y) e B = B(x, y), de modo que, apo´s a integrac¸a˜o
em relac¸a˜o a t, tenhamos:
ξ =
1
6
(−ϕx + ψy)t+ A(x, y), (5.95)
φ = −1
6
(ϕy + ψx)t+B(x, y). (5.96)
Aplicando o operador Y em (5.95), obtemos a seguinte equac¸a˜o:
Y ξ = −1
6
(ϕxy − ψyy)t+ Ay + 1
3
x(ϕx − ψy).
Mas (5.91) implica que Y ξ independe de t, de onde conclu´ımos que o coeficiente da presente
varia´vel deve ser nulo, ou seja, as func¸o˜es ϕ e ψ satisfazem a` seguinte equac¸a˜o:
ψyy = ϕxy. (5.97)
Aplicando o operador X em (5.96), utilizando a equac¸a˜o (5.92) e o mesmo argumento
empregado para obtermos (5.97), conclu´ımos que
ψxx = −ϕxy. (5.98)
Finalmente, da condic¸a˜o (5.25), obtemos:
ϕyy − ϕxx + 2ψxy = 0. (5.99)
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Integrando (5.97) e (5.98), temos
ψy = ϕx + h1(x), (5.100)
ψx = −ϕy + h2(y), (5.101)
para algumas func¸o˜es h1 = h1(x) e h2 = h2(y). Diferenciando (5.100) com relac¸a˜o a x e (5.101)
com respeito a y e igualando os resultados, obtemos:
ϕxx + h
′
1(x) = −ϕyy + h′2(y).
Isolando ϕxx na expressa˜o anterior, derivando (5.101) em relac¸a˜o a y e substituindo estes
resultados em (5.99), conclui-se com facilidade que
h′1(x) + h
′
2(y) = 0.
Logo, h1(x) = k1x + k2 e h2(y) = −k1y + k3 para algumas constantes k1, k2, k3. Chamando
a1 =
1
6
k1, a2 =
1
6
k2, a3 = −16k3 e utilizando (5.100) e (5.101), obtemos
ξ = (a1x+ a2)t+ A(x, y), (5.102)
φ = (a1y + a3)t+B(x, y). (5.103)
Conclu´ımos de (5.36) que
αt = −a1,
e, enta˜o, existe uma func¸a˜o g = g(x, y) de modo a se ter
α = −a1t+ g(x, y). (5.104)
Substituindo (5.102), (5.103), (5.104) em (5.33), conclu´ımos que existe uma func¸a˜o λ = λ(y)
tal que
g(x, y) = −2a3x+ λ(y)
e, enta˜o, utilizando esta expressa˜o para g em (5.104) e substituindo tal equac¸a˜o juntamente
com (5.102) e (5.103) em (5.34), encontramos que
λ(y) = 2a2y + a9
ou seja,
α = −a1t− 2a3x+ 2a2y + a9, (5.105)
onde a9 e´ uma constante e a1, a2, a3 sa˜o as mesmas de (5.102).
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Pelo Teorema 28 e das equac¸o˜es (5.102) e (5.103) decorre que τ e´ um polinoˆmio quadra´tico
na varia´vel t:
τ = a1t
2 + (2Ax + 4a1xy + 6a2y − 2a3x)t+N(x, y), (5.106)
para alguma func¸a˜o N = N(x, y). Substituindo ξ de (5.102), φ de (5.103) e τ de (5.106) na
equac¸a˜o determinante (5.30) e igualando os coeficientes da varia´vel t, encontramos o seguinte
sistema de equac¸o˜es diferenciais:
Axx = −2a1y + 2a3, (5.107)
Nx = −2Axy + 2Ayx+ 2B − 4a1xy2 − 4a1x3 − 4a2x2 − 12a2y2 + 4a3xy + 4a2y2. (5.108)
Da mesma maneira, empregando-se (5.31), somos conduzidos a
Axy = −2a1x− 4a2, (5.109)
Ny = 2Axx+ 2Ayy + 8a2xy − 4a3x2 − 4a2xy − 2A. (5.110)
Das equac¸o˜es (5.27), (5.102) e (5.103), segue que A satisfaz
Axx + Ayy = −4a3 − 8a1y. (5.111)
Decorre da equac¸a˜o (5.107) a existeˆncia de func¸o˜es σ = σ(y) e δ = δ(y) tais que
A = a3x
2 − a1x2y + σ(y)x+ δ(y)
que, pela equac¸a˜o (5.109), nos diz que σ e´ uma func¸a˜o linear de y. Finalmente utilizando a
equac¸a˜o (5.111), conclu´ımos que a func¸a˜o δ e´ um polinoˆmio de terceiro grau em y, o que nos
da´ a seguinte expressa˜o para a func¸a˜o A:
A = −a1y3 − a1x2y + a3x2 − 3a3y2 − 4a2xy + a4x+ a5y + a6, (5.112)
onde a5, a6 sa˜o constantes.
Resta-nos agora o problema de encontrar a func¸a˜o B. Para tanto, utilizaremos as equac¸o˜es
(5.25) e (5.26). Substituindo ξ de (5.102) com A dada em (5.112) e φ de (5.103) na equac¸a˜o
(5.25), obtemos, apo´s integrac¸a˜o na varia´vel y:
B = 4a3xy − a2y2 + a1xy2 + a4y + γ(x), (5.113)
onde γ = γ(x) e´ alguma func¸a˜o de x. Empregando o racioc´ınio anterior e utilizando a equac¸a˜o
(5.26), encontramos a seguinte expressa˜o para a func¸a˜o γ:
γ(x) = a1x
3 + 3a2x
2 − a5x+ a7,
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onde a7 e´ uma constante. Assim, determinamos a func¸a˜o
B = a1xy
2 + a1x
3 + 4a3xy + 3a2x
2 − a5x− a2y2 + a4y + a7 (5.114)
e por consequ¨eˆncia, ξ, φ e η.
Para determinarmos τ , utilizaremos as equac¸o˜es (5.30) e (5.31). Desta, conclu´ımos que a
func¸a˜o Ny satisfaz
Ny = −4a1x2y − 4a1y3 − 2a3x2 − 4a2xy − 6a3y2 − 2a6, (5.115)
ao passo que daquela, obtemos:
Nx = −4a1x3 − 4a1xy2 − 6a2x2 − 4a3xy − 2a2y2 + 2a7. (5.116)
Apo´s integrar (5.116) em relac¸a˜o a` varia´vel x, conclu´ımos que existe h = h(y) tal que
N(x, y) = −a1x4 − 2a1x2y2 − 2a2x3 − 2a3x2y − 2a2xy2 + 2a7x+ h(y).
Derivando esta u´ltima em relac¸a˜o a y, substituindo o resultado em (5.115) e integrando em
relac¸a˜o a y, encontramos a func¸a˜o
h(y) = −a1y4 − 2a3y3 − 2a6y + a8.
Consequ¨entemente,
N(x, y) = −a1(x2 + y2)2 − a2(2x3 + 2xy2)− a3(2y3 + 2x2y) + 2a7x− 2a6y + a8.
Assim, nossos infinite´simos sa˜o:
ξ = a1(xt− x2y − y3) + a2(t− 4xy) + a3(x2 − 3y2) + a4x+ a5y + a6,
φ = a1(yt+ x
3 + xy2) + a2(3x
2 − y2) + a3(t+ 4xy) + a4y − a5x+ a7,
τ = a1[t
2 − (x2 + y2)2] + a2(−2yt− 2x3 − 2xy2) + a3(2xt− 2x2y − 2y3)
+2a4t+ 2a7x− 2a6y + a8,
η = −a1tu+ 2a2yu− 2a3xu+ a9u+ β(x, y, t),
(5.117)
onde
∆H1β = 0 (5.118)
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e ai, i = 1, · · · , 9, sa˜o constantes.
Substituindo (5.117) em (5.3), obtemos a seguinte combinac¸a˜o linear:
S = a1
[
(xt− x2y − y3) ∂
∂x
+ (yt+ x3 + xy2)
∂
∂y
+ (t2 − (x2 + y2)2) ∂
∂t
− tu ∂
∂u
]
+a2
[
(t− 4xy) ∂
∂x
+ (3x2 − y2) ∂
∂y
− (2yt+ 2x3 + 2xy2) ∂
∂t
+ 2yu
∂
∂u
]
+a3
[
(x2 − 3y2) ∂
∂x
+ (t+ 4xy)
∂
∂y
+ (2xt− 2x2y − 2y3) ∂
∂t
− 2xu ∂
∂u
]
+a4
(
x
∂
∂x
+ y
∂
∂y
+ 2t
∂
∂t
− u ∂
∂u
)
+ a5
(
y
∂
∂x
− x ∂
∂y
)
+ a6
(
∂
∂x
− 2y ∂
∂t
)
+a7
(
∂
∂y
+ 2x
∂
∂t
)
+ a8
∂
∂t
+ a9u
∂
∂u
+ β
∂
∂u
,
(5.119)
onde β e´ qualquer func¸a˜o que satisfac¸a a equac¸a˜o de Kohn - Laplace homogeˆnea. A simetria
Wβ = β
∂
∂u
gera a suba´lgebra de dimensa˜o infinita.
Corola´rio 10. A a´lgebra de Lie das simetrias da equac¸a˜o de Kohn - Laplace homogeˆnea e´ dada
pela seguinte tabela
T X˜ Y˜ R V1 V2 V3 Z U Wβ
T 0 0 0 0 Z − U X˜ Y˜ 2T 0 WTβ
X˜ 0 0 4T -Y˜ V2 -6R 2Z − 2U X˜ 0 WX˜β
Y˜ 0 -4T 0 X˜ V3 −2Z + 2U -6R Y˜ 0 WY˜ β
R 0 Y˜ -X˜ 0 0 V3 -V2 0 0 WRβ
V1 −Z + U -V2 -V3 0 0 0 0 -2V1 0 WV1β
V2 -X˜ 6R 2Z − 2U -V3 0 0 4V1 -V2 0 WV2β
V3 -Y˜ −2Z + 2U 6R V2 0 -4V1 0 -V3 0 WV3β
Z -2T -X˜ -Y˜ 0 2V1 V2 V3 0 0 WZβ
U 0 0 0 0 0 0 0 0 0 0
Wβ -WTβ -WX˜β -WY˜ β -WRβ -WV1β -WV2β -WV3β -WZβ 0 0
Tabela 5.5: A´lgebra de Lie da equac¸a˜o (5.1) com f(u) = 0.
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5.9 As simetrias de Lie para o caso em que f e´ linear
Esta e´ a u´ltima etapa para concluirmos a demonstrac¸a˜o do presente teorema. E´ imediato,
apo´s substituirmos f(u) = ku, k 6= 0, em (5.29) que
∆H1β + kβ = 0 (5.120)
e
∆H1α = −2kXξ. (5.121)
Aplicando o operador X em (5.33) e Y em (5.34) e adicionando os resultados obtemos, apo´s
utilizarmos (5.26) e as regras de comutac¸a˜o:
∆H1α = 2Y ξt − 2Xφt = 4Y ξt. (5.122)
Decorre imediatamente de (5.121) e (5.122) que
Y ξt = −1
2
kXξ. (5.123)
Ale´m disso, de (5.26):
Xφt =
1
2
kXξ. (5.124)
Diferenciando (5.27) em relac¸a˜o a t e utilizando o resultado do Teorema 18 juntamente com
a equac¸a˜o (5.123), obtemos
2Xαt = ∆H1ξt = X(Xξt) + Y (Y ξt) = X(−αt)− kY (Xξt)/2,
ou, equivalentemente,
3(Xα)t = −1
2
kY Xξ. (5.125)
E´ imediato do Teorema 29 a existeˆncia de uma func¸a˜o ψ = ψ(x, y) tal que
Xξ = −α+ ψ. (5.126)
De (5.125) e (5.126)
3Xαt = −1
2
kψy +
1
2
kY α. (5.127)
Analogamente, diferenciando em relac¸a˜o a t a equac¸a˜o (5.19), empregando-se as equac¸o˜es
(5.25) e (5.36), obtemos
3Y αt =
1
2
kψx − 1
2
kXα. (5.128)
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Aplicando X a` equac¸a˜o (5.127), Y a` equac¸a˜o (5.128) e adicionando:
3(X2 + Y 2)αt = k(XY − Y X)α/2 = k[X,Y ]α/2 = −2kαt,
ou seja,
3∆H1αt = −2kαt. (5.129)
Por outro lado, diferenciando a equac¸a˜o (5.121) com respeito a t e utilizando a equac¸a˜o (5.36),
obtemos
∆H1αt = 2kαt. (5.130)
Por hipo´tese, k e´ na˜o nulo, logo, de (5.129) e (5.130) conclu´ımos que α independe de t, ou
seja, α = α(x, y). Decorre do Corola´rio 5 que existem func¸o˜es A = A(x, y) e B = B(x, y) tais
que
ξ =
1
2
αyt+ A(x, y) (5.131)
e
φ = −1
2
αxt+B(x, y). (5.132)
Como αt = 0, de (5.131) e (5.36) temos:
αxy = 0. (5.133)
De (5.26), (5.131) e (5.132)
αyy − αxx = 0. (5.134)
Resolvendo as equac¸o˜es (5.133) e (5.134), encontramos a seguinte soluc¸a˜o:
α = k1x
2 + k1y
2 + 2k3x+ 2k2y + k4, (5.135)
onde k1, k2, k3, k4 sa˜o constantes. Como consequ¨eˆncia imediata, temos as seguintes expresso˜es
para as func¸o˜es ξ e φ:
ξ = (k1y + k2)t+ A(x, y), (5.136)
φ = −(k1x+ k3)t+B(x, y). (5.137)
Substituindo (5.136) e (5.137) em (5.35), encontramos, apo´s a integrac¸a˜o em relac¸a˜o a t:
τ = (2k1x
2 + 6k1y
2 + 2k3x+ 6k2y + 2Ax)t+N(x, y), (5.138)
onde N = N(x, y) e´ uma func¸a˜o a ser determinada. Substituindo (5.136), (5.137) e (5.138) em
(5.30), obtemos uma identidade linear em t. Igualando os respectivos coeficientes, encontramos
Axx = −2k1x− 2k3, (5.139)
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Nx = −2yAx + 2xAy + 2B − 8k1y3 − 8k1x2y − 4k2x2 − 8k2y2 − 4k3xy. (5.140)
Procendendo da mesma maneira, apo´s substituirmos (5.136), (5.137) e (5.138) em (5.31),
obtemos
Axy = −6k1y − 4k2 (5.141)
e
Ny = 2xAx + 2yAy − 2A+ 4k1xy2 + 4k1x3 + 4k3x2 + 4k2xy. (5.142)
Substituindo (5.136) e (5.135) em (5.121), encontramos
4k1 = −2kAx − 4k(k1y2 + k2y). (5.143)
E´ fa´cil ver, apo´s diferenciar (5.143) em relac¸a˜o a x, que
Axx = 0, (5.144)
pois k 6= 0. Enta˜o, comparando (5.144) com (5.139), veˆ-se facilmente que k1 = k3 = 0. Pela
equac¸a˜o (5.143), conclu´ımos que Axy = −2k2, e enta˜o, substituindo este resultado na equac¸a˜o
(5.141), necessariamente k2 = 0. Logo, temos que
ξ = A(y), φ = B(x, y), τ = N(x, y), α = k4.
Assim, as equac¸o˜es (5.25) e (5.26) tornam-se as condic¸o˜es usuais de Cauchy - Riemann.
De (5.25) conclu´ımos que B = B(x). Assim, desde que α = k4, decorre das equac¸o˜es (5.18)
e (5.19) que ξ e φ sa˜o func¸o˜es lineares de y e x, respectivamente. Da equac¸a˜o determinante
(5.27), conclu´ımos que
ξ = a1y + a2 (5.145)
e enta˜o,
φ = −a1x+ a3. (5.146)
Substituindo (5.145) e (5.146) em (5.140), conclu´ımos existir g = g(y) tal que
N = 2a3x+ g(y).
Substituindo a u´ltima equac¸a˜o juntamente com (5.145) e (5.146) em (5.142), encontramos
g(y) = 2a2y + a4,
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determinando assim a func¸a˜o N . Logo,
ξ = a1y + a2,
φ = −a1x+ a3,
τ = 2a3x− 2a2y + a4,
η = a5u+ β(x, y, t),
(5.147)
com
∆H1β + kβ = 0. (5.148)
Desta maneira, nosso gerador (5.3) e´:
S = a1
(
y
∂
∂x
− x ∂
∂y
)
+ a2
(
∂
∂x
− 2y ∂
∂t
)
+ a3
(
∂
∂y
+ 2x
∂
∂t
)
+a4
∂
∂t
+ a5u
∂
∂u
+ β
∂
∂u
,
onde β e´ qualquer soluc¸a˜o de (5.148).
Encerramos assim a demonstrac¸a˜o do Teorema 27.
Corola´rio 11. A a´lgebra de Lie das simetrias da equac¸a˜o de Kohn - Laplace linear e´ dada pela
seguinte tabela
T X˜ Y˜ R U Wβ
T 0 0 0 0 0 WTβ
X˜ 0 0 4T -Y˜ 0 WX˜β
Y˜ 0 -4T 0 X˜ 0 WY˜ β
R 0 Y˜ -X˜ 0 0 WRβ
U 0 0 0 0 0 0
Wβ -WTβ -WX˜β -WY˜ β -WRβ 0 0
Tabela 5.6: A´lgebra de Lie da equac¸a˜o (5.1) com f(u) = ku.
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Cap´ıtulo 6
Simetrias de Noether da equac¸a˜o
semilinear de Kohn - Laplace no Grupo
de Heisenberg H1
Neste cap´ıtulo estudaremos as simetrias variacionais e de divergeˆncia da equac¸a˜o semilinear
de Kohn - Laplace em H1.
O primeiro fato importante a ser apresentado neste cap´ıtulo e´ que, para toda func¸a˜o f(u),
o grupo Gf := {T,R, X˜, Y˜ } (veja (5.2)) sera´ sempre um grupo de simetrias de Noether. Con-
sequ¨entemente, a cada uma dessas simetrias existe um campo vetorial cuja divergeˆncia e´ nula,
fornecendo-nos assim uma lei de conservac¸a˜o.
Para os casos exponencial e os de na˜o-linearidade do tipo poteˆncia, apenas o grupo Gf sera´
um grupo de simetrias de Noether, retornando, assim, ao caso geral.
A excessa˜o a essa regra ocorrera´ quando a na˜o-linearidade do tipo poteˆncia for cu´bica.
Para tal equac¸a˜o, o grupo de simetrias de Lie sera´ uma simetria variacional se, e somente se,
p = 3, e ale´m disso, para este caso, qualquer simetria e´ uma simetria de divergeˆncia, tornando
este caso na˜o-linear o mais rico em simetrias de Noether, e ademais, maximal. Por maximal
entendemos o grupo que possui o maior nu´mero de simetrias que podem expressar leis de
conservac¸a˜o em relac¸a˜o ao grupo de simetrias de Lie.
Para f(u) = 0, o grupo de simetrias de Noether, ale´m dos campos de Killing de (H1, g), e´
constitu´ıdo pelas simetrias V1, V2, V3 eWβ, onde β satisfaz a equac¸a˜o (5.1) homogeˆnea. Embora
infinito, este grupo de simetrias na˜o e´ maximal, visto que nem todas as simetrias de Lie sa˜o
simetrias de Noether.
Quando f(u) = ku, k 6= 0, o grupo de simetrias de Noether e´ tambe´m um grupo infinito e
na˜o maximal.
As respectivas leis de conservac¸a˜o para tais simetrias sera˜o apresentadas no pro´ximo cap´ıtulo.
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Os resultados aqui mostrados foram parcialmente apresentados em [25, 50], comunicados
em [18, 20, 23, 29] e publicados em [27, 51].
6.1 Simetrias de Noether para o caso geral e exponencial
Esta sessa˜o resume-se apenas ao fato de se mostrar que para qualquer que seja f(u), cada
elemento do grupo Gf sera´ sempre uma simetria variacional da equac¸a˜o
∆H1u+ f(u) = 0. (6.1)
Como outrora, suporemos que F ′(u) = f(u).
Demonstraremos o seguinte resultado:
Teorema 30. O grupo Gf e´ um grupo de simetrias de Noether independentemente da func¸a˜o
f(u) em (6.1).
Ale´m disso, o caso exponencial se reduz, do ponto de vista das simetrias da Lagrangeana,
ao caso geral atrave´s do
Teorema 31. O grupo de simetrias de Noether de (6.1) com f(u) = eu e´ o grupo de isometrias.
O Teorema 31 e´ consequ¨eˆncia do Teorema 30 e do seguinte
Lema 3. A simetria
E = x
∂
∂x
+ y
∂
∂y
+ 2t
∂
∂t
− 2 ∂
∂u
na˜o e´ uma simetria de Noether.
Demonstrac¸a˜o. A prova e´ direta, pore´m ha´ dois passos a serem seguidos. Primeiro, calcularemos
a extensa˜o de primeira ordem E(1) da simetria E. Apo´s isto, verificaremos que na˜o existe
nenhum campo vetorial B = (B1, B2, B3), onde as func¸o˜es componentes dependem de x, y, t, u
e derivadas de u ate´ uma ordem finita, de modo a satisfazer a equac¸a˜o
E(1)L+ 4L = Div(B).
1. Ca´lculo da extensa˜o de E.
Neste caso, (ξ, φ, τ, η) = (x, y, 2t,−2). Logo, Dxξ + Dyφ + Dtτ = 4 e (η(1)x , η(1)y , η(1)t ) =
(−ux,−uy,−2ut), fornecendo-nos a seguinte extensa˜o de primeira ordem:
E(1) = E − ux ∂
∂ux
− uy ∂
∂uy
− 2ut ∂
∂ut
.
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Assim,
E(1)L+ (Dxξ +Dyφ+Dtτ)L = u2x + u2y + 4(x2 + y2)u2t + 4yuxut
−4xuyut − 2eu,
(6.2)
onde
L = 1
2
u2x +
1
2
u2y + 2(x
2 + y2)u2t + 2yuxut − 2xuyut − eu.
2. Inexisteˆncia do campo vetorial B.
A inexisteˆncia de um campo vetorial cuja divergeˆncia seja o membro direito de (6.2) e´
assegurada pelo resultado abaixo, que e´ mais forte do que precisamos e nos sera´ u´til em
outros casos.
Teorema 32. Seja u = u(x, y, t). Se um campo vetorial V = (A,B,C) e´ func¸a˜o de
x, y, t, u e derivadas de u ate´ ordem m, sua divergeˆncia necessariamente depende das
derivadas de ordem (m+ 1) de u com respeito a x, y e t.
Demonstrac¸a˜o. Faremos a demonstrac¸a˜o tomando-se m = 1, que e´ o caso que nos inter-
essa. Tomando a divergeˆncia de V , encontramos:
Div(V ) = Ax +By + Ct + uxAu + uxxAux + uxyAuy + uxtAut
+uyBu + uxyBux + uyyBuy + uytBut
+utCu + uxtCux + uytCuy + uttCut ,
de onde conclui-se imediatamente a dependeˆncia desejada.
Corola´rio 12. Se a divergeˆncia de um campo vetorial na˜o depende das derivadas parciais
segundas de u com relac¸a˜o a x, y e t, enta˜o ele independe de ux, uy e ut.
Isso encerra a demonstrac¸a˜o do Lema 3.
Demonstrac¸a˜o. (Do Teorema 30). Embora na˜o seja dif´ıcil, a demonstrac¸a˜o e´ bastante longa e
tediosa. Sera´ feita da seguinte maneira:
1. Encontraremos as extenso˜es de primeira ordem das simetrias T, R, X˜, Y˜ .
2. Faremos a demonstrac¸a˜o para cada uma delas.
1. Extenso˜es.
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(a) Ca´lculo da extensa˜o do operador T .
Os coeficientes da simetria T sa˜o: ξ = φ = η = 0 e φ = 1. Decorre enta˜o que:
η
(1)
i = 0, i = x, y, t,
de onde conclu´ımos que
T (1) = T.
(b) Ca´lculo da extensa˜o do operador R.
As componentes do operador R sa˜o: (ξ, φ, τ, η) = (y,−x, 0, 0), de onde conclu´ımos
que
Dxξ = 0, Dyξ = 1, Dtξ = 0,
Dxφ = −1, Dyφ = 0, Dtφ = 0,
Dxτ = 0, Dyτ = 0, Dtτ = 0,
Dxη = 0, Dyη = 0, Dη = 0
e enta˜o
η
(1)
x = uy, η
(1)
y = −ux, η(1)t = 0.
Portanto,
R(1) = R + uy
∂
∂ux
− ux ∂
∂uy
.
(c) Ca´lculo da extensa˜o do operador X˜.
Neste caso, (ξ, φ, τ, η) = (1, 0,−2y, 0) sendo enta˜o que
Dxξ = 0, Dyξ = 0, Dtξ = 0,
Dxφ = 0, Dyφ = 0, Dtφ = 0,
Dxτ = 0, Dyτ = −2, Dtτ = 0,
Dxη = 0, Dyη = 0, Dtη = 0.
Assim,
η
(1)
x = 0, η
(1)
y = 2ut, η
(1)
t = 0.
Desta forma, a primeira extensa˜o e´:
X˜(1) = X˜ + 2ut
∂
∂uy
.
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(d) Ca´lculo da extensa˜o do operador Y˜ .
As componentes sa˜o: (ξ, φ, τ, η) = (0, 1, 2x, 0, ) e enta˜o,
Dxξ = 0, Dyξ = 0, Dtξ = 0,
Dxφ = 0, Dyφ = 0, Dtφ = 0,
Dxτ = 2, Dyτ = 0, Dtτ = 0,
Dxη = 0, Dyη = 0, Dtη = 0
e
η
(1)
x = −2ut, η(1)y = 0, η(1)t = 0,
fornecendo a seguinte extensa˜o:
Y˜ (1) = Y˜ − 2ut ∂
∂ux
.
Corola´rio 13. A divergeˆncia de qualquer campo do grupo Gf e´ nula.
2. (a) Demonstrac¸a˜o do teorema para o operador T .
Desde que a divergeˆncia da simetria T e´ nula,
∂
∂t
(Xu) =
∂
∂t
(Y u) = 0
e
T (1)L = ∂
∂t
[
1
2
(Xu)2 +
1
2
(Y u)2 − F (u)
]
= (Xu)
∂
∂t
(Xu) + Y u
∂
∂t
(Y u) = 0,
decorre imediatamente que
T (1)L+ LDiv(T ) = 0.
(b) Demonstrac¸a˜o do teorema para o operador R.
Desde que
∂
∂xi
Xu =
∂
∂xi
Y u = 0, i = 1, 2, (x
1, x2) = (x, y)
e utilizando-se as duas primeiras parcelas da equac¸a˜o (4.6), temos:
R(1)L = XuY u−XuY u = 0.
Consequ¨entemente, pelo Corola´rio 13,
R(1)L+ LDiv(R) = 0.
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(c) Demonstrac¸a˜o do teorema para os operadores X˜ e Y˜ .
Decorre, de (4.6), que:
X˜(1)L = Xu · 0 + Y u · (−2ut + 2ut) = 0.
Novamente, pelo Corola´rio 13, obtemos
X˜(1)L+ LDiv(X˜) = 0.
No caso do operador Y˜ ,
Y˜ (1)L = Xu · (2ut − 2ut) + Y u · 0 = 0.
O mesmo argumento utilizado para o operador X˜ prova que
Y˜ (1)L+ LDiv(Y˜ ) = 0,
o que encerra nossa demonstrac¸a˜o.
6.2 Simetrias de Noether para o caso linear
Seja Gl :=
{
T, R, X˜, Y˜ , U, Wβ
}
o grupo de simetrias de Lie da equac¸a˜o
∆H1u+ u = 0. (6.3)
Lema 4. A simetria
U = u
∂
∂u
na˜o e´ uma simetria de Noether.
Demonstrac¸a˜o. Esta demonstrac¸a˜o e´ direta e, como nos casos anteriores, consiste de dois passos.
O primeiro e´ o ca´lculo da extensa˜o de primeira ordem da simetria U , o segundo e´ mostrar a
inexisteˆncia de campos vetoriais tais que a equac¸a˜o
U (1)L+ L(Dxξ +Dyφ+Dtτ) = Div(B)
na˜o seja cumprida, para qualquer campo vetorial B.
1. Extensa˜o da primeira ordem da simetria U.
Neste caso, η = u, ξ = φ = τ = 0. Assim,
Dxξ +Dyφ+Dtτ = 0
e
η(1)x = ux, η
(1)
y = uy, η
(1)
t = ut.
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Logo, a extensa˜o U (1) e´ dada por
U (1) = u
∂
∂u
+ ux
∂
∂ux
+ uy
∂
∂ut
+ ut
∂
∂ut
. (6.4)
Aplicando o operador dado em (6.4) a` Lagrangeana
L = 1
2
u2x +
1
2
u2y + 2(x
2 + y2)u2t + 2yuxut − 2xuyut −
1
2
u2 (6.5)
encontramos:
U (1)L = −u2 + u2x + u2y + 4(x2 + y2)u2t + 4yuxut − 4xuyut = 2L.
2. A inexisteˆncia de um campo cuja divergeˆncia seja proporcional a` Lagrangeana vem do
Teorema 32 e do Corola´rio 12.
Lema 5. A simetria Wβ e´ uma simetria de Noether.
Demonstrac¸a˜o. Como β = β(x, y, t) a extensa˜o de primeira ordem da simetria Wβ e´
W
(1)
β = β
∂
∂u
+ βx
∂
∂ux
+ βy
∂
∂uy
+ βt
∂
∂ut
. (6.6)
De (6.6) e (6.5), temos
W
(1)
β L = −βu+ (ux + 2yut)βx + (uy − 2xut)βy + (4(x2 + y2)ut + 2yux − 2xuy)βt
= Div((βx + 2yβt)u, (βy − 2xβt)u, (2yβx − 2xβy + 4(x2 + y2)βt)u).
Logo, Wβ e´ uma simetria de Noether.
Corola´rio 14. A simetria Wβ e´ uma simetria variacional se, e somente se, β = 0.
Teorema 33. O grupo de simetrias de Noether da equac¸a˜o (6.3) e´ o grupo Gf ∪ {Wβ}.
Demonstrac¸a˜o. E´ consequ¨eˆncia do Teorema 32, do Corola´rio 12 e dos Lemas 4 e 5.
6.3 Simetrias de Noether para os casos do tipo poteˆncia
Nesta sessa˜o mostraremos que, a` excessa˜o do caso cr´ıtico, as u´nicas simetrias de Noether
sa˜o variacionais, e ademais, correspondem ao grupo de Gf . Quando f(u) = u
3, todo o grupo
de simetrias de Lie e´ um grupo de simetrias de Noether.
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6.3.1 As simetrias variacionais
SejaGp o grupo de simetrias de Lie
1 quando f(u) = up em (6.1), isto e´, Gp = {T, R, X˜, Y˜ , Dp}.
Nosso objetivo na presente sec¸a˜o e´ provar o
Teorema 34. Simetrias variacionais da equac¸~ao de Kohn - Laplace crı´tica
O grupo de simetrias de Lie Gp da equac¸a˜o de Kohn - Laplace (6.1), com f(u) = u
p, e´ um
grupo de simetria variacional se, e somente se, p = 3.
Demonstrac¸a˜o. Para as simetrias T, R, X˜, Y˜ a demonstrac¸a˜o se encontra no Teorema 30.
Para a simetria Dp, primeiro encontraremos sua extensa˜o de primeira ordem. Para tanto,
temos que:
ξ = x, φ = y, τ = 2t, η =
2
1− pu
e enta˜o,
Dxξ = 1, Dyξ = 0, Dtξ = 0,
Dxφ = 0, Dyφ = 1, Dtφ = 0,
Dxτ = 0, Dyτ = 0, Dtτ = 2,
Dxη =
2
1− pux, Dyη =
2
1− puy, Dtη =
2
1− put
e
η(1)x =
1 + p
1− pux, η
(1)
y =
1 + p
1− puy, η
(1)
t =
2p
1− put,
fornecendo-nos a seguinte extensa˜o:
D(1)p = Dp +
1 + p
1− pux
∂
∂ux
+
1 + p
1− puy
∂
∂uy
+
2p
1− put
∂
∂ut
. (6.7)
Ale´m disso, a divergeˆncia da simetria Dp e´
Div(Dp) = Dxξ +Dyφ+Dtτ = 4. (6.8)
Das duas primeiras parcelas de (4.6) podemos escrever:
D
(1)
p L = Xu
(
2yut +
1 + p
1− pux +
4p
1− pyut
)
+Y u
(
−2xut + 1 + p
1− puy −
4p
1− pxut
)
− 2
1− puf(u)
=
(
1 + p
1− p
)[
(Xu)2 + (Y u)2
]− 2
1− puf(u).
(6.9)
1De fato, se p = 3, o grupo G3 assim definido sera´ um subgrupo do grupo de simetrias. Nosso objetivo aqui
e´ mostrar que este subgrupo e´ um subgrupo cujas simetrias sa˜o todas variacionais.
90
Somando o resultado da equac¸a˜o (6.9) com o produto da equac¸a˜o (6.8) pela Lagrangeana e
levando-se em conta que f(u) = up, obtemos:
D(1)p L+ L(Dxξ +Dyφ+Dtτ)
=
3− p
1− p
[
u2x + u
2
y + 4(x
2 + y2)u2t + 2yuxut − 2xuyut
]
+
2(3− p)
p2 − 1 u
p+1,
de onde se conclui que Dp e´ simetria variacional se, e somente se, p = 3, encerrando assim a
demonstrac¸a˜o do Teorema 34.
6.3.2 As simetrias de divergeˆncia
O seguinte teorema caracteriza as demais simetrias da equac¸a˜o de Kohn - Laplace cr´ıtica.
Teorema 35. Simetrias de diverge^ncia da equac¸~ao de Kohn - Laplace crı´tica
Toda simetria de Lie da equac¸a˜o semilinear de Kohn - Laplace com expoente cr´ıtico
∆H1u+ u
3 = 0 (6.10)
e´ uma simetria de divergeˆncia.
Pelo Teorema de Classificac¸a˜o dos Grupos de Simetrias de Lie da Equac¸a˜o de Kohn - Laplace,
o grupo de simetrias da equac¸a˜o (6.10) e´ formado pelos campos T, R, X˜, Y˜ , pela dilatac¸a˜o D3
e pelas simetrias V1, V2 e V3. Provamos na sec¸a˜o precedente que as cinco primeiras simetrias
sa˜o variacionais, e enta˜o, por definic¸a˜o, sa˜o simetrias de divergeˆncia. Resta-nos agora provar o
teorema para os treˆs u´ltimos casos: V1, V2 e V3. O objetivo se resume a mostrar que os campos
satisfazem a seguinte equac¸a˜o:
W (1)L+ L(Dxξ +Dyφ+Dt)τ = Div(V ), (6.11)
ondeW denota qualquer uma das simetrias V1, V2, V3 e V e´ algum campo vetorial dependendo
de x, y, t, u e derivadas de u ate´ alguma ordem finita.
Procederemos aqui como no Teorema 34, ou seja, calcularemos as extenso˜es de cada simetria
e depois provaremos o teorema para cada uma delas.
Demonstrac¸a˜o. 1. Ca´lculo da extensa˜o da simetria V1.
Os coeficientes da simetria V1 sa˜o:
ξ = tx− x2y − y3, φ = ty + x3 + xy2, τ = t2 − (x2 + y2)2, η = −tu,
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e enta˜o
Dxξ = t− 2xy, Dyξ = −(x2 + 3y2), Dtξ = x,
Dxφ = 3x
2 + y2, Dyφ = t+ 2xy, Dtφ = y,
Dxτ = −4x(x2 + y2), Dyτ = −4y(x2 + y2), Dtτ = 2t,
Dxη = −tux, Dyη = −tuy, Dtη = −tut − u.
Logo,
η
(1)
x = 2(xy − t)ux − (3x2 + y2)uy + 4x(x2 + y2)ut,
η
(1)
y = (x2 + 3y2)ux − 2(t+ xy)uy + 4y(x2 + y2)ut,
η
(1)
t = −u− xux − yuy − 3tut,
(6.12)
fornecendo-nos o seguinte gerador estendido:
V
(1)
1 = V1 +
[
2(xy − t)ux − (3x2 + y2)uy + 4x(x2 + y2)ut
] ∂
∂ux
+
[
(x2 + 3y2)ux − 2(t+ xy)uy + 4y(x2 + y2)ut
] ∂
∂uy
+ [−u− xux − yuy − 3tut] ∂
∂ut
.
(6.13)
Ale´m disso,
Dxξ +Dyφ+Dtτ = 4t. (6.14)
2. Ca´lculo da extensa˜o da simetria V2.
Os coeficientes da simetria V2 sa˜o:
ξ = t− 4xy, φ = 3x2 − y2, τ = −(2yt+ 2x3 + 2xy2), η = 2yu,
logo,
Dxξ = −4y, Dyξ = −4x, Dtξ = 1,
Dxφ = 6x, Dyφ = −2y, Dtφ = 0,
Dxτ = −(6x2 + 2y2), Dyτ = −(2t+ 4xy), Dtτ = −2y,
Dxη = 2yux, Dyη = 2u+ 2yuy, Dtη = 2yut,
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e enta˜o
η
(1)
x = 6yux − 6xuy + (6x2 + 2y2)ut,
η
(1)
y = 2u+ 4xux + 4yuy + 2(t+ 2xy)ut,
η
(1)
t = −ux + 4yut
(6.15)
e
Dxξ +Dyφ+Dtτ = −8y. (6.16)
Ale´m disso, o gerador estendido neste caso e´
V
(1)
2 = V2 +
[
6yux − 6xuy + (6x2 + 2y2)ut
] ∂
∂ux
+(2u+ 4xux + 4yuy + 4xyut)
∂
∂uy
+(−ux + 4yut) ∂
∂ut
.
(6.17)
3. Ca´lculo da extensa˜o da simetria V3.
Os coeficientes da simetria V3 sa˜o:
ξ = x2 − 3y2, φ = t+ 4xy, τ = 2xt− 2x2y − 2y3, η = −2xu
e enta˜o
Dxξ = 2x, Dyξ = −6y, Dtξ = 0,
Dxφ = 4y, Dyφ = 4x, Dtφ = 1,
Dxτ = 2t− 4xy, Dyτ = −(2x2 + 6y2), Dtτ = 2x,
Dxη = −2u− 2xux, Dyη = −2xuy, Dtη = −2xut.
Assim,
η
(1)
x = −2u− 4xux − 4yuy − 2(t− 2xy)ut,
η
(1)
y = 6yux − 6xuy + 2(x2 + 3y2)ut,
η
(1)
t = −uy − 4xut,
(6.18)
e
Dxξ +Dyφ+Dtτ = 8x. (6.19)
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Assim, o gerador extendido encontrado e´
V
(1)
3 = V2 + [−2u− 4xux − 4yuy − 2(t− 2xy)ut]
∂
∂ux
+
[
6yux − 6xuy + 2(x2 + 3y2)ut
] ∂
∂uy
− (uy + 4xut) ∂
∂ut
.
(6.20)
4. Resultados auxiliares.
Aqui apresentaremos alguns resultados simples que nos auxiliara˜o nas demonstrac¸o˜es do
Teorema 35. Primeiramente, temos o
Lema 6. Seja L a Lagrangeana
L = 1
2
u2x +
1
2
u2y + 2(x
2 + y2)u2t + 2yuxut − 2xuyut − F (u).
Em adic¸a˜o a`s equac¸o˜es listadas em (4.6), valem as seguintes:
∂L
∂x
= −2utY u,
∂L
∂y
= 2utXu,
∂L
∂t
= 0.
(6.21)
Demonstrac¸a˜o. Imediata.
Lema 7. As extenso˜es (6.12) sa˜o equivalentes a
η
(1)
x = 2(xy − t)Xu− (3x2 + y2)Y u+ (4ty − 2xy2 − 2x3)ut,
η
(1)
y = (x2 + 3y2)Xu− 2(t+ xy)Y u+ (−2x2y − 2y3 − 4tx)ut,
η
(1)
t = −u− xXu− yY u− 3tut.
(6.22)
Demonstrac¸a˜o. Por definic¸a˜o, Xu = ux + 2yut. Enta˜o, isolando ux, encontramos:
ux = Xu− 2yut. (6.23)
Analogamente,
uy = Y u+ 2xut. (6.24)
Substituindo (6.23) e (6.24) em (6.12), obtemos (6.22).
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Os dois lemas que se seguem sa˜o demonstrados de maneira ana´loga ao Lema 7. Por isso,
apresentamos apenas os enunciados.
Lema 8. As extenso˜es (6.15) sa˜o equivalentes a
η
(1)
x = 6yXu− 6xY u− (6x2 + 10y2)ut,
η
(1)
y = 2u+ 4xXu+ 4yY u+ (2t+ 4xy)ut,
η
(1)
t = −Xu− 6yut.
Lema 9. As extenso˜es (6.18) sa˜o equivalentes a
η
(1)
x = −2u− 4xXu− 4yY u− (2t− 4xy)ut,
η
(1)
y = 6yXu− 6xY u− (10x2 + 6y2)ut,
η
(1)
t = −Y u− 6yut.
5. Demonstrac¸a˜o do Teorema 35 para a simetria V1.
Primeiramente, defina o operador
V˜1 :=
[
2(xy − t)ux − (3x2 + y2)uy + 4x(x2 + y2)ut
] ∂
∂ux
+
[
(x2 + 3y2)ux − 2(t+ xy)uy + 4y(x2 + y2)ut
] ∂
∂uy
+ [−u− xux − yuy − 3tut] ∂
∂ut
.
Pelo Lema 7 e as duas primeiras parcelas da equac¸a˜o (4.6), temos:
V˜1L = −u(2yXu− 2xY u)− 2t(Xu)2 − 2t(Y u)2
−2(yt+ xy2 + x3)utXu+ 2(xt− x2y − y3)utY u.
(6.25)
Pelo Lema 6,
V1L = 2ut(yt+ xy2 + x3)Xu− 2ut(xt− x2y − y3)Y u+ tu4. (6.26)
Note agora que, por construc¸a˜o (veja (6.13)),
V
(1)
1 = V1 + V˜1. (6.27)
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Assim, de (6.11) com W = V1, (6.27), (6.26), (6.25) e (6.14), obtemos
V
(1)
1 L+ L(Dxξ +Dyφ+Dtτ) = 2xuuy − 2yuux − 4(x2 + y2)uut. (6.28)
Seja
A = (A1, A2, A3) := (−yu2, xu2,−2(x2 + y2)u2).
Tomando a divergeˆncia do campo vetorial A e´ fa´cil ver que ela e´ igual ao membro direito
de (6.28). Por consequ¨eˆncia, chegamos a` seguinte igualdade:
V
(1)
1 L+ L(Dxξ +Dyφ+Dtτ) = Div(A),
que mostra ser V1 uma simetria de divergeˆncia.
6. Demonstrac¸a˜o do Teorema 35 para a simetria V2.
A demonstrac¸a˜o para a simetria V2 e´ ana´loga a` feita na subsec¸a˜o precedente. Assim,
definindo
V˜2 =
[
6yux − 6xuy + (6x2 + 2y2)ut
] ∂
∂ux
+(2u+ 4xux + 4yuy + 4xyut)
∂
∂uy
+(−ux + 4yut) ∂
∂ut
,
pelo Lema 8 e as duas primeiras parcelas de (4.6), encontramos
V˜2L = 4y(Xu)2 + 4y(Y u)2 − 2(3x2 − y2)utXu+ 2(t− 4xy)ut(Y u) + 2uY u. (6.29)
Aplicando a simetria V2 a` Lagrangeana L, obtemos
V2L = −2(t− 4xy)utY u+ 2(3x2 − y2)utXu− 2yu4. (6.30)
E´ claro que substituindo W = V2 em (6.11) e de (6.30), (6.29), (6.16) e (6.17), obtemos
V
(1)
2 L+ L(Dxξ +Dyφ+Dtτ) = 2xuuy − 4xuut.
Uma verificac¸a˜o direta mostra que o membro direito da equac¸a˜o acima e´ a divergeˆncia do
campo B = (0, u2,−2xu2).
7. Demonstrac¸a˜o do Teorema 35 para a simetria V3.
Neste caso, dos Lemas 2 e 4 e das duas primeiras parcelas de (4.6), obtemos
V˜3L = −2uXu− 4x(Xu)2 − 4x(Y u)2 − 2(t+ 4xy)utXu+ 2(x2 − 3y2)utY u
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e
V3L = −2(x2 − 3y2)utY u+ 2(t+ 4xy)utXu+ 2xu4.
Assim, pelas equac¸o˜es (6.19) e (6.20) e pelo mesmo argumento utilizado anteriormente,
obtemos
V
(1)
3 L+ L(Dxξ +Dyφ+Dtτ) = −2uux − 4yuut,
que e´ equivalente a
V
(1)
3 L+ L(Dxξ +Dyφ+Dtτ) = Div(C),
onde C = (−u2, 0,−2yu2), completando assim a demonstrac¸a˜o do teorema.
6.4 Simetrias de Noether para o caso homogeˆneo
Nesta sec¸a˜o mostraremos quais sa˜o as simetrias de Noether da equac¸a˜o de Kohn - Laplace
homogeˆnea
∆H1u = 0. (6.31)
O resultado a seguir tera´ sua demonstrac¸a˜o omitida por ser praticamente uma co´pia do que
foi feito anteriormente, no Lemas 4 e 5.
Lema 10. A simetria U na˜o e´ uma simetria de Noether. A simetria Wβ e´ uma simetria de
Noether.
Lema 11. A simetria
Z = x
∂
∂x
+ y
∂
∂y
+ 2t
∂
∂t
na˜o e´ uma simetria de Noether.
Demonstrac¸a˜o. Neste caso, a Lagrangeana e´:
L = 1
2
u2x +
1
2
u2y + 2(x
2 + y2)u2t + 2yuxut − 2xuyut. (6.32)
Como (ξ, φ, τ, η) = (x, y, 2t, 0), enta˜o (ηx, ηy, ηt) = (ux, uy, ut). Logo,
Z(1) = Z + ux
∂
∂x
+ uy
∂
∂y
+ 2ut
∂
∂t
. (6.33)
Desde que Dxξ +Dyφ+Dtτ = 4, decorre de (6.33) e (6.32) que
Z(1)L+ L(Dxξ +Dyφ+Dtτ) = 2L. (6.34)
E´ imediato, pelo Teorema 32, que na˜o existe nenhum campo vetorial cuja divergeˆncia seja
o membro direito de (6.34).
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Teorema 36. As simetrias
V1 = (xt− x2y − y3) ∂
∂x
+ (yt+ x3 + xy2)
∂
∂y
+ (t2 − (x2 + y2)2) ∂
∂t
− tu ∂
∂u
,
V2 = (t− 4xy) ∂
∂x
+ (3x2 − y2) ∂
∂y
− (2yt+ 2x3 + 2xy2) ∂
∂t
+ 2yu
∂
∂u
,
V3 = (x
2 − 3y2) ∂
∂x
+ (t+ 4xy)
∂
∂y
+ (2xt− 2x2y − 2y3) ∂
∂t
− 2xu ∂
∂u
,
sa˜o simetrias de divergeˆncia da equac¸a˜o (6.31).
Demonstrac¸a˜o. A demonstrac¸a˜o e´ a mesma do Teorema 35.
Assim, e´ consequ¨eˆncia imediata dos Lemas 10, 11 e dos Teoremas 30 e 36 o seguinte:
Teorema 37. O grupo de simetrias de Noether da equac¸a˜o (6.31) e´ gerado pelo grupo Gf e
pelas simetrias V1, V2, V3 e Wβ.
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Cap´ıtulo 7
Leis de conservac¸a˜o da equac¸a˜o
semilinear de Kohn - Laplace no grupo
de Heisenberg H1
Neste cap´ıtulo faremos uso do Teorema de Noether (Teorema 12) para determinar as leis
de conservac¸a˜o associadas a`s simetrias de Noether, encontradas no cap´ıtulo anterior.
Como visto antes, o grupo Gf = {T, R, X˜, Y˜ } e´ um grupo de simetrias variacionais, logo,
cada elemento do grupo admite uma lei de conservac¸a˜o.
Pelos resultados do cap´ıtulo anterior, o caso geral, exponencial, linear e poteˆncia, exceto
a cr´ıtica, admitem apenas o grupo Gf como grupo de simetrias variacionais. Assim sendo,
as respectivas leis de conservac¸a˜o sa˜o essencialmente as mesmas, salvo termos dependentes da
func¸a˜o
f(u) := F ′(u).
Os casos cr´ıtico e f(u) = 0 sa˜o os casos com o maior nu´mero de simetrias. Para f(u) = u3,
o grupo de simetrias de Noether coincide com o grupo de simetrias de Lie. Portanto, teremos
oito leis de conservac¸a˜o associadas a este caso, o que faz este grupo ser maximal.
Para o caso homogeˆneo, embora tenhamos tambe´m oito leis de conservac¸a˜o1, este na˜o e´ um
grupo maximal, visto que o nu´mero total de simetrias de Lie para este caso e´ dez.
Este cap´ıtulo esta´ estruturado da seguinte maneira:
• Na Sec¸a˜o 7.1 apresentaremos as leis de conservac¸a˜o associadas a` equac¸a˜o
∆H1u+ f(u) = 0
1Novamente cometemos abuso de linguagem, uma vez que este grupo e´ de dimensa˜o infinita. Embora a
suba´lgebra de dimensa˜o infinita seja uma a´lgebra cujas simetrias sa˜o todas simetrias de Noether, duas das
simetrias da suba´lgebra de dimensa˜o 9 na˜o sa˜o simetrias de divergeˆncia, o que faz com que este grupo na˜o seja
maximal.
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para qualquer func¸a˜o f(u). Em particular, as leis de conservac¸a˜o das func¸o˜es exponencial
e poteˆncia up, com p 6= 3, sa˜o dadas por essas leis.
• Na Sec¸a˜o 7.2 apresentaremos as leis de conservac¸a˜o associadas a` equac¸a˜o de Kohn -
Laplace homogeˆnea.
• Na Sec¸a˜o 7.3 apresentaremos as leis de conservac¸a˜o associadas ao caso cr´ıtico de Sobolev.
As demonstrac¸o˜es dos teoremas apresentados neste cap´ıtulo sa˜o obtidas por substituic¸a˜o
direta no algoritmo do Teorema de Noether. Este e´ um trabalho extremamente enfadonho e
tedioso. Para encontra´-las fizemos uso de um programa feito no Mathematica. Os programas,
que na verdade, sa˜o as demonstrac¸o˜es dos teoremas, esta˜o nos apeˆndices da tese.
Os resultados deste cap´ıtulo foram apresentados em [26, 50], comunicados em [18, 20, 28] e
publicados em [32, 51].
7.1 O caso geral
Nesta sessa˜o mostraremos quais campos vetoriais sa˜o conservados atrave´s do Teorema de
Noether. Nosso objetivo principal aqui e´ o
Teorema 38. Leis de conservac¸~ao para a equac¸~ao de Kohn - Laplace com f(u)
arbitra´ria
Seja R 3 u 7→ F (u) ∈ R uma func¸a˜o diferencia´vel, arbitra´ria e
f(u) := F ′(u). (7.1)
As leis de conservac¸a˜o para as simetrias de Noether da equac¸a˜o
∆H1u+ f(u) = 0,
para qualquer f(u) sa˜o:
1. Para a simetria T, a lei de conservac¸a˜o e´ Div(τ) = 0, onde τ = (τ1, τ2, τ3) e
τ1 = −2yu2t − uxut,
τ2 = 2xu
2
t − uyut,
τ3 =
1
2
u2x +
1
2
u2y − 2(x2 + y2)u2t − F (u).
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2. Para a simetria R, a lei de conservac¸a˜o e´ Div(σ) = 0, onde σ = (σ1, σ2, σ3) e
σ1 = −1
2
yu2x +
1
2
yu2y + 2y(x
2 + y2)u2t + xuxuy − yF (u),
σ2 = −1
2
xu2x −
1
2
xu2y − 2x(x2 + y2)u2t − yuxuy + xF (u),
σ3 = −2y2u2x − 2x2u2y + 4xyuxuy − 4y(x2 + y2)uxut + 4x(x2 + y2)uyut.
3. Para a simetria X˜, a lei de conservac¸a˜o e´ Div(χ) = 0, onde χ = (χ1, χ2, χ3) e
χ1 = −1
2
u2x +
1
2
u2y + 2(x
2 + 3y2)u2t + 2yuxut − 2xuyut − F (u),
χ2 = −4xyu2t − uxuy + 2xuxut + 2yuyut,
χ3 = −3yu2x − yu2y + 4y(x2 + y2)u2t + 2xuxuy − 4(x2 + y2)uxut + 2yF (u).
4. Para a simetria Y˜ , a lei de conservac¸a˜o e´ Div(υ) = 0, onde υ = (υ1, υ2, υ3) e
υ1 = −4xyu2t − uxuy − 2xuxut − 2yuyut,
υ2 =
1
2
u2x −
1
2
u2y + 2(3x
2 + y2)u2t + 2yuxut − 2xuyut − F (u),
υ3 = xu
2
x + 3xu
2
y − 4x(x2 + y2)u2t − 2yuxuy − 4(x2 + y2)uyut − 2xF (u).
Demonstrac¸a˜o. Vide apeˆndices A-D.
7.2 O caso homogeˆneo
O objetivo desta sec¸a˜o e´ apresentar o
Teorema 39. Leis de conservac¸~ao para a equac¸~ao de Kohn - Laplace homoge^nea
As leis de conservac¸a˜o para as simetrias de Noether da equac¸a˜o
∆H1u = 0
sa˜o:
1. Para as simetrias T, R, X˜ e Y˜ , as leis de conservac¸a˜o sa˜o as mesmas do Teorema 38
com f(u) = 0 em (7.1).
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2. Para a simetria V1, a lei de conservac¸a˜o e´ Div(A) = 0, onde A = (A1, A2, A3) e
A1 = −1
2
(tx− x2y − y3)u2x +
1
2
(tx− x2y − y3)u2y + 2t(x3 + xy2 − ty)u2t
−(x3 + xy2 + ty)uxuy − [t2 − (x2 + y2)2]uxut − 2t(x2 + y2)uyut
−tuux − 2tyuut + yu2,
A2 =
1
2
(x3 + ty + xy2)u2x −
1
2
(x3 + ty + xy2)u2y + 2t(x
2y + y3 + tx)u2t
−(tx− x2y − y3)uxuy + 2t(x2 + y2)uxut − [t2 − (x2 + y2)2]uyut
−tuuy + 2txuut − xu2,
A3 = +
1
2
(t2 − x4 − 4txy + 2x2y2 + 3y4)u2x +
1
2
(t2 + 3x4 + 4txy + 2x2y2 − y4)u2y
−2(x2 + y2)[t2 − (x2 + y2)2]u2t + 2[t(x2 − y2)− 2xy(x2 + y2)]uxuy
−4(x2 + y2)(tx− x2y − y3)uxut − 4(x2 + y2)(x3 + ty + xy2)uyut
−2tyuux + 2txuuy − 4t(x2 + y2)uut + 2(x2 + y2)u2.
3. Para a simetria V2, a lei de conservac¸a˜o e´ Div(B) = 0, onde B = (B1, B2, B3) e
B1 = −1
2
(t− 4xy)u2x +
1
2
(t− 4xy)u2y + [2t(x2 + 3y2)− 4xy(x2 + y2)]u2t
−(3x2 − y2)uxuy + 2(x3 + ty + xy2)uxut − 2(tx− x2y − y3)uyut
+2yuux + 4y
2uut,
B2 =
1
2
(3x2 − y2)u2x −
1
2
(3x2 − y2)u2y + 2(x4 − 2txy − y4)u2t − (t− 4xy)uxuy
+2(tx− x2y − y3)uxut + 2(x3 + ty + xy2)uyut + 2yuuy − 4xyuut − u2,
B3 = (7xy
2 − x3 − 3ty)u2x + (5x3 − 3xy2 − ty)u2y + 4(x2 + y2)(x3 + ty + xy2)u2t
+2(tx− 7x2y + y3)uxuy − 4(t− 4xy)(x2 + y2)uxut − 4(3x4 + 2x2y2 − y4)uyut
+2xu2 + 4y2uux − 4xyuuy + 8y(x2 + y2)uut.
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4. Para a simetria V3, a lei de conservac¸a˜o e´ Div(C) = 0, onde C = (C1, C2, C3) e
C1 = −1
2
(x2 − 3y2)u2x +
1
2
(x2 − 3y2)u2y + (2x4 − 8txy − 4y4)u2t
−(t+ 4xy)uxuy + (2tx− 2x2y + 2y3)uxut − (2x3 + 2ty + 2xy2)uyut
−4xyuut − 4xuux + u2,
C2 =
1
2
(t+ 4xy)u2x −
1
2
(t+ 4xy)u2y + (6tx
2 + 4x3y + 4ty2 + 4xy3)u2t
−(x2 + 3y2)uxuy + 2(x3 + ty + xy2)uxut − 2(tx− x2y − y3)uyut
2xuyu+ 4x
2utu,
C3 = (tx− 3x2y + 5y3)u2x + (3tx+ 7x2y − y3)u2y
(−4tx3 + x4y − 4txy2 + 8x2y3 + y5)u2t + 2(x3 − ty − 7xy2)uxuy
−2(2x4 − 4x2y2 − 6y4)uxut − 4(x2 + y2)(t+ 4xy)uyut
−8x3uut − 8xy2uut − 4x2uuy − 8xyuux + 2yu2.
5. Para a simetria Wβ, a lei de conservac¸a˜o e´ Div(W ) = 0, onde W = (W1,W2,W3) e
W1 = β(ux + 2yut)− u(βx + 2yβt),
W2 = β(uy − 2xut)− u(βy − 2xβt),
W3 = β[−2xuy + 2yux + 4(x2 + y2)ut] + 2u[xβy − yβx − 2(x2 + y2)βt].
(7.2)
Demonstrac¸a˜o. Vide apeˆndices E-H.
7.3 O caso linear
O resultado dessa sec¸a˜o e´ o
Teorema 40. Leis de conservac¸~ao para a equac¸~ao de Kohn - Laplace com f(u) = u
As leis de conservac¸a˜o para as simetrias de Noether da equac¸a˜o
∆H1u+ u = 0,
sa˜o:
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1. Para as simetrias T, R, X˜ e Y˜ , as leis de conservac¸a˜o sa˜o as mesmas do Teorema 38
com f(u) = 0 em (7.1).
2. Para a simetria Wβ, a lei de conservac¸a˜o e´ Div(W ) = 0, onde W e´ o mesmo campo
vetorial dado em (7.2).
Demonstrac¸a˜o. Vide apeˆndice I.
7.4 O caso cr´ıtico
Considere a equac¸a˜o semilinear de Kohn - Laplace com na˜o-linearidade do tipo poteˆncia
com o expoente cr´ıtico de Sobolev. As leis de conservac¸a˜o associadas a esta equac¸a˜o sa˜o dadas
no
Teorema 41. Leis de conservac¸~ao da equac¸~ao de Kohn - Laplace crı´tica
Seja f(u) = u3 em (7.1).
1. Para as simetrias T, R, X˜ e Y˜ , as leis de conservac¸a˜o sa˜o as mesmas do Teorema 38.
2. Para a simetria D3, a lei de conservac¸a˜o e´ Div(ζ) = 0, onde ζ = (ζ1, ζ2, ζ3) e
ζ1 = −1
2
xu2x +
1
2
xu2y + 2(x
3 − 2ty + xy2)u2t − yuxuy − 2tuxut
−2(x2 + y2)uyut − uux − 2yuut − 1
4
xu4,
ζ2 =
1
2
yu2x −
1
2
yu2y + 2(2tx+ x
2y + y3)u2t − xuxuy + 2(x2 + y2)uxut
−2tuyut − uuy + 2xuut − 1
4
yu4,
ζ3 = (t− 2xy)u2x + (t+ 2xy)u2y − 4t(x2 + y2)u2t + 2(x2 − y2)uxuy − 4x(x2 + y2)uxut
−4y(x2 + y2)uyut + 2xuuy − 2yuux − 4(x2 + y2)uut − 1
2
tu4.
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3. Para a simetria V1, a lei de conservac¸a˜o e´ Div(A) = 0, onde A = (A1, A2, A3) e
A1 = −1
2
(tx− x2y − y3)u2x +
1
2
(tx− x2y − y3)u2y + 2t(x3 + xy2 − ty)u2t
−(x3 + xy2 + ty)uxuy − [t2 − (x2 + y2)2]uxut − 2t(x2 + y2)uyut
−tuux − 2tyuut + yu2 − 1
4
(tx− x2y − y3)u4,
A2 =
1
2
(x3 + ty + xy2)u2x −
1
2
(x3 + ty + xy2)u2y + 2t(x
2y + y3 + tx)u2t
−(tx− x2y − y3)uxuy + 2t(x2 + y2)uxut − [t2 − (x2 + y2)2]uyut
−tuuy + 2txuut − xu2 − 1
4
(x3 + ty + xy2)u4,
A3 = +
1
2
(t2 − x4 − 4txy + 2x2y2 + 3y4)u2x +
1
2
(t2 + 3x4 + 4txy + 2x2y2 − y4)u2y
−2(x2 + y2)[t2 − (x2 + y2)2]u2t + 2[t(x2 − y2)− 2xy(x2 + y2)]uxuy
−4(x2 + y2)(tx− x2y − y3)uxut − 4(x2 + y2)(x3 + ty + xy2)uyut
−2tyuux + 2txuuy − 4t(x2 + y2)uut + 2(x2 + y2)u2 − 1
4
[t2 − (x2 + y2)2]u4.
4. Para a simetria V2, a lei de conservac¸a˜o e´ Div(B) = 0, onde B = (B1, B2, B3) e
B1 = −1
2
(t− 4xy)u2x +
1
2
(t− 4xy)u2y + [2t(x2 + 3y2)− 4xy(x2 + y2)]u2t
−(3x2 − y2)uxuy + 2(x3 + ty + xy2)uxut − 2(tx− x2y − y3)uyut
+2yuux + 4y
2uut − 1
4
(t− 4xy)u4,
B2 =
1
2
(3x2 − y2)u2x −
1
2
(3x2 − y2)u2y + 2(x4 − 2txy − y4)u2t − (t− 4xy)uxuy
+2(tx− x2y − y3)uxut + 2(x3 + ty + xy2)uyut + 2yuuy − 4xyuut − u2
−1
4
(3x2 − y2)u4,
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B3 = (7xy
2 − x3 − 3ty)u2x + (5x3 − 3xy2 − ty)u2y + 4(x2 + y2)(x3 + ty + xy2)u2t
+2(tx− 7x2y + y3)uxuy − 4(t− 4xy)(x2 + y2)uxut − 4(3x4 + 2x2y2 − y4)uyut
+2xu2 + 4y2uux − 4xyuuy + 8y(x2 + y2)uut + 1
2
(x3 + ty + xy2)u4.
5. Para a simetria V3, a lei de conservac¸a˜o e´ Div(C) = 0, onde C = (C1, C2, C3) e
C1 =
1
2
(x2y − tx+ y3)u2x +
1
2
(tx− x2y − y3)u2y + 2t(x3 − ty + xy2)u2t
−(x3 + ty + xy2)uxuy − [t2 − (x2 + y2)2]uxut − 2t(x2 + y2)uyut
−tuux − 2tyuut − 1
4
(tx− x2y − y3)u4,
C2 =
1
2
(x3 + ty + xy2)u2x −
1
2
(x3 + ty + xy2)u2y + 2t(tx+ x
2y + y3)u2t
−(tx− x2y − y3)uxuy + 2t(x2 + y2)uxut − [t2 − (x2 + y2)2]uyut
−u2 − tuuy + 2txuut − 1
4
(x3 + ty + xy2)u4,
C3 =
1
2
(t2 − x4 − 4txy + 2x2y2 + 3y4)u2x +
1
2
(t2 + 3x4 + 4txy + 2x2y2 − y4)u2y
−2(x2 + y2)[t2 − (x2 + y2)2]u2t + 2[t(x2 − y2)− 2xy(x2 + y2)]uxuy
+4(x2 + y2)(x2y − tx+ y3)uxut − 4(x2 + y2)(x3 + ty + xy2)uyut
+2txuuy − 2tyuux − 4t(x2 + y2)uut + 2yu2 − 1
4
[t2 − (x2 + y2)2]u4.
Demonstrac¸a˜o. Vide apeˆndices J-M.
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Cap´ıtulo 8
Conclusa˜o
Neste trabalho aplicamos com sucesso a teoria de simetrias de Lie ao operador subel´ıptico
de Kohn - Laplace, oriundo de um grupo de Lie de curvatura seccional na˜o-constante. Ale´m
disso, como o grupo de Heisenberg e´ um caso especial de grupos de Carnot, o presente trabalho
torna-se o primeiro a fazer uma classificac¸a˜o completa dos grupos de simetrias de Lie e de
Noether nesse tipo de geometria.
Com a prova da conjectura de Poincare´, as geometrias tridimensionais de Thurston tornaram-
se, no momento, um objeto de grande interesse matema´tico. Assim sendo, para o futuro
pro´ximo, pretendemos obter as soluc¸o˜es invariantes da equac¸a˜o de Kohn - Laplace em H1,
iniciar a grupo-ana´lise completa de equac¸o˜es diferenciais parciais semilineares envolvendo o op-
erador de Laplace - Beltrami das geometrias tridimensionais de Thurston ([82]) e tambe´m de
equac¸o˜es diferencias parciais semilineares envolvendo o operador de Greiner, do qual o operador
de Kohn - Laplace e´ um caso particular.
Para as geometrias bidimensionais, a grupo-ana´lise completa dos treˆs modelos poss´ıveis
com curvatura constante - o espac¸o euclidiano R2, o plano hiperbo´lico H2 e a esfera S2 - esta´
praticamente terminada e brevemente sera´ submetida a` publicac¸a˜o, [30, 33].
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Apeˆndice A
Lei de conservac¸a˜o da simetria T com
f (u) arbitra´ria
(*Este programa calcula as leis de conservac¸a˜o da simetria T*)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3, β]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2})− F [v];
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria T*)
ξ = 0;
φ = 0;
τ = 1;
η = 0;
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a T (1) + L(Dxξ +Dyφ+Dtτ)*)
A1 = 0;
A2 = 0;
A3 = 0;
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
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B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]
{0}
Coefficient[B1, q∧{2}]
{0}
Coefficient[B1, r∧{2}]
{−2y}
Coefficient[B1, pq]
{0}
Coefficient[B1, pr]
{−1}
Coefficient[B1, qr]
{0}
Coefficient[B1, F [v]]
{0}
Coefficient[B2, p∧{2}]
{0}
Coefficient[B2, q∧{2}]
{0}
Coefficient[B2, r∧{2}]
{2x}
Coefficient[B2, pq]
{0}
Coefficient[B2, pr]
{0}
Coefficient[B2, qr]
{−1}
Coefficient[B2, F [v]]
{0}
Coefficient[B3, p∧{2}]{
1
2
}
Coefficient[B3, q∧{2}]{
1
2
}
Coefficient[B3, r∧{2}]
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{
1
2
(−4x2 − 4y2)}
Coefficient[B3, pq]
{0}
Coefficient[B3, pr]
{0}
Coefficient[B3, qr]
{0}
Coefficient[B3, F [v]]
{−1}
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Apeˆndice B
Lei de conservac¸a˜o da simetria R com
f (u) arbitra´ria
(*Este programa calcula as leis de conservac¸a˜o da simetria R*)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3, β]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2})− F [v];
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria R*)
ξ = y;
φ = −x;
τ = 0;
η = 0;
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a R(1) + L(Dxξ +Dyφ+Dtτ)*)
A1 = 0;
A2 = 0;
A3 = 0;
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
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B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]{−y
2
}
Coefficient[B1, q∧{2}]{
y
2
}
Coefficient[B1, r∧{2}]{
1
2
(4x2y + 4y3)
}
Coefficient[B1, pq]
{x}
Coefficient[B1, pr]
{0}
Coefficient[B1, qr]
{0}
Coefficient[B1, F [v]]
{−y}
(*Segunda componente*)
Coefficient[B2, p∧{2}]{−x
2
}
Coefficient[B2, q∧{2}]{
x
2
}
Coefficient[B2, r∧{2}]{
1
2
(−4x3 − 4xy2)}
Coefficient[B2, pq]
{−y}
Coefficient[B2, pr]
{0}
Coefficient[B2, qr]
{0}
Coefficient[B2, F [v]]
{x}
(*Terceira componente*)
Coefficient[B3, p∧{2}]
{−2y2}
Coefficient[B3, q∧{2}]
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{−2x2}
Coefficient[B3, r∧{2}]
{0}
Coefficient[B3, pq]
{4xy}
Coefficient[B3, pr]
{−4y (x2 + y2)}
Coefficient[B3, qr]
{4x (x2 + y2)}
Coefficient[B3, F [v]]
{0}
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Apeˆndice C
Lei de conservac¸a˜o da simetria X˜ com
f (u) arbitra´ria
(*Este programa calcula as leis de conservac¸a˜o da simetria X˜*)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3, β]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2})− F [v];
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria X˜*)
ξ = 1;
φ = 0;
τ = −2y;
η = 0;
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a X˜(1) + L(Dxξ +Dyφ+Dtτ)*)
A1 = 0;
A2 = 0;
A3 = 0;
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
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B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]{−1
2
}
Coefficient[B1, q∧{2}]{
1
2
}
Coefficient[B1, r∧{2}]{
1
2
(4x2 + 12y2)
}
Coefficient[B1, pq]
{0}
Coefficient[B1, pr]
{2y}
Coefficient[B1, qr]
{−2x}
Coefficient[B1, F [v]]
{−1}
(*Segunda componente*)
Coefficient[B2, p∧{2}]
{0}
Coefficient[B2, q∧{2}]
{0}
Coefficient[B2, r∧{2}]
{−4xy}
Coefficient[B2, pq]
{−1}
Coefficient[B2, pr]
{2x}
Coefficient[B2, qr]
{2y}
Coefficient[B2, F [v]]
{0}
(*Terceira componente*)
Coefficient[B3, p∧{2}]
{−3y}
Coefficient[B3, q∧{2}]
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{−y}
Coefficient[B3, r∧{2}]
{4x2y + 4y3}
Coefficient[B3, pq]
{2x}
Coefficient[B3, pr]
{2 (−2x2 − 2y2)}
Coefficient[B3, qr]
{0}
Coefficient[B3, F [v]]
{2y}
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Apeˆndice D
Lei de conservac¸a˜o da simetria Y˜ com
f (u) arbitra´ria
(*Este programa calcula as leis de conservac¸a˜o da simetria Y˜ *)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3, β]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2})− F [v];
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria Y˜ *)
ξ = 0;
φ = 1;
τ = 2x;
η = 0;
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a Y˜ (1) + L(Dxξ +Dyφ+Dtτ)*)
A1 = 0;
A2 = 0;
A3 = 0;
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
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B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]
{0}
Coefficient[B1, q∧{2}]
{0}
Coefficient[B1, r∧{2}]
{−4xy}
Coefficient[B1, pq]
{−1}
Coefficient[B1, pr]
{−2x}
Coefficient[B1, qr]
{−2y}
Coefficient[B1, F [v]]
{0}
(*Segunda componente*)
Coefficient[B2, p∧{2}]{
1
2
}
Coefficient[B2, q∧{2}]{−1
2
}
Coefficient[B2, r∧{2}]{
1
2
(12x2 + 4y2)
}
Coefficient[B2, pq]
{0}
Coefficient[B2, pr]
{2y}
Coefficient[B2, qr]
{−2x}
Coefficient[B2, F [v]]
{−1}
(*Terceira componente*)
Coefficient[B3, p∧{2}]
{x}
Coefficient[B3, q∧{2}]
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{3x}
Coefficient[B3, r∧{2}]
{−4x3 − 4xy2}
Coefficient[B3, pq]
{−2y}
Coefficient[B3, pr]
{0}
Coefficient[B3, qr]
{−4x2 − 4y2}
Coefficient[B3, F [v]]
{−2x}
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Apeˆndice E
Lei de conservac¸a˜o da simetria V1 com
f (u) = 0
(*Este programa calcula as leis de conservac¸a˜o da simetria V1*)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2});
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria V 1*)
ξ = xt− x∧{2}y − y∧{3};
φ = yt+ x∧{3}+ xy∧{2};
τ = t∧{2} − (x∧{2}+ y∧{2})∧{2};
η = −tv;
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a V
(1)
1 + L(Dxξ +Dyφ+Dtτ)*)
A1 = −yv∧{2};
A2 = xv∧{2};
A3 = −2(x∧{2}+ y∧{2})v∧{2};
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
125
B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]{
1
2
(−tx+ x2y + y3)}
Coefficient[B1, q∧{2}]{
1
2
(tx− x2y − y3)}
Coefficient[B1, r∧{2}]{
1
2
(4tx3 − 4t2y + 4txy2)}
Coefficient[B1, pq]
{−ty − x (x2 + y2)}
Coefficient[B1, pr]{
−t2 + (x2 + y2)2
}
Coefficient[B1, qr]
{−2t (x2 + y2)}
Coefficient[B1, v]{
1
2
(−2pt− 4rty)}
Coefficient[B1, v∧{2}]
{y}
Coefficient[B1, v∧{4}]
{0}
(*Segunda componente*)
Coefficient[B2, p∧{2}]{
1
2
(x3 + ty + xy2)
}
Coefficient[B2, q∧{2}]{
1
2
(−x3 − ty − xy2)}
Coefficient[B2, r∧{2}]{
1
2
(4t2x+ 4tx2y + 4ty3)
}
Coefficient[B2, pq]
{−tx+ y (x2 + y2)}
Coefficient[B2, pr]
{2t (x2 + y2)}
Coefficient[B2, qr]{
−t2 + (x2 + y2)2
}
Coefficient[B2, v]{
1
2
(−2qt+ 4rtx)}
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Coefficient[B2, v∧{2}]
{−x}
Coefficient[B2, v∧{4}]
{0}
(*Terceira componente*)
Coefficient[B3, p∧{2}]{
1
2
(t2 − x4 − 4txy + 2x2y2 + 3y4)}
Coefficient[B3, q∧{2}]{
1
2
(t2 + 3x4 + 4txy + 2x2y2 − y4)}
Coefficient[B3, r∧{2}]{
1
2
(−4t2x2 + 4x6 − 4t2y2 + 12x4y2 + 12x2y4 + 4y6)}
Coefficient[B3, pq]
{2 (t (x2 − y2)− 2xy (x2 + y2))}
Coefficient[B3, pr]
{4 (x2 + y2) (−tx+ x2y + y3)}
Coefficient[B3, qr]{
2
(
−2ty (x2 + y2)− 2x (x2 + y2)2
)}
Coefficient[B3, v]{
1
2
(4qtx− 8rtx2 − 4pty − 8rty2)}
Coefficient[B3, v∧{2}]{
1
2
(4x2 + 4y2)
}
Coefficient[B3, v∧{4}]
{0}
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Apeˆndice F
Lei de conservac¸a˜o da simetria V2 com
f (u) = 0
(*Este programa calcula as leis de conservac¸a˜o da simetria V2*)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2});
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria V 2*)
ξ = t− 4xy;
φ = 3x∧{2} − y∧{2};
τ = −(2yt+ 2x∧{3}+ 2xy∧{2});
η = 2yv;
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a V
(1)
2 + L(Dxξ +Dyφ+Dtτ)*)
A1 = 0;
A2 = v∧{2};
A3 = −2xv∧{2};
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
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B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]{
1
2
(−t+ 4xy)}
Coefficient[B1, q∧{2}]{
t
2
− 2xy}
Coefficient[B1, r∧{2}]
{2tx2 − 4x3y + 6ty2 − 4xy3}
Coefficient[B1, pq]
{−3x2 + y2}
Coefficient[B1, pr]
{2 (x3 + ty + xy2)}
Coefficient[B1, qr]
{2 (−tx+ x2y + y3)}
Coefficient[B1, v]
{2py + 4ry2}
Coefficient[B1, v∧{2}]
{0}
Coefficient[B1, v∧{4}]
{0}
(*Segunda componente*)
Coefficient[B2, p∧{2}]{
1
2
(3x2 − y2)}
Coefficient[B2, q∧{2}]{
1
2
(−3x2 + y2)}
Coefficient[B2, r∧{2}]{
1
2
(4x4 − 8txy − 4y4)}
Coefficient[B2, pq]
{−t+ 4xy}
Coefficient[B2, pr]
{−2 (−tx+ x2y + y3)}
Coefficient[B2, qr]{
1
2
(4x3 + 4ty + 4xy2)
}
Coefficient[B2, v]
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{2(q − 2rx)y}
Coefficient[B2, v∧{2}]
{−1}
Coefficient[B2, v∧{4}]
{0}
Coefficient[B3, p∧{2}]
{−x3 − 3ty + 7xy2}
Coefficient[B3, q∧{2}]
{5x3 − ty − 3xy2}
Coefficient[B3, r∧{2}]
{4x5 + 4tx2y + 8x3y2 + 4ty3 + 4xy4}
Coefficient[B3, pq]
{2 (tx− 7x2y + y3)}
Coefficient[B3, pr]
{−4(t− 4xy) (x2 + y2)}
Coefficient[B3, qr]
{−12x4 − 8x2y2 + 4y4}
Coefficient[B3, v]
{−4qxy + 8rx2y + 4py2 + 8ry3}
Coefficient[B3, v∧{2}]
{2x}
Coefficient[B3, v∧{4}]
{0}
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Apeˆndice G
Lei de conservac¸a˜o da simetria V3 com
f (u) = 0
(*Este programa calcula as leis de conservac¸a˜o da simetria V3*)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2});
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria V 3*)
ξ = x∧{2} − 3y∧{2};
φ = t+ 4xy;
τ = 2xt− 2x∧{2}y − 2y∧{3};
η = −2xv;
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a V
(1)
3 + L(Dxξ +Dyφ+Dtτ)*)
A1 = −v∧{2};
A2 = 0;
A3 = −2yv∧{2};
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
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B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]{
1
2
(−x2 + 3y2)}
Coefficient[B1, q∧{2}]{
1
2
(x2 − 3y2)}
Coefficient[B1, r∧{2}]{
1
2
(4x4 − 8txy − 4y4)}
Coefficient[B1, pq]
{−t− 4xy}
Coefficient[B1, pr]
{−2tx+ 2x2y + 2y3}
Coefficient[B1, qr]{
1
2
(−4x3 − 4ty − 4xy2)}
Coefficient[B1, v]{
1
2
(−4px− 8rxy)}
Coefficient[B1, v∧{2}]
{1}
Coefficient[B1, v∧{4}]
{0}
Coefficient[B2, p∧{2}]{
1
2
(t+ 4xy)
}
Coefficient[B2, q∧{2}]{
1
2
(−t− 4xy)}
Coefficient[B2, r∧{2}]{
1
2
(12tx2 + 8x3y + 4ty2 + 8xy3)
}
Coefficient[B2, pq]
{−x2 + 3y2}
Coefficient[B2, pr]
{2 (x3 + ty + xy2)}
Coefficient[B2, qr]
{−2 (tx− y (x2 + y2))}
Coefficient[B2, v]{
1
2
(−4qx+ 8rx2)}
Coefficient[B2, v∧{2}]
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{0}
Coefficient[B2, v∧{4}]
{0}
(*Terceira componente*)
Coefficient[B3, p∧{2}]
{tx− 3x2y + 5y3}
Coefficient[B3, q∧{2}]
{3tx+ 7x2y − y3}
Coefficient[B3, r∧{2}]
{−4tx3 + 4x4y − 4txy2 + 8x2y3 + 4y5}
Coefficient[B3, pq]
{2 (x3 − ty − 7xy2)}
Coefficient[B3, pr]
{2 (−2x4 + 4x2y2 + 6y4)}
Coefficient[B3, qr]
{−4(t+ 4xy) (x2 + y2)}
Coefficient[B3, v]
{4qx2 − 8rx3 − 4pxy − 8rxy2}
Coefficient[B3, v∧{2}]
{2y}
Coefficient[B3, v∧{4}]
{0}
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Apeˆndice H
Lei de conservac¸a˜o da simetria Wβ com
f (u) = 0
(*Este programa calcula as leis de conservac¸a˜o da simetria Wβ*)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3, β]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2});
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria Wβ*)
ξ = 0;
φ = 0;
τ = 0;
η = β[x, y, t];
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a W
(1)
β + L(Dxξ +Dyφ+Dtτ)*)
A1 = (D[η, x] + 2yD[η, y])v;
A2 = (D[η, y]− 2xD[η, t])v;
A3 = (2yD[η, x]− 2x D[η, y] + 4(x∧{2}+ y∧{2})D[η, t])v;
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
137
B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]
{0}
Coefficient[B1, q∧{2}]
{0}
Coefficient[B1, r∧{2}]
{0}
Coefficient[B1, pq]
{0}
Coefficient[B1, pr]
{0}
Coefficient[B1, qr]
{0}
Coefficient[B1, v]{−2yβ(0,1,0)[x, y, t]− β(1,0,0)[x, y, t]}
Coefficient[B1, v∧{2}]
{0}
Coefficient[B1, v∧{4}]
{0}
Coefficient[B2, p∧{2}]
{0}
Coefficient[B2, q∧{2}]
{0}
Coefficient[B2, r∧{2}]
{0}
Coefficient[B2, pq]
{0}
Coefficient[B2, pr]
{0}
Coefficient[B2, qr]
{0}
Coefficient[B2, v]{
2xβ(0,0,1)[x, y, t]− β(0,1,0)[x, y, t]}
Coefficient[B2, v∧{2}]
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{0}
Coefficient[B2, v∧{4}]
{0}
Coefficient[B3, p∧{2}]
{0}
Coefficient[B3, q∧{2}]
{0}
Coefficient[B3, r∧{2}]
{0}
Coefficient[B3, pq]
{0}
Coefficient[B3, pr]
{0}
Coefficient[B3, qr]
{0}
Coefficient[B3, v]{
2
(−2 (x2 + y2) β(0,0,1)[x, y, t] + xβ(0,1,0)[x, y, t]− yβ(1,0,0)[x, y, t])}
Coefficient[B3, v∧{2}]
{0}
Coefficient[B3, v∧{4}]
{0}
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Apeˆndice I
Lei de conservac¸a˜o da simetria Wβ com
f (u) = u
(*Este programa calcula as leis de conservac¸a˜o da simetria Wβ*)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3, β]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2})− v∧{2}/2;
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria Wβ*)
ξ = 0;
φ = 0;
τ = 0;
η = β[x, y, t];
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a W
(1)
β + L(Dxξ +Dyφ+Dtτ)*)
A1 = (D[η, x] + 2yD[η, y])v;
A2 = (D[η, y]− 2xD[η, t])v;
A3 = (2yD[η, x]− 2x D[η, y] + 4(x∧{2}+ y∧{2})D[η, t])v;
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
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B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]
{0}
Coefficient[B1, q∧{2}]
{0}
Coefficient[B1, r∧{2}]
{0}
Coefficient[B1, pq]
{0}
Coefficient[B1, pr]
{0}
Coefficient[B1, qr]
{0}
Coefficient[B1, v]{−2yβ(0,1,0)[x, y, t]− β(1,0,0)[x, y, t]}
Coefficient[B1, v∧{2}]
{0}
Coefficient[B1, v∧{4}]
{0}
Coefficient[B2, p∧{2}]
{0}
Coefficient[B2, q∧{2}]
{0}
Coefficient[B2, r∧{2}]
{0}
Coefficient[B2, pq]
{0}
Coefficient[B2, pr]
{0}
Coefficient[B2, qr]
{0}
Coefficient[B2, v]{
2xβ(0,0,1)[x, y, t]− β(0,1,0)[x, y, t]}
Coefficient[B2, v∧{2}]
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{0}
Coefficient[B2, v∧{4}]
{0}
Coefficient[B3, p∧{2}]
{0}
Coefficient[B3, q∧{2}]
{0}
Coefficient[B3, r∧{2}]
{0}
Coefficient[B3, pq]
{0}
Coefficient[B3, pr]
{0}
Coefficient[B3, qr]
{0}
Coefficient[B3, v]{
2
(−2 (x2 + y2) β(0,0,1)[x, y, t] + xβ(0,1,0)[x, y, t]− yβ(1,0,0)[x, y, t])}
Coefficient[B3, v∧{2}]
{0}
Coefficient[B3, v∧{4}]
{0}
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Apeˆndice J
Lei de conservac¸a˜o da simetria D3 com
f (u) = u3
(*Este programa calcula as leis de conservac¸a˜o da simetria D3*)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2})− v∧{4}/4;
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria D3*)
ξ = x;
φ = y;
τ = 2t;
η = −v;
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a D
(1)
3 + L(Dxξ +Dyφ+Dtτ)*)
A1 = 0;
A2 = 0;
A3 = 0;
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
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B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]{−x
2
}
Coefficient[B1, q∧{2}]{
x
2
}
Coefficient[B1, r∧{2}]{
1
4
(8x3 − 16ty + 8xy2)}
Coefficient[B1, pq]
{−y}
Coefficient[B1, pr]
{−2t}
Coefficient[B1, qr]
{−2 (x2 + y2)}
Coefficient[B1, v]{
1
4
(−4p− 8ry)}
Coefficient[B1, v∧{2}]
{0}
Coefficient[B1, v∧{4}]{−x
4
}
Coefficient[B2, p∧{2}]{
y
2
}
Coefficient[B2, q∧{2}]{−y
2
}
Coefficient[B2, r∧{2}]{
1
4
(16tx+ 8x2y + 8y3)
}
Coefficient[B2, pq]
{−x}
Coefficient[B2, pr]
{2 (x2 + y2)}
Coefficient[B2, qr]
{−2t}
Coefficient[B2, v]{
1
4
(−4q + 8rx)}
Coefficient[B2, v∧{2}]
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{0}
Coefficient[B2, v∧{4}]{−y
4
}
(*Terceira componente*)
Coefficient[B3, p∧{2}]
{t− 2xy}
Coefficient[B3, q∧{2}]
{t+ 2xy}
Coefficient[B3, r∧{2}]
{−4tx2 − 4ty2}
Coefficient[B3, pq]
{−2 (−x2 + y2)}
Coefficient[B3, pr]
{−4x (x2 + y2)}
Coefficient[B3, qr]
{−4x2y − 4y3}
Coefficient[B3, v]
{2qx− 4rx2 − 2py − 4ry2}
Coefficient[B3, v∧{2}]
{0}
Coefficient[B3, v∧{4}]{− t
2
}
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Apeˆndice K
Lei de conservac¸a˜o da simetria V1 com
f (u) = u3
(*Este programa calcula as leis de conservac¸a˜o da simetria V1*)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2})− v∧{4}/4;
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria V 1*)
ξ = xt− x∧{2}y − y∧{3};
φ = yt+ x∧{3}+ xy∧{2};
τ = t∧{2} − (x∧{2}+ y∧{2})∧{2};
η = −tv;
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a V
(1)
1 + L(Dxξ +Dyφ+Dtτ)*)
A1 = −yv∧{2};
A2 = xu∧{2};
A3 = −2(x∧{2}+ y∧{2})v∧{2};
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
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B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]{
1
2
(−tx+ x2y + y3)}
Coefficient[B1, q∧{2}]{
1
4
(2tx− 2x2y − 2y3)}
Coefficient[B1, r∧{2}]{
1
4
(8tx3 − 8t2y + 8txy2)}
Coefficient[B1, pq]
{−ty − x (x2 + y2)}
Coefficient[B1, pr]{
−t2 + (x2 + y2)2
}
Coefficient[B1, qr]
{−2t (x2 + y2)}
Coefficient[B1, v]{
1
4
(−4pt− 8rty)}
Coefficient[B1, v∧{2}]
{y}
Coefficient[B1, v∧{4}]{
1
4
(−tx+ x2y + y3)}
Coefficient[B2, p∧{2}]{
1
4
(2x3 + 2ty + 2xy2)
}
Coefficient[B2, q∧{2}]{
1
2
(−x3 − ty − xy2)}
Coefficient[B2, r∧{2}]{
1
4
(8t2x+ 8tx2y + 8ty3)
}
Coefficient[B2, pq]
{−tx+ y (x2 + y2)}
Coefficient[B2, pr]
{2t (x2 + y2)}
Coefficient[B2, qr]{
−t2 + (x2 + y2)2
}
Coefficient[B2, v]{
1
4
(−4qt+ 8rtx)}
Coefficient[B2, v∧{2}]
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{−x}
Coefficient[B2, v∧{4}]{
1
4
(−x3 − ty − xy2)}
Coefficient[B3, p∧{2}]{
1
2
(t2 − x4 − 4txy + 2x2y2 + 3y4)}
Coefficient[B3, q∧{2}]{
1
4
(2t2 + 6x4 + 8txy + 4x2y2 − 2y4)}
Coefficient[B3, r∧{2}]{
1
4
(−8t2x2 + 8x6 − 8t2y2 + 24x4y2 + 24x2y4 + 8y6)}
Coefficient[B3, pq]
{2 (t (x2 − y2)− 2xy (x2 + y2))}
Coefficient[B3, pr]
{4 (x2 + y2) (−tx+ x2y + y3)}
Coefficient[B3, qr]{
2
(
−2ty (x2 + y2)− 2x (x2 + y2)2
)}
Coefficient[B3, v]{
1
4
(8qtx− 16rtx2 − 8pty − 16rty2)}
Coefficient[B3, v∧{2}]{
1
4
(8x2 + 8y2)
}
Coefficient[B3, v∧{4}]{
1
4
(−t2 + x4 + 2x2y2 + y4)}
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Apeˆndice L
Lei de conservac¸a˜o da simetria V2 com
f (u) = u3
(*Este programa calcula as leis de conservac¸a˜o da simetria V2*)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2})− v∧{4}/4;
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria V 2*)
ξ = t− 4xy;
φ = 3x∧{2} − y∧{2};
τ = −(2yt+ 2x∧{3}+ 2xy∧{2});
η = 2yv;
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a V
(1)
2 + L(Dxξ +Dyφ+Dtτ)*)
A1 = 0;
A2 = v∧{2};
A3 = −2xv∧{2};
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
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B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]{
1
2
(−t+ 4xy)}
Coefficient[B1, q∧{2}]{
t
2
− 2xy}
Coefficient[B1, r∧{2}]
{2tx2 − 4x3y + 6ty2 − 4xy3}
Coefficient[B1, pq]
{−3x2 + y2}
Coefficient[B1, pr]
{2 (x3 + ty + xy2)}
Coefficient[B1, qr]
{2 (−tx+ x2y + y3)}
Coefficient[B1, v]
{2py + 4ry2}
Coefficient[B1, v∧{2}]
{0}
Coefficient[B1, v∧{4}]{− t
4
+ xy
}
Coefficient[B2, p∧{2}]{
1
4
(6x2 − 2y2)}
Coefficient[B2, q∧{2}]{
1
4
(−6x2 + 2y2)}
Coefficient[B2, r∧{2}]{
1
4
(8x4 − 16txy − 8y4)}
Coefficient[B2, pq]
{−t+ 4xy}
Coefficient[B2, pr]
{−2 (−tx+ x2y + y3)}
Coefficient[B2, qr]{
1
4
(8x3 + 8ty + 8xy2)
}
Coefficient[B2, v]
{2(q − 2rx)y}
Coefficient[B2, v∧{2}]
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{−1}
Coefficient[B2, v∧{4}]{
1
4
(−3x2 + y2)}
Coefficient[B3, p∧{2}]
{−x3 − 3ty + 7xy2}
Coefficient[B3, q∧{2}]{
1
2
(10x3 − 2ty − 6xy2)}
Coefficient[B3, r∧{2}]{
1
2
(8x5 + 8tx2y + 16x3y2 + 8ty3 + 8xy4)
}
Coefficient[B3, pq]
{2 (tx− 7x2y + y3)}
Coefficient[B3, pr]
{−4(t− 4xy) (x2 + y2)}
Coefficient[B3, qr]
{−4 (3x4 + 2x2y2 − y4)}
Coefficient[B3, v]{
1
2
(−8qxy + 16rx2y + 8py2 + 16ry3)}
Coefficient[B3, v∧{2}]
{2x}
Coefficient[B3, v∧{4}]{
1
2
(x3 + ty + xy2)
}
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Apeˆndice M
Lei de conservac¸a˜o da simetria V3 com
f (u) = u3
(*Este programa calcula as leis de conservac¸a˜o da simetria V3*)
(*Begining of the program*)
Clear[u, v, x, y, t, p, q, r, L, ξ, φ, τ, η,A1,A2,A3,W1,W2,W3,B1,B2,B3]
v = u;
(*Lagrangeana*)
L = (1/2) ∗ (p∧{2}+ q∧{2}+ 4ypr − 4xqr + 4(x∧{2}+ y∧{2})r∧{2})− v∧{4}/4;
(*Aqui, p:=u {x}, q:=u {y}er:=u {t}*)
(*Coeficientes da Simetria V 3*)
ξ = x∧{2} − 3y∧{2};
φ = t+ 4xy;
τ = 2xt− 2x∧{2}y − 2y∧{3};
η = −2xv;
(*Componentes do campo vetorial cuja divergeˆncia e´ igual a V
(1)
3 + L(Dxξ +Dyφ+Dtτ)*)
A1 = −v∧{2};
A2 = 0;
A3 = −2yv∧{2};
(*Componentes do campo vetorial W*)
W1 = Simplify[(η − ξp− φq − τr)D[L, p]];
W2 = Simplify[(η − ξp− φq − τr)D[L, q]];
W3 = Simplify[(η − ξp− φq − τr)D[L, r]];
(*Componentes do campo vetorial que fornece a lei de conservac¸a˜o*)
B1 = Simplify[Expand[ξL+W1− A1]];
B2 = Simplify[Expand[φL+W2− A2]];
157
B3 = Simplify[Expand[τL+W3− A3]];
(*Coeficientes das componentes do campo W*)
(*Primeira componente*)
Coefficient[B1, p∧{2}]{
1
2
(−x2 + 3y2)}
Coefficient[B1, q∧{2}]{
1
4
(2x2 − 6y2)}
Coefficient[B1, r∧{2}]{
1
4
(8x4 − 16txy − 8y4)}
Coefficient[B1, pq]
{−t− 4xy}
Coefficient[B1, pr]
{−2tx+ 2x2y + 2y3}
Coefficient[B1, qr]{
1
4
(−8x3 − 8ty − 8xy2)}
Coefficient[B1, v]{
1
4
(−8px− 16rxy)}
Coefficient[B1, v∧{2}]
{1}
Coefficient[B1, v∧{4}]{
1
4
(−x2 + 3y2)}
Coefficient[B2, p∧{2}]{
1
2
(t+ 4xy)
}
Coefficient[B2, q∧{2}]{− t
2
− 2xy}
Coefficient[B2, r∧{2}]
{6tx2 + 4x3y + 2ty2 + 4xy3}
Coefficient[B2, pq]
{−x2 + 3y2}
Coefficient[B2, pr]
{2 (x3 + ty + xy2)}
Coefficient[B2, qr]
{−2 (tx− y (x2 + y2))}
Coefficient[B2, v]
{−2qx+ 4rx2}
Coefficient[B2, v∧{2}]
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{0}
Coefficient[B2, v∧{4}]{− t
4
− xy}
(*Terceira componente*)
Coefficient[B3, p∧{2}]
{tx− 3x2y + 5y3}
Coefficient[B3, q∧{2}]
{3tx+ 7x2y − y3}
Coefficient[B3, r∧{2}]
{−4tx3 + 4x4y − 4txy2 + 8x2y3 + 4y5}
Coefficient[B3, pq]
{2 (x3 − ty − 7xy2)}
Coefficient[B3, pr]
{2 (−2x4 + 4x2y2 + 6y4)}
Coefficient[B3, qr]
{−4(t+ 4xy) (x2 + y2)}
Coefficient[B3, v]
{4qx2 − 8rx3 − 4pxy − 8rxy2}
Coefficient[B3, v∧{2}]
{2y}
Coefficient[B3, v∧{4}]{
− tx
2
+ x
2y
2
+ y
3
2
}
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