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RESUMEN 
Los modelos estocásticos se han aplicado comúnmente para gestionar los recursos hídricos a escala de tiempo diario. El río Tumilaca es una 
de las principales fuentes de agua de Moquegua. Los objetivos Rieron predecir los caudales diarios aplicando mcdelos estocáshcos,deterrni-
nar si el modelo estocásbas autoregresivo de primer orden ARO) es adecuado para caudales diarios con autocorrelogramas y validar el 
r!Jelc con pruebas de bondad de ajuste. Se utilizó datos del Servicio Nacional de Meteorología e Hidrología, desde el 01 junio del 2006 
hasta el 31 de diciembre del 2011. Se calibró y validó el modelo ARO) y el modelo autoregresivo con tendencia no lineal. El modelo ARO) es 
suficiente, según los autocorrelogramas. El rnlydelo autoregresivo con tendencia no lineal es representada por la serie Gaussiana. En la valida-
ció0 el modelo más apropiado fue AR(1) pues al componente aleatoria independiente le sigue la distribución Log logística de 3 parámetros. 
El modelo ARO) es adecuado para los caudales diarios porque los autocorrelogramas de la variable estandarizada muestran altos valores de 
coeficiente de autaorrelación y los autocarelogramas de las variables aleatorias independientes muestran valores de autocorrelación 
bajos, dentro de los límites del 95 por ciento de confianza. Las pruebas de bondad de ajuste validaron a ARO) al 5 por ciento de nivel signifi-
cancia, el coeficiente de correlación entre los caudales observados y generados fije estadísticamente significativo (p < 0,05). La prueba t 
muestra que las medias de los caudales observados y generados son estadísticamente iguales (p <0,05) ambos en la validación. El modela 
ARO) supera al modelo autoregresivo con tendenda no lineal por su ajuste a los caudales diarios. Se recomienda aplicar el modelo ARO), en 
todo caso, aplicar modelos estocásticos que incluyan variables exógenas, tales como precipitación, infiltración, evaporación y derivaciones 
de agua Probar modelos de precipitación-escorrentía e investigar las causas de bajo sostenimientodel caudal del río Tumilaca. 
Palabras clave:Predicción, modelos estocásticos, modelos autaregresivos, caudal diario, do Tumilaca. 
ABSTRACT 
Stochastic irodels are commonlyappliedto manewaterresou-cesatdailytimescale. Ihe Tumilaca RWer is one of the main watersources of 
Moquegua. The objectives were to predict daily flows using stochastic models, stochastic model to determine whether the first-order 
autoregressive AR 	 suitable for daily fiows with autocorrelograms, validate the modelgoodnessof ft tests and determine if it isadequately 
predicted dailyflows. Data from the Matrona' Service of Meteorology and Hydrologywasused, from Nune 2006 until 31December 201t it das 
calibrated and validated two models: AR (1) and an autoregressive model with non-linear trend. The AR (1) model is sufficient as 
autocorrelograms. The autoregressive model with non-linear trend by a Gaussian series is represented In validating the most appropriate 
model is AR (1) vvith independent random component cordnues Log 3-parameter togistic distribution. The AR (1) model is suitable for daily 
flows because of the standardized variable autocorrelograms show high values of autocorrelation coefficient and autocorrelogramsof inde-
pendent random variables show low values of autocorrelation within the limits of the 95 percent confidence. The goodness of fit tests vali-
dated AR 0)5 percent significance levet, the correlation coefficient between observed and generated flow retes was statisticallysignificant (p 
<0,05), die t-test shows thatthe meanflows observed and generated are statisticallyequal (p <0,05) both in the validaban. The AR (1) model 
outperforms the autoregressive model with non-Rnear trend for its fit to the observed dailyflows in the vahdafion. We recommend applying 
the AR model (1), applied stochastic =deis that include exogenous variables as precipitation, infiltrafion, evaporaban, and water diversons, 
rainfall-runoffmodelstotesitand investigate the causes of low Tumilaca sustaining river flow. 
Keywords: Prediaion, stochastic models, autoregressive models, daily fiow, Tumilaca stream. 
INTRODUCCIÓN 
Para garantizar la oferta de agua en la gestión de 
recursos hídricos, es necesario realizar estudios de predic- 
ción de caudales. Los modelos estocásticos son modelos de 
variables aleatorias que no tienen valor fijo en un punto 
particular del espacio y del tiempo, pero están descritas a 
través de distribuciones de probabilidad. Estos modelos 
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hacen predicciones (Chow etah,1994). 
Un modelo estocástico describe todas las caracterís- 
ticas de la serie hidrológica y permite realizar la simulación 
en situaciones en las cuales la experimentación directa es 
imposible. Si los procesos simulados condenen algún ele-
mento aleatorio, a estas técnicas se les conoce con el nombre 
de métodos de simulación estocástica de Monte Carlo (Mi-
ller et 41992). 
La predicción de caudales es importante, por sus 
múltiples aplicaciones en generación de energía eléctrica, en 
agricultura, etc. La literatura publicada en ese contexto inclu-
ye los trabajos de Poveda y Mesa (1993), Mesa et al (1994), 
Carvajal et al. (1994), Poveda (1994); Poveda y Penland 
(1994), Poveda y Mesa (1996); Poveda (1998); Poveda y 
Jaramillo (2000); Poveda eta'. (1999). En cuanto a modelos 
estadísticos, se ha trabajado con técnicas de regresión múlti-
ple, análisis espectral singular (Carvajal et al, 1994), Modelo 
Lineal Inverso, redes neuronales (Carvajal et .21,1994; Pove-
da et al, 2002), regresión múltiple adaptiva por tramos (Po-
veda et al, 2002), modelos autorregresivos dependientes del 
régimen (Salazar etal,1994), etc. 
La dinámica de los fenómenos es aleatoria y puede 
fluctuar indistintamente alrededor de varios estados esta-
bles. Esto justifica el uso de variables predictoras para la 
determinación óptima de los caudales (Poveda, 2004). En 
hidrología se han utilizado tradicionalmente modelos linea-
les determinísticos y estocásticos univariados y multivaria-
dos en la predicción. 
El pronóstico de caudal de ríos es útil para reducir 
esta incertidumbre del clima asociada a la gestión y conser-
vación del recurso agua. Dichos pronósticos pueden ser de 
corto plazo, períodos de unas pocas horas o días, y de largo 
plazo, con tiempos de antelación de hasta nueve meses 
(Georgakakos y Krzysztofowicz, 2001). 
La predicción representa los valores estimados de la 
variable respuesta para datos no empleados en el ajuste de un 
modela Existen varios métodos estadísticos de predicción 
que son apropiados para estudios de caudales. Uno de ellos 
corresponde a los mínimos cuadrados generalizados (GLS) 
con una estructura de correlación no nula; otro a los mode-
los de efectos mixtos (ME) que tienen parámetros fijos y 
efectos aleatorios al definir el modelo estadístico, lo cual 
permite acomodar la correlación de los datos (Salas el al, 
2010). 
Los fenómenos relacionados a la generación y 
distribución de la lluvia en nuestro planeta, y todas sus con-
secuencias directas como el escurrirniento superficial, la 
infiltración del suelo y de manera especial el caudal de los 
ríos, son procesos aleatorios (Garda,2010). 
Los modelos Markovianos y los modelos Autorre-
gresivos (AR) han sido usados extensamente en hidrología, 
desde principios de los años 1960, para el modelamiento de 
sedes de tiempo periódicas (mensual, semanal y diaria) y 
anuales. Principalmente porque la forma autorregresiva 
tiene un tipo intuitivo de dependencia en el tiempo, y son 
modelos simples de usar (Villon, 1983). Pueden tener pará-
metros constantes (datos anuales) o periódicos (datos esta-
cionales: mensuales, semanales o diarios) que varían con el 
tiempo o una combinación de ambos. 
E modelo Markovimo es aplicable a series que no  
son normales. Este modelamiento se realiza con los datos 
originales (sin normalizarlos) y determina la distribución de 
probabilidad de los residuos (Salas, 1979). 
Un proceso de sedes de tiempo tiene características 
estadísticas: media, desviación estándar, coeficiente de varia-
ción, coeficiente de sesgo, correlación estación a estación, 
autocorreladón, correlación cruzada, y estadísticas relativas 
a almacenamiento, a sequias y a excesos (Salas, 2000). 
Las series de tiempo hidrológicas estacionales como 
los caudales diarios, pueden describirse mejor por conside-
rar las estadísticas en una base estacional (Salas, 2007). Las 
estadísticas relacionadas al almacenamiento son particular-
mente importantes en el modelamiento para estudios de 
simulación de sistemas de reservorios. Tales características 
son generalmente funciones de la estructura de la varianza y 
autocovariatua de las series de tiempo. Las estadísticas rela-
cionadas a sequías son también importantes en el modela-
miento (Salas, 2000). Las estadísticas relacionadas a exceso 
son simplemente lo opuesto de las estadísticas relacionadas a 
sequía (Sveimsson eral,2007). 
El modelo Markoviano de series no anuales (men-
suales, semanales, diarias), presentan periodicidades en sus 
diferentes parámetros, a diferencia de las series anuales que 
no las presentan, lo que hace un poco más complicado su 
análisis (Yevjevich,1972). 
Los pasos del modelamiento estocásdco de series 
hidrológicas son: Definición del enfoque de modelamiento, 
selección del tipo de modelo, identificación del orden del 
modelo, estimación de sus parámetros, prueba y verificación 
(Salas, 2008). 
Se ha realizado el modelamiento y pronóstico de 
caudales usando una red neuronal RBF (red neuronal de 
base radial),la cual ha sido utilizada para estimar el pronósti-
co diario de caudal, obteniendo resultados satisfactorios 
frente a otras técnicas como el modelo autoregresivo de 
media móvil integrado ARIIVIA (Fajardo el 42008). En el 
modelamiento la calidad del ajuste se puede verificar compa-
rando la serie simulada de caudales y el registro respectivo, 
las curvas de duración de caudales, así como utilizando crite-
rios de eficiencia (Carvajal y Roldán, 2007). También se 
utilizaron redes neuronales artificiales de retropropagación 
para modelar caudales medios mensuales en función de 
caudales, precipitación y evaporación. Estos modelos mos-
traron un excelente comportamiento frente a un modelo 
autoregresivo periódico de primer orden PAR(1) (Laqui, 
2010). Se modeló y predijo las fluctuaciones de caudales 
diarios mediante redes neuronales artificiales (ANN) de tres 
capas, presentando un mejor desempeño que el modelo 
autoregresivo (AR), después de su comparación (Pierini et 
42012). 
Predecir los caudales medios diarios permite simular 
series futuras de oferta de agua a corto plazo, garantizar la 
cobertura de la demanda de agua y evitar la insatisfacción de 
la demanda, como parte de la gestión de recursos hídrico& 
El objetivo fue predecir los caudales diarios de la estación 
lildrometrica Tumilaca aplicando modelos estocásticos, 
determinando el orden y validando el modelo autoregresivo. 
Finalmente, con la pruebas de bondad de ajuste, predecir los 
caudales aplicando el modelo validado. 
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MATERIALES Y MÉTODOS 
	 El mismo procedimiento de calibración se realizó 
para determinar un modelo autoregresivo con tendencia no 
El río Tumilaca es afluente del río Osmore en la lineal. La tendencia se ajustó a los modelos: serie de Fourier, 
región Moquegua. Sus aguas irrigan los estrechos valles de serie Gaussiana y suma de senos; escogiendose por el mayor 
Pocata, Tumilaca y Samegua. Su cuenca posee 4 regiones coeficiente de determinación (r2). Se obtuvo una variable 
geomorfoló&cas: Costa, Zona Altoandina, Zona Inferior estándar zt. 
andina y Zona Meso andina. Presenta 3 tipos de clima: semi-
cálido muy seco (desértico o árido subtropical), templado 
sub — húmedo (Estepa y valles interandinos bajos) y frío o 
boreal (Valles mesoandinos). Ofrece 13 zonas de vida según 
Holdridge, desde Desierto árido montan° subtropical en la 
parte baja hasta Tundra muy húmeda alpino subtropical en la 
parte alta. Las formaciones geológicas que tiene son del 
Triásico al Cuaternario reciente. 
Se utilizó información de caudales diarios de la esta- 
ción Tumilaca, del Servicio Nacional de Meteorología e 
Hidrología (SENAMHI). Los caudales diarios se midieron 
litnnknétricamente a las 06:00,10:00,14:00 y 18:00 horas en 
un día. 
Para representar la dependencia de la componente 
estocástica ha sido necesario modelar la serie de tiempo, 
aplicando el método de Salas (2008). Este método toma en 
cuenta muchos aspectos como características estadísticas y 
fisicas del sistema modelado, a parte de los aspectos de cali-
bración y validación. Se utilizó Excel, Minitab 16 y MatLab 
R20102. Se eligió el modelo autoregresivo de primer orden 
AR(1) por la dependencia en el tiempo de los caudales y por 
ser componente del modelo ARIMA (Fajardo atecé, 2008). El 
modelo autoregresivo con parámetros periódicos PAR(1) 
también fue utilizado por Laqui (2010) y Pierini et 42012) 
comparándolo con redes neuronales artificiales. Se decidió 
aplicar además un modelo autoregresivo con tendencia no 
lineal, porque los caudales diarios presentan parámetros 
periódicos. 
El período total utilizado comprendió del 01 de junio 
del 2006 hasta el 31 de julio del 2011 (tamaño de muestra 
1887 datos). Los datos se dividieron en dos series y dos 
momentos: calibración, del 01 de junio del 2006 al 31 de 
diciembre del 2009 (1310 datos) y validación, del 01 de enero 
del 2010 al 31 de julio del 2011(577 datos). Para conocer la 
independencia de la serie, se calculó el autocorrelograrna. 
Con los datos de calibración, se realizó la descomposición de 
la sede realizando la estandarización. 
— X 
Zt = 
El modelo autoregresivo de primer orden AR(1) 
utilizado fue: 
z$ = T1 Z1 + E, 
Se obtuvo el valor de la variable aleatoria indepen-
dientes,. 
Se determinó el autocorrelograma de la variable 
aleatoria e„ y se buscó su distribución de probabilidad, en 
base la pruebas de bondad de ajuste de Anderson-Darling. 
Las distribuciones probadas admiten valores negativos: 
Normal, Lognormal 3 parámetros, Gamma 3 parámetros, 
Exponencial 2 parámetros, Valor extremo inferior, Weibull 3 
parámetros, Valor extremo superior, Logística, Log logística 
3 parámetros. 
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Dónde: x, = caudal diario, tendencia = modelo ajustado a la 
tendencia, s, = desviación estándar. 
Una vez determinado el autocorrelograma de esta 
variable estandarizada z„ se determinó la variable aleatoria 
independiente s y se buscó su función de distribución de 
probabilidad entre las distribuciones anteriormente mencio-
nadas. 
Para validar los modelos se generó una serie sintética 
para el período de validación y esta se comparó con la serie 
de caudales observados para ese mismo período. El valor de 
z„ se calculó a partir del valor del último caudal diario del 
período de calibración. Al generar los números aleatorios e, 
se procedió con os caudales medios diarios, resultando 577 
números aleatorios. 
Para el ajuste de los caudales observados y generados 
fue necesario el coeficiente de correlación, un gráfico de 
dispersión y la prueba t. El mismo procedimiento se realizó 
para validar el modelo autoregresivo con tendencia no lineal. 
RESULTADOS Y DISCUSIÓN 
La serie completa de caudales diarios presenta: 
media de 0,771 tilis, desviación estándar de 0,258 m3/s, 
valor mínimo de 0,29 m3/s y máximo de 2,663 m3/8 media-
nade 0,784 m75, coeficiente de asimetría de 0,915 que nos 
muestra un sesgo positivo, habiendo mayor cantidad de 
valores bajos. 
La prueba de normalidad de Anderson-Darling 
rechaza la normalidad de los datos al 0,05 de significancia. El 
coeficiente de variación obtenido es de 0,334, el cual es alto 
por ser mayor de 0,30. La no normalidad de los caudales 
diarios se atribuye ala no linealidad de sus causas y a la escala 
de tiempo diaria utilizada. Muchas variables hidrológicas no 
son normales porque los fenómenos que los producen 
dependen de varios factores multiplicativos que interacnían 
entre sí, no son simplemente causadas por efectos aditivos. 
Los caudales provienen de factores como: área de la cuenca, 
intensidad de precipitación y coeficiente de escorrentia, 
siendo cada una de estas variables también producto de 
otros factores. Para caudales mensuales promedios es de 
esperar que estos sigan una distribución normal debido a 
que se pone de manifiesto el teorema del límite central. 
Los valores atípicos se mantuvieron en la serie. Se 
obtuvo un coeficiente de autocorrelación de primer orden 
de caudales medios diarios r,= 0,969825. Los coeficientes de 
autocorrelación son altos para los primeros 40 retardos, 
estando fuera de los límites de confianza, siendo la serie 
completamente dependiente para ajustar un modelo esto-
cástico autoregresivo. 
En el período de calibración la media obtenida fue 
. • ' 
= 01793x + 0.4625 
11 . 0.0245 
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0,828 m/s y la desviación estándar 0,239. Los valores de 
autocorrelación de la variable aleatoria ; son bajos y están 
dentro de los límites de confianza, se consideran corno inde-
pendientes. 
Los valores del estadístico de Anderson-Darling 
obtenidos para las distribuciones fueron: Normal (67,891), 
Lognormal 3 parámetros (62,822), Gamma 3 parámetros 
(63,637), Exponencial 2 parámetros (467,353), Valor extre-
mo inferior (276,534), Weibull 3 parámetros (157,792). 
Valor extremo superior (142,172), Logística (26,928), Log 
logística 3 parámetros (26,487). La distribución Log logística 
presenta el menor valor, considerándose como la distribu-
ción que más se ajusta a los valores de la variable indepen-
diente ;. El modelo autoregresivo AR(1) es el siguiente: 
z=0,828 + 0,239; 
z, = 0,969825z., + e, 
Donde e, sigue una distribución Log logística con 3 
parámetros: Localización = 1,585, escala = 0,02073, Umbral 
= -4,889. En la figura 1 se presenta la comparación entre las 
series observadas y generadas. 
El coeficiente de correlación entre los caudales 
observados y generados con el modelo AR(1) fue de r = 
0,157, el cual es estadísticamente significativo (r * 0) al 95 
por ciento de confianza. El gráfico de dispersión entre los 
caudales observados y generados se presenta en la figura 2. 
Los resultados de la prueba t para comparar las 
medias de los caudales observados y generados fueron: 
media del caudal observado = 0,644, media del caudal gene-
rado = 0,651, desviación estándar del caudal observado = 
05 •••••••1. 
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Figura 1. Validación del modelo estocástico. 
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Figura 2. Gráfico de dispersión entre los caudales 
observados y generados con modelo AR(1). 
0,253, desviación estándar del caudal generado = 0,142, t, = 
-0,55, p = 0,580, g.l. = 905. Según los resultados de la prueba 
t, las medias son iguales al 0,05 de significancia, mostrando 
que el modelo predice adecuadamente la media de los cauda-
les. 
El ajuste de la tendencia de los datos en el período de 
calibración obtuvo los siguientes resultados de coeficientes 
de determinación fi.): Serie de Fourier (0,7916), Serie Gaus-
siana (0,8193), Suma de funciones seno (0,8190). El modelo 
de tendencia elegido es la serie Gaussiana con? = 0,8193. El 
ajuste a la serie Gaussiana se presenta en la siguiente figura. 
• 
o 
Figura 3. Ajuste de la tendencia ala serie Gaussiana. 
El modelo general de serie Gaussiana es el siguiente: 
tendencia(x) = a1*exp(-((x-61)/c1)^2) + a2* exp(-((x- 
62)/c2)^2) + a3*expe((x-b3)/c3)^2) + a4*expe((x- 
64)/c4)^2) + a5*expe((x-b5)/ c5)" 2) + aelexpe((x- 
b6)/c6)^2) + a7*exp(-((x-67)/ c7)^2) + a8sexp(-((x- 
68)/c8)^2). 
Los coeficientes del modelo y sus limites de confian-
za al 95 por ciento (en paréntesis) son: 
al = 0,558 (0,5245; 0,5915), bl = 1040 (1038; 1043), cl = 
55,88 (51,61; 60,16), a2 = 0,4508 (0,3931; 0,5084), 62 = 
601,3 (598,8; 603,8), c2 = 37,15 (31,6; 42,71), a3 -= 0,1193 
(0,06322; 0,1753), 63 = 262,2 (256,1; 268,3), c3 = 16,21 
(7,047; 25,38), a4 = 0,4576 (03903. 05248) 64 = 683,9 
(682,2; 685,5), c4 j= 16,62 (13,77; 19,48), a5 = 0,1561 
(0,09274; 0,2194),b5 p503 (498,7;507,3), c5 = 13,72(6,834; 
20,61), a6 = 0,2501 (0,1727; 0,3275), b6 = 412,2 (374,2; 
450,1), c6 = 280,6 (186,3; 374,9) a7 = 0,2857 (0,2419; 
0,3294), 67 = 784,7 (780,2; 789,2), c7 = 40,36(32.26; 48,46), 
a8 = 1,461 (-1,125; 4,046), b8 = -2298 (-9169; 4572), c8 = 
3231 (-687,1;7150). 
La variable estándar; obtenida para el modelo auto-
regresivo con tendencia no lineal presenta un coeficiente de 
auto correlación de orden 1 de 0,839. Se buscó la distribu-
ción de la variable aleatoria independiente;. 
Los estadísticos de Anderson - Darling obtenidos 
por distribución fueron: Normal (49,728), Lognormal 3 
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parámetros (43,779), Gamma 3 parámetros (44,730), Expo-
nencial 2 parámetros (451,442), Valor extremo inferior 
(260,417), Weibull 3 parámetros (133,173), Valor extremo 
superior (115,045), Logística (13,122), Log logística 3 pará-
metros (12,406); escogiéndose la distribución I ng logística 3 
parámetros como la que mejor se ajusta a la variable aleatoria 
independiente s!. El modelo autoregresivo que toma en 
cuentala tendencia no lineal es el siguiente: 
x = tendencia + 0,239z, 
z,= 0,839 z + 
Donde ; sigue la distribución Log logística de 3 pará-
metros Localización = 1,324, escala = 0,02681, Umbral = - 
3,767. La serie sintética generada yla serie de caudales observa-
dos para elperíodo de validación se presentan en la figura 4. 
o 
Figura 4. Validación del modelo estocástico autoregresivo 
con tendencia no lineal. 
El coeficiente de correlación r = 0,104 entre los 
caudales observados y generados en el período de validación 
es estadísticamente significativo (r # 0) al 95 por ciento de 
confianza. El gráfico de dispersión entre los caudales obser-
vados y generados se muestra en la figuras. 
3 
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Figura 5. Gráfico de dispersión entre los caudales 
observados ygenerados con modelo AR(1). 
La prueba t en la validación dio como resultado: 
media del caudal observado = 0,644, media del caudal gene-
rado = 0,3147, desviación estándar del caudal observado = 
0,253, desviación estándar del caudal generado = 0,0832, t, 
= 29,70, p = 0,000, g.l. = 699. Las medias no son iguales al  
0,05 de significancia, mostrando que el modelo de tendencia 
no predice adecuadamente la media de los caudales. El mode-
lo autoregresivo de orden 1 AR(1) predice mejor que el 
modelo autoregresivo con tendencia no lineal. 
El modelo estocástico AR(1) genera una serie esta-
cionaria. Los valores observados son extremadamente no 
estacionarios; sin embargo el modelo autoregresivo con 
tendencia no lineal no generó una media igual al caudal 
medio observado en el período de validación. 
La serie observada no es estacionaria y tendría que 
modelarse incluyendo variables exógenas como precipita-
ción, operación de embalses y derivaciones de caudales 
aguas arriba, para representar su disminución, lo cual no fue 
objetivo de la presente investigación. 
Los caudales observados presentan eventos alta-
mente aleatorios como los máximos extraordinarios que son 
impredecibles. Estos eventos máximos pueden ser causados 
por precipitaciones extremas, además la tendencia ala dismi-
nución puede explicarse por incremento de derivaciones de 
caudal arriba del sitio de medición. 
CONCLUSIONES 
El modelo autoregresivo de primer orden AR(1) es 
adecuado para los caudales diarios puesto que el autocorre-
lograma de la variable estandarizada muestra altos valores de 
fi 	 t d 
	 t 	 elación y el autocorrelogramas de la 
variable aleatoria independiente muestra valores de anteco-
rrelación bajos, dentro de los límites al 95 por ciento de 
confianza. El componente independiente aleatorio del 
modelo AR(1) se ajusta de mejor forma a una distribución 
Log logística. AR(1) predice mejor los caudales diarios que 
un modelo autoregresivo con tendencia no lineal. 
Las pruebas de bondad de ajuste validaron el modelo 
autoregresivo de primer orden AR(I) al 0,05 de significancia. 
En la validación el coeficiente de correlación entre los cau-
dales observados y generados con AR(1) fue estadísticamen-
te significativo (p < 0,05) y la prueba t muestra que las 
medias de los caudales observados y generados con AR(1) 
son estadísticamente iguales a 0,05 de significancia. 
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