Abstract-In this paper, efficient filters are presented that approximate neural filters (NFs) that are trained to remove quantum noise from images. A novel analysis method is proposed for making clear the characteristics of the trained NF. In the proposed analysis method, an unknown nonlinear deterministic system with plural inputs such as the trained NF can be analyzed by using its outputs when the specific input signals are input to it. The experiments on the NFs trained to remove quantum noise from medical and natural images were performed. The results have demonstrated that the approximate filters, which are realized by using the results of the analysis, are sufficient for approximation of the trained NFs and efficient at computational cost.
I. INTRODUCTION
R ECENTLY, significant progress has been made in applying neural networks (NNs) to signal processing. Nonlinear filters based on multilayer NNs, called neural filters (NFs), have been studied. By training the NF with a set of input signals and desired signals, it acquires the function of a desired filter. Two classes of NFs have been proposed so far. One is realized as stack filters [1] ; an input signal is transformed into binary signals on the basis of the threshold decomposition, and then, each of them is input to each of plural multilayer NNs. It has been shown in [2] - [10] that the performance of these NFs is excellent in removing impulsive noise from signals/images. The other is a filter where input signals are input directly to a multilayer NN. It has been shown in [11] - [18] that the performance of these NFs is excellent in removing Gaussian/quantum noise from signals/images.
Many studies on the capability of the NFs or the NNs, used as a model of them, have been performed so far; it has been reported that the former class of NFs unifies various nonlinear filters, such as finite impulse response filters, microstatistic filters, generalized weighted order statistic filters, and generalized stack filters [2] , [4] - [7] , [9] . Relationships between stack filters and the NNs have also been examined in [19] and [20] . The analyses and simulations of the NFs have been reported in [2] , Manuscript received June 13, 2000; revised March 1, 2002 . This work was supported in part by the Ministry of Education, Science, Sports, and Culture of Japan under a grant-in-aid for quantum information theoretical approach to life science and a grant-in-aid for the encouragement of young scientists. The associate editor coordinating the review of this paper and approving it for publication was Dr. Kenneth Kreutz-Delgado.
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although their structures are restricted to a single neuron representing a linear discriminant function. It has been reported in [11] and [12] that epsilon filters, which are nonlinear filters developed for noise removal, are special cases of the latter class of NFs. Furthermore, it has been proved that any continuous mapping can be approximately realized by multilayer NNs [21] - [26] . Thus, the capability of the NFs is getting clearer. However, the characteristics of the trained NFs have yet to be understood explicitly because to analyze them is difficult due to the complicated structure composed of many units with nonlinear characteristics. For practical use, particularly in the critical applications such as those to medical systems, it is strongly required to make their characteristics clear. However, studies on analyzing the trained NFs have yet to be reported. Furthermore, since the computational cost and the cost of hardware of the NFs are exceedingly high, the reduction is a serious issue for making the NFs practicable. In applications of filters to medical X-ray image sequences, it is required to process 30 frames/s, where each image consists of 1024 1024 pixels 10 bits. Therefore, how to analyze the trained NF and to reduce the computational cost have remained serious issues.
In this paper, we propose a novel method for analyzing the trained NFs that belong to the latter class to make the characteristics clear and realize their efficient approximate filters using the results of the analysis. In the proposed analysis method, an unknown nonlinear deterministic system with plural inputs such as the trained NF can be analyzed by using its outputs when the specific input signals for analysis are input to it. One of the basic functions of filters for signal/image processing is noise reduction. Quantum noise is signal-dependent noise and is generally observed in photon-limited images such as images obtained in darkness, those obtained by an infrared camera, X-ray images, and so on. We narrow down the issues to the NFs trained to remove quantum noise from images because to analyze the NFs trained to solve various problems is too difficult. Through experiments on the NFs trained to remove quantum noise from medical X-ray image sequences and natural images, the efficiency of both the proposed analysis method and the approximate filter are shown.
II. NEURAL FILTER FOR REMOVING QUANTUM NOISE FROM X-RAY IMAGE SEQUENCES

A. Architecture of the Neural Filter
The NF consists of a multilayer NN in which the activation functions of the units in the input, hidden, and output layers are an identity function, a sigmoid function, and a linear function, respectively. We adopted a linear function instead of an ordinarily used sigmoid one as the activation function of the unit in the output layer because the characteristics of the NN become better in the applications to continuous mapping issues such as image processing [27] , [28] . The inputs to the NF are an object pixel value and spatially/spatiotemporally adjacent pixel values. We explain, as an example, a three-layered spatiotemporal NF [13] , [15] . The architecture of the NF is shown in Fig. 1 . In Fig. 1 , and denote a time of the current frame and a time interval between frames, respectively. The output of the NF is represented by (1) where (2) denotes the input vector to the NF, and and indices of spatial coordinates; index of temporal coordinate; pixel value in the input image; output of the multilayer NN; normalization factor; input region of the NF. The input vector is rewritten as (3) where denotes a unit number in the input layer and the number of units in the input layer. As the activation function of the units in the input layer is an identity function , the output of the th unit in the input layer is represented by (4) The output of the th unit in the hidden layer is represented by (5) where weight between the th unit in the input layer and the th unit in the hidden layer; offset of the th unit in the hidden layer; number of units in the hidden layer; sigmoid function (6) The output of the unit in the output layer is represented by
where weight between the th unit in the hidden layer and the unit in the output layer; offset of the unit in the output layer; 
The error to be minimized by training is defined as (9) where pattern number; th pattern in the teaching image; th pattern in the output image; number of patterns. The NF is trained by the backpropagation algorithm [29] until the error gets smaller than or equal to the predetermined error or the number of training epochs exceeds the predetermined number . By using this training algorithm, it is expected that the NF would have the function to convert the input image to the desired teaching image, e.g., by presenting the noisy input image together with the teaching noiseless image, details of which are clear, and that the NF will be able to remove noise from images while preserving image details.
B. Synthesizing Input and Teaching Images
Medical X-ray images are treated in this section because the analysis of novel technologies such as the NFs is very important, particularly in the applications to medical systems. The goals of improving the image quality of medical X-ray image sequences are 1) to remove quantum noise from low-dose X-ray images to reduce X-ray exposure to patients and 2) to enhance the edges in diagnostic regions in the images to discern them clearly.
X-ray quantum noise is originated from a signal-dependent Poisson-distributed noise source [30] . The variance of the Poisson noise increases linearly with signal amplitude, i.e., local X-ray exposure. However, the signal-to-noise ratio (SNR) increases with X-ray exposure. Since in most X-ray systems the mean brightness is controlled by an automatic gain control (AGC) in order to make it a constant brightness, the observed quantum noise decreases with increasing X-ray exposure [31] . Using this property, the input and teaching images for training can be synthesized from high-dose X-ray images taken at a high X-ray exposure level.
The low-dose X-ray image , which is the input image to the NF, can be synthesized from the high-dose X-ray image with negligible quantum noise as
where denotes white Gaussian noise when its standard deviation is , and is the parameter determining the amount of radiation dosage. In clinical examinations, the X-ray image sequence is acquired at very low X-ray dose: Only ten to 500 X-ray quanta contribute to each pixel [32] . The average number of X-ray quanta captured at one pixel is about 35 [30] , [33] . The Poisson-distributed noise can be approximated by the Gaussian one when the number of X-ray quanta is more than 20 [34] . Therefore, we can use the Gaussian noise as a model of the quantum noise.
Moving low-dose X-ray images such as fluoroscopic images and radiographs are generally inverted to make them look like traditional film negatives. If the acquired high-dose X-ray image is inverted, we need to invert the gray levels of the image before synthesizing. Furthermore, most of medical imaging systems use a signal-dependent gain, e.g., in fluoroscopic imaging systems, called white compression (or white suppression); this measure is taken to prevent halation. In digital radiography systems, a logarithmic gain curve is sometimes used. In such a case, we need to perform the inverse transformation of the white compression and/or the logarithmic gain curve on the high-dose X-ray image before synthesizing the input and the teaching images.
The spatial frequency characteristic of quantum noise depends on that of an acquisition system. If we use a camera tube-based acquisition system, the modulation transfer function (MTF) of quantum noise is a bell shape. If we use a CCD-based acquisition system, the shape of the MTF becomes more flat. Thus, the actual spatial frequency characteristic of quantum noise is not white but depends on that of the acquisition system. We adopted a simpler model because one of issues of this paper is efficient realization of the NF. If we adopt a complex model, the analysis may become more complex. However, using a stricter model would lead to improvement of the performance of the NF, especially in applications to medical X-ray images (see the detailed properties of the actual medical X-ray imaging system in [31] to construct a stricter model).
The teaching image is synthesized from by performing a highpass filtering, the window function of which is represented by (12) , shown at the bottom of the page, where normalized horizontal spatial frequency; normalized vertical spatial frequency; parameter determining the passband. We obtained of 0.24% of the maximum gray level by the actual measurement of noise in low-dose X-ray images [35] and used of 1/16.
C. Training the Neural Filter
The spatiotemporal input region of the NF consists of five pixels [( ), ( ), ( ), ( ), ( )] in each of five consecutive frames, as Fig. 1 shows. We adopted three-layered NF because it has been proved theoretically that any continuous mapping can be approximately realized by three-layered NNs [21] , [22] . The number of units in the input, hidden, and output layers are 25, 20, and 1, respectively (here referred to as 25-20-1) . The number of units in the hidden layer was determined by trial and error. The experimental results showed that 20 units are enough to train the NF for quantum noise removal.
The images used for training are shown in Fig. 2 . These are radiographs of a stomach (size: 512 512 pixels; number of gray levels: 1024) called a double contrast radiograph, which was acquired with a digital radiography system. These images were inverted to make them look like traditional film negatives. In these figures, a 70 120-overlay shows a region of interest that was enlarged to double the original size. The high-dose X-ray images were acquired at a high X-ray exposure level based on a common dose protocol used in radiography. The simulated low-dose X-ray images , synthesized from the high-dose X-ray images by using (10) , are shown in Fig. 2 (a) and (b). In the figures, the current and the last frame in the input region of the NF are shown. The peristaltic movement of the stomach wall can be seen by comparing between Fig. 2 (a) and (b). The inverse transformation of the logarithmic gain curve was performed on the high-dose X-ray image before synthesizing. All images in Fig. 2 are displayed as the image after performing the inverse transformation because the double contrast radiograph is often displayed this way. The teaching image , which is synthesized from the high-dose X-ray image, is shown in Fig. 2 (c). These kinds of images are used for the medical examination of stomach cancer. Through training with these images, the NF would acquire the function of noise reduction as well as edge enhancement. The NF wastrainedon80 000epochswiththetrainingsetintheregionsin-dicated by the white rectangular frames (90 60 pixels) in We selected such a small region as the training region because the features in a smaller region would be easier to analyze. Using a wider training region would make the NF much more versatile. The training converged with the error of 0.024.
The output image of the trained NF is shown in Fig. 2 (d). The noise in the input images is reduced, and the edges become sharper. The noise reduction and edge enhancement, which are adapted to the training region, are achieved, although the quality of the image does not reach the teaching image.
In general, there is a risk occurring of artifacts in filtering image sequences using a spatiotemporal input region. Data in the previous frame may appear in the current frame. There is a tradeoff between the filter performance and the risk in designing filters. The balance between the two is important in filter design. The NF can be designed to balance the risk with the performance, i.e., since the NF is trained with image sequences in order that the output image approaches the teaching image that contains no artifact, the weights yielding artifacts would diminish through training. However, the training is not completed with the error of zero. Therefore, there still remains a risk of reappearing features of previous frames with the trained NF. Thus, analyzing the trained NF is of importance. If the trained NF is analyzed, we can know a risk and may have a way to reduce it.
III. ANALYSIS METHOD FOR THE TRAINED NEURAL FILTER
A. Specific Input Signals for Analysis
We have reported the preliminary version of the proposed method in [36] . If a system is a linear system, it can be analyzed clearly by using its impulse response. However, it is difficult to analyze theoretically the NFs trained to solve various problems because of their nonlinearity. We narrow down the issues to the NF trained to remove quantum noise from images. Since the quantum noise is signal dependent, the NF trained to remove it should be realized with the characteristics depending on gray levels in the images. Furthermore, the trained NF can be treated as a nonlinear deterministic system. By paying attention to these points, the trained NF can be analyzed experimentally; an unknown nonlinear deterministic system such as the trained NF would be analyzed by using its output responses that are obtained when some input signals for analysis are input to it.
Since the NF is a system that has a lot of inputs, as a practical matter, all possible combinations of input signals cannot be tested. Therefore, we need to generate input signals on the basis of some rule. As described above, the characteristics of the NF trained to remove quantum noise would depend on the average gray level in the input region. Let us suppose that the same gray level is input to all input units, except a certain target-input unit. In such a case, the same gray level approximately corresponds to the local average gray level. If we adopt a rule that only the gray level to the target-input unit is varied, we can obtain the output response to the target-input unit around the local average gray level. Thus, we can analyze a nonlinear system with plural inputs, which is represented by the model having the local average gray level as a parameter.
The specific input signals for analysis are defined as
where unit number in the input layer ( ); base signal ( ); parameter ( ); target-input unit number ( ). As is shown in Fig. 3 , the output response to a certain targetinput unit is examined. The ramp signal with respect to the parameter is input to the target-input unit ; the base signals , which are constant values with respect to , are input to the other input units. Furthermore, in order to examine the output responses to the base signals , the value of is varied between zero and one. By changing the target-input unit from one to another, the output responses to all of the input units are examined. The output response of the NF to and is represented by (15) Thus, in the proposed analysis method, the output response to a target-input unit is obtained like a sensitivity analysis method. After the sensitivities, i.e., the output responses, of all input units are obtained, the NF can be represented by some model.
B. Approximate Filter Model
Consider the filter model represented by (16) where denotes a polynomial of degree represented by (17) where denotes a filter coefficient, and refers to a parameter. By substituting (13) into (14) , the input vector to the filter model is represented by (18) Substituting the parameter for , we obtain the output response of the filter model to and , to which the specific input signals for analysis are input, as (19) Applying the least-squares method to the approximation of the output responses, the filter coefficients can be obtained. Let us now assume that the degree is equal to one. The filter model becomes simple, as the following equation shows: (20) By replacing and , the output response of the filter model to and can be represented by (21) where and denote the filter coefficients depending on . By applying the least-squares method to the approximation, the filter coefficients and can be obtained. By this approximation, as well as approximating the base signal to the summation of the inputs, we obtain the approximate filter model represented by (22) where and are implemented as look-up tables with the summation of the inputs as an index. The last equation gives the approximate filter model shown in Fig. 4 . The hardware architecture is very simple. It consists of multipliers, adders, and table memories; it is like a transversal filter, apart from the nonlinearity of the table memories.
In the NF, since multiplications of the signals by the weights are dominant over other operations, the computational cost of the NF is proportional to the number of multiplications. The number of multiplications of the NF can be derived as (23) In contrast, the number of multiplications of the approximate filter model in case of the degree is represented by (24) Therefore, the approximate filter is advantageous in terms of the computational efficiency when the following condition is fulfilled: (25) If the NF can be approximated accurately by the approximate filter in case of the degree of one, i.e., the approximate filter shown in Fig. 4 , the number of multiplications corresponds to the number of units in the input layer as (26) Therefore, the computational cost of the NF is reduced to about in the case where the trained NF can be approximated by the approximate filter shown in Fig. 4 . 
IV. EXPERIMENTS
A. Results of Analysis and Realizing the Approximate Filter
The proposed analysis method was applied to the NF trained to improve the image quality of medical X-ray image sequences. The output responses of the trained NF, to which the specific input signals for analysis are input, are shown in Fig. 5 . In Fig. 5 , the output responses are shown for equal to 0.4, 0.6, and 0.8. The words Top, Left, Center, Right, and Bottom express spatial positions of the input region of the NF shown in Fig. 1 . The brightness of curves corresponds to the temporal position of the frame in the input region, similar to the fading brightness of the pixels in Fig. 1 . A black curve indicates the current frame, and a brighter curve indicates an older frame. The gradient of each curve expresses a nonlinear filter gain at the corresponding input unit. The pixel having the same sign of the gradient as the sign at the object pixel, i.e., the pixel at the position Center in the current frame , indicates that the pixel has averaging effect. The pixel having the opposite sign indicates that the pixel has spatial/temporal edge enhancement effect. An intersection point of curves indicates the output response when all input signals are the same.
Since all of the output responses are nearly straight, they can be approximated by linear functions well, i.e., there is a possibility that this trained NF can be approximated by the approximate filter model, the degree of which is equal to one, in (21) . We applied the least-squares method to the approximation of the output responses to linear functions. The mean absolute error between the output responses and linear functions was calculated in order to examine the accuracy in approximation. As a result, the mean absolute error was only 2.05%. This result indicates that the degree of one is enough to approximate this trained NF. Therefore, this trained NF can be approximated by the approximate filter shown in Fig. 4 .
Abdominal radiographs are acquired at a speed up to 30 frames/s, where each image consists of 1024 1024 pixels 10 bits. The previously discussed 25-20-1 NF requires 520 multiplications per pixel. Consequently, real-time filtering of abdominal images would require 16.4 billion multiplications per second. By using the approximate filter, the cost of hardware of the NF is reduced to about 1/20. According to (25) , the approximate filter in case where the degree is less than or equal to ten is advantageous in terms of the computational efficiency. We can chose the appropriate degree , according to the accuracy required by its application. In general, if we use the approximate filter model including the higher order terms and their mixed terms, the approximation would be more robust and accurate.
Figs. 6 and 7 show the results of calculation of the filter coefficients of the approximate filter obtained from the output responses. The gradient of the line approximating the curve in Fig. 5 corresponds to the filter coefficient at the corresponding position in the corresponding frame, e.g., since the gradient of the line at the object pixel in case where equals to 0.6 in Fig. 5 is about 0.24, the filter coefficient at the object pixel is about 0.24. Since the gradients of some lines in older frames are negative, the corresponding filter coefficients in the older frames are negative. The filter coefficients at the center pixels Fig. 6 (c) are relatively greater than those at the other pixels. The same sign of a filter coefficient as the sign of the filter coefficient at the object pixel indicates the averaging effect. This effect would reduce quantum noise adapting to the gray level. The filter coefficients decrease in proportion to the temporal distance from the current frame . This characteristic is due to the training to process time-varying images. They are negative in the frames and . This indicates that the edge enhancement is mainly performed in these frames. Since these negative coefficients may cause an artifact in the case of motion, we need to perform a subjective evaluation with specialists to confirm the occurrence of no artifact (the results of the subjective evaluation will be shown in the latter section). If any artifact-disturbing clinical diagnosis is observed, we have to reduce the artifact by making the negative coefficients smaller, for example. The filter coefficients in the middle of are relatively greater than the others. This is caused by the gray-level histogram in the training region; the frequencies around the middle of gray levels are relatively high, as Fig. 8 shows. Furthermore, the filter coefficients at the Top and Bottom are relatively greater than are those at the Left and Right. This is due to the fact that the training region shown in Fig. 2 contains mainly vertically directional patterns. This indicates that the characteristics are adapted to the training region. This fact suggests that it is better to use a wider region as a training region for practical use. Using a wider training region would make the NF, as well as the approximate filter, much more versatile.
Furthermore, the sensitivity of the unit in the input layer can be analyzed by using the filter coefficients. The sensitivity of the th unit in the input layer is defined as (27) where denotes a normalization factor. The result of calculation is shown in Fig. 9 . The sensitivity of the object pixel is the highest of all. The sensitivity decreases in proportion to the distance from the center pixel in the current frame. This characteristic is due to the training to process time-varying images. 
B. Accuracy in Approximation
The accuracy in approximation between the trained NF and its approximate filter is evaluated. First, the output image of the NF and that of the approximate filter are compared. These are shown in Fig. 10(a) and (b) . In both images, the noise in the input images is reduced effectively, and the edges become sharper. At first sight, the difference between them cannot be distinguished. To compare more precisely, the image quality is evaluated quantitatively using the blurred signal-to-noise ratio (BSNR) and the improvement in signal-to-noise ratio (ISNR) [37] , [38] . These metrics are often used to evaluate image restoration techniques that restore the images degraded by blurring and noise. The (28) where (29) and where region for evaluation; noise in the input image; spatial average value within in ; spatial average value within in ; and ISNR (30) The results are shown in Fig. 11 .
was set to the region including whole of the stomach. The average BSNR, i.e., the SNR of the input image, is 11.6 dB. The average ISNR of the NF is 1.866 dB, after using only one frame (number 15) in the training. We do not need the entire sequence for training. The average ISNR of the approximate filter is 1.866 dB. The ISNR of the approximate filter is nearly equal to that of the NF in not only the training frame but also the nontraining ones. This result shows that the approximate filter is a very good approximation of the trained NF.
C. Experiments to Verify the Versatility 1) Neural Filter With Large Input Region:
In order to evaluate the versatility of the proposed analysis method, an experiment on the NF with a large input region was performed. The input region of the NF is expanded to that consisting of five-by-five pixels in the consecutive five frames. The numbers of units in the input and hidden layers are 125 and 20, respectively. The output image of the trained large NF is shown in Fig. 12(a) . As the input region is expanded, the noise is reduced much more, and the edges are sharper than those in the output image of the small NF. The trained large NF was analyzed by using the proposed analysis method, and then, its approximate filter was obtained. The output image of the approximate filter is shown in Fig. 12(b) . At first sight, the difference between them cannot be distinguished. The results of calculation of the ISNR are shown in Fig. 13 . The average ISNRs of the approximate filter and the NF are 6.826 and 6.823 dB, respectively. This result shows that the proposed analysis method does function well in the case of the expanding input region.
In order to improve the quality of image sequences, various dynamic filters have been proposed so far [39] - [48] . A real-time system for fluoroscopic filtering has been developed and applied to gastrointestinal studies [45] . A matched filter-type algorithm has been developed to optimize the SNR of the contrast signal in an angiographic image sequence [40] . The hardware of a recursive temporal filter has been developed [39] , [41] . A spatiotemporal filtering technique with object detection has been developed to reduce noise while minimizing motion and spatial blur [48] . Stochastic temporal filtering techniques have been developed to enhance fluoroscopic images [46] , [47] . We compared the NF with the adaptive weighted averaging filter (AWAF) [43] . The AWAF is developed for noise suppression in image sequences without spatial blur. This is the well-known representative as a dynamic filter with good performance. To compare fairly, the input region of the AWAF was set to the same size of the NF; the highpass filtering that was used to synthesize the teaching image for the NF was performed on the output image of the AWAF. The image processed by the AWAF is shown in Fig. 12(c) . There remains much noise in the processed image. We cannot discern well the folds of the stomach wall due to the noise. In these kind of images, the fold of the stomach wall is extremely important because medical doctors diagnose stomach cancer on the basis of the convergence pattern of the folds. The average ISNR of the AWAF is 1.3 dB. It is relatively lower because the AWAF would not be developed for removing the quantum noise in abdominal radiographs. In contrast, in the output images of the NF and the approximate filter, there remains less noise, and we can discern the folds of the stomach wall better.
To compare the computational costs, the CPU execution times of the filters were measured on a workstation (CPU: UltraSparc-II 300 MHz, Sun microsystems). The results of the NF, the approximate filter, and the AWAF are 24.1, 3.7, and 37.6, respectively. The results show that the approximate filter is efficient in computational cost. According to (23) and (26), the computational cost reduction is about , i.e., 1/20 in this case. However, the actual execution time does not reach it because there is some overhead in software.
2) Evaluation With Real Low-Dose X-ray Images: Apart from abdominal radiography, coronary X-ray angiography is commonly used in medical practice. Both methods have in common that images are acquired at rates up to 30 frames/s. In addition, since the NFs were trained using the simulated low-dose X-ray images, evaluation with real low-dose X-ray images is of importance. Accordingly, the approximate filter was applied to real low-dose angiograms of coronary arteries. The angiograms are shown in Fig. 14(a) and (b) . These angiograms were actually acquired at a low X-ray exposure level in clinical X-ray fluoroscopy, i.e., a common low-dose protocol in fluoroscopy was used (the tube current and the tube voltage of the X-ray tube were 1.6 mA and 58 kV, respectively). Although there are many factors in the imaging chain that affect the overall image quality, the noise power attributed to quantum noise dominates the whole noise power at lower spatial frequencies in a low-dose scenario such as X-ray fluoroscopy [49] . The real low-dose X-ray images used in this experiment should dominate low spatial frequency quantum noise. The output image of the NF is shown in Fig. 14(c) . Since, in a cardiac imaging system, a nonlinear gray level transformation is performed prior to storage, the compensation of the nonlinear transformation was performed before filtering. In the image, the quantum noise is reduced effectively. We can see the arteries better. However, if we use the images, including the low spatial frequency quantum noise for training the NF, the image quality would be much better. Furthermore, in the output image, we can see no artifacts caused by data in the previous frame, although the arteries move quite rapidly. This would be due to the fact that the rapid movement of the stomach wall is partially contained in the images used for training. If no rapid movement was contained in the images used for training, the artifacts might occur in the output image.
In order to evaluate the image quality for clinical use, we performed a subjective evaluation with cardiologists. The evaluation was performed using a real digital angiography system in a hospital. The processed image sequences were loaded into the system and were displayed under the same conditions as in common clinical use. By the evaluation, it was confirmed that there was no artifact-disturbing diagnosis, such as the artifact caused by reappearing features of the previous frames, in the images.
The output image of the approximate filter is shown in Fig. 14(d) . The difference between the output image of the NF and that of the approximate filter cannot be distinguished. Furthermore, we performed a subjective evaluation with cardiologists. By the evaluation, it was confirmed that there was no difference between the two in terms of clinical use. This shows that the approximate filter functions well in filtering real low-dose angiograms, which are the different kind of images from the training images. The mean absolute errors between the output images of the NFs and those of the approximate filters are summarized in Table I . The errors in all cases are quite small. This result leads to the conclusion that the approximate filter has enough versatility to apply it to medical systems.
D. Neural Filter Trained to Remove Quantum Noise From Natural Images
In order to evaluate the versatility of the proposed analysis method, an experiment on the NF trained to remove quantum noise from two-dimensional natural images was performed. Since the target image is static, we adopted the spatial region as the input region of the NF. In order to reduce noise sufficiently, the spatial input region of the NF was set to that consisting of 11 11 pixels. The number of units in the input and hidden layers are 121 and 50, respectively. The image used in this experiment is the Lena image (size: 512 512 pixels; number of gray levels: 256) from the University of Southern California image database. Fig. 15(a) and (b) shows the noisy input image synthesized by using (10) and the teaching image, respectively.
was set to 5% of the maximum gray level. In order to acquire the features in the entire image, the training set is made by sampling 5000 points at random from the images. The training was performed on 100 000 epochs and converged with the error of 0.018. Then, a method for designing the structure of the NF in [50] - [52] was applied to the trained NF. The optimal structure, which is the smallest structure with this error, was obtained: The number of units in the input and hidden layers became 22 and 8, respectively.
The output images of the trained NF and its approximate filter are shown in Fig. 15(c) and (d) , respectively. The ISNRs of the NF and the approximate filter are 7.564 and 7.699 dB, respectively. Furthermore, in order to evaluate the generalization ability, these filters were applied to the test images that are not used for training. The output images of the filters in filtering the test images are shown in Fig. 16 . The results of calculation of the ISNRs are shown in Table II . The ISNRs of the approximate filter are slightly better than those of the NF. The output responses of the NF were slightly saturated, like those shown in Fig. 5 . They were approximated by linear functions. This approximation makes the gain of the approximate filter higher, particularly at the saturated parts. By this effect, the contrast of the image was improved. This is the reason the ISNRs of the approximate filter are better. These results demonstrate that the proposed analysis method and the approximate filter function well in approximation of the NF trained with natural images. In this paper, a novel method for analyzing the NFs for removing quantum noise from images has been proposed. The experiments to analyze the NFs trained to remove quantum noise from medical X-ray image sequences and natural images were performed. The proposed method has been proved to be useful to analyze unknown nonlinear deterministic systems with plural inputs such as the trained NFs. The results of the analysis of the trained NFs made the characteristics clear, leading to their efficient approximate filters. The experimental results demonstrated that the approximate filters, constructed of simple hardware, are sufficient for approximation of the trained NFs and efficient at computational cost.
The problem of filtering Poisson noise can be simplified to a case of filtering invariant Gaussian noise by means of a squire-root operation, the form of which is the following:
, where is a constant. By applying the square-root operation to a signal with Poisson noise, we can obtain a signal with a constant noise variance, i.e., the signal-dependent quantum noise becomes signal-independent additive noise after the square-root operation [53] . Using this operation prior to filtering, we may be able to obtain a simpler implementation of the approximate filter for medical images. We will perform the experiment to investigate the effectiveness of this operation prior to filtering.
We plan in the near future to study the the extension of the proposed analysis method so that NNs trained to solve various problems, e.g., various kinds of NN models such as radial basis function networks, etc., can be handled. We will perform the mathematical analyses on the statistical properties of the quantum noise and on the removal of noise using NNs.
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