I. INTRODUCTION
Wireless indoor positioning is an interesting and challenging research field because of its diversified application and the variety of environments encountered. Future dynamic wireless networks will need an accurate, reliable, robust and real-time indoor positioning solution to improve network performance by network planning, network adaptation, and load balancing [1] . A position-based tracking system can also be used in hospitals for patient tracking, and in warehouses for tracking valuable goods.
Global navigation satellites systems (GNSS) have been the preferred solution for outdoor positioning and navigation for years. However, GNSS does not work well, or sometimes does not work at all in indoor environments due to signal blockage. Moreover, indoor environments are more complex compared to outdoor environments because of various obstacles, such as, walls, equipment, and people. These obstacle may influence the propagation of electromagnetic waves, which in turn leads to multi-path effects [1] . Interference and noise from other wired and wireless networks also degrade the positioning accuracy in indoor environments.
As a result, a number of different indoor positioning tech nologies have been developed over the years. Infrared-based, ultrasound-based, radio frequency based, and vision-based positioning system are among the most well known positioning solutions with potential. However, each of these has its own advantages and disadvantages and none dominates the indoor positioning market as GNSS does the outdoor positioning market. Industry and the research community are still looking
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Recently, a novel idea for indoor positioning based on angle of arrival (AOA) of light, measured with a newly devised photosensor [2] , was proposed in [3] by Arafa and Klukas in 2011. The photosensor, consisting of three photodiodes arranged in a corner-cube, can estimate the AOA of light trans mitted by an optical beacon. The position of the photosensor can be determined from the AOAs, and knowing the frame of reference, with simple trigonometry. The proposed system has several advantages over some of the existing positioning technologies. As reported in [3] , above a certain threshold, the AOA values does not depend on the intensity of the incident light. This makes the the system independent of incident power and thus overcomes the problems associated with proximity methods. Moreover, the sensor itself is very inexpensive, and it is anticipated that, it will be possible to use existing indoor lighting system as the necessary light sources for the positioning system. This will decrease the extra infrastructure required further lowering the cost of the system However, an unobstructed line of sight (LOS) view between the optical beacon and photosensor, is required given that the system is based on visible light. Anything blocking the LOS view between the beacon and sensor will destroy the integrity of the positioning system. In addition, the OAOA positioning solution at each epoch of time is independent of the solution at the previous and following epochs, and the noise associated with each epoch is uncorrelated. This results in a trajectory which is not smooth.
Unlike an OAOA based positioning system, an inertial navigation system (INS) has very good short-term performance and yields a smooth trajectory. Another critical advantage of an inertial navigation system is its lack of need for any external reference. The benefits and drawbacks of INS and OAOA based positioning systems are complementary. Therefore, by integrating the two, the advantages of both technologies are combined to give a continuous, complete positioning solution with good long-term and short-term accuracy. In this paper, several different aspects of the integration of an OAOA based positioning system with an inertial navigation system are explored. Different integration algorithms, and their effect on overall system performance, is the main focus of this research. The structure used for the proposed indoor positIOning solution (IPS) is a corner-cube structure as shown in Fig.  1 . Fig. 2 shows the sketch of the sensor. It is comprised of three mutually orthogonal photodiodes (PDs), with PDI lying in the yz-plane, P D2 lying in the xz-plane, and P D3 lying in the xy-plane. The device was first introduced by Jin and Holzman in [2] . The basic parts of the structure are three reflective surfaces that are mutually orthogonal and oriented as an interior corner-cube orientation as shown in Fig. 2 . The structure can detect light arriving from an angle span between 0° and 90° in the azimuthal and polar directions. We define two angles to be determined in a spherical co-ordinate system, as shown in Fig. 2 , azimuthal angle 1>, and polar angle O. When a beam of light falls on the sensor, photocurrents proportional to the light intensity which in turn is dependent on the angle of arrival of the light, are generated in the three photodiodes. The values of the AOAs can be determined from the values of the currents generated by the different photodiodes. Solving the above equations, for 1> and 0, we get,
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Equations (4) and (5) may be used to calculate 1> and 0 from the measured value of the photodiode currents It, 12 and 13.
It is clear that, for determining the position of the sensor, at least two optical beacons are necessary. To acquire and process photocurrents contributed by different optical beacons, a multi-frequency LED configuration is used [3] . As shown in Fig. 3 , two optical beacons at two different co-ordinates are driven by two function generators operating at different frequencies. Optical beacon A is modulated by frequency f A and optical beacon B is modulated by a frequency f B. This creates photocurrents It, 12 and 13, which have components at frequency f A and frequency f B. A simple bandpass filter
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Fig_ 4: Basic block diagram of a loosely coupled OAOA and INS integrated positioning solution_ can be used to extract the different frequency components of the generated currents, and these can be used to determine In an open looped system, the INS algorithm works independently without any feedback from the estimator's error estimation_ On the other hand, in a closed looped system, error estimation from the EKF is fed back to the INS mechanization block_ In an open looped system with low cost MEMS (micro electro-mechanical systems) sensors, errors can grow unbounded in a very short period of time. Therefore, an error state Kalman filter is used to estimate the errors and the error estimates are fed back to the INS mechanization block_ An error state Kalman filter for INS/OAOA measurement integration, should primarily estimate the position and velocity errors. For a closed loop system, accelerometer bias, gyroscope bias and attitude error should also be estimated to provide feedback to the INS mechanization block. These estimates can be expressed in the Earth-centered inertial (ECI) coordinate frame, in the Earth-centered, earth-fixed (ECEF) frame, or in the local navigation frame_ In this work, all calculations are conducted in local navigation frame. Fig. 4 and Fig. 5 shows the block diagrams of loosely coupled and tightly coupled integration strategies respectively. The basic parts of these block diagrams are quite similar. The inertial measurement unit (IMU) block provides raw accelerometer measurements ak+1, raw gyroscope measure ments Wk+1. and raw magnetometer measurements mk+1. In Fig. 4 and Fig. 5 , the subscript k + 1 denotes the current update cycle. These measurements are provided to the INS mechanization block, which is responsible for calculating the position rk�"'is, and velocity vk�"'iS, with respect to the local navigation frame at each time epoch. The standard INS navigation algorithm is well documented in the literature [6] _ In this paper, detailed mathematical descriptions and block diagrams of the INS algorithm are avoided. For the INS Mechanization block to begin, an initial condition information is needed, and this is provided by the OAOA processor block.
In Fig. 4 and Fig. 5 this information is represented by rf3ti3 A which is fed to the INS mechanization block.
According to [7] , the basic EKF estimator consists of nine navigation error states consisting of three positions 8rA x k+1' 8rA Y�+1' and 8rzk+1' three velocities 8VA X k+1' 8vY� +1 ' and 8Vzk+1' and three attitude error states. Moreover, for low cost MEMS IMU sensors, the state vector of the EKF must be augmented by incorporating accelerometer error states aExk+1' aEY� +1 ' and aEzk+1' and gyroscope error states, WExk+1' WEY� +1 ' and WEzk+1· The INS error state models can be obtained by perturbation analysis of the mechanization equations [7] , details of which are avoided in this paper. Perturbation analysis is done in the continuous domain, but can be simplified in a discrete time approximation model as described in [8] _ Therefore, the resulting fifteen state discrete time state vector for the error state Kalman filter is, The EKF then feeds the estimated states, back to the INS mechanization block. The estimated position error is also used to correct the position output from the INS. The final estimated position is given as (7) The difference between the loosely coupled and the tightly coupled integration algorithms is seen in the observation vec tor. As seen from Fig. 4 , the OAOA sensor block provides three current components, IpD 1k+l ' IpD2 k+l ' and IpD3 k+l to the OAOA processor block, which then calculates the positions r n OAOA r n OAOA and r n OAOA along the three orthogonal
axes. The position vector, r��'i s, calculated from the INS algorithm is then subtracted from the position vector r��� OA , calculated from OAOA processor, and the difference is fed to the EKF as the observation vector. In the case of the tightly coupled system shown in Fig.  5 , however, the current values from the OAOA sensor block are fed straight to the EKF as the observation vector. The EKF then handles the nonlinear relationships between the observation vector and the state vector to estimate the same states as in the case of the loosely coupled system. These detailed mathematical equations are not given here.
III. EXPERIMENT AND RESULTS
In Fig. 4 and Fig. 5 the IMU block supplies raw ac celerometer, gyroscope and magnetometer measurements to the INS mechanization block. For our experiment we use, a commercial athletic performance sensor as the IMU unit, which is shown in Fig. 6 . This device contains accelerometers, gyroscopes and magnetometers along three orthogonal axes, and is able to collect data at a frequency of 100 Hz. For collecting data with an IMU, a motion is required and this is provided by a 'turntable' as shown in Fig. 7 . The turntable is a circular rotating platform with a diameter of 60 cm. Unfortunately, more work is required to enable the OAOA sensor to collect data in a dynamic environment. Therefore, for this paper, we use simulated data for the OAOA sensor observations.
Consider the hypothetical setup of Fig. 8 which consists of the turntable and four optical beacons at known coordi nates. For any particular position of the IMU on the rotating turntable, theoretical AOA values are calculated for each of the four optical beacons. These 'true' AOA values are then corrupted with noise. For this experiment, an additive white Gaussian noise (AWGN) is added with the theoretical values of the AOAs. These simulated OAOA measurements are generated at an update rate of 20 Hz. This 20 Hz OAOA position measurements are used to update the 100 Hz INS positioning solution, which means that, the OAOA update is provided in a gap of 5 epochs. In the stages where no OAOA update is provided, the prediction is done using the state estimation of the previous epoch. In this experiment positioning is done in a horizontal (2-D) plane. However, this same algorithm is able to provide positioning solution in a three dimensional space. from the theoretical AOAs corrupted with noise. As said in the previous paragraph, in this experiment only horizontal positioning is considered, which depends only on the az imuthal angles. From [3] it is clear that, azimuthal angle error are relatively constant irrespective of the the position of the photosensor, and the errors are typically less than 2°. Therefore, a white Gaussian noise with mean 0° and variance 2° is chosen arbitrarily to keep the most of the angle error less than 2°. Using this noise corrupted AOA measurement, we get a trajectory which is shown in Fig. 9 , where we find the maximum error is 7.34 cm, which is very close to the value shown in [3] . Table I compares the loosely coupled and tightly coupled integration algorithms in tenns of maximum and average horizontal positioning error.
In Table I , a significant improvement is observed for the integrated OAOAlINS system compared to the positioning so lution given by the OAOA-only positioning system. Although for this experiment little improvement is seen in the tightly coupled system perfonnance over that of the loosely coupled system in tenns of maximum error; a noticeable improvement in tenns of average error is seen.
IV. CONCLUSION
In this paper, loosely coupled and tightly coupled integration strategies are investigated for the integration of an OAOA based positioning solution with an inertial navigation solution to provide a smoother, more accurate, reliable and robust positioning solution for indoor environments. The tightly cou pled algorithm results in a slightly better solution in terms of accuracy compared to the loosely coupled algorithm. However, due to the nonlinear relationship between the observation vector and state vectors, the tightly coupled algorithm is com putationally more complex. For the results generated in this paper, simulated values for OAOA measurements were used. However, for further work, a real-time OAOA positioning solution will be incorporated with the real time IMU mea surements for accurate perfonnance analysis of the proposed indoor positioning system.
