Abstract The benefits of software reuse have been studied for many years. Several previous studies have observed that reused software has a lower defect density than newly built software. However, few studies have investigated empirically the reasons for this phenomenon. To date, we have only the common sense observation that as software is reused over time, the fixed defects will accumulate and will result in high-quality software. This paper reports on an industrial case study in a large Norwegian Oil and Gas company, involving a reused Java class framework and two applications that use that framework. We analyzed all trouble reports from the use of the framework and the applications according to the Orthogonal Defect Classification (ODC), followed by a qualitative Root Cause Analysis (RCA). The results reveal that the framework has a much lower defect density in total than one application and a slightly higher defect density than the other. In addition, the defect densities of the most severe defects of the reused framework are similar to those of the applications that are reusing it. The results of the ODC and RCA analyses reveal that systematic reuse (i.e. clearly defined and stable requirements, better design, hesitance to change, and solid testing) lead to lower defect densities of the functional-type defects in the reused framework than in applications that are reusing it. However, the different "nature" of the framework and the applications (e.g. interaction with other software, number and complexity of business logic, and functionality of the software) may confound the causal relationship between systematic reuse and the lower defect density of the reused software. Using the results of the study as a basis, we present an improved overall cause-effect model between systematic reuse and lower defect density that will facilitate further studies and implementations of software reuse.
Introduction
Software reuse is a management strategy, where development for reuse refers to the deliberate development of software components that can be reused, and development with reuse refers to the inclusion of these reusable components in new and future software (Sindre et al. 1995) . Since the 1970s, there has been a focus on how to develop software for/with reuse, technical/managerial/organizational aspects, measuring reuse in terms of quality and productivity, and reporting the success and failure of reuse practices. Several industrial empirical studies (Lim 1994; Mohagheghi et al. 2004 ; Thomas et al. 1997; Succi et al. 2001; Selby 2005; Frakes et al. 2001; Baldassarre et al. 2005; Zhang et al. 2005; Morad et al. 2005) have concluded that reuse reduces the defect density and therefore helps to improve the quality of the system. A number of explanations for the lower defect density of the reused software have been proposed. For example, (1) reused software has been used by several different clients who have had defects fixed and the accumulated defect fixes will result in software of higher quality (Lim 1994) ; (2) reused software will have better quality because few functions have been added to it (Thomas et al. 1997; Frakes et al. 2001; Selby 2005) ; and (3) reuse-oriented software will be tested thoroughly before it is selected for reuse (Baldassarre et al. 2005) . However, few systematic explanatory studies have been performed to examine the decisive factors of the overall cause-effect relationship between systematic or ad hoc reuse and the lower defect density of reused software.
The purpose of this study is to compare the defect profile of a piece of software that is being reused and the software that is reusing it, and to find explanations for the possible similarities and differences between their defect profiles. We analyzed all defects introduced by developers (later detected either by testers or users) from trouble reports for all releases of a reused class framework, called Java Enterprise Framework (JEF), in the IT-department of a large Norwegian Oil & Gas company, as well as from two applications that were reusing the framework "as-is," namely Digital Cargo Files (DCF) and Shipment and Allocation (S&A).
We first compared the overall defect density (number of defects/non-commented source lines of code) for the reusable framework and the applications. Then we conducted an Orthogonal Defect Classification (ODC) analysis to compare the defect densities and severities of different defect types for the framework and the applications. After that, we studied the possible impacts that those defects would have on the user. Finally, we performed a Root Causal Analysis (RCA) to interpret our findings.
Our study supersedes previous studies (see Table 1 ) because we not only compared the overall defect density of a reused framework and the applications that are reusing it, but also classified the defects using ODC and compared the defect densities and severities of each defect type. In addition, the follow-up RCA attempted to explain why the reused framework has lower or higher defect densities of certain defect types, compared with those of the applications reusing it.
The results show that software reuse is helpful for reducing the number of defects, not only because it has been reused many times, but also because of the systematic reuse policy applied in the company, such as:
• Well-defined requirements for the reusable framework • "Characteristic" of the framework, such as looser coupling with other software that may be less complex, and • Cautious to incorporate changes to the reusable framework The first two factors will help to prevent defects. The third factor will help to prevent further defects from being introduced. This study therefore increases our understanding of the overall cause-effect relationship between systematic reuse and the possible lower defect density of the reused software, and reveals several decision-making factors that pertain to that relationship.
The paper is structured as follows. Section 2 presents related work, Section 3 presents the motivation for the research and the research questions. Section 4 describes the research design. Section 5 presents the results. Section 6 discusses the results. Section 7 concludes.
Related Work
A systematic survey by Mohagheghi et al. (2007) summarized studies that have compared the defect densities of reused components with non-reused components, as shown in Table 1 . Results from these studies show that continued reuse with slight modification results in significantly lower defect/problem density and significantly less effort expended on development and/or correction. (Lim 1994) No definition of what a defect is. Defect density is given as defects/1,000 noncomment source statements (KNCSS)
Reuse can provide improved quality, increased productivity, shortened timeto-market, and enhanced economics Reusable vs. nonreusable components (Mohagheghi et al. 2004) Defect density (number of defects/lines of non-commented code)
Reused components had lower defect density than those that were not reused Reused components had a higher number of defects of the highest severity before delivery, but fewer defects post-delivery Reusable vs. nonreusable components (Frakes et al. 2001) Error density (number of errors per noncommented line of code) from the predelivery stage of the system
More reuse results in lower error density Reusable vs. newly developed components (Thomas et al. 1997) Error/defect densities (errors/defects per 1,000 source statements)
Reuse provides an improvement in error density (more than a 90% reduction) compared to new development However, no definition of error/defect Code reuse (Succi et al. 2001) Client complaint density (i.e. the ratio of client complaints to lines of code)
Reuse is correlated significantly and positively with client satisfaction Defect density after the system is delivered to the client Reused, modified and newly developed modules (Selby 2005) Module fault rate (number of faults in a module per non-commented source lines of code). Since an error correction may affect more than one module, each module affected by an error is counted as having a fault Software modules reused without revision had the fewest faults, fewest faults per non-commented source line of code, and lowest fault correction effort Software modules reused with major revisions had the highest fault correction effort and highest fault isolation effort Some studies have proposed explanations for the lower defect density of reused components. For example, Lim (1994) proposed the following: (1) as work products are used multiple times, the defect fixes for each reuse accumulate, and gradually result in higher quality; and (2) more importantly, reuse provides incentives to prevent and remove defects earlier in the life cycle because the cost of prevention and debugging can be amortized over a greater number of uses. Succi et al. (2001) proposed that implementing a systematic reuse policy, such as the adoption of a domain-specific library, improves client satisfaction. Selby (2005) , Frakes et al. (2001) , and Thomas et al. (1997) attributed the lower defect density of reused components to the smaller number, and lesser extent, of changes performed on them. In addition, Thomas et al. (1997) proposed the following: (1) if there is an expectation that components will be reused, it is more likely that they will be well-specified, particularly with respect to their reuse functionality; (2) the nature of the programming languages, i.e. FORTRAN and Ada in their cases, may affect the benefits of reuse; and (3) the experience with reuse in an organization and the approach taken towards reuse are likely to influence the nature of defects. A close examination of these studies illustrates that:
-Most studies compared only the number of defects between reused and non-reused components without going into further detail. The one exception is Thomas et al. (1997) , who divided the defects into defect types and compared the number of defects of each type. However, no studies have so far investigated differences in defect densities in reused components with respect to the type of defect. -Many factors may influence the success or failure of software reuse (Morisio et al. 2002 , Rothenberger et al. 2003 , such as management commitment, the process by which reuse is introduced, and human factors. It is therefore necessary to investigate which factors contribute positively to the lower defect density of reused software and which contribute negatively. In addition, it is important to understand which factors need to be excluded before analyzing the relationship between software reuse and lower defect densities of reused software. Some studies (Lim 1994; Succi et al. 2001; Selby 2005; Frakes et al. 2001; Thomas et al. 1997 ) have attempted to attribute the lower defect densities of reused vs. non-reused software to the practices of reuse. However, few of them have done convincing cause-effect analyses. Most of them simply proposed possible explanations without providing confirmation, as shown in Fig. 1 .
Research Motivation and Research Questions
Knowledge of the factors that govern the relationship between software reuse and lower defect density will help industrial practitioners to implement more cost-effective software reuse practices. The acquisition of such knowledge will require a greater number of detailed empirical studies of industrial practices. The primary motivation of this study was to compare the density and severity of the defects in the reused software with those of the software that reuses it. A secondary motivation was to try to explain the possible similarities and differences of the defect densities in reusable software and software that reuses it. Thus, the research questions we addressed are:
RQ1: What is the overall defect density of reusable software vs. that of software that reuses it?
Studies shown in Table 1 indicate that reused software has a lower defect density than that of non-reusable software. RQ1 is designed to study whether the same trend will be discovered in our study. Reference: Thomas 1997 Reference: Thomas 1997 Most studies shown in Table 1 , except Thomas et al. (1997) , did not investigate whether the defect densities of specific types of defect in reusable software are lower than those of non-reused software. The purpose of RQ2 is to investigate the issue raised by RQ1 more deeply, by classifying the defects into different types and comparing the defect density for each of them.
RQ3: What are the relative severities and most severe defects in reusable software vs.
those in software that reuses it? Lim (1994) found that the defects in reused software were more serious in pre-delivery than those in non-reused software. RQ3 investigates the relative severity of defects in reusable vs. non-reusable software. In addition, we will examine what types of defect are most severe for the reusable software vs. those of the software that reuses it.
RQ4: What impacts on the client do defects in reusable software have vs. those in software that reuses it?
The impact of a defect on the client refers to what the user notices or would notice, if the defect persists or would persist after the deployment of the application at the user's site.
Research Design
We investigated three software systems from StatoilHydro ASA, which is a large Norwegian oil and gas company. In this section, we first introduce the company, the three systems, and trouble reports for these systems. We then illustrate how the trouble reports were analyzed and how the follow-up Root Causal Analyses were performed.
Data Collection

The Company
StatoilHydro ASA has a total of about 31,000 employees, with its headquarters in Norway and branches in 40 countries. The IT department of the company is responsible for developing and delivering domain-specific software, to give key business areas better flexibility and efficiency in their regular operations. It is also responsible for the operation and support of mass IT systems. This department consists of approximately 100 developers, located mainly in Norway. In addition, StatoilHydro ASA subcontracts a great deal of software development and operations to consulting (software) companies.
The Investigated Systems
We investigated three systems. One is a reusable framework called JEF. The remaining two, which reuse JEF, are applications called DCF and S&A.
The company initiated their reuse strategy in 2003 with pre-studies. At that time, a reusable software framework was under development. This framework is based on J2EE (Java 2 Enterprise Edition), and is a Java technical framework for developing Enterprise Applications. Thus, the framework is called the "JEF framework" and consists of seven separate components. The latest release of JEF components contained a total of 20,348 Non-commented Source Lines of Code (NSLOC), and can either be applied separately or together when developing applications. Table 2 shows the size and release date of the three JEF releases (excluding third-party components). JEF is designed on the basis of a technical architecture for all J2EE systems in the company. This architecture has four logical layers, as follows (from top to bottom):
1. Presentation: responsible for displaying information to the end-user and to interpret end-user input 2. Process: provides support for the intended tasks of the software, and configures the domain objects 3. Domain: responsible for representing the concepts of the business, and information about the business and business rules. This layer is the heart of the system 4. Infrastructure: provides generic technical services, such as transactions, messaging, and persistence DCF is used mainly for document storage. It imposes a certain structure on the documents stored in the application. It assumes that the core part of the documents is based on cargo (load) and deal (contract agreement) data, as well as auxiliary documents pertaining to this information. DCF is meant to replace the current handling of cargo files, which are physical folders that contain printouts of documents that pertain to a particular cargo or deal. A "cargo file" is a container for working documents that are related to a deal or cargo that are used by all parties in the oil sales, trading, and supply strategy plan of the company. There are three releases of the DCF application. Table 3 gives an overview of the size and release date of the three releases (excluding the code of JEF and other third-party components).
S&A is an application that employs common business principles to enable efficiency and control in business processes that pertain to lift and cargo planning. Lift planning is based on a lifting program that generates an overview of the cargoes that are scheduled to be lifted. The lifting program operates on a long-term basis (e.g. 1-12 months), and generates tentative cargoes based mainly on closing stock and predicted levels of production. The lifting program is distributed to the partners (other oil and gas companies, such as Shell and Gaz de France), so that they can plan the lifting of their stock. The planning of shipment and cargo covers activities to accomplish such lifting. Input to the process is the lifting program. Users use the lifting program to enter detailed information about a cargo, based on documented instructions from partners, and perform short-term planning based on the pier capacity and storage capacity. After loading, sailing telex and cargo documents are issued. Then the cargo is closed and verified. The S&A application allows the operators to carry out "what-if" analysis on shipments that are to be loaded at terminals and offshore. The current trading system ("SPORT") is not able to handle complex agreements (i.e. the mixing of oil of different qualities within the same shipment), or automating the transfer and entry of related data (which is currently often done manually). The main goal of the S&A application is to replace some of the current processes/systems, as well as to offer some new functionality. The S&A application has also three releases. Table 4 gives an overview of the size and release date of these releases (excluding the code of JEF and other third-party components).
From Tables 2, 3 , and 4 we can see that the framework and the applications are growing. JEF consist of seven components. These are being used in PDM (Physical Deal Maintenance) and reused in DCF and S&A. However, DCF and S&A are not being used in any other applications. JEF is a framework that is reused in DCF and S&A and in other projects "as-is." This is how we can say that JEF is reusable, and DCF and S&A are nonreusable. JEF, DCF, and S&A will grow in size because when the clients use the applications they will make some changes to it, which will also require changes to the framework. For instance, adding new functionality to the reusable and non-reusable software will result in growth for JEF, DCF, and S&A. Another explanation of the growth of the framework and the applications is that when a defect is found in Release 1 the fixes will be included in Release 2, etc. Thus, the framework and the application will grow.
JEF Release 1 was finished around June 2005, and PDM in the summer 2005 was the first application to use the JEF framework (Release 1). In this period, some weaknesses in the framework were discovered. These changes were then incorporated into JEF, ending early September 2005. Then, Release 2 of the JEF framework was delivered. The DCF application reused Release 2 of the JEF framework during late summer and autumn 2005. After DCF reused the JEF framework, some more minor changes were made to the framework, which were finished by early November 2005. Then, Release 3 of the JEF framework was deployed. The second application, S&A, reused Release 3 of the JEF framework, and was developed during early 2006. The relation between the JEF and applications using/reusing it are shown in Fig. 2 . The company uses the same test team and has the same test coverage for both the reusable and non-reusable software. For instance, for unit testing, 85% of the code lines were executed by unit tests to ensure that the code worked as expected. However, detailed investigation of software testing lies beyond the scope of this paper and will be the topic of future work (see Section 7). We have not included defects in the PDM application other than those in JEF in our study, because PDM was the first application to use JEF, not reuse it (like DCF and S&A).
The Investigated Trouble Reports
When a defect is detected during integration/system testing and all field use, a trouble report is written and stored in the Rational ClearQuest tool. Therefore, the trouble reports include all defects introduced by developers and detected in pre-delivery or post-delivery releases of the systems. All registered trouble reports can be exported as Microsoft Excel files. Each trouble report contains the following items: • Priority (which indicates how urgent fixing a problem is) assigned by developers or testers:
-Critical-means that the system does not fulfill critical business functionality or will disrupt other systems -High-loss of a part of the required functionality or quality -Medium-part of the required functionality or quality is lost, but that there are ways to work around the problem -Low-defect has no important effect on the functionality or quality)
• Severity (which indicates how serious the problem is) as assessed by developers:
-Critical, High, Medium or Low
-Error -Error in other system -Duplicate -Rejected -Postponed, and so on
• Estimated effort to fix • Remaining time to fix • Subsystem location (e.g. one specific component of a system) • System location (e.g. JEF, DCF, or S&A)
• Updated action and timestamp record for each new state that the defect enters in the workflow
Data Analysis
The data was analyzed in two stages. In the first stage, we analyzed the trouble reports of JEF, DCF, and S&A to answer the research questions RQ1 to RQ4 as follows:
-For RQ1, we divided the NSLOC of each system by the number of defects to calculate the defect density. The NSLOC was counted using the Eclipse tool, because that is the development tool used in the company. -For RQ2, we first classified the defects of each system using defect types from a slightly modified Orthogonal Defect Classification (ODC) scheme from IBM (Chillarege et al. 1992 ). The attribute "defect type" captures the correction to resolve the defect. For example, defects of type "function" are those that require a formal design change. Detailed explanations of ODC and the definitions of defect types used in this study may be found in Appendix A. After the defects were classified, we divided the number of defects of each defect type by the total NSLOC of the corresponding system to get the corresponding defect density of each defect type. -For RQ3, we first counted the number of defects of different severities in each system.
We then divided the number of defects of different severities by the NSLOC. However, 25% of the severity data for DCF and JEF in ClearQuest was missing or incomplete for some of the defects. By contrast, the priority data for the defects were complete. We did a Spearman correlation test with SPSS 14.0 and found that the priority data correlates well with the severity data. For both DCF and JEF, the severities and priorities (i.e. for the 75% of defects for which complete priority and severity data was available) are significantly correlated (with p value is less than 0.001) with a correlation coefficient more than 0.80. For S&A, the correlation coefficient between priority and severity is 0.90 (with p value is less than 0.001). Therefore, we decided to use the priority data for the severity analysis in JEF, DCF, and S&A. -For RQ4, we first classified the impact of each defect using the impact attribute of ODC (Chillarege et al. 1992) . The definitions of different "impact" attributes used in this study are shown in Appendix B. Then, we divided the number of different impacts of defects by the NSLOC.
In the second stage of the data analysis, we performed a fish-bone Root Causal Analysis (Card 1998) by interviewing a senior developer who was familiar with development of both the JEF framework and the applications. We first showed him the results of our data analysis (to avoid a possible threat to validities of our results, we did not inform him of our research questions). We then asked him to interpret the causes of defects with respect to tools and environment, input and requirements, method, and people (Card 1998) .
Results of the Research Questions and Interpretations of the Results
Collected Trouble Reports
Over all releases, there were 232 trouble reports for JEF, 592 for DCF, and 723 for S&A. Given that the defect type captures the attempt that was made to resolve the defect, we can only use those defects where the handling of the defect was complete and closed. Therefore, we included only complete and closed defects. Table 5 gives an overview of the defects that were excluded. After excluding all the defects that were not complete and closed, 223 trouble reports remained for JEF, 438 for DCF, and 649 for S&A. We then classified these defects manually. The first and the second author of the paper classified all the defects separately and then compared the results jointly. During the classification and comparison, we noticed that some of the defects were classified as "not fault." We excluded these from our analysis: one from JEF, 13 from DCF, and two from S&A. So, in our data analysis, we used 222 defects for the three JEF releases, 425 defects for DCF, and 647 defects for S&A.
Answers to Research Questions
The defect density of the JEF framework was 222/20 Kilo NSLOC=11.1 per Kilo NSLOC. The defect density of DCF was 425/25 Kilo NSLOC=17 per Kilo NSLOC. The defect density of S&A was 647/64 Kilo NSLOC=10.1 per Kilo NSLOC. The results show that the JEF has a lower defect density than the DCF, but a slightly higher defect density than S&A. By comparing the defects per Kilo NSLOC of the different defect types, as shown in Fig. 3 , we found that the DCF application has a much higher defect density than the JEF with respect to four types of defect: relationship, function, data, and checking. The root cause analysis yielded by discussion with the senior developer showed that:
1. The DCF has a higher relationship-type defect density than the JEF because it is tightly coupled with several other applications in the company. By contrast, the coupling between the JEF and the other applications is looser. 2. There are three reasons why DCF has a higher function-type defect density than the JEF:
a. The goals and requirements for the JEF were clearer and more stable than for the DCF. Although the DCF was based on the waterfall process, major changes to the requirements and new decisions were incorporated in late phases of the project. The development of the DCF suffered from more time pressure than the JEF. b. In the DCF, the design specification was incomplete and missing. The developers did not have a detailed design at the beginning, and a lot of changes were made regarding functionality and design during the implementation period. The JEF had good documentation and therefore did not suffer from these problems. c. The JEF did not experience major changes in the project phase. By contrast, work on the DCF was stopped for a while during the implementation phase to discuss and incorporate major changes. 3. The DCF has a higher checking-type defect density because it is primarily a business application, and has more rules and business logic. The same also is true for the datatype defect density.
By comparing the defects per Kilo NSLOC of the different types of defect, as shown in Fig. 4 , we found that the S&A application has a much higher defect density than the JEF 1. The S&A has a higher function-type defect density than the JEF because S&A consists of many user interfaces, and the users were rarely involved during the design and implementation of these interfaces. In addition, few developers with sufficient knowledge of the usability of the application were involved in the project. When the users had the chance to see the application, it became apparent that a lot of changes regarding functionality and design of the user interface needed to be made to satisfy the users' requirements. 2. The S&A has a higher algorithm-type defect density because of its complex business logic. One of the major parts of the S&A application is to do lift and cargo planning. This function is designed and implemented on the basis of a total analysis of the cargoes that are scheduled to be lifted (e.g. calculating which partners will lift the cargo and when), as well as the activities to accomplish the required lifting. Such lift and cargo planning requires a great deal of calculation. Hence, S&A, compared to the JEF, has implemented heavier algorithms to perform these calculations efficiently and properly. 3. The S&A has a higher checking-type defect density because it is primarily a business application (just as the DCF is), and therefore has more rules and business logic. The same goes for the data-type defect density.
Results shown in Figs. 3 and 4 illustrate that the JEF has a higher density of interfacetype defects than both the DCF and S&A. The root cause analysis reveals that the JEF has been used/reused by three applications, with the result that the component interfaces of JEF gradually needed to be corrected or improved to make the reuse easier and more efficient. In addition, the results presented in Figs. 3 and 4 show that the JEF has a higher defect density of GUI-type defects, simply because JEF has many more GUIs than the DCF and S&A and so there are more requests to alter the layout of some of the JEF GUIs, especially concerning data displays, buttons, and checklists. The defect densities of defects with different severities are shown in Fig. 5 . The results reveal that the JEF framework and the applications have almost similar defect densities for defects of Critical and High severity. To investigate whether these systems have similar profiles for the most severe defects, we analyzed the defect-type distributions of defects with different severities. The results for the JEF, DCF, and S&A are shown in Figs. 6, 7 and 8, respectively. Figure 6 shows that for the JEF framework, the types of defect that are of Critical and High severity are interface and assignment. The developers explained that the JEF is designed as a framework and its interface-type defects will affect many applications. Thus, the interface-type defects are usually given a high priority. The assignment-type defects usually have serious consequences, which may result in the JEF not being able to run properly. Figure 7 shows that for the DCF application, the types of defect that are of Critical and High severity are relationship and function. The DCF application has a close coupling with several other applications in the company. Therefore, these two types of defect are given high priority, because they indicate that the whole system will not perform as expected. Figure 8 shows that for the S&A application, the types of defect that are of Critical and High severity are algorithm and function. The S&A application has several algorithm-type defects due to all the calculations for lift and cargo planning. Thus, algorithm-type defects were regarded as severe. The function-type defect can be explained by missing functionality in the GUIs for the application. These two types of defect are given high priority because they indicate that the whole system will not perform as expected. The impact of defects in the JEF framework and the two applications are shown in Fig. 9 . The results illustrate that impacts on capability and usability are the most common in all three systems. However, defects in the JEF have much less impact on capability than the two applications that reuse it. The developer explained that the DCF application had missing/incomplete functionality and unclear requirements from the beginning, which will mainly affect the capability. The users were not much involved in the implementation of the S&A application. When the users had the chance to see the application, many changes had to be made to satisfy the users' revised requirements. By contrast, the requirements for the JEF were much better defined at the beginning than for the DCF and S&A, which helped to diminish the defects' impact on the capability of the system. Given that the JEF, DCF and S&A all have a large amount of GUIs, it is not surprising that many defects will affect the usability of the system. Table 6 presents a summary of our results, along with the corresponding research questions.
Discussion
Comparison with Related Work
Our results support some of the observations of the studies shown in Table 1 and Fig. 1 , and contradict others. We have summarized the comparison of our results with previous studies in Table 7 . Although we cannot deny the observations that reused software is reused many times and that the defect fixes for each reuse accumulate (Lim 1994; Baldassarre et al. 2005) , our data show that reused software may not have a lower defect density than nonreused software. Furthermore, software reuse will probably not reduce the density of the most severe defects either. The aspects of systematic software reuse that have helped to reduce the Fig. 9 Impacts of defects for JEF, DCF, and S&A defect density of reused software are: well-designed functionality, solid design and testing, as well as cautions to changes. It is possible that the differences in content/focus (domain, functionality, and complexity) between reused software and non-reused software may confound the cause-effect relationship between reuse and lower defect density of the reused software.
Using the results of this study as a basis, we revised the explanatory model of the overall causeeffect relationship between software reuse and the lower defect density of reused software that was presented in Fig. 1 into the model shown in Fig. 10 .
Recommendations to the IT Industry on Software Reuse
By investigating the defect density of different defect types via ODC, the results for RQ2 show that the JEF and the two applications that are reusing it have different defect densities for different types of defect. The root cause analysis reveals that the lower defect density of the JEF is due partially to the systematic implementation of the reuse policy, such as clearly defined functionality, better design and testing (Succi et al. 2001) , and better management of changes (Selby 2005) . The higher defect densities of function-type defects in the DCF and S&A are due partially to higher time-to-market pressure, more unstable requirements, and less quality control. Thus, it is important for industrial practitioners to define and implement a systematic reuse policy to improve the defect density of reusable software. The results for RQ3 show that the most severe defects for the JEF are assignment-type and interface-type. This is because several other applications, e.g. DCF and S&A, need to use the functions of the reusable framework through its interface. Therefore, interface-type defects in the JEF may cause several of the applications that reuse the JEF framework to fail. This indicates that more solid quality control or testing should be performed on reusable software to reduce the possible interface defects.
Finally, some of the fields in the recorded defect data (e.g. defect severity) are incomplete. This indicates that the trouble reports have not been analyzed properly by the persons responsible and that little feedback has been given on the collected trouble reports. If feedback were provided, the precision of data collection could be improved in the short run and promising changes to the process could be suggested in the long run. Reuse functionality is more likely to be well defined Thomas et al. 1997 Results for RQ2 show that JEF has much lower defect density of functional-type defects than DCF and S&A Results for RQ4 show that defects of JEF have much lower impacts on capability than those of DCF and S&A Well-defined functionality of the reused software helped to reduce the defect density of the function defects
In favour
The nature of the programming language helped to reduce the defect density Thomas et al. 1997 Results for RQ2 show that DCF and S&A have much higher defect densities of algorithm-type, data-type, and checking-type defects than JEF
The domain and complexity differences between reused software and nonreused software will confound the differences in defect density
Systematic reuse
Reused software are reused many times, the defect fixes for each reuse accumulate
Reuse provides incentives to prevent and remove defect earlier in the life cycle
Less changes performed on them
Reuse functionality is more likely to be well defined 
Threats to Validity
We now discuss possible threats to validity in our case study, using the definitions provided by (Wohlin et al. 2000) :
Construct Validity Root Cause Analysis (RCA) is often performed on each defect (Leszak et al. 2000) . One possible threat to construct validity is that we performed our RCA on a summary of all defects. Given that we did not perform a detailed analysis of each defect, we may have missed important causes of the defects. However, in StatoilHydro ASA several of the developers who were involved in the project are external consultants and when their work on the project was completed, they left. This made it difficult for us to trace defects back to each developer. Therefore, we did not have the resources to perform a root cause analysis of each defect. However, we selected 5% of defects at random for the JEF, DCF, and S&A, and performed a root cause analysis on each of these defects. The results support our conclusion for all research questions. In addition, we verified the reasons for differences in function-type defects (see Section 6) between the JEF, DCF, and S&A by interviewing another senior developer. His insights are in line with the first senior developer with whom we discussed these reasons.
Internal Validity All of the trouble reports for the JEF, DCF, and S&A were classified manually by us. The first and the second author of the paper classified all the defects separately and then cross-validated the results. A threat to the internal validity is how the defects are reported at StatoilHydro ASA. Ambiguity could exist as to whether developers classify an incident as a trouble report or not. Due to the interaction between the JEF, DCF, and S&A, defects might have been attributed to the applications (DCF or S&A) that rightly should have been assigned to the framework (JEF); hence, the way in which defects are reported remains a threat. Another threat to the internal validity is the incomplete and missing data on the severity of the defects reported for the JEF and DCF. We decided to use the priority data for the severity analysis in the JEF and DCF, which may constitute a threat to internal validity. However, we performed a Spearman correlation test and found that the severity data and priority data are correlated significantly.
The ideal thing would be to look at defects on the component level rather than the system level. However, the software systems investigated are large and complex, so one defect may affect several components. This complexity makes it difficult to classify which specific component a defect belongs to. Hence, we evaluated the whole system. If we had compared defects at the component level, there may have been more errors of misclassification, which would have constituted a more serious threat to internal validity.
External Validity The entire data set was taken from one company. The object of study was a class framework, and only two applications. Generalization to similar contexts in other organizations should be discussed case by case.
Conclusion Validity
We performed our analysis on the basis of an initial collection of data. A possible threat to validity is that the differences among types of defect with respect to density were caused by the developers having different experience and degrees of skill. However, we do not consider this possibility to be relevant for our investigation, because the JEF framework and both the DCF and S&A applications were developed within the same development unit. Around one third of the developers worked on all three of the projects. The remaining developers and testers involved in the projects have comparable skills (a Bachelor's or Master's degree in computer science) with respect to education and programming experience.
Conclusion and Future Work
Several empirical studies have compared the defect density of reused software and the software that reused them, and have observed that the reused software has lower defect densities. However, few solid studies have tried to examine the reasons for this phenomenon. We studied the defect profiles of three large industrial software systems in one company. One software system is reused by the two others as a framework. We examined all defects of these software systems (232 for the reused framework, and 592 and 793 for the other two) over all their releases. We classified the defects using ODC; compared the densities, severities, and impacts of different types of defect; and performed a follow-up qualitative RCA to find explanations for all our observations. Results of our study show that:
-The reused software has a lower defect density in total than one application that are reusing it, and has a slightly higher defect density than the other. The systematic reuse policy of the investigated company, e.g. to define and design the reused software well, keep the reused software stable, and test the reused software thoroughly, has helped to reduce the defect densities of the reused software. The relatively simple functionality and business logic of the reused software have also helped to reduce the defect density of the reused software. However, the reused software has a large amount of GUIs that are not well implemented. These GUI-type defects partly lead to a higher defect density in total of the reused software than one of the applications that are reusing it, namely S&A. -With respect to the most severe defects, the reused software has similar defect densities to the two applications that are reusing it. However, the defect types with the highest critical defect densities of the reused software are different from those of the applications that are reusing it.
Our results deepen our understanding of the overall cause-effect relationship between software reuse and the lower defect density of the reused software. The results should induce industrial practitioners to implement more systematic reuse policies to improve the defect density of the reusable software. For researchers, the results indicate that a set of diverse decision factors have to be considered when discussing the relationship between software reuse and lower defect density.
High defect density in a pre-delivery release may be a good indicator of extensive testing, rather than of poor quality (Fenton et al. 2000) . Hence, defect density cannot be used as a standard measure of quality, but defects that remain after testing will affect reliability.
Due to the internal use of the reusable and non-reusable software, our main focus was on the defects introduced by the developers (later detected either by testers or users). So, our main contribution concerns the profiles of the defects and the reasons, and not the overall quality (e.g. reliability, performance, time-to-market etc.) of the reusable and non-reusable software. A further study will be done to measure these aforementioned and other quality attributes over time for the reusable framework and applications that reuse it.
One interesting question raised by our study is how to use different Quality Assurance (QA) methodologies to improve the lower defect density of the reused software and software that reuses it. Given that reused software has different profiles of the most popular and severe defects from the software that reuses it, reused software may need to be tested in ways different from those that are used to test the applications that reuse it. A further study will investigate how to adapt the QA process of the investigated company according to the characteristics and defect profiles of the reusable software and software that reuses it. (1) Value greater than 100 is not valid, but the check to make sure that the value was less than 100 was missing (2) The conditional loop should have stopped on the ninth iteration, but it kept looping while the counter was ≤10
Algorithm/ Method
Efficiency or correctness problems that affect the task and can be fixed by (re) implementing an algorithm or local data structure without the need to request a design change. Problem in the procedure, template, or overloaded function that describes a service offered by an object
(1) The low-level design called for the use of an algorithm that improves throughput over the link by delaying transmission of some messages, but the implementation transmitted all messages as soon as they arrived. The algorithm that delayed transmission was missing (2) The algorithm for searching a chain of control blocks was corrected to use a linear-linked list instead of a circular-linked list (3) The number and/or types of parameters of a method or an operation are specified incorrectly (4) A method or an operation is not made public in the specification of a class Function/ Class/Object
The error should require a formal design change, because it affects significant capability, end-user interfaces, product interfaces, interface with hardware architecture, or global data structure (s); The error occurred when implementing the state and capabilities of a real or an abstract entity
(1) A database did not include a field for street address, although the requirements specified it (2) A database included a field for the post code, but it was too small to contain international post codes as specified in the requirements (3) A C++ or SmallTalk class was omitted during system design
Timing/ Serialization
Necessary serialization of shared resource was missing, the wrong resource was serialized, or the wrong serialization technique was employed
(1) Serialization is missing when making updates to a shared control block (2) A hierarchical locking scheme is in use, but the defective code failed to acquire the locks in the prescribed sequence
Appendix B: Definitions of Impacts
In this study, we used the definition of impacts of the classical ODC (Emam and Wieczorek 1998) , as shown in Table 9 . (1) A database implements both insertion and deletion functions, but the deletion interface could not be called (2) The interfaces specifies a pointer to a number, but the implementation is expecting a pointer to a character (3) The OO-message incorrectly specifies the name of a service (4) The number and/or types of parameters of the OO-message do not conform to the signature of the requested service
Relationship Problems related to associations among procedures, data structures, and objects. Such associations may be conditional
(1) The structure of code/data in one place assumes a certain structure of code/data in another. Without appropriate consideration of their relationship, the program will not execute or it executes incorrectly (2) The inheritance relationship between two classes is missing or incorrectly specified (3) The limit on the number of objects that may be instantiated from a given class is incorrect and causes the performance of the system to degrade GUI Problem related to the layout of the GUI (1) During automated installation, received an error message saying installation failed because a file was missing
Integrity/ Security
The protection of systems, programs, and data from inadvertent or malicious destruction, alteration, or disclosure
(1) Logged in as Read Only, Profiles enabled. Was able to save changes from the System Component Assignment Panel.
Was also able to delete a component (1) Module ISGGRP00 should not hold the GRS local lock for so long that it causes the rest of the complex to hang. After processing a certain number of requests it should release and then re-obtain the lock in order to give other units of work a chance to execute Maintenance The ease of applying preventive or corrective fixes to the software. An example would be that the fixes can not be applied due to a bad medium. Another example might be that the application of maintenance requires a great deal of manual effort, or is calling many pre-or co-requisite maintenance
(1) Fixes can not be applied due to a bad medium (2) Maintenance requires a great deal of manual effort Serviceability The ability to diagnose failures easily and quickly, with minimal impact on the client
(1) The diagnostics software numbers error messages, rather than indicating where the problem actually occurred
Migration
The ease of upgrading to a current release, particularly in terms of the impact on existing client data and operations. This would include planning for migration, where a lack of adequate documentation makes this task difficult. It would also apply in those situations where a new release of an existing product introduces changes that affect the external interfaces between the product and the client's applications
(1) Co-requisite information with regard to other products is not made available to clients (2) When migrating to a new level, the client's applications fail because the external interface has been changed to no longer accept blanks. This ?lack of? backward compatibility forces the client to rewrite 36 applications Documentation The degree to which the publication aids provided for understanding the structure and intended uses of the software are correct and complete.
(1) MSGISG015I RCAAE78 is not documented in the system messages manual Usability The degree to which the software and publication aids enable the product to be understood easily and used conveniently by its end user
(1) In some situations, the date field is not filled in (2) When running several jobs in a system test, the system was flooded with messages. They scrolled by so quickly that they could not be read (3) In order to perform a specific migration task, the client must enter many commands, some with parameters that contain information that it is difficult to find and understand (1) Command menu occurs on the bottom of the screen, instead of at top (which is the industry standard) (2) Protocol specifications for participating in an exchange across heterogeneous systems are not being followed
Reliability
The ability of the software to perform its intended function consistently without unplanned interruption. Severe interruptions, such as ABEND and WAIT would always be considered reliability
(1) While invoking modem software, the system crashed and had to be rebooted Capability The ability of the software to perform its intended functions, and satisfy KNOWN requirements, where the client is not affected in any of the previous categories
(1) On an unconditional Latch Obtain request for an SRB, the code in ISGLRTR does not check the return code from SUSPEND SPTOKEN. If there is a user or system error, this could result in the requester thinking that the latch had been obtained when in fact, it has not (2) When SAVE was clicked on, nothing happened
