Our capability of recognizing facial expressions of emotion under different viewing conditions implies the existence of an invariant expression representation. As natural visual signals are often distorted and our perceptual strategy changes with external noise level, it is essential to understand how expression perception is susceptible to face distortion and whether the same facial cues are used to process high-and low-quality face images. We systematically manipulated face image resolution (experiment 1) and blur (experiment 2), and measured participants' expression categorization accuracy, perceived expression intensity and associated gaze patterns. Our analysis revealed a reasonable tolerance to face distortion in expression perception. Reducing image resolution up to 48 × 64 pixels or increasing image blur up to 15 cycles/image had little impact on expression assessment and associated gaze behaviour. Further distortion led to decreased expression categorization accuracy and intensity rating, increased reaction time and fixation duration, and stronger central fixation bias which was not driven by distortion-induced changes in local image saliency. Interestingly, the observed distortion effects were expression-dependent with less deterioration impact on happy and surprise expressions, suggesting this distortion-invariant facial expression perception might be achieved through the categorical model involving a nonlinear configural combination of local facial features.
Introduction
The ability of perceiving and interpreting other people's facial expressions of emotion plays a crucial role in our social interactions, and we are reasonably good at recognizing common facial expressions that represent our typical emotional states and are associated with distinctive pattern of facial muscle movements, such as happy, sad, fear, anger, disgust and surprise (Ekman & Friesen, 1976; Ekman & Rosenberg, 2005) , even when these expressive faces appear under very different viewing conditions. For instance, varying face image size to mimic viewing distance in typical social interactions (ranging from arm's length to 5 m; Guo, 2013) or changing face image viewpoint from full frontal view to mid-profile or profile view (Guo & Shaw, 2015; Matsumoto & Hwang, 2011) has little impact on our categorization accuracy of common facial expressions, suggesting the existence of an invariant facial expression representation in our visual system (within given limits) that would be useful for efficient face perception and advantageous to our social interactions.
In addition to view distance and viewpoint, the quality of face image is another common variable we often experience in face perception. Broadly, our visual inputs are not always clean and free of distortions. For instance, we often need to select, extract and process visual information from a noisy environment (e.g., due to rain, snow, fog). Ageing will also decrease optical quality and certain treatments such as refractive surgery will induce significant optical aberrations. Furthermore, the digitized images and videos we view daily (via TV, computer screen, mobile phone, etc.) are subject to a variety of distortions during acquisition, compression, storage, transmission and reproduction (Sheikh, Bovik, & de Veciana, 2005) . Any of these causes can result in a degradation of visual quality, typically represented as blurred (e.g., out-of-focus, foggy or raining weather) and low-resolution visual inputs (e.g., images taken by CCTV and mobile phone, or due to compression, denoising and data transmission errors). This raises the question as whether and how we adjust our perceptual processing strategy to compensate degraded visual inputs and maintain a relatively invariant facial expression categorization.
Considering that human visual system has evolved and/or learned over time to process visual signals embedded in natural distortions, it is reasonable to assume that we should have developed certain tolerance to degradation in image quality (Röhrbein, Goddard, Schneider, James, & Guo, 2015 
