An acceptor for a language L is an algorithm that accepts every input in L and does not stop on every input not in L. An acceptor Opt for a language L is called optimal if for every acceptor A for this language there exists polynomial p A such that for every x ∈ L, the running time time Opt (x) of Opt on x is bounded by p A (time A (x) + |x|) for every x ∈ L. (Note that the comparison of the running time is done pointwise, i.e., for every word of the language.)
Introduction
Optimal algorithms. While most complexity theorists believe in the P = NP conjecture, the existence of the fastest algorithm for any problem in NP \ P is an intruguing open question. Here by "the fastest" we mean the minimum possible running time for every possible input. Formally, an optimal algorithm runs in time bounded by a polynomial of the time of any other algorithm (the polynomial is specific for the "simulated" algorithm). Many years ago Levin presented an optimal algorithm [Lev73] for NP search problems, but it does not translate to decision problems, which can be possibly solved more efficiently for some inputs.
Solving a decision problem L can be "split" into two complementary tasks: to give the answer "yes" on the positive instances (x ∈ L) and diverge (do not stop) on the negative ones (x / ∈ L), and to give the answer "no" on the negative instances and diverge on the positive ones. The running time matters on those instances where the algorithm stops. A semi-decision procedure that performs the first task as fast as any other such procedure is called an optimal acceptor for L. Optimal acceptors were introduced in [KP89] and studied in connection to p-optimal proof systems (see, e.g., a survey [Hir10] ). It was proved that for the language of Boolean tautologies, an optimal acceptor exists if and only if a p-optimal proof system exists; Messner generalized this result to paddable languages [Mes99] . While it is easy to see that Messner's proof goes for randomized acceptors as well, it does not apply to computations with advice (where optimal proof systems exist [CK07] , but no optimal acceptors are known), heuristic computations (where optimal acceptors do exist [HINS11] , but no optimal proof systems are known), or the restricted notion of optimality used in this paper. Recently, it was shown that the existence of optimal acceptors is equivalent for all co -NP-complete languages [CFM11] .
Schnorr [Sch76] defines the notion of worst-case optimal acceptor. An acceptor B is worst-case optimal for a language L if for every acceptor A for this language there exists a polynomial p A such that time B (x) ≤ p A (max |y|≤|x| time A (y) + |x|) for every x ∈ L. Using Levin's optimal algorithm for NP-search problems Schnorr shows that every downward selfreducible language L in NP (e.g. SAT) has a worst-case optimal acceptor.
To the date, no optimal acceptors are known for languages in (co -NP ∪ NP) \ P. The same applies to randomized acceptors in (co -NP ∪ NP) \ BPP, i.e., the procedures that can have either one-or two-sided bounded probability of error. The only optimal acceptors for co -NP-languages are heuristic randomized acceptors, i.e., acceptors with unbounded probability of error for a small fraction of the inputs [HIMS11] .
The only example of an (artificial) language beyond P having an optimal acceptor is a Time(t(n))-immune set in Time(t(n)n 3 log t(n)) that simply does not have acceptors that have better-than-t(n) running time for any infinite subset [Mes00] . Chen, Flum and Müller [CFM11] generalize this result from optimal acceptors to optimal algorithms. Graph (non)isomorphism and optimality up to permutations of vertices. The problem of graph isomorphism is a natural thoroughly studied problem in NP. While there is a fast algorithm for it working for almost all instances according to the "uniform" distribution [BK79] , the problem is not known to be in BPP and it is still possible that there are probability distributions that make it hard on the average.
We study acceptors for graph nonisomorphism, i.e., algorithms that give (presumably fast) answer for nonisomorphic graphs and do not stop on isomorphic ones (the latter can be, of course, compensated by running a brute-force search algorithm in parallel). Most algorithms for graph (non)isomorphism are invariant-based: that is, they compute functions (invariants) that have the same value for isomorphic graphs and different values for nonisomorphic ones. For nonisomorphic input graphs G 1 and G 2 , it usually matters what are their classes under permutations of their vertices and not which members of the classes are chosen (i.e., changing the order of vertices in G 1 hardly helps such an algorithm). This gives a motivation to the following relaxed notion of the optimality. For the pair of graphs (G 1 , G 2 ), call its cluster the set of pairs (π 1 (G 1 ), π 2 (G 2 )) for all possible pairs of permutations (π 1 , π 2 ) of their vertices. An acceptor A is called optimal up to permutations if for every algorithm B and every instance (G 1 , G 2 ), the algorithm A runs in time polynomial in the size of the input and the maximum possible running time of the algorithm B on the cluster of (G 1 , G 2 ).
We construct a randomized acceptor that is optimal up to permutations. Namely, we construct an algorithm that is always correct on nonisomorphic graphs, has a bounded probability of error on isomorphic graphs, and has the best possible median running time on every cluster. Moreover, our acceptor remains optimal if we strengthen the maximum running time on the cluster to the median running time on the cluster or even replace it by the order statistics min{t | Pr[running time ≤ t] ≥ p} for a constant p. This permits to reformulate the result in terms of the average-case complexity.
Average-case optimality. The basic notions of the average-case complexity were formulated by Levin [Lev73] . For a probability distribution D on the inputs, an algorithm is called average-case polynomial-time if there exists k such that the expectation of the k-th root of the running time is at most linear.
We introduce the notion of an average-case optimal algorithm: this is an algorithm that is as fast on average as any other algorithm for the same problem. The formal definition mimics Levin's definition of an average-case polynomial-time algorithm; in particular, if a problem can be solved in an average-case polynomial time, then the average-case optimal algorithm is an average-case polynomial one. Note that this notion lies in between of the conventional (pointwise) optimality and the worst-case optimality (an algorithm is worst-case optimal if it is polynomial-time if a polynomial-time algorithm for the same problem exists). For graph nonisomorphism, our optimality under permutations is a particular case of the average-case optimality for every distribution D that is stable under permutations of vertices (i.e., D((
) for every pair of nonisomorphic graphs (G 1 , G 2 ) and permutations of their vertices (π 1 , π 2 )). Therefore, the acceptor that we constructed is average-case optimal with respect to every such distribution.
Organization of the paper. In Section 2 we introduce basic notation and definitions. Section 3 contains the proof of the main result: the construction of the algorithm that is optimal up to permutations. In Section 4 we introduce the notion of optimality on the average and conclude that our algorithm is optimal on the average for natural distributions. Section 5 contains open questions.
Definitions 2.1 Basic notation
The language GNI consists of all pairs of nonisomorphic undirected graphs with the same number of vertices.
For a graph G with n vertices and for a permutation π ∈ S n , the graph π(G) is the result of the application of π to the vertices of G.
An ensemble D of probability distributions is a sequence {D n } n∈N where each D n is a probability distribution with finite support. We assume that D n is concentrated on the inputs of length polynomial in n.
U (S) denotes the uniform distribution on the set S. For a random variable X ∈ R, and for p ∈ (0; 1], we define
is the median of X. If the probability space is not clear from the context, we denote it by a subscript; in particular, the internal random coins used by A are denoted by the letter A itself. For example, µ (p) y←D;A means that y is taken according to the probability distribution D and A also uses its independent uniformly distributed random coins. Similarly, we use subscripts in the notations for the probability Pr and the expectation E. By default, they are taken over all random coins of algorithms under it.
For a randomized algorithm A, the random variable τ A (x) denotes the running time of the algorithm A on input x. We denote by t A (x) the median of τ A (x), i.e., t A (x) = µ
Randomized acceptors for graph nonisomorphism
Definition 2.1. A randomized acceptor for a language L is a randomized algorithm A such that
• for every input x, the algorithm A either accepts (written A(x) = 1) or does not stop (written
In what follows we will write "acceptor" instead of "randomized acceptor" for brevity.
We now introduce a notion of "simulations up to permutations" that is specific to the graph nonisomorphism problem.
Definition 2.3. An acceptor A for GNI simulates an acceptor B, if there is a polynomial p such that for every x ∈ GNI,
Definition 2.4. An acceptor A for a language L is polynomially bounded, if there is a polynomial q such that for every x ∈ L, t A (x) ≤ q(|x|).
The following proposition follows from the definitions.
Proposition 2.1. Let A 1 and A 2 be two acceptors for GNI. If A 1 simulates A 2 , and A 2 is polynomially bounded, then A 1 is polynomially bounded.
The result
Let A be a randomized algorithm, (G 0 , G 1 ) be a pair of graphs, and δ be a rational number. The following procedure Amplify amplifies the probability of success for randomized acceptors. -Generate random permutations π 0 , π 1 ∈ S n ; -Execute A(π 0 (G 0 ), π 1 (G 1 )).
• Wait until m/5 of the executions stops, then stop and return 1.
When we say that we execute several algorithms in parallel, we mean that we simulate parallel executions sequentially. Namely, we execute one step of the first algorithm, then one step of the second algorithm, etc. until the last algorithm, then the next step of the first algorithm and so on. We need to run some algorithms this way, because we have no a priori bound on their running time and some of the executed algorithms even may not stop.
Lemma 3.1. Let A be a correct randomized acceptor for GNI.
1. If G 0 and G 1 be are isomorphic graphs, then Pr[Amplify(A, δ, G 0 , G 1 ) = 1] < δ.
2. There exists a polynomial p such that for every x ∈ GNI the following inequality holds Let A be a randomized algorithm, (G 0 , G 1 ) be a pair of graphs, and k be a number. The following procedure SelfCorrect employs A for checking that G 0 is not isomorphic to G 1 and verifies its answer.
• If (G 0 , G 1 ) is not a pair of graphs with the same number of vertices, diverge (go into an infinite cycle). Otherwise, assume n is the number of vertices in each of these graphs.
• Run k copies of Amplify(A, (G 0 , G 0 ), The following algorithm amplifies the probability that SelfCorrect outputs its answer soon. MultipleSelfCorrect(A, (G 0 , G 1 ) , k, ).
• Run instances SelfCorrect(A, (G 0 , G 1 ), k) in parallel. Accept as soon as one of the instances accepts.
We now estimate the resulting probability of error.
Lemma 3.2. A is an acceptor for GNI, MultipleSelfCorrect(A, x, 30n, 3) is also an acceptor for GNI.
For every pair (G
0 , G 1 ) / ∈ GNI, Pr[SelfCorrect(A, (G 0 , G 1 ), k) = 1] ≤ 1 k+1 and Pr[MultipleSelfCorrect(A, (G 0 , G 1 ), k, ) = 1] ≤ k+1 .
If
Proof. 1. If G 0 is isomorphic to G 1 , then since Amplify randomly permutate its input all executions of Amplify are statistically identical.
2. Item 1 estimates the error probability on isomorphic instances. The probability of error on x ∈ GNI can be bounded by the sum of the probability that Amplify(A, (G 0 , G 1 ), 
with probability at least δ. Since different executions of SelfCorrect execute A on the inputs independently and uniformly chosen from the same cluster, the probability that A accepts the input in time T in at least one of these runs, is at least 1
Clearly, the number of steps made by MultipleSelfCorrect is bounded by a polynomial of T , n. Finally, we apply Lemma 3.1(1).
We now describe an acceptor Opt that simulates any other acceptor for GNI.
Algorithm 3.4. Opt(x).
• Let n be the number of vertices in one of the input graphs. Let A i be the algorithm with Goedel number i, and let A 0 be the exponential-time deterministic acceptor for GNI that uses a brute-force search.
• For every i ∈ {0, 1, 2, . . . , n}, run MultipleSelfCorrect(A i , x, 30n, 3) in parallel.
• Accept as soon as one of the parallel threads accepts.
Lemma 3.4. Opt is a randomized acceptor for GNI.
Proof. For x ∈ GNI, the algorithm Opt(x) accepts because A 0 accepts. For x / ∈ GNI, we estimate the probability Pr[Opt(x) = 1] as the sum of the probabilities of acceptance for the executions MultipleSelfCorrect (A i , x, 30n, 3) . By Lemma 3.2 the resulting probability is less than 1 10 . Theorem 3.1. The algorithm Opt simulates every randomized acceptor for GNI.
Proof. Let B be a randomized acceptor for GNI. Then B = A i for some i. (Note that i does not depend on the input size n.) For n < i, the simulation holds because of the additive constant in a polynomial in the definition of the simulation. For n ≥ i, the algorithm MultipleSelfCorrect will be applied to A i ; by Lemma 3.3 this execution simulates A i . The fact that Opt runs only (n + 1) algorithms in parallel, increases the running time only by a polynomial.
Optimality on the average
In this section we introduce the notion of optimality on the average and show that our algorithm constructed in Section 3 is optimal on the average for distributions that are invariant under permutations. In what follows, we use this definition for distributions concentrated on pairs of nonisomorphic graphs; however, it does not affect the definition or the basic facts below. It also does not weaken the result: since we do not require anything (in particular, efficient samplability) from the distribution, one can use the result for any distribution restricted to nonisomorphic instances. 
An acceptor that simulates on the average every other acceptor for L, is called optimal on the average w.r.t. D.
Remark 4.2. In a parallel work [HINS11] , we define simulations on the average in a different way: while Definition 4.2 is designed so that Levin-style Definition 4.1 of average-case polynomiality is closed under these simulations, the definitions of [HINS11] are intended to work with Impagliazzostyle average-case polynomiality [Imp95] .
The following proposition follows from the definitions. We now define a particular case of probability distributions that we use for the graph nonisomorphism problem.
Definition 4.3. An ensemble D of probability distributions is natural, if
• for every n, the support supp D n contains pairs of nonisomorphic graphs on n vertices;
• D n does not depend on the choice of a particular member of a cluster, i.e., for every pair x ∈ GNI of graphs with n vertices and every y ∈ C x , D n (x) = D n (y). In other words, D n is a convex combination of the uniform distributions on clusters. Proof. We use the following lemma.
Lemma 4.1. Assume an acceptor A simulates an acceptor B. The for every > 0 there exists c > 0 such that for every x ∈ GNI, t c
Proof. r(4n(2h) 1/ ) r . Assuming c = min{ /r, 1/r}, we obtain the claimed asymptotics.
Since a natural distribution is a linear combination of the uniform distributions on clusters, the lemma implies the proposition by the linearity of expectation.
Corollary 4.1. Consider an acceptor O for GNI that simulates any other acceptor for GNI. Then O is optimal on the average with respect to any natural ensemble of probability distributions.
Corollary 4.1 and Theorem 3.1 now imply the following statement.
Theorem 4.1. Opt is an acceptor for GNI that is optimal on the average with respect to any natural ensemble of probability distributions.
Conclusion and open questions
Our results may be generalized in the following way. Consider a sequence of sets M n and groups H n such that elements of M n and H n can be represented by words of size polynomial in n, and uniformly distributed elements of H n can be sampled in a polynomial time. (The main result of this paper is for the case where M n is the set of all labeled graphs with n vertices and H n is the symmetric group of degree n.) Assume that for every n, the group H n acts on the set M n , and this action can be computed in a polynomial time. where Orb(x) is the orbit of x ∈ M n . (In this paper L = GNI.) Define a cluster as the cartesian product of two orbits.
The main result of this paper can be easily generalized to the following statement: there exists a randomized acceptor for L that is optimal up to the induced action of H n on L.
Open questions:
1. Generalize the result to "unnatural" ensembles of probability distributions.
2. Devise an average-case optimal randomized (possibly heuristic, see [HIMS11] ) proof system for graph nonisomorphism.
