Abstract -In this paper, we develop a theoretically robust and computationally efficient distributed state estimator, which is to solve the WLS problem by using distributed computation, for the power system. This distributed state estimator aims at its utilization in the decentralized control, and it is executing in a data communication network which is assumed to be topologically the same and physically in parallel with the power network. Along with this state estimator, we can obtain several attractive satellite functions which include (1) reduction of the time-skew problem, (2) being free from the power network topological error, (3) easy identification of the unobservable states and (4) bad data detection and identification. We have analyzed the computation complexity of this distributed state estimator. Moreover, we have also simulated this state est,imator on several cases of the IEEE 30-bus system. The numerical accuracy of the siniulation results are satisfactory, and t,he estimated computation t,ime including the communication delay demonstrates the excellent computational performance of the distributed state estimator.
INTRODUCTION
There has been a long history in the development of power system state estimators since 1970 when Schweppe and his colleague first posed the problem [l] . Ty ical state estimators for centralized control were summarized in f3] by Bose and Clements.
Evolving with the hierarchical control strategies of power systems, several state estimators for hierarchical control were developed (e.g., p], [5] ), and they were discussed in [6] by Van Cutsem and Ri bens-Pavella. Nowadays, the decentralized control technologies has made continual progress [8]- [lo] . Although the decentralized control techniques have not yet applied to power system, however, the trend is unavoidable because the decentralized control has obvious advantages over the centralized and hierarchical control for the large-scale interconnected systems [lo] . This draws enough attraction to develop the distributed state estimator.
This paper presents a theoretically robust and computationally efficient distributed state estimator under the assumption of the existence of a high speed data communication network. The proposed distributed state estimator is to solve the weighted least square (WLS) state estimation problem by using distributed computation. We begin by combining the recursive quadratic programming with the dual method (RQPD) to solve the WLS problem [ll]. This RQPD method is robust because of its global convergence property. It is also computationally efficient due to its parallel computation nature. Furthermore, because of its complete decomposition property, it can be executed in a data communication network by distributed computation.
The above mentioned data communication network is assumed to be topologically the same and physically in parallel with the power network. The assumption is justified because (a) the cost of computer and memory continues to decline, and ( b ) the availability of data communication network and the technology of optical fiber transmission keep evolving. These two factors, pointed out in [13] by Gaushell and Darlington, will accelerate the t.rend toward the distributed processing of power system. Moreover, a trial of integrating t,he communication net,work and the power system is ongoing [14] .
Along with the developed distributed state estimator, we can obtain several attractive satellite functions which include the reduction of the time-skew problem, the topological error free power network model, the easy identification of the unobservable states and t.he bad data detection and identification. Details of these functions are described in this paper.
We have analyzed the computation complexity of the developed distributed state estimator. The result shows that because of its inherent property of parallel computa.tion and the nature of sparse-matrix technique, this state estimator achieves tremendous computational time saving. We have also simulated this state estimator on several cases of the IEEE 30-bus system. 
THE RQPD METHOD
In order to solve (1) by the distributed computation, we need a method with property of decomposition up to bus level. From here on, such decomposition property will be addressed as complete decomposition. For the consideration of complete decomposition, the dual method is a good candidate but it requires that the problem to be solved should be separable and has a positive definite Hessian matrix [17] . Clearly, (1) is highly nonlinear and nonseparable. But the quadratic approximate subproblem of (l), at any E-th iteration of the recursive quadratic programming method, is separable as shown in (2) [18]. the variables of (2). This separable quadratic approximate subproblem (2) has a positive definite Hessian matrix. Hence, it is ideally suited to the dual method to achieve the complete decomposition.
Therefore, a new iterative method which combines the recursive quadratic programming with the dual method (RQPD) to solve (1) can be described below:
where (dz'))' is the optimal solution of (2) which will be solved by the dual method, and the stepsize pk is determined by
0
In the following, we will illustrate how the dual method solve
The dual problem of (2) is described below:
(2) to achieve the complete decomposition. is the dual function; X is the vector of Lagrange multipliers with appropriate dimension, and
&J,
The dual method for solving (2) is to use the gradient ascent method to solve (4) [17] . Its iterative procedure is simply: 
-k
The d z , ,rj,,t = l,.. . ,n in (7) are the minimum solution of the righthand side of ( 5 ) with X = X(j). They have to be determined before (7) is carried out. To do so, parallel computation can be used because ( 5 ) can be decomposed into n independent minimization subproblems by suitably rearranging the terms of dzk and X in (5). Consequently, each independent subproblem i is shown in (8).
r?s;n {qTr:'q, + -y(dzf)Tdzf
An even better result is that (8) can be solved analytically as in (9) because (8) Thus, we may summarize the dual method as follows:
Starting from an initial A, calculate (9) for each i in parallel to get d z , and rjI. Then calculate (7) for each i in parallel to * k 7 I ni get &@(A). Finally update X by (6). The above procedures will repeat until the convergence criteria maxi{ l&@(X(j))lm} < t occurs, where the notation l(.)lm denotes the maximum of the absolute_va!ue-~f-~he .components in the vector (.).
A flow chart for the overall computation procedures of the RQPD method is shown in Figure 1 .
Remark 1: the st,ates of the slack bus will remain fixed at its reference values throughout the iterative process. This implies that the dx term corresponding to the slack bus is always kept zero.
Global Convergence Property
Global converEence of the RQPD method had been shown in means t h i t starting from any initial point, the method is quite simple. It basically solution of (2) at any iteration to a Kuhn-Tucker point of (1).
Solution of (2) at any iteration k of course exists regardless of the values of x k because 9 behaves like slack variables, and the dual method is a globallv convergent method for auadratic Droblems. Parallel Comiutat&n/Com;lete Decomposition Propeity Clearlv. the comDutations associated with anv individual bus in (7) and' (9), whi'ch are the major computatron steps in the RQPD method, can be carried out independently. Such parallel computation property is achieved because of the complete decomposition property of t.he dual method.
THE DISTRIBUTED STATE ESTIMATOR
Clearly, the parallel computation for (7) and (9) can be carried out by n distributed processors. One processor corresponds to one bus. Furthermore, if the stepsizes 6 and in the updating procedures (3) and (6) Remark 2: Example of a data communication network for a 6-bus power network is shown in Figure 2 . The black squares denote the node processors; the dashed lines denote the bi-directional communication links; the black or white circles denote the circuit breakers being closed or open. Based on the status of the circuit breakers at each node, the real-time power network topology can be described by this data communication network.
Computing Procedures of Each Processor
Thus, all the node processors in the data communication network will work as a team to execute the RQPD method for distributed state estimation. However, the accompanied issues of To cope with such problem of asyncbronism, we employ a local synchronization scheme to maintain. the synchronization of the RQPD method. Moreover, we have developed a global termination scheme to determine the convergence (or completion) of the distributed computation. Note that details of the above two schemes will be described in next subsection. First of all, we divide the types of measurements, zi, at each node i into z; ,zi,,z;,, ~; l~,~; l , , l Furthermore, a null code will be used to replace the data of the non-existing measurements. Then, following is a list of the complete computing procedures of each node processor, say processor i , for its contribution to the team of the net,work of processors in executing the RQPD method.
Step 1: Guess the states x, of bus i; set the weighting constant y and the diagonal covariance submatrix ri.
Step 2 For each 1 E A., if C(i, I ) is closed, send I; to I; otherwise,
replace the values of z; by zero, then send to 1.
Step 3 (Local synchronization) check if all x1,l E J; arrived. If yes, go to Step 4; otherwise, repeat Step 3.
Step 4: Compute hi, Hi,, Hil, HI,, 1 E 3.
Step 5: Guess Lagrange multipliers Xi : {Xipr Xip, Xi", Xilp, Xilq, 1 E 3 ) . If any of the corresponding measurements is null, the associated Lagrange multiplier is set to be zero.
Step 6: Step 8: Compute dr; and 4; according to (9), in which J; is replaced by Ji.
Step 9 For each 1 E 3, if C(z,l) is closed, send dx; to node I;
otherwise, replace the values of dx, by zero t h y send to 1.
Step 1 0 (Local synchronization ) check if all dxl, 1 E , 7; , arrived.
If yes, go to Step 11; otherwise, repeat Step 10.
Step 11: Compute &@(A) according to (7) , in which J; is replaced by 3.
Step 1 2 Update A, by A, + &&@(A), where Cr is a preselected accelerating constant.
Step 13 Return to Step 6 unless the following situations in the global termination scheme are met. The computation process starts from time 0, at which each node transmits the initial computed data to adjacent nodes. Figure  -4 shows four time frames of the procession of the local synchronization scheme based distributed computation of the considered example. The arrow marked by the processor number on top of the time scale indicates the instance that the processor receives all the expected data. Correspondingly, the instance that the processor finishes computation after receiving all the expected data is indicated by the arrow right below the time scale. From Figure 4 , we see that the synchronization is already maintained Global Termination Scheme: a two-phase global termination :scheme is employed here. The first phase is used to determine the convergence (or completion) of the quadratic subproblem. It ,checks whether max;{l&@(A)lm} < e. If yes, the second phase start to check whether max,{Ik,lm} < to determine the comapletion of the distributed state estimation. In order to carry out this two-phase global termination scheme in the data communication network, we need to define a spanning tree of the data communication network and a special node designated as the root of the tree. A spanning tree of the network in Figure 2 is shown in Figure 5 , where node 1 is the root node. A node is said to be a follower to node i if it is the head of an arrow starting from a, and we let F ( i ) denote the set of the followers to node i. Clearly,
F ( i ) = 8 if i is a leaf node. A node is said t o be a predecessor
of node i if it is the tail of an arrow ending at i. For example, F(4) = {2,3} and node 4 is the predecessor of nodes 2 and 3.
We define the status of a node i , S,, as
1, if I&q(A)lm < e and Sl = l,V 1 E F(k); 0, otherwise.
We also define the maximum observed deviation l&lm at node i as
ĨY, I , = max[I&Im,mpx l&Im, I E F (~) I (12)
Initially we assume that the status of all nodes are 0, which may change as computations proceed. The timing for any node processor i to transmit its S, and Idy, Im to its predecessor is when St = 1 or S, just changed from 1 to 0. Any node processor i will 7'( C). conirniinical,ioii tiday of one data word transmission, O( C ) : cominunication delay of global termination scheme.
Remark 7: We use T ( h , ) and T(H,,)
because h, and Hij contain trigonometric functions, the computation of which can not be decomposed into the number of multiplications and additions.
The computation time including Communication delay of the distributed state estimator consists of two parts: (a) the recursive quadratic programming method in Steps 1-4 and Step 13 and (b) the dual method in Steps 5-12.
Step 1 and 5 are initial guesses, thus no computation time is consumed.
Based on the defined notations, the computation time or the communication delay of the da.ta exchange corresponding to Step 2-12 that consumed in a node, say node il can be explicitly expressed in the following.
Step 2 and 3 -2T(C); Step4 -
T ( k ) + T(Hit) + C~E~, [ T ( H ; I )
+ T(Hi,)];
Step 6 and 7 -4T(C);
Steps In each step of Step 2-12 and the procedure of updating i i in Step 13, the computations or the data exchange for all processors are carried out in parallel. Therefore, based on the local synchronization scheme, the computation time (or the communication delay) of the whole system in each of the above step is only 'the maximum one of those consumed in all the individual nodes. For example, the computation time of the whole system in Step
is maxi{T(hi) + T ( H , , ) + &-T~[T(H;~) + T(Hli)]}. Thus, we
may express the total computation time of the distributed state r-t ima tor below:
( FOLL~WER TO NODE 4 ) Figure 5 : the s p a n n i n g tree of the network in Figurt. 2 update S, and Idy,(, according to (11) and (12) 2) If ldyrlm, 2 E , broadcasts a signal of updating 2 to all nodes, and each node i will return to Step 2 after it updates 2;.
Modification of the Global Termination Scheme: in order to determine the completion of the quadratic subproblem, updating the status S, at each node i and broadcasting the result of the decision from the root node requires much communication overhead. Usually, the dual method improves fast for the first few tens of iterations but slows as it gets close to the solution. Therefore, we may set a maximum number of iterations, denoted by I t , that the dual method will iterate in solving the quadratic subproblem. Then, the first phase of the global termination scheme is modified by the directly updating 2, of each node i at the end of every I t iterations of the dual method. Then the second phase of the global termination scheme will be modified as follows:
After every Zt iterations of the dual method, the following procedures will be performed. Starting from the leaf nodes, each node i will update 18yi 1m according to (12) once it received all l&,lm,I E F ( i ) . Thereafter, it will transmit (&, I , to its predecessor. If the root node find ldy,l, < E after update, it will broadcast a signal of completion of estimation to all nodes.
Such modifications make the termination scheme simple, and also reduce the computat.ion time. 
ANALYSIS OF COMPUTATION COMPLEXITY

T ( h i ) : computation time for the evaluation of h,(z), T ( H ; j ) : computation time for the evaluation of d h , ( z ) / d z , ,
It is w01 th noting that the distributed state estimator has the nature of sparse-matrix technique. This property can be observed from the computation procedures of each node processor, in which each individual processor only needs data from adjacent nodes and itself to carry out its computation. This indicates that only the operations involving nonzero terms are performed. Such nature of sparse-matrix technique is one of the causes that makes the computation complexity shown in (13)- (15) so simple.
Despite of the computation complexity obtained above, let us compare the convergence rate of the RQPD method based distributed state estimator with tlie popular Newton method [2] based centralized state estimator. Newton method has quadratic convergence rate, however, at the expense of solving a large set of linear equations in each iteration. In the RQPD method, the recursive quadratic programming has superlinear convergence rate, and each quadratic subproblem is solved by the dual method which has linear convergence rate accompanied with the extremely simple calculations for each iteration as shown in (6), (7) and (9).
From the above comparison, we see that the distributed state estimator will consume a lot more iterations than the centralized state estimator. However, the inherent properties of parallel computation and sparse-matrix technique of the distributed state estimator will achieve tremendous computation time saving as described by the simple computation complexity in (13)-( 15) The states xi of bus i can only be observed from its measurements r, or from the possible reiated measurements zt : { zip, zlq, zltPr zliq}, I E 3. zlv is excluded because it only has to do with ul, the voltage magnitude of bus 1. Based on this, the following simple procedures will be executed at each node i to identify the unobservable states.
Step idl: For each node 1 E 3, send { z ,~, z ,~, z,lp, r,lp} to node 1.
Step id2 If z, and q , for each 1 E J,, are all null, the states of this bus are unobservable.
Advantage of the above identification before estimating states is that we may add pseudo measurements for the unobservable states if necessary. According to the above definition, we obtain j(ir) = J(i). Then the bad data detection scheme can be carried out along with the modified global termination scheme of the distributed state estimator as described below.
After every It iterations of the dual method, the following procedures will be performed. Starting from the leaf nodes, any nod: i will update its value of j ( 5 , ) once it receives all the values of J(&), 1 E F(r). Moreover, each node i will send the value of j ( & ) to its predecessor once j(i,) is updated. Suppose theglobal termination criteria of the distributed state estimator, l&lm < e, is satisfied, the root node will compare J(&) with a preselected threshold value [Q to test the hypothesis of the existence of the bad data. If j(i,) > [Q, the root node will broadcast a command of starting bad data identification to all nodes along the spanning tree; otherwise, the estimation is complete.
Bad Data Identification S c h e m e The weighted residual test will be employed here as our bad data identification scheme.
When receiving the command of starting bad data identification scheme, each node processor will compute the weighted residual r y = [rj -h , ( 2 ) ] /~~, of the associated measurement z j , where Q~, is the square root of the j-th diagonal element of R-'. Then each node processor will compare the magnitude of the computed weighted residual with a preselected threshold value [W. If IryI > [w, this measurement will be treated as a suspected bad data. Consequently, each node processor will send the index and the magnitude of r," of the suspected bad measurement to the root node along the reverse direction of the spanning tree. The root node will then determine the largest one among all the received Iryl's, and broadcast the corresponding index to all nodes. Meanwhile a re-estimation will start after the elimination of the bad data.
It is commonly known that the weighted residual test is less effective because the largest 1 is not necessarily corresponding 'to the bad measurement. However, a more sophisticated twostep residual test, which is as effective as but consuming less lution of t b e estimated states obtained b y the distributed state computation time than the normalized residual test, is currently under development [12] .
SIMULATIONS
In this section, we will demonstrate the computational performance of the distributed state estimator and its numerical accuracy by simulations. Numerical Accuracy
We pick up three of our simulated cases on the IEEE 30-bus system for discussions. In these cases, we let the measurements be the real and reactive power line flows; the initial guess are from the flat-start; the parameters and constants are set below: e = 0.001, I t = 30, d = 0.01, = 1.50, R = I (the identity matrix), and y = 25. Then in the first case, we input the line flows from a load flow solution of the 30-bus system as our measurements. The convergent result deviates from the load flow solution by f0.0007p.u. in voltage magnitude and f0.004rad in phase angle on the average. Such deviations are satisfactory and they will be smaller if L is chosen smaller. In the second case, we arbitrarily set the states of a bus unobservable by discarding the data of line flows connected to bus 30 from previous set of measurements. The convergent result, excluding bus 30, of our distributed state estimator deyiates from the load flow solution by f0.0008p.u. in voltage magnitude and f0.006rad in phase angle on the average. It is slightly less accurate than case 1 because less measurement information is supplied in this case. In the third case, we assume that the sign of the real power flows in two lines (lines 2-6 and 
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is about one tenth of (or comparable to) the computation time consumed in calculating the full matrix C(xo) (or the nonzero elements of C(zo)). Therefore, the total computation time excluding communication delay in the proposed state estimator is just enough for the Newton's method to get ready to solve the set of linear equations in its first iteration. Furthermore, the total communication delay of the distributed state estimator is I R . For a data word of 32 bits, the total communication delay of our simulated cases is less than 0.3 ms, which is very small compared to the computation time. Therefore, our distributed state estimator definitely outplay the Newton method in the aspect of computational performance.
CONCLUSION
We have developed a globally convergent distributed state estimator which has several attractive satellite functions. Though we can not deny that when the system size grows, the iteration number of the distributed state estimator will be increasing at _ 1 least proportionally. However, the required computation t h e is still small because of its inherent property of parallel coniputation and the natriv of sparse-matrix technique. As we haw demonstrated by simulations that the developed distributed state estimator has excellent computational performance.
It seems that the distributed state estimator is currently impractical because the control technology of the power system is not yet reaching the status of decentralization, and the integration of the data communication and power network is not yet matured. However, it is promising as pointed out by Gaushell and Darlington that we will be seeing the distributed processing throughout the utility's facilities in this decade [13] . Considering the possibility of direct angle measurement in the future, the state estimation is still needed because bad data may be present. In that case, it is quite possible to develop a more simplified distributed state estimator than the one proposed.
Finally, we would like to point out that the distributed computation technique developed in this paper can be extended to solve the constrained nonlinear optimization problems of largescale interconnected systems. Many power system management problems lie in this category. Therefore, we believe that our technique will not be limited to state estimation.
