Abstract. We determine in this paper the distribution of the number of points on the cyclic covers of P 1 (Fq) with affine models C : Y r = F (X), where F (X) ∈ Fq[X] and r th -power free when q is fixed and the genus, g, tends to infinity. This generalize the work of Kurlberg and Rudnick and Bucur, David, Feigon and Lalin who considered different families of curves over Fq. In all cases, the distribution is given by a sum of random variables.
Introduction
For any smooth projective, C, of genus g over a finite field know that
where the zeta function of C is Z C (u) = 2g j=1 (1 − uα j (C)) (1 − q)(1 − qu) , and |α j (C)| = q 1 2 for j = 1, . . . , 2g. The distribution of #C(P 1 (F q )) when C varies over families of curves over F q is a classical object of study. For several families of curves over F q Katz and Sarnak [3] showed that when the genus is fixed and q tends to infinity, 2g j=1 α j (C) √ q is distributed as the trace of a random matrix in the monodromy group of the family. The distribution of the number points on families of curves over finite fields with q fixed while the genus tends to infinity has been a topic of much research recently. It began with Kurlberg and Rudnick [4] determining the distribution of the number of points of hyperelliptic curves. Hyperelliptic curves are in one-to-one correspondence with Galois extensions of F q (X) with Galois group Z/2Z. Bucur, David, Feigon and Lalin [1] , [2] extended this result to smooth projective curves that are in one-to-one correspondence with Galois extensions of F q (X) with Galois group Z/pZ, where p is a prime such that q ≡ 1 mod p. Recently Lorenzo, Milione and Meleleo [5] determined the case for Galois group (Z/2Z) n . In this paper we determine the case for cyclic Galois groups Z/rZ for any q ≡ 1 mod r where r is not necessarily a prime.
Let K = F q (X) and let L be a finite Galois extension of K. Let r be an integer such that q ≡ 1 mod r. Suppose that Gal(L/K) = Z/rZ. Then there exists a unique smooth projective curve over F q , C, such that L ∼ = K(C). Further, C will have an affine model of the form If we now restrict the d i such that r−1 i=1 id i ≡ 0 mod r, then the genus will be invariant over curves with affine models Y r = F (x) with F (x) ∈F [d1,...,dr −1] . That is, if we let H g,r be the set of curves of genus g such that Gal(L/K) = Z/rZ, we can write where H (d1,...,dr−1) are the curves with affine models inF [d1,...,dr −1] . We will discuss the distribution of points not on the whole of H g,r but on each H (d1,...,dr−1) . Kurlberg and Rudnick [4] first investigated the distribution of points for hyperelliptic curves (r = 2). Bucur, David, Feigon and Lalin [1] , [2] then extended this result to the case where r = p, a prime. They noted that the number of points on such a curve will be given by the formula
where χ p is a primitive character on F q of order p. Such a character exists since q ≡ 1 mod p. This will be determined by the value S p (F ) = x∈P 1 (Fq) χ p (F (x)) which leads to the result For general r, we prove in Section 2 a formula for the number of point on the curve with affine model Y r = F (X). In order to state this formula and our main result, we need some notation.
For d|r, define
Notice that we could write an affine model for our curve as
where χ d is a primitive character on F q of order d. Again, such a character exists since d|r and we are assuming that q ≡ 1 mod r. Hence if we define
then the number of points on the curve will be determined by the S d (F (d) ) for all d|r. This leads us to the main theorem
.
Moreover, if i = j then X d,i and X d ′ ,j are independent for all d, d ′ |r. However, if we fix i, then for all d|r
Further, for all p|r and 1 < s ≤ v p (r)
To simplify notation, we will prove this for r = p n in full detail in Section 4, and present in Section 5 the proof for general r. Section 6 gives a heuristic which corroborates the results of Theorem 1.2.
Number of Points on the Curve
Let C be the smooth projective curve over F q associated to the field L =
r−1 (X) where the f i are monic, squarefree and pairwise coprime and α ∈ F * q . Let us determine the smooth affine models of these curves. We first consider the affine model
r−1 (X). and investigate the smoothness. For any j such that (j, r) = 1 we define
If F (x) = 0 then any of the models will be smooth at x. If f i (x) = 0 for some x ∈ F q and for some i such that (i, r) = d then we can find some j such that (j, r) = 1 and ij ≡ d mod r. Hence 
r−1 (X) which is birationally equivalent to
0) = 0 and the affine model will be smooth at 0. Further note that F (r) (x) = F (x). Further, if x q+1 is the point at infinity then
This leads to the following lemma Lemma 2.1. Let C be the smooth projective curve associated to the field L =
Proof. If x is not a root of any of the f i , then there will be r points lying over x, if F (r) (x) is an r th power and no points otherwise. We can write this as
If f i (x) = 0 for some (i, r) = 1, then there will be one point lying over x. Further in this case F d (x) = 0 for all d|r so we can write this as
If f i (x) = 0 for some (i, r) = d = 1, then we have to look at the smooth model
. Thus there will be d points lying over x if F (d) (x) is a d th power and no points otherwise. We can write this as
Therefore, regardless of the behavior at x, the number or points lying above x is
Summing up over all x, we find that
Set Count
First we need two lemmas from other papers. The first one is Lemma 6.4 from [5] saying
where
From now on, if K j or L n appears elsewhere in the paper, it will be the same formula that appears in the above Lemma 3.1. The next lemma is Lemma 3.2 from
We use these two lemmas to prove the following lemma.
Proof. If we write
Thus, for an appropriate choice of ǫ, we get the result.
Lemma 3.3 deals with the case where the F i are all coprime. We want, however the case where they are not necessarily coprime. Suppose now that we have
..,dr n−1,n which are not necessarily coprime. Let
and we want to rewrite the F j as products of square-free polynomials that are all coprime to one another. For example, if n = 2, r 1 = r 2 = 4 then we would have
Then we can all the f (i,j) are square-free and coprime to one another. Moreover
In general, define
and write α ∈ R as α = (α 1 , . . . , α n ). Define also f α to be the largest polynomial such that
With this definition we get if α = β then (f α , f β ) = 1. Indeed, suppose we have α j = β j and α j , β j = 0. Then f α |f j,αj and f β |f j,βj and since (f j,αj , f j,βj ) = 1, we get that (f α , f β ) = 1. On the other hand suppose we have α j = β j = 0. Then
, where the k is in the j th position. Then f β is the largest polynomial that divides f j,k that is coprime to all the other
is the largest polynomial that divides f j,k that is not coprime to at least one of the other
We then rewrite
Define d( α) := (d( α)) α∈R to be an integer vector with non-negative entries indexed by the vectors of R. Further, define the set
To ease notation, we will write just (f α ) instead of (f α ) α∈R if it is clear what set the indices α run over. Hence, Let a 1,1 , . . . , a ℓ,1 , . . . , a 1,n , . . . , a ℓ,n ∈ F * q . Then the size of
Proof. We will split the F j := α∈R f αj α into their coprime parts. In order to do this we will need some new notation. Define
where the non-zero entry is in the j th coordinate. Define,
Then the factor of F j = α∈R f αj α that is coprime to all F i such that i = j will be α∈Sj f αj α . Further for any subset R ′ ⊂ R, define
We will denote this as just
with the understanding that in this context d( α)
is indexed by R ′ instead of R. Then,
where T α∈R\S f α n (ℓ) is as in Lemma 3.3 and
Thus, similarly to the previous lemma,
By the same reasoning as in the proof of Lemma 3.3 we get
Therefore, if we choose an appropriate ǫ, we get the result.
4. The case r = p n In order to apply the counting formula of Proposition 3.4 we want to write the n functions defined by
in terms of coprime functions.
To apply the results of Section 3 we define, in this context
If α ∈ R we will denote it α = (α 1 , . . . , α n ). Rewrite
That is we make the identification f α1+pα2+···+p n−1 αn → f (α1,...,αn)
Recall the notation in Section 2 where we denoted, for d|r,
and we have
for j = 1, . . . , n. Further, if necessary, we denote F (1) (X) = 1.
. Also use the notation f 1 = f (1,0,...,0) . We will redefine the sets in Section 1 using this new notation.
Then define
Likewise defineF
to be elements of F
where f 1 is not necessarily monic. Further, define
. Now, if x q+1 is the point at infinity, then,
0 otherwise where β = (β 1 , . . . , β n ) ∈ R is any tuple such that β i = 0 for all i ≤ j.
for some b i,j ∈ F * q . We let a i,0 = 1 so that
Proof. For j = 1, . . . , n define F j = α∈R f αj α . Then we can write
, where, again, we have F 1 = 1. Then F (p j ) (x i ) = a i,j for all i, j is equivalent to F j (x i ) = ǫ i,j b i,j for all i, j for some ǫ i,j ∈ µ p j−1 . Hence,
Where the second equality comes from Proposition 3. 
Proof. Consider i such that 
will be fixed, up to a p j−1 th root of unity, for j + 1 ≤ k ≤ n. Thus we get a factor of
Summing up over all the partitions of m k we get
Up until now, we have been looking only at points in F q . What we need to look at however, is points in P 1 (F q ). This is taken care of my the following corollary
Proof. Case 1: ǫ q+1,k = 0 for all 1 ≤ k ≤ n.
In this case we get that (f α ) ∈F d( α) . Further the leading coefficient of f 1 under χ p n must be ǫ q+1,n . Thus
Case 2: ǫ q+1,1 , . . . , ǫ q+1,k = 0 and ǫ q+1,k+1 , . . . , ǫ q+1,n = 0 for some k.
In this case we get (f α ) ∈F β (d( α)) where β = (β 1 , . . . , β n ) ∈ R such that β j = 0 for all j ≤ k and β k+1 = 0. There are (p − 1)p n−k−1 such β. Further m k will go to m k − 1 and the leading coefficient of f 1 under χ p k must be ǫ k q+1 . Then,
Thus, independent of the behavior at x q+1 , we get out result.
Which leads us to restate and prove Theorem 1.2 for r = p n .
where the X i,j are random variables that take values in µ p j ∪ {0} such that X i,j and X h,k are i.i.d unless i = h and
where the X i have the desired properties.
General r
Suppose now that r = r 1 r 2 with (r 1 , r 2 ) = 1. Then, relabeling the f i as f i,j we can write mod r 1 . With this notation we now get
for some, potentially 0, exponents n i,j . Further we see that F (x) = 0 if and only if F r1 F r2 (x) = 0 as all the factors that appear in F appear in F r1 F r2 . Therefore the values of F d (x) for all d|r are determined by the values of F p n (x) where p is a prime such that p n |r. That is,
be the isomorphism that comes from the Chinese Remainder Theorem. Then if
Notice that φ( β) ≡ k mod p tj j if and only if β j = k. Therefore
However, we need all powers of the primes. Therefore we define
As usual, for α ∈ R we write it as α = (α 1 , . . . , α Tn ). Then there is an isomorphism ψ : R → R ′ such that
Therefore, if we relabel the f β we get
Then we get
Proof. As we saw in the proof of Proposition 4.1, it will be enough to consider what values the polynomials
up to some root of unity. That is,
If we denote µ m = µ p k j j where φ(j, k j ) = m then,
where the last equality comes from Proposition 3.4.
For any S ∈ S we will write S = (s 1 , . . . , s n ). We will use S to count the number of 1 ≤ i ≤ ℓ such that F (p (x i ) = 0 for all 1 ≤ i ≤ ℓ for all k j , hence why we exclude the element (t 1 , . . . , t n ) from S as this corresponds to the case that there are no zeros, which we treated in Proposition 5.1. With this motivation we will define J S = {j : s j = t j }.
Corollary 5.2. Let a i,j,kj ∈ F q such that for m S of the i we have a i,j,1 , . . . , a i,j,sj = 0 and a i,j,sj +1 , . . . , a i,j,tj = 0, 1 ≤ j ≤ n for all S ∈ S. Further if a i,j,kj = 0 then a i,j,kj = a i,j,kj −1 (b i,j,kj )
Proof. If we replace f α by f ′ α , the polynomial divided by its roots, and F
as the
(x i ) will be determined, up to a p kj −1 th root of unity, by
Summing up over all the necessary partitions of m S will give the desired result.
Note that if we let d = n j=1 p sj j , then we can write
This illustrates why it was important to consider the set J S for if the left hand product was over all the j, we would not get this nice equality. Let 1 ∈ R be the element that has 1 in the T j + 1 position j = 0, . . . , n − 1 and 0 everywhere else. Then set R ′ = R \ 1. Definê
With this definition, define F .
Applying this Corollary we obtain
Proof of Theorem 1.2. In this section we will discuss a heuristic for Corollary 5.2 and consequently Theorem 1.2. First we will need Lemma 8.1 from [2] . Lemma 6.1. Let S n be the set of n-tuples (F 1 , . . . , F n ) of nonzero residues of modulo (X − t) 2 such that (X − t) divides at most one of the F i . Then |S n | = q n−1 (q − 1) n (q + n).
The set S models the set of n squarefree coprime polynomials. Write F = f 1 f 
