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FINITE BLASCHKE PRODUCTS: A SURVEY
STEPHAN RAMON GARCIA, JAVAD MASHREGHI, AND WILLIAM T. ROSS
Abstract. A finite Blaschke product is a product of finitely many au-
tomorphisms of the unit disk. This brief survey covers some of the main
topics in the area, including characterizations of Blaschke products, ap-
proximation theorems, derivatives and residues of Blaschke products,
geometric localization of zeros, and selected other topics.
1. Introduction
A Blaschke product is a function of the form
B(z) = eiαzK
∏
n>1
|zn|
zn
zn − z
1− znz
, (1.1)
in which α ∈ R, K ∈ N0, and {z1, z2, . . .} is a sequence (finite or infinite) in
{0 < |z| < 1} that satisfies the Blaschke condition∑
n>1
(1− |zn|) <∞.
This condition ensures that the infinite product (1.1) converges uniformly
on compact sets of the open unit disk D = {|z| < 1} and thus B defines an
analytic function on D. In fact, |B(z)| 6 1 on D and
lim
r→1−
B(rξ)
exists and is unimodular for almost every ξ on the unit circle T. The zeros
of B are precisely 0 (if K ∈ N) along with z1, z2, . . ., listed according to
multiplicity. Blaschke products are the zero divisors for many spaces of
analytic functions on D, the Hardy spaces being the primary examples.
This subject dates back to the early twentieth century [1, 12] and there is
an extensive literature devoted to the topic.
We are concerned here with finite Blaschke products
B(z) = eiαzK
n∏
k=1
|zk|
zk
zk − z
1− zkz
,
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in which α ∈ R, K ∈ N0, and {z1, z2, . . . , zn} is a finite set in D\{0}. Each
finite Blaschke product is analytic on a neighborhood of the closed unit disk
D
− and is meromorphic on the extended complex plane Ĉ := C ∪ {∞}.
Since they are products of automorphisms of D, finite Blaschke products
enjoy many fascinating properties.
This brief survey covers some of the main topics in the area, includ-
ing characterizations of finite Blaschke products, approximation theorems,
derivatives and residues of finite Blaschke products, geometric localization
of zeros, and selected other topics. We will be selective about which topics
and proofs we include. Proofs that enlighten the reader may be included
while more technical proofs will be omitted.
Acknowledgement
The authors would like to thank the referee for some useful comments
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2. Automorphisms and Blaschke factors
A bijective analytic function ϕ : D → D is called an automorphism of
D. One can show that AutD, the set of all automorphisms of D, is a group
under function composition. Its identity element is id(z) = z. For w ∈ D
and γ ∈ T, let
τw(z) =
w − z
1− wz
and ργ(z) = γz.
The following identification of AutD is a consequence of the Schwarz Lemma.
Theorem 2.1. If ϕ ∈ AutD, then there are unique w ∈ D and γ ∈ T so
that ϕ = ργ ◦ τw. Thus,
AutD = {ργ ◦ τw : w ∈ D and γ ∈ T}.
For z0 ∈ D, the function
bz0(z) =

|z0|
z0
·
z0 − z
1− z0z
if z0 6= 0,
z if z0 = 0,
is called a Blaschke factor. These are the automorphisms of D that are
normalized so that they are nonnegative at the origin:
bz0(0) = |z0| > 0.
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In particular, |bz0(z)| = 1 for z ∈ T and
bz0(z) =

|z0|
z0
·
z0 − z
1− z0z
if |z| < 1,
|z0| if z = 0,
1
bz0(1/z)
if 1 < |z| 6∞,
so bz0 bijectively maps D to D, T to T, and C\D to C\D, respectively.
It is often useful to evaluate the modulus or argument of a Blaschke factor.
For the modulus there is a simple expression:
|bz0(z)|
2 = 1−
(1− |z|2)(1− |z0|
2)
|1− z0z|2
, (2.2)
or, equivalently,
1− |bz0(z)|
2
1− |z|2
=
1− |z0|
2
|1− z0z|2
. (2.3)
The argument requires a little more work. If z0 = r0e
iθ0 and 0 < r0 < 1,
then for eiθ ∈ T we have
bz0(e
iθ) = −ei(θ−θ0)
1− r0e
−i(θ−θ0)
1− r0ei(θ−θ0)
.
Using this identity, one can derive the following.
Theorem 2.4. Let z0 = r0e
iθ0 , in which 0 < r0 < 1. Write
bz0(e
iθ) = ei arg bz0 (e
iθ),
in which −π 6 arg bz0(e
iθ) < π. Then
arg bz0(e
iθ) =
−π if θ = θ0,−2 arctan( (1−r0)
(1+r0) tan(
θ−θ0
2
)
)
if θ ∈ (θ0, θ0 + 2π).
Here arctan denotes the principal branch of the arctangent function, the
range of which is (−π/2, π/2).
To compute the argument of a Blaschke factor at points inside D, the
situation is more delicate. Write
bz0(re
iθ)
|bz0(re
iθ)|
= ei arg bz0 (re
iθ),
and observe that the behavior of the function θ 7→ arg bz0(re
iθ) depends
heavily on r. If r < |z0|, then bz0 has no zeros in the disk |z| < r and hence
arg bz0(re
iθ) is a continuous 2π-periodic function on R (in fact, it is C∞). If
r > |z0|, then the argument principle ensures that arg bz0(re
iθ) has a jump
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discontinuity on any interval of length greater than 2π. A precise formula
for the argument must take this into account.
Theorem 2.5. Let 0 < r0 < 1 and z0 = r0e
iθ0 . Write
bz0(z) = e
i arg bz0(z),
in which −π 6 arg bz0(z) < π. Then
arg bz0(z) = arcsin
Im(z0z)(1− |z0|
2)
|z0||z0 − z||1− z0z|
. (2.6)
In many applications, a precise formula is unnecessary. For instance,
the following corollary was used by Frostman [12] to discuss the boundary
behavior of infinite Blaschke products.
Corollary 2.7. Let z0 ∈ D\{0}. Then for every r ∈ (0, 1),
| arg bz0(re
iθ)| 6 8π
1− |z0|
|eiθ − z0|
.
3. Basic properties
Let z1, z2, . . . , zn be a finite sequence in D and let α ∈ R. Then
B(z) = eiα
n∏
k=1
zk − z
1− zkz
(3.1)
is a finite Blaschke product. Recall that if P and Q are polynomials that
have no nonconstant common factors, then the order (or degree) of the
rational function f = P/Q is deg f = max{degP,degQ}. Thus, the finite
Blaschke product (3.1) has order n.
The results of Section 2 tell us that
|B(z)| < 1, if z ∈ D, (3.2)
|B(ζ)| = 1, if ζ ∈ T, (3.3)
|B(z)| > 1, if z ∈ Ĉ\D−, (3.4)
and
B(z) =
1
B(1/z)
, if z ∈ Ĉ. (3.5)
In particular, every finite Blaschke product belongs to H∞ := H∞(D), the
set of bounded analytic functions on D.
If B is a finite Blaschke product (3.1) of degree n, then B(z) = 0 has
exactly n solutions in D, counted according to multiplicity. The solutions
are precisely the zeros z1, z2, . . . , zn of B. More generally, B is an n-to-1
function on Ĉ. This follows from the fact that (3.1) permits us to write the
equation B(z) = w as a polynomial equation in z of degree n.
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Theorem 3.6. Let B be a finite Blaschke product of degree n. Then for each
w ∈ Ĉ the equation B(z) = w has exactly n solutions, counted according to
multiplicity. If w ∈ D, these solutions belong to D. If w ∈ De, these solutions
belong to De. If w ∈ T, these solutions belong to T.
For w ∈ D, the equation B(z) = w may have repeated solutions. This
occurs, for instance, if w = 0, where we obviously have repeated zeros.
However, if w ∈ T, then repetition does not occur; see Corollary 7.6.
Expressions involving the modulus of a finite Blaschke product are im-
portant in many applications. For instance, the following theorem, which
generalizes (2.3), was used by Frostman to discuss the boundary properties
of the derivative of infinite Blaschke products [12] and by Pekarski˘ı [19] to
estimate the derivative of a Cauchy transform.
Theorem 3.7. Let
B(z) =
n∏
j=1
z − zj
1− zjz
, (3.8)
B1 = 1, and
Bk(z) =
k−1∏
j=1
z − zj
1− zjz
for 2 6 k 6 n.
For each z ∈ C\T,
1− |B(z)|2
1− |z|2
=
n∑
k=1
|Bk(z)|
2 1− |zk|
2
|1− zkz|2
. (3.9)
Proof. We induct on n. The case n = 1 is (2.2). Suppose that (3.9) holds
for any Blaschke product of order n− 1. By the induction hypothesis,
1− |Bn(z)|
2
1− |z|2
=
n−1∑
k=1
|Bk(z)|
2 1− |zk|
2
|1− zkz|2
. (3.10)
Since
B(z) = Bn(z)
z − zn
1− znz
,
we have
1− |B(z)|2 = 1− |Bn(z)|
2
∣∣∣∣ zn − z1− znz
∣∣∣∣2
= 1− |Bn(z)|
2 + |Bn(z)|
2
(
1−
∣∣∣∣ zn − z1− znz
∣∣∣∣2
)
= 1− |Bn(z)|
2 + |Bn(z)|
2 (1− |z|
2)(1 − |zn|
2)
|1− znz|2
.
6 STEPHAN RAMON GARCIA, JAVAD MASHREGHI, AND WILLIAM T. ROSS
To complete the induction, we appeal to (3.10) and obtain
1− |B(z)|2
1− |z|2
=
1− |Bn(z)|
2
1− |z|2
+ |Bn(z)|
2 1− |zn|
2
|1− znz|2
=
n∑
k=1
|Bk(z)|
2 1− |zk|
2
|1− zkz|2
. 
The family of finite Blaschke products is conformally invariant; that is,
it is invariant under the change of variables z 7→ ϕ(z) for all ϕ ∈ AutD. In
fact, the degree of a finite Blaschke product is conformally invariant.
Lemma 3.11. Let B be a finite Blaschke product of degree n and let w ∈ D.
Then τw ◦B and B ◦ τw are finite Blaschke products of degree n.
Proof. The function τw ◦B is analytic on D, continuous on D
−, and unimod-
ular on T. Corollary 4.2 (see below) ensures that τw ◦B is a finite Blaschke
product. Moreover, (τw ◦ B)(z) = 0 if and only if B(z) = w. Theorem 3.6
tells us that the equation B(z) = w has exactly n solutions in D. Thus,
τw ◦ B is a finite Blaschke product of degree n. That B ◦ τw is a finite
Blaschke product of degree can be verified directly. 
The family of all finite Blaschke products is closed under pointwise multi-
plication. It is also closed under composition. In fact, Lemma 3.11 already
reveals a special case of this property.
Theorem 3.12. If B1 and B2 are finite Blaschke products, then B1 ◦B2 is
a finite Blaschke product. Moreover, if n1 and n2 are the orders of B1 and
B2, respectively, then the order of B1 ◦B2 is n1n2.
Proof. Denote the zeros of B1 by z1, z2, . . . , zn1 and write
B1 = γτz1τz2 · · · τzn1 ,
in which γ is a unimodular constant. Then
B1 ◦B2 = γ(τz1 ◦B2) · (τz2 ◦B2) · · · (τzn1 ◦B2).
By Lemma 3.11, each τzk ◦ B2 is a finite Blaschke product of order n2.
Consequently, B1 ◦B2 is a finite Blaschke product of order n1n2. 
4. Characterizations of finite Blaschke products
There are many function-theoretic characterizations of Blaschke products.
We recall here just a few of them.
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Theorem 4.1 (Fatou [9]). If f is analytic on D and
lim
|z|→1
|f(z)| = 1,
then f is a finite Blaschke product.
Proof. Since |f(z)| → 1 uniformly as |z| → 1, there is an r < 1 so that f
is nonvanishing on the annulus {r 6 |z| < 1}. Thus, f has at most a finite
number of zeros in D. Let B be the finite Blaschke product formed from
the zeros of f , repeated according to multiplicity. Then f/B and B/f are
analytic in D and their moduli tend uniformly to 1 as we approach T. The
Maximum Modulus Principle ensures that |f/B| 6 1 and |B/f | 6 1 on D,
so f/B is constant on D. Since this constant must be unimodular, f is a
unimodular scalar multiple of B. 
Each finite Blaschke product belongs the disk algebra A(D), the set of
analytic functions on D that extend continuously on D−. In fact, the finite
Blaschke products are the only elements of A(D) that map T into T.
Corollary 4.2. If f ∈ A(D) is unimodular on T, then f is a finite Blaschke
product.
There is also meromorphic version of this.
Corollary 4.3. Suppose f is meromorphic on D and extends continuously
to T. If f is unimodular on T, then f is a quotient of two Blaschke products.
For z1, z2, . . . , zn in D, we may write
B(z) =
n∏
k=1
z − zk
1− zkz
,=
α0 + α1z + · · · + αnz
n
αn + αn−1z + · · ·+ α0zn
, (4.4)
in which α0, α1, . . . , αn−1 ∈ C and αn = 1. The roots of the polynomial in
the numerator are precisely z1, z2, . . . , zn. Conversely, any rational function
of this form is a Blaschke product of order n.
Corollary 4.5. Let α0, α1, . . . , αn ∈ C and αn 6= 0. If all the roots of
P (z) = α0 + α1z + · · ·+ αnz
n
are in D, then
f(z) =
P (z)
znP (1/z)
=
α0 + α1z + · · ·+ αnz
n
αn + αn−1z + · · · + α0zn
is a finite Blaschke product of order n.
Proof. Observe that |f | = 1 on T and apply Corollary 4.2. We can be more
specific: if the roots of P (z) are z1, z2, . . . , zn ∈ D, then f is a unimodular
scalar multiple of the finite Blaschke product with zeros z1, z2, . . . , zn. 
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Theorem 3.6 says that if B is a finite Blaschke product of order n, then
the restricted function B : D → D has constant valence n for each w ∈ D.
This property actually characterizes the finite Blaschke products of order n.
Theorem 4.6 (Fatou [6–8]). Let f : D→ D be a surjective analytic function
of constant valence n > 1. Then f is a finite Blaschke product of order n.
Proof. We follow the proof Rado´ [20] and show that
lim
|z|→1
|f(z)| = 1. (4.7)
If we can do this, then Theorem 4.1 will ensure that f is a finite Blaschke
product. Suppose towards a contradiction that (4.7) fails. Then there is a
sequence zm of distinct points in D and a w0 ∈ D so that
lim
m→∞
|zm| = 1 and lim
m→∞
f(zm) = w0. (4.8)
By hypothesis, f(zm) 6= w0 for all but finitely many m. Let a1, a2, . . . , ak
be the distinct solutions of f(z) = w0, respectively, with multiplicities
n1, n2, . . . , nk. By assumption, we have
n1 + n2 + · · · + nk = n.
About each point aj , the function f has a power series expansion
f(z) = w0 +
∞∑
k=nj
f (k)(aj)
k!
(z − aj)
k,
in which f (nj)(aj) 6= 0. If ǫj > 0 is sufficiently small, we can write
f(z) = w0 +
(
(z − aj)fj(z)
)nj (4.9)
for z in
D(aj , ǫj) = {z : |z − aj| < ǫj},
in which fj is nonvanishing on D(aj, ǫj). Without loss of generality, we
impose the extra restrictions
ǫj < (1− |aj |)/2 and ǫj < min{|aj − ai|/2 : 1 6 i 6 k, i 6= j}
to ensure that the D(aj , ǫj) are pairwise disjoint and do not intersect T.
Since gj(z) = (z − aj)fj(z) has a simple zero at aj , it is injective on a
small neighborhood of aj . Thus, if necessary, we can make ǫj even smaller
so that gj(z) is injective on D(aj , ǫj). The Open Mapping Theorem ensures
that
k⋂
j=1
(gj(D(aj , ǫj)))
nj
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is an open set that contains the origin. Let ǫ > 0 be small enough so that
D(0, ǫ) ⊂
k⋂
j=1
(
gj
(
D(aj , ǫj)
))nj
,
and set
Vj = g
−1
j
(
D(0, ǫ1/nj )
)
⊂ D(aj , ǫj), for 1 6 j 6 k.
Observe that gj : Vj → D(0, ǫ
1/nj ) is bijective with gj(aj) = 0 and that
the open sets Vj are pairwise disjoint and do not intersect T. Consequently,
(4.9) tells us that for each w ∈ D(w0, ǫ)\{w0}, the equation f(z) = w has
exactly nj distinct solutions in Vj, for each j.
Since f(zm)→ w0 and |zm| → 1, for sufficiently large m we have f(zm) ∈
D(w0, ǫ), f(zm) 6= w0, and
zm 6∈
k⋃
j=1
Vj .
Fix any such m, and set wm = f(zm). Then each Vj contains nj distinct
points z so that f(z) = wm. Thus, f(z) = wm has at least
n1 + n2 + · · · + nk + 1 = n+ 1
solutions. This is a contradiction. 
5. Approximation theorems
If f is analytic on D and can be uniformly approximated on D by a
sequence of finite Blaschke products, then it is uniformly continuous on D.
Consequently, f has a unique continuous extension to D− and, moreover,
this extension is unimodular on T. So f is itself a finite Blaschke product
by Corollary 4.2. Consequently, the finite Blaschke products form a proper
closed subset of
BH∞ =
{
f ∈ H∞(D) : sup
z∈D
|f(z)| 6 1
}
,
the closed unit ball of H∞.
Since a generic element of BH∞ need not be continuous on T, we cannot
expect uniform approximation by finite Blaschke products. On the other
hand, if we endow H∞ with the topology of uniform convergence on com-
pact sets, which is coarser than the norm topology, then the finite Blaschke
products are dense in BH∞ .
Theorem 5.1 (Carathe´odory [2]). For each f ∈ BH∞ there is a sequence
of finite Blaschke products that converges uniformly on compact subsets of
D to f .
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Proof. It suffices to show that for each f ∈ BH∞ and n > 1, there is a finite
Blaschke product Bn so that f − Bn has a zero of order at least n at the
origin. If we can show this, then the Schwarz Lemma will ensure that
|f(z)−Bn(z)| 6 2|z|
n+1
on D, so Bn → f uniformly on compact subsets of D.
We proceed by induction on n. For each f ∈ BH∞ , we have c0 = f(0) ∈
D
−. If |c0| = 1, then the Maximum Principle ensures that f is a unimodular
constant and there is nothing to prove. If |c0| < 1, then B0(z) = −τ−c0(z)
is a finite Blaschke product so that f −B0 vanishes at the origin.
Suppose, for our induction hypothesis, that for each f ∈ BH∞ there is a
finite Blaschke product Bn−1 so that f − Bn−1 has a zero of order at least
n at the origin. Given f ∈ BH∞ , the Schwarz Lemma ensures that
g(z) =
τc0(f(z))
z
belongs to BH∞ . Hence there is a finite Blaschke product Bn−1 so that
g −Bn−1 has a zero of of order at least n at the origin. Since
f(z) = τc0(zg(z)),
and since
Bn(z) = τc0(zBn−1(z)),
is a finite Blaschke product by Lemma 3.11, we expect that Bn has the
desired properties. To establish this, it is enough to observe that
τc0(z2)− τc0(z1) =
(1− |c0|
2)(z1 − z2)
(1− c0z1)(1 − c0z2)
for z1, z2 ∈ D. Because of the factor z(g(z) −Bn−1(z)), the difference
f(z)−Bn(z) = τc0
(
zg(z)) − τc0(zBn−1(z)
)
is divisible by zn+1. 
Let us return to the norm topology. Since each finite Blaschke product
belongs to BA(D), the closed unit ball of the disk algebra A(D), any convex
combination of finite Blaschke products also belongs to BA(D). In fact, the
convex hull of the set of all finite Blaschke products is dense in BA(D).
Theorem 5.2 (Fisher [10]). Each f ∈ BA(D) can be uniformly approximated
on D− by a sequence of convex combinations of finite Blaschke products.
Proof. Fix f ∈ BA(D) and ǫ > 0. Since f is continuous on D
−, there is a
t ∈ [0, 1) so that
‖ft − f‖∞ <
ǫ
2
, (5.3)
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in which ft(z) = f(tz) for z ∈ D. Theorem 5.1 provides a finite Blaschke
product B so that
‖ft −Bt‖∞ <
ǫ
2
.
Thus we have a finite Blaschke product B such that
‖f −Bt‖∞ < ǫ.
If we can show that Bt is itself a convex combination of finite Blaschke
products, the proof will be complete.
Since (gh)t = gtht for any analytic functions g and h on D, the family of
convex combinations of finite Blaschke products is closed under multiplica-
tion. Hence we just need to focus our efforts on
B(z) =
α− z
1− αz
.
The combination on the right-hand side of the following
Bt(z) =
t(1− |α|2)
1− |α|2t2
·
αt− z
1− αtz
+
|α|(1 − t2)
1− |α|2t2
· ei argα (5.4)
is almost what we want; it is a linear combination, with positive coefficients,
of a Blaschke factor and a unimodular constant. However, the coefficients
need not sum to one. Fortunately,
1−
t(1− |α|2)
1− |α|2t2
−
|α|(1 − t2)
1− |α|2t2
=
(1− t)(1− |α|)
1 + |α|t
> 0,
so we add the combination
0 =
(1− t)(1− |α|)
2(1 + |α|t)
· 1 +
(1− t)(1− |α|)
2(1 + |α|t)
· (−1)
to both sides of (5.4) to obtain
Bt(z) =
t(1− |α|2)
1− |α|2t2
·
αt− z
1− αtz
+
|α|(1 − t2)
1− |α|2t2
· ei argα
+
(1− t)(1− |α|)
2(1 + |α|t)
· 1 +
(1− t)(1 − |α|)
2(1 + |α|t)
· (−1),
which is a convex combination of four finite Blaschke products (three of
them are unimodular constants). 
If B1 and B2 are finite Blaschke products, then B1/B2 is a continuous
unimodular function on T. The family of all such quotients is uniformly
dense in the set of continuous unimodular functions. A weaker version of
the following result (Theorem 5.5 below) is Corollary 4.3, in which u is the
unimodular boundary function for a meromorphic function on D with a finite
number of zeros and poles.
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Theorem 5.5 (Helson–Sarason [16]). Let u be any continuous unimodular
function on the unit circle T and let ǫ > 0. Then there are finite Blaschke
products B1 and B2 such that∥∥∥∥u− B1B2
∥∥∥∥
L∞(T)
< ǫ.
In the preceding theorems, the approximating Blaschke products may
have repeated zeros. This restriction can be overcome.
Theorem 5.6. Let B be a finite Blaschke product of order n. Then there
is a family of finite Blaschke products {Bǫ: 0 < ǫ < ǫ0} with the following
properties:
(a) each Bǫ is of order n;
(b) each Bǫ has distinct zeros;
(c) for each ǫ, Bǫ(0) 6= 0 and B
′
ǫ(0) 6= 0;
(d) as ǫ → 0, Bǫ converges uniformly to B on any compact subset of
C that does not contain a pole of B. In particular, Bǫ converges
uniformly to B on D−.
6. A generalized Rouche´ theorem and its converse
A classical theorem of Rouche´ says that if f and g are analytic inside and
on a closed rectifiable curve Γ and if |f + g| < |g| on Γ, then f and g have
the same number of zeros inside Γ. A stronger version is:
Theorem 6.1 (Glicksberg [13]). If f and g are analytic inside and on a
simple closed rectifiable curve Γ and if
|f + g| < |f |+ |g| on Γ,
then f and g have the same number of zeros inside Γ.
Suppose that f and g are analytic on |z| < R for some R > 1 and that
they have no zeros on T. Let B1 and B2 be finite Blaschke products of the
same order. If
|B1f +B2g| < |f |+ |g|
on T, then Theorem 6.1 ensures that f and g have the same number of zeros
in D. The converse of this result is also true.
Theorem 6.2 (Challener–Rubel [4]). Suppose that f and g are analytic on
|z| < R for some R > 1 and that they have no zeros on T. If f and g have
the same number of zeros in D, then there are finite Blaschke products B1
and B2 of the same order such that
|B1f +B2g| < |f |+ |g| on T.
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Proof. Since f and g are continuous and nonzero on T,
m = min
ζ∈T
{
|f(ζ)|, |g(ζ)|
}
> 0
and
M = max
ζ∈T
{
|f(ζ)|, |g(ζ)|
}
<∞.
Let h = g/f and u = h/|h|. Since −u is a continuous unimodular function
on T, Theorem 5.5 provides two finite Blaschke products B1 and B2 so that∥∥∥∥u+ B1B2
∥∥∥∥
L∞(T)
<
m
M
.
On T, we have
|B1f +B2g| = |f |
∣∣∣∣ gf + B1B2
∣∣∣∣ = |f |∣∣∣∣h+ B1B2
∣∣∣∣
= |f |
∣∣∣∣u|h| + B1B2
∣∣∣∣ = |f |∣∣∣∣u(|h| − 1) + (u+ B1B2
)∣∣∣∣
6
∣∣|f | − |g|∣∣+m < |f |+ |g|.
Since |f | = |B1f | and |g| = |B2g| on T, Rouche´’s Theorem ensures that B1f
and B2g have the same number of zeros inside D. Since f and g have the
same number of zeros inside D, the Blaschke products B1 and B2 must have
the same order. 
7. The derivative of a finite Blaschke product
If
B(z) =
n∏
k=1
zk − z
1− zkz
and
Bj(z) =
n∏
k=1
k 6=j
zk − z
1− zkz
, for 1 6 j 6 n,
then a computation confirms that
B′(z) = −
n∑
k=1
1− |zk|
2
(1− zkz)2
Bk(z). (7.1)
In particular,
B′(zj) = −
1
1− |zj |2
n∏
k=1
k 6=j
zk − zj
1− zkzj
, for 1 6 j 6 n.
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Divide both sides of (7.1) by B to obtain the logarithmic derivative
B′(z)
B(z)
=
n∑
k=1
1− |zk|
2
(1− zkz)(z − zk)
(7.2)
of B; this is valid on C\
{
zk, 1/zk : 1 6 k 6 n
}
. At each eiθ ∈ T, we have
B′(eiθ)
e−iθB(eiθ)
=
n∑
k=1
1− |zk|
2
|eiθ − zk|2
, (7.3)
and hence
|B′(eiθ)| =
n∑
k=1
1− |zk|
2
|eiθ − zk|2
. (7.4)
The following result is a direct consequence of (7.4).
Lemma 7.5. If B is a finite Blaschke product, then B′(eiθ) 6= 0 for all
eiθ ∈ T.
In the light of the preceding lemma, we can slightly strengthen Theorem
3.6 (it can also be deduced from Theorem 2.4).
Corollary 7.6. If B is a finite Blaschke product of degree n, then for each
w ∈ T, the equation B(z) = w has exactly n distinct solutions on T.
Since B′ is continuous on D−, we have
lim
z→eiθ
|B′(z)| = |B′(eiθ)|,
in which convergence is uniform with respect to θ. A more subtle expression
for |B′(eiθ)| is provided by the following theorem.
Theorem 7.7. If B is a finite Blaschke product, then for all eiθ ∈ T,
lim
z→eiθ
1− |B(z)|2
1− |z|2
= lim
z→eiθ
1− |B(z)|
1− |z|
= |B′(eiθ)|,
in which convergence is uniform with respect to θ.
Proof. If B denotes the finite Blaschke product (3.8), then (3.9) tells us that
lim
z→eiθ
1− |B(z)|2
1− |z|2
=
n∑
k=1
1− |zk|
2
|1− zkeiθ|2
=
n∑
k=1
1− |zk|
2
|eiθ − zk|2
= |B′(eiθ)|;
the final equality is (7.4). Since the modulus of a finite Blaschke product
tends uniformly to 1 as one approaches the boundary T, (3.9) shows that
convergence is uniform in θ. The identity
lim
z→eiθ
1− |B(z)|2
1− |z|2
= lim
z→eiθ
1− |B(z)|
1− |z|
·
1 + |B(z)|
1 + |z|
= lim
z→eiθ
1− |B(z)|
1− |z|
follows for the same reason. 
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As it turns out, the previous theorem holds in a more general setting
under the heading of an “angular derivative”.
Corollary 7.8. Let B be a finite Blaschke product. Then
lim
|z|→1
|B′(z)|(1 − |z|2)
1− |B(z)|2
= 1.
8. The zeros of B′
If B is a finite Blaschke product of degree n, then (4.4) and the quotient
rule for derivatives imply that B′ = P/Q, in which P and Q are polynomials
and degP 6 2n− 2. Lemma 7.5 ensures that there are no zeros of B′ on T;
they are either in D or in De := Ĉ\D
−. We can be more specific.
Lemma 8.1. Let B be finite Blaschke product. Suppose that w ∈ C\{0}
and that B(w) 6= 0. Then B′(w) = 0 if and only if B′(1/w) = 0.
Proof. For each z ∈ C\{0}, (3.5) tells us that
B(z)B(1/z) = 1.
Taking the derivative with respect to z reveals that
B′(z)B(1/z)−
1
z2
B(z)B′(1/z) = 0,
so
B′(w) = 0 ⇐⇒ B′(1/w) = 0. 
Theorem 8.2. Let B be a finite Blaschke product of order n. Write
B(z) = eiβzj0
m∏
k=1
(
zk − z
1− zkz
)jk
,
in which β ∈ R, jk are positive integers with
j0 + j1 + · · ·+ jm = n,
and z1, z2, . . . , zm are distinct points in D\{0}. Then B
′ has exactly n − 1
zeros in D. The number of zeros in De is m if j0 6= 0 and 6 m− 1 if j0 = 0.
Proof. First suppose that the zeros of B are distinct and that neither B nor
B′ have any zeros at the origin. By (7.2), B′(z) = 0 if and only if
n∑
k=1
1− |zk|
2
(1− zkz)(z − zk)
= 0.
Multiplying both sides of the preceding by
n∏
k=1
(1− zkz)(z − zk),
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we obtain a polynomial equation of degree 2n− 2 whose zeros are not in
{0, z1, z2, . . . , zn, 1/z1, 1/z2 . . . , 1/zn}.
By Lemma 8.1, there are exactly n− 1 zeros in D and n− 1 zeros in De.
In the general case, Theorem 5.6 permits us to approximate B by a family
Bǫ of finite Blaschke products of order n with distinct zeros so that neither Bǫ
nor B′ǫ have any zeros at the origin (the convergence is uniform on compact
sets). It follows that B′ has exactly n − 1 zeros, counted according to
multiplicity, in D. However, it may have fewer zeros in De since the zeros of
B′ǫ in De may be at the poles of B or at ∞.
We now consider the zeros of B′ in De. First assume that j0 6= 0. Then,
by direct verification,
B′(z) = zj0−1
∏m
k=1(z − zk)
jk−1∏m
k=1(z − 1/zk)
jk+1
P (z),
in which P is a polynomial of degree 2m with no zeros in {0, z1, . . . , zm}.
Consequently, B′ has n+m− 1 zeros in C. These are the zeros of B and of
P , repeated according to multiplicity. Lemma 8.1 ensures that the zeros of
P are of the form
w1, 1/w1, w2, 1/w2, . . . , wm, 1/wm,
in which w1, w2, . . . , wm ∈ D\{0, z1, z2, . . . , zm}.
Now suppose that j0 = 0 and write
B(z) = C
∏m
k=1(z − zk)
jk∏m
k=1(z − 1/zk)
jk
= C
(
1 +
Q(z)∏m
k=1(z − 1/zk)
jk
)
,
in which C is constant and Q is a polynomial of degree n− 1. Thus,
B′(z) =
∏m
k=1(z − zk)
jk−1∏m
k=1(z − 1/zk)
jk+1
· P (z),
in which P is a polynomial of degree at most 2m − 2 that has no zeros
among {z1, z2, . . . , zm}. Consequently, B
′ has at most n+m− 2 zeros in C.
These are the zeros of B and of P , repeated according to multiplicity. In
this case, P might have zeros at the origin. For the rest of its zeros, Lemma
8.1 applies. Therefore, P can have ℓ′ zeros at the origin and the rest are of
the form
w1, 1/w1, w2, 1/w2, . . . , wℓ, 1/wℓ,
where w1, w2, . . . , wℓ ∈ D\{0, z1, z2, . . . , zm}. Since ℓ
′+2ℓ = degP 6 2m−2,
we have ℓ 6 m− 1. 
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z2
z1z5
z4
z3
Figure 1. The hyperbolic convex hull of z1, z2, . . . , z5.
There are many results that relate the zeros of a polynomial to the zeros
of its derivatives. The oldest goes back to Gauss and Lucas [17]: the zeros
of P ′ belong to the convex hull of the zeros of P . In [3] they prove an
analogous result in that the zeros of B′, the derivative of a finite Blaschke
product B, are in the convex hull of B−1({0}) ∪ {0}. A refinement of this
result from [11] involves some hyperbolic geometry. We say that A ⊆ D is
hyperbolically convex if
z1, z2 ∈ A and t ∈ [0, 1] =⇒
z1 −
z1−z2
1−z1z2
t
1− z1
z1−z2
1−z1z2
t
∈ A.
The complicated quotient in the above formula is the parametric formula
for the hyperbolic segment between z1 and z2. The hyperbolic convex hull
of A ⊆ D is the smallest hyperbolic convex set that contains A; it is the
intersection of all hyperbolic convex sets that contain A. Figure 1 shows the
hyperbolic convex hull of five points in D.
Theorem 8.3. If B is a finite Blaschke product, then the zeros of B′ in D
belong to the hyperbolic convex hull of the zeros of B.
Proof. In what follows, we let
D− = D ∩ {z : Im z < 0} and D+ = D ∩ {z : Im z > 0}.
First suppose that the zeros of B are all in D+. By (7.2) we have
Im
(
B′(z)
B(z)
)
=
n∑
k=1
Im
(
1− |zk|
2
(1− zkz)(z − zk)
)
. (8.4)
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Let
ϕ(z) =
1− |a|2
(1− az)(z − a)
,
in which a ∈ D+ is fixed. To study ϕ(D−), we examine the image of T− and
the interval [−1, 1] under ϕ. On the lower semicircle
T− = {e
iθ : −π 6 θ 6 0},
we have
ϕ(eiθ) =
1− |a|2
(1− aeiθ)(eiθ − a)
=
1− |a|2
|eiθ − a|2
e−iθ.
Thus, T− is mapped onto a curve in C+ ∪ R. For t ∈ [−1, 1], we have
ϕ(t) =
1− |a|2
(1− at)(t− a)
=
1− |a|2
|(1− at)(t− a)|2
(1− at)(t− a),
so
Imϕ(t) =
1− |a|2
(1− at)(t− a)
=
1− |a|2
|(1− at)(t− a)|2
(1− t2) Im a.
Thus, [−1, 1] is also mapped to a curve in C+∪R and hence ∂D− is mapped
to a closed simple curve in C+∪R. Since ϕ is analytic on (D−)
−, we deduce
that ϕ maps D− into C+. Equivalently, we have
z ∈ D− =⇒ Imϕ(z) > 0.
Since the zeros of B are in C+, the representation (8.4) implies
z ∈ D− =⇒ Im
(
B′(z)
B(z)
)
> 0.
Hence, B′ does not have any zeros in D−. By continuity, it follows that if
all zeros of B are in D+ ∪ (−1, 1), then so are the zeros of B
′ (recall that we
are only considering zeros inside D).
Let f = B ◦ τa. By Lemma 3.11, f is also a finite Blaschke product
with zeros τa(z1), τa(z2), . . . , τa(zn). If we denote the zeros of B
′ in D by
w1, w2, . . . , wn−1, then the zeros of f
′ in D are
τa(w1), τa(w2), . . . , τa(wn−1).
If we choose a such that Im τa(zk) > 0 for 1 6 k 6 n, then the preceding
observation shows that
Im τa(wk) > 0, for 1 6 k 6 n− 1.
This means that if the zeros of B are on one side of the hyperbolic line
a− z
1− az
= t, t ∈ [−1, 1],
then the zeros of B′ are also on the same side. Similar comments apply if
we replace τa by a rotation ργ . The intersection of all such hyperbolic lines
gives the hyperbolic convex hull of the zeros of B. 
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Let a, b ∈ D be unequal and let
B(z) =
(
a− z
1− az
)m( b− z
1− bz
)n
.
Clearly B′ has m+ n− 1 zeros in D which are a, m− 1 times, and b, n− 1
times, and the last one c which is the solution of the equation
m(1− |a|2)
(1− az)2
(
a− z
1− az
)m−1( b− z
1− bz
)n
+
(
a− z
1− az
)m( b− z
1− bz
)n−1 n(1− |b|2)
(1− bz)2
= 0.
Rewriting this as(
z − a
1− az
)/( z − b
1− bz
)
= −
(
m(1− |a|2)
|1− az|2
)/(n(1− |b|2)
|1− bz|2
)
reveals that a, b, c are on the same hyperbolic line. Moreover, as m and n
vary in N, the point c traverses a dense subset of the hyperbolic line segment
between a and b.
9. Existence of a nonzero residue
The only entire finite Blaschke products are 1, z, z2, . . . and their uni-
modular scalar multiples. All other finite Blaschke products have poles in
1 < |z| <∞ and we can consider their residues.
Theorem 9.1 (Heins [15]). If B is a finite Blaschke product with at least
one finite pole, then B has a nonzero residue.
Proof. Let
B(z) = eiβzm
N∏
n=1
(
z − zn
1− znz
)mn
, (9.2)
in which z1, z2, . . . , zn are the distinct zeros of B and let
B(z) =
∫ z
0
B(ζ) dζ. (9.3)
Since B is analytic on D−, the integral in (9.3) is independent of the path of
integration. The Fundamental Theorem of Calculus ensures that B′(z) =
B(z) for each z ∈ D− and that B(0) = 0. By (9.2), for each eiθ ∈ T we have
B(eiθ) =
∫ eiθ
0
B(z) dz =
∫ 1
0
eiβrmeimθ
N∏
n=1
(
reiθ − zn
1− znreiθ
)mn
eiθdr. (9.4)
The function
N∏
n=1
(
reiθ − zn
1− znreiθ
)mn
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is a finite Blaschke product and hence (9.4) yields
|B(eiθ)| =
∣∣∣∣ ∫ 1
0
eiβrmeimθ
N∏
n=1
(
reiθ − zn
1− znreiθ
)mn
eiθdr
∣∣∣∣
6
∫ 1
0
rm dr =
1
m+ 1
. (9.5)
Perform a partial fraction expansion on (9.2) to obtain
B(z) =
m∑
n=0
αnz
n +
N∑
n=1
mn∑
ℓ=1
βn,ℓ
(1− znz)ℓ
. (9.6)
Suppose towards a contradiction that all of the residues of B are zero; that
is β1,1 = β2,1 = · · · = βN,1 = 0. By integration,
B(z) =
m∑
n=0
αn
n+ 1
zn+1 + α+
N∑
n=1
mn∑
ℓ=2
(
βn,ℓ
zn(ℓ−1)
)
(1− znz)ℓ−1
(9.7)
is a primitive of B on C\{1/z1, . . . , 1/zN}. The constant α is arbitrary and
we choose it so that B(0) = 0.
Since B has a zero of order m at the origin, B(0) = 0, and B′ = B, we
conclude that B has a zero of order m+1 at the origin. Taking the common
denominator in (9.7), we see that
B(z) =
zm+1P (z)∏N
n=1(1− znz)
mn−1
, (9.8)
in which P is a polynomial of degree at most
∑N
n=1(mn − 1). On the other
hand, (9.6) and (9.7) imply that
lim
z→∞
(m+ 1)B(z)
zB(z)
= 1. (9.9)
Define
f(z) =
(m+ 1)B(z)
zB(z)
and use (9.2) and (9.8) to obtain
f(z) =
(m+ 1)P (z)
∏N
n=1(1− znz)∏N
n=1(z − zn)
mn
,
which reveals that f is analytic on C\D. Since B has finite poles, f has
at least one zero in C\D−. This enables us to produce a contradiction as
follows. By (9.9), we know that
lim
z→∞
f(z) = 1,
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and by (9.5), we have
|f(eiθ)| =
∣∣∣∣(m+ 1)B(eiθ)eiθB(eiθ)
∣∣∣∣ = ∣∣(m+ 1)B(eiθ)∣∣ 6 1
for each eiθ ∈ T. Since f is analytic on C\D, |f(ζ)| 6 1 for ζ ∈ T, and
limz→∞ f(z) = 1, the Maximum Principle ensures that f ≡ 1. This con-
tradicts the assumption that f has zeros in C\D. Thus, for some n ∈
{1, 2, . . . , N}, we must have βn,1 6= 0. 
10. Localization of zeros
If B is a Blaschke product of order n, then for each w ∈ T the equation
B(z) = w has exactly n distinct solutions on T; see Corollary 7.6. We
explore the relation between the zeros of B and the solutions to B(z) = w
in a more general setting. We begin with an old theorem of Gauss and
Lucas [18].
Theorem 10.1 (Gauss-Lucas). Let z1, z2, . . . , zn ∈ C be distinct and let
c1, c2, . . . , cn > 0. Then
f(z) =
c1
z − z1
+
c2
z − z2
+ · · ·+
cn
z − zn
(10.2)
has n− 1 zeros and they are in the convex hull of the set {z1, z2, . . . , zn}.
Proof. Multiply (10.2) by (z − z1)(z − z2) · · · (z − zn) to see that f has at
most n−1 zeros in C, counted according to multiplicity. If z0 is one of these
zeros, then
c1
z0 − z1
+
c2
z0 − z2
+ · · ·+
cn
z0 − zn
= 0.
Since c1, c2, . . . , cn ∈ R, the preceding is equivalent to
c1(z0 − z1)
|z0 − z1|2
+
c2(z0 − z2)
|z0 − z1|2
+ · · ·+
cn(z0 − zn)
|z0 − zn|2
= 0,
which can be written as(
c1
|z0 − z1|2
+ · · ·+
cn
|z0 − zn|2
)
z0 =
c1
|z0 − z1|2
z1 + · · ·+
cn
|z0 − zn|2
zn.
Thus,
z0 = λ1z1 + λ2z2 + · · ·+ λnzn,
in which
λj =
cj
|z0−zj |2
c1
|z0−z1|2
+ · · ·+ cn
|z0−zn|2
for 1 6 j 6 n.
Since c1, c2, . . . , cn > 0, we see that 0 < λ1, λ2, . . . , λn < 1 and λ1+· · ·+λn =
1. Consequently, z0 lies in the convex hull of the set {z1, z2, . . . , zn}. 
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The Gauss-Lucas theorem can be used to prove a beautiful theorem about
the location of the zeros of a finite Blaschke product (see [5, 14]). First we
need an important lemma.
Lemma 10.3. Let {z1, z2, . . . , zn−1} ⊂ D,
B(z) = z
n−1∏
k=1
zk − z
1− zkz
,
and w ∈ T. Let ζ1, ζ2, . . . , ζn be the n distinct solutions to B(ζ) = w and
define
λk =
1
1 +
∑n−1
j=1
1−|zj |2
|ζk−zj |2
, 1 6 k 6 n.
Then λ1, λ2, . . . , λn satisfy
0 < λ1, λ2, . . . , λn < 1 and λ1 + λ2 + · · · + λn = 1.
Moreover,
B(z)/z
B(z)− w
=
(z − z1) · · · (z − zn−1)
(z − ζ1) · · · (z − ζn)
=
λ1
z − ζ1
+ · · ·+
λn
z − ζn
.
Proof. Observe that
B(z)/z
B(z)−w
=
P (z)
Q(z)
,
in which P and Q are polynomials with degP = n− 1 and degQ = n. The
roots of P are z1, z2, . . . , zn−1 and the roots of Q are ζ1, ζ2, . . . , ζn, so
B(z)/z
B(z)− w
= C
(z − z1) · · · (z − zn−1)
(z − ζ1) · · · (z − ζn)
for some C 6= 0. Multiplying through by z and taking the limit as z → ∞
reveals that C = 1. Performing a partial fraction expansion, we obtain
B(z)/z
B(z)− w
=
λ1
z − ζ1
+ · · ·+
λn
z − ζn
.
Fix 1 6 j 6 n, multiply the previous identity by z − ζj , then let z → ζj to
see that
λj = lim
z→ζj
B(z)
z
·
z − ζj
B(z)− w
=
B(ζj)
ζjB′(ζj)
=
1
1 +
∑n−1
k=1
1−|zk|2
|ζj−zk|2
by (7.3). Thus 0 < λj < 1. Now let z →∞ in the identity
B(z)
B(z)− w
=
λ1z
z − ζ1
+ · · · +
λnz
z − ζn
to conclude that
λ1 + · · ·+ λn = lim
z→∞
B(z)
B(z)− w
= 1. 
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Figure 2. The convex hull of ζ1, ζ2, ζ3, ζ4, ζ5 contain 0, z1, z2, z3, z4.
Theorem 10.4. Let {z1, z2, . . . , zn−1} ⊂ D,
B(z) = z
n−1∏
k=1
zk − z
1− zkz
,
and w ∈ T. Let ζ1, ζ2, . . . , ζn be the n distinct solutions to B(ζ) = w. Then
z1, z2, . . . , zn−1 belong to the convex hull of ζ1, ζ2, . . . , ζn.
Proof. Lemma 10.3 yields the representation
B(z)/z
B(z)− w
=
λ1
z − ζ1
+ · · ·+
λn
z − ζn
,
in which the right-hand side is a convex combination of the functions
1
z − ζ1
,
1
z − ζ2
, . . . ,
1
z − ζn
.
Since the zeros of the quotient are precisely z1, z2, . . . , zn−1, Theorem 10.1
ensures that they are in the convex hull of ζ1, ζ2, . . . , ζn. 
Figure 2 illustrates Theorem 10.4 for a Blaschke product of order n = 5.
Corollary 10.5. Let {z1, z2, . . . , zn−1} ⊂ D,
B(z) = z
n−1∏
k=1
zk − z
1− zkz
,
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and w ∈ T. Let ζ1, ζ2, . . . , ζn be the n distinct solutions to B(ζ) = w and
define
λk =
1
1 +
∑n−1
j=1
1−|zj |2
|ζk−zj |2
, for 1 6 k 6 n.
Then
0 < λ1, . . . , λn < 1 and λ1 + · · ·+ λn = 1,
and
1
1−wB(z)
=
λ1
1− ζ1z
+ · · · +
λn
1− ζnz
. (10.6)
Proof. Lemma 10.3 provides the convex combination
B(z)/z
B(z)− w
=
λ1
z − ζ1
+ · · ·+
λn
z − ζn
,
valid for z ∈ T if properly interpreted at poles. For such points, zz = 1 and
B(z)B(z) = 1, so
1
1− wB(z)
=
λ1
1− ζ1z
+ · · ·+
λn
1− ζnz
on T. Conjugating both sides yields (10.6) for z ∈ T. However, both sides
of (10.6) are meromorphic on C, so the identity holds everywhere. 
For a Blaschke product of the form
B(z) = z
(
α− z
1− αz
)
, α 6= 0,
Theorem 10.4 has an appealing geometric interpretation. A line that passes
through α intersects T in two points, say ζ1 and ζ2. Theorem 10.4 ensures
that B(ζ1) = B(ζ2). On the other hand, if ζ1, ζ2 ∈ T and B(ζ1) = B(ζ2),
then α lies on the line segment connecting ζ1 and ζ2; see Figure 3.
In Theorem 10.4, we are free to choose any w ∈ T and then obtain the
solutions ζ1,w, ζ2,w, . . . , ζn,w of B(ζ) = w. Thus,
{z1, z2, . . . , zn} ⊆
⋂
w∈T
conv(ζ1,w, ζ2,w, . . . , ζn,w),
the intersection of the convex hulls of the sets {ζ1,w, ζ2,w, . . . , ζn,w}. For a
Blaschke product of order three, this phenomenon is depicted in Figure 4.
We refer the reader to [5] for more on ellipses and finite Blaschke products.
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ζ1
ζ2
0
α
Figure 3. Two points with the same image under B.
0
z1
z2
Figure 4. The intersection of all co(ζ1,w , ζ2,w, ζ3,w).
11. The group of invariants
For each w ∈ T, Corollary 7.6 says that the equation B(z) = w has
exactly n distinct solutions on T. Thus, the sets B−1({w}) for w ∈ T form a
partition of T; each such set has exactly n elements. In particular, consider
B−1(1) = {eiϑ1 , eiϑ2 , . . . , eiϑn},
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in which the arguments are arranged so that
0 6 ϑ1 < ϑ2 < · · · < ϑn < 2π.
We define ϑk for k ∈ Z by
ϑk = ϑℓ (mod 2π) ⇐⇒ k = ℓ (mod n).
As ζ moves once counterclockwise on T, the image B(ζ) traverses the unit
circle n times. This follows from the argument principle, or more explicitly,
from Theorem 2.4. As ζ passes from eiϑk to eiϑk+1 , the image B(ζ) makes a
complete traversal of T. Thus, B bijectively maps each of the arcs
[eiϑ1 , eiϑ2), [eiϑ2 , eiϑ3), . . . , [eiϑn , eiϑn+1),
onto T. If we define the equivalence relation
eiθ ∼ eiθ
′
⇐⇒ B(eiθ) = B(eiθ
′
),
then
{B−1(w) : w ∈ T} (11.1)
is the family of equivalence classes of ∼; each of the arcs above contains
exactly one element from each equivalence class.
For each k ∈ Z, we define the bijective continuous function
Φk : [e
iϑk , eiϑk+1)→ T, Φk(e
iθ) = B(eiθ). (11.2)
However, there are only n distinct functions that arise since we have
Φk = Φℓ ⇐⇒ k = ℓ (mod n).
According to the definition of the ϑk, we see that
lim
θ→ϑk
θ>ϑk
Φ(eiθ) = lim
θ→ϑk+1
θ<ϑk+1
Φ(eiθ) = 1 (11.3)
and
B
(
Φ−1k (e
iθ)
)
= eiθ (11.4)
for all eiθ ∈ T.
The following result shows that elements of the conjugacy classes (11.1)
have a minimal lower distance from each other.
Lemma 11.5. If B is a finite Blaschke product, then there is δ > 0 so that
0 < |eiθ − eiϑ| < δ =⇒ B(eiθ) 6= B(eiϑ).
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Proof. Suppose towards a contradiction that for each n > 1, there are points
eiθn , eiϑn ∈ T such that
|eiθn − eiϑn | <
1
n
and B(eiθn) = B(eiϑn).
By passing to a subsequence, we may assume that there is a θ0 such that
lim
n→∞
eiθn = lim
n→∞
eiϑn = eiθ0 .
However, Lemma 7.5 ensures that B is injective on a small neighborhood of
eiθ0 . This is a contradiction. 
Let C be the space of all continuous functions u : T→ T. This space, when
endowed with the binary operation of function composition, is a semigroup.
That is,
(a) u1, u2 ∈ C =⇒ u1 ◦ u2 ∈ C;
(b) (u1 ◦ u2) ◦ u3 = u1 ◦ (u2 ◦ u3) for all u1, u2, u3 ∈ C;
(c) id ∈ C (and hence u ◦ id = id ◦ u = u for each u ∈ C).
However, an arbitrary element of C need not be invertible under function
composition. For example, take u(z) = z2.
If B is a finite Blaschke product, then we may regard it as an element of
C and define
GB = {u ∈ C : B ◦ u = B}.
This is a sub-semigroup of C. In fact, much more is true.
Theorem 11.6 (Cassier–Chalendar [3]). Let B be a finite Blaschke product
of order n. Then GB is a cyclic group of order n.
Proof. Consider the functions Φk defined in (11.2). For k ∈ Z, define func-
tions uk : T→ T by
uk : [e
iϑj , eiϑj+1)→ [eiϑj+k , eiϑj+k+1), uk(e
iθ) = Φ−1j+k
(
Φj(e
iθ)
)
,
for j ∈ Z. The function uk, with its domain and range as restricted above,
is a continuous bijection between two conjugacy class. Moreover, by (11.3),
uk(e
iϑj ) = eiϑj+k and lim
θ→ϑj+1
θ<ϑj+1
uk(e
iθ) = eiϑj+k+1 .
Upon gluing these pieces together (for fixed k), we obtain a continuous
bijection from T onto T. Now observe that (11.4) ensures that
B
(
uk(e
iθ)
)
= B
(
Φ−1j+k(Φj(e
iθ))
)
= Φj(e
iθ) = B(eiθ)
for each eiθ ∈ T. Thus, we obtain n elements of GB .
To further clarify the situation, let us make the following observations:
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(a) u0 = id;
(b) uk = uℓ ⇐⇒ k = ℓ (mod n);
(c) uk = u1 ◦ u1 ◦ · · · u1 (k times);
(d) uk ◦ uℓ = uk+ℓ;
(e) na¨ıvely speaking, we may say that uk shifts forward each of the arcs
[eiϑ1 , eiϑ2), [eiϑ2 , eiϑ3), . . . , [eiϑn , eiϑn+1),
by k steps in such a way that it preserves the equivalence classes
of ∼. Thus, uk(ζ) = ζ
′ implies that ζ and ζ ′ belong to the same
equivalence class of ∼.
The observations above reveal that {u0, u1, . . . , un−1} is a cyclic subgroup
of order n in GB . We claim that this exhausts GB . This fact is based on
the following property: if u, v ∈ GB are such that u(e
iθ0) = v(eiθ0) for some
eiθ0 ∈ T, then u = v. To verify this, let
E = {eiθ ∈ T : u(eiθ) = v(eiθ)}.
Clearly eiθ0 ∈ E. Since u and v are continuous functions, E is a closed
subset of T. By uniform continuity there is a δ′ > 0 such that
|eiθ − eiθ
′
| < δ′ =⇒ |u(eiθ)− v(eiθ)| < δ,
where δ > 0 is the parameter introduced in Lemma 11.5. According to the
definition of GB we have
B(u(eiθ)) = B(v(eiθ)) = B(eiθ), eiθ ∈ T.
By Lemma 11.5, we must have u(eiθ) = v(eiθ) at least for all eiθ such that
|eiθ − eiθ
′
| < δ′. This reveals that E is also an open set and so E = T.
To finish the proof, let u ∈ GB . Then
B(u(eiϑ1)) = B(eiϑ1) = 1,
and hence
u(eiϑ1) ∈ B−1(1) = {eiϑ1 , eiϑ2 , . . . , eiϑn}.
Suppose that u(eiϑ1) = eiϑk for some 1 6 k 6 n. If we rewrite this identity
as u(eiϑ1) = uk(e
iϑ1), then the preceding observation shows that u = uk. 
The following fact was stated and verified in the proof of Theorem 11.6.
Corollary 11.7. Let B be a finite Blaschke product. Let u : T → T be a
continuous function such that B ◦ u = B. Suppose that there is an eiθ0 ∈ T
so that u(eiθ0) = eiθ0 . Then u = id.
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