In two-level logic synthesis, the typical input specification is a set of minterms defining the on set and a set of minterms defining the don't care set of a Boolean function. The problem is to synthesize an optimal set of product terms, or cubes, that covers all the minterms in the on set and some of the minterms in the don't care set. In this paper, we consider a different specification: instead of the on set and the don't care set, we are given a set of numbers, each of which specifies the number of minterms covered by the intersection of one of the subsets of a set of λ cubes. We refer to the given set of numbers as an intersection pattern. The problem is to deterimine whether there exists a set of λ cubes to satisfy the given intersection pattern and, if it exists, to synthesize the set of cubes. We show a necessary and sufficient condition for the existence of λ cubes to satisfy a given intersection pattern. We also show that the synthesis problem can be reduced to the problem of finding a non-negative solution to a set of linear equalities and inequalities.
INTRODUCTION
Two-level logic synthesis is a well-developed and mature topic [1, 2] . The typical input specification for a two-level synthesis problem is the on set and the don't care set (or in some cases, the off set) of a Boolean function. The on set and the don't care set consist of minterms that define when the function evaluates to one and when its evaluation can be either zero or one, respectively. The problem is to synthesize an optimal set of product terms, or cubes, that covers all the minterms in the on set and some of the minterms in the don't care set.
In this work, we consider a related yet different problem pertaining to the synthesis of a set of cubes. A set of cubes, besides defining a Boolean function, also defines a set of numbers, each of which corresponds to the number of minterms covered by the intersection of one of the subsets of the set of cubes. For example, given a set of three cubes on four variables x0, x1, x2, x3, which are c0 = x0x1, c1 = x2, and c2 = x1x3, the numbers of minterms covered by c0, c1, c2, c0c1, c0c2, c1c2, and c0c1c2 are 4, 8, 4, 2, 2, 2, and 1, respectively. We refer to this set of numbers as an intersection pattern.
Given a set of cubes, it is trivial to get its intersection pattern. However, it is nontrivial to answer the reverse problem: given a set of numbers that corresponds to an intersection pattern of λ cubes, how can one synthesize a set of λ cubes to satisfy the given intersection pattern, or prove that there is no solution to the given intersection pattern? We will call this the λ-cube intersection problem. It is what we intend to solve in this paper.
Definition 1
Define V (f ) to be the number of minterms contained in a Boolean function f .
Example 1
In a 3-cube intersection problem on 4 variables x0, x1, x2, x3, if we are given the intersection pattern as we can synthesize cubes c0 = x0x1, c1 = x2, and c2 = x1x3 to satisfy the intersection pattern.
We are interested in the λ-cube intersection problem since it pertains to synthesis for probabilistic computation, a new paradigm that we have advocated [3] . In this paradigm, digital circuits are designed to transform a set of input probabilities, encoded by random bit streams, into output probabilities, also encoded by random bit streams [3] . A fundamental problem in this context is how to synthesize combinational logic that takes independent inputs with probability 0.5 of being one and generates other probabilities as outputs. For example, we can use the combinational circuit shown in Figure 1 to generate an output probability 3 8 from three independent input probabilities 0.5. Figure 1: An AND gate followed by a NOR gate transforms three independent random inputs of probability 0.5 of being one into an random output of probability 3 8 of being one. The inputs and output of the circuit are random bit streams. The numbers in the parentheses denote the probabilities.
For combinational logic with n inputs with each input independently having probability 0.5 of being one, each input combination has probability of 1 2 n of occurring. If the Boolean function contains exactly m minterms, then the probability that the output is one is m 2 n . Conversely, if we want to synthesize a probability Boolean functions that contain exactly m minterms and different functions have different implementation cost. This motivates a new problem in logic synthesis: if we want to synthesize a logic circuit such that it covers exactly m minterms, while which m minterms are covered does not matter, then how can we design an optimal logic circuit? We focus on two-level implementation of logic circuit [1] . Minimizing the area of the two-level implementation is equivalent to minimizing the number of cubes of the sum-of-product (SOP) representation of a Boolean function [1] . Thus, the problem, which we will refer to as the arithmetic two-level minimization problem, can be formulated as:
Given the number of variables n for a Boolean function and an integer 0 ≤ m ≤ 2 n , find a SOP Boolean expression with the minimum number of cubes that contains exactly m minterms. For the arithmetic two-level minimization problem, our proposed solution is based on the inclusion-exclusion principle:
Given λ cubes c0, . . . , c λ−1 , the number of minterms cover by the λ cubes is
ci .
(
The inclusion-exclusion principle connects the arithmetic twolevel minimization problem with the λ-cube intersection problem. Indeed, we intend to apply a search-based approach to solve the minimization problem. Initially, we will set λ to be a lower bound on the number of cubes to cover m minterms. Then we will test whether we can find λ cubes so that they cover m minterms. In order to do so, we will first construct an intersection pattern such that the sum of the elements in that pattern according to Equation (1) equals the target value m. Then, we need to check whether we can find λ cubes to satisfy that intersection pattern. If we find a solution to that instance of the λ-cube intersection problem, then we obtain an optimal solution to the arithmetic two-level minimization problem. If not, we will try another intersection pattern on λ cubes. After a number of unsuccessful trials, we will increase λ by one.
Example 2
Synthesize an optimal SOP Boolean expression on 4 variables to cover 11 minterms.
Since we cannot cover 11 minterms with just 1 cube, the lower bound on the solution is 2 cubes. Thus, initially, we set λ = 2. For λ = 2, we first construct intersection pattern V (c0), V (c1) and V (c0c1), so that V (c0)+V (c1)−V (c0c1) = 11. One intersection pattern is V (c0) = 8, V (c1) = 4 and V (c0c1) = 1. However, that 2-cube intersection problem has no solution. Thus, we will try other intersection patterns on 2 cubes which cover 11 minterms. Indeed, there are no intersection patterns on 2 cubes to cover 11 minterms. Then, we raise λ to 3.
For λ = 3, we first construct intersection pattern
For that 3-cube intersection problem, we could synthesize cubes c0 = x0, c1 =x0x1x2 and c2 =x0x1x2x3 to satisfy the given intersection pattern. Thus, we get an optimal solution of 3 cubes to the original arithmetic two-level minimization problem.
PRELIMINARIES
In this section, we will first introduce some basic definitions and then give a formal definition of the λ-cube intersection problem. Some of the basic definitions are adopted from [4] .
The set of n variables of a Boolean function is denoted as x0, . . . , xn−1. For a variable x, x andx are referred to as literals. A Boolean product, or cube, denoted by c, is a conjunction of literals such that x andx do not appear simultaneously. A minterm is a cube in which each of the n variables appear once, in either its complemented or uncomplemented form. If cube c2 takes the value one whenever cube c1 equals one, we say that cube c1 implies cube c2 and write as c1 ⊆ c2. If cube c1 implies cube c2, then we have V (c1) ≤ V (c2). If c1 · c2 = 0, we say that cube c1 and c2 are disjoint.
If a cube c contains k literals (0 ≤ k ≤ n), then the number of minterms contained in the cube is V (c) = 2 n−k . Note that when a cube contains 0 literals, it is a special cube c = 1, which contains all minterms in the entire Boolean space. There is another special cube called empty cube, which is c = 0. The number of minterms contained in an empty cube is V (c) = 0. Thus, the number of minterms contained in a cube is in the set S = {s|s = 0 or s = 2 k , k = 0, 1, . . . , n}.
To make the representation compact, we use the following definitions.
Definition 2
Given two integers A and B, let their binary representation be A = 
Definition 4
Given an integer Γ = λ−1 i=0 γi2 i , where γi ∈ {0, 1}, define B(Γ) to be the number of ones in the binary representation of Γ, i.e.,
With the above definition, we can more formally define the λ-cube intersection problem as follows:
Given n > 0, λ > 0, and 2 λ − 1 numbers v1, v2, . . . v 2 λ −1 ∈ S = {s|s = 0 or s = 2 k , k = 0, 1, . . . , n}, determine whether there exists a set of λ cubes c0, . . . , c λ−1 on n variables x0, . . . , xn−1, such that for any
We refer to the vector of numbers (v1, . . . , v 2 λ −1 ) as an intersection pattern on λ cubes, or simply as an intersection pattern. If a set of λ cubes c0, . . . , c λ−1 satisfies the property that for any 1 ≤ Γ ≤ 2 λ − 1, V (C Γ ) = vΓ, then we say that the set of cubes satisfies the intersection pattern (v1, . . . , v 2 λ −1 ).
Since it is more meaningful to consider a set of nonempty cubes c0, . . . , c λ−1 , we assume that for any 0
We let v0 = 2 n . Based on the given intersection pattern, we define some sets as follows.
Definition 5
Let the set P be the set of numbers Γ such that vΓ > 0 and let the set Z be the set of numbers Γ such that vΓ = 0, i.e.,
For any 0 ≤ i ≤ λ, let the set Pi be the set of numbers Γ such that the number of ones in the binary representation of Γ is i and vΓ > 0, and let the set Zi be the set of Γ such that the number of ones in the binary representation of Γ is i and vΓ = 0, i.e.,
From the definition of P and Z, we have the following obvious lemma, which gives a necessary condition on the existence of λ cubes to satisfy the given intersection pattern.
Lemma 1
If λ cubes c0, . . . , c λ−1 satisfy the given intersection pattern, then for any Γ ∈ P , C Γ = 0 and for any Γ ∈ Z, C Γ = 0.
For any Γ ∈ P , we define a number kΓ as follows.
Definition 6
For any Γ ∈ P , define kΓ = log 2 (vΓ).
Since vΓ ∈ S = {s|s = 0 or s = 2 k , k = 0, 1, . . . , n}, thus for any Γ ∈ P , kΓ is an integer and 0 ≤ kΓ ≤ n.
For convenience, we represent a cube as a cube-variable row vector and a set of cubes as a cube-variable matrix. These are defined as follows.
Definition 7
Given a nonempty cube c on n variables x0, . . . , xn−1, we represent it by a cube-variable row vector U of length n, whose elements are from the set {0, 1, * }. If the j-th (0 ≤ j ≤ n − 1) element Uj = 1, then the literal xj appears in the cube c; if Uj = 0, then the literalxj appears in the cube c; if Uj = * , then the cube c does not depend on the variable xj.
Given a set of λ nonempty cubes c0, . . . , c λ−1 on n variables x0, . . . , xn−1, we represent them by a cube-variable matrix D of size λ × n, so that the i-th row of the matrix is the cube-variable row vector of ci.
For example, a set of two cubes c0 = x0x1 and c1 =x0x2 is represented as a cube-variable matrix
Given a cube-variable row vector, the following simple lemma suggests how to obtain the number of minterms covered by the corresponding cube.
Lemma 2
If the cube-variable row vector of a nonempty cube contains k * 's, then the cube covers 2 k number of minterms.
Definition 8
The negation of 0, 1 and * are defined as 1, 0 and * , respectively. The negation of a cube-variable matrix (column vector) is the element-wise negation of the matrix (column vector).
In what follows, we will say that a cube-variable matrix satisfies the given intersection pattern if the corresponding set of cubes satisfies the intersection pattern. The following lemma is straightforward.
Lemma 3
Suppose that a cube-variable matrix D satisfies the intersection pattern (v1, . . . , v 2 λ −1 ). Then D satisfies the same intersection pattern if D is obtained from D by column permutation or column negation.
Before we go through the details of our proposed solution, we will briefly talk about the basic idea of our solution. Our solution is a column-based method: To synthesize a cube-variable matrix is equivalent to determine what each column of the matrix should be. Since each entry of the matrix is in the set {0, 1, * }, each column, which has λ entries, has totally 3 λ choices. Indeed, by the symmetry between different column choices and the disjoint relation among some cubes, we only need to consider a small subset of all 3 λ column choices as the candidate choices. Furthermore, by Lemma 3, since the order of the column does not matter, we only need to determine the number of occurrences of each candidate column choice in the cube-variable matrix, which we treat as unknowns. We establish a system of equations over those unknowns and the given intersection pattern. The λ-cube intersection problem can be solved by finding a non-negative solution to the system of equations.
A SPECIAL CASE OF THE λ-CUBE INTERSECTION PROBLEM
Here we consider a specific case in which v 2 λ −1 > 0. First, we have the following theorem, which gives a necessary condition for λ cubes to satisfy the given intersection pattern.
Theorem 1
If v 2 λ −1 > 0 and there exist λ cubes to satisfy the λ-cube intersection problem, then for any
PROOF. Based on Definition 3, for any 0 ≤ Γ ≤ 2 λ − 1,
By the definition of the set P , we have Γ ∈ P .
In what follows, we will assume that there exist λ cubes to satisfy the given intersection pattern. Without loss of generality, we could assume that each entry of the cube-variable matrix is either 1 or * . The matrix D only contains 1's and * 's. Thus, we could assume that each column of the cube-variable matrix is in the set {1, * } λ . The set {1, * } λ contains 2 λ elements. We denote those elements as ψ0, ψ1, . . . , ψ 2 λ −1 with the help of the following definition.
Definition 9
Given any 0 ≤ Γ ≤ 2 λ − 1, suppose that Γ = λ−1 i=0 γi2 i , where γi ∈ {0, 1}. Define ψΓ to be a column vector of length λ with entries from the set {1, * }, such that the i-th element (0 ≤ i ≤ λ − 1) of ψΓ is 1 if γi = 0 and is * if γi = 1.
Define the set Ψ = {ψ0, ψ1, . . . , ψ 2 λ −1 }.
For example, if λ = 3, then ψ0 = (1, 1, 1) T 1 and ψ5 = ( * , 1, * ) T . The basic idea of our proposed solution is to determine which column patterns from the set Ψ should be presented in the cubevariable matrix. Indeed, as pointed out in Section 2, we only need to determine how many column patterns of the form ψΓ are presented in the matrix. We define the number of occurrences of column pattern ψΓ as zΓ.
Definition 10
For any 0 ≤ Γ ≤ 2 λ − 1, define JΓ to be the set of indices of the columns in the matrix D of the form ψΓ, i.e., JΓ = {j|D·j = ψΓ}. Define zΓ to be the cardinality of the set JΓ.
The following theorem gives relation between {z0, . . .
PROOF. Since the total number of columns in matrix D is n, we have
Then, C L represents the intersection of the set of cubes c l 0 , . . . , c l r−1 . The i-th entry in the cube-variable row vector of their intersection C L is * if and only if the column D·i has * 's on the row l0, l1, . . . , lr−1. Therefore, the number of * 's in the cube-variable row vector of their intersection C L is the number of columns in D, whose entries on the row l0, l1, . . . , lr−1 are all * 's, or
On the other hand,by Lemma 2, since V (C L ) = 2 k L , the number of * 's in the cube-variable row vector of C L is kL. Therefore, we have
where L = r−1 j=0 2 l j and Γ = λ−1 i=0 γi2 i . By Definition 2, we can rewrite Equation (3) as
1 The superscript T here means the transpose of a matrix.
Note that Equation (2) is a linear equation in z0, . . . , z 2 λ −1 and holds for all 0 ≤ L ≤ 2 λ − 1. Therefore, we can derive a system of 2 λ linear equations on unknowns z0, . . . , z 2 λ −1 :
We can represent the above system of linear equations in matrix form, as shown by the following theorem.
Theorem 3
Let vector k = (k0, . . . , k 2 λ −1 )
T and vector z = (z0, . . . , z 2 λ −1 ) T .
Then we can represent the system of 2 λ linear equations (4) in matrix form as
where R λ is a 2 λ ×2 λ square matrix recursively defined as follows:
Due to space constraints, we omit the proof. It is not hard to see that det(R λ ) = 1. Therefore, R λ is invertible. The following theorem shows what R −1 λ is.
Theorem 4 R −1
λ is recursively defined as follows:
Therefore, given k0, k1, . . . , k 2 λ −1 , we can get z0, z1, . . . ,
zΓ is the cardinality of the set JΓ, therefore, zΓ must be a non-negative integer. By Theorem 4, R −1 λ is an integer matrix. Therefore, z0, . . . , z 2 λ −1 are always integers. Thus, a necessary condition for the existence of λ cubes to satisfy the given intersection pattern is that the vector R λ k has all entries non-negative, there exist λ cubes to satisfy the given intersection pattern. In summary, we have the following corollary.
Corollary 1
The necessary and sufficient condition for the existence of λ cubes to satisfy the given intersection pattern is that the vector R −1 λ k has all entries non-negative, where k = (k0, k1, . . . , k 2 λ −1 )
T and
λ is defined in Theorem 4.
Example 3
Given v1 = 4, v2 = 4, and v3 = 1, determine whether there exists a set of 2 cubes c0 and c1 on 4 variables to satisfy the intersection pattern (v1, v2, v3). Solution: From the given conditions, we have k = (4, 2, 2, 0) T . Since
then by Equation (5), we get z = (0, 2, 2, 0) T . Therefore, there are two ψ1's and two ψ2's in the cube-variable matrix of c0 and c1. One realization of the cube-variable matrix is * * 1 1 1 1 * * and the corresponding cubes are c0 = x2x3 and c1 = x0x1.
GENERAL λ-CUBE INTERSECTION PROBLEM
In this section, we consider the more general situation where v 2 λ −1 ≥ 0.
Necessary Conditions on the Positive vΓ's
We first have the following theorem applicable for numbers vΓ > 0.
Theorem 5
If a set of cubes is pairwise non-disjoint, then it has the following property.
Lemma 4
If a set of r cubes c l 0 , . . . , c l r−1 (3 ≤ r ≤ λ, 0 ≤ l0 < · · · < lr−1 ≤ λ − 1) is pairwise non-disjoint, i.e., for any 0 ≤ i < j ≤ r − 1, c l i · c l j = 0, then their intersection r−1 i=0 c l i is nonempty.
PROOF. By contraposition, suppose that
r−1 i=0 c l i = 0. Consider the cube-variable matrix on these r cubes. Since their intersection is empty, there exists a column in the matrix that contains both a 0 and a 1. The cube corresponding to the 0 entry and the cube corresponding to the 1 entry are disjoint. This contradicts the assumption that the given set of cubes is pairwise non-disjoint.
Alternatively, Lemma 4 can be stated on the numbers vΓ. This gives a necessary condition for the existence of a set of cubes to satisfy the given intersection pattern.
Theorem 6
Suppose that there exist λ cubes c0, . . . , c λ−1 to satisfy the given intersection pattern. If a set of r (3 ≤ r ≤ λ) numbers 0 ≤ l0 < · · · < lr−1 ≤ λ − 1 satisfies that for any 0 ≤ i < j ≤ r − 1,
For example, suppose that in a 4-cube intersection problem we are given v3 > 0, v9 > 0, and v10 > 0. If there exist 4 cubes to satisfy the given intersection pattern, then since V (c0c1) > 0, V (c0c3) > 0, and V (c1c3) > 0, we must have v11 = V (c0c1c3) > 0.
If both the conditions in Theorem 5 and 6 are satisfied, then we have the following theorem, which will play an important role in proving the necessary and sufficient condition later.
Theorem 7
Suppose that the given intersection pattern satisfies that
2. For any set of r (3 ≤ r ≤ λ) numbers 0 ≤ l0 < · · · < lr−1 ≤ λ − 1, if it satisfies that for any 0 ≤ i < j ≤ r − 1,
Then, a necessary and sufficient condition for a set of λ nonempty cubes to satisfy the condition that for any Γ ∈ P , C Γ = 0 and for any Γ ∈ Z, C Γ = 0 is that for any Γ ∈ P2, C Γ = 0 and for any Γ ∈ Z2, C Γ = 0.
Due to space constraints, we omit the proof.
Compatible Column Pattern Set
In the general case, the cube-variable matrix consists of 0, 1 and * and so does each column of the matrix. There are totally 3 λ different choices of patterns for each column. However, not all combinations of 0, 1 and * as a column vector can be presented in the matrix. For example, if the given intersection pattern indicates that ci · cj = 0, then those column patterns that have a 0 on the i-th entry and a 1 on the j-th entry cannot be presented in the matrix. On the other hand, some kinds of column patterns must be presented at least once in the matrix. For example, if the given intersection pattern indicates that ci · cj = 0, then at least one of the column patterns that have a 0 on the i-th entry and a 1 on the j-th entry or have a 1 on the i-th entry and a 0 on the j-th entry must be presented in the matrix. In this section, we will show what kind of column patterns can be presented in the matrix. For this purpose, we first introduce the compatible column pattern set for numbers Γ ∈ Z2.
Definition 11
Suppose that Γ ∈ Z2 and Γ = 2 i + 2 j , where 0 ≤ i < j ≤ λ − 1. The compatible column pattern set for Γ is the set of column vectors W of length λ with entries from the set {0, 1, * }, such that 1. Wi = 0 and Wj = 1 or Wi = 1 and Wj = 0, 2. for any number L ∈ P2 such that L = 2 k + 2 l , where 0 ≤ k < l ≤ λ − 1, the situation that W k = 0 and W l = 1 or W k = 1 and W l = 0 does not happen.
It is not hard to see that if a cube-variable column vector is in the compatible column pattern set for a Γ ∈ Z2, then the negation of that cube-variable column vector is also in that set. Therefore, we define the representative compatible column pattern set as follows.
Definition 12
The representative compatible column pattern set ρΓ for Γ ∈ Z2 is a subset of the compatible column pattern set for Γ such that the first non- * entry of each element in the representative set is 0. The compatible column pattern set for Γ = (0110)2 ∈ Z2 is {( * 010)
T , ( * 101) T , ( * 011) T , ( * 100) T , ( * 01 * ) T , ( * 10 * ) T }.
The representative compatible column pattern set for Γ = (0110)2 is {( * 010) T , ( * 011) T , ( * 01 * ) T }.
Definition 13
We define the set Y as the union of the representative compatible column pattern sets ρΓ for all Γ ∈ Z2, i.e., Y = Γ∈Z 2 ρΓ. We define the set F = Y ∪ Ψ.
The following lemma shows that only those column patterns in the set F are needed to construct the cube-variable matrix.
Lemma 5
If there exists a cube-variable matrix D to satisfy the given intersection pattern, then there exists another matrix D which also satisfies the given intersection pattern and each column of which is in the set F .
PROOF. First, we argue that for any column of D which contains both a 0 and a 1 entry, the column is in the compatible column pattern set of a certain Γ ∈ Z2. In fact, if a column r (0 ≤ r ≤ n − 1) of D has the i-th entry being 0 and the j-th entry being 1, where 0 ≤ i, j ≤ λ − 1 and i = j, then it is not hard to show that the column is in the compatible column pattern set for the number (2 i + 2 j ) ∈ Z2. We can construct a D from D as follows. For any column 0 ≤ r ≤ λ − 1:
1. If D·r contains only 1's and * 's, we let D ·r be D·r. Then D ·r is in the set Ψ.
If
D·r contains only 0's and * 's, we let D ·r be the negation of the column D·r. Then D ·r is in the set Ψ.
3. If D·r contains both a 0 and a 1 and the first non- * entry of D·r is 0, we let D ·r be D·r. Then, there exists a Γ ∈ Z2 such that D ·r is in the set ρΓ.
D·r contains both a 0 and a 1 and the first non- * entry of D·r is 1, we let D ·r be the negation of the column D·r. Then, there exists a Γ ∈ Z2 such that D ·r is in the set ρΓ.
Then, by the above construction, each column of D is in the set F . Further, D is obtained from D by column negations. Thus, by Lemma 3, D also satisfies the given intersection pattern.
Based on Lemma 5, we only need to answer whether there exists a cube-variable matrix with columns from the set F to satisfy the given intersection pattern. The following lemma states that if such a matrix exists, then for each Γ ∈ Z2, at least one of the column pattern elements from the set ρΓ must be presented in that matrix.
Lemma 6
If a cube-variable matrix D with columns from the set F satisfies the given intersection pattern, then for any Γ ∈ Z2, there exists a column in D which is in the set ρΓ.
PROOF. For any Γ ∈ Z2, suppose that Γ = 2 i + 2 j , where 0 ≤ i < j ≤ λ − 1. Since the cube-variable matrix satisfies the given intersection pattern, then based on Lemma 1, for the Γ ∈ Z2, we must have C Γ = 0 or ci · cj = 0. Thus, there must exist a column r in D, such that Dir = 0 and Djr = 1 or Dir = 1 and
Since the necessary condition for the cube-variable matrix to satisfy a given intersection pattern is that for the L ∈ P2, C L = 0, the situation that D kr = 0 and D lr = 1 or D kr = 1 and D lr = 0 cannot happen. Therefore, the column r of D is in the compatible column pattern set for Γ. Further, since all the columns of D are in the set F , then column r must be in the set ρΓ.
A Necessary and Sufficient Condition
In this section, we will show a necessary and sufficient condition for the existence of a set of cubes to satisfy the given intersection pattern. As a byproduct, the proof provides a way of synthesizing a set of cubes to satisfy the given intersection pattern. Based on Lemma 5, we only need to consider cube-variable matrix that consists of column patterns from the set F . The basic idea to solve the general case problem is similar to that applied in the special case -we will establish relations between the numbers of occurrences of those elements of the set F in the cube-variable matrix and the kΓ's. First, we define root cube-variable matrix, which links the general case problem to the special case problem we discussed in Section 3.
Definition 14
Given a cube-variable matrix D on λ cubes c0, . . . , c λ−1 , we define root cube-variable matrix t(D) of D as the cube-variable matrix formed by replacing the 0 entries in D with 1's and keeping the other entries in D unchanged. The set of cubes c 0 , . . . , c λ−1 corresponding to the root matrix is called the set of root cubes to the original set of cubes.
For example, the root matrix of the cube-variable matrix
The set of root cubes is c 0 = x0x1 and c 1 = x0x2. Based on the definition of the set of root cubes, it is not hard to prove the following lemma.
Lemma 7
Suppose that the set of root cubes to the set of original cubes c0, . . . , c λ−1 is c 0 , . . . , c λ−1 . Then, for any Γ ∈ P , we have
Since the root matrix t(D) is a matrix containing only 1's and * 's, we can apply the definition of zΓ in Definition 10 to t(D). Then, based on the fact that for any
is not hard to show that the following theorem characterizing the relation between zΓ's and kL's holds.
Theorem 8
If there exist λ cubes to satisfy the given intersection pattern, then for any L ∈ P , By the similar definition of root cube-variable matrix, we define root column vector as follows.
Definition 15
Given a column vector W with each element in the set {0, 1, * }, define its root column vector t(W ) as the column vector obtained from W by replacing the 0 entries in W with 1's and keeping the other entries in W unchanged.
Based on the definition of the root column vector, we can regroup the elements in the set Y according to their root column vectors, which results to the following definition. The relation between the elements in the set Y and their root column vectors will be used later to derive a set of inequalities on the numbers of occurrences of the elements of the set F in the cube-variable matrix (See Theorem 9).
Definition 16
We define the set M to be the set of numbers 0 ≤ Γ ≤ 2 λ − 1 such that there exists an element in the set Y , whose root column vector is ψΓ, i.e.,
For any Γ ∈ M , we define the set YΓ to be the set of elements in the set Y such that their root column vectors are ψΓ, i.e., YΓ = {W |W ∈ Y and t(W ) = ψΓ}.
Notice that the sets YΓ (Γ ∈ M ) form a partition of the set Y .
Example 5
For the intersection pattern shown in Example 4, we have Z2 = {6, 10, 12} and
Thus,
T }, and Y9 = {( * 01 * ) T }.
Based on Lemma 5, we could assume that each column of the cube-variable matrix is from the set F = Y ∪ Ψ. To solve the general case problem, we only need to determine the number of occurrences of each element of the set F in the cube-variable matrix. In order to establish equations, we first define the number of occurrences of each element of the set Y in the cube-variable matrix, which is actually defined on each partition YΓ of Y , as stated by the following definition.
Definition 17
For any Γ ∈ M , we let the |YΓ| elements in the set YΓ be δΓ,0, . . . , δ Γ,|Y Γ |−1 . For any 0 ≤ i ≤ |YΓ| − 1, we define KΓ,i to be the set of indices of the columns in the matrix D of the form δΓ,i, i.e., KΓ,i = {k|D ·k = δΓ,i}. We define wΓ,i to be the cardinality of the set KΓ,i.
The following theorem establishes a set of linear inequalities on wΓ,i's and zΓ's, where zΓ's are defined on the root matrix according to Definition 10.
Theorem 9
Suppose that there exists a cube-variable matrix D to satisfy the given intersection pattern, whose columns are from the set F . Then, we have that for any Γ ∈ M ,
where zΓ's are defined on the root matrix t(D) according to Definition 10. We also have that for any L ∈ Z2,
PROOF. Consider any Γ ∈ M . For any number k ∈
KΓ,i, the column vector D ·k is in the set YΓ. Thus, the root column vector of D ·k is ψΓ. Thus, k ∈ JΓ, where JΓ is defined on the root matrix t(D). Therefore,
KΓ,i ⊆ JΓ. As a result,
KΓ,i ≤ |JΓ|, or
wΓ,i ≤ zΓ. By Lemma 6, for any L ∈ Z2, there exists a column in D which is in the set ρL. Suppose that column is of the form δΓ * ,i * ∈ ρL, where Γ * ∈ M and 0 ≤ i ≤ |YΓ * | − 1. Thus,
wΓ,i.
Example 6
For the intersection pattern given in Example 4, based on the result shown in Example 5, we have
The set of equations (6) for all Γ ∈ M in this example is wΓ,0 ≤ zΓ, for any Γ ∈ {3, 5, 9} w1,0 + w1,1 + w1,2 ≤ z1
The set of equations (7) for all L ∈ Z2 in this example is
Finally, combining the conditions of Theorem 5, 6, 8, and 9, we can derive the following necessary and sufficient condition.
Theorem 10
There exists a cube-variable matrix D to satisfy the given intersection pattern (v1, . . . , v 2 λ −1 ) if and only if
3. the system of equations on unknownszΓ (for all 0 ≤ Γ ≤ 2 λ − 1) andwΓ,i (for all Γ ∈ M and 0 ≤ i ≤ |YΓ| − 1)
has a non-negative integer solution. PROOF. "only if" part: Statement 1 in the theorem is due to Theorem 5 and Statement 2 in the theorem is due to Theorem 6.
Since D satisfies the given intersection pattern, then by Lemma 5, there exists another matrix D which also satisfies the given intersection pattern and each column of which is in the set F . For any 0 ≤ Γ ≤ 2 λ − 1, letzΓ = zΓ, where zΓ's are defined on the root matrix t(D ) according to Definition 10. For any Γ ∈ M and 0 ≤ i ≤ |YΓ| − 1, letwΓ,i = wΓ,i, where wΓ,i's are defined on the matrix D according to Definition 17. By Theorem 8 and 9, the set of numberszΓ andwΓ,i satisfies the system of equations (8). Sincẽ zΓ is the cardinality of the set JΓ andwΓ,i is the cardinality of the set KΓ,i, therefore,zΓ's andwΓ,i's are all non-negative integers. Thus, the system of equations (8) has a non-negative solution.
"if" part: Let a non-negative solution to the system of equations (8) bezΓ = zΓ, for all 0 ≤ Γ ≤ 2 λ − 1, andwΓ,i = wΓ,i, for all Γ ∈ M and 0 ≤ i ≤ |YΓ| − 1. Since for all 0 ≤ Γ ≤ 2 λ − 1, zΓ ≥ 0, for all Γ ∈ M and 0 ≤ i ≤ |YΓ| − 1, wΓ,i ≥ 0, and for all Γ ∈ M ,
wΓ,i ≤ zΓ, then, we can construct a cubevariable matrix D so that 1. for all Γ ∈ M , the matrix contains zΓ columns of the form ψΓ, 2. for all Γ ∈ M , the matrix contains zΓ −
wΓ,i columns of the form ψΓ, and 3. for all Γ ∈ M and all 0 ≤ i ≤ |YΓ| − 1, the matrix contains wΓ,i columns of the form δΓ,i.
All columns of the matrix D are in the set F . Next, we prove that the matrix D satisfies the given intersection pattern. For any L ∈ Z2, suppose L = 2 i +2 j , where 0 ≤ i < j ≤ λ−1.
there exists a Γ * ∈ M and a 0 ≤ k * ≤ |YΓ * | − 1, such that δ Γ * ,k * ∈ ρL and w Γ * ,k * ≥ 1. Therefore, the matrix D contains a column from the set ρL. Based on the definition of ρL,
Otherwise, ci · cj = 0. Therefore, there exists a column r in D, such Dir = 0 and Djr = 1 or Dir = 1 and Djr = 0. Since all the columns of D are in the set F , thus the column D·r must be in the set Y . However, based on the definition of representative compatible column pattern set, each element W in the set Y satisfies that for the L ∈ P2, the situation that Wi = 0 and Wj = 1 or Wi = 1 and Wj = 0 does not happen. Therefore, the column D·r does not belong to the set Y . We get a contradiction. Thus, for any L ∈ P2, we have C L = 0. Since the given intersection pattern satisfies the conditions of Theorem 7, then, based on Theorem 7, we have that for any Γ ∈ Z, C Γ = 0 and for any Γ ∈ P , C Γ = 0. Thus, for all these Γ ∈ Z, V (C Γ ) = vΓ = 0. Now consider any L ∈ P . When L = 0, it is not hard to see that the total number of columns in D is n.
For any L ∈ P and L > 0, L can be represented as L = r−1 j=0 2 l j , where 1 ≤ r ≤ λ and 0 ≤ l0 < · · · < lr−1 ≤ λ − 1.
Since C L = 0, the number of * 's in the cube-variable row vector C L is the number of columns in D, whose entries on the row l0, l1, . . . , lr−1 are all * 's. Note that for any 0 ≤ Γ ≤ 2 λ − 1, the column pattern ψΓ has all entries on the row l0, l1, . . . , lr−1 being * 's if and only if Γ L. Since the root column vector of δΓ,i is ψΓ, thus for any Γ ∈ M and any 0 ≤ i ≤ |YΓ| − 1, the column pattern δΓ,i has all entries on the row l0, l1, . . . , lr−1 being * 's if and only if Γ L. Therefore, the number of columns in D, whose entries on the row l0, l1, . . . , lr−1 are all * 's, is
Therefore, the number of * 's in the row vector C L is kL. Since
In summary, the matrix D has n columns and for any 1 ≤ Γ ≤ 2 λ − 1, V (C Γ ) = vΓ. Thus, the matrix D satisfies the given intersection pattern.
Comment:
The above proof provides a way of synthesizing a cubevariable matrix to satisfy the given intersection pattern when the three conditions are all satisfied.
Example 7
In a 3-cube intersection problem on 4 variables x0, . . . , x3, suppose that the intersection pattern is given as
First, it is not hard to check that both Statement 1 and Statement 2 in Theorem 10 hold for the given pattern.
By convention, v0 = 2 4 = 16. Therefore, we have P = {0, 1, 2, 4, 5, 6}, Z = {3, 7}, k0 = 4, k1 = 2, k2 = 2, k4 = 2, k5 = 0, k6 = 1.
For the given intersection pattern, we have Z2 = {3} and ρ3 = {(01 * ) T }. Thus, Y = {(01 * )
T }, M = {4} and Y4 = {(01 * ) T }. Thus, δ4,0 = (01 * )
T . The system of equations (8) in this example is z0 +z1 +z2 +z3 +z3 +z4 +z6 +z7 = 4, z1 +z3 +z5 +z7 = 2,z2 +z3 +z6 +z7 = 2, z4 +z5 +z6 +z7 = 2,z5 +z7 = 0,z6 +z7 = 1. w4,0 ≤z4,w4,0 ≥ 1
The above system of equations (9) has a non-negative solutioñ z1 =z3 =z4 =z6 = 1,z0 =z2 =z5 =z7 = 0,w4,0 = 1.
Thus, Statement 3 in Theorem 10 also holds. Therefore, there exists a cube-variable matrix to satisfy the given intersection pattern. Based on the proof of Theorem 10, we can synthesize a cubevariable matrix that satisfies the given intersection pattern based on the above non-negative solution as * * 0 1 1 * 1 * 1 1 * * and the corresponding cubes are c0 =x2x3, c1 = x0x2, and c2 = x0x1. It is not hard to verify that the set of cubes c0, c1, c2 satisfies the given intersection pattern.
As shown by Theorem 10, a critical step in solving the λ-cube intersection problem is to find a non-negative solution to the system of equations (8). The following theorem shows that to find a nonnegative solution to the system of equations (8) is equivalent to find a non-negative solution to an alternative system of equations with fewer unknowns and equations.
Theorem 11
The system of equations (8) has a non-negative integer solution if and only if the system of equations on unknownsẑΓ (for all Γ ∈ M ) andŵΓ,i (for all Γ ∈ M and 0 ≤ i ≤ |YΓ| − 1)
δ Γ,i ∈ρ Lŵ Γ,i ≥ 1, for all L ∈ Z2
(10)
has a non-negative integer solution.
Due to space constraints, we omit the proof here. Note that the system of equations (10) has |M | fewer unknowns and |M | fewer inequalities than the original system of equations (8). Thus, a certain amount of computation will be saved by solving the alternative system of equations (10).
EXPERIMENTAL RESULTS
We test our algorithm on two-level logic benchmarks that accompany the two-level logic minimizer Espresso [5] . For each benchmark, we ignore the output part of the cubes and just set the number of outputs to be one. We optimize each modified benchmark by Espresso and then call a program to generate an intersection pattern file of that benchmark. This intersection pattern file serves as the input to our program.
We perform two sets of experiments to test our algorithm. In the first set of experiments, we test our algorithm on solving special case problems. The major goal is to study the runtime of our algorithm to solve special case problems. The benchmarks we tested are listed in Table 1 . Since just a few benchmarks generate a special intersection pattern. We manually create some test cases. For example, the benchmark mark1_11 is created from the original benchmark mark1 by deleting five cubes. Notice that by deleting some cubes, the new benchmark still has its intersection of all cubes nonempty. Not surprisingly, the runtime increases exponentially with the number of cubes λ. This is because the number of unknowns increases exponentially with λ. However, since the size of the inputs to our program is O(2 λ ), which is proportional to the number of intersections, the runtime complexity compared to the size of the inputs is linear. Further, for the benchmark shift, although the number of unknowns is more than 2 million, our algorithm is able to obtain the solution in about 70 seconds. 
