The physical mechanisms driving the collimation of dense plasma jets created by low-energy ͑ϳ0.6 J͒ laser pulse irradiation of triangular grooves were studied for different target materials using soft-x-ray interferometry and hydrodynamic code simulations. The degree of collimation of jets created by irradiating C, Al, Cu, and Mo targets at intensities of I =1ϫ 10 12 W cm −2 with 120 ps laser pulses was observed to increase significantly with the atomic number. Radiation cooling is found to be the cause of the increased collimation, while the main effect of the increase in mass is to slow the jet evolution.
I. INTRODUCTION
The dynamics of high Mach number plasma jets is relevant to astrophysics and laboratory plasmas ͓1-3͔. There is interest in understanding the jet formation and expansion dynamics, and in particular the physical mechanisms that maintain jet collimation. High-energy laser facilities including Nova ͓4͔, Gekko XII ͓5͔, and Omega ͓6͔ have been used to create highly collimated supersonic jets ͑Mach numbers between 3 and 50͒ by irradiating cone-shaped targets. Highenergy laser pulses ͑0.5-6 kJ͒ from these lasers have created plasma jets in which radiation cooling significantly lowers the pressure in the jet, resulting in a dense highly collimated jet. Laboratory plasma jets in which plasma radiation has a major effect in the formation and collimation were also recently studied by laser irradiation of flat targets with 100 J laser pulses at the Prague Asterix Laser System laser facility ͓7-10͔. In several of these experiments an increase in the atomic number ͑Z͒ of the target material was correlated with an increase in jet collimation ͓5,10͔. High Mach number jets have also been produced using fast Z-pinch wire arrays ͓11,12͔. Experimental techniques used to study the dynamics of these jets have included imaging ͓4-6,11-13͔, spectroscopy ͓12͔, backlighting ͓4-6,14͔, and optical interferometry ͓9-11,15͔. In the case of optical interferometry probe beam refraction in regions of steep density gradients can be a significant limitation. The reduced refraction of a soft-x-ray probe allows mapping of the electron density in the plasma regions of significantly higher density gradients ͓16-18͔. This motivates the use of soft-x-ray laser interferometry to probe dense plasma laboratory jets.
We have recently produced planar Al plasma jets by laser irradiation of 1-mm-long 90°triangular grooved cavities with low-energy laser pulses of ϳ0.6 J ͓19͔. Soft-x-ray laser interferometry yielded electron-density maps that revealed the formation of thin plasma jets that expand with a Mach number of 3-5 with plasma densities in excess of ϳ1 ϫ 10 20 cm −3 . The jet formation is initiated by material ablated near the target vertex that expands along the symmetry plane. The jets are augmented by the continual sequential arrival of wall material to the symmetry plane where it collides and is redirected outward ͓19͔. Simulations performed with the radiation hydrodynamics code HYDRA revealed that these jets are in the radiatively coupled regime in which radiation cooling is comparable to adiabatic cooling. In this paper we present results of the study of the physical mechanisms that affect the collimation of plasma jets generated irradiating a broad range of target materials: carbon, aluminum, copper, and molybdenum ͑Z = 6, 13, 29, and 42, respectively͒ with low-energy ͑Ͻ1 J͒ optical laser pulses.
II. EXPERIMENTAL PROCEDURE
The plasma jets were formed by irradiation of 90°trian-gular grooves with Ti:sapphire laser pulses ͑ = 800 nm͒ of ϳ0.6 J energy and 120 ps duration. The laser beam was shaped to create a 350 m ϫ 1.8 mm line focus onto the target with an intensity of ϳ10 12 W cm −2 . The targets were machined to produce 500-m-wide 250-m-deep grooves along the 1 mm target width. Multiple grooves were machined in one target with a separation of 1 mm to allow for the rapid acquisition of multiple measurements. The depth variation from one groove to another was less than Ϯ20 m. The grooves in the carbon target were cut with the same angle but with a slightly larger depth ͑ϳ320 m͒ than those in the other materials. Nevertheless, because the jet is mainly formed at the bottom 200 m of the groove, the jet evolution is not significantly influenced by this difference in groove depth.
Sequences of interferograms were obtained using a MachZehnder interferometer based on diffraction gratings ͓17,18͔. The interferometer is designed to operate at the = 46.9 nm wavelength of a compact Ne-like Ar capillary discharge-pumped soft-x-ray laser ͓20,21͔. In the configuration used here the laser emits pulses of ϳ1.2 ns duration and ϳ0.15 mJ of energy ͓21͔ with good spatial coherence ͓22͔. The short wavelength of the laser reduces beam refraction in sharp electron-density gradients present in the plasma, allow-ing the probing of significantly higher densities than possible with optical lasers ͓16͔. A multilayer coated Si/Sc spherical mirror ͑R =30 cm͒ with ϳ40% reflectivity ͓23͔ is used to image the plasma onto a charge-coupled device detector with 25ϫ magnification ͓17͔. A more detailed description of the soft-x-ray laser interferometry setup used in the experiment is given in a previous publication ͓19͔.
III. EXPERIMENTAL RESULTS
Figure 1 displays sequences of interferograms that map the evolution of jets created by irradiating targets of each of the four materials. The time indicated is measured from the beginning of the 120 ps heating laser pulse to the peak of the soft-x-ray laser probe pulse. The first row of interferograms, corresponding to times of 0.7-1.6 ns, shows a narrow and elongated region with a high number of fringe shifts along the symmetry plane of the target. The interference fringes in this region are locally scrambled by strong refraction of the probe beam in the high-density gradients present. This denotes the presence of a high-density plasma jet with a high length-to-width ratio that in the case of the heaviest element, Mo, exceeds 20. The second row of interferograms, which correspond to times between 4.2 and 5.2 ns after laser irradiation, shows that the steep density gradients have relaxed, allowing for more fringes to be resolved within the jet. The interferograms show noticeable differences in the jet width for the different target materials. The jets created from the lower Z target materials ͑C and Al͒ display significant lateral expansion, while the higher Z jets ͑Cu and Mo͒ remain highly collimated and narrow. The last row of interferograms ͑7.3-10.2 ns͒ corresponds to times at which the plasma has significantly cooled. These images show absorption of the probe beam near the target walls and also within the high Z jets due to the photoionization of low charge ions by the 26.5 eV photons, preventing the observation of fringes in those regions. Nevertheless, a measurement of the jet's width and length can still be inferred, which shows that the higher Z plasmas are considerably more collimated. Figure 2 shows electron-density maps obtained from the analysis of the interferograms in Fig. 1 . The interferograms were analyzed assuming that the plasma is uniform along the direction of the probe beam, and that only the free electrons contribute to the index of refraction. The first approximation is justified by the relatively small expansion of the plasma in the direction parallel to the probe beam ͓24͔. The freeelectron approximation was verified by atomic calculations which show that the contribution of bound electrons to the indices of refraction of the Al, Cu, and Mo plasmas is negligible at this wavelength ͓25͔. However, we have previously shown that this assumption is not valid for C plasmas probed with 46.9 nm light when significant densities of low charge ions ͑CI-CIII͒ are present ͓24-26͔. Nevertheless, if the degree of ionization is such that the concentration of those ions is sufficiently low, the bound-electron contribution to the index of refraction can be neglected and an index dependent only on the free-electron density can be used to obtain direct electron-density measurements ͓24͔. The simulations discussed in the next section indicate that within the C jet stream the mean degree of ionization during the first 5 ns is 4-6, justifying the electron-density measurements within the jet region.
The measured electron densities within the Al jet exceed 1.3ϫ 10 20 cm −3 at distances of 100-125 m from the target vertex in the 4.6 ns frame. Also, since the density is also measured to decrease monotonically along the jet length, it can be expected to be larger near the target vertex. There is at least an order of magnitude in electron-density contrast between the plasma in the jet and the surrounding plasma. A comparison of the densities between the different materials shows that the lower Z jets are generally less dense. This trend is illustrated by the last row of density maps, which reveals a wider carbon plasma with densities of ϳ1 ϫ 10 19 cm −3 measured at a distance of ϳ300 m from the target vertex. Comparatively, the Al and Cu jets reach densities of 3 ϫ 10 19 and 5 ϫ 10 19 cm −3 , respectively, at this location. The density of the Mo jet is not measurable due to absorption of the probe beam.
IV. SIMULATIONS AND DISCUSSION
To aid the understanding of the physical mechanisms that shape the jets, two-dimensional numerical simulations were performed using the single fluid hydrodynamics code HYDRA ͓27,28͔. Plasma discretization was accomplished by employing an arbitrary Lagrangian-Eulerian mesh. Up to 5000 rays with randomly distributed energies were used to simulate the heating beam. The laser energy was assumed to be deposited through inverse bremsstrahlung absorption, which dominates laser absorption at these intensities. The Livermore equation of state was used throughout the calculations. Radiation transport was treated using the technique of multigroup radiation diffusion. Calculations were performed assuming local thermal equilibrium ͑LTE͒. In selected cases non-local thermal equilibrium calculations were also performed to verify that the results do not differ significantly from those presented using the LTE version.
The code operated in this manner reproduces well the measured electron-density maps shown in Fig. 2 , and in particular the observed differences in jet collimation. Figure 3 shows the results of simulations for the C, Al, and Cu plasmas. The simulations show that the jet expands along the symmetry plane reaching supersonic velocities ͑M ϳ 7-10 in the case of Cu͒. The experiment agrees with simulations in showing that the velocity increases as a function of distance from the target ͑i.e., the lower densities at the tip of the jet expand at a higher velocity͒. FIG. 3. ͑Color online͒ Simulated electron-density maps for C, Al, and Cu plasma jets at different times during the evolution. The irradiation conditions are assumed to be those used to obtain the interferograms in Fig. 1 . the first stages of jet evolution, the velocity corresponding to regions of equal density decreases with increasing target atomic mass. For example, at 1 ns in the plasma evolution the jet region with a density of 1 ϫ 10 19 cm −3 expands at velocities of 37, 24, and 20 cm s −1 for C, Al, and Cu, respectively, while densities of 1 ϫ 10 20 cm −3 expand at 21, 19, and 15 cm s −1 . Pressure gradients in the radial direction cause the jet to expand laterally. Later in the evolution both simulation and experiments show the development of plasma sidelobes ͑see Figs. 2 and 3 and Ref. ͓19͔͒. The sidelobes originate when the jet expands into counterstreaming plasma generated at the sidewalls. A more detailed discussion on the dynamics of the Al jet-which also applies to the C, Cu, and Mo jets studied here-can be found in a previous publication ͓19͔. Below we focus the discussion on the physical mechanisms leading to the increased collimation of jets generated irradiating target materials with higher atomic numbers.
To gain understanding of the role of radiation cooling on jet collimation simulations for an optically thick plasma were compared to simulations that allow for plasma radiation. Figure 4 compares the results of simulations with and without radiation for C, Al, and Cu jets at times when the jets have similar lengths of ϳ250 m. Differences in jet collimation at a given time are in large part due to the differences in expansion velocity caused by the differences in mass. Therefore, when comparing the degree of collimation of different jets it is often more meaningful to make the comparison as a function of jet length instead of time. This allows decoupling of the differences in the jet dynamics due to the radiation cooling and other effects from the more trivial difference in expansion velocity due to differences in mass. The optically thick jets generated from materials with different Z ultimately reach similar widths and similar degree of collimation, but the speed at which they evolve depends on the mass. In other words, the degree of collimation of the low and high Z jets is similar, but the latter reach specific lengthto-width ratios later in time.
Radiation cooling is observed to have little effect on the C jet, but makes the higher Z jets noticeably more collimated. When compared to the experiment, the simulated optically thick high Z jets in Fig. 4 are noticeably broader. Radiation is computed to reduce the width of the Cu jet by a factor of ϳ5. This shows that radiation cooling plays a significant role in increasing the collimation of the higher Z jets, which is compatible with the fact that the time-integrated images of the plasma self-emission in Fig. 5 show that the amount of softx-ray light emitted from the jet region increases significantly with Z. The increased radiation is the result of the combination of the intrinsically more radiative nature of high Z atoms with the fact that the higher Z jets are denser, which leads to increased electron impact excitation. The higher electron density is associated with the slower expansion velocity of the higher Z materials. A collisional-radiative model computation of the radiation emitted by the different materials using atomic rates obtained with the FLEXIBLE ATOMIC code ͓29͔ at the plasma conditions within the jet ͑ion densities of 1 ϫ 10 19 -1.5ϫ 10 19 cm −3 and electron temperatures of 30-50 eV͒ shows that a Cu ion radiates two to five times more power than an Al ion and more than 100 times the power of a C ion at the same conditions.
The effect of radiation cooling is quantified by the computed temperature maps shown in Fig. 6 . This figure compares the temperature distribution in optically thick ͑no radiation cooling͒ C, Al, and Cu jets with those for radiatively cooled jets. The temperature maps correspond to a time of 1 ns after target irradiation, when the jets are fully developed and extend 220-250 m from the vertex of the groove. The FIG. 4. ͑Color online͒ Computed electron-density distribution resulting from simulations with ͑right column͒ and without ͑left column͒ radiation cooling for C, Al, and Cu plasma jets. The times were selected to allow for jets of similar length. In the absence of radiation cooling a similar degree of collimation is computed for jets of the same length. Radiation cooling increases the collimation of the higher Z jets. electron temperature in the higher Z jets is computed to be drastically reduced by radiation cooling. In the case of Cu the electron temperature at midlength, corresponding to a distance of ϳ120 m from the vertex, is reduced from 60 to 25 eV. Figure 7 shows the calculated variation of the radiative cooling rate 1 / rad = q rad / 3 / 2k͑n e T e + n i T i ͒, where q rad is the power density radiated, as the jet evolves reaching different lengths. The jet length is defined here as the distance along the axis measured from the bottom of the groove to the point where the density drops to 1 ϫ 10 19 cm −3 . The cooling rates were calculated locally and then averaged over the jet volume. Early in the evolution, before the jets have reached a length of ϳ300 m, the Cu jet is computed to have a significantly larger radiation cooling rate than Al and C. As the plasma cools and the jet lengthens, the cooling rate decreases for all three elements. A separate steady-state calculation using a collisionally radiative atomic model computed radiative cooling rates that were ϳ2ϫ lower than the ones obtained in the LTE calculation shown in Fig. 7 ; nevertheless, the relative cooling rate for the different materials and their dependence was similar. Another way to characterize the degree in which radiation affects the jet dynamics is to compare rad to the characteristic hydrodynamic time hydro = R jet / C s , where R jet is the radius of the jet taken at half-jet length and C s is the sound speed. At this position within the jet we find that in the case of carbon rad ӷ hydro , consistent with the fact that the C jet is not significantly affected by radiation. In the case of Al rad ϳ 2 hydro -3 hydro and Cu rad ϳ hydro , evidence that radiation is important to both of these materials but that the cooling dynamic in Cu occurs at a faster rate.
To identify the role that radiation emitted during the different stages of the plasma evolution has on the observed differences in jet collimation, we compared the experimental results with simulations. Simulations were conducted for ͑a͒ no radiation, ͑b͒ radiation during only before the jet is formed ͑plasma turned optically thick after the first 400 ps͒, and ͑c͒ radiation during the entire plasma evolution. Figure 8 compares the measured and computed ratios of the Al to Cu jet widths as a function of jet length. The experimentally determined ratio is shown to reach 2.5 at 270 m and to monotonically decrease thereafter. The error bar includes both the shot-to-shot experimental variation and the error in measuring the jet width. Without radiation cooling the Al/Cu jet diameter ratio is calculated to remain near unity ͑ϳ1.25͒ for all jet lengths shown, indicating that the difference in inertial mass of the Al and Cu plasmas does not play a major role in increasing the collimation of the Cu jet. The simulation that only allows for radiation cooling in the formation phase of the jet, when radiation is mostly emitted from within ϳ50 m of the target surface, also fails to account for the large observed difference in jet collimation. The inclusion of radiation cooling within the jet itself results in a computed Al/Cu jet diameter ratio that is in good qualitative agreement with the experiment. In spite of a moderate quantitative difference possibly related to inaccuracies in computing the copper opacities, the simulation closely resembles the experimentally measured dependence of the jet width ratio as a function of jet length. This result supports the conclusion that radiation cooling significantly enhances the collimation of the higher Z jets.
V. CONCLUSIONS
The collimation of dense plasma jets created by laser irradiation of triangular grooves with low-energy laser pulses ͑ϳ0.6 J͒ was studied for different materials. The jet density was measured to reach electron densities up to ϳ1.3 ϫ 10 20 cm −3 using soft-x-ray laser interferometry. The jet collimation was measured to increase with Z, reaching a length-to-width ratio of 20 for Mo. In spite of two to three orders of magnitude decrease in the laser pulse energy with respect to previous experiments, radiation cooling is found remain the dominant physical mechanism responsible for the increased collimation of the higher Z jets. FIG. 8 . ͑Color online͒ Comparison of measured and simulated ratios of Al to Cu jet widths as a function of jet length. The lines correspond to simulations of optically thick jet ͑curve a͒, jet that develops from a plasma that is allowed to radiate during only the first 400 ps of its evolution ͑curve b͒, and plasma that radiates during its entire evolution ͑curve c͒. The experimental curve ͑curve d͒ was obtained using a fit to measure jet width ratios. The error bar represents both the shot-to-shot experimental variation and the error in measuring the jet width. FIG. 7 . ͑Color online͒ Variation of the radiation cooling rate averaged over the jet volume as the jet evolves reaching different lengths for the C, Al, and Cu plasmas.
