Recommender systems ofer critical services in the age of mass information. Personalized ranking has been attractive both for content providers and customers due to its ability of creating a user-specifc ranking on the item set. Although the powerful factor-analysis methods including latent factor models and deep neural network models have achieved promising results, they still sufer from the challenging issues, such as sparsity of recommendation data, uncertainty of optimization, and etc. To enhance the accuracy and generalization of recommender system, in this paper, we propose a deep generative ranking (DGR) model under the Wasserstein autoencoder framework. Specifcally, DGR simultaneously generates the pointwise implicit feedback data (via a Beta-Bernoulli distribution) and creates the pairwise ranking list by sufcient exploiting both interacted and non-interacted items for each user. DGR can be efciently inferred by minimizing its penalized evidence lower bound. Meanwhile, we theoretically analyze the generalization error bounds of DGR model to guarantee its performance in extremely sparse feedback data. A series of experiments on four largescale datasets (Movielens (20M), Netfix, Epinions and Yelp in movie, product and business domains) have been conducted. By comparing with the state-of-the-art methods, the experimental results demonstrate that DGR consistently beneft the recommendation system in ranking estimation task, especially for the near-cold-start-users (with less than fve interacted items).
INTRODUCTION
A common task of recommender systems is to improve customer experience through personalized item recommendations based on prior implicit or explicit feedback. Usually, item recommendations focus on predicting a personalized ranking on a set of items that users may like the most. Nevertheless, in real-world scenarios, feedback data is extremely sparse because of the limited user responses and the vast combinations of users and items. In particular, this problem becomes more severe when we handle implicit feedback data, where the unobserved entries (i.e. non-interaction between a user and an item) do not necessarily mean that the item is irrelevant to the user. Thus, how to sufciently and efectively exploit the statistical characteristics of both observed and unobserved data is a challenging issue for personalized ranking task, especially when the data is extremely sparse.
There is an immense efort in the community of machine learning and statistics to develop probabilistic models of recommendation data, which focus on extracting users' and items' low dimensional latent representations from limited responses by defning various generative processes. From a generative modeling perspective, these models estimate unseen and complex data distributions by characterizing dependency of latent variables, so that the underlying similarities between the users and items can be estimated. Unfortunately, the limited data representation ability hinders these methods to achieve a comparably good result. Consequently, a number of deep neural methods are presented to signifcantly boost recommendation performance by adding crafted non-linear features into the probabilistic generative models [7, 15] .
Most previous work focuses on predicting the rating score of an item given by a user, however, this process deviates from the personalized ranking estimation which is more powerful for top-K recommendation. Meanwhile, the existing deep neural networkbased methods sufer from the lack of information in sparse feedback data. Furthermore, the naive integration of deep generative model to collaborative fltering would lead to overftting, and be stuck in a poor local optima because those deep generative models have been originally applied to the dense information [10, 12] . To date, there is no study about deep generative process in the feld of personalized ranking for extremely sparse feedback data. Thus, in this work, we aim to fll the research gap by seamless integrating the implicit feedback data generation and pairwise learning-to-rank process in a deep generative model.
We target on addressing two important issues in personalized ranking task: generalization of the deep generative model on extremely sparse feedback data and uncertainty of the optimizing feedback data via Beta-Bernoulli distribution and create the pairwise ranking list by sufcient exploiting both interacted and noninteracted items for each user. Thus, the proposed model is named as Deep Generative Ranking model (DGR). The generalization of DGR can be guaranteed in theory. To efectively handle the optimizing process, we adopts Wasserstein auto-encoder (WAE) framework to measure the true feedback data distribution and the generative data distribution via Wasserstein distance. To the best of our knowledge, this is the frst attempt to adapt WAE to personalized ranking problem.
We summarize the major contributions:
• A deep generative ranking model (DGR) is proposed for personalized recommendation on sparse feedback data by simultaneously considering pointwise matching and pairwise ranking.
• The Beta-Bernoulli distribution is applied to generate the recommendation data from the sampled latent variables, which is more suitable for the sparse implicit feedback data than Multinomial distribution used in existing method [15] .
• The pairwise ranking response model is designed on the generated data to maximize the margin between positive interacted items and negative or non-interacted items for each user, so that implicit feedback data can be sufciently used to learn the personalized ranking.
• Wasserstein distance is adopted to measure the true data distribution and the generated data distribution, which is able to sufciently reduce the reconstruction error.
• By formally defning the generalization of DGR, we theoretically demonstrates that its generalization can be guaranteed, which leads to good recommendation performance especially on extreme sparse feedback data.
• The performance of DGR was thoroughly investigated on widely-used benchmark datasets in terms of several evaluation metrics, indicating the advantage over the state-of-theart baselines.
The rest of the paper is organized as follows. The related work is discussed in Section 2. Section 3 gives the proposed deep generative ranking model, the corresponding inferring process and theoretical analysis. In Section 4, a series of experiments on four large-scale datasets (Movielens (20M), Netfix, Epinions and Yelp) are conducted to demonstrate the performance of DGR by comparing with the state-of-the-art methods. Finally, a brief conclusion is given in Section 5.
RELATED WORK
Research on item recommendation focus on predicting a personalized ranking on a set of items that users may like the most, which is known as collaborative fltering. While early work on CF focused on memory-based approaches, model-based approaches [25] , especially factor analysis-based models (e.g., latent factor model) [6, 17] , have recently gained attention on point-wise setting due to its superior performance and scalability. This advantage comes from the latent representation that the factor analysis-based CF makes use of the idea of "wisdom of crowds". This latent representation modeling is useful in uncovering the complex patterns of collective users' history and preferences that each user record cannot reveal alone. These work formulated the recommendation task as a regression problem to directly optimize the absolute value of binary ratings, which is collectively known as pointwise recommendation methods. Along another line, research on item recommendation focus on directly optimize the personalized ranking of items for each user. Rendle et al. [19] proposed a pairwise learning method BPR, which optimizes a model based on the relative preference of a user over pairs of items. Ning et al. [18] proposed a novel sparse linear method for top-K recommendations via aggregating from user purchase/rating profles. Difer from traditional pair-wise ranking algorithm, Shi et al [22] improved top-K recommendation by directly maximizing the mean reciprocal rank (MRR).
Unlike previous linear factor analysis models, whose modeling capacity is limited, recent work focus on non-linear feature learning for item recommendation with the aid of neural networks. Ying et al. [30] proposed a collaborative deep ranking (CDR), a hybrid pairwise approach with implicit feedback, which leverages deep feature representation of item content into Bayesian framework of pairwise ranking model. In order to learn better representation for users and items, Xue et al. [29] proposed a deep matrix factorization (DMF), which uses a two pathway neural network architecture to replace the linear embedding operation used in vanilla matrix factorization. He et al. [7] proposed NeuMF under the neural collaborative fltering (NCF) framework which takes the concatenation of user embedding and item embedding as the input of a multi-layer perceptron (MLP) model to make prediction. To ofset the weakness of MLP in capturing low-rank relations, NeuMF unifes MF and MLP in one model. Song et al. [23] combined a designed pairwise ranking classifcation strategy with neural collaborative fltering framework for ranking estimation.
Diferent from applying deep neural networks directly to recommendation, researchers are increasingly focusing on combining probabilistic generative process and neural networks for deep generative recommendation models. Salakhutdinov et al. [21] applied restricted Boltzmann machine to CF, and they achieve a superior performance than traditional probabilistic matrix factorization (PMF) [17] . Based on these successes, Li et al. [13] used marginalized denoising auto-encoders to incorporate auxiliary information for both users and items. Wang et al. [28] extended PMF by taking advantage of generative stacked denoising auto-encoder (SDAE) and proposed a unifed collaborative deep learning (CDL). In the fled of friend recommendation, a Bayesian personalized ranking deep neural networks (BayDNN) model is proposed via extracting latent structural patterns from social networks [4] . Consider the powerful latent representation ability of VAEs, Li et al. [14] combined PMF and VAE for Top-K recommendation. By replacing original Gaussian likelihood with Multinomial likelihood, Mult-VAE are proposed to model the generative process of implicit feedback [15] . aWAE [31] extends Wasserstein auto-encoder (WAE) with the aid of mutual information and sparse regularization for collaborative fltering. Though a large amount of deep generative models are proposed, they still sufer from several challenging problems mentioned above, such as sparsity of recommendation data and uncertainty of optimization process.
Thus, in this paper, we focus on simultaneously generating the pointwise feedback data via proper distribution and creating the pairwise ranking list by sufcient exploiting both interacted and non-interacted items for each user.
THE PROPOSED MODEL
In this section, we frst present our deep generative ranking (DGR) model to simultaneously generate the pointwise implicit feedback data and create the pairwise ranking list of interacted and noninteracted items for each user. The architecture of DGR is given in Figure 1 . This section second gives the inference learning process of DGR model. Next, we formally defne the generalization of DGR and theoretically demonstrates its generalization error is bounded.
The implicit feedback data is usually represented by a binary matrix X ∈ N n×m to record the click 1 history among n users and m items. Its element x i j indicates whether the j-th item is interacted by the i-th user.
is a binary vector demonstrating the click history of user i on all items. Note that X could be binarized from user-item rating matrix by assigning 1 to the entries whose rating score is greater than a predefned threshold. 
Pointwise Feedback Data Generation
This subsection will give the generative process of the pointwise feedback data in DGR. To generate the feedback data x i for user i, a vector of latent variables z i ∈ R k (in k-dimensional latent space) is introduced. For convenient computing, z i can be sampled from a standard Gaussian prior, i.e.,
To make the generated binary feedback data capturing the preference of the corresponding user to the item, we introduce a vector π i ∈ R m to indicate the extent to which the user i likes the item j, which is also helpful to learn the pairwise ranking list among items (more detail will be given in next subsection). In this case, the Beta distribution is adopted to sample π i because it is a suitable model for the preference score in the range of [0, 1]. To generate π i , DGR produces two positive shape parameters α i ∈ R m and β i ∈ R m over + + m items via two non-linear functions f θα (·) and f θ β (·) from z i (in this work, we use a three-layer neural networks activated by tanh as the non-linear function and transfer the output via Rectifed 1 We use the verb 'click' for concreteness to indicate any interaction actions, including "click", "purchase", or "like".
Linear Units (ReLu)). Then π i can be sampled via
Once having the preference score of user over all items, his or her binary implicit data can be modeled by a Bernoulli distribution as follows.
Note that Bernoulli distribution is conjugate with Beta distribution, which will make the later inference process more efcient. In previous deep generative models, Multinomial distribution is always utilized to model the feedback data [3, 15, 31] , where the probability Í m vector π i is constrained by =1 π i j = 1). Our model is totally difj ferent from the existing work because the proposed Beta-Bernoulli distribution samples the preference π i j for each user-item pair and does not assume π i fall in a m−1 simplex. This is reasonable since in real scenarios one user may have multiple interests, the constraint Í m =1 π i j = 1 will reduce the corresponding user-item preference.
j Fortunately, the proposed Beta-Bernoulli model can make sure that each user has large probabilities with multiple items if he or she simultaneously and strongly prefers to these items. Finally, the implicit feedback data can be generated under the Beta-Bernoulli distribution with the aid of latent vector z i and the non-linear function f θ as follows.
where π θ (z i ) j indicates the generative process from z i to π i j and θ = {θ α , θ β } is the parameters of deep neural networks. User i only has one latent representation z i over all items and the preference score π θ (z i ) j is independently generated for each item. Thus, the model will put the preference mass on the non-zero entries in x i , which is consistent with the assumption of missing not at random (MNAR) [8, 16] and more suitable to generate the implicit feedback data.
Pairwise Ranking List Creation
As we mentioned above, the sampling value π i j from Beta distribution can be treated as preference score, thus it can be used to create the pairwise ranking list of all items for each user. Given a feedback dataset, pervious pairwise learning-to-rank method [19] creates tuples (i, j, k) by sampling an observed feedback user-item pair (i, j) and unobserved item k for user i. However, in our real-life applications, there may exist diferent levels in the users' feedback, such as rating scores with {5,4,3,2,1,0}, likes with {strongly like, like, unlike, non-interacted}, etc. Thus, in this case, we split the feedback data into diferent groups, e.g., positive part (with high priority), negative part (with low priority) and unobserved part (with potential priority).
Specifcally, let P p denote the positive implicit feedback set, P u indicate the unobserved implicit feedback set and P n represent the negative implicit feedback set. We defne the set order P p ≻ P u ≻ P n , where partial ordered symbol ≻ indicates the left set precedes the right set. Thus, we can build the training set D S for pairwise ranking list learning task by �
where i denotes the user together with an item j about which they expressed positive feedback, and an unobserved item or negative
item k. I p , I u and I n indicate the items set that user i interacted with in positive, unobserved and negative implicit feedback respectively.
Recall that the preference score vector of user i (π i ) has been generated by Eq.(2) in last subsection, it can be used to create the ranking list of all items. If there is a big positive gap between the preference values π i j and π ik (i.e., π i j − π ik ≫ 0), it means that user i prefers item j to item k. On the other hand, if there is a big negative gap between π i j and π ik (i.e., π i j −π ik ≪ 0), user i prefers item k to item j. In this case, the individual probability of the triple (i, j, k) (p((i, j, k)|π i )), i.e., user i really prefers item j to item k, can be defned with the aid of sigmoid function as follows.
where σ (·) is the sigmoid function defned as σ (x) = 1/(1 + e −x ). Motivated by [19] , for user i, we optimize the prediction preference score towards the predefned ground-truth to get the personalized ranking via the following ranking response model
indicates the ground-truth set of pairwise ranking s triples related to user i.
Deep Generative Ranking Model (DGR)
By combining Beta-Bernoulli distribution generation model and personalized ranking response model, we can obtain the fnal deep generative ranking model (DGR). The frst part can be taken as an unsupervised learning on generating the pointwise implicit feedback data. The second part is a supervised learning on pairwise learning-to-rank. As shown in Figure 1 , these two parts share the same generative process from the latent variable z i to the predicted probability π i for each user. Thus, the distribution of the given user feedback data x i over all latent variables and parameters for DGR can be formulated as
is sampled from the latent variable z i with the aid of parameter θ = {θ α , θ β }. Among it, p θ (x i |z i ) indicates the distribution of feedback data in the generation process, which is defned in Eq.(4). p θ ((i, j, k)|π i ) indicates the probability of the individual personalized ranking triple on the predicted score π i .
Inference Learning of DGR
One way to look at deep generative models is to postulate that they are trying to minimize certain discrepancy measures between the true data distribution and the generative distribution [5, 10] . In traditional generative model, minimizing the Kullback-Leibler (KL) divergence (equivalently maximizing the marginal data loglikelihood) or Jensen-Shannon (JS) divergence are commonly-used strategies to estimate the model. However, recommendation data is characterized by few frequently occurring features and a long-tail of rare features, which result in those data exists in a lower dimensional manifold. When directly adopting KL-divergence on high dimensional and sparse recommendation data, a problem we run into is that the generative model may not be optimized fully through pointwise measurements, and usually results in underftting and fails to utilize the model's full capacity [12] . Thus, we identify a problem with standard deep generative model by utilizing Wasserstein distance for sparse and high-dimensional implicit feedback data [27] . Unlike KL-divergence and JS-divergence, Wasserstein distance has the ability to measure the similarity between the distributions well and preserve the transitivity in latent space since it provides a much weaker topology than KL-divergence and JSdivergence.
To learn the generative model in Figure 1 , we are interested in estimating parameter θ = {θ α , θ β } related to deed neural networks. Following [1, 26] , we approach generative modeling of DGR from the optimal transport point of view. Then the parameter estimation problem can be solved by minimizing certain discrepancy measures between the data distribution p x i and model p θ (x i |z i ) with the aid of Wasserstein distance [27] under auto-encoder framework. It has been proved that minimizing the Wasserstein distance is equal to optimizing an Evidence Lower BOund (ELBO) [26] :
The objective is composed of two terms. The frst term indicates the reconstruction cost c(x i , p θ (x i |z i )) measuring the distance between x i and p θ (x i |z i ). Here we use a squared cost function c(x, y) = ||x − y|| 2 2 for data points. The second term is a regularizer D z (q ϕ (z i |x i )|, p(z i )) penalizing a discrepancy related to z i between prior p(z i ) and posterior q ϕ (z i |x i ). Here KL divergence is adopted as regularizer, i.e.,
. Q is any nonparametric set of probabilistic encoders. We employ the pa-
. λ a is a hyperparameter controlling the strength of the regularizer.
To establish a personalized ranking loss, we defne the negative log-likelihood of the personalized ranking response model (7), i.e.,
Our goal is to minimize both the ELBO (9) and the negative log-likelihood (10), which can be implemented by minimizing the fnal optimization objective
where λ a is the generative model specifc regularization parameter and λ b controls the efect of personalized ranking.
Note that in feedback data generation process, Beta distribution is used as as prior of Bernoulli distribution to generate probability π i j . To efciently implement inference learning, we adopt reparameterization trick for sampling from Beta distribution [20] . A typical way is to transfer the sampling process for Beta distribution via a generalized reparameterization method. Specifcally, for probability π i j ∼ Beta(α i j , β i j ), we could rewrite π i j = π i j
with π (1) ∼ Gamma(α i j , 1) and π (2) ∼ Gamma(β i j , 1). For Gamma i j i j distribution we choose the transformation
where Ψ(·) denotes the digamma function, and Ψ 1 (·) is the frstorder derivative of Ψ. The random variable ϵ is defned by ϵ = p � (1) log(π i j (1) ) − Ψ(α i j ) / Ψ 1 (α i j ) where log(π i j ) is the sufcient statis- (1) tic of π . Note the parameters need to be optimized are θ and ϕ. We can obtain an unbiased estimate of L(x i ; θ, ϕ) by sampling z i ∼ q ϕ (z i |x i ). And by doing reparameterization trick for Gaussian distribution, we sampling ϵ ∼ N (0, I k ) and reparameterize
The stochasticity of the sampling process is isolated, and the gradient with respect to ϕ can be back-propagated through sampled x i . Thus we can iteratively update θ and ϕ via stochastic gradient-based optimization techniques.
Theoretical Analysis
In this subsection, we will theoretically analyze the generalization error of the proposed deep generative ranking model by defning the generalization of DGR. According to the generative process of DGR, it consists of pointwise implicit data generation and pairwise ranking creation, thus we frst analyze them separately and then merge them.
Motivated by [2] , we can defne the generalization of feedback data generation process by measuring the diference between generative data distribution X д and real data distribution X r , so that the population distance between the true and generative distributions (X r and X д ) is close to the empirical distance between the empirical distributions (X r and X д ). Defnition 3.1. For the empirical version of the true distribution (X r ) with n training examples, a generated distribution (X д ) generalizes under the distance d(·, ·) between distributions with generalization error δ 1 > 0 if the following holds with high probability,
where
E(X) indicates the population distance between the true and generated distributions (X r and X д ). E(X ) is the empirical distance between the empirical distributions X r and X д .
Theorem 3.2. For any X ∈ N n×m (m, n > 2), holds with probability at least 1 − δ 1 over uniformly choosing an
Proof. Since the entries in X are chosen independently and
uniformly, it is reasonable to assume each
is a random variable and satisfes
where γ = max i d i . Hence, based on the Hoefding Inequality, we
i.e.,
Therefore, the errors of pointwise feedback data generation model are bounded.
□ Next, we theoretically analyze the generalization error of the personalized ranking response model. Taking the likelihood of model L R (in Eq. (10)) as the evaluation metric, we have the following theorem.
Theorem 3.3. For any triples set D s sampled from expected implicit preference matrix X ∈ N n×m (m, n > 2) and δ 2 > 0,
holds with probability at least 1 − δ 2 over uniformly choosing an empirical version of triples set (D s ) from the empirical implicit data X . D (i) is the triples set related to user i. Proof. According to Hoefding Inequality, we have
Therefore, the error bound of personalized ranking response model is guaranteed. □ By combining the above two parts, we can calculate the population error and its empirical version of the DGR model via
For any X ∈ N n×m (m, n > 2), triples set D s , and δ > 0
holds with probability at least 1 − δ over uniformly choosing an empirical version of X. Thus, the generalization of DGR can be guaranteed.
EXPERIMENTS
In this section, we evaluate the proposed deep generative model on four datasets by comparing with the state-of-the-art methods. 
Experimental Setting

Metrics for ranking estimation: Recall (Recall @K (i) = |Re(i) ∩ T (i) |/ |T (i) |) is used to test whether the item is in the top-K list,
where Re(i) denotes the set of recommended items to user i and T (i) denotes the set of favorite items of user i. Meanwhile, the normalized discounted cumulative gain (NDCG) is adopted to measure the item ranking accuracy, which can be computed by: N DCG@K (i) = DCG@K (i ) Í K I DCG @K (i ) (where DCG@K (i) = r =1 (2 I(w (r )∈I i ) − 1)/log 2 (r + 1), and IDCG is the DCG value with perfect ranking). I(·) is the indicator function and w(r ) is the item at rank r . I i is the set of items that user i clicked on. For both metrics, larger values indicate better performance. We reported the averaged results and their statistical signifcances via 5-fold cross-validation technique. Baselines: We choose three kinds of recommendation methods as baselines, including traditional ranking methods, deep neural network recommendation models, and deep generative recommendation models. The details are summarized as follows:
• Traditional ranking methods: SLIM [18] is a sparse linear method for top-K recommender systems.
• Deep neural network recommendation models: NCF [7] is a neural network-based collaborative fltering method. CDAE [28] is the frst model which applies denoising autoencoder to top-K recommendation problem. NCR [23] is general collaborative ranking framework based on neural networks.
• Deep generative recommendation models: Mult-VAE [15] applies variational auto-encoder to collaborative fltering for implicit feedback. aWAE [31] extends Wasserstein autoencoders (WAE) for collaborative fltering.
We do not include BPR [19] as baselines since it has been proved to be inferior to deep neural network recommendation methods and deep generative recommendation methods [15, 23] .
Parameter setting: The parameters of all baselines are either adopted from their original papers or determined by experiments. For DGR, the architecture of the neural networks for encoder and decoder is symmetrically, and they are three-layer perceptrons with architecture [m → 600 → k → 600 → m] where m is the number of items. Based on cross validation, we select k = 150 for all datasets. Moreover, we fnd that deeper network does not beneft recommendation. tanh is used as the activation function between neural layers. The dropout technique [24] is adopted at the input layer with probability 0.5 and we do not apply the weight decay for any parts. The model is trained using Adam [9] with batch size of 128 users for 200 epoch on all datasets.
Results and Discussion
In this section, we investigate DGR from two views. Firstly, a series of experiments are conducted to test the efect of parameters. Secondly, DGR is compared with baselines from two facets including All Users and Near-cold-start Users in terms of ranking estimation.
Efect of Parameters.
The frst experiment is designed to investigate the efect of latent space size k for recommendation performance. Figure 2 shows the results on four datasets in terms of Recall@10 and NDCG@10 under varying k from 50 to 300. As expected, for each dataset, DGR performs better as k increases, reaches the best value at around k = 150 for all datasets, and it does not improve the performance when the dimension of the latent space is greater than 150. Large k indicates that users will be represented in higher dimensional space, which may not be beneft for recommendation performance since lower space has enough ability to capture the latent properties. Moreover, large k aggravates the computational complexity because more variables are introduced. For instance, the number of weights and biases related to the neural networks from z i to α i and β i obviously increases with the increasing of k. Results on the other metrics show the same trend, and thus we omit them due to the page limitation. Figure 3 shows the efect of regularizer parameter λ a on four datasets in terms of Recall@10 and NDCG@10. The results demonstrate that DGR performs better as λ a increases, reaches the best value at around λ a = 0.2 for ML 20M and Epinions and λ a = 0.3 for Netfix and Yelp, and then decreases in performance as λ a grows larger. We believe this is because a smaller λ a has the ability to make use of the relation between prior and posterior for z i , while a larger λ a may put too much attention on capacity limitation, thus decrease the efcacy of the recommendation.
Additionally, the coefcient λ b in DGR controls the contribution of pairwise ranking creation process, which is tuned from 0 to 1 with step 0.1. Figure 4 shows the efect of λ b on four datasets in terms of Recall@10 and NDCG@10. It can be seen that the recommendation performance becomes better and better as λ b increases which suggests that the proposed personalized ranking loss is useful to predict the ranking list. The results reach the best when λ b = 0.2 for Yelp, λ b = 0.3 for Epinions and λ b = 0.5 for ML 20M and Netfix. After that, the performance decreases, which indicates that large λ b will make the personalized ranking dominate the learning process. If ignoring the generation of implicit feedback data, in this case,
Figure 2: Efect of k (the latent space size) in terms of Recall@10 and NDCG@10 on DGR for four datasets. the model may learn inadequate latent representation. Meanwhile, the best λ b is small for two sparse datasets (Epinons an Yelp), while large for two dense datasets (ML 20M and Netfix), which indicates sparse datasets are less confdent to construct ranking list. When λ b = 0, the objective function degenerates into Eq.(9) denoted as DGR-R, i.e. deep generative model withtout pairwise ranking creation. Table 2 lists the recommendation accuracy obtained by DGR and DGR-R on four datasets in terms of Recall@10 and NDCG@10, respectively. As expected, DGR is superior to DGR-R. This result further demonstrates that it is necessary to simultaneously consider pointwise feedback data generation and pairwise ranking creation. Above experiments demonstrate the efect of parameters. Actually, we select optimal λ a and λ b via ancestral sampling [15] . Specifcally, we start training with λ a = 0 and λ b = 0, and gradually increase λ a and λ b to 1. We linearly anneal the KL term or ranking loss term slowly over a large number of gradient updates to θ and ϕ and record the optimal value when its performance reaches the peak. 4.2.2 Recommendation Performance. In order to deeply investigate the performance of recommendation, the second experiment is conducted to compare the proposed DGR with six baselines from two views (All Users and Near-cold-start Users). All Users indicates that all users are used as the testing set. Near-cold-start Users view means that the users with less than fve interacted items are involved in the testing set. Table 3 , 4, 5 and 6 show the recommendation performance (Recall and NDCG at diferent numbers of recommended items) for All Users on four datasets. The best and second results are marked in bold and underline. Obviously, most of the deep methods (DGR, aWAE, Multi-VAE, NCR, NCF, CDAE) signifcantly outperform traditional ranking approaches (SLIM), which indicates non-linear features are benefcial for improving recommendation quality. As we can see, in most cases, deep generative models (DGR, aWAE, Multi-VAE) are superior to other deep methods (CDAE, NCF, NCR), which indicates that proper generative process for poinwise data matching is helpful to learn more useful latent representation. DGR performs better than the state-of-the-art deep methods (CDAE, NCF, NCR, aWAE, Multi-VAE), which confrms that considering both generation of implicit feedback and personalized ranking is helpful to predict more precise recommended items.
As we known, sparser feedback data, more challenging the personalized recommendation task. In these four datasets, the average number of Near-cold-start Users (with less than fve ratings) are 1543, 2201, 34310 and 7439651 in ML 20M, Netfix, Epinions and Yelp respectively, and they are about 1.85%, 0.46%, 69.6%, 78.4% of all users in the corresponding datasets. It can be seen that Epinions and Yelp are extremely sparse, thus we further evaluate the recommendation performance on Near-cold-start Users for these two datasets. The results obtained by the proposed model and all baselines on Epinions and Yelp are listed in Table 7 . As expected, DGR has the ability to handle sparse problem and is superior to all baselines. The reason is that constructing ranking based triples has the ability to explore more information about ranking list, which confrms that pairwise ranking list creation can be seemly combined with pointwise feedback data generation to efectively improve the recommendation performance. Although the numerical improvements are small, small improvements can lead to signifcant diferences of recommendations in practice [11] . To demonstrate the efciency of the proposed method intuitively, we conduct paired t-test (confdence 0.95) between DGR and three baselines with fve-fold cross-validation results. The pvalues in all cases are less than 10 −5 , which indicates that the improvements are statistically signifcant at the 5% level. Therefore, based on these observations, we can say DGR consistently outperforms the state-of-the-art methods and signifcantly improves the recommendation performance.
CONCLUSIONS
This paper proposes a deep generative ranking (DGR) model for item recommendation that jointly models the generation of implicit feedback data and the creation of pairwise ranking list. The model can be taken as a joint deep generative method that adopts Beta-Bernoulli distribution to characterize the feedback data and ranking response model to learn the pairwise ranking list. The generalization of our proposed model is theoretically guaranteed The experiments have shown that DGR has ability to output the high-quality recommended item list. In all cases, DGR signifcantly outperforms the start-of-the-art methods, especially for near-coldstart users with extremely sparse feedback data. 
