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Abstract
This paper investigates the blow-up and global existence of nonnegative solutions of the system
ut =∆um + a‖v‖pα , vt =∆vn + b‖u‖qβ , (x, t) ∈Ω × (0, T )
with homogeneous Dirichlet boundary data, where Ω ⊂ RN is a bounded domain with smooth
boundary ∂Ω , m,n > 1, α,β  1, p,q, a, b > 0 and ‖ · ‖αα ≡
∫
Ω | · |α dx. It is proved that if
pq < mn every nonnegative solution is global, whereas if pq > mn, there exist both global and
blow-up nonnegative solutions. When pq = mn, we show that if the domain is sufficiently small,
every nonnegative solution is global while if the domain is large enough that is, if it contains a
sufficiently large ball, there exists no global solution. In particular, when p = n= α, q =m= β, we
show that every positive solution exists globally iff
∫
Ω ϕ(x)dx  1/
√
ab, where ϕ(x) is the unique
positive solution of the linear elliptic problem −∆ϕ(x)= 1, x ∈Ω; ϕ(x)= 0, x ∈ ∂Ω .
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction and main results
In this paper, we investigate the global existence and nonexistence of nonnegative
solutions of the nonlocal degenerate parabolic system
ut =∆um + a‖v‖pα , vt =∆vn + b‖u‖qβ, (x, t) ∈Ω × (0, T ),
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u(x, t)= v(x, t)= 0, (x, t) ∈ ∂Ω × (0, T ),
u(x, t)= u0(x), v(x, t)= v0(x), x ∈Ω, (1.1)
where Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω , m,n > 1, α,β  1,
p,q, a, b > 0 and u0, v0 are nonnegative bounded functions.
In the past two decades, many physical phenomena were formulated into nonlocal
mathematical models (see [1–9] and references therein) and studied by many authors. For
example, Bebernes and Bressan [1] studied an ignition model for a compressible reactive
gas which is a nonlocal reaction–diffusion equation. Pao [2] discussed a nonlocal model
arising from combustion theory. Galaktionov and Levine [5] gave a general approach to
critical Fujita exponents in nonlinear parabolic problems, especially, those with nonlocal
nonlinearities. Degenerate parabolic equations involving a nonlocal source, which arise in
a population model that communicates through chemical means, were studied in [7–9].
In recent years, many important results have appeared on blow-up problems for non-
linear parabolic systems. We will recall some of those results concerning the first initial-
boundary problems. For the other related works on the global existence and blow-up of
solutions of nonlinear parabolic systems (initial-boundary value problems and Cauchy
problems), we refer the reader to [10–15] and [16–18] and references therein.
In [19], Escobedo and Herrero studied the system
ut =∆u+ vp, vt =∆v + uq (1.2)
in a bounded domain Ω ⊂ RN with null Dirichlet boundary conditions. The authors show
that if pq  1 every solution of (1.2) is global, whereas if pq > 1 there are solutions that
blow up and others that are global according to the size of initial values.
In [20,21], Galaktionov et al. considered the system
ut =∆uν+1 + vp, vt =∆vµ+1 + uq for (x, t) ∈Ω × (0, T ) (1.3)
with homogeneous Dirichlet boundary conditions. Several interesting results are estab-
lished. We only state some of them here (see also [10,22]).
Theorem 1.1. Assume p > 1, q > 1, µ> 0, ν > 0.
(1) If pq < (1 + ν)(1 + µ), then all solutions of (1.3) with continuous, bounded initial
values are global.
(2) If pq > (1+ν)(1+µ), then there exist both nontrivial global solutions and nonglobal
solutions of (1.3).
(3) When pq = (1 + ν)(1 + µ), all solutions are global if the diameter of the domain is
sufficiently small. In particular, if p = 1+µ, q = 1+ ν, then
(a) if λ1 > 1, all solutions of (1.3) are global, where λ1 is the first eigenvalue of −∆
in Ω with homogeneous boundary condition; see (4.1) below;
(b) if λ1 < 1, there are no nontrivial global solutions of (1.3).
Their results show that P ′c = pq − (1 + ν)(1 + µ) is the critical exponent of (1.3) and
in the special case p = 1+µ,q = 1+ ν, the first eigenvalue λ1 plays a role.
W. Deng et al. / J. Math. Anal. Appl. 277 (2003) 199–217 201
In this paper we will prove that Pc = pq − mn is also the critical exponent of (1.1),
namely, if Pc < 0 solutions are global for all initial data, and if Pc > 0 solutions blow up
in finite time for sufficiently large initial data. For the special case where p = n = α and
q =m= β in (1.1), it is not λ1 but
ρ =
∫
Ω
ϕ(x) dx (1.4)
that takes into action, where ϕ(x) is the unique positive solution of the following linear
elliptic problem
−∆ϕ(x)= 1, x ∈Ω; ϕ(x)= 0, x ∈ ∂Ω. (1.5)
For a solution (u(x, t), v(x, t)) of (1.1), we define
T ∗ = T ∗(u, v)= sup{T > 0: (u, v) are bounded and satisfy (1.1)}.
Note that if T ∗ <+∞, then we have
lim sup
t→T ∗
∥∥u(x, t)∥∥
L∞ =+∞ or lim sup
t→T ∗
∥∥v(x, t)∥∥
L∞ =+∞,
in this case, we say that the solution blows up in finite time.
In some case, we need to assume that u0, v0 satisfy
u0(x), v0(x) ∈ C(Ω), u0(x), v0(x) > 0 in Ω,
u0(x)= v0(x)= 0, ∂u0/∂n, ∂v0/∂n < 0 on ∂Ω. (1.6)
Before stating the main results, we should remark that degenerate parabolic equations
(especially, porous medium equations) without nonlocal terms were studied extensively by
many other authors (for example, see [23–29] and references therein).
Then, let us state our main results.
Theorem 1.2. If pq <mn, then every nonnegative solution of (1.1) is global.
Theorem 1.3. If pq >mn, then
(i) the nonnegative solution of (1.1) is global if the initial data is sufficiently small;
(ii) the nonnegative solution of (1.1) blows up in finite time if the initial data is sufficiently
large.
Theorem 1.4. If pq =mn, then
(i) the nonnegative solution of (1.1) is global if the domain (|Ω |) is sufficiently small;
(ii) the nonnegative solution of (1.1) blows up in finite time if the domain contains
a sufficiently large ball, and u0, v0 are positive and continuous in Ω .
Theorem 1.5. If p= n= α, q =m= β and u0, v0 satisfy (1.6), then
(i) the positive solution of (1.1) is global if ρ2  1/(ab);
(ii) the positive solution of (1.1) blows up in finite time if ρ2 > 1/(ab).
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Remark 1. For the case where Ω ≡ (l1, l2) is an interval, we have ρ = (l2 − l1)3/12 =
|Ω |3/12. Hence, Theorem 1.5 reflect the statement, emphasized in the review paper [10],
that large domains are more unstable than small domains. Furthermore, denote by ϕ1(x)
the unique positive solution of the linear elliptic problem
−∆ϕ1(x)= 1, x ∈Ω1; ϕ1(x)= 0, x ∈ ∂Ω1.
Here Ω1 ⊂⊂Ω . It is obvious that ϕ1(x) depends on Ω1 continuously. By the comparison
principle for elliptic equation, we have ϕ1 < ϕ on Ω1. Let ρ1 =
∫
Ω1
ϕ1(x) dx; then
ρ1 =
∫
Ω1
ϕ1 dx <
∫
Ω1
ϕ dx <
∫
Ω
ϕ dx = ρ, (1.7)
where ρ and ϕ are defined by (1.4) and (1.5). In view of (1.7), we may assert that for the
high dimension case (N > 1), when the small domain is a sub-domain of the large domain,
Theorem 1.5 again reflect the principle that large domains are more unstable than small
domains.
This paper is organized as follows. In the next section, we establish the local existence
and give some auxiliary propositions. In Section 3, which concerns global existence, we
prove Theorem 1.2, statement (i) of Theorem 1.3 and statement (i) of Theorem 1.4. In
Section 4, which deals with the blow-up phenomenon, we prove the other statements of
Theorems 1.2–1.4. Theorem 1.5 is proved in Section 5.
2. Local existence and comparison principle
Let 0 < T < +∞. We set QT = Ω × (0, T ), ST = ∂Ω × (0, T ). As it is now well
known that degenerate equations need not possess classical solutions, we begin by giving
a precise definition of a weak solution for problem (1.1). To this end, define the class of
test functions,
Ψ ≡ {ψ ∈ C(QT ); ψt ,∆ψ ∈ C(QT )∩L2(QT ); ψ  0; ψ(x, t)|x∈∂Ω = 0}.
Definition 2.1. A vector function (u(x, t), v(x, t)) defined on QT , for some T > 0, is
called a sub- (or super-) solution of (1.1), if all the following hold:
(1) u(x, t), v(x, t) ∈L∞(QT );
(2) u(x, t), v(x, t)  ()0 for (x, t) ∈ ST , and u(x,0) () u0(x), v(x,0)  () v0(x)
for almost all x ∈Ω ;
(3) for every t ∈ [0, T ] and any ψ1,ψ2 ∈ Ψ ,∫
Ω
(
u(x, t)ψ1(x, t)− u0(x)ψ1(x,0)
)
dx
 ()
t∫
0
∫
Ω
(
uψ1s + um∆ψ1 + a‖v‖pαψ1
)
dx ds,
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∫
Ω
(
v(x, t)ψ2(x, t)− v0(x)ψ2(x,0)
)
dx
 ()
t∫
0
∫
Ω
(
vψ2s + vn∆ψ2 + b‖u‖qβψ2
)
dx ds. (2.1)
A weak solution of (1.1) is a vector function which is both a subsolution and a supersolution
of (1.1). For every T <∞, if (u, v) is a solution of (1.1), we say (u, v) is global.
Remark 2. Clearly, every nonnegative classical (sub-, super-) solution of (1.1) is a weak
(sub-, super-) solution of (1.1) in the sense of Definition 2.1.
In proving local existence for degenerate parabolic equations, there are three different
approaches (see [29, p. 113]). We will modify the boundary conditions rather than the
differential equations. Introduce, for k = 1,2, . . . , the following regularized system
ukt =∆fk(uk)+ a
∥∥gk(vk)∥∥pα, vkt =∆f ′k(vk)+ b∥∥g′k(uk)∥∥qβ, (x, t) ∈QT ,
uk(x, t)= vk(x, t)= 1/k, (x, t) ∈ ST ,
uk(x,0)= u0(x)+ 1/k, vk(x,0)= v0(x)+ 1/k, x ∈Ω, (2.2)
where
fk(uk)=
{
umk , uk  1/k,
(1/k)m, uk < 1/k,
gk(vk)=
{
vk, vk  1/k,
1/k, vk < 1/k,
f ′k(vk)=
{
vnk , vk  1/k,
(1/k)n, vk < 1/k,
g′k(uk)=
{
uk, uk  1/k,
1/k, uk < 1/k.
Now, replace u0, v0 by u0i , v0i which are smooth approximation of u0(x), v0(x) with
suppu0i ⊂Ω , and suppv0i ⊂Ω in (2.2). By a similar discussion as that of Theorems A.1–
A.4 in [6], we can show that (2.2) with the above modified initial data has a unique classical
solution (uik, v
i
k) ∈ C(Ω × [0, Ti(k))) ∩ C2,1(Ω × (0, Ti(k))) for 0 < Ti(k) ∞, where
Ti(k) is the maximal existence time. By a direct computation and the classical maximum
principle, we have uik, v
i
k  1/k. Hence, (uik, vik) satisfies
uikt =∆
(
uik
)m + a∥∥vik∥∥pα, vikt =∆(vik)n + b∥∥uik∥∥qβ, (x, t) ∈QTi(k) (2.3)
with the corresponding initial and boundary conditions. Clearly, passing to the limit
i→∞, it follows that
uk(x, t)≡ lim
i→∞u
i
k(x, t), vk(x, t)≡ lim
i→∞v
i
k(x, t),
and (uk, vk) is a weak solution of
ukt =∆(uk)m + a‖vk‖pα, vkt =∆(vk)n + b‖uk‖qβ, (x, t) ∈QT (k) (2.4)
with the corresponding initial and boundary conditions on (0, T (k)), where T (k) ≡
limi→∞ Ti(k) is the maximal existence time. Here a weak solution of (2.4) is defined in a
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manner similar to that for problem (1.1), only the integral equalities for u and v, (2.1) may
be replaced with∫
Ω
(
uk(x, t)ψ1(x, t)−
(
u0(x)+ 1/k
)
ψ1(x,0)
)
dx
=
t∫
0
∫
Ω
(
uψ1s + um∆ψ1 + a‖v‖pαψ1
)
dx ds + 1
k
t∫
0
∫
∂Ω
(∂ψ1/∂n) dσ ds,
∫
Ω
(
v(x, t)ψ2(x, t)−
(
v0(x)+ 1/k
)
ψ2(x,0)
)
dx
=
t∫
0
∫
Ω
(
vψ2s + vn∆ψ2 + b‖u‖qβψ2
)
dx ds + 1
k
t∫
0
∫
∂Ω
(∂ψ2/∂n) dσ ds. (2.5)
We give a maximum principle for the nonlocal parabolic system, of which the proof is
standard.
Proposition 2.1. Suppose that w1(x, t),w2(x, t) ∈C2,1(Ω × (0, T ])∩C(Ω × [0, T ]) and
satisfy
w1t − d1(x, t)∆w1  c11(x, t)w2 + c21(x, t)w1
+ c31(x, t)
∫
Ω
c41(x, t)w2(x, t) dx,
w2t − d2(x, t)∆w2  c12(x, t)w1 + c22(x, t)w2
+ c32(x, t)
∫
Ω
c42(x, t)w1(x, t) dx, (x, t) ∈Ω × (0, T ],
w1(x, t) 0, w2(x, t) 0, (x, t) ∈ ∂Ω × (0, T ],
w1(x,0) 0, w2(x,0) 0, x ∈Ω,
where cij (x, t) (i = 1,2,3,4; j = 1,2) are bounded functions and
c1j (x, t), c3j (x, t), c4j (x, t), dj (x, t) 0, j = 1,2, on Ω × (0, T ].
Then wj(x, t) 0 on Ω × [0, T ].
Since uik, v
i
k  1/k, applying Proposition 2.1, we have the following lemma.
Lemma 2.1. Assume that w(x, t), s(x, t) ∈ C(Ω × [0, Ti(k)))∩C2,1(Ω × (0, Ti(k))) is a
sub- (or super-) solution of (2.3). Then (w, s) () (uik, vik) on Ω × [0, Ti(k)).
According to Lemma 2.1, we have
Lemma 2.2. If k1 > k2, then (uik1(x, t), vik1(x, t))  (uik2(x, t), vik2(x, t)) on Ω ×[0, Ti(k2)) and Ti(k1) Ti(k2).
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Then, passing to the limit i →∞, it happens that (uk1, vk1)  (uk2 , vk2) and T (k1) 
T (k2) if k1 > k2.
Therefore, the limit T ∗ ≡ limk→∞ T (k) exists and, as well, the point-wise limit
u(x, t)≡ lim
k→∞uk(x, t), v(x, t)≡ limk→∞vk(x, t)
exists for any (x, t) ∈ Ω × [0, T ∗). Furthermore, as the convergence of the sequence is
monotone, passage to the limit k →∞ in the identities (2.5) is justified by monotone
and dominated convergence theorems for any ψ1,ψ2 ∈ Ψ and t ∈ [0, T ∗). The following
theorem is thus established.
Theorem 2.1 (Local existence and continuation). Given u0, v0  0, u0, v0 ∈ L∞(Ω),
there is some T ∗ = T ∗(u0, v0) > 0 such that there exists a nonnegative weak solution,
(u(x, t), v(x, t)), of (1.1) for each T < T ∗. Furthermore, either T ∗ =∞ or
lim sup
t→T ∗
∥∥u(·, t)∥∥∞ =∞ or lim sup
t→T ∗
∥∥v(·, t)∥∥∞ =∞.
Proposition 2.2 (Comparison principle). Let (u˜, v˜) and (u¯, v¯) be a nonnegative subsolution
and a nonnegative supersolution of (1.1), respectively. Then (u˜, v˜)  (u¯, v¯) on QT if
(u˜0, v˜0) (u¯0, v¯0) and either∫
Ω
v˜α dx  δ > 0,
∫
Ω
u˜β dx  δ > 0 (2.6)
or ∫
Ω
v¯α dx  δ > 0,
∫
Ω
u¯βdx  δ > 0 (2.7)
hold.
Proof. The technique for proving comparison principle for degenerate parabolic equations
is quite standard. For example, see [8,23,29]. Here we shall sketch the argument for the
convenience of the reader.
Subtracting the first integral inequalities of (2.1) for (u˜, v˜) and (u¯, v¯), yields∫
Ω
[
u˜(x, t)− u¯(x, t)]ψ1(x, t) dx 
∫
Ω
[
u˜(x,0)− u¯(x,0)]ψ1(x,0) dx
+
t∫
0
∫
Ω
(u˜− u¯){ψ1s +Φ(x, s)∆ψ1}dx ds
+ a
t∫
0
D(s)
(∫
Ω
G(x, s)(v˜ − v¯) dx
)(∫
Ω
ψ1dx
)
ds,
where
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Φ(x, s)≡
1∫
0
m
(
θu¯+ (1− θ)u˜)m−1 dθ,
D(s)≡
1∫
0
p
α
(
θ
∫
Ω
v¯α dx + (1− θ)
∫
Ω
v˜α dx
)p/α−1
dθ,
G(x, s)≡
1∫
0
α
(
θv¯+ (1− θ)v˜)α−1 dθ.
Since (u˜, v˜) and (u¯, v¯) on QT are bounded, it follows from m,α  1 that Φ(x, s),
G(x, s) are bounded nonnegative functions. Similarly, D(s) is bounded if p/α  1. Now
if p/α < 1, we have D(s) δp/α−1 from (2.6) or (2.7). Thus, appropriate test function ψ1
may be chosen exactly as in [29, pp. 118–123] to obtain∫
Ω
[
u˜(x, t)− u¯(x, t)]+ dx  ‖ψ1‖∞
∫
Ω
[
u˜(x,0)− u¯(x,0)]+ dx
+ a|Ω |‖ψ1‖∞
t∫
0
D(s)
∫
Ω
G(x, s)[v˜ − v¯]+ dx ds, (2.8)
where w+ ≡ max{w,0}. Similarly, we can prove∫
Ω
[
v˜(x, t)− v¯(x, t)]+ dx  ‖ψ2‖∞
∫
Ω
[
v˜(x,0)− v¯(x,0)]+ dx
+ b|Ω |‖ψ2‖∞
t∫
0
E(s)
∫
Ω
H(x, s)[u˜− u¯]+ dx ds, (2.9)
where
E(s)≡
1∫
0
q
β
(
θ
∫
Ω
u¯β dx + (1− θ)
∫
Ω
u˜β dx
)q/β−1
dθ,
H(x, s)≡
1∫
0
β
(
θu¯+ (1− θ)u˜)β−1 dθ
are bounded nonnegative functions. Now, (2.8), (2.9) combined with the Gronwall’s lemma
show that (u˜, v˜) (u¯, v¯) since (u˜0, v˜0) (u¯0, v¯0). ✷
In the next part, we will call a nonnegative subsolution (supersolution) satisfying (2.6)
((2.7)) as a positive subsolution (supersolution).
According to the above proof, we also have
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Proposition 2.3. Assume that p  α, q  β . Let (u˜, v˜) and (u¯, v¯) be a nonnegative sub-
solution and a nonnegative supersolution of (1.1), respectively. Then (u˜, v˜)  (u¯, v¯) on
QT if (u˜0, v˜0) (u¯0, v¯0).
Using Proposition 2.3, it is easy to see that the solution of (1.1) is unique if p  α,
q  β .
3. Global existence
In this section, we prove Theorem 1.2, statement (i) of Theorem 1.3 and statement (i)
of Theorem 1.4. According to Proposition 2.2, we only need to construct positive super-
solutions, bounded for any T > 0.
Let ϕ(x) be the unique positive solution of the linear elliptic problem (1.5). Denote
C = maxx∈Ω ϕ(x). Namely, 0 ϕ(x) C.
We define the functions u¯(x, t) and v¯(x, t) as
u¯= (K(ϕ(x)+ 1))l1, v¯ = (K(ϕ(x)+ 1))l2, (3.1)
where l1, l2 < 1 satisfy ml1, nl2 < 1, and K > 0 will be fixed later. Clearly, (u¯, v¯) is
bounded for any T > 0 and u¯Kl1, v¯ Kl2 . Then, we have
u¯t −∆u¯m =−Kml1
(
ml1(ml1 − 1)(ϕ + 1)ml1−2|∇ϕ|2 +ml1(ϕ + 1)ml1−1∆ϕ
)
ml1(C + 1)ml1−1Kml1,
a‖v¯‖pα = aKpl2
∥∥(ϕ + 1)l2∥∥p
α
 a|Ω |p/α(C + 1)pl2Kpl2 (3.2)
and
v¯t −∆v¯n  nl2(C + 1)nl2−1Knl2, b‖u¯‖qβ  b|Ω |q/β(C + 1)ql1Kql1 . (3.3)
Denote
C1 ≡
(
a|Ω |p/α
ml1
(C + 1)pl2−ml1+1
)1/(ml1−pl2)
,
C2 ≡
(
b|Ω |q/β
nl2
(C + 1)ql1−nl2+1
)1/(nl2−ql1)
. (3.4)
Lemma 3.1. (u¯, v¯) defined by (3.1) is a positive supersolution of (1.1) if one of the fol-
lowing holds.
(i) pq <mn;
(ii) pq =mn and |Ω | is sufficiently small;
(iii) pq >mn and u0, v0 are sufficiently small.
Proof. (i) If pq <mn, then there exist positive constants l1, l2 such that
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p
m
<
l1
l2
<
n
q
and ml1, nl2 < 1. (3.5)
Hence
pl2 <ml1, ql1 < nl2. (3.6)
According to (3.6), we can choose K sufficiently large that
K > max{C1,C2} (3.7)
and (
K(ϕ+ 1))l1  u0(x), (K(ϕ+ 1))l2  v0(x). (3.8)
Now, it follows from (3.2)–(3.8) that (u¯, v¯) is a positive supersolution of (1.1).
(ii) Next, if pq =mn, then there exist positive constants l1, l2 such that
p
m
= l1
l2
= n
q
and ml1, nl2 < 1. (3.9)
Hence
pl2 =ml1, ql1 = nl2. (3.10)
Without loss of generality, we may assume that every domain under consideration is in
a sufficiently large ball B . Denote by ϕB(x) the unique positive solution of the following
linear elliptic problem
−∆ϕ(x)= 1, x ∈B; ϕ(x)= 0, x ∈ ∂B.
Let C0 = maxx∈B ϕB(x). From Remark 1 we have C  C0. Then we may assume that |Ω |
is sufficiently small that
|Ω |< min
{(
ml1
a(C0 + 1)
)α/p
,
(
nl2
b(C0 + 1)
)β/q}
. (3.11)
Furthermore, choose K large enough to satisfy (3.8). Then, it follows from (3.2), (3.3) and
(3.8)–(3.11) that (u¯, v¯) is a positive supersolution of (1.1).
(iii) Finally, we consider the case pq >mn. Clearly, there exist positive constants l1, l2
such that
p
m
>
l1
l2
>
n
q
and ml1, nl2 < 1. (3.12)
Hence
pl2 >ml1, ql1 > nl2. (3.13)
According to (3.13), we can choose K sufficiently small that
K < min{C1,C2}. (3.14)
Furthermore, assume that u0, v0 are small enough to satisfy (3.8). Then it follows from
(3.2), (3.3), (3.8) and (3.12)–(3.14) that (u¯, v¯) is a positive supersolution of (1.1). ✷
Theorem 1.2, statement (i) of Theorem 1.3 and statement (i) of Theorem 1.4 are direct
consequences of Lemma 3.1 and Proposition 2.2.
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4. Blow-up results
In this section, we prove statement (ii) of Theorem 1.3 and statement (ii) of Theo-
rem 1.4. To this end, we construct blowing-up positive subsolutions.
Denote by λ1 > 0 and φ(x) the first eigenvalue and the corresponding eigenfunction of
the following eigenvalue problem
−∆φ(x)= λφ(x), x ∈Ω; φ(x)= 0, x ∈ ∂Ω. (4.1)
It is well known that φ(x) may be normalized as φ(x) > 0 in Ω , maxΩ φ(x)= 1 and
∂φ/∂n < 0 on ∂Ω .
We define the functions u˜(x, t) and v˜(x, t) as
u˜= (s(t)φ(x))l1, v˜ = (s(t)φ(x))l2, (4.2)
where l1, l2 satisfy ml1, nl2 > 1, and s(t) is the solution of the initial problem
s′(t)= ksr ; s(0)= δ, (4.3)
where k, δ > 0 and r > 1 to be fixed later. Clearly, s(t)  δ become unbounded in finite
time, and∫
Ω
v˜α dx  δαl2
∫
Ω
(
φ(x)
)αl2 dx > 0,
∫
Ω
u˜β dx  δβl1
∫
Ω
(
φ(x)
)βl1 dx > 0. (4.4)
Then, we have
∆u˜m + a‖v˜‖pα = sml1
(
ml1(ml1 − 1)φml1−2|∇φ|2 +ml1φml1−1∆φ
)+ aspl2‖φl2‖pα
−λ1ml1sml1φml1 + ac1spl2
= l1sl1−1φl1
(−λ1msml1−l1+1φml1−l1 + ac1spl2−l1+1φ−l1/l1)
 l1sl1−1φl1
ac1
l1
sml1−l1+1
(
spl2−ml1 − λ1ml1
ac1
)
,
u˜t = l1sl1−1φl1s′(t) (4.5)
and
∆v˜n + b‖u˜‖qβ  l2sl2−1φl2
bc2
l2
snl2−l2+1
(
sql1−nl2 − λ1nl2
bc2
)
,
v˜t = l2sl2−1φl2s′(t), (4.6)
where
c1 ≡ ‖φl2‖pα > 0, c2 ≡ ‖φl1‖qβ > 0. (4.7)
Lemma 4.1. (u˜, v˜) defined by (4.2) is a positive subsolution of (1.1), which blows up in
finite time, if one of the following holds:
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(i) pq >mn and u0, v0 are sufficiently large;
(ii) pq = mn, the domain contains a sufficiently large ball, and u0, v0 are positive and
continuous in Ω .
Proof. (i) If pq >mn, then there exist positive constants l1, l2 such that
p
m
>
l1
l2
>
n
q
and ml1, nl2 > 1. (4.8)
Hence
pl2 >ml1, ql1 > nl2. (4.9)
Then we choose
k = min{ac1/l1, bc2/l2},
r = min{ml1 − l1 + 1, nl2 − l2 + 1},
δ = max
{(
λ1ml1
ac1
+ 1
)1/(pl2−ml1)
,
(
λ1nl2
bc2
+ 1
)1/(ql1−nl2)}
. (4.10)
In view of (4.7)–(4.9) and m,n > 1, we have that k > 0, r > 1 and δ > 1. Furthermore,
assume that u0, v0 large enough to satisfy
u0(x) (δφ)l1, v0(x) (δφ)l2 . (4.11)
Now, it follows from (4.1)–(4.11) that (u˜, v˜) is a positive subsolution of (1.1), which blows
up in finite time since s(t) does.
(ii) Next, we consider the case pq = mn. Clearly, there exist positive constants l1, l2
such that
p
m
= l1
l2
= n
q
and ml1, nl2 > 1. (4.12)
Hence
pl2 =ml1, ql1 = nl2. (4.13)
Without loss of generality, we may assume that 0 ∈Ω . Let BR(0) be a ball such that
BR(0) ⊂⊂ Ω . In the following, we will prove that (u, v) blows up in finite time in the
ball BR . Because if so, (u, v) does blow up in the larger domain Ω .
Denote by λBR > 0 and φR(r) the first eigenvalue and the corresponding eigenfunction
of the following eigenvalue problem:
−φ′′(r)− N − 1
r
φ′(r)= λφ(r), r ∈ (0,R),
φ′(0)= 0, φ(R)= 0.
It is well known that φR(r) can be normalized as φR(r) > 0 in BR and φR(0) =
maxBR φR(r)= 1. By the scaling property (let s = r/R) of eigenvalues and eigenfunctions
we see that λBR =R−2λB1 and φR(r)= φ1(r/R)= φ1(s), where λB1 and φ1(s) are the first
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eigenvalue and the corresponding normalized eigenfunction of the eigenvalue problem in
the unit ball B1(0). Moreover,
max
B1
φ1 = φ1(0)= φR(0)= max
BR
φR = 1.
Now, we define the functions u˜(x, t) and v˜(x, t) as
u˜= (s(t)φR(|x|))l1, v˜ = (s(t)φR(|x|))l2,
where l1, l2, s(t) are confined as in (4.2) and (4.3). Then, a similar calculation as that of
(4.5) yields
u˜t −∆u˜m − a‖v˜‖pα  l1sl1−1φl1R
(
s′(t)− sml1−l1+1(ac1/l1 −mλBR)
)
,
v˜t −∆v˜n − b‖u˜‖qβ  l2sl2−1φl2R
(
s′(t)− snl2−l2+1(bc2/l2 − nλBR)
)
. (4.14)
Note here we use (4.13), and
c1 ≡
(∫
BR
φ
αl2
R
(|x|)dx)p/α =RNp/α(∫
B1
φ
αl2
1
(|y|)dy)p/α =K1RNp/α,
c2 ≡
(∫
BR
φ
βl1
R
(|x|)dx)q/β =K2RNq/β, (4.15)
where K1,K2 are constants independent of R. And then, in view of λBR = R−2λB1 , we
may assume that R, i.e., the ball BR(0), is sufficiently large that
λBR < min
{
ac1
ml1
,
bc2
nl2
}
. (4.16)
Hence
σ1 ≡ ac1
l1
−mλBR > 0, σ2 ≡
bc2
l2
− nλBR > 0. (4.17)
Denote r1 ≡ml1 − l1 + 1, r2 ≡ nl2 − l2 + 1. It follows from m,n > 1 that r1, r2 > 1. Since
u0, v0 are positive and continuous in Ω we can choose δ > 0 small enough to satisfy
u0(x) (δφR)l1, v0(x) (δφR)l2 (4.18)
in the ball BR(0). Finally, choose r, k to satisfy
1 < r < min{r1, r2}, 0 < k < min
{
σ1δ
r1−r , σ2δr2−r
}
. (4.19)
Thus, from (4.3), we have
s(t) s(0)= δ > max
{(
k
σ1
)1/(r1−r)
,
(
k
σ2
)1/(r2−r)}
.
That is
ksr (t) σ1sr1(t), ksr (t) σ2sr2(t). (4.20)
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It follows from (4.12)–(4.20) that (u˜, v˜) is a positive subsolution of (1.1) in the ball BR(0),
which blows up in finite time since s(t) does. Thus the proof is completed. ✷
Statement (ii) of Theorem 1.3 and statement (ii) of Theorem 1.4 are direct consequences
of Lemma 4.1 and Proposition 2.2.
5. The case p = n= α, q =m= β
In this section, we investigate the special case p = n= α, q =m= β . First, we do some
transformation to problem (1.1). Let um = u1, vn = v1 in (1.1); then (1.1) becomes
u1t =mur11
(
∆u1 + a
∫
Ω
v1 dx
)
, v1t = nvr21
(
∆v1 + b
∫
Ω
u1 dx
)
, (x, t) ∈QT ,
u1(x, t)= v1(x, t)= 0, (x, t) ∈ ST ,
u1(x,0)= u10(x), v1(x,0)= v10(x), x ∈Ω, (5.1)
where 0 < r1 = (m− 1)/m < 1, 0 < r2 = (n− 1)/n < 1, and u10(x)= um0 (x), v10(x)=
vn0 (x). We denote (u1, v1) the unique solution of (5.1) on Ω × [0, T ∗), where T ∗ is the
maximal existence time of the solution.
Let G be a bounded domain of RN . Consider the problem
wt = dwr
(
∆w+ a0
∫
G
wdx
)
, x ∈G, t > 0,
w(x, t)= c, x ∈ ∂G, t  0,
w(x,0)= c, x ∈G, (5.2)
where 0 < r < 1 and a0, c, d are positive constants. By the standard method (see [6,9]),
we can show that (5.2) has a unique classical solution w(x, t) and w(x, t) c. Denote by
ϕ0(x) the unique positive solution of the linear elliptic problem
−∆ϕ0(x)= 1, x ∈G; ϕ0(x)= 0, x ∈ ∂G.
Set ρ0 =
∫
G
ϕ0(x) dx . Thus, we have
Lemma 5.1. If ρ0 > 1/a0, then the positive solution of (5.2) blows up in finite time.
Proof. Set H(t)= ∫Gw1−rϕ0 dx; then
1
1− r H
′(t)= d
(∫
G
∆wϕ0 dx + a0
∫
G
wdx
∫
G
ϕ0 dx
)
 d(a0ρ0 − 1)
∫
G
wdx  d(a0ρ0 − 1)
(∫
G
wϕ0 dx
)/
M, (5.3)
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where M = maxx∈G{ϕ0(x)}. Let z=w1−r in (5.3), yields∫
G
zt (x, t)ϕ0 dx  d(1− r)(a0ρ0 − 1)
(∫
G
z1/(1−r)ϕ0 dx
)/
M.
Since 1/(1− r) > 1, from Jessen inequality, it follows that∫
G
zt (x, t)ϕ0 dx  d(1− r)(a0ρ0 − 1)(ρ0)−r/(1−r)
(∫
G
zϕ0 dx
)1/(1−r)/
M.
That is
H ′(t) C0
(
H(t)
)1/(1−r)
,
where C0 = d(1 − r)(a0ρ0 − 1)(ρ0)−r/(1−r)/M > 0. In view of 1/(1 − r) > 1 and
H(0) > 0, it follows that there exists T <∞ such that limt→T H(t) = +∞, and hence
w(x, t) blows up in finite time. ✷
Lemma 5.2. If ρ2  1/(ab) and u0, v0 satisfy (1.6), then there exist positive constants
k1, k2 such that u1(x, t) k1ϕ, v1(x, t) k2ϕ for (x, t) ∈Ω × [0, T ∗).
Proof. From (1.6) we see that there exist positive constants k1 and k2 such that
u10(x) k1ϕ(x), v10(x) k2ϕ(x), x ∈Ω, (5.4)
and
aρ  k1/k2  1/(bρ) if ρ2  1/(ab). (5.5)
Let w(x, t)= k1ϕ(x), s(x, t)= k2ϕ(x). Then we have, by (5.5),
wt −mwr1
(
∆w+ a
∫
Ω
s dx
)
=mwr1(k1 − ak2ρ) 0,
st − nsr2
(
∆s + b
∫
Ω
wdx
)
 0, x ∈Ω, 0 < t < T ∗,
w(x, t)= 0, s(x, t)= 0, x ∈ ∂Ω, 0 < t < T ∗. (5.6)
Thus it follows from (5.4) and (5.6) that (w, s) is subsolution of (5.1). Hence, (k1ϕ, k2ϕ)
(u1, v1) by Proposition 2.3. ✷
Lemma 5.3. The solution of (5.1) blows up in finite time if ρ2 > 1/(ab) and u0, v0 satisfy
(1.6).
Proof. In view of ρ2 > 1/(ab) and (1.7) we can choose a smooth subdomain Ω1 ⊂⊂Ω
such that ρ21 > 1/(ab). Denote
δ = min
{
k1 min
Ω1
ϕ, k2 min
Ω1
ϕ
}
;
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then δ > 0 and
u1(x, t) δ, v1(x, t) δ, ∀(x, t) ∈Ω1 × [0, T ∗)
by Lemma 5.2. Then (u1, v1) in Ω1 × (0, T ∗) satisfies
u1t =mur11
(
∆u1 + a
∫
Ω
v1 dx
)
mur11
(
∆u1 + a
∫
Ω1
v1 dx
)
,
v1t  nvr21
(
∆v1 + b
∫
Ω1
u1 dx
)
, x ∈Ω1, t ∈ (0, T ∗),
u1(x, t) δ, v1(x, t) δ, x ∈ ∂Ω1, t ∈ (0, T ∗),
u1(x,0)= u10(x) δ, v1(x,0)= v10(x) δ, x ∈Ω1.
Now, consider the following system:
ut =mur1
(
∆u+ a
∫
Ω1
v dx
)
, v t = nvr2
(
∆v+ b
∫
Ω1
udx
)
, x ∈Ω1, t > 0,
u(x, t)= v(x, t)= δ, x ∈ ∂Ω1, t  0,
u(x,0)= v(x,0)= δ, x ∈Ω1. (5.7)
By a similar discussion as in [6,9], we can show that there exists a nonnegative classical
solution ( u, v ) of (5.7) for (x, t) ∈Ω1 × (0, T ′), where T ′ denotes the maximal existence
time. The standard comparison principle for parabolic systems, which can be proved via
Proposition 2.1, implies that T ′  T ∗ and
u1(x, t) u(x, t), v1(x, t) v(x, t), ∀(x, t) ∈Ω1 × [0, T ∗).
Therefore, it suffices to show that ( u, v ) blows up in finite time, because if so, its upper
bound (u1, v1) does exist up to a finite time T ∗.
Since the initial data (δ, δ) is a subsolution of (5.7), the standard supersolutions and
subsolutions method asserts that ut  0, v t  0, which imply that ∆u + a
∫
Ω1
v dx  0
and ∆v + b ∫Ω1 udx  0. And hence
u,v  δ, ∀(x, t) ∈Ω1 × [0, T ′).
Therefore, ( u, v ) satisfies
ut mδr1−rvr
(
∆u+ a
∫
Ω1
v dx
)
,
v t  nδr2−rur
(
∆v+ b
∫
Ω1
udx
)
in Ω1 × (0, T ′), (5.8)
with the corresponding initial and boundary conditions and 0 < r < min{r1, r2}.
By use of ρ21 > 1/(ab), there exist positive constants l1, l2 with l1, l2 > 1, and l such
that
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aρ1 >
l1
l2
>
1
bρ1
, ρ1 >
1
l
>
l1
al2
, ρ1 >
1
l
>
l2
bl1
. (5.9)
Choose
d = min{mδr1−r , nδr2−r }, γ = min{1/l1,1/l2}. (5.10)
Denote by z(x, t) the unique positive solution of the following problem
zt = dzr
(
∆z+ l
∫
Ω1
z dx
)
, x ∈Ω1, t > 0,
z(x, t)= γ δ, x ∈ ∂Ω1, t  0,
z(x,0)= γ δ, x ∈Ω1, (5.11)
where l, d, γ satisfy (5.9) and (5.10). By Lemma 5.1, it follows that z(x, t) blows up in
finite time T0 <∞. Moreover, zt  0, i.e., ∆z+ l
∫
Ω1
z dx  0, since the initial data is a
subsolution of (5.11). Let
w(x, t)= l1z(x, t), s(x, t)= l2z(x, t).
Thus, from (5.9)–(5.11) and l1, l2 > 1, we have
wt −mδr1−rwr
(
∆w+ a
∫
Ω1
s dx
)
= l1dzr
(
∆z+ l
∫
Ω1
z dx
)
− l1mδr1−r (l1z)r
(
∆z+ (al2/l1)
∫
Ω1
z dx
)
 0,
st − nδr2−r sr
(
∆s + b
∫
Ω1
wdx
)
 0, x ∈Ω1, 0 < t < T0,
w(x, t)= l1γ δ  δ, s(x, t)= l2γ δ  δ, x ∈ ∂Ω1, 0 t < T0,
w(x,0)= l1γ δ  δ, s(x,0)= l2γ δ  δ, x ∈Ω1. (5.12)
It follows from (5.8), (5.12) and Proposition 2.3 that (w, s) ( u, v ). Hence ( u, v ) blows
up in finite time, and so does the solution (u1, v1) of (5.1). The proof now is completed. ✷
Lemma 5.4. The solution of (5.1) exists globally if ρ2  1/(ab).
Proof. Applying ρ2  1/(ab), we see that there exist large positive constants K1 and K2
such that
aρ K1/K2  1/(bρ) (5.13)
and
u0(x)K1ϕ(x), v0(x)K2ϕ(x), ∀x ∈Ω. (5.14)
Let W(x, t)=K1ϕ(x), S(x, t)=K2ϕ(x). Then we obtain, by (5.13),
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Wt −mWr1
(
∆W + a
∫
Ω
S dx
)
=−mWr1(−K1 + aK2ρ) 0,
St − nSr2
(
∆S + b
∫
Ω
W dx
)
 0, x ∈Ω, 0 < t < T ∗,
W(x, t)= S(x, t)= 0, x ∈ ∂Ω, 0 < t < T ∗. (5.15)
Now, (5.14) and (5.15) show together with Proposition 2.3 that (W,S) is a supersolution
of (5.1). Hence (u1, v1) exists globally. ✷
From Lemmas 5.3 and 5.4, it follows that Theorem 1.5 holds.
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