This paper is devoted to local static bifurcation theory for a class of degenerate boundary value problems for nonlinear second-order elliptic differential operators. The purpose of this paper is twofold. The first purpose is to prove that the first eigenvalue of the linearized boundary value problem is simple and its associated eigenfunction is positive. The second purpose is to discuss the changes that occur in the structure of the solutions as a parameter varies near the first eigenvalue of the linearized problem.
Introduction and results
Let D be a bounded domain of Euclidean space R N , with C ∞ boundary ∂D; its closure D = D ∪ ∂D is an N -dimensional, compact C ∞ manifold with boundary. We let
be a second-order, elliptic differential operator with real C ∞ coefficients on D such that:
(1) a ij (x) = a ji (x), x ∈ D, 1 ≤ i, j ≤ N , and there exists a constant a 0 > 0 such that It is easy to see that problem ( * ) is nondegenerate (or coercive) if and only if either a = 0 on ∂D or a ≡ 0 and b = 0 on ∂D. In particular, if a ≡ 1 and b ≡ 0 on ∂D (resp. a ≡ 0 and b ≡ 1 on ∂D), then the boundary condition L is the so-called Neumann (resp. Dirichlet) condition. In this paper, under the condition that a ≥ 0 on ∂D, we consider the boundary value problem ( * ) in the framework of Sobolev spaces of L p style. If 1 < p < ∞ and m is a nonnegative integer, we define the Sobolev space The first purpose of this paper is to prove the following: Secondly, as an application of Theorem 1, we consider a local static bifurcation problem for the following nonlinear elliptic boundary value problem:
Theorem 1

Let 1 < p < ∞. Assume that the following three conditions (A), (B) and (C) are satisfied: (A) a(x )
Here G(u, λ) is a nonlinear operator, depending on a real parameter λ, which operates on the unknown function u. The second purpose of this paper is to discuss the changes that occur in the structure of the solutions of problem ( * * ) as λ varies near the first eigenvalue λ 1 . The survey paper Amann [3] is a good reference to bifurcation theory for nondegenerate boundary value problems for nonlinear second-order elliptic differential operators. We associate with problem ( * * ) a nonlinear map
Suppose that there is a curve Γ in the space
where I is an interval, such that F (w) = 0 for all w ∈ Γ . If there is a number τ 0 ∈ I such that every neighborhood of w(τ 0 ) contains zeros of F not lying on Γ , then the point w(τ 0 ) is called a bifurcation point for the equation F (w) = 0 with respect to the curve Γ . In many situations the curve Γ is of the form
The basic problem of bifurcation theory is that of finding the bifurcation points for F = 0 with respect to Γ and studying the structure of F −1 {0} near such points. The next theorem asserts that the point (0, λ 1 ) is a bifurcation point for the equation F (u, λ) = 0:
Theorem 2
Let 1 < p < ∞, and let λ 1 be the first eigenvalue of A p and ψ 1 its associated eigenfunction positive everywhere in
Then the point (0, λ 1 ) is a bifurcation point for the equation F (u, λ) = 0. In fact, the set of solutions of F (u, λ) = 0 near (0, λ 1 ) consists of two C k−2 curves Γ 1 and Γ 2 intersecting only at the point (0, λ 1 ). Furthermore the curve Γ 1 is tangent to the λ-axis at (0, λ 1 ) and may be parametrized by λ as
while the curve Γ 2 may be parametrized by a variable s as
Here
We give two simple examples for Theorem 2 which deal with local static bifurcation theory under conditions on the quadratic term and on the cubic term, respectively:
Then the set of solutions of F (u, λ) = 0 near (0, λ 1 ) consists of two smooth curves Γ 1 and Γ 2 which may be parametrized respectively by λ and s as follows:
Example 2: Let N/2 < p < ∞, and
Then the set of solutions of F (u, λ) = 0 near (0, λ 1 ) consists of a pitchfork . More precisely, the two smooth curves Γ 1 and Γ 2 may be parametrized respectively by λ and s as follows:
The rest of this paper is organized as follows.
In Section 1 we present a brief description of the basic results of the L p theory of pseudo-differential operators which will be used in the subsequent sections.
In Sections 3 through 6 we study the boundary value problem ( * ) in the framework of Sobolev spaces of L p style, by using the L p theory of pseudo-differential operators. Our fundamental existence and uniqueness theorem for problem ( * ) is stated as Theorem 2.1 in Section 2.
In Section 3 we show that problem ( * ) can be reduced to the study of a pseudodifferential operator T on the boundary. Section 4 is devoted to a regularity theorem for problem ( * ). We study the pseudo-differential operator T in question, and prove that conditions (A) and (B) are sufficient for the existence of a parametrix for the operator T . In Section 5 we prove a uniqueness theorem for problem ( * ). In the proof we make good use of the strong maximum principle and the boundary point lemma. In Section 6 we prove an existence theorem for problem ( * ). By the uniqueness theorem, we know that the operator A p is injective. Hence, in order to prove the surjectivity, it suffices to show that the index of the operator A p is equal to zero. Section 7 is devoted to the proof of Theorems 1 and 2. In the proof of Theorem 1, we show that the first eigenvalue λ 1 of A 2 is simple and its associated eigenfunction ψ 1 is positive everywhere in D. Furthermore we find from the regularity theorem for problem ( * ) that the eigenvalues and eigenfunctions of A p are common to the operators A q for all 1 < q < ∞. Theorem 2 follows from an application of Theorem 1, by using local static bifurcation theory from a simple eigenvalue essentially due to Crandall-Rabinowitz [6] .
The global static bifurcation theory for problem ( * * ) will be studied in great detail in the forthcoming papers [16] , [17] and [18] .
The author is grateful to the referee for his careful reading of the first draft of the manuscript and many valuable suggestions.
Theory of pseudo-differential operators
In this section we present a brief description of the basic results of the L p theory of pseudo-differential operators which will be used in the subsequent sections.
Function spaces
If s ∈ R, we define a linear map
by the formula
where F and F * denote the direct and inverse Fourier transforms, respectively. Then the map J s is an isomorphism of S (R n ) onto itself, and its inverse is the map J −s . The function J s u is called the Bessel potential of order s of u. The function spaces we shall treat are the following (cf. [4] [20]): First, if s ∈ R and 1 < p < ∞, we let
The space H s,p (R n ) is called the (generalized) Sobolev space of order s. We list some basic topological properties of H s,p (R n ):
If s ∈ R, we let
where
We list some basic topological properties of B s,p (R n−1 ): 
If Ω is a bounded domain of Euclidean space R n with C ∞ boundary ∂Ω, we define
The spaces B s,p (∂Ω) are defined to be locally the spaces B s,p (R n−1 ), upon using local coordinate systems flattening out ∂Ω, together with a partition of unity.
Finally we state two important facts which will be used in the study of boundary value problems:
is continuous for all s > 1/p, and is surjective.
(II) (Rellich) If s > t, then the injections
are both compact (or completely continuous).
Pseudo-differential operators
Let Ω be an open subset of R n . If m ∈ R and 0 ≤ δ < ρ ≤ 1, we let
with the property that, for any compact K ⊂ Ω and any multi-indices α, β, there exists a constant C K,α,β > 0 such that we have for all
The elements of S 
Here the integral is taken in the sense of oscillatory integrals. We let 
Then there exists a parametrix B in the class L 
Existence and uniqueness theorem for problem ( * )
In this section we study problem ( * ) in the framework of Sobolev spaces of L p style, by using the L p theory of pseudo-differential operators. Our fundamental result is the following existence and uniqueness theorem for problem ( * ): 
Now we associate with problem ( * ) a linear operator
as follows.
Then, in order to prove Theorem 2.1, it suffices to show that the operator A :
is bijective. Theorem 2.1 will be proved in a series of theorems (Theorems 4.1, 5.1 and 6.1) in the subsequent sections.
Reduction to the boundary
In this section, we show that problem ( * ) can be reduced to the study of a pseudodifferential operator on the boundary.
First we consider the Dirichlet problem:
Taira
We associate with problem (D) a linear operator
where γ 0 v = v| ∂D . Then we have the following result (cf. [2] , [8] ):
The operator
is an algebraic and topological isomorphism, for s > 1/p.
By Theorem 3.1, one can introduce a linear operator
as follows: For any ϕ ∈ B s−1/p,p (∂D), the function w = Pϕ is the unique solution of the problem Aw = 0 in D,
Next we consider the Neumann problem:
We associate with problem (N) a linear operator
Then we have the following (cf. [2] , [8] ):
If condition (C) is satisfied, then the operator
is an algebraic and topological isomorphism, for s > 1 + 1/p.
By Theorem 3.2, one can introduce a linear operator
as follows: For any f ∈ H s−2,p (D), the function v = G N f is the unique solution of the problem Av = f in D,
Then, using the operators P and G N , we can reduce the study of problem ( * ) to that of an equation on the boundary (cf. [ 
Furthermore the solutions u and ψ are related as follows:
Now we let T ϕ := LPϕ = aΠ ϕ + bϕ,
Then it is known (cf. [7] , [19] ) that the operator Π is a classical pseudo-differential operator of first order on ∂D; hence the operator T is a pseudo-differential operator in the class L 
as follows. 
(a) The domain D(T ) of T is the space
D(T ) = ϕ ∈ B s−1/p,p (∂D) : T ϕ ∈ B s−1/p,p (∂D) . (b) T ϕ = T ϕ, ϕ ∈ D(T ).
Theorem 3.4 (i) The null space N(A) of A has finite dimension if and only if the null space N(T ) of T has finite dimension, and dim N(A) = dim N(T ).
(
ii) The range R(A) of A is closed if and only if the range R(T ) of T is closed; and R(A) has finite codimension if and only if R(T ) has finite codimension, and codim R(A) = codim R(T ). (iii) The operator A is a Fredholm operator if and only if the operator T is a Fredholm operator, and ind A = ind T .
Furthermore the next theorem asserts that the operator A has regularity property if and only if the operator T has (cf. [14, Theorem 3.9]):
Theorem 3.5
The following two conditions are equivalent:
Regularity theorem for problem ( * )
This section is devoted to the proof of the following regularity theorem for problem ( * ):
Theorem 4.1
If conditions (A), (B) and (C) are satisfied, then we have for all
Proof. By Theorem 3.5, we are reduced to the study of the pseudo-differential operator T ∈ L 1 1,0 (∂D). Hence it suffices to prove the following: 
Lemma 4.2
If conditions (A) and (B) are satisfied, then we have for all σ ∈ R:
ϕ ∈ D (∂D), T ϕ ∈ B σ,p (∂D) =⇒ ϕ ∈ B σ,p (∂D).
Uniqueness theorem for problem ( * )
The next uniqueness theorem for problem ( * ) asserts that the operator A is injective:
If conditions (A), (B) and (C) are satisfied, then we have:
Proof. By combining Theorem 4.1 and Sobolev's imbedding theorem, we obtain that 
Hence, by conditions (A) and (B), it follows that
This contradicts the condition that Lv = 0 on ∂D. Summing up, we have proved that v = 0 in D.
Existence theorem for problem ( * )
The next existence theorem for problem ( * ) asserts that the operator A is surjective: The proof of Theorem 6.1 is complete.
Theorem 6.1 If conditions (A), (B) and (C) are satisfied, then problem ( * ) has a solution
u ∈ H s,p (D) for any f ∈ H s−2,p (D).
Proof of theorems 1 and 2
This section is devoted to the proof of Theorems 1 and 2. In the proof, Theorem 2.1 will play an important role.
Proof of Theorem 1
(I) First we study problem ( * ) in the framework of L 2 spaces. We associate with problem ( * ) an unbounded linear operator A 2 from the Hilbert space L 2 (D) into itself as follows:
The next theorem proves Theorem 1 in the case when p = 2: 
If conditions (A), (B) and (C) are satisfied, then the operator A 2 is a nonnegative, selfadjoint operator in the space
Here Au and Lu are taken in the sense of distributions.
Then the next theorem is an immediate consequence of the existence theorem of Feller semigroups [14, Theorem 4 and Theorem 8.20]:
Theorem 7.2
The resolvent (αI + A) −1 is positivity-preserving for all α ≥ 0; more precisely we have
Indeed, it suffices to note that the point α = 0 belongs to the resolvent set of A, since condition (C) is satisfied. The next lemma gives a relationship between the operators A and A 2 :
Lemma 7.3
The operator A 2 is an extension of the operator A.
Proof. First we remark that
But it follows from Theorem 4.1 with p = 2 and s = 2 that
Hence we find that
This proves that A ⊂ A 2 .
(iii) Now Theorem 2.1 with p = 2 and s = 2 tells us that the origin 0 belongs to the resolvent set of A 2 , that is, the resolvent
exists, since the continuity of A −1 2 follows immediately from an application of Banach's closed graph theorem. Furthermore it follows from Rellich's theorem that R is a nonnegative, selfadjoint compact linear operator on L 2 (D) into itself. Hence we find from the Riesz-Schauder theory that the spectrum of R is discrete and the eigenvalues have finite multiplicities accumulating only at the origin. We shall study the largest eigenvalue R of the resolvent R.
Our main task is to show the following:
The largest eigenvalue R of the resolvent R is simple and the corresponding eigenfunction is strictly positive.
Proof.
(1) First we prove the following:
−1 is positivity-improving for all α ≥ 0; more precisely we have
Proof. By applying Theorem 4.1 with p = 2 to the operator A + α (and Sobolev's imbedding theorem), we find that
Thus, combining Lemma 7.3 and Theorem 7.2, we obtain that
Therefore it follows that the function u ∈ C ∞ (D) satisfies the conditions
Now assume to the contrary that there exists a point x 0 ∈ D such that u(x 0 ) = 0.
Then it follows from an application of the strong maximum principle (see [10, Chapter 2, Section 3, Theorem 6]; [13, Theorem 7.
This contradicts the condition that f ≡ 0 in D. a(x ) = 0}, that is, 
This implies that
a(x 0 ) = 0, since we have
Conversely, if a(x 0 ) = 0, then we have, by condition (B), b(x 0 ) > 0 and so
Summing up, we have proved the following:
Proposition 7.5
The resolvent (αI + A 2 ) −1 is positivity-improving for all α ≥ 0; more precisely we have
(3) The idea of proof is essentially the same as that of [11, Theorem XIII. 43 ]. We show that every real eigenfunction of the resolvent R = A −1 2 with eigenvalue R is strictly positive or strictly negative.
To do so, let ψ be an arbitrary real-valued eigenfunction with eigenvalue R :
Then, by the regularity theorem (Theorem 4.1), it follows that
Indeed, it suffices to note that the function ψ = On the other hand, Proposition 7.5 with α = 0 tells us that R is positivity-improving. Since we have
Thus we find that
This implies that
Taira
First we remark that
Next we assume that |ψ| − ψ ≡ 0 in D.
We shall show that |ψ| − ψ > 0 in D; which implies that
To do so, it suffices to prove that the set
has only the zero function.
Since R is selfadjoint, we have for all g ∈ S
However the functions Rg and |ψ| − ψ are both positive. Hence it follows that
This proves that Rg ∈ S, that is, the operator R leaves the set S invariant. If the set S had a nonzero function f , then the function Rf would be strictly positive, that is,
But this contradicts the condition that Rf ∈ S, since |ψ| − ψ ≡ 0 in D. Therefore we have proved that S = {0}. (4) If R had two real eigenfunctions with eigenvalue R , it would have two orthogonal eigenfunctions which were both positive. Since this is impossible, one can conclude that R has only one real eigenfunction ψ 1 of eigenvalue R and that this eigenfunction ψ 1 is strictly positive. Furthermore let ψ be an arbitrary eigenfunction with eigenvalue R . Since the operator R takes positive functions into positive functions, it takes real functions into real functions. Hence we have Hence it follows that
This proves that that the eigenvalues and eigenfunctions of the operator A p are common to the operators A q for all 1 < q < ∞. Therefore Theorem 1 is an immediate consequence of Theorem 7.1.
Proof of Theorem 2
The proof of Theorem 2 is based on the following bifurcation theorem from a simple eigenvalue (see [9, 
