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Abstract
In this paper, we construct a new sequence of generators of the
BRST complex and reformulate the BRST differential so that
it acts on elements of the complex much like the
Maurer-Cartan differential acts on left-invariant forms. Thus
our BRST differential is formally analogous to the differential
defined on the BRST formulation of the Chevalley-Eilenberg
cochain complex of a Lie algebra. Moreover, for an important
class of physical theories, we show that in fact the differential
is a Chevalley-Eilenberg differential. As one of the applications
of our formalism, we show that the BRST differential provides
a mechanism which permits us to extend a nonintegrable
system of vector fields on a manifold to an integrable system
on an extended manifold.
0.1 Introduction
Homological algebra has become an indispensable tool for the rigorous formu-
lation of a wide variety of developments in theoretical physics. Applications
of these techniques to physics has become so pervasive that they have gradu-
ally become identified as a new category of mathematical physics which has
been called “cohomological physics”. One of the fruitful branches of this
theory is the “cohomology” formulation of the BRST theory of constraints.
Indeed the point of BRST theory is to replace the cohomology of the reduced
space of a physical theory by the cohomology of a homological resolution of
the space P being constrained.
In more detail, assume that P is a symplectic manifold and that one has
a system of first class constraints on P. Let Σ denote the constraint surface
defined as the set of zeros of the constraints. These constraints may or may
not be independent. If they are independent they are called irreducible con-
straints and otherwise they are reducible. The Hamiltonian vector fields of
the symplectic manifold P define a possibly singular foliation of Σ and the
smooth functions on Σ which are constant on the leaves of this “foliation”
are said to be gauge invariant and are called the observables of the theory.
There is a differential d, called the longitudinal differential, defined on a
certain (dual) Chevalley-Eilenberg complex with coefficients in the algebra
C∞(Σ) whose cohomology in degree zero in the irreducible case is the space
of observables. It is clear in the literature that the zero degree cohomolgy of
a certain complex is the ! space of observables but it is not clear that the
complex is a Chevalley-Eilenberg complex and that the longitudinal differ-
ential is a Maurer-Cartan differential. These facts are established here in a
rigorous manner for the first time.
BRST symmetry was developed in order to replace the original gauge
symmetry on the constraint surface by a symmetry on the entire phase space
P in such a manner that the longitudinal differential d could be extended to
a new differential S called the BRST differential to be defined on an enlarged
complex in such a way that the BRST cohomology in degree zero is precisely
the set of observables on Σ. The procedure is nontrivial even in the irreducible
case but even more convoluted in the reducible case. An interesting question
has to do with whether the BRST differential is a Maurer-Cartan differential
and whether or not it is actually a Chevalley-Eilenberg differential defined
on a (dual) Chevalley-Eilenberg complex as was the case for the longitudinal
differential in the irreducible case.
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The first chapter is mainly devoted to showing that in the case of ir-
reducible constraints the BRST differential S is in fact a Maurer-Cartan
differential and that it is a (dual) Chevalley-Eilenberg differential defined on
a Chevalley-Eilenberg complex. It is also shown that in the case one has a
Hamiltonian system subject to Bosonic irreducible constraints that the fact
that S2 = 0 implies the existence of a possibly singular “foliation” of the
phase space P which agrees with the “foliation” of the constrained space
defined by gauge symmetries. Generally, the BRST differential has an ex-
pansion
S = δ + d+ s1 + · · ·+ sn + · · · .
The Koszul Tate differential δ and the longitudinal differential d are well
understood but the other terms of the expansion are less well understood.
We completely characterize s1 in the irreducible case. Finally, in this chapter
we also consider systems whose constraints are reducible. In particular we
introduce a new concept which we call an nth-reducible complex. This is
precisely the idea needed to formulate reducible physical theories rigorously.
We show that every differential on such a complex is a mildly generalized
Maurer-Cartan differential. In particular we show that the BRST differential
is such a generalized Maurer-Cartan differential in the reducible case.
0.2 The Maurer-Cartan structure of BRST
differential under the irreducible constraints
Let (P, ω) be a n- dimensional symplectic manifold and let [, ] be the Poisson
bracket defined by ω on the algebra of smooth functions C∞(P ). Assume
that Ga, a = 1, · · · ,M are constraint functions which satisfy the condition :
[Ga, Gb] = C
c
abGc (2.1)
where Ccab are structure functions on P and let Σ be the constraint surface
which is determined by the set of zeros of Ga. When (2.1) is satisfied we
say that the constraints Ga are first class constraints. The Hamiltonian
vector fields Xa corresponding to the functions Ga are defined by Xa(f) =
[f,Ga] for f ∈ C
∞(P ). The fields Xa satisfy the condition [Xa, Xb] ≈ C
c
abXc,
i.e., the equation holds only on Σ, or as we say, they hold only ”on shell”.
Under certain conditions the fields Xa define a foliation of Σ. Functions
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f ∈ C∞(Σ) which are constant on the leaves of the foliation are said to be
”gauge invariant” and are called classical observables.
In quantum field theory, it is difficult to utilize path integrals of func-
tionals defined on the space of observables because they are only defined on
the constraint surface. To overcome this difficulty the phase space P is ex-
tended and the gauge symmetry is replaced by BRST symmetries in such
way that the path integral can be utilized on functionals defined on arbi-
trary functions on the extended phase space. More precisely, to achieve this,
one introduces an antighost variable Pa for every constraint function Ga and
a differential δ called the Koszul-Tate differential which is defined on the
complex C[Pa]⊗ C
∞(P ) as follows:
δPa = −Ga (2.2)
δf = 0 (2.3)
δηa = 0 (2.4)
where f ∈ C∞(P ). Additionally, new variables ηa are introduced which are in
one-to-one correspondence with the space of independent gauge symmetries
and another differential d called the longitudinal differential is defined on
the complex C∞(P ) ⊗ C[ηb] in a manner similar to the definition of the
Chevalley-Eilenberg differential. This differential is designed to implement
the gauge symmetries. In some cases δ + d is a differential on the complex
C[Pa]⊗C
∞(P )⊗C[ηb] whose square is zero and whose cohomology is precisely
the space of classical observables. Often this fails to be true and δ+d must be
extended by homological perturbation theory to obtain the so-called BRST
differential S = δ + d + S1 + · · · in order to obtain the observables as zero
degree cohomology classes. The differential S is clearly quite different from
the longitudinal differential d, but we will show that S satisfies conditions
totally analogous to those characterizing d in Henneaux and Teitelboim ([9]
page117-119) in the case when the constraint functions are irreducible and
Bosonic.
Let Ω = C[Pa]
⊗
C∞(P )
⊗
C[ηb] and consider Ω∗ =
⊕∞
p=0Ω
p, where Ωp
is the subset of Ω having ghost number p (defined below). For simplicity,
we introduce the notation ωI = ηb1 · · · ηbp+1Pap · · ·Pa1 , and Ω
1 = {α ∈ Ω |
α = uIω
I , uI ∈ C
∞(P )} where I is the multi-index (b1, · · · , bp+1, a1, · · · , ap).
Obviously the elements ωI generate all Ωp for p ≥ 1. For completeness and
clarity, we first describe our parity conventions as follows:
ǫ(Pa) = ǫ(Ga) + 1 = ǫ(η
a), ǫ(AB) = ǫ(A) + ǫ(B). (2.5)
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Moreover the ghost number grading referred to above is defined as follows:
(1) the pure ghost number of each element of Ω is simply its degree as a
polynomial in ηa,
(2) the anti- ghost number of each element of Ω is its degree as a poly-
nomial in Pa,
(3) the ghost number of each element x is the number puregh(x) −
antigh(x).
Notice that for A,B ∈ Ω, gh(AB)=gh(A)+gh(B) and that ǫ(ωI) = 1 when-
ever ǫ(Ga) = 0. With these conventions, we will show that the BRST differ-
ential is essentially the Chevalley-Eilenberg differential when the constraints
are Bosonic and irreducible.
First, we recall how the Chevalley-Eilenberg differential is formulated in
BRST notation. Let G be a Lie algebra spanned by a basis {ei} and A a
commutative associative algebra . Let the mapping ρ : G → End(A) be a
representation of G with representation space A. Introduce a ghost variable ηi
for every element ei of the basis {ei}. Let A denote the Z-graded algebra A⊗
C[η1, η2, · · · ] with the grading defined by the ghost number.The Chevalley-
Eilenberg differential d = dCE is defined on generators of the complex A as
follows:
df = ρ(ea)(f)η
a (2.6)
dηa = −
1
2
Cacbη
bηc (2.7)
where f, Ccab ∈ A . The mapping d = dCE is extended to the entire graded
algebra A by the Leibniz law
d(αβ) = (dα)β + (−1)degαα(dβ) (2.8)
Any differential which satisfies the conditions (2.6) and ( 2.7) will be called a
Maurer-Cartan differential. Moreover we will say that d is a Chevalley-
Eilenberg differential whenever there exists a Lie algebra G and a repre-
sentation ρ into the endomorphisms of some commutative associative algebra
A satisfying not only (2.7) but also (2.6) and (2.8). We do not require that
our Lie algebra G be finite dimensional but our Lie algebras are finitely gen-
erated as modules over our algebra A.
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If we choose A = C∞(Σ) where Σ is the constraint surface defined above
and if ea = Xa, then the longitudinal differential is a Chevalley-Eilenberg
differential of this type. In this case the vector fields Xa must be restricted
to Σ and the Lie algebra is the sub-algebra of vector fields on Σ spanned
by the Xa over the algebra C
∞(Σ). The fact that this is a sub-Lie algebra
follows from the identity [Xa, Xb] = C
d
abXd + XCdabGd. The other properties
follow immediately. We want to obtain an “off shell” version of this result.
Since ǫ(ωI) = 1 and gh(ωI) = 1 we call the set of monomials ωI multi-
ghosts. Moreover it follows from SωI ∈ Ω2, that
SωK = −
1
2
CKIJω
IωJ (2.9)
where CKIJ = C
K
JI . Similarly, for f ∈ Ω
0, one has that Sf = (ρIf)ω
I , since
Sf ∈ Ω1. To summarize, we have following theorem:
Theorem 1 If the constraint functions {Ga} are irreducible and Bosonic,
the relevant BRST differential S defined on the complex C[Pa] ⊗ C
∞(P ) ⊗
C[ηb] above is a Maurer-Cartan differential:
Sf = (ρIf)ω
I (2.10)
SωK = −
1
2
CKIJω
IωJ . (2.11)
Notice that even though the longitudinal differential d is not nilpotent
on the space C[Pa]
⊗
C∞(P )
⊗
C[ηb], its BRST extension S is nilpotent
and so is a differential. To determine how the BRST differential S and the
longitudinal differential d are related, we compare the following formulas with
the formulas (2.6) and (2.7)
Sf = (ρIf)ω
I = (∂af)η
a + s1f + · · ·+ snf + · · ·
Sηa = −
1
2
Cacbη
bηc + s1η
a + s1η
a. (2.12)
Note that the terms on the right hand sides of (2.6) and (2.7) are summands
of the right hand side of these equations.
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We claim that the BRST differential S is essentially a Chevalley-Eilenberg
differential in the case that the constraints are Bosonic and irreducible. The
required Lie algebra is a sub-Lie algebra of the Lie algebra X (P ) of all vector
fields on P. Since S2 = 0, each of the mappings ρI defined by the equa-
tion (2.10) above is a derivation of C∞(P ) and so is a vector field on P.
We consider the submodule G(ρ) of X (P ) spanned by the vector fields ρI
over C∞(P ). We eventually show that it is a sub-Lie algebra of X (P ). Each
element of G(ρ) clearly acts as a derivation of the algebra A = C∞(P ) and
therefore is in End(A). Once we establish the fact that G(ρ) is a Lie alge-
bra we will have the required data in order to show that S is a Chevalley-
Eilenberg differential. First we need a lemma which is of interest in its own
right.
Lemma 2 Assume that the constraints are Bosonic and irreducible and con-
sider the BRST differential S on the complex C[Pa]
⊗
C∞(P )
⊗
C[ηb]. Let
ρ = ρI denote the “representation” defined by the identities in Theorem 1.
Then
S2f =
1
2
([ρJ , ρI ]f − C
K
JIρKf)ω
JωI .
Moreover if S2f = 0 for all f ∈ C∞(P ), then
S2ωK = −
1
6
{[ρI , [ρJ , ρE ]]
K + [ρJ , [ρE , ρI ]]
K + [ρE , [ρI , ρJ ]]
K}
Proof First we prove the first identity. Notice first that since S is an odd
derivation, we have
S2f = S((ρIf)ω
I) = S(ρIf)ω
I + (ρIf)Sω
I . (2.13)
It follows from the identities of Theorem 1 that
S2f = (ρJρI)(f)ω
JωI + (ρIf)(−
1
2
CIJKω
JωK) (2.14)
=
1
2
[(ρJρI)f − (ρIρJ)f ]ω
JωI −
1
2
CIJKω
JωKρIf (2.15)
=
1
2
[ρJ , ρI ]fω
JωI −
1
2
CKJIω
JωIρKf (2.16)
=
1
2
([ρJ , ρI ]f − C
K
JIρKf)ω
JωI (2.17)
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Thus the first of the two identities is true. We now prove the second identity.
Since SωK = −1
2
CKIJω
IωJ , where I = (b1, · · · , bp+1, a1, · · · , ap) and J =
(b˜1, · · · , b˜p+1, a˜1, · · · , a˜p), we have
S2ωK = −
1
2
(SCKIJ)ω
IωJ −
1
2
CKIJdω
IωJ +
1
2
CKIJω
IdωJ
= −
1
2
(ρEC
K
IJ)ω
EωIωJ −
1
2
CKIJ(−
1
2
CI
K˜L
ωK˜ωL)ωJ
+
1
2
CKIJω
I(−
1
2
CJMNω
MωN)
= −
1
2
ρEC
K
IJω
EωIωJ +
1
4
CKIJC
I
K˜L
ωK˜ωLωJ −
1
4
CKIJC
J
MNω
IωMωN
= −
1
2
ρEC
K
IJω
EωIωJ +
1
2
CKIJC
I
K˜L
ωK˜ωLωJ
= −
1
6
(ρEC
K
IJ + ρIC
K
JE + ρJC
K
EI)ω
IωJωE
+
1
6
(CKMIC
M
JE + C
K
MJC
M
EI + C
K
MEC
M
IJ )ω
IωJωE
−
1
6
(ρEC
K
IJ + ρIC
K
JE + ρJC
K
EI)ω
IωJωE
−
1
6
(CKIMC
M
JE + C
K
JMC
M
EI + C
K
EMC
M
IJ )ω
IωJωE (2.18)
Next notice that if we assume that S2f = 0 for all f ∈ C∞(P ), then
[ρJ , ρE ] = C
M
JEρM , [ρE , ρI ] = C
M
EIρM , [ρI , ρJ ] = C
M
IJρM , and we have
[ρI , [ρJ , ρE]] = [ρI , C
M
JEρM ] = (ρIC
M
JE)ρM + C
M
JE [ρI , ρM ] (2.19)
= (ρIC
M
JE)ρM + C
M
JEC
K
IMρK (2.20)
= (ρIC
K
JE + C
M
JEC
K
IM)ρK . (2.21)
It follows that
[ρJ , [ρE , ρI ]] = (ρJC
M
EI)ρM + C
M
EIC
K
JMρK (2.22)
= (ρJC
K
EI + C
M
EIC
K
JM)ρK (2.23)
and
[ρE , [ρI , ρJ ]] = (ρEC
M
IJ )ρM + C
M
IJC
K
EMρK (2.24)
= (ρEC
K
IJ + C
M
IJC
K
EM)ρK . (2.25)
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It follows from this last calculation that the negative of the sum of the K-th
components of the right hand sides of the last three equations is precisely six
times the right hand side of the identity for S2ωK (see (2.18)). The lemma
follows.
Corollary 3 Assume that the constraints are Bosonic and irreducible and
consider the BRST differential S on the complex C[Pa]
⊗
C∞(P )
⊗
C[ηb].
Since in fact S2 = 0 we have that G(ρ) is a Lie sub-algebra of X (P ) with
generators the set of vector fields {ρI} on C
∞(P ).
Corollary 4 If the constraints of a Hamiltonian system are Bosonic and
irreducible, then the BRST differential is a Chevalley-Eilenberg differential on
the complex A⊗C[ωI ] where the algebra A is the algebra of smooth functions
on P and where the free generators ωI are called multi-ghosts instead of
ghosts.
Proof The proof was outlined in the observations just prior to the lemma.
The only gap in the argument was that we had not yet proved that G(ρ) is
a Lie algebra which we now see is a corollary of the lemma.
There is one caveat regarding the last Corollary and that is that in our
definition of a Chevalley-Eilenberg differential the complex is A×C[ηb] where
the ηb are free generators which are called ghosts. In the present case the ωI
are still free but the algebra C[ωI ] is a subalgebra of the algebra C[Pa]×C[η
b].
The differential S still qualifies to be called a Chevalley-Eilenberg differential
however as we could merely rename the free generators ωI and call them
ghosts. We do not do this however due to the confusion which would arise
preferring instead to call them multi-ghosts.
Remark. The longitudinal differential d was initially defined “on shell”,
that is to say the underlying manifold was the constraint surface Σ. Formu-
lated on this surface the square of d is zero and its cohomology in degree
zero is the set of classical observables. In order to use the path integral
formalism it is useful to extend the formalism “off shell”. When the longi-
tudinal differential d is extended “off shell” it no longer squares to zero and
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in fact the BRST differential was constructed to repair this defect. The fact
that d squares to zero “on shell” is related to the fact that the Hamiltonian
vector fields Xa close under Lie brackets “on shell”. They do not close “off
shell”. The fact that the BRST differential squares to zero “off shell” sug-
gests that on should be able to supplement the vector fields Xa with other
fields to obtain an integrable system which “foliates” P in such a manner
that the possibly singular leaves provides the “foliation” of Σ provided by
the Hamiltonian vector fields. We now show that this is true.
Recall that the generators ρI of the Lie algebra G(ρ) correspond to the
multi-ghosts ωI = ηb1 · · · ηbp+1Pap · · ·Pa1 where I is the multi-index
(b1, · · · , bp+1, a1, · · · , ap). In the case p = 0 it is understood that ω
I is simply
ηb for some index b. Thus the equation S(f) = (ρIf)ω
I of Theorem 1 has the
terms (ρaf)η
a as certain of its summands. Recall that these terms correspond
to the longitudinal differential d in the expansion
S = δ + d+ s1 + · · ·+ sn + · · · . (2.26)
of the BRST differential. Indeed for every f ∈ C∞(P ),
Sf = (ρaf)η
a + (ρIf)ω
I + · · · (2.27)
where antidegree(ωI) ≥ 1, and we see that ρaf is exactly the action of Xa
on f. Consequently the ρa are simply the Hamiltonian vector fields Xa. The
supplementary vector fields we require to obtain an integrable system are
defined by XI = ρI .
As an immediate consequence of these observations we have the following
theorem.
Theorem 5 Let d be the longitudinal exterior differential which, by con-
struction of the BRST operator S is one of the summands in the expansion
of S: S = δ+ d+ s1+ · · ·+ sn+ · · · where sk is a derivation which increases
the antighost degree by k. The longitudinal differential d is defined in terms
of the Hamiltonian vector fields Xi which form an open gauge algebra since
[Xi, Xj] ≈ C
k
ijXk. Since S
2 = 0, there exists extended vector fields XI on P
such that [Xi, Xj ] = C
k
ijXk+C
I
ijXI , and the fields Xi, XI define an integrable
system in the sense that they generate a subalgebra G(ρ) of the Lie algebra of
all vector fields of P.
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We now determine further conditions imposed on the ρK by the fact that
S is nilpotent.
Using (2.26) and the fact that S2 = 0, the first three terms of the expan-
sion of S2 in terms of the anti-ghost degree yields :
δ2 = 0 (2.28)
[δ, d] = 0 (2.29)
d2 = −[δ, s1] (2.30)
By a calculation similar to the one in the proof of the lemma, we have
d2f =
1
2
([ρi, ρj]f − C
k
ijρkf)η
iηj (2.31)
and for arbitrary f ∈ C∞(P )
[δ, s1]f = (δs1f + s1δf) (2.32)
= δs1f = δ(ρ
c
abfη
aηbPc) (2.33)
where the ρcab are defined by the equation s1f = ω
If = ρcabfη
aηbPc and the
multi-index I is (abc). It follows that
[δ, s1]f = (ρ
c
abf)η
aηbδPc (2.34)
= −(Gc)(ρ
c
abf)η
aηb (2.35)
Using the three identities above and comparing (2.31) with (2.35), we
have
[Xj, Xi] = C
k
jiXk +Gcρ
c
ij (2.36)
Since ωI is a derivation for each multi-index I we see that each ρcij is also a
derivation on C∞(P ); we distinguish it from the derivation ρk by referring
to it as a second order derivation.
We now show how these results may be applied to Hamiltonian systems
having first-class constraints restricting our remarks to the case where P is
Rn for some positive integer n.We adopt the same conventions as in [9] (Page
52-53), in particular, let Ga(a = 1, · · · ,M) denote the constraint functions
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of the system. Define vectors Xa = (X
λ
a ) via X
λ
a = σ
λµ∂µGa, and observe
that
Xλa ∂λF = XaF = [F,Ga]. (2.37)
Here the matrix of components of the antisymmetric tensor (σλµ) is the
inverse of the matrix ωµν of components of the symplectic structure ω on
P. We know that if Xλa corresponds to Ga and X
λ
b corresponds to Gb then
[Xa, Xb]
λ corresponds to [Ga, Gb]. Moreover
[Xa, Xb]
λ = σλµ∂µ(C
c
abGc) (2.38)
= CcabX
λ
c +Gcσ
λµ∂µC
c
ab ≈ C
c
abX
λ
c (2.39)
Off the constraint surface, the second term on the right hand side of (2.39)
does not vanish unless ∂µC
c
ab = 0. Thus X
λ
a (a = 1, · · · ,M) form a closed
distribution only on shell Ga = 0.
For the remainder of this section we provide a detailed calculation which
shows how to determine the summand s1 of the expansion of the BRST
operator S.
First we determine the action of s1 on the ghosts η
α. Since the vector
fields {Xa} satisfy the Jacobi identity it follows from a computation similar
to the one of Lemma (2.2) that d2ηa = 0. Combined with the facts that
d2 = −[δ, s1] and that s1η
α has anti-ghost number one we have
0 = −(δs1 + s1δ)η
α = −δs1η
α (2.40)
= −δ(Cdαabcη
aηbηcPd) = (C
dα
abcη
aηbηcGd). (2.41)
Therefore Cdαabcη
aηbηcGd = 0 and consequently we can choose C
dα
abc = 0. It
follows that s1η
α = 0.
At this point we perform some calculations which are necessary to com-
pute s1Pa. Since d increases the ghost number by one we can write dPa =
ηcCbcaPb and
d2Pa = d(dPa) = d(η
cCbcaPb) = (dη
c)CbcaPb − η
cd(CbcaPb)
= (−
1
2
Ccdeη
dηe)PbC
b
ca − η
c(ρd(C
b
ca)η
dPb + C
b
cadPb)
= −
1
2
CcdeC
b
caη
dηePb − ρd(C
b
ca)η
cηdPb − C
b
caη
c(ηeCdebPd)
= (−
1
2
CbceC
d
ba − C
b
caC
d
eb − ρe(C
d
ca))η
cηePd (2.42)
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Since s1 increases the anti-ghost number by one we can write s1Pa =
C
ef
cdaη
cηdPePf . It follows that
δs1Pa = δ(C
ef
cdaη
cηdPePf) (2.43)
= Cefcdaη
cηd((δPe)Pf − PeδPf) (2.44)
= Cefcdaη
cηd(−GePf +GfPe) (2.45)
= −CefcdaGeη
cηdPf + C
ef
cdaGfη
cηdPe (2.46)
= 2Cefcdaη
cηdPeGf (2.47)
and
s1δPa = s1(−Ga) = −s1Ga (2.48)
= −(ρecdGa))η
cηdPe (2.49)
Thus
(δs1 + s1δ)Pa = (2C
ef
cdaGf − ρ
e
cd(Ga))η
cηdPe (2.50)
= (2CdfceaGf − ρ
d
ce(Ga))η
cηePd (2.51)
Since d2 = −[δ, s1],by comparing (2.42) and ( 2.51) we have
Cdfcea =
1
2Gf
(ρdce(Ga) + ρe(C
d
ca) +
1
2
CbceC
d
ba + C
b
caC
d
eb) (2.52)
whenever Gf is not zero.
We conclude that
s1Pa =
1
2Gf
(ρdce(Ga) + ρe(C
d
ca) +
1
2
CbceC
d
ba + C
b
caC
d
eb)η
cηePdPf (2.53)
In the last few paragraphs we have uniquely determined the
action of s1 on the generators of the BRST complex. We have found
that s1 is zero on all the ghost variables and we have determined
the value of s1 on all the anti-ghosts by the last rather complicated
formula. These calculations determine the value of s1 on the entire
complex by the Leibniz formula.
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0.3 The Maurer-Cartan structure of BRST
differential under the reducible constraints
In the last section we dealt only with irreducible constraints. In this section,
we will generalize some of our results to include systems of reducible con-
straints. To achieve that,we introduce the concept of an n-reducible complex
as follows.
Definition Let Ω∗ = ⊕∞n=0Ω
n be a graded algebra and assume that Ω0 is
an algebra such that Ω∗ is a Ω0-module.Let Ap = ⊕pn=0Ω
n. If Ap is a finitely
generated Ω0-module and each component Ωk(k > p) is generated by Ap, We
call the complex Ω∗ a pth-reducible complex.
We are interested in investigating differentials on pth-reducible complexes.
First consider some examples of pth-reducible complexes.
Example 1. Let Rn be n-dimensional Euclidean space and Ωk(Rn) be the
space of k-forms. Since Rn has a global coordinate chart (x1, · · · , xn), every
k-form can be written as
ω = ωi1···ikdx
i1 ∧ · · · ∧ dxik (3.54)
where ωi1···ik are smooth functions which belong to the space of 0-forms
Ω0(Rn), and where the 1-forms dx1, · · · , dxn generate all differential forms in
Ωk(Rn) over Ω0(Rn) for k ≥ 1. The complex Ω∗(Rn) = ⊕nk=0Ω
k(Rn) is then
a 1-reducible complex. An exterior differential d can be defined as follows:
df = (∂if)dx
i (3.55)
d(dxi) = 0 (3.56)
where f ∈ Ω0(Rn), dxi ∈ Ω1(Rn). One then extends the definition above to
the entire space Ω∗(Rn) via the Leibniz formula.
Example 2 (Chevalley-Eilenberg cohomology). Let a pair (d, A) be
Chevalley-Eilenberg differential and its related complex A = A⊗C[η1, η2, · · · ]
discussed earlier. Obviously, the graded algebra A is generated by ghosts
η1, η2, · · · over underlying algebra A and consequently the complex A is a
1th-reducible complex.
13
Example 3 (Auxillary Differential ∆). Typical k-th reducible complexes
arise from BRST operators in case the system is subject to (k−1)th-reducible
constraint conditions.
In BRST theory, a specific differential called the auxillary differential
∆ is introduced to deal with longitudinal differentials defined on constraint
surfaces subject to higher order reducibility conditions. Let Σ be a constraint
surface and {ηa0} be the original ghosts (see [9] page 217-218).
Assume that Σ is defined by constraints which satisfy k-th order reducibil-
ity conditions. In this case the reducibility of the constraints can be writen
as
Zak−1ak Z
ak−2
ak−1
= (−1)ǫak−2C
ak−2,a0
ak Ga0 (3.57)
k = 1, · · · , L, ak = 1, · · · , mk (3.58)
for some mk and appropriate functions Z
ak−1
ak .(see [9] page 210)
Introduce higher order ghost variables ηa along with a differential ∆ as
follows:
puregh(ηak) = k + 1, ǫ(ηak) = ǫak + k + 1 (3.59)
∆F = 0, ∆ηak = ηak+1Zakak+1(−1)
ǫak+k+1 (3.60)
where F is an arbitary function on the constraint surface. To complete the
definition of the auxillary differential ∆, one needs to introduce an auxillary
grading as follows:
aux(zA) = 0 = aux(ηa
0
), aux(ηa
k
) = k (3.61)
One then has that aux(∆) = 1 and that puregh(A) = aux(A) + deg(A).
The complex Ω = C∞(Σ)⊗ C[ηa0 , ηa1, · · · , ηak ] is then a (k + 1)th-reducible
complex.
At this point, we characterize the differential on an arbitrary nth-reducible
complex and thereby generalize Theorem 1. We adopt the convention of the
left action for d. Obviously, a differential d on a reducible complex Ω∗ is
uniquely and totally determined by its values on the space Ap = Ω0 ⊕ A¯p
and the Leibniz rule, where A¯p = ⊕pn=1Ω
n. In order to see this in more detail
we first assume that the finitely generated Ω0 module A¯p has a finite basis
denoted by (ωin)1≤n≤p where the sub-index means ω
i
n ∈ Ω
n Notice that the
basis (ωin) generates all the elements of every component Ω
k for k > p. With
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this notation, we define a differential d on the space Ap as follows :
df = (ρ1jf)ω
j
1 (3.62)
dωim = −
1
2
Σ1≤n≤mC
i
jknω
j
m−n+1ω
k
n (3.63)
where f ∈ Ω0 and the ρ1j are derivations of Ω
0. If the complex Ω∗ is a 1th-
reducible complex, the basis has only ωi1 type. then the formulas (3.62) and
(3.63) reduce to
df = (ρjf)ω
j
1 (3.64)
dωi1 = −
1
2
C ijkω
j
1ω
k
1 (3.65)
Leibniz which is analogous to the definition of the Chevalley-Eilenberg dif-
ferential.
The definition of the Koszul-Tate differential δ is then modified to re-
flect the reducibility conditions above. In the reducible case the longitudinal
differential is not nilpotent on the space of C∞(Σ) ⊗ C[ηa], but is nilpo-
tent on the subalgebra of longitudinal forms. In order to overcome this
defect, an equivalent differential D is introduced such that H∗(D) = H∗(d).
At this point one has “differentials” δ and D on the extended space Ω∗ =
C[Pa0 , Pa1 . · · · ]⊗C
∞(Σ)⊗C[ηa1 , ηa2 , · · · ] and it is possible to show that ex-
ists a BRST differential S = δ + D + s1 + · · · defined on the complex Ω
∗.
It can be seen that the longitudinal complex C∞(Σ)⊗ C[ηa] and the BRST
complex Ω∗ are both nth-reducible complexes for appropriate n. Therefore
we obtain the following generalization of Theorem 1.
Theorem 6 If the constraints are Bosonic and reducible the BRST differ-
ential has a structure similar to that of the longitudinal differential.
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