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1 Abstract
In virtual screening for drug discovery, recall curves are used to assess the performance of rank-
ing algorithms, in which recall is a function of the fraction of data prioritized for experimental
testing. Unfortunately, researchers almost never consider the uncertainty in the estimation of the
recall curve when benchmarking algorithms. We confirm that a recently developed procedure for
estimating pointwise confidence intervals for recall curves – and closely related variants, such as
precision curves – can be applied to a variety of simulated data sets representative of those typ-
ically encountered in virtual screening. Since it is more desirable in benchmarks to present the
uncertainty of performance over a range of testing fractions, we extend the pointwise confidence
interval procedure to allow for the estimation of confidence bands for these curves. We also present
hypothesis test methods to determine significant differences between the curves for competing
algorithms. We show these methods have high power to detect significant differences at a range of
small fractions typically tested, while maintaining control of type I error rate. These methods enable
statistically rigorous comparisons of virtual screening algorithms using a metric that quantifies the
aspect of performance that is of primary interest.
2 Introduction
2.1 Evaluation of ranking algorithms
Ranking algorithms rank items according to the belief that they possess some desired feature. When
the presence/absence of the desired feature is known, ranking algorithms are often evaluated by
“testing” items according to the relative rank or testing order. Ideally, all early tests reveal the desired
feature. The statistics and machine learning communities use a number of performance curve
variants to evaluate ranking algorithms. Popular software such as SAS enterprise miner1 and the R
package caret2 can be used to construct these curves. Some of the curves are used extensively in the
evaluation of virtual screens of chemical compounds for drug discovery.3 They are also used in a
number of other applications such as the evaluation of marketing campaigns.4
In the context of virtual screening, the desired feature is often a biological activity. Typically the
desired activity is binding to a protein target, so we will refer to the chemical compounds as ligands.
The scores are provided by one of the many ranking algorithms available, such as molecular docking
algorithms, pharmacophore models, or quantitative structure-activity relationship (QSAR) models.
Let S denote the score from one of these ranking algorithms, where larger values of S suggest stronger
belief that a ligand is active. S is reasonably regarded as a random variable. Activity of a ligand may
also be regarded as a random variable: X = I (a c t i v e ), where I (·) is the indicator function. That is,
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X = 1 when a ligand belongs to the active class (+) and X = 0 when a ligand belongs to the inactive
class (−). Let P (X = 1) = pi+. Given that a ligand is active, S has cumulative distribution function
F+(s ), and given that a ligand is not active, S has cumulative distribution function F−(s ). Combining
the scores from both classes results in the following mixture distribution:
FS (s ) =pi+F+(s ) + (1−pi+)F−(s ). (1)
Once ligands have been ranked according to their score, S , a threshold on the score, t , will prioritize
a top fraction of the data set for testing. Let this top fraction be r = P (S > t ), which is the x-axis of
the population recall curve. The recall curve (also known as the enrichment curve, accumulation
curve or percent captured response curve) is often used when an entire curve is used to evaluate a
virtual screening campaign. Population recall curves plot P (S > t |+) on the y-axis, where P (S > t |+)
is known as r e c a l l at threshold t . Despite the fact that these curves are frequently referred to as
accumulation curves or enrichment curves in the virtual screening literature, we will refer to them
as r e c a l l curves to stress their relationship with precision (p r e c ) curves, which we will introduce
later on.
So far, we have described the population level distributions of random variables X and S , that
is, the distribution of ligand activity for the population of drug candidates from which a data set is
sampled and the distribution of scores that a ranking algorithm would assign to them. We consider
a data set under examination to be a random sample of activity and score pairs {(X i ,Si ); i = 1, ..., n}
from these population level distributions. Let {S+i ; i = 1, ..., n+} be the scores that were sampled from
the + class mixture component, F+(s ), and {S−i ; i = 1, ..., n−} be the scores that were sampled from
the − class mixture component, F−(s ).
The empirical recall curve plots the cumulative fraction of actives on the y-axis, identified as a
function of the top r fraction of ranked ligands. This means all compounds with scores beyond the
percentile 100(1− r ) are “tested” and the cumulative fraction of actives determined. Another way
of determining this percentile would be to chose a threshold tˆ such that the fraction of items with
S > tˆ is r . We use tˆ instead of t to denote that this threshold defines a fraction of the sample data
and not the population.
Specifically, we define, Fˆ (·) and Fˆ+(·) to be the empirical cumulative distribution functions (cdf)
for all and + scores:
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Fˆ (s ) =
1
n
n∑
i=1
I (Si ≤ s ) (2)
Fˆ+(s ) =
1
n+
n+∑
i=1
I (S+i ≤ s ). (3)
We then chose a threshold tˆ such that r = 1− Fˆ (tˆ ) is the percentile selected for testing. The fraction
of the active compounds that were correctly predicted to be active (i.e. S+i > tˆ ) is
Ûr e c a l l = 1− Fˆ+(tˆ ).
Thus, the empirical r e c a l l curve plots the pairs {r, Ûr e c a l l }.
Jiang & Zhao5 have shown that if pi+ ∈ (0,1), then the empirical recall curve is an unbiased
estimator of the population recall curve. If pi+ = 1, then the population recall curve actually plots
{P (S > t ), P (S > t )}, and the empirical recall curve is still an unbiased estimator.
2.2 Alternate performance curves
There are a number of other performance curve variants that play a role in virtual screening eval-
uations. All of these curves plot r = P (S > t ) on the x-axis. The difference between them is the
performance measure on the y-axis:
• Precision curves (also known as hit curves or hit rate curves) plot the fraction of ligands
tested that were active. At the population level, this is p r e c = P (+|S > t ). We prefer the
more descriptive “precision curves” rather than the “percent response curve” used in Jiang &
Zhao.5 The term precision curve draws attention to its connection to the recall curves and
precision-recall curves.6,7
• Enrichment factor (E F ) curves (also known as lift curves in Jiang & Zhao5 plot the fraction of
compounds tested that were identified as active divided by the fraction of actives that would
be expected by random selection. The E F measures the fold improvement of the ranking
algorithm over random chance.8,9 At the population level this is p r e cpi+ . Using Bayes Theorem
reveals another expression for the E F :
p r e c
pi+
=
P (+|S > t )
P (+)
=
P (S > t |+)P (+)/P (S > t )
P (+)
=
P (S > t |+)
P (S > t )
=
r e c a l l
r
. (4)
• Predictiveness curves have recently been introduced to the virtual screening community by
Empereur-mot et al.,10 but have not yet achieved widespread usage. These are closely related
to precision curves, but instead plot Λ= P (+|S = t ) on the y-axis. More information about the
theory behind predictiveness curves can be found in Pepe et al.11 and Huang et al.12
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2.3 Alternate empirical performance measures
Since p r e c and E F are used widely in the evaluation of virtual screens, we demonstrate their
estimation with an empirical data set. As with the r e c a l l curve, for a particular value of r , we
choose a tˆ such that r = 1− Fˆ (tˆ ). Also, define pˆi+ =∑ni=1 X i /n to be the fraction of actives in the
empirical sample (an unbiased estimator of pi+). Then
×p r e c = ∑ni=1 X i I (Si > tˆ )
n r
=
∑n+
i=1 I (S
+
i > tˆ )
n r
=
∑n+
i=1 I (S+i >tˆ )
n+

n+
n

r
= Ûr e c a l l  pˆi+
r

. (5)
In other words, ×p r e c can be thought of as a rescaling of Ûr e c a l l but the rescaling factor involves a
random variable, pˆi+. We define the empirical E F as:
dE F = ∑ni=1 X i I (Si > tˆ )/n r∑n
i=1 X i /n
=
∑n+
i=1 I (S
+
i > tˆ )/n r
pˆi+
=
×p r e c
pˆi+
. (6)
There is a relationship between dE F and Ûr e c a l l , which is not often stressed in the virtual
screening community, though this was addressed by Truchon & Bayly,13 namely
dE F = ×p r e c
pˆi+
=
Ûr e c a l l
r
. (7)
Therefore, dE F is simply the rescaling of Ûr e c a l l by r , the fraction of the data set tested, where r is
fixed at a particular point on the curve.
2.4 Performance measures in virtual screening
There are two main types of virtual screens. During a prospective virtual screen, the activity in-
formation about the ligands is unknown until a fraction of ligands is tested and their activity is
determined. In retrospective virtual screens, the activity information is known for every ligand,
and the performance of the ranking algorithms can be assessed for each value of r . Retrospective
virtual screens are often used to benchmark ranking algorithms, and the best performing meth-
ods are recommended for use in prospective virtual screens. Typically, retrospective virtual screen
performance measures are reported for each protein target individually, because if there is a large
difference between targets, the score distributions for the same set of ligands may differ substan-
tially. The implicit goal of retrospective virtual screens is to determine which methods would on
average provide better ranking performance in a prospective virtual screen so that methods can be
recommended to researchers generally. The most common way of approaching this problem is to
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form a hypothesis test and determine whether the performance of one ranking algorithm shows a
statistically significant improvement over another. Nicholls and others have long advocated for the
need for statistical tests and confidence intervals in the evaluation of virtual screens,14–17 however
such practices have not seen widespread usage in the virtual screening community. Nicholls was
recently a guest editor for a Journal of Computer-Aided Molecular Design special series on statistics
and molecular modeling.18 In his introduction to the series, he uses a quote by Francis Diebold19 to
characterize the problem with virtual screening evaluations:
The need for formal tests for comparing predictive accuracy is surely obvious. We’ve all
seen hundreds of predictive horse races, with one or the other declared the “winner”
(usually the new horse in the stable), but with no consideration given to the significance
of the victory. Such predictive comparisons are incomplete and hence unsatisfying. That
is, in any particular realization, one or the other horse must emerge victorious, but one
wants to know whether the victory is statistically significant. That is, one wants to know
whether a victory “in sample” was merely good luck or truly indicative of a difference
“in population”.
To make matters more complicated, prospective and retrospective virtual screens are customarily
evaluated differently in the literature. Prospective virtual screens are evaluated with ×p r e c (or “hit
rate”), and the fraction of compounds tested is often extremely small. It is not uncommon to see
recent publications screening millions of compounds but only testing tens, particularly in academic
settings where resources are limited.20 In one of the largest virtual screening studies to date,21
over 100 million compounds were screened against a single target with only tens tested. To reflect
this practice in prospective screens, dE F is often computed for a small fraction of the top ranked
compounds in retrospective screens. This fraction is not widely agreed upon and is often abused.15
Also, the data required to compute dE F at another fraction of interest is rarely made available. The
most common fraction used is 1%.3 However, there is a wide range of fractions tested in prospective
virtual screen, and these are often much smaller than 1%. Zhu et al.22 comprehensively analyzed 421
prospective virtual screening studies from 2007-2011. 260 out of the 421 virtual screening studies
had screened from 100,000 to more than 10,000,000 compounds. However, only 16 of the 260 studies
tested more than 1,000 compounds. The performance of virtual screen methods should be evaluated
at the data fractions that researchers use in practice. In this study, we plot performance as a function
of a range of fractions typically tested in practice. Some researchers have adopted this approach.23,24
We use a log scale to capture the fact that the fractions of interest often vary by orders of magnitude.
Plotting the performance curves avoids the need to pick a single fraction for dE F , which is often
cited as a shortcoming of the metric.14
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Prospective virtual screens evaluate ranking algorithms using ×p r e c , while retrospective virtual
screens use dE F , which is the observed ×p r e c divided by the precision that would be expected
by a random ordering. This divisor is included in the retrospective virtual screen performance
metric because it gives an indication of how much the observed ×p r e c is an improvement over
random chance. The relationships between the performance measure curves implies the following
relationship for two different ranking algorithms, A and B at a fixed value of r :
Ûr e c a l l BÛr e c a l l A = ×p r e c B×p r e c A =
dE F BdE F A . (8)
The same relationship applies to the population curves:
r e c a l lB
r e c a l lA
=
p r e cB
p r e cA
=
E FB
E FA
. (9)
Thus, the conclusions about the superiority of one ranking algorithm over another would be the
same if only a point estimate of dE F or ×p r e c was used to evaluate the models. However, becausedE F involves the scaling of ×p r e c by a random variable, the coverage properties of the confidence
intervals associated with the two estimators can be different. So can their power to detect statistically
significant differences in the population level curves. Since dE F is simply Ûr e c a l l scaled by a non-
random variable, the two measures can be regarded as equivalent in terms of the confidence
intervals and hypothesis tests considered. In our simulations, we use Ûr e c a l l as a surrogate for dE F
due to its simplicity and relationship with ×p r e c . We consider both ×p r e c and Ûr e c a l l to identify
the conditions in which the measures can be regarded as equivalent in terms of coverage properties
of CIs and/or power of hypothesis tests, and conditions in which one measure is better.
Jiang & Zhao5 demonstrated excellent coverage probabilities in a few simulated cases for con-
fidence intervals for p r e c and r e c a l l that were based on the variance estimators they derived.
We will refer to these as the Jiang Zhao confidence intervals (JZ CIs). However, the simulated cases
were far from what is encountered in a typical virtual screening benchmark. Simple score distri-
butions were assumed that differ substantially from the distributions often encountered in virtual
screening. Also, the simulated data sets had balanced classes, while in virtual screening data sets
are typically highly imbalanced. Finally, the smallest fraction considered by JZ was 10%, whereas
the fractions tested in virtual screening is much smaller. The simulations left several important
questions unanswered regarding the coverage properties of the JZ CIs in a typical virtual screening
benchmark.
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2.5 Overview of remaining sections
In Section 3.2 we present pointwise CI methods for p r e c and r e c a l l , including the JZ CI method.
Jiang & Zhao5 only addressed the uncertainty in the performance curve for a single ranking algorithm
at a single testing fraction. Section 3.3 presents hypothesis test methods for the difference between
performance curves for two corresponding algorithms. Several methods are proposed that account
for the dependency between two empirical curves, which occurs due to the correlation of scores
from the competing algorithms. A simple binomial model may be assumed, but to account for the
dependency, we needed to derive the covariance between two curves at a given fraction. We also
provide the first functionally-based, asymptotic variance expression for the difference in empirical
curves and use this to derive hypothesis tests. In Section 3.4, we use this asymptotic variance to
form CIs for the difference between performance curves. Section 3.5 provides the first functionally-
based, asymptotic covariance expression for two different fractions on the same curve. A consistent
estimator for the covariance matrix for several points along a curve is proposed. We then use the
estimated covariance matrix to form confidence bands for a sequence of testing fractions.
Section 4.2 examines the coverage probabilities and expected widths of several pointwise CI
estimation methods for performance curves simulated under a number of scenarios typically en-
countered in virtual screening. In Section 4.3 we perform power analyses for five different hypothesis
test methods to assess under what conditions these methods can be used to determine significant
differences between algorithms while maintaining control of type I error rate. In Section 4.4 we
assess the coverage properties and expected widths of the confidence band estimation methods
under the scenarios considered in Section 4.2.
In Section 5 we discuss the similarities of the use of p r e c and r e c a l l in virtual screening to
other performance curves used in machine learning to evaluate ranking algorithms. We summarize
our results and provide recommendations for hypothesis test and confidence band estimation
methods.
3 Methods
3.1 Variance of precision and recall curve estimators
A simple way to estimate the variance of ×p r e c and Ûr e c a l l would be to assume that they are binomial
proportions. Assuming that each of the npi+ active compounds is an independent Bernoulli trial, let
Q be the number of the npi+ active compounds that were succesfully tested. Then Q can be regarded
as a binomial random variable, such that Q ∼ B i n (npi+, r e c a l l ) where r e c a l l = P (S > t |+). It
is then reasonable to estimate r e c a l l as Ûr e c a l l = Qnpi+ with corresponding expression for the
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asymptotic variance:
V a rB (Ûr e c a l l ) = (npi+)−1r e c a l l (1− r e c a l l ). (10)
We will refer to this as the binomial asymptotic variance.
Similarly, Q may be considered the number of the n r tested compounds that were succesfully
active. In this case, Q can be regarded as following a B i n (n r, p r e c ) distribution where p r e c =
P (+|S > t ). As such, we obtain ×p r e c = Qn r with asymptotic binomial variance:
V a rB (×p r e c ) = (n r )−1p r e c (1−p r e c ). (11)
This approach was first suggested by Rosset et al.,4 who observed that binomial based CIs were too
large and conservative when compared to bootstrap CIs. Nicholls16 assumed a binomial asymptotic
variance for Ûr e c a l l when he derived the variance of dE F (see equation (3.30a) in the paper). This
would imply that V a rB (dE F ) = V a rB (Ûr e c a l l )r 2 , since r is fixed at a particular point on the curve. Instead,
the variance estimator Nicholls derived had a much more complicated expression (see equations
(158) and (159) in the paper).
Jiang & Zhao5 observed that the binomial variance estimators assume that score threshold, tˆ , is
known, while tˆ is actually estimated using the entire sample. This violates the independence assump-
tion of the binomial estimators, which can lead to either over- or under-estimation of variance. In
response to this, and in the context of curves with respect to r , Jiang & Zhao5 provided functionally-
based, asymptotic variance expressions for Ûr e c a l l and ×p r e c . Their result is, letting θ denote either
p r e c or r e c a l l , that
p
n (bθ −θ ) d−→N (0,τ2θ ) for r ∈ (0, 1) as n→∞, with corresponding asymptotic
variance expressions:
V a rJ Z (Ûr e c a l l ) = V a rB (Ûr e c a l l )h1−2Λ+ Λ2(1− r )p r e c (1− r e c a l l )i (12)
V a rJ Z (×p r e c ) = V a rB (×p r e c )h1+ (1− r )(p r e c −Λ)2p r e c (1−p r e c ) i (13)
where Λ = P (+|S = t ). This result assumes that pi+ > 0, and that the conditional densities f+(s )
and f−(s ) are positive and continously differentiable in a neighborhood of S = t ; henceforth called
Conditions 1 and 2.
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3.2 Confidence interval estimation for precision and recall
Slutsky’s theorem can be used to show that replacing the population parameters (p r e c , r e c a l l ,pi+,Λ)
with consistent estimators (×p r e c , Ûr e c a l l , pˆi+, Λˆ) in the binomial and JZ variances will form consis-
tent variance estimators. These can be used to form asymptotically valid (1−α)100% Wald CIs for θ ,
where θ is either p r e c or r e c a l l : θˆ ± zα/2S E (θˆ ). zα/2 is the α/2 upper percentile of the standard
normal and S E (θˆ ) is the standard error of θ , the square root of either the binomial or JZ variance
estimator. Intervals based on the above normal approximation can extend beyond [0, 1]. Since p r e c
and r e c a l l are probabilities, all CIs were truncated to lie within [0,1]. Since dE F is the rescaling
of Ûr e c a l l by non-random variable r , CIs for E F were formed by dividing the endpoints of the
r e c a l l CI by r . This implies that E F CIs were tuncated to lie within [0, 1r ]. To form a consistent
estimator of Λ, a local regression method was used.5 Λ is estimated by the average of all X i such that
Si ∈ [t −h , t +h ]. We used the bandwidth parameter h = n−1/3, which has the optimal convergence
rate for the estimation of Λ.
Jiang & Zhao25 demonstrated that CIs based on the JZ variances can still have poor coverage prob-
abilities for p r e c when r is extremely small. They proposed adding 2 to the number of S u c c e s s e s
and 2 to the number of F a i l u r e s when computing ×p r e c to evaluate V a r (×p r e c ). Letting Q be the
number of actives identified in n r tests, these are the expressions for Ùp r e cc and Ûr e c a l lc , the plus
4 corrected ×p r e c and Ûr e c a l l :
×p r e c c = Q +2n r +4 (14)Ûr e c a l l c = Q +2
npˆi+ +4(
pˆi+
r )
. (15)
×p r e c was corrected and then transformed to Ûr e c a l l c to maintain their functional relationship.
The “plus 4” correction was first proposed by Agresti & Coull26 for the binomial proportion. This
correction corresponds to the center point of a Wilson score interval for a binomial proportion.
Agresti & Coull26 showed that if a standard Wald interval is formed using the corrected proportion,
the resulting intervals have good coverage probabilities and expected widths when the proportions
are extreme and sample sizes small. Only a plus 4 correction for CIs based on JZ variances were
considered in Jiang & Zhao.25 We consider the plus 4 correction for binomial variances as well, as
the binomial variance estimates are often similar to the JZ estimates, and they have a simpler form.
We only used the plus 4 correction to increase the variance estimates and widen CIs so that they
have better coverage. The estimated performance curves, which provide the center points for the
CIs, were based on the uncorrected proportions, ×p r e c and Ûr e c a l l .
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We compared these CI estimation methods to a simple bootstrap percentile CI procedure.
The ×p r e c Bi and Ûr e c a l l Bi curves were estimated in bootstrap replicates {i = 1, ..,1000}, and the
pointwise 2.5t h and 97.5t h percentiles of the empirical curve distribution was reported as the
bootstrap CI estimate. We also performed a “plus 4” correction on the bootstrap curve estimates
by adding a number of S u c c e s s e s and F a i l u r e s at random to ×p r e c Bi and Ûr e c a l l Bi , where
S u c c e s s e s ∼ B i n (4,0.5) and F a i l u r e s = 4 − S u c c e s s e s . The number of S u c c e s s e s and
F a i l u r e s were independent across bootstrap replicates, but were used for the entire curve within
each replicate. The correction used random variables because if constants were used, the intervals
would shift without an increase in size. The bootstrap percentile CI and the plus 4 procedure were
first studied in Jiang & Zhao25 in comparison to their parametric approach. They found that the
coverage probabilities of the bootstrap percentile CI improved with the plus 4 correction, but the
correction was not sufficient to guarantee coverage above the nominal level at all r considered.
3.3 Hypothesis tests to compare performance curves for competing algorithms
We wish to determine whether one ranking algorithm has significantly better performance than
another at a given r . Let θ be either p r e c or r e c a l l for a ranking algorithm at r . Let {(X i ,S1i ,S2i ); i =
1, ..., n} be a random sample from the ligand activity distribution and the score distributions of
ranking algorithm 1 and 2. As we did for a single ranking algorithm, we assume that the triplets
(X i ,S1i ,S2i ) are independent across i . However, S1i and S2i are likely correlated. The amount of
correlation will depend on the extent to which the scores are measures of the same characteristics
of the ligands. For example, competing docking scoring functions are often parameterized in similar
ways (e.g., Glide SP and Glide XP,27 and competing QSAR models often utilize highly correlated
sets of descriptors. Using the random sample, we estimate the difference in performance between
two algorithms at a given r , θˆ1− θˆ2, and perform a hypothesis test to determine if the difference is
significant.
Since the normal distribution derived by Jiang & Zhao5 often provides a good approximation of
the ×p r e c and Ûr e c a l l distributions at values of r of interest, we hypothesize that the distribution of
the difference bθ1− bθ2 will also be well approximated by a normal distribution. The test statistic, Z , is
Z =
bθ1− bθ2
S E (bθ1− bθ2) . (16)
We reject H0 : θ1 = θ2 if |Z | > zα/2, where zα/2 = 1.96 for an α = .05 level test. We consider three
different methods for estimating V a r (bθ1− bθ2):
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• The JZ asymptotic variance with assumption of independence of the performance curves for
two competing algorithms.
• The binomial asymptotic variance without assumption of independence of the performance
curves for two competing algorithms.
• A variance expression that uses the individual JZ asymptotic variances, but does not assume
independence of the performance curves for two competing algorithms; we call this the AH
asymptotic variance.
Two additional tests that acknowledge correlation are also considered: McNemar’s test, and Stouffer’s
test.
3.3.1 z-test with JZ asymptotic variance and independence assumption
If we assume that θˆ1 and θˆ2 are independent, then V a rJ Z (θˆ1 − θˆ2) = V a rJ Z (θˆ1) + V a rJ Z (θˆ2). We
have already provided expressions for V a rJ Z (bθ1) and V a rJ Z (bθ2) (equation (12) when θ is r e c a l l
and equation (13) when θ is p r e c ). When the correlation of the scores is large, this independence
assumption will likely be invalid, leading to standard errors that are too large, and an underpowered
test.
3.3.2 z-test with Binomial asymptotic variance, without independence assumption
If we do not assume that θˆ1 and θˆ2 are independent, then the binomial asymptotic variance is
V a rB (bθ1 − bθ2) = V a rB (bθ1) + V a rB (bθ2)− 2C o vB (bθ1, bθ2). We have already provided expressions for
V a rB (bθ1) and V a rB (bθ2) (equation (10) when θ is r e c a l l and equation (11) when θ is p r e c ). The
only thing that remains to be determined is C o vB (bθ1, bθ2).
When estimating r e c a l l = P (S > t |+), we define Q as the number of the npi+ active compounds
that were succesfully tested. For ranking algorithm j , Q j =
∑n
i=1 X i I {Sj i > tˆ j }. Since we are condi-
tioning on X = 1, Q j is binomially distributed with npi+ trials. For both ranking algorithms, the trials
are the active compounds, so all measurements are repeated. Let C o v (Q1,Q2) be the covariance
of the number of actives tested by ranking algorithms 1 and 2. Consider the case when we have
one active compound, then C o v (Q1,Q2) = E [Q1Q2]− E [Q1]E [Q2] = r e c a l l12 − r e c a l l1r e c a l l2,
where r e c a l l12 = P (S1 > t1,S2 > t2|+). Since we have npi+ actives, C o v (Q1,Q2) = npi+(r e c a l l12−
r e c a l l1r e c a l l2). This implies that:
C o vB (Ûr e c a l l 1, Ûr e c a l l 2) = (npi+)−1(r e c a l l12− r e c a l l1r e c a l l2). (17)
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The frequency distribution for the tested/not-tested status according to both ranking algorithms
for the active compounds is shown in Table 1, where Q12 =
∑n
i=1 X i I {S1i > tˆ1,S2i > tˆ2} counts the
number of active compounds tested by both algorithms.
To estimate V a rB (Ûr e c a l l 1−Ûr e c a l l 2) we replace the population parameters with their consis-
tent estimators. Here we assume Q12 ∼ B i n (npi+, r e c a l l12), and a consistent estimator of r e c a l l12
is Q12npˆi+ . Since we are testing H0 : r e c a l l1 = r e c a l l2, there are two possible consistent estimators of
r e c a l li , i ∈ {1, 2}. We could use the the pooled estimator, Ûr e c a l l = 12 (Ûr e c a l l 1 +Ûr e c a l l 2):
×V a rB (Ûr e c a l l 1−Ûr e c a l l 2) = 2(npˆi+)−1Ûr e c a l l 1−Ûr e c a l l 
−2(npˆi+)−1
Ûr e c a l l 12− Ûr e c a l l 2, (18)
or we could use an unpooled estimator:
×V a rB (Ûr e c a l l 1−Ûr e c a l l 2) = (npˆi+)−1Ûr e c a l l 11−Ûr e c a l l 1
+ (npˆi+)
−1Ûr e c a l l 21−Ûr e c a l l 2
−2(npˆi+)−1
Ûr e c a l l 12−Ûr e c a l l 1Ûr e c a l l 2. (19)
The pooled estimator utilizes a larger sample size when estimating r e c a l li , so the sampling dis-
tribution of the Z statistic is expected to be better approximated by the normal distribution when
the null hypothesis is true. This would result in better control of the type I error rate. However, the
unpooled estimator may also control the type I error rate and have better power, so we consider
both estimators.
Table 1 Frequency distribution for the tested/not-tested status of active compounds ac-
cording to both ranking algorithms.
Algorithm 2 tested Algorithm 2 not-tested Row total
Algorithm 1 tested Q12 Q1−Q12 Q1
Algorithm 1 not-tested Q2−Q12 npˆi+− (Q1 +Q2−Q12) npˆi+−Q1
Column total Q2 npˆi+−Q2 npˆi+
When estimating p r e c = P (+|S > t ), we define Q as the number of the n r tested compounds
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that were succesfully active. For ranking algorithm j , Q j =
∑n
i=1 X i I {Sj i > tˆ j }. Since we are con-
ditioning on Sj > tˆ j , Q j is binomially distributed with n r =
∑n
i=1 I {Sj i > tˆ j } trials. When esti-
mating C o vB (×p r e c 1,×p r e c 2) we are comparing ranking algorithm 1 and 2, so we can write Q1 =∑n
i=1 X i I {S1i > tˆ1,S2i > tˆ2} +
∑n
i=1 X i I {S1i > tˆ1,S2i ≤ tˆ2} and Q2 =
∑n
i=1 X i I {S1i > tˆ1,S2i > tˆ2} +∑n
i=1 X i I {S1i ≤ tˆ1,S2i > tˆ2}. For the set of n rˆ12 =
∑n
i=1 I {S1i > tˆ1,S2i > tˆ2} compounds that were
tested by both ranking algorithms 1 and 2, we have repeated measurements that are dependent.
Note that while r is not a random variable, rˆ12 is not determined at a given r and is a function of ran-
dom variables, so it is also a random variable. rˆ12 is an unbiased estimator of r12 = P (S1 > t1,S2 > t2).
For the set of n (r − rˆ12) =∑ni=1 I {S1i > tˆ1,S2i ≤ tˆ2} compounds tested by ranking algorithm 1 but
not ranking algorithm 2 and the n (r − rˆ12) =∑ni=1 I {S1i ≤ tˆ1,S2i > tˆ2} compounds tested by ranking
algorithm 2 but not ranking algorithm 1, the measurements are on different compounds and inde-
pendent by assumption. The activity distributions for the compounds with repeated measurements
and the compounds with independent measurements are shown in Table 2 and Table 3, respectively.
The covariance only needs to be estimated for the n rˆ12 compounds tested by both ranking al-
gorithms. Then C o v (Q1,Q2) = V a r (Q12). By assumption, Q12 ∼ B i n (n r12, p r e c12), where p r e c12 =
P (+|S1 > t1,S2 > t2). This implies that:
C o vB (×p r e c 1,×p r e c 2) = (n r )−2V a r (Q12) = r12n r 2 (p r e c12)(1−p r e c12). (20)
Table 2 Frequency distribution of activity for paired com-
pounds tested by both ranking algorithms 1 and 2.
Algorithm 1 Tested
Algorithm 2 tested Active Inactive Row total
Active Q12 0 Q12
Inactive 0 n rˆ12−Q12 n rˆ12−Q12
Column total Q12 n rˆ12−Q12 n rˆ12
Now we can estimate V a rB (×p r e c 1−×p r e c 2). A consistent estimator of p r e c12 is Úp r e c12 = Q12n rˆ12 .
As in the case of r e c a l l , we could use the the pooled estimator of p r e ci , ×p r e c = 12 (×p r e c 1+×p r e c 2):
×V a rB (Ùp r e c1−Ùp r e c2) = 2(n r )−1(×p r e c )(1−×p r e c )−2 rˆ12n r 2 (Úp r e c12)(1−Úp r e c12), (21)
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Table 3 Frequency distribution of activity for unpaired compounds tested by
either ranking algorithms 1 or 2 but not both.
Active
Yes No Row total
Algorithm 1 tested Q1−Q12 n (r − rˆ12)− (Q1−Q12) n (r − rˆ12)
Algorithm 2 tested Q2−Q12 n (r − rˆ12)− (Q2−Q12) n (r − rˆ12)
or we could use an unpooled estimator:
×V a rB (×p r e c 1−×p r e c 2) = (n r )−1(Ùp r e c1)(1−Ùp r e c1)
+ (n r )−1(Ùp r e c2)(1−Ùp r e c2)
−2 rˆ12
n r 2
(Úp r e c12)(1−Úp r e c12). (22)
3.3.3 z-test with JZ asymptotic variance, without independence assumption
Proposition 1: Given that Conditions 1 and 2 are satisified for both θ1 and θ2, the asymptotic
variance expression V a rAH (θˆ1− θˆ2) is V a rJ Z (θˆ1) +V a rJ Z (θˆ2)−2C o vAH (bθ1, bθ2), where:
C o vAH (×p r e c 1,×p r e c 2)
= C o vB (×p r e c 1,×p r e c 2)n1+ (p r e c12−Λ1)(p r e c12−Λ2)(r12− r 2))r12p r e c12(1−p r e c12) o (23)
C o vAH (Ûr e c a l l 1, Ûr e c a l l 2)
= C o vB (Ûr e c a l l 1, Ûr e c a l l 2)n(1−Λ1−Λ2) + (r12− r 2)Λ1Λ2pi+(r e c a l l12− r e c a l l1r e c a l l2)o. (24)
Also, as n→∞,pn
n
(bθ1− bθ2)− (θ1−θ2)o d−→N (0,τ2θ1,θ2 ).
We have modified the functional delta method employed by Jiang & Zhao5 to derive these results.
Details are in the Supplementary. As was the case for the z-test with binomial variances, either a
pooled or unpooled estimator of the variance could be used.
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3.3.4 McNemar’s test for difference in r e c a l l
We compared the above tests to more standard methods used to test H0 : θ1 = θ2 if θ1 and θ2 are
binomial proportions with overlapping samples. We wanted to ascertain that the performance of
the best method we proposed was at least comparable to these in terms of power and type I error
rate. The standard methods we considered were McNemar’s test for r e c a l l and Stouffer’s test for
p r e c .
When estimating r e c a l l = P (S > t |+), the active compounds are the trials for both ranking
algorithms, so all observations are paired. The standard test used in this case is McNemar’s test.28,29
Table 1 shows how the number of actives tested by either ranking algorithm can be written as a 2×2
contingency table. r e c a l l1 and r e c a l l2 are the marginal probabilities of succesfully testing an
active for each ranking algorithm. The null hypothesis for McNemar’s procedure is H0 : r e c a l l1 =
r e c a l l2. The test statistic is:
χ2 =
((Q1−Q12)− (Q2−Q12))2
(Q1−Q12) + (Q2−Q12) (25)
=
(Q1−Q2)2
Q1 +Q2−2Q12 (26)
which is approximately chi-squared distributed with 1 degree of freedom under the null. This also
called the “asymptotic” McNemar test because it requires that (Q2−Q12) and (Q1−Q12) be large in
order for the test statistic to have a chi-square distribution. The McNemar test accounts for the
dependency in the data introduced by repeated measures. In a recent simulation study comparing
the McNemar test to a number of other tests for paired nominal data, the McNemar test was found
to be the most powerful across simulation scenarios, though slightly liberal in terms of type I error.29
3.3.5 Stouffer’s test for difference in p r e c
Table 2 and Table 3 show the distribution of activity for the n rˆ12 paired and n (r − rˆ12) unpaired
measurements when estimating p r e c1−p r e c2. Derrick et al.30 recently provided a clear framework
for testing for a difference in binomial proportions with partially overlapping observations. The
authors reviewed various hypothesis test methods appropriate for this scenario. One of these
methods is Stouffer’s weighted z-score test,31 which performs a weighted combination of a z-statistic
based on the independent data and a z-statistic based on the dependent data with the corresponding
data fractions as weights. For the n (r − rˆ12) unpaired measurements (Table 3), the z-statistic from a
z-test for the difference in independent proportions is used
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z1 =
Ùp r e c1−Ùp r e c2r
2 ·×p r e c (1−×p r e c )n (r−rˆ12)
(27)
where ×p r e c = 12 (×p r e c 1 +×p r e c 2), and r2 ·×p r e c (1−×p r e c )n (r−rˆ12) is the pooled SE of Ùp r e c1−Ùp r e c2. For the
n rˆ12 paired measurements (Table 2), the z2 statistic is the square root of the McNemar test statistic.
Since the off-diagonal elements of Table 2 are 0, the McNemar test statistic is technically undefined.
However, the McNemar exact conditional p-value29 is 1 in this setting. The chi-square test statistic
that corresponds to this p-value is 0, so we define z2 = 0.
Since the test statistics are computed on independent data, the statistics can be easily combined.
The combined statistic is:
z3 =
w z1 + (1−w )z2p
w 2 + (1−w )2 (28)
where w = n (r−rˆ12)n r . z3 has a standard normal distribution asymptotically. Setting z2 = 0 still results in
desirable behavior for the test statistic. As the number of paired observations increases, w decreases.
This shrinks z3 to 0 and results in a lower probability of rejecting the null.
Stouffer’s method is often recommended over other commonly used approaches (e.g. Tippett’s
test and Fisher’s omnibus test) for combining information across multiple tests with the same null
hypothesis because it has been shown in multiple simulation studies to have better power and type
I error properties32,31,30 used a simulation study to compare hypothesis test methods for differences
in binomial proportions with partially overlapping samples. They found that Stouffer’s method
was type I error robust with power that was near the best performing methods across simulation
scenarios. A limitation of this hypothesis test is that its rejection region can not be easily inverted to
form CIs for the difference in proportions.
3.4 Confidence intervals for differences in performance curves
With any of the three estimators we have proposed for V a r (bθ1− bθ2), we could form an asymptotically
valid (1−α)100% Wald CI for θ1−θ2: bθ1− bθ2±S E (bθ1− bθ2). However, these CIs will require a plus 4
correction to have coverage probabilities at or above the nominal level at small r . When performing
the plus 4 correction, we need to decide whether the two S u c c e s s e s added to Ùp r e c1 and Ùp r e c2
were the same or different compounds. Treating the S u c c e s s e s as the same compounds would
increase the covariance estimate and decrease the estimate of V a r (bθ1− bθ2) by result. Since our goal
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is to increase the variance to improve coverage probabilities, we treat these as different compounds.
3.5 Confidence band estimation method for performance curves
The pointwise CI estimation method we have proposed in Section 3.2 will not have coverage
probabilities near the nominal value when simultaneous CIs (i.e., a confidence band) are de-
sired for θ at multiple fractions. Let θˆ ± zα/2S E J Z (θˆ ) be the pointwise JZ CI estimator for θ at
a particular r . Then, asymptotically, P (θ ∈ θˆ ± zα/2S E J Z (θˆ )) § 1−α. However, if θ = (θ1,θ2, ...,θk )
are the p r e c or r e c a l l at fractions, r = (r1, r2, ..., rk ), where r1 < r2 < r3 ..., it is unlikely that
P (∩ki=1θi ∈ θˆi±zα/2S E J Z (θˆi ))§ 1−α. The simplest method to derive a confidence band forθ would be
to use a Bonferroni correction on the confidence level for pointwise intervals. Let θˆ ± zα/(2k )S E J Z (θˆ )
be the Bonferroni corrected JZ CI estimator for θ . Then, P (∩ki=1θi ∈ θˆi ± zα/(2k )S E J Z (θˆi )) § 1−α.
Though the Bonferroni confidence band will likely have coverage probability above the nominal
level, the correction is known to be conservative and the intervals can be too large.
In their technical report, Jiang & Zhao25 suggested an alternate confidence band estimation
procedure, and gave brief comments on simulation results, but some details were omitted. Note
that asymptotically, θˆ −θ is approximately distributed as N (0, V), where V is a k × k matrix, and
Vi j = C o v (θˆi , θˆ j ).
Proposition 2: The asymptotic covariance, C o vAH (θˆi , θˆ j ), where ri < r j is:
C o vAH (Øp r e ci ,Ùp r e c j )
= (n r j )
−1(p r e ci )(1−p r e ci )
n
1+
(p r e ci −Λi )(p r e ci −Λ j )(ri − ri r j )
ri p r e ci (i −p r e ci )
o
(29)
C o vAH (Ûr e c a l li , Ûr e c a l l j )
= (npi+)
−1(r e c a l li − r e c a l li r e c a l l j )
n
(1−Λi −Λ j ) + (ri − ri r j )ΛiΛ jpi+(r e c a l li − r e c a l li r e c a l l j )
o
(30)
See the Supplementary for the derivations, which use a similar reasoning to the Proof of Propo-
sition 1. Let bV be a consistent estimator of the covariance matrix V, formed by replacing the pop-
ulation parameters with consistent estimators as has been discussed previously. By accounting
for the covariance structure of θˆ , we can develop a confidence band estimation procedure that
will likely result in tighter confidence bands with coverage probabilities near the nominal level.
Let T = (T1, T2, ..., Tk ), where T∼N (0, V). Noting that V−1/2T∼N (0, I), let ma x |V −1/2i i Ti | denote the
largest value in V−1/2T. Let qα be the quantile such that P (ma x |V −1/2i i Ti | ≤ qα) = 1−α. We estimate
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this quantile by Monte Carlo simulation. Let bT(l ) be a draw from N (0,bV), l = 1, ..., m , where bV is a
consistent estimator of the covariance matrix of θˆ . We estimate qˆα as the 1−α empirical quantile of
ma x |ÒV −1/2i i ÒT (l )i | over the Monte Carlo replicates.
Then P
∩ki=1θi ∈ θˆi ±qαÓS E J Z (θˆi ) = Pma x  θˆi−θiÓS E J Z (θˆi )
≤ qα. Since θˆi−θiÓS E J Z (θˆi ) d−→ V −1/2i i Ti as n →
∞. We have, asymptotically, P

ma x
 θˆi−θiÓS E J Z (θˆi )
≤ qα→ Pma x V −1/2i i Ti ≤ qα= 1−α. Therefore,
a (1−α)100% confidence band for θ is:

θ
 θˆi ±qαS E J Z (θˆi ) ∀ i ∈ {1, ..., k}. (31)
This procedure is used generally in non-parametric regression and density estimation, see Sun
& Loader33 and Chapter 5.7 of Wasserman.34 We will refer to confidence bands estimated by this
method sup-t bands as in Montiel Olea & PlagborgMøller.35
We based another confidence band estimation method on a (1−α)100% Wald confidence ellipse
for θ :

θ
 (θ − bθ )T bV−1(θ − bθ )≤χ2k ,1−α (32)
where χ2k ,1−α is the 1−α percentile of the Chi-squared distribution with k degrees of freedom. We
defined the (1−α)100% confidence band for θ as the smallest possible rectangle that contains the
Wald (1−α)100% confidence ellipse:
θ
 θˆi ±Çχ2k ,1−αS E J Z (θˆi ) ∀ i ∈ {1, ..., k}. (33)
We will refer to these as θ -projection confidence bands as in Montiel Olea & PlagborgMøller.35
4 Results
4.1 Simulation of benchmarking data sets
Geppert et al.3 and Xia et al.36 have recently reviewed the standard data sets used to benchmark
virtual screening tools. The goal in designing a benchmark data set is to mimic real world chemical
collections – this means that the score and activity distributions of the compounds in the benchmark
should resemble these populations. However there are frequently biases in benchmark data sets.
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One type of bias is analogue bias.37 Data sets with known activities toward a target often have very
limited chemical scaffolds (or chemotypes) because they were assembled by medicinal chemists for
structure-activity relationship (SAR) studies. In an actual prospective virtual screen the chemotypes
are more diverse. Another type of bias is artificial enrichment.38 This occurs when the inactives do
not resemble the actives in terms of low dimensional physicochemical properties. This results in an
over simplified classification problem that does not reflect the true complexity of the SARs present
in a prospective virtual screen. The third type of bias is false negative bias.39 Molecules included
in the benchmarking data sets as negatives (also known as decoys) are often chemically similar to
the ligands and have not been tested experimentally. In the past, this was necessary because it was
uncommon for a large data set of inactives to be available in the commonly used chemical databases
like ChEMBL.40 It is certainly the case that at least some of the decoys are actually active.41 Figure 3
in Geppert et al.3 illustrates each type of bias and the random sample that is actually desired.
Prospective virtual screens are typically conducted on large databases such as ZINC.42 These
databases can be considered random samples from “drug like” chemical space. The performance
curves estimated by retrospective virtual screens will likely misestimate performance in a prospective
virtual screen if the benchmark data set is not also a random sample. To this date, directory of useful
decoys (DUD) is the most widely used collection of benchmarking data sets used in the evaluation
of retrospective virtual screens, however each of the biases mentioned have been observed in these
data sets.43,37,36 The directory of useful decoys, enhanced (DUD-E) data sets44 were developed to
address some of these biases, though the data sets still lack the experimental testing of decoys (i.e.,
there is still false negative bias) and there is an unrealistic frequency of actives included in each
of the data sets. The MUV benchmarking data sets45 have also been developed with the intention
of minimizing these biases. A clear advantage over DUD-E is that the decoys in MUV have been
tested experimentally. The authors of MUV collected 18 primary high-throughput screen assays
from PCBioAssay.46 Actives were further confirmed with low throughput assays to minimize the
number of false positives, and additional checks for false negatives were performed. We modeled
our simulations on the MUV benchmarking data sets, because we believe these data sets to be the
most representative of the population of drug candidates.
The MUV authors aimed to control for the variation of performance measures across data sets
due to the different amounts of dispersion in simple molecular property space. The goal was to
remove this source of variation when performance measures were pooled across data sets to make
general conclusions about the relative performance of ranking algorithms. They filtered the data
sets so that they all had a common number of actives (30) and inactives (15,000). However, most
data sets had much larger sample sizes initially. Our current study only uses individual data sets to
perform inference on population performance curves, so we have chosen to base our simulations
19
on the data sets prior to filtering. Using the entire sample to estimate individual performance curves
will reduce the variance and improve the accuracy of the estimators.
Importantly, the average pˆi+ in these 18 data sets was .002. In a recent review by Xia et al.,
36 their
Table 1 shows an overview of popular benchmarking data sets. All of the data sets other than MUV
have not tested decoys experimentally, and have assumed a pi+ that is over ten times larger than
the average pˆi+ in MUV. If the estimate of pi+ according to the MUV benchmarks is accurate for the
protein targets in these benchmarks, the ×p r e c and Ûr e c a l l estimators from non-MUV datasets will
be biased downwards and overly pessimistic. The variance estimates will also be inaccurate.
Basing our simulations on MUV, we simulated data sets with n = 150,000, pi+ = .002, and
s k e w = 499 (where s k e w is ratio of inactives to actives, 1−pi+pi+ ). In general, this is representative of a
typical virtual screening data set with large sample sizes and extreme class imbalance.
4.2 p r e c and r e c a l l pointwise confidence intervals
4.2.1 Score distribution scenarios
Unlike previous studies,13,5 we defined our simulated cases by modeling the score distributions,
F+(s ) and F−(s ), directly. We believe that this will allow researchers to more easily plot their empirical
score distributions and relate our simulation results to their data.
Five score distribution scenarios were considered in the simulations (Figure 1). In Case 1, the
conditional distributions of S |+ and S |− follow a binormal model: S |+ ∼ N (µ+,σ2+) and S |− ∼
N (µ−,σ2−), where N (µ,σ2) is the Normal distribution with mean µ and variance σ2. We assume
µ+ = 1.4,σ2+ = 1, µ− = 0 andσ2− = 1. Since µ+ >µ−, the ranking algorithm has generated scores such
that large scores are indicative of the + class and small scores are indicative of the − class. Since
empirical scoring functions used in molecular docking methods often involve the sum of many
protein-ligand interaction energies, the central limit theorem implies that scoring functions are
approximately normal. Numerous virtual screening studies have observed this, such as Seifert47 who
proposed an ANOVA based performance metric in virtual screening. Other noteworthy examples
are: Klon et al.,48 who observed approximate normality for over 100,000 compounds scored by
Flex49 and Glide;27 and Krumrine et al.,50 who observed approximate normality for over one million
compounds scored by Glide.
In Case 2, the score distributions follow a binormal model where µ+ = .5, σ2+ = 1, µ− = 0 and
σ2− = 1. Compared to Case 1, there is less separation in the score distributions, resulting in a ranking
algorithm that is less capable of prioritizing actives for testing.
In Case 3, the score distributions follow a bibeta model: S |+∼ B e t a (α+,β+)and S |− ∼ B e t a (α−,β−),
where B e t a (α,β ) is the Beta distribution with shape parameters α and β . We assume α+ = 5, β+ = 2,
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α− = 2 and β− = 5. Figure 1 shows that this results in good separation between the + and − score
distributions. These score distributions were motivated by the fact that QSAR models are often
classification models in virtual screening, and compounds are ranked by the predicted probability
of activity, which is constrained to be between 0 and 1.
In Case 4, the score distributions follow a bibeta model whereα+ = 20,β+ = 1,α− = 1 andβ− = 20.
This is a case where there is extreme separation in the score distributions. While the support of
the distributions of S |+ and S |− is still the interval [0,1], Figure 1 shows the supports are nearly
non-overlapping.
In Case 5, the score distributions follow a biuniform model: S |+∼U ni f (θ 1+,θ 2+), S |− ∼U ni f (θ 1−,θ 2−),
where U ni f (θ 1,θ 2) is the Uniform distribution on the interval [θ 1,θ 2]. We assume θ 1+ = .25, θ
2
+ = 1,
θ 1− = 0 and θ 2− = .75. Figure 1 shows that the score distributions overlap for one portion of their
support, but are non-overlapping for other portions. Condition 2 is heavily used throughout to
obtain our asymptotic variances. In this case, Condition 2 only holds for t ∈ ( 14 , 34 ).
4.2.2 Calculating p r e c and r e c a l l at extremely small fractions
In order to determine the population p r e c and r e c a l l at a given value r , we need to identify the
threshold, t , that maps to r . This is equivalent to calculating a quantile for the mixture distribution,
FS (s ). Since we are interested in extremely small values of r , we often need to calculate extreme
quantiles. In this scenario, it is not feasible to draw a large number of samples from FS (s ) and
compute the empirical quantile. To accurately identify the quantile would require a computationally
intractable number of samples. Even slight errors in identifying t can result in considerable error in
the associated population p r e c and r e c a l l at extreme r , which will result in inaccurate coverage
probability estimates. We used cubic spline interpolation to improve the accuracy of determining t .
Details are in the Supplementary.
4.2.3 Population p r e c , r e c a l l , and E F curves and pointwise confidence intervals
Figure 2 shows the population p r e c , r e c a l l , and E F curves under the five score distribution
scenarios. Case 4 has the best performance, Case 2 has the worst, and the curves cross for Cases 1, 3,
and 5. Supplementary Figures 1-5 show additional information about the performance curves and
their variance estimators for each case. Supplementary Figures 1A-5A compare the pdfs of S |+ and
S |− to the marginal pdf of S when pi+ = .002. Supplementary Figures 1B-5B show the population
level Λ = P (+|S = t ), p r e c = P (+|S > t ) and r = P (S > t ) for a range of small fractions tested
(1/150, 000 to 15, 000/150, 000). The population parameters play important roles in the variance of
the ×p r e c and Ûr e c a l l .
21
Let C VJ Z (θˆ ) =
q
V a rJ Z (θˆ )
θ be the JZ population coefficient of variation (CV) of θ , where θ is
either p r e c or r e c a l l . The population CV plots (Supplementary Figures 1C-5C) show a mea-
sure of dispersion for the ×p r e c and Ûr e c a l l estimators. CV was used so that the uncertainty in×p r e c and Ûr e c a l l could be compared, despite their often drastic differences in means. Note that
C VJ Z (dE F ) = C VJ Z (Ûr e c a l l ). CV was computed using the expression for V a rJ Z (θˆ ) with and without
plus 4 correction to demonstrate the effect the correction has on dispersion.
Supplementary Figures 1-5 also show the population level r e c a l l , p r e c , and E F curves. The
95% “CIs” based on the population asymptotic binomial and JZ variances are shown, θ ±zα/2V a r (θ ).
To determine the conditions when the assumptions of the binomial and JZ variance estimators was
reasonable, Monte Carlo simulation (1,000 replicates) was used to estimate the mean, 2.5t h and
97.5t h percentile of the empirical performance curves. If the assumptions of the binomial or JZ
variance estimators are reasonable, the binomial or JZ CI estimates should closely match the Monte
Carlo percentile estimates.
4.2.4 Coverage probabilities and expected widths of p r e c and r e c a l l pointwise confidence
intervals
Figures 3-4 show the coverage probabilities and expected widths for all p r e c and r e c a l l pointwise
CI methods for the five simulation cases, estimated using 10,000 Monte Carlo samples. A log base
2 scale was used for all plots containing r , so that a range of fractions typically tested in practice
could be displayed. The x-axis of these plots was multiplied by n so that the expected number of
compounds tested (n r ) is shown. The grid of n r (or number of compounds tested) that was assessed
was: 2 raised to the powers of 1 through 13, 3 raised to the powers of 1 through 8, 105, 300, 1500, and
15000.
All CI methods without plus 4 correction cannot maintain coverage probabilities at or above
the nominal level at small testing fractions. The binomial and JZ plus 4 methods have coverage
probabilities near the nominal level for the entire performance curves under “typical” score distri-
bution scenarios (Case 1-3). The only case where coverage probabilities were poor for the JZ plus
four method was late in the r e c a l l curve in Case 4. However, this is a pathological case, contrived
to illustrate a challenge for these methods. There is much more separation in the score distributions
than is typical in virtual screening. For Cases 3-5 where p r e c is close to one at small n r (the ex-
pected number of compounds tested), the JZ plus 4 r e c a l l intervals are substantially tighter than
the binomial plus 4 intervals. The JZ plus 4 method can be generally recommended as a pointwise
CI estimation method.
The uncorrected boostrap percentile intervals have similar coverage probabilities to the uncor-
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rected JZ and binomial CIs, though at times the coverage probabilities are slightly improved. For all
score distributions at the smallest numbers of compounds tested (n r < 10) the bootstrap plus 4
CIs for r e c a l l have expected widths that are considerably tighter than the JZ and binomial plus
4 methods. However, this method suffers poor coverage probabilities early in the curve for all but
Case 1. If the issues with the coverage probabilities could be corrected, a bootstrap method may be
preferable when n r < 10. The plus four corrected JZ and binomial methods imply that the ×p r e c andÛr e c a l l curves are less informative than they actually are at these fractions. Further investigations
need to be performed to determine a suitable bootstrap method (see Section 4.2.6).
A clear advantage of the binomial and JZ CIs over the bootstrap is that they are accompanied by
an analytical expression for the empirical curve variance. The analytical expression can be used
to determine how the variance changes in response to parameters such as n , r and pi+. At larger
r in which the coverage probabilites and expected widths are comparable between the bootstrap,
binomial and JZ CI methods, the binomial and JZ methods would be preferred. When the coverage
probabilities and expected widths are comparable between the JZ and binomial methods, the
binomial method would be preferred as it has a simpler variance expression.
4.2.5 Sources of poor coverage probabilities and large expected widths
We discuss briefly the circumstances in which the CI estimation methods may have coverage proba-
bilities below the nominal level or expected widths that are too large. We provide additional details
and discussion of these circumstances in Section 1.2 in the Supplementary.
The JZ CIs rely on the asymptotic normality of ×p r e c and Ûr e c a l l estimators. This assumption is
not valid when the sample sizes are small or when ×p r e c and Ûr e c a l l are extreme. The variances ofÛr e c a l l and ×p r e c are often underestimated by the uncorrected binomial and JZ methods at small
fractions due to a poor normal approximation. The plus four correction corrects the underestimation,
but this often results in overestimated variance at early fractions.
The binomial plus four CI method has comparable coverage probabilities and expected widths
to JZ plus four CIs when the separation in the score distributions between classes is not too large.
When there is large separation, the binomial plus four CIs for r e c a l l are too wide at early fractions.
In these scenarios the scores carry additional information about the activity of the compounds:
compounds with a large score have a high probability of being active.
Also, when there is large separation between score distributions, binomial CIs will be too tight
where r e c a l l and p r e c have a steep change in slope. If this steep change in slope occurs when
p r e c or r e c a l l are close to 0 or 1, the binomial CIs may have poor coverage. This results in a poor
coverage at a fraction that is frequently of interest in virtual screening: the fraction at which all of the
actives have been identified in the r e c a l l curve. Ranking algorithms with good performance will
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have a Ûr e c a l l that is steeply increasing until all the actives have been identified, and the binomial
CIs may have poor coverage in this region. With the data set characteristics considered in this
study, a ranking algorithm needed to have an extremely large separation in score distributions for
this to be an issue (Case 4). We have included this case to illustrate a general problem with the
binomial CIs. This may be a problem for more typical score distributions with data sets with different
characteristics, such as those with few actives.
When the score distributions were binormal, an extreme separation was necessary to see a
considerable difference between the JZ and binomial CIs in our simulations. However, when the
scores were bibeta, the score distributions could be heavily skewed, so there can be large separation
in more commonly occuring score distribution scenarios. In this setting (Case 3), JZ CIs showed a
substantial improvement over the binomial CIs.
The plus four correction to the JZ asymptotic variances was intended to increase the size of
the JZ CIs so that they had improved coverage probabilities. However, correcting ×p r e c and then
transforming to Ûr e c a l l c in equation (15) can result in zero length r e c a l l CIs when all actives have
been identified in the Ûr e c a l l curve. See Section 1.2 for more details.
4.2.6 Problems with the percentile bootstrap
The bootstrap CIs for p r e c had poor coverage at early fractions when p r e c was close to 0 or 1
(Figure 3, Cases 2-4). In these scenarios, there is high probability that all the compounds in small
testing fractions are either inactive or active in each bootstrap replicate. This means there will be no
variation in ×p r e c at small r , and the CIs will have zero length. When p r e c is near 0, r e c a l l will
also be near 0, and CIs for both will have poor coverage (Figure 3-4, Case 2).
A plus 4 correction was used for the percentile bootstrap interval. Unfortunately, the plus 4
correction produced large bias in the bootstrap distributions, particularly at small fractions. Since
the plus 4 corrected bootstrap intervals were not recentered on the observed ×p r e c and Ûr e c a l l as
the binomial and JZ intervals were, the correction caused large shifts in the bootstrap intervals and
poor coverage probabilities at small r (Figure 3, Cases 2; Figure 4, Cases 2-5). The Jiang & Zhao5
method of correcting ×p r e c and then transforming to Ûr e c a l l c (equation (15)) results in particularly
large shifts in the r e c a l l intervals because the correction implies a large number of F a i l u r e s and
a small number of S u c c e s s e s at small r . See the plus four correction discussion in Section 1.2.
A simple fix for the shift would be to use the empirical bootstrap interval estimator.51 A number
of other bootstrap interval estimators have been proposed for binomial proportions that show
coverage probability improvements over the percentile bootstrap.52 However, the extreme p r e c
and r e c a l l and small r that frequently occur in virtual screening makes interval estimation a
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challenging problem for any of these methods. A plus 4 correction to the studentized bootstrap
interval has recently been proposed, which could result in improved coverage probabilities in these
scenarios.53,54
Clémençon & Vayatis55 foresaw difficulties with the percentile boostrap when they developed
a bootstrap confidence band estimation method for precision-recall curves. Resampling from an
empiricial distribution (the so called “naive bootstrap”) has been shown to result in poor appromix-
ation of the sampling distribution of an empirical quantile, with a convergence rate of precise order
n−1/4.56 The gaussian approximation, by comparison, has a convergence rate of n−1/2.55 Clémençon
& Vayatis55 suggested a smoothed and studentized bootstrap method which has a convergence
rate of n−2/3. Intervals estimated with this procedure may show improved converage probabilities
for p r e c and r e c a l l at early fractions without the need for a plus 4 correction, which can make
intervals excessively large.
Because the JZ asymptotic normal distributions for ×p r e c and Ûr e c a l l provide a good approxi-
mation to their sampling distributions for typical scenarios encountered in virtual screening, we
chose to use the normal distribution approximation, and not the bootstrap, to form hypothesis tests
and confidence bands.
4.3 Hypothesis tests to compare performance curves for competing algorithms
In Figure 5, we show a comparison of the population p r e c , r e c a l l , and E F curves for two com-
peting algorithms. Both algorithms have the same score distributions for the − class: S |− ∼N (0, 1).
For Algorithm 1: S |+∼N (.8p2, 1). This is a typical score distribution scenario where there is a large
separation (Cohen’s D = .8) between the score distributions of the + and − classes. Algorithm 2 has
a slightly diminished performance: S |+∼N (.6p2, 1) (Cohen’s D = .6). For all n r shown, it appears
that the “CIs” based on the population asymptotic variances, θ ± zα/2V a rJ Z (θ ), are overlapping.
This suggests that the CIs associated with the empirical curves will overlap across the range of n r
shown. Regions of the curve where there is non-overlap can be used to perform a “quick and dirty”
hypothesis test to identify fractions where there are significant differences between algorithms.
However, significant differences can still occur at regions of overlap. To account for this, we have
considered a number of hypothesis tests (see Section 3.3) and performed a simulation study to
determine their power to detect significant differences.
Because both algorithms are scoring the same compounds, we expect the scores to be correlated.
To account for this, we simulated the S |+ scores from a bivariate normal where the marginals for
Algorithm 1 and Algorithm 2 are as specified, and the correlation parameter, ρ, is greater than 0.
We simulated the S |− for both algorithms from a bivariate normal with marginals as specified and
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the same ρ. We estimated the type I error rate for the hypothesis test methods assuming that both
ranking algorithms had either the score distributions of Algorithm 1 or Algorithm 2. In the Section
3.3 we described a pooled and unpooled estimator for V a rB (θˆ1− θˆ2) and V a rJ Z (θˆ1− θˆ2). We found
that for the binomial z-test, the pooled estimator had higher power and better control of the type I
error rate than the unpooled estimator (Supplementary Figure 7). We used the pooled estimator for
all binomial z-tests. We found no difference in the power or type I error rate when using the pooled or
unpooled estimators in the AH z-tests, so we used the unpooled estimator. Supplementary Figure 8
shows the type I error rate for all simulation scenarios. All methods control the type I error rate below
the nominal level of 0.05 for all r . The hypothesis test methods did not require a plus 4 correction
to control the type I error rate. A plus 4 correction was necessary to avoid under-estimating the
variance of a performance curve when r was small and p r e c or r e c a l l was extreme. Under these
conditions in our simulations, when two ranking algorithms have the same score distribution, the
difference in the empirical performance curves will be small and the probability of rejecting H0 low.
Since the plus 4 correction reduced the power to detect differences between algorithms, we did not
use it in our hypothesis tests.
Figure 5E shows the power curves for each method where there is very little correlation between
the competing algorithim scores (ρ = .1). We find that there are essentially no differences in the
power of the hypothesis test methods across fractions considered. The only exception was the test
for difference in p r e c using the JZ asymptotic variance with independence assumption. Since ρ
is close to 0, we expect the assumption of independence of estimated performance curves to be
reasonable, and so the JZ z-tests tests that assume independence should have comparable power to
the tests that account for dependence. This was observed for r e c a l l , but for p r e c the JZ z-test
with independence had lower power than all other methods at large fractions.
When there is high correlation between scores (ρ = .9, Figure 5F), the JZ z-tests with inde-
pendence assumption and Stouffer’s test have dramatically lower power than the other methods.
The remaining methods were all plausibly equivalent in terms of power and type I error rate. The
AH z-test for r e c a l l and AH z-test for p r e c have the same power over all r and ρ considered.
Supplementary Figure 13 shows the difference in the population curves, along with the 95% CIs
based on the population asymptotic variance,
 
θ1−θ2± zα/2V a rAH  θ1−θ2.
V a rB (r e c a l l ) is much larger than V a rJ Z (r e c a l l ) at small r when the score distributions
have large separation between classes. This suggested that if competing algorithms had score
distributions similar to Case 3, V a rB (Ûr e c a l l 1−Ûr e c a l l 2) would be over-estimated and tests based
on the binomial model would be underpowered. We thus considered the power of our hypothesis
test methods when both algorithms had S |− ∼ B e t a (2,5), Algorithm 1 had S |+∼ B e t a (5,2), and
Algorithm 2 had S |+∼ B e t a (4, 2). In this score distribution scenario, the AH z-test for r e c a l l is the
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only method among the most powerful methods for all testing fractions (r ) and score correlations (ρ)
considered (Figure 6). The binomial z-test for r e c a l l was equivalent in power to the McNemar test
for all r andρ – both had substantially lower power than the AH z-tests at early fractions as expected.
The binomial z-test for p r e c had near the power of the AH z-tests when the scores are correlated,
but the test has poor power at large fractions when the scores are uncorrelated. Stouffer’s test for
p r e c appears to slightly outperform the AH z-test for r e c a l l when the scores are uncorrelated,
but has poor power when the scores are correlated.
Interestingly, the AH z-test for p r e c has considerably lower power than the AH z-test for r e c a l l
at large fractions when the scores are uncorrelated. Supplementary Figure 3C demonstrates why
this is. At large fractions, C VJ Z (×p r e c ) is larger than C VJ Z (Ûr e c a l l ). It can be shown that possible
values of r e c a l l for a ranking algorithm are only constrained within the interval [0, 1] when n r >
npi+ and n (1 − r ) > npi+. However, under these conditions, values of p r e c are constrained to
be in the interval [0, pi+r ] (to see this note that p r e c =
pi+
r r e c a l l , equation (5)). When r is large,
p r e c approaches 0 and r e c a l l approaches 1 as r increases. While the variances for both ×p r e c
and Ûr e c a l l decrease, the effect sizes are constrained to be smaller for p r e c than for r e c a l l ,
so tests that are based on r e c a l l will have higher power. At small fractions, the opposite is true.
Supplementary Figure 3C shows that C VJ Z (Ûr e c a l l ) is larger than C VJ Z (×p r e c ) at these fractions.
However this is when the number of compounds tested are small and tests will often not have
power to detect significant differences. We have seen in our simulations that changing pi+ shifts the
point of intersection in Supplementary Figure 3C. This changes the ranges of r where differences
in power for tests based on p r e c or r e c a l l will be observed. For example, decreasing pi+ results
in a higher power for the JZ r e c a l l z-tests that begins at a smaller r . We only observed these
differences in C VJ Z (p r e c ) and C VJ Z (r e c a l l ) when there was a large separation between score
distributions, in the binormal scenarios when there was less separation in score distributions
C VJ Z (p r e c )≈C VJ Z (r e c a l l ) for all r considered. However, Supplementary Figure 1C suggests a
divergence at larger fractions than those considered in this study. According to equation (9), when a
significant difference between competing algorithms is found with a test based on either p r e c or
r e c a l l , one can conclude a significant difference in both. Since there can be differences in power
for these tests, it is generally advisable to perform tests for both measures.
4.4 Confidence band estimation
Nicholls15 provides a discussion on how researchers are often interested in a range of testing fractions
in virtual screening evaluations. Jain & Nicholls14 recommend reporting E F for a grid of fractions:
(.005, .01, .02, .05). Zhu et al.22 have demonstrated that testing fractions in modern prospective
27
virtual screens are much smaller and vary by orders of magnitude. Best practice would be to report a
performance curve over a large range of fractions. The ideal way to report the associated uncertainty
would to be to report a confidence region that has simultaneous 100(1−α)% coverage for a range
of fractions. A confidence band is a set confidence intervals at each fraction with simultaneous
100(1−α)% coverage.35 Let θ = (θ1,θ2, ...,θk ) be either p r e c or r e c a l l at fractions, r = (r1, r2, ..., rk ),
where r1 < r2 < r3 .... Our first coverage probability simulation used Case 1 as the score distribution
scenario. We computed confidence bands for θ for a grid of compounds tested between 1 and 1,000.
We included k = 10, 20, 50, 100, and 1000 equally spaced points in the grid.
Figure 7 shows the coverage probabilities and average expected widths for all confidence band
estimation methods for Case 1. Since n r = 1 is included in each grid, a plus four correction is
necessary for coverage probabilities to be near the nominal level. We measured the tightness of the
confidence bands by averaging the expected widths for intervals at all r on the grid. Supplemen-
tary Figure 11 shows the coverage probabilities and average expected widths for the confidence
band estimation methods when the score distributions and set of fractions from Figures 3-4 were
considered. Out of all of the confidence band estimation methods with coverage probabilities above
the nominal level, the plus four corrected sup-t confidence band obtains the tightest bands by a
large margin. As was the case for the pointwise confidence intervals, the only coverage probability
problem occured for r e c a l l in Case 4. Fractions late in the curve that caused difficulty for the
plus-four correction were included in the band. Supplementary Figure 12 compares the bands for
all plus four corrected methods when k = 100.
We recommend the plus four corrected sup-t as a general confidence band estimation method.
Supplementary Figure 13 shows the 95% plus four corrected sup-t confidence bands for r e c a l l ,
p r e c , and E F for all grid sizes. The confidence band with k = 1000 demonstrates a band com-
puted at all fractions. We will refer to this as the “complete” confidence band. There is substantial
curvature in the band at the earliest fractions (n r < 100). It requires a large number of grid points
to accurately capture this curvature. However, at later fractions there is little difference between
the bands. Even grids with few points approximate the curvature of the complete confidence band.
Increasing the number of grid points by orders of magnitude has almost no effect on the width of the
bands. This because points that are nearby in the curve are highly correlated and carry redundant
information. This result suggests that once enough points have been included in the grid to estimate
the general shape of the confidence band, the complete confidence band will be well approximated.
We demonstrate this in Supplementary Figure 12 by constructing a band with only 11 fractions,
just enough to approximate the shape of the band. The numbers of compounds tested in the grid
were: 1, 2 raised to the powers 1 through 9, and 1000. The confidence band well approximates the
complete confidence band. This suggests a computationally tractable procedure for reporting a
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confidence band for all fractions. By approximating the complete confidence band when reporting
performance in a benchmark, researchers are given a “license to fish”. Researchers can pick any
fraction of interest in the curve and the confidence band will have 95% coverage at this fraction.
This avoids the trouble of needing to accurately predict the entire grid of fractions that might be of
interest.
5 Discussion
The most popular performance curve used in the assessment of ranking algorithms in the machine
learning community is the receiver operating characteristic (ROC) curve.57 In cases of extreme class
imbalance, the precision-recall (PR) curve has been the preferred performance curve in recent
decades. The ROC curve is generally regarded as difficult to interpret and misleadingly optimistic
when classes are highly imbalanced.6,7
Despite there being a few proponents of the ROC curve in the evaluation of virtual screens,14,16
p r e c and r e c a l l curves are the industry standard, as these measures more directly quantify the
desired performance of ranking algorithms.20 In a virtual screen, the testing fraction is typically
determined in advance (see Stumpfe & Bajorath38). For example, when a virtual screen provides a
focused library for a high throughput screen, the testing fraction is often the capacity of the facility.
The goal is to find the ranking algorithm that has acceptable p r e c or r e c a l l in the testing fraction.
Whether p r e c or r e c a l l is more desirable depends on the application.
ROC curves plot r e c a l l as a function of false positive rate and PR curves plot p r e c as function
of r e c a l l . The estimation of p r e c and r e c a l l curves is more appropriate in virtual screening
because ROC and PR curves require estimation of a quantity on both the y- and x-axis, while only
the y-axis of these curves is of interest at a fixed fraction. Estimation of the x-axis introduces an
unnecessary source of uncertainty and further complicates interpretation.
In this study, we have shown for the first time that a pointwise CI estimation method can obtain
near nominal level coverage probabilities for p r e c and r e c a l l curves at common testing fractions
and score distribution scenarios in virtual screening. This means that when an advertised 95% CI
is obtained in a retrospective virtual screen, one can be 95% confident that the intervals contain
the expected performance at the same testing fraction in a prospective virtual screen (if the ligands
are sampled from the same population). Our general recommendation is to use the JZ plus four
corrected CI method. However, the considerably simpler variance expressions that accompany
the binomial CIs can still be used to gain intuition about situations in which the uncertainty in
performance estimates will be large.
Since researchers using the results from a retrospective virtual screen to plan prospective virtual
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screens may be interested in testing fractions that vary by several orders of magnitude, a performance
curve with a confidence band across a large range of testing fractions should be reported. We have
thus extended the JZ pointwise CI method to form a sup-t confidence band, which accounts for
the dependence between points along a curve. We recommend the sup-t confidence band method
as it has simultaneous coverage probabilities near the nominal level for the testing fractions and
score distributions considered in our simulations, and the bands are substantially tighter than other
conventional methods.
The asymptotic distribution of ×p r e c and Ûr e c a l l proposed by Jiang & Zhao5 can be used to form
a hypothesis test if the scores from competing algorithms are not correlated. However, the correlation
between scores is often large in virtual screening and these tests are underpowered in these settings.
We have thus derived functionally-based, asymptotic variance expressions for the difference in
empirical precision and recall curves, and used the resulting variances to form hypothesis tests.
These methods account for the dependence between competing curves. We recommend these
hypothesis test methods as they controlled type I error rate and were most powerful in all simulation
scenarios considered.
These hypothesis tests can also be performed for a range of testing fractions to determine the
improvement of a ranking algorithm over another. A correction for multiple testing will be necessary.
Control of the familywise error rate may be done by converting confidence bands. Control of the false
discovery rate may be handled by many well established procedures (e.g., Benjamini & Hochberg58)
that only require the adjustment of the p-values reported by the hypothesis test method we have
recommended. It is straightforward to perform such adjustments in software like R.
30
−6 −4 −2 0 2 4 6
0.
0
0.
1
0.
2
0.
3
0.
4
s
f(s
)
+ Class
− Class
Mixture
−6 −4 −2 0 2 4 6
0.
0
0.
1
0.
2
0.
3
0.
4
s
f(s
)
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
s
f(s
)
0.0 0.2 0.4 0.6 0.8 1.0
0
5
10
15
20
s
f(s
)
−0.5 0.0 0.5 1.0 1.5
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
1.
2
s
f(s
)
Figure 1 The probability density functions of S |+ (solid blue) and S |− (solid red) in each of the simulated
cases, and the marginal density function of S (dashed black) based on pi+ = 0.002. Case 1: N (1.4,1) and
N (0,1). Case 2: N (.5,1) and N (0,1). Case 3: B e t a (5,2) and B e t a (2,5). Case 4: B e t a (20,1) and B e t a (1,20).
Case 5: U ni f (0, .75) and U ni f (.25, 1).
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Figure 2 Population p r e c , r e c a l l , and E F curves under the five score distribution scenarios. The grey
curves are the population performance curves for a random ordering. The x-axis is shown as n r (not r ) to
indicate the number of compounds tested.
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Figure 3 Coverage probabilities and expected widths for p r e c CIs methods under all 5 score distri-
bution scenarios. Simulations were based on representative virtual screening data sets (n = 150,000,
pi+ = .002, and s k e w = 499). Monte Carlo simulation was used to estimate the coverage probabilites and
expected widths. Shading shows pointwise 95% CIs for the Monte Carlo estimate (estimate ± 1.96 times
Monte Carlo standard error). 10,000 replicates were used for all methods except the bootstrap, which used
1,000 replicates. 1,000 bootstrap replicates was used to estimate the bootstrap percentile CIs.
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Figure 4 Coverage probabilities and expected widths for r e c a l l CI methods under all 5 score distri-
bution scenarios. Simulations were based on representative virtual screening data sets (n = 150,000,
pi+ = .002, and s k e w = 499). Monte Carlo simulation was used to estimate the coverage probabilites and
expected widths. Shading shows pointwise 95% CIs for the Monte Carlo estimate (estimate ± 1.96 times
Monte Carlo standard error). 10,000 replicates were used for all methods except the bootstrap, which used
1,000 replicates. 1,000 bootstrap replicates was used to estimate the bootstrap percentile CIs.
34
−4 −2 0 2 4
0.
0
0.
1
0.
2
0.
3
0.
4
s
f(s
)
Algorithm 1
Algorithm 2
A
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Expected Compounds Tested (n = 150,000)
R
ec
al
l
2 4 10 64 256 1500 15000
B
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Expected Compounds Tested (n = 150,000)
Pr
ec
is
io
n
2 4 10 64 256 1500 15000
C
0
10
20
30
40
50
Expected Compounds Tested (n = 150,000)
En
ric
hm
en
t F
a
ct
or
2 4 10 64 256 1500 15000
D
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Compounds Tested
Po
w
e
r
2 4 10 64 256 1500 15000
AH
Binomial
JZ Ind
McNemar
Stouffer's
Recall
Precision
E
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Compounds Tested
Po
w
e
r
2 4 10 64 256 1500 15000
F
Figure 5 Comparison of hypothesis test methods for the difference in the performance curves of two
ranking algorithms with binormal score distributions. (a) Both algorithms had S |− ∼ N (0,1). For Algo-
rithm 1: S |+ ∼ N (.8p2,1) and Algorithm 2: S |+ ∼ N (.6p2,1). (b-d) Population performance curves with
pointwise plus 4 corrected JZ 95% “CIs” based on the population asymptotic variances (n = 150,000,
pi+ = .002). To capture the fact that both methods are scoring the same compounds, we simulated the pos-
itive scores from a bivariate normal with the described marginals and correlation parameters, ρ = .1 and
ρ = .9. The negative scores were simulated from a separate bivariate normal with the described marginals
and the same correlation parameters. (e-f) Power of hypothesis test methods when (e) ρ = .1 and (f) ρ = .9.
Power curves were estimated with 10,000 Monte Carlo replicates. Shading shows pointwise 95% CIs for the
Monte Carlo estimate (estimate ± 1.96 times Monte Carlo standard error).
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Figure 6 Comparison of hypothesis test methods for the difference in the performance curves of two
ranking algorithms with bibeta score distributions. (a) Both algorithms had S |− ∼ B e t a (2,5). For Algo-
rithm 1: S |+ ∼ B e t a (5,2) and Algorithm 2: S |+ ∼ B e t a (4,2). (b-d) Population performance curves with
pointwise plus 4 corrected JZ 95% “CIs” based on the population asymptotic variances (n = 150,000,
pi+ = .002). To capture the fact that both methods are scoring the same compounds, we simulated the
positive scores from a bivariate beta with the marginals as described and correlation parameters, ρ = .1
and ρ = .9. The negative scores were simulated from a separate bivariate beta with the described marginals
and the same correlation parameters. (e-f) Power of hypothesis test methods when (e) ρ = .1 and (f) ρ = .9.
Power curves were estimated with 10,000 Monte Carlo replicates. Shading shows pointwise 95% CIs for the
Monte Carlo estimate (estimate ± 1.96 times Monte Carlo standard error).
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Figure 7 The coverage probabilities and average expected widths for the r e c a l l (A-B) and p r e c (C-D)
confidence band estimation methods at multiple fractions selected for testing under Case 1. The frac-
tions corresponded to an equally spaced grid from 1 to 1,000 compounds tested. The number of grid
points was incrementally increased from 10 to 1,000. Several confidence band estimation methods are
shown: the sup-t band, the θ projection band, Bonferroni adjusted JZ pointwise CI intervals, and JZ point-
wise CI intervals. Each method is shown with and without plus 4 correction. Coverage probabilities and
average expected widths were estimated with Monte Carlo simulation with 10,000 replicates. Error bars
show 95% CIs for the Monte Carlo estimate (estimate ± 1.96 times Monte Carlo standard error).
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1 Supplementary results and discussion
1.1 Calculating p r e c and r e c a l l at extremely small fractions
We computed r = 1− FS (t ) along a grid of 105 t values. We then used Hyman’s cubic spline interpo-
lation method1 to interpolate the quantile values that map to each r of interest. Hyman’s method
modifies the tangent values in a cubic Hermite spline interpolator to enforce monotonicity on
the interpolated points. We adapted this strategy from the KScorrect package and applied it to
mixture distributions other than the binormal.2 For the binormal, the range of possible t values
is (−∞,∞). To pick a sensible range for the grid, we drew a random sample of 105 observations
from the distribution and computed the sample range. Then, to construct the range of the grid, we
added the sample range to the sample maximum and subtracted the sample range from the sample
minimum.
Supplementary Figure 6A-B shows the population p r e c and r e c a l l when t was determined
by drawing 106 samples from the distribution of S . Case 4 was used as the simulation scenario
because this was the most challenging for both p r e c and r e c a l l . t was obtained as the empirical
quantile at a given r , r e c a l l was obtained as the fraction of positive scores above the threshold, and
p r e c was obtained by transforming r e c a l l using equation (6). There are clearly large inaccuracies
in the p r e c curve at the smallest fractions, because r e c a l l changes steeply as a function of t . The
values of p r e c are much larger than 1. When cubic spline interpolation is used to determine t ,
the accuracy of the p r e c values improves considerably (Supplementary Figure 6C-D). To quantify
the accuracy, the values of t determined by cubic spline interpolation in Supplementary Figure
6C-D were assumed to be true quantiles. The corresponding r values were computed. The quantiles
were then redetermined at these r values by our cubic spline interpolation method. Supplementary
Figure 6E shows the true quantiles were determined with high accuracy, with a mean square error
(MSE) of 2.92e-32. For the non-overlapping uniform, the quantiles were derived analytically.
1.2 Sources of poor coverage probabilities and large expected widths
1.2.1 JZ and binomial asymptotic variance differ
Note in equations (12) and (13) that V a rJ Z (Ûr e c a l l ) is a multiple of V a rB (Ûr e c a l l )and V a rJ Z (×p r e c )
is a multiple of V a rB (×p r e c ). In the majority of situations, the ratio of the JZ variance to the binomial
variance is close to 1. However, there are two exceptions to this that may occur in virtual screening
applications.
The first is early on in the r e c a l l curve, when
V a rJ Z (Ûr e c a l l )
V a rB (Ûr e c a l l ) is well approximated by 1−p r e c +r .3
Under these conditions, the variance of the binomial estimator is too large when p r e c − r > 0.
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This is when p r e c is large early on in the curve, which occurs when a ranking algorithm has good
performance (there is large separation in the + and − score distributions), and when pi+ is not too
small. The E F curves for Cases 3-5 (Supplementary Figure 3F-5F) demonstrate how extreme the
over-estimation of variance can be for the binomial variance estimator where p r e c is large. This
explains why the expected widths of the binomial r e c a l l CIs are much larger than the JZ CIs for
Cases 3-5 (Figures 3-4). If all the compounds in a testing fraction have large scores, the variance of
the ×p r e c and Ûr e c a l l will be smaller than the binomial model would suggest, since it ignores the
score information. It is important to note, though, that even under these conditions, the binomial
variance still can provide a useful upper bound.
Another condition when
V a rJ Z (×p r e c )
V a rB (×p r e c ) or V a rJ Z (Ûr e c a l l )V a rB (Ûr e c a l l ) are far from 1 occurs when p r e c −Λ is large.
When p r e c −Λ is close to 0, V a rJ Z (×p r e c )
V a rB (×p r e c ) = 1+ (1−r )(p r e c−Λ)2p r e c (1−p r e c ) is close to 1. However, when p r e c −Λ is
large, the second term in the variance ratio can be considerably larger than 0. This leads to a binomial
variance estimate that is too small and CIs with poor coverage.
V a rJ Z (Ûr e c a l l )
V a rB (Ûr e c a l l ) can also be larger than 1
when p r e c −Λ is large, due to the relationship between p r e c and r e c a l l . p r e c −Λ is large when
there is a steep change in Λ as the fraction tested increases. This corresponds to a steep change in
the slope (a “knot”) in the p r e c or r e c a l l curves. Case 4 shows an example of this. There is a steep
change in slope of the p r e c curve at n r = 300 expected compounds tested. This occurs when t
crosses a threshold where the conditional probability of a negative score, P (−|S = t ), becomes non-
negligible. Since the score distributions are concentrated in different regions of the [0,1] interval,
Λ= P (+|S = t ) drops to near zero at this threshold (Supplementary Figure 4B). Around this value of
n r , the binomial variance of both ×p r e c and Ûr e c a l l underestimates the true variance. This causes
the dip in binomial CI coverage probabilities observed for Case 4 in Figures 3-4.
Case 5 illustrates an even more exaggerated scenario when the distributions of S |+ and S |−
have non-overlapping support (Figures 1). This results in a point of discontinuity in Λ, which
violates Condition 2 required for the asymptotic normality of ×p r e c and Ûr e c a l l . This, along with
the extremity of ×p r e c , results in the under-estimation of variance observed in the ×p r e c around the
point of discontinuity (Supplementary Figure 5E). The JZ plus 4 CIs have coverage probabilities
slightly below the nominal level at this point (Figures 3), though they are less effected than the
binomial methods. The variance of the Ûr e c a l l curve at the r where there is a discontinuity in
Λ is also under-estimated slightly by the JZ estimator (Supplementary Figure 5D). However, the
CI coverage probabilities stay above the nominal level without plus 4 correction (Figures 4). This
suggests that points of discontinuity may be less of concern if the performance measure is not close
to 0 or 1. An even more exaggerated scenario to consider would be when score distributions are
discrete. In this case, Λ can have many points of discontinuity.
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1.2.2 Poor normal approximation
Similar to the binomial variances, the JZ variances are accompanied by the asymptotic normality of×p r e c and Ûr e c a l l . However, there are two conditions where the normal distribution assumption
for ×p r e c and Ûr e c a l l is known to be inappropriate. The first is when either n r or npi+, the sample
sizes used to estimate ×p r e c or Ûr e c a l l , is small. In this case, the distributions of ×p r e c and Ûr e c a l l
are discrete with only a few possible values, so the distributions are not well approximated by the
continuous normal. The next condition is when ×p r e c or Ûr e c a l l are extreme (i.e., close to 0 or
1). In this case, the distributions are heavily skewed and not well approximated by the symmetric
normal. In both cases, the JZ variances tend to underestimate the variance, which can lead to CIs
with poor coverage. Case 2 provides an example of this. The variances of Ûr e c a l l and ×p r e c are
dramatically under-estimated by both binomial and JZ methods at small fractions (Supplementary
Figure 2D-F). This is because n r is small and both p r e c and r e c a l l and are close to zero. Though
the plus 4 correction over-estimates the variance (Supplementary Figure 7D-F), this is preferable
to under-estimating the variance. A poor normal approximation explains the poor coverage of the
uncorrected binomial and JZ CIs at early fractions in p r e c Cases 1-4 and r e c a l l Cases 1-2.
1.2.3 Plus 4 correction
We encountered difficulties using the plus 4 correction method used by Jiang & Zhao.3 See equations
(14) and (15) for the expressions for Ùp r e cc and Ûr e c a l lc . At extremely small fractions, when r  pˆi+
the number of failures added to denominator of Ûr e c a l l c can be much larger than 4. In fact, it can
be as large as 300 when n r = 1 and npˆi+ = 300. The consequence of this is that Ûr e c a l lc will be
more extreme, which could make the coverage probabilities for the CIs worse. However, assuming
the binomial variance for Ûr e c a l l , the number of trials is npˆi+ = 300, suggesting that the coverage
probability may be above the nominal level even when Ûr e c a l l is made more extreme by the
correction. Indeed, the only reason the r e c a l l uncorrected CIs have poor coverage probabilities at
small r for Case 1 and Case 2 is that a portion of the simulation replicates had Ûr e c a l l = 0. In this case,
the plus 4 correction adjusts the variance estimates of Ûr e c a l l so that it is no longer zero, and the
coverage probabilities are at or above the nominal level. However, another complication occurs when
pˆi+ r . In this case, two successes are added to the numerator of Ûr e c a l l c but effectively no trials are
added to the denominator. After all of the actives have been identified in the Ûr e c a l l curve, Q = npˆi+,
in which case Ûr e c a l l c > 1. This will result in a negative V a rB (Ûr e c a l l ) and V a rJ Z (Ûr e c a l l ). In
these cases, we set the variances to zero. This led to zero length r e c a l l CIs and the zero coverage
probabilities in Case 4. We explored alternate methods of plus 4 correction. We tried (a) correctingÛr e c a l l and then transforming to ×p r e c c and (b) performing the plus 4 correction on both Ûr e c a l l
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and ×p r e c without preserving the relationship in equation (6). We found that only method (b) had
good coverage across score distribution scenarios. Since the plus 4 correction proposed by Jiang &
Zhao3 has good coverage for typical score distributions scenarios and disrupting the relationship
may have unintended effects on the behavior of the variance estimators, we chose to use the Jiang
& Zhao3 plus 4 correction method.
1.3 Comparison to Truchon and Bayly
The CV plots (Supplementary Figures 1C-5C) address an often cited limitation of dE F as a per-
formance measure – its variance is large when data sets are highly imbalanced.4,5 This criticism
has received considerable attention in the virtual screening community.6 A number of other per-
formance measures have been proposed as more accurate estimators of their population level
parameters. Sheridan et al.4 proposed a new metric, robust initial enhancement (RIE), which they
claimed is a more accurate estimator when pi+ is small.
7 demonstrated in a simulation study with
similar data set characteristics (n = 25, 000, pi+ = 0.004) that for testing fractions near 1% and score
distribution scenarios similar to Case 1 and Case 2, the CV of dE F was larger than R I E and their
proposed alternative, B E D R O C (which is simply a transformation of R I E such that it ranges
between 0 and 1). Figure 5D in their paper shows a C VJ Z (dE F ) estimated by Monte Carlo simulation
that is close to 20% at r = .016 with score distributions similar to Case 1. This was the smallest
value of r they considered, which corresponds to n r = 2400 when n = 150, 000 in Supplementary
Figure 1C. Our Case 1 results for C VJ Z (dE F ) match closely what was reported in Truchon & Bayly7
(recall that C VJ Z (dE F ) = C VJ Z (Ûr e c a l l )). In our study, we consider data set fractions much smaller,
which are more likely to be used in modern virtual screens. With a C VJ Z (Ûr e c a l l ) near 3,000% at
the smallest r , Case 2 reaches the largest CV out of any score distribution scenario (Supplementary
Figure 2C). This is because Case 2 has the least separation in the distributions of S |+ and S |−, with
a ranking performance that nears the performance of a random algorithm.
Our results suggest that while the dispersion of dE F can be large at the smallest testing fractions
(when n r < 10), dE F is still informative at most fractions tested in practice (when n r > 100). Sheridan
et al.4 stated their concerns about the large variance of dE F in terms of a thought experiment. If the
number of actives are small, then even small variations in the number of actives whose score exceeds
a threshold will result in a large variation of dE F . While the binomial variance for dE F does suggest a
large variance of dE F when the number of actives is small, our results show that in modern virtual
screening datasets the number of actives are sufficiently large (e.g., npi+ = 300 in our simulations)
to control the dE F variance at fractions often tested. We also show in the hypothesis test section
(Section 4.3) that dE F can be used to detect significant differences between ranking algorithms with
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high power at n r > 100.
The fact that R I E and B E D R O C measures had a considerably lower CV than dE F for the two
simulation cases in Truchon & Bayly7 suggested that these measures may have improved power to
detect significant differences between algorithms. These metrics measure ranking performance
across all testing fractions with a parameter that tunes emphasis on performance at early fractions.
Researchers are often only interested in p r e c and/or r e c a l l at a specific fraction. However, R I E
and/or B E D R O C can still be useful when making general statements about ranking algorithms
in benchmarks, as they provide a single number summary for a range of testing fractions. The
relationship between these measures and the ×p r e c and Ûr e c a l l curves is similar to that of AU C
and the receiver operating characteristic (R O C ) curve. Since deriving asymptotic variances for R I E
and B E D R O C will be challenging and the variance expressions are likely complex and hard to
interpret, we decided to focus on p r e c and r e c a l l for hypothesis testing.
2 Supplementary figures
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Supplementary Figure 1 Estimation of the variance of performance curves with and without plus 4 cor-
rection under Case 1 with n = 150,000 and pi+ = .002. (A) Binormal pdfs for S |+ and S |− and the marginal
pdf of S . (B) Population level Λ = P (+|S = t ), p r e c = P (+|S > t ), and r = P (S > t ) as a function of the
expected compounds tested on a semi log scale. (C) The population coefficient of variation of the JZ and
Binomial estimators of p r e c and r e c a l l . (D-F) The population r e c a l l , p r e c , and E F curves with the
95% “CIs” based on JZ and Binomial population level asymptotic variances. Monte Carlo simulation with
1,000 replicates was also used to estimate the mean, 2.5t h and 97.5t h percentile of the empirical perfor-
mance curves.
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Supplementary Figure 2 Estimation of the variance of performance curves with and without plus 4 cor-
rection under Case 2 with n = 150, 000 and pi+ = .002. Same caption as Figure 1.
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Supplementary Figure 3 Estimation of the variance of performance curves with and without plus 4 cor-
rection under Case 3 with n = 150, 000 and pi+ = .002. Same caption as Figure 1.
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Supplementary Figure 4 Estimation of the variance of performance curves with and without plus 4 cor-
rection under Case 4 with n = 150, 000 and pi+ = .002. Same caption as Figure 1.
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Supplementary Figure 5 Estimation of the variance of performance curves with and without plus 4 cor-
rection under Case 5 with n = 150, 000 and pi+ = .002. Same caption as Figure 1.
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Supplementary Figure 6 Population p r e c and r e c a l l at extreme fractions. Case 4 is shown as this was
the most challenging case. (A-B) Thresholds are obtained as empirical quantiles based on 106 samples
from the mixture distribution of S . There were large errors in the population p r e c at the smallest fractions
with this method (p r e c is much larger than 1). (C-D) The cubic spline interpolation method results in
more accurate calculations for p r e c and r e c a l l . (E) A grid of extreme quantiles was selected and the
corresponding fractions computed. The quantiles determined by cubic spline interpolation matched the
true quantiles with high accuracy.
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Supplementary Figure 7 Comparison of the power and type I error rate for z-tests using the pooled and
unpooled estimators of the binomial and JZ variances of performance curves differences. Power (left)
and type I error rate assuming the score distribution for Algorithm 1 (middle) or Algorithm 2 (right) was
the score distribution for both ranking algorithms. Power and type I error rate were estimated with Monte
Carlo simulation with 10,000 replicates. Shading shows pointwise 95% CIs for the Monte Carlo estimate
(estimate ± 1.96 times Monte Carlo standard error).
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Supplementary Figure 8 Type I error rate for Figures 5 and Figures 6 assuming the score distribution for
Algorithm 1 (left) or Algorithm 2 (right) was the score distribution for both ranking algorithms. Type I
error rate was estimated with Monte Carlo simulation with 10,000 replicates. Shading shows pointwise 95%
CIs for the Monte Carlo estimate (estimate ± 1.96 times Monte Carlo standard error).
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Supplementary Figure 9 The difference in population performance curves in Figures 5. 95% “CIs” are
based on the plus 4 corrected population level asymptotic variances for the differences. Monte Carlo
simulation with 1,000 replicates was also used to estimate the mean, 2.5t h and 97.5t h percentile of the
differences between the empirical performance curves.56
Supplementary Figure 10 The difference in population performance curves in Figures 6. 95% “CIs” are
based on the plus 4 corrected population level asymptotic variances for the differences. Monte Carlo
simulation with 1,000 replicates was also used to estimate the mean, 2.5t h and 97.5t h percentile of the
differences between the empirical performance curves.57
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Supplementary Figure 11 The coverage probabilities and average expected widths for the r e c a l l (A-B)
and p r e c (C-D) confidence bands for the set of fractions and score distribution scenarios considered in
Figures ?? and 4. Coverage probabilities and average expected widths were estimated with Monte Carlo
simulation with 10,000 replicates. Error bars show 95% CIs for the Monte Carlo estimate (estimate ± 1.96
times Monte Carlo standard error). 58
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Supplementary Figure 12 Population performance curves and population level 95% confidence bands
for Case 1 according to all plus four corrected methods at 100 points on an equally spaced grid from 1 to
1,000 compounds tested. the sup-t band (blue), the θ -projection band (purple), Bonferroni adjusted JZ
pointwise CI intervals (red), and JZ pointwise CI intervals (green).
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Supplementary Figure 13 Population performance curves and population level 95% sup-t confidence
bands for Case 1 at multiple fractions selected for testing. The fractions corresponded to an equally
spaced grid from 1 to 1,000 compounds tested. The number of grid points was increased from 10 (orange),
to 20 (purple), to 50 (green), to 100 (red), and to 1,000 (blue). A confidence band for a grid that consists of
11 points (cyan) can approximate the confidence band for all fractions. The numbers of compounds tested
in the grid were: 1, 2 raised to the powers 1 through 9, and 1000.
60
3 Proof of Proposition 1
Let Wi = (X i ,S1i ,S2i ), where W1, ..., Wn is a random sample from a probability distribution P on
a measurable space (W ,A ) where W = {0,1} ×R×R. Let w be the random vector (X ,S1,S2). To
derive asymptotic variance of bθ1 − bθ2, we need to find the influence function, L (w), such that
V a rAH (bθ1− bθ2)≈ 1n ∫ L 2(w)d F (w) where F (w) = P (W≤w) is a cdf.8
We first derive V a rAH (Ùp r e c1−Ùp r e c2). From Jiang & Zhao3 we have the influence function of
p r e ci is L i (w) = Hi for i ∈ {1,2}, where Hi = (X −Λi )Ai /r and Ai = I (Si > ti ). This implies that
V a rJ Z (×p r e c i ) = n−1∫ L 2i (w)d F (w) = n−1∫ H 2i d F (w). Because the expectation of any influence
function is 0, we have that V a rJ Z (×p r e c 1) = n−1V a r (H1). T (F ) := p r e c1 − p r e c2 is a statistical
functional of the form T (F ) = a (T1(F ), T2(F )) where T1(F ) = p r e c1 and T2(F ) = p r e c2. Applying the
chain rule for influence functions,8 the influence function, L (w), of T (F ) is:
L (w) =
∂ a
∂ t1
L1(w) +
∂ a
∂ t2
L2(w)
= L1(w)− L2(w).
This implies that V a rAH (×p r e c 1−×p r e c 2) = n−1V a r (H1−H2). Since n−1V a r (H1−H2) = n−1(V a r (H1)+
V a r (H2) − 2C o v (H1, H2)), and we have already determined V a rJ Z (×p r e c 1) = n−1V a r (H1) and
V a rJ Z (×p r e c 2) = n−1V a r (H2), we only need to derive C o vAH (Ùp r e c1,Ùp r e c2) = n−1C o v (H1, H2).
Using the law of total covariance, we have that:
C o v
 
X −Λ1A1,  X −Λ2A2
= E
h
C o v
 
X −Λ1A1,  X −Λ2A2|A1, A2i
+C o v

E
 
X −Λ1A1|A1, A2, E  X −Λ2A2|A1, A2.
Starting with the first term, we have:
E
h
C o v
 
X −Λ1A1,  X −Λ2A2|A1, A2i
= E

A1A2V a r
 
X |A1, A2
= E

A1A2
 
p r e c12
 
1−p r e c12
= r12p r e c12
 
1−p r e c12.
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where p r e c12 = P (+|S1 > t1,S2 > t2) and r12 = P (S1 > t1,S2 > t2). For the second term we have:
C o v

E
 
X −Λ1A1|A1, A2, E  X −Λ2A2|A1, A2
= C o v
 
p r e c12−Λ1A1,  p r e c12−Λ2A2
=
 
p r e c12−Λ1 p r e c12−Λ2 r12− r 2.
Thus,
C o vAH
 Ùp r e c1,Ùp r e c2= n−1C o v  H1, H2
= n−1r −2

r12p r e c12
 
1−p r e c12+  p r e c12−Λ1 p r e c12−Λ2 r12− r 2
= n−1r −2r12
 
p r e c12
 
1−p r e c12(1+  p r e c12−Λ1 p r e c12−Λ2 r12− r 2
r12p r e c12
 
1−p r e c12
)
= C o vB
 Ùp r e c1,Ùp r e c2(1+  p r e c12−Λ1 p r e c12−Λ2 r12− r 2
r12p r e c12
 
1−p r e c12
)
.
Next we derive the V a r ( Ûr e c a l l1−Ûr e c a l l2). From Jiang & Zhao3 we have the influence function
of r e c a l li is Hi = (X −Λi )(Ai − r e c a l li )/pi+ for i ∈ {1, 2}. As we showed above for V a rAH (Ùp r e c1−Ùp r e c2), V a rAH (Ûr e c a l l1− Ûr e c a l l2) = n−1V a r (H1−H2). Since n−1V a r (H1−H2) = n−1(V a r (H1) +
V a r (H2)− 2C o v (H1, H2)), and we have already determined V a rJ Z (Ûr e c a l l 1) = n−1V a r (H1) and
V a rJ Z (Ûr e c a l l 2) = n−1V a r (H2), we only need to derive C o vAH ( Ûr e c a l l1, Ûr e c a l l2) = n−1C o v (H1, H2).
Using the law of total covariance, we have that:
C o v
 
X −Λ2 A1− r e c a l l1,  X −Λ2 A2− r e c a l l2
= E
h
C o v
 
X −Λ1 A1− r e c a l l1,  X −Λ2 A2− r e c a l l2|X i
+C o v

E
 
X −Λ1 A1− r e c a l l1|X , E  X −Λ2 A2− r e c a l l2|X .
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For the first term we have that:
E
h
C o v
 
X −Λ1 A1− r e c a l l1,  X −Λ2 A2− r e c a l l2|X i
=pi+C o v
 
X −Λ1 A1− r e c a l l1,  X −Λ2 A2− r e c a l l2|X = 1
+
 
1−pi+C o v  X −Λ1 A1− r e c a l l1,  X −Λ2 A2− r e c a l l2|X = 0
=pi+
 
1−Λ1 1−Λ2C o v  A1, A2|X = 1
+
 
1−pi+ Λ1 Λ2C o v  A1, A2|X = 0
=pi+
 
1−Λ1 1−Λ2 r e c a l l12− r e c a l l1r e c a l l2
+
 
1−pi+ Λ1 Λ2 r e c a l l ′12− r e c a l l ′1r e c a l l ′2.
where r e c a l l ′i = P (Si > ti |−) for i ∈ {1, 2} and r e c a l l ′12 = P (S1 > t1,S2 > t2|−). For the second term
we have:
C o v

E
 
X −Λ1 A1− r e c a l l1|X , E  X −Λ2 A2− r e c a l l2|X 
= E

E
 
X −Λ1 A1− r e c a l l1|X E  X −Λ2 A2− r e c a l l2|X 
−

E
h
E
 
X −Λ1 A1− r e c a l l1|X iE hE  X −Λ2 A2− r e c a l l2|X i
=
 
1−pi+E  X −Λ1 A1− r e c a l l1|X = 0E  X −Λ2 A2− r e c a l l2|X = 0
−  1−pi+E  X −Λ1 A1− r e c a l l1|X = 0 1−pi+E  X −Λ2 A2− r e c a l l2|X = 0
=
 
pi+
 
1−pi+Λ1Λ2 r e c a l l ′1− r e c a l l1 r e c a l l ′2− r e c a l l2.
Thus,
C o vAH ( Ûr e c a l l1, Ûr e c a l l2) = n−1C o v (H1, H2)
= (n−1pi−2+ )
¨
pi+(1−Λ1)(1−Λ2)(r e c a l l12− r e c a l l1r e c a l l2)
+ (1−pi+)(Λ1)(Λ2)(r e c a l l ′12− r e c a l l ′1r e c a l l ′2)
+pi+(1−pi+)Λ1Λ2(r e c a l l ′1− r e c a l l1)(r e c a l l ′2− r e c a l l2)
«
.
The expression in brackets can be expanded as a bivariate polynomial function of Λ1 and Λ2:
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pi+(1−Λ1−Λ2)(r e c a l l12− r e c a l l1r e c a l l2)
+ (Λ1Λ2)
¨
pi+(r e c a l l12− r e c a l l1r e c a l l2)
+ (1−pi+)(r e c a l l ′12− r e c a l l ′1r e c a l l ′2)
+pi+(1−pi+)(r e c a l l ′1− r e c a l l1)(r e c a l l ′2− r e c a l l2)
«
.
The coefficient of Λ1Λ2 is complicated but noticing that:
E [C o v (A1, A2|X )] =pi+(r e c a l l12− r e c a l l1r e c a l l2) + (1−pi+)(r e c a l l ′12− r e c a l l ′1r e c a l l ′2)
and that:
C o v

E

A1|X , E A2|X 
= E

E

A1|X E A2|X −E E A1|X E E A2|X 
=pi+r e c a l l1r e c a l l2 +
 
1−pi+r e c a l l ′1r e c a l l ′2
− pi+r e c a l l1 +  1−pi+r e c a l l ′1pi+r e c a l l2 +  1−pi+r e c a l l ′2
=
 
1−pi+ pi+ r e c a l l ′1− r e c a l l1 r e c a l l ′2− r e c a l l2
implies that the coefficient of Λ1Λ2 is E

C o v
 
A1, A2|X +C o v E A1|X , E A2|X = C o v (A1, A2) =
r12− r 2.
Thus:
C o vAH
Ûr e c a l l1, Ûr e c a l l2
=
 
n−1pi−2+

pi+
 
r e c a l l12− r e c a l l1r e c a l l2 1−Λ1−Λ2+  r12− r 2Λ1Λ2
=
 
n−1pi−1+
 
r e c a l l12− r e c a l l1r e c a l l2( 1−Λ1−Λ2+  r12− r 2Λ1Λ2
pi+
 
r e c a l l12− r e c a l l1r e c a l l2
)
= C o vB
Ûr e c a l l1, Ûr e c a l l2( 1−Λ1−Λ2+  r12− r 2Λ1Λ2
pi+
 
r e c a l l12− r e c a l l1r e c a l l2
)
.
To arrive at the convergence in distribution result, we need to establish Hadamard differentiabil-
ity of bθ1− bθ2. To do so, we use the fact that under Conditions 1 and 2, both Òθ1 and Òθ2 are Hadamard
differentiable.3 Hadamard differentiability of bθ1 − bθ2 is implied by the definition of Hadamard
differentiability (3.9.1, Vaart & Wellner9).
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4 Proof of Proposition 2
We first derive C o vAH (Ùp r e c1,Ùp r e c2) where Ùp r e c1 and Ùp r e c2 are the precision estimates at two
data set fractions (r1, r2) on the same precision curve, r2 > r1. Using the same reasoning as the proof
of Proposition 1 we have, asymptotically, that C o vAH (Ùp r e c1,Ùp r e c2) = n−1C o v (H1, H2), where
Hi = (X −Λi )Ai /ri , Ai = I (S > ti ), Λi = P (+|S = ti ), ri = P (S > ti ), i ∈ {1, 2}.
Using the law of total covariance, we have that:
C o v
 
X −Λ1A1,  X −Λ2A2
= E
h
C o v
 
X −Λ1A1,  X −Λ2A2|A1, A2i
+C o v

E
 
X −Λ1A1|A1, A2, E  X −Λ2A2|A1, A2.
Starting with the first term, we have:
E
h
C o v
 
X −Λ1A1,  X −Λ2A2|A1, A2i
= E

A1A2V a r
 
X |A1, A2
= E

A1
 
p r e c1
 
1−p r e c1
= r1p r e c1
 
1−p r e c1.
The second step above uses the fact that A1A2 = I {S > t1,S > t2}= I {S > t1}= A1 due to the ordering
r1 < r2. For the second term we have:
C o v

E
 
X −Λ1A1|A1, A2, E  X −Λ2A2|A1, A2
= C o v
 
p r e c1−Λ1A1,  p r e c1−Λ2A2
=
 
p r e c1−Λ1 p r e c1−Λ2 E [A1A2]−E [A1]E [A2]
=
 
p r e c1−Λ1 p r e c1−Λ2 E [A1]−E [A1]E [A2]
=
 
p r e c1−Λ1 p r e c1−Λ2 r1− r1r2.
Thus,
C o vAH
 Ùp r e c1,Ùp r e c2= n−1C o v  H1, H2
=
 
n r1r2
−1
r1p r e c1
 
1−p r e c1+  p r e c1−Λ1 p r e c1−Λ2 r1− r1r2
=
 
n r2
−1 
p r e c1
 
1−p r e c1(1+  p r e c1−Λ1 p r e c1−Λ2 r1− r1r2
r1p r e c1
 
1−p r e c1
)
.
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Next we derive the C o vAH (Ûr e c a l l1, Ûr e c a l l2). We have the influence function of r e c a l li is Hi =
(X −Λi )(Ai − r e c a l li )/pi+ for i ∈ {1, 2}. C o vAH ( Ûr e c a l l1, Ûr e c a l l2) = n−1C o v (H1, H2). Using the law
of total covariance, we have that:
C o v
 
X −Λ1 A1− r e c a l l1,  X −Λ2 A2− r e c a l l2
= E [C o v
 
X −Λ1 A1− r e c a l l1,  X −Λ2 A2− r e c a l l2|X ]
+C o v

E [
 
X −Λ1 A1− r e c a l l1|X ], E [ X −Λ2 A2− r e c a l l2|X ].
For the first term we have that:
E [C o v
 
X −Λ1 A1− r e c a l l1,  X −Λ2 A2− r e c a l l2|X ]
=pi+C o v
 
X −Λ1 A1− r e c a l l1,  X −Λ2 A2− r e c a l l2|X = 1
+
 
1−pi+C o v  X −Λ1 A1− r e c a l l1,  X −Λ2 A2− r e c a l l2|X = 0
=pi+
 
1−Λ1 1−Λ2C o v  A1, A2|X = 1
+
 
1−pi+ Λ1 Λ2C o v  A1, A2|X = 0
=pi+
 
1−Λ1 1−Λ2 r e c a l l1− r e c a l l1r e c a l l2
+
 
1−pi+ Λ1 Λ2 r e c a l l ′1− r e c a l l ′1r e c a l l ′2
where r e c a l l ′i = P (Si > ti |−) for i ∈ {1, 2}. For the second term we have:
C o v

E [
 
X −Λ1 A1− r e c a l l1|X ], E [ X −Λ2 A2− r e c a l l2|X ]
= E [

E [
 
X −Λ1 A1− r e c a l l1|X ]E [ X −Λ2 A2− r e c a l l2|X ]]
− E [E [ X −Λ1 A1− r e c a l l1|X ]]E [E [ X −Λ2 A2− r e c a l l2|X ]]
=
 
1−pi+E [ X −Λ1 A1− r e c a l l1|X = 0]E [ X −Λ2 A2− r e c a l l2|X = 0]
−  1−pi+E [ X −Λ1 A1− r e c a l l1|X = 0] 1−pi+E [ X −Λ2 A2− r e c a l l2|X = 0]
=
 
pi+
 
1−pi+Λ1Λ2 r e c a l l ′1− r e c a l l1 r e c a l l ′2− r e c a l l2.
Thus,
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C o vAH ( Ûr e c a l l1, Ûr e c a l l2) = n−1C o v (H1, H2)
= (n−1pi−2+ )
¨
pi+(1−Λ1)(1−Λ2)(r e c a l l1− r e c a l l1r e c a l l2)
+ (1−pi+)(Λ1)(Λ2)(r e c a l l ′1− r e c a l l ′1r e c a l l ′2)
+pi+(1−pi+)Λ1Λ2(r e c a l l ′1− r e c a l l1)(r e c a l l ′2− r e c a l l2)
«
.
The expression in brackets can be expanded as a bivariate polynomial function of Λ1 and Λ2:
pi+(1−Λ1−Λ2)(r e c a l l1− r e c a l l1r e c a l l2)
+ (Λ1Λ2)
¨
pi+(r e c a l l1− r e c a l l1r e c a l l2)
+ (1−pi+)(r e c a l l ′1− r e c a l l ′1r e c a l l ′2)
+pi+(1−pi+)(r e c a l l ′1− r e c a l l1)(r e c a l l ′2− r e c a l l1)
«
.
The coefficient of Λ1Λ2 is complicated, but we notice that the coefficient equates to
E

C o v
 
A1, A2|X +C o v E A1|X , E A2|X = C o v (A1, A2) = r1− r1r2, which leads to:
C o vAH
Ûr e c a l l1, Ûr e c a l l2
=
 
n−1pi−2+

pi+
 
r e c a l l1− r e c a l l1r e c a l l2 1−Λ1−Λ2+  r1− r1r2Λ1Λ2
=
 
n−1pi−1+
 
r e c a l l1− r e c a l l1r e c a l l2( 1−Λ1−Λ2+  r1− r1r2Λ1Λ2
pi+
 
r e c a l l1− r e c a l l1r e c a l l2
)
.
5 Quantile function for Case 5
Let p = FS (s ) = P (S ≤ s ). The quantile function, Q (p ) = i n f {s ;p ≤ FS (s )}, used for the biuniform
scenario is:
Q (p ) =

.75p
1−pi+ , 0≤ p ≤ .25(1−pi+).75
.75p + .25pi+,
.25(1−pi+)
.75 < p ≤ (1−pi+) + .5pi+.75
.75(p−(1−pi+))
pi+
+ .25, (1−pi+) + .5pi+.75 < p ≤ 1
(1.1)
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For fraction r the corresponding threshold is t =Q (1− r ).
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