This paper discuss a comparison of the maximum likelihood (ML) estimator and the uniformly minimum variance unbiased (UMVU) estimator of generalized variance for some normal stable Tweedie models through simulation study. We describe the estimation of some particular cases of multivariate NST models, i.e. normal gamma, normal Poisson 1 Also affiliated to Bogor Agricultural University, Indonesia and Université Bourgogne Franche-Comté, france
Introduction
Normal stable Tweedie (NST) models were introduced by Boubacar Maïnassara and Kokonendji [3] as the extension of normal gamma [5] and normal inverse Gaussian [4] models. NST models are composed by a fixed univariate stable Tweedie variable having a positive value domain, and the remaining random variables given the fixed one are real independent Gaussian variables with the same variance equal to the fixed component. For a k-dimensional (k ≥ 2) NST random vector X = (X 1 , . . . , X k ) , the generating σ-finite positive measure ν α,t is given by ν α,t (dx) = ξ α,t (dx 1 ) k j=2 ξ 2,x 1 (dx j ),
where ξ α,t is the well-known probability measure of univariate positive σ-stable distribution generating Lévy process (X α t ) t>0 which was introduced by Feller [7] as follows ξ α,t (dx) = 1 πx ∞ r=0 t r Γ(1 + αr)sin(−rπα) r!α r (α − 1) −r [(1 − α)x] αr 1 x>0 dx = ξ α,t (x)dx.
Here α ∈ (0, 1) is the index parameter, Γ(.) is the classical gamma function, and I A denotes the indicator function of any given event A that takes the value 1 if the event accurs and 0 otherwise. Paremeter α can be extended into α ∈ (−∞, 2] [10] . For α = 2 in (2), we obtain the normal distribution with density
In multivariate analysis, including NST models, generalized variance has important roles in descriptive analysis and inferences. In this paper we discuss the ML and UMVU generalized variance estimators of the following NST models:
1. Normal gamma (NG). For α = 0 in (1) one has the generating measure of normal gamma as follows: discuss here the corresponding cumulant function is given by
(see [3, Section 2] ). The cumulant function is finite for θ in canonical domain
Let G(ν α,t ) = P (θ; α, t); θ = (θ 1 , . . . , θ k ) ∈ Θ(ν α,t ) be the set of probability distributions P (θ; α, t)(dx) = exp θ x − K να,t (θ) ν α,t (dx). The variance function which is the variance-covariance matrix in term of mean parameterization; P (µ; G α,t ) := P [θ(µ); ν α,t ]; is obtained through the second derivative of the cumulant function, i.e. V Gα,t (µ) = K να,t [θ(µ)] where µ = K να,t (θ). Then calculating the determinant of the variance function will give the generalized variance. We summarize the variance function and the generalized variance of NG, NIG and NP models in Table 1 . 
The ML and UMVU estimators of the generalized variance in Table 1 are stated in the following proposition.
Proposition 1 Let X 1 , . . . , X n be random vectors with distribution P(θ; α, t) ∈ G(ν p,t ) in a given NST family. Denoting X = (X 1 +. . .+X n )/n = (X 1 , . . . , X k ) T the sample mean with positive first component X 1 , the ML estimator of the generalized variance of NG, NP and NIG models is given by:
1 , for NIG and the UMVU estimator is given by 
Simulation Study
In order to examine the behavior of ML and UMVU estimators empirically we carried out a simulation study. We run Monte-Carlo simulations using R software. We set several sample sizes (n) varied from 3 to 1000 and we generated 1000 samples for each n. We consider k = 2, 4, 6 to see the effects of k on generalized variance estimations. For simplicity we set µ 1 = 1. Moreover, to see the effect of zero values proportion within X 1 in the case of normal Poisson, we also consider small mean values on the Poisson component i.e.
We report the numerical results of the generalized variance estimations for each model, i.e. the empirical expected value of the estimators with its standard errors (Se) and the empirical mean square error (MSE). We calculated the mean square error (MSE) of each method over 1000 data sets using the following formula:
where ψ is the estimate of det V Gα,t (µ) using ML and UMVU estimators.
Normal gamma
We generated normal gamma distribution samples using the generating σ-finite positive measure ν α,t of normal gamma in (1). Table 2 show the expected values of generalized variance estimates with their standard errors (in parentheses) and the means square error values of both ML and UMVU methods in case of normal gamma.
From the result in Table 2 we can observe different performances of ML estimator (T n;k,t ) and UMVU estimator (U n;k,p,t ) of the generalized variance.
The expected values of T n;k,t converge while the values of U n;k,t do not, but U n;k,t is always closer to the parameter than T n;k,t for small sample sizes, i.e.
for n ≤ 30, this shows that UMVU is an unbiased estimator while ML is an asymtotically unbiased estimator. For the two methods, the standar error of the estimates decreases when the sample size increase. The expected values (with empirical standard errors) and MSE of T n;k,t and U n;k,t for normal-gamma with 1000 replications for given target value µ k+1 1 = 1 with k ∈ {2, 4, 6}.
Expected values and Standard errors MSE k n T n;k,t U n;k,t T n;k,t U n;k,t To examine the consistency of the estimators we have to look at their MSE. The result shows that when n increases the MSE of the two methods become more similar and they both produced almost the same result for n = 1000. The MSE values for n ≥ 10 in the table are presented graphically in Figure 1 . In the figure we can easily see that all estimators become more similar when the sample size increase. For small sample sizes, UMVU always has smaller MSE, in this situation UMVU is preferable than ML. The figure also shows that the difference between ML and UMVU for small sample sizes increases when the dimension increases. Figure 1: Bargraphs of the mean square errors of T n;k,t and U n;k,t for normalgamma with n ∈ {10, 20, 30, 60, 100, 300, 500, 1000} and k ∈ {2, 4, 6}.
Normal inverse-Gaussian
The result for normal inverse-Gaussian is presented in Table 3 . Similar with normal gamma, the result for normal inverse-Gaussian shows that UMVU method produced better estimates than ML method for small sample sizes. From the result we can conclude that the two estimators are consistent. The bargraph of MSE values for n ≥ 10 in Table 3 is presented in Figure 2 . Notice that the result for this case is similar to the normal gamma case, i.e. for small sample sizes the difference between the MSEs of ML and UMVU estimators for normal inverse-Gaussian also increases when k increases. Figure 2: Bargraphs of the mean square errors of T n;k,t and U n;k,t for normal inverse Gaussian with n ∈ {10, 20, 30, 60, 100, 300, 500, 1000} and k ∈ {2, 4, 6}.
Normal Poisson
The simulation results for normal Poisson are presented in Table 4 and Table  5 for µ 1 = 1 and µ 1 = 0.5 respectively. In this simulation, the proportion of zero values in the samples increases when the mean of the Poisson component becomes smaller. For normal-Poisson distribution with µ j = 0.5, we have many zero values in the samples. However, this situation does not affect the The expected values (with standar errors) and MSE of T n;k,t and U n;k,t for normal inverse-Gaussian with 1000 replications for given target value µ k+2 1 = 1 and k ∈ {2, 4, 6}.
Expected values and Standard errors MSE k n T n;k,t U n;k,t T n;k,t U n;k, generalized variance estimation as we can see that T n;k,t and U n;k,t have the same behavior for both values of µ 1 . The MSE in Table 4 and 5 for n ≥ 10 are displayed as bargraphs presented in Figure 3 and Figure 4 . From those figures we see that UMVU is preferable than ML because it always has smaller MSE values when sample sizes are small (n 30).
Conclusion
In this paper we have discussed the generalized variance estimator of normal gamma, normal inverse-Gaussian and normal Poisson models using ML and UMVU methods. The simulation studies of the generalized variance estimators Table 4 : The expected values (with standar errors) and MSE of T n;k,t and U n;k,t for normal Poisson with 1000 replications for given target value µ k 1 = 1 and k ∈ {2, 4, 6}.
Expected values and Standard errors MSE k n T n;k,t U n;k,t T n;k,t U n;k,t Figure 3: Bargraphs of the mean square errors of T n;k,t and U n;k,t for normal Poisson with µ 1 = 1, n ∈ {10, 20, 30, 60, 100, 300, 500, 1000} and k ∈ {2, 4, 6}. Expected values and Standard errors MSE k n T n;k,t U n;k,t T n;k,t U n;k,t for the three models show that UMVU produces better estimation than ML for small sample sizes. However, the two methods are consistent and they become more similar when the sample size increases. Figure 4: Bargraphs of the mean square errors of T n;k,t and U n;k,t for normal Poisson with µ 1 = 0.5, n ∈ {10, 20, 30, 60, 100, 300, 500, 1000} and k ∈ {2, 4, 6}.
