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ON THE EXISTENCE OF LOCAL QUATERNIONIC CONTACT GEOMETRIES
IVAN MINCHEV AND JAN SLOVA´K
Abstract. We exploit the Cartan-Ka¨hler theory to prove the local existence of real analytic quaternionic
contact structures for any prescribed values of the respective curvature functions and their covariant deriva-
tives at a given point on a manifold. We show that, in a certain sense, the different real analytic quaternionic
contact geometries in 4n+3 dimensions depend, modulo diffeomorphisms, on 2n+2 real analytic functions
of 2n+ 3 variables.
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1. Introduction
The quaternionic contact (briefly: qc) structures are a rather recently developed concept in the differential
geometry that has proven to be a very useful tool when dealing with a certain type of analytic problems
concerning the extremals and the choice of a best constant in the L2 Folland-Stein inequality on the quater-
nionic Heisenberg group [6], [8], [10]. Originally, the concept was introduced by O. Biquard [1], who was
partially motivated by a preceding result of C. LeBrun [11] concerning the existence of a large family of
complete quaternionic Ka¨hler metrics of negative scalar curvature, defined on the unit ball B4n+4 ⊂ R4n+4.
By interpreting B4n+4 as a quaternionic hyperbolic space, B4n+4 ∼= Sp(n+1, 1)/Sp(n)×Sp(1), LeBrun was
able to construct deformations of the associated twistor space Z—a complex manifold which, in this case, is
biholomorphically equivalent to a certain open subset of the complex projective space CP2n+3—that preserve
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its induced contact structure and anti-holomorphic involution, and thus can be pushed down to produce de-
formations of the standard (hyperbolic) quaternionic Ka¨hler metric of B4n+4. The whole construction is
parametrized by an arbitrary choice of a sufficiently small holomorphic function of 2n+ 3 complex variables
and the result in [11] is that the moduli space of the so arising family of complete quaternionic Ka¨hler metrics
on B4n+4 is infinite dimensional. LeBrun also observed that, if multiplied by a function that vanishes along
the boundary sphere S4n+3 to order two, the deformed metric tensors on B4n+4 extend smoothly across
S4n+3 but their rank drops to 4 there.
It was discovered later by Biquard [1] that the arising structure on S4n+3 is essentially given by a certain
very special type of a co-dimension 3 distribution which he introduced as a qc structure on S4n+3 and called
the conformal boundary at infinity of the corresponding quaternionic Ka¨hler metric on B4n+4. Biquard
proved also the converse [1]: He showed that each real analytic qc structure on a manifoldM is the conformal
boundary at infinity of a (germ) unique quaternionic Ka¨hler metric defined in a small neighborhood of M .
Therefore, already by the very appearance of the new concept of a qc geometry, it was clear that there exist
infinitely many examples—namely, the global qc structures on the sphere S4n+3 obtained by the LeBrun’s
deformations of B4n+4.
However, the number of the explicitly known examples remains so far very restricted. There is essentially
only one generic method for obtaining such structures explicitly. It is based on the existence of a certain very
special type of Riemannian manifolds, the so called 3-Sasaki like spaces. These are Riemannian manifolds
that admit a special triple R1, R2, R3 of Killing vector fields, subject to some additional requirements (we
refer to [10] and the references therein for more detail on the topic), which carry a natural qc structure defined
by the orthogonal complement of the triple {R1, R2, R3}. There are no explicit examples of qc structures
(not even locally) for which it is proven that they can not be generated by the above construction.
The formal similarity with the definition of a CR (Cauchy-Riemann) manifold, considered in the complex
analysis, might suggests that one should look for new examples of qc structures by studding hypersurfaces
in the quaternionic coordinate space Hn+1. This idea, however, turned out to be rather unproductive in the
quaternionic case: In [9] it was shown that each qc hypersurfaces embedded in Hn+1 is necessarily given by a
quadratic form there and that all such hypersurfaces are locally equivalent, as qc manifolds, to the standard
(3-Sasaki) sphere.
In the present paper we reformulate the problem of local existence of qc structures as a problem of existence
of integral manifolds of an appropriate exterior differential system to which we apply methods from the
Cartan-Ka¨hler theory and show its integrability. The definition of the respective exterior differential system
is based entirely on the formulae obtained in [12] for the associated canonical Cartan connection and its
curvature. We compute explicitly the relevant character sequence v1, v2, . . . of the system (cf. the discussion
in Section 2.1) and show that it passes the so called Cartan’s test, i.e., that the system is in involution.
From there we obtain our main result in the paper—this is Theorem 3.3—that asserts the local existence of
qc structures for any prescribed values of their respective curvatures and associated covariant derivatives at
any fixed point on a manifold.
Furthermore, since the last non-zero character of the associated exterior differential system is v2n+3 =
2n+ 2, we obtain a certain description for the associated moduli spaces. Namely, we have that, in a certain
sense (the precise formulation requires care, cf. [2]), the real analytic qc structures in 4n + 3 dimensions
depend, modulo diffeomorphisms, on 2n + 2 functions of 2n + 3 variables. Comparing our result to the
LeBrun’s family of qc structures on the sphere S4n+3—parametrized by a single holomorphic function of
2n + 3 complex variables (which has the same generality as two real analytic functions of 2n + 3 real
variables)—we observe that it simply is not ”big enough” in order to provide a local model for all possible
qc geometries in dimension 4n+ 3.
Acknowledgments. I.M. is supported by Contract DFNI I02/4/12.12.2014 and Contract 80-10-33/2017
with the Sofia University ”St.Kl.Ohridski”. J.S. is supported by the grant P201/12/G028 of the Grant
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2. Quaternionic contact structures as integral manifolds of exterior differential
systems
Our work has been inspired and heavily influenced by the series of lectures by Robert Bryant at the
Winter School Geometry and Physics in Srn´ı, January 2015, essentially along the lines of [2]. In particular
our description of the qc structures in the following paragraphs follows this source closely.
2.1. Exterior differential systems. In general, an exterior differential system is a graded differentially
closed ideal I in the algebra of differential forms on a manifold N . Integral manifolds of such a system
are immersions f : M → N such that the pullback f∗α of any form α ∈ I vanishes on M . Typically,
the differential ideal I encounters all differential consequences of a system of partial differential equations
and understanding the algebraic structure of I helps to understand the structure of the solution set. We
need a special form of exterior differential systems corresponding to the geometric structures modelled on
homogeneous spaces, the so called Cartan geometries. This means our system will be generated by one-
forms forming the Cartan’s coframing intrinsic to a geometric structure and its differential consequences
(the curvature and its derivatives).
For this paragraph, we adopt the following ranges of indices: 1 ≤ a, b, c, d, e ≤ n, 1 ≤ s ≤ l, where l and
n are some fixed positive integers.
We consider the following general problem: Given a set of real analytic functions Cabc : R
l → R with
Cabc = −C
a
cb, find linearly independent one-forms ω
a, defined on a domain Ω ⊂ Rn, and a mapping u =
(us) : Ω→ Rl so that the equations
(2.1) dωa = −
1
2
Cabc(u)ω
b ∧ ωc
are satisfied everywhere on Ω.
The problem is diffeomorphism invariant in the sense that if (ωa, u) is any solution of (2.1) defined on
Ω ⊂ Rn and Φ : Ω
′
→ Ω is a diffeomorphism, then (Φ∗(ωa),Φ∗(u)) is a solution of (2.1) on Ω
′
. We regard any
such two solutions as equivalent and we are interested in the following question: How many non-equivalent
solutions does a given problem of this type admit?
Next, we reformulate this into a question on solutions to an exterior differential system. Let N =
GL(n,R) × Rn × Rl and denote by p = (pab ) : N → GL(n,R), x = (x
a) : N → Rn and u = (us) : N → Rl
the respective projections. Setting ωa
def
= pab dx
b, we consider the differential ideal I on N generated by the
set of two-forms
Υa
def
= dωa +
1
2
Cabc(u)ω
b ∧ ωc.
Then, the solutions of (2.1) are precisely the n-dimensional integral manifolds of I on which the restriction
of the n-form ω1∧· · ·∧ωn is nowhere vanishing. The reformulation of the problem (2.1) in this setting allows
for an easy access of tools from the Cartan-Ka¨hler theory. We shall see, we may restrict our attention to a
certain set of sufficient conditions for the integrability of the system, known as the Cartan’s Third Theorem,
and refer the reader to [2] or [3] and the references therein for a more detailed and general discussion on the
topic.
Differentiating (2.1) gives
(2.2)
0 = d2ωa = −
1
2
d(Cabcω
b ∧ ωc)
= −
1
2
∂Cabc(u)
∂us
dus ∧ ωb ∧ ωc +
1
3
(
Cabe(u)C
e
cd(u) + C
a
ce(u)C
e
db(u) + C
a
de(u)C
e
bc(u)
)
ωb ∧ ωc ∧ ωd.
If Cabc were curvature functions of a Cartan connection, then these differential consequences are governed by
the well known Bianchi identities, and they are then quadratic.
2.2. Assumptions and conclusions. In order to employ the Cartan-Ka¨hler theory we need to replace the
quadratic terms by some linear objects. Thus we posit the following two assumptions:
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Assumption I: Let us assume that there exist a real analytic mapping F = (F sa ) : R
l → Rln for which
(2.3) d
(
Cabcω
b ∧ ωc
)
=
∂Cabc(u)
∂us
(
dus + F sdω
d
)
∧ ωb ∧ ωc.
Of course, this assumption is equivalent to the requirement
1
3
(
Cabe(u)C
e
cd(u) + C
a
ce(u)C
e
db(u) + C
a
de(u)C
e
bc(u)
)
ωb ∧ ωc ∧ ωd = −
1
2
∂Cabc(u)
∂us
F sd (u)ω
b ∧ ωc ∧ ωd.
and then, on the integral manifolds of I, (2.2) takes the form
(2.4) 0 = d2ωa = −
1
2
∂Cabc(u)
∂us
(
dus + F sd (u)ω
d
)
∧ ωb ∧ ωc.
Assumption II: Interpreting (2.4) as a system of algebraic equations for the unknown one-forms dus
(for a fixed u), we assume that it is non-degenerate, i.e, that (2.4) yields dus ∈ span{ωa}. As a consequence,
at any u, the set of all solutions dus is parametrized by a certain vector space (since the system (2.4) is
linear). We will assume that the dimension of this vector space is a constant D (independent of u).
Let us take the latter two assumptions as granted in the rest of this paragraph. Since I is a differential
ideal, it is algebraically generated by the forms Υa and dΥa. By (2.3), we have
(2.5) 2dΥa = d
(
Cabc(u)ω
b ∧ ωc
)
=
∂Cabc(u)
∂us
(
dus + F sd (u)ω
d
)
∧ ωb ∧ ωc + 2CabcΥ
b ∧ ωc
and therefore, I is algebraically generated by Υa and the three-forms
Ξa
def
=
∂Cabc(u)
∂us
(
dus + F sd (u)ω
d
)
∧ ωb ∧ ωc.
If we take Ωa to be some other basis of one-forms for the vector space span{ωa}, we can express the forms
Ξa as
(2.6) Ξa = Πabc ∧ Ω
b ∧ Ωc,
where Πabc are linear combinations of the linearly independent one-forms
{dus + F sd (u)ω
d : s = 1, . . . , n}.
Consider the sequence v1(u), v2(u), . . . , vn(u) of non-negative integers defined, for any fixed u, as v1(u) = 0,
vd(u) = rank
{
Πabc(u) : a = 1, . . . , n, 1 ≤ b < c ≤ d
}
− rank
{
Πabc : a = 1, . . . , n, 1 ≤ b < c ≤ d− 1
}
;
for 1 < d ≤ n− 1, and
vn(u) = l − rank
{
Πabc : a = 1 . . . n, 1 ≤ b < c ≤ n− 1
}
.
If, for every u ∈ Rl, one can find a basis Ωa of span{ωa} for which the Cartan’s Test
(2.7) v1(u) + 2v2(u) + · · ·+ nvn(u) = D,
is satisfied (remind D is the constant dimension from the above Assumption II), then the system (2.1) is
said to be in involution (this method of computation for the Cartan’s sequence of an ideal is based on [3],
Proposition 1.15). It is an important result of the theory of exterior differential systems (essentially due to
Cartan, cf. [2]) that if the system is in involution, then for any u0, there exists a solution (ω
a, u) of (2.1)
defined on a neighborhood Ω of 0 ∈ Rn for which u(0) = u0 and
dus|0 = F
s
d (u0)ω
d|0.
Moreover, in certain sense (see again [2] for a more precise formulation), the different solutions (ωa, u) of
(2.1), modulo diffeomorphisms, depend on vk(u) functions of k variables, where vk(u) is the last non-vanishing
integer in the Cartan’s sequence v1(u), . . . , vn(u).
The geometric significance of the above is quite clear: Assume that we are interested in a geometric
structure of a certain type that can be characterized by a unique Cartan connection. Then, the structure
equations of the corresponding Cartan connection are some equations of type (2.1) involving the curvature
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of the connection. The solutions of the so arising exterior differential system are precisely the different local
geometries of the fixed type that we are considering.
2.3. Quaternionic contact manifolds. Let M be a (4n + 3)-dimensional manifold and H be a smooth
distribution on M of codimension three. The pair (M,H) is said to be a quaternionic contact (abbr. qc)
structure if around each point of M there exist 1-forms η1, η2, η3 with common kernel H, a positive definite
inner product g on H, and endomorphisms I1, I2, I3 of H, satisfying
(I1)
2 = (I2)
2 = (I3)
2 = −idH , I1 I2 = −I2 I1 = I3,(2.8)
dηs(X,Y ) = 2g(IsX,Y ) for all X,Y ∈ H.
As shown in [1], if dim(M) > 7, one can always find, locally, a triple ξ1, ξ2, ξ3 of vector fields on M
satisfying for all X ∈ H ,
(2.9) ηs(ξt) = δ
s
t , ηs(ξt, X) = −dηt(ξs, X)
(δst being the Kronecker delta). ξ1, ξ2, ξ3 are called Reeb vector fields corresponding to η1, η2, η3. In the
seven dimensional case the existence of Reeb vector fields is an additional integrability condition on the qc
structure (cf. [5]) which we will assume to be satisfied.
It is well known that the qc structures represent a very interesting instance of the so called parabolic
geometries, i.e. Cartan geometries modelled on G/P with G semisimple and P ⊂ G parabolic. The above
definition is a description of these geometries with the additional assumption that their harmonic torsions
vanish.
As the authors showed in [12], the canonical Cartan connection with the properly normalized curvature
can be computed explicitly, including closed formulae for all its curvature components and their covariant
derivatives. This provides the complete background for viewing the structures as integral manifolds of an
appropriate exterior differential system (cf. paragraph 2.6), running the Cartan test, checking the involution
of the system, and concluding the generality of the structures in question (the section 3 below).
For the convenience of the readers we are going to explain the results from [12] in detail now. This requires
to introduce some notation first.
2.4. Conventions for complex tensors and indices. In the sequel, we use without comment the conven-
tion of summation over repeating indices; the small Greek indices α, β, γ, . . . will have the range 1, . . . , 2n,
whereas the indices s, t, k, l,m will be running from 1 to 3.
Consider the Euclidean vector space R4n with its standard inner product 〈, 〉 and a quaternionic structure
induced by the identification R4n ∼= Hn with the quaternion coordinate space Hn. The latter means that we
endow R4n with a fixed triple J1, J2, J3 of complex structures which are Hermitian with respect to 〈, 〉 and
satisfy J1 J2 = −J2 J1 = J3. The complex vector space C
4n, being the complexification of R4n, splits as a
direct sum of +i and −i eigenspaces, C4n = W⊕W, with respect to the complex structure J1. The complex
2-form π,
π(u, v)
def
= 〈J2u, v〉+ i〈J3u, v〉, u, v ∈ C
4n,
has type (2, 0) with respect to J1, i.e., it satisfies π(J1u, v) = π(u, J1v) = iπ(u, v). Let us fix an 〈, 〉-
orthonormal basis (once and for all)
(2.10) {eα ∈ W, eα¯ ∈ W}, eα¯ = eα,
with dual basis {eα, eα¯} so that π = e1 ∧ en+1 + e2 ∧ en+2 + · · ·+ en ∧ e2n. Then, we have
(2.11) 〈, 〉 = gαβ¯ e
α ⊗ eβ¯ + gα¯β e
α¯ ⊗ eβ , π = παβ e
α ∧ eβ
with
(2.12) gαβ¯ = gβ¯α =
{
1, if α = β
0, if α 6= β
, παβ = −πβα =

1, if α+ n = β
−1, if α = β + n
0, otherwise.
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Any array of complex numbers indexed by lower and upper Greek letters (with and without bars) corre-
sponds to a tensor, e.g., {A βγ¯α . . } corresponds to the tensor
A βγ¯α . . e
α ⊗ eβ ⊗ eγ¯ .
Clearly, the vertical as well as the horizontal position of an index carries information about the tensor.
For two-tensors, we take Bαβ to mean B
α
β . , i.e., the lower index is assumed to be first. We use gαβ¯ and
gαβ¯ = gβ¯α = gαβ¯ to lower and raise indices in the usual way, e.g.,
A βα . γ = gσ¯γ A
βσ¯
α . . , A
α¯βγ¯ = gα¯σA βγ¯σ . . .
We use the following convention: Whenever an array {A βγ¯α . . } appears, the array {A
β¯γ
α¯ . . } will be assumed
to be defined, by default, by the complex conjugation
A β¯γα¯ . . = A
βγ¯
α . . .
This means that we interpret {A βγ¯α . . } as a representation of a real tensor, defined on R
4n, with respect to
the fixed complex basis (2.10); the corresponding real tensor in this case is
A βγ¯α . . e
α ⊗ eβ ⊗ eγ¯ +A
β¯γ
α¯ . . e
α¯ ⊗ eβ¯ ⊗ eγ .
Notice that we have πασ¯ π
σ¯
β = − δ
α
β (δ
α
β is the Kronecker delta). We introduce a complex antilinear
endomorphism j of the tensor algebra of R4n, which takes a tensor with components Tα1...αkβ¯1...β¯l... to a
tensor of the same type, with components (jT )α1...αkβ¯1...β¯l..., by the formula
(2.13) (jT )α1...αkβ¯1...β¯l... =
∑
σ¯1...σ¯kτ1...τl...
πσ¯1α1 . . . π
σ¯k
αk
πτ1
β¯1
. . . πτl
β¯l
. . . Tσ¯1...σ¯kτ1...τl....
By definition, the group Sp(n) consists of all endomorphisms of R4n that preserve the inner product 〈, 〉
and commute with the complex structures J1, J2 and J3. With the above notation, we can alternatively
describe Sp(n) as the set of all two-tensors {Uαβ } satisfying
(2.14) gστ¯U
σ
αU
τ¯
β¯
= gαβ¯, πστU
σ
αU
τ
β = παβ .
For its Lie algebra, sp(n), we have the following description:
Lemma 2.1. For a tensor {Xαβ¯}, the following conditions are equivalent:
(1) {Xαβ¯} ∈ sp(n).
(2) Xαβ¯ = −Xβ¯α, (jX)αβ¯ = Xαβ¯ .
(3) Xαβ = π
ασYσβ for some tensor {Yαβ} satisfying Yαβ = Yβα and (jY )αβ = Yαβ.
Proof. The equivalence between (1) and (2) follows by differentiating (2.14) at the identity. To obtain (3),
we define the tensor {Yσβ} by Yσβ = −πστX
τ
β = −π
τ¯
σXβτ¯ . 
2.5. The canonical Cartan connection and its structure equations. It is well known that to each qc
manifold (M,H) one can associate a unique, up to a diffeomorphism, regular, normal Cartan geometry, i.e., a
certain principle bundle P1 →M endowed with a Cartan connection that satisfies some natural normalization
conditions. In [12] we have provided an explicit construction for both the bundle and the Cartan connection
in terms of geometric data generated entirely by the qc structure of M . Here we will briefly recall this
construction since it is important for the rest of the paper. The method we are using is essentially the
original Cartan’s method of equivalence that was applied with a great success by Chern and Moser in [4] for
solving the respective equivalence problem in the CR case. It is based entirely on classical exterior calculus
and does not require any preliminary knowledge concerning the theory of parabolic geometries or the related
Lie algebra cohomology.
By definition, if (M,H) is a qc manifold, around each point of M , we can find ηs, Is and g satisfying
(2.8). Moreover, if η˜1, η˜2, η˜3 are any (other) 1-forms satisfying (2.8) for some symmetric and positive definite
g˜ ∈ H∗ ⊗H∗ and endomorphisms I˜s ∈ End(H) in place of g and Is respectively, then it is known (see for
example the appendix of [9]) that there exists a positive real-valued function µ and an SO(3)-valued function
Ψ = (ast)3×3 so that
η˜s = µats ηt, g˜ = µ g, I˜s = ats It.
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Therefore, there exists a natural principle bundle πo : Po →M with structure group CSO(3) = R
+×SO(3)
whose local sections are precisely the triples of 1-forms (η1, η2, η3) satisfying (2.8). Clearly, on Po we obtain
a global triple of canonical one-forms which we will denote again by (η1, η2, η3). The equations (2.8) yield
([12], Lemma 3.1) the following expressions for the exterior derivatives of the canonical one-forms (using the
conventions from Section 2.4)
(2.15)

dη1 = −ϕ0 ∧ η1 − ϕ2 ∧ η3 + ϕ3 ∧ η2 + 2igαβ¯ θ
α ∧ θβ¯
dη2 = −ϕ0 ∧ η2 − ϕ3 ∧ η1 + ϕ1 ∧ η3 + παβ θ
α ∧ θβ + πα¯β¯ θ
α¯ ∧ θβ¯
dη3 = −ϕ0 ∧ η3 − ϕ1 ∧ η2 + ϕ2 ∧ η1 − iπαβ θ
α ∧ θβ + iπα¯β¯ θ
α¯ ∧ θβ¯ ,
where ϕ0, ϕ1, ϕ2, ϕ3 are some (local, non-unique) real one-forms on Po, θ
α are some (local, non-unique)
complex and semibasic one-forms on Po (by semibasic we mean that the contraction of the forms with any
vector field tangent to the fibers of πo vanishes), gαβ¯ = gβ¯α and παβ = −πβα are the same (fixed) constants
as in Section 2.4.
One can show (cf. [12], Lemma 3.2) that, if ϕ˜0, ϕ˜1, ϕ˜2, ϕ˜3, θ˜
α are any other one-forms (with the same
properties as ϕ0, ϕ1, ϕ2, ϕ3, θ
α) that satisfy (2.15), then
(2.16)

θ˜α = Uαβ θ
β + irαη1 + π
α
σ¯ r
σ¯(η2 + iη3)
ϕ˜0 = ϕ0 + 2Uβσ¯r
σ¯θβ + 2Uβ¯σr
σθβ¯ + λ1η1 + λ2η2 + λ3η3
ϕ˜1 = ϕ1 − 2iUβσ¯r
σ¯θβ + 2iUβ¯σr
σθβ¯ + 2rσr
ση1 − λ3η2 + λ2η3,
ϕ˜2 = ϕ2 − 2πστU
σ
β r
τθβ − 2πσ¯τ¯U
σ¯
β¯
rτ¯θβ¯ + λ3η1 + 2rσr
ση2 − λ1η3,
ϕ˜3 = ϕ3 + 2iπστU
σ
β r
τθβ − 2iπσ¯τ¯U
σ¯
β¯
rτ¯ θβ¯ − λ2η1 + λ1η2 + 2rσr
ση3,
where Uαβ , r
α, λs are some appropriate functions; λ1, λ2, λ3 are real, and {U
α
β } satisfy (2.14), i.e., {U
α
β } ∈
Sp(n) ⊂ End(R4n). Clearly, the functions Uαβ , r
α and λs give a parametrization of a certain Lie Group G1
diffeomorphic to Sp(n)×R4n+3. There exists a canonical principle bundle π1 : P1 → Po whose local sections
are precisely the local one-forms ϕ0, ϕ1, ϕ2, ϕ3, θ
α on Po satisfying (2.15).
We use ϕ0, ϕ1, ϕ2, ϕ3, θ
α to denote also the induced canonical (global) one-forms on the principal bundle
P1. Then, according to [12], Theorem 3.3, on P1, there exists a unique set of complex one-forms Γαβ , φ
α and
real one-forms ψ1, ψ2, ψ3 so that
(2.17) Γαβ = Γβα, (jΓ)αβ = Γαβ .
and the equations
(2.18)

dθα = −iφα ∧ η1 − π
α
σ¯φ
σ¯ ∧ (η2 + iη3)− π
ασΓσβ ∧ θ
β − 12 (ϕ0 + iϕ1) ∧ θ
α − 12π
α
β¯
(ϕ2 + iϕ3) ∧ θ
β¯
dϕ0 = −ψ1 ∧ η1 − ψ2 ∧ η2 − ψ3 ∧ η3 − 2φβ ∧ θ
β − 2φβ¯ ∧ θ
β¯
dϕ1 = −ϕ2 ∧ ϕ3 − ψ2 ∧ η3 + ψ3 ∧ η2 + 2iφβ ∧ θ
β − 2iφβ¯ ∧ θ
β¯
dϕ2 = −ϕ3 ∧ ϕ1 − ψ3 ∧ η1 + ψ1 ∧ η3 − 2πσβφ
σ ∧ θβ − 2πσ¯β¯φ
σ¯ ∧ θβ¯
dϕ3 = −ϕ1 ∧ ϕ2 − ψ1 ∧ η2 + ψ2 ∧ η1 + 2iπσβφ
σ ∧ θβ − 2iπσ¯β¯φ
σ¯ ∧ θβ¯ ,
are satisfied. The so obtained one-forms {ηs}, {θ
α}, {ϕ0}, {ϕs}, {Γαβ}, {φ
α}, {ψs} represent the components
of the canonical Cartan connection (cf. [12], Section 5) corresponding to a fixed splitting of the relevant Lie
algebra
sp(n+ 1, 1) = g−2 ⊕ g−1 ⊕ R⊕ sp(1)⊕ sp(n)︸ ︷︷ ︸
g0
⊕g1 ⊕ g2.
The curvature of the Cartan connection may be represented (cf. [12], Proposition 4.1) by a set of globally
defined complex-valued functions
(2.19) Sαβγδ, Vαβγ , Lαβ , Mαβ , Cα, Hα, P, Q, R
satisfying:
(I) Each of the arrays {Sαβγδ}, {Vαβγ}, {Lαβ}, {Mαβ} is totally symmetric in its indices.
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(II) We have
(2.20)

(jS)αβγδ = Sαβγδ
(jL)αβ = Lαβ
R = R.
(III) The exterior derivatives of the connection one-forms Γαβ , φα and ψs are given by
dΓαβ = − π
στΓασ ∧ Γτβ + 2π
σ¯
α(φβ ∧ θσ¯ − φσ¯ ∧ θβ) + 2π
σ¯
β(φα ∧ θσ¯ − φσ¯ ∧ θα)
+ πσ
δ¯
Sαβγσ θ
γ ∧ θδ¯ +
(
Vαβγ θ
γ + πσ¯α π
τ¯
β Vσ¯τ¯ γ¯ θ
γ¯
)
∧ η1
− iπσγ¯ Vαβσ θ
γ¯ ∧ (η2 + iη3) + i(jV)αβγ θ
γ ∧ (η2 − iη3)
− iLαβ (η2 + iη3) ∧ (η2 − iη3) +Mαβ η1 ∧ (η2 + iη3) + (jM)αβ η1 ∧ (η2 − iη3),
(2.21)
dφα =
1
2
(ϕ0 + iϕ1) ∧ φα +
1
2
παγ(ϕ2 − iϕ3) ∧ φ
γ − πσ¯α Γσ¯γ¯ ∧ φ
γ¯ −
i
2
ψ1 ∧ θα
−
1
2
παγ(ψ2 − iψ3) ∧ θ
γ − iπσ
δ¯
Vαγσ θ
γ ∧ θδ¯ +Mαγ θ
γ ∧ η1 + π
σ¯
α Lσ¯γ¯ θ
γ¯ ∧ η1
+ iLαγ θ
γ ∧ (η2 − iη3)− iπ
σ
γ¯ Mασ θ
γ¯ ∧ (η2 + iη3)− Cα(η2 + iη3) ∧ (η2 − iη3)
+ Hα η1 ∧ (η2 + iη3) + iπασ C
σ η1 ∧ (η2 − iη3),
(2.22)
dψ1 = ϕ0 ∧ ψ1 − ϕ2 ∧ ψ3 + ϕ3 ∧ ψ2 − 4iφγ ∧ φ
γ + 4πσ
δ¯
Lγσ θ
γ ∧ θδ¯ + 4Cγ θ
γ ∧ η1
+ 4Cγ¯ θ
γ¯ ∧ η1 − 4iπγ¯σ¯ C
σ¯ θγ¯ ∧ (η2 + iη3) + 4iπγσ C
σ θγ ∧ (η2 − iη3)
+ P η1 ∧ (η2 + iη3) + P η1 ∧ (η2 − iη3) + iR (η2 + iη3) ∧ (η2 − iη3),
(2.23)
dψ2 + i dψ3 = (ϕ0 − iϕ1) ∧ (ψ2 + iψ3) + i(ϕ2 + iϕ3) ∧ ψ1 + 4πγδφ
γ ∧ φδ + 4iπσ¯γ Mσ¯δ¯ θ
γ ∧ θδ¯
+ 4iπσ¯γ Cσ¯ θ
γ ∧ η1 − 4Hγ¯ θ
γ¯ ∧ η1 − 4iCγ¯ θ
γ¯ ∧ (η2 + iη3)− 4iπ
σ¯
γ Hσ¯ θ
γ ∧ (η2 − iη3)
− iR η1 ∧ (η2 + iη3) + Q η1 ∧ (η2 − iη3)− P (η2 + iη3) ∧ (η2 − iη3).
(2.24)
2.6. The qc structures as integral manifolds of an exterior differential system. As we have seen
above, each qc structure (M,H) determines a principle bundle P1 over M with a coframing
(2.25) ηs, θ
α, ϕ0, ϕs, Γαβ , φ
α, ψs
satisfying (2.17), (2.15), (2.18), together with a set of functions
(2.26) Sαβγδ, Vαβγ , Lαβ , Mαβ , Cα, Hα, P, Q, R
with the respective properties (I), (II) and (III) of Section 2.5. As it can be easily shown, the converse
is also true, i.e., each manifold P1 endowed with a coframing (2.25) and function (2.26), satisfying all the
respective properties, can be viewed, locally (in a unique way), as the canonical principle bundle of a (unique)
qc structure. Therefore, finding local qc structures is equivalent to finding linearly independent one-forms
(2.25) and functions (2.26) on an open domain in Rdim(P1) satisfying the above properties. This is, clearly, a
problem of type (2.1) and thus it reduces—as explained in Section 2.1—to a typical problem from the theory
of exterior differential systems that can be handled using the Cartan’s Third Theorem.
For the respective exterior differential system, the validity of Assumption I, Section 2.1 follows immediately
from [12], Propositions 4.2 which says that the exterior differentiation of (2.21), (2.22), (2.23) and (2.24)
produces equations that can be put into the form:
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(2.27)
(
d2Γαβ =
)
πσ
δ¯
S∗αβγσ ∧ θ
γ ∧ θδ¯ + V∗αβγ ∧ θ
γ ∧ η1 + π
µ¯
α π
ν¯
β V
∗
µ¯ν¯γ¯ ∧ θ
γ¯ ∧ η1
− iπσγ¯ V
∗
αβσ ∧ θ
γ¯ ∧
(
η2 + iη3
)
+ iπµ¯α π
ν¯
β π
ξ¯
γ V
∗
µ¯ν¯ξ¯
∧ θγ ∧
(
η2 − iη3
)
− iL∗αβ ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
+M∗αβ ∧ η1 ∧
(
η2 + iη3
)
+ πµ¯α π
ν¯
βM
∗
µ¯ν¯ ∧ η1 ∧
(
η2 − iη3
)
= 0;
(2.28)
(
d2φα =
)
− iπνγ¯ V
∗
αβν ∧ θ
β ∧ θγ¯ + πµ¯α L
∗
µ¯β¯
∧ θβ¯ ∧ η1 +M
∗
αβ ∧ θ
β ∧ η1
− iπν
β¯
M∗αν ∧ θ
β¯ ∧
(
η2 + iη3
)
+ iL∗αβ ∧ θ
β ∧
(
η2 − iη3
)
− C∗α ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
+ iπµ¯α C
∗
µ¯ ∧ η1 ∧
(
η2 − iη3
)
+H∗α ∧ η1 ∧
(
η2 + iη3
)
= 0;
(2.29)
(
d2ψ1 =
)
4πµγ¯ L
∗
βµ ∧ θ
β ∧ θγ¯ + 4C∗β ∧ θ
β ∧ η1 + 4C
∗
γ¯ ∧ θ
γ¯ ∧ η1 + 4iπ
µ¯
β C
∗
µ¯ ∧ θ
β ∧
(
η2 − iη3
)
− 4iπµγ¯ C
∗
µ ∧ θ
γ¯ ∧
(
η2 + iη3
)
+ P∗ ∧ η1 ∧
(
η2 + iη3
)
+ P∗ ∧ η1 ∧
(
η2 − iη3
)
+ iR∗ ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
= 0;
(2.30)(
d2
(
ψ2 + iψ3
)
=
)
4iπµ¯β M
∗
µ¯γ¯ ∧ θ
β ∧ θγ¯ + 4iπµ¯β C
∗
µ¯ ∧ θ
β ∧ η1 − 4H
∗
γ¯ ∧ θ
γ¯ ∧ η1 − 4C
∗
γ¯ ∧ θ
γ¯ ∧
(
η2 + iη3
)
− 4iπµ¯β H
∗
µ¯ ∧ θ
β ∧
(
η2 − iη3
)
− iR∗ ∧ η1 ∧
(
η2 + iη3
)
+ Q∗ ∧ η1 ∧
(
η2 − iη3
)
− P∗ ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
= 0.
Where
(2.31) S∗αβγδ, V
∗
αβγ , L
∗
αβ , M
∗
αβ, C
∗
α, H
∗
α, P
∗, Q∗, R∗
are certain (new) one-forms on P1 each one of which begins with the differential of the corresponding
curvature component followed by certain corrections terms. More precisely, we have
(2.32) S∗αβγδ
def
= dSαβγδ − π
τνΓνα Sτβγδ − π
τνΓνβ Sατγδ − π
τνΓνγ Sαβτδ − π
τνΓνδ Sαβγτ
− ϕ0 Sαβγδ − 2i
(
πατ Vδβγ + πβτ Vαγδ + πγτ Vαβδ + πδτ Vαβγ
)
θτ − 2i
(
gατ¯ (jV)δβγ
+ gβτ¯ (jV)αδγ + gγτ¯ (jV)αβδ + gδτ¯ (jV)αβγ
)
θτ¯
(2.33) V∗αβγ
def
= dVαβγ − π
τνΓνα Vτβγ − π
τνΓνβ Vατγ − π
τνΓνγ Vαβτ + iπ
σ
τ¯ φ
τ¯ Sαβγσ
−
1
2
(
3ϕ0 + iϕ1
)
Vαβγ +
1
2
(
ϕ2 − iϕ3
)
(jV)αβγ + 2
(
πατ Mβγ + πβτ Mαγ + πγτ Mαβ
)
θτ
+ 2
(
gατ¯ Lβγ + gβτ¯ Lαγ + gγτ¯ Lαβ
)
θτ¯
(2.34) L∗αβ
def
= dLαβ − π
τσΓσα Lτβ − π
τσΓσβ Lατ − 2ϕ0 Lαβ −
1
2
(
ϕ2 + iϕ3
)
Mαβ −
1
2
(
ϕ2 − iϕ3
)
(jM)αβ
− φσ Vαβσ − π
µ¯
α π
ν¯
β φ
σ¯ Vµ¯ν¯σ¯ − 2i
(
πατCβ + πβτCα
)
θτ − 2i
(
gατ¯ π
σ¯
β Cσ¯ + gβτ¯ π
σ¯
α Cσ¯
)
θτ¯
(2.35) M∗αβ
def
= dMαβ − π
τσΓσαMτβ − π
τσΓσβ Mατ −
(
2ϕ0 + iϕ1
)
Mαβ +
(
ϕ2 − iϕ3
)
Lαβ + 2π
σ
τ¯ φ
τ¯ Vαβσ
+ 2
(
πατHβ + πβτHα
)
θτ − 2i
(
gατ¯ Cβ + gβτ¯ Cα
)
θτ¯
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(2.36) C∗α
def
= dCα − π
τσΓσα Cτ −
1
2
(
5ϕ0 + iϕ1
)
Cα + π
σ¯
α
(
ϕ2 − iϕ3
)
Cσ¯ + 2iπ
σ
τ¯ φ
τ¯ Lασ − iφ
τ Mατ
−
i
2
(
ϕ2 + iϕ3
)
Hα +
1
2
πατ P θ
τ −
1
2
gατ¯ R θ
τ¯
(2.37) H∗α
def
= dHα − π
τσΓσαHτ −
1
2
(
5ϕ0 + 3iϕ1
)
Hα −
3i
2
(
ϕ2 − iϕ3
)
Cα + 3π
σ
τ¯ φ
τ¯ Mασ
−
1
2
πατ Q θ
τ −
i
2
gατ¯ P θ
τ¯
(2.38) R∗
def
= dR− 3ϕ0R+
(
ϕ2 + iϕ3
)
P+
(
ϕ2 − iϕ3
)
P+ 8φτ Cτ + 8φ
τ¯ Cτ¯
(2.39) P∗
def
= dP−
(
3ϕ0 + iϕ1
)
P+
i
2
(
ϕ2 + iϕ3
)
Q−
3
2
(
ϕ2 − iϕ3
)
R− 4iφτHτ + 12πτ¯ σ¯φ
τ¯ Cσ¯
(2.40) Q∗
def
= dQ−
(
3ϕ0 + 2iϕ1
)
Q+ 2i
(
ϕ2 − iϕ3
)
P− 16πτ¯ σ¯φ
τ¯Hσ¯
In order to show that the Assumption II, Section 2.1 holds true for the differential system under consider-
ation, we observe that the Bianchi identities (2.27), (2.28), (2.29) and (2.30) imply that the one-forms (2.31)
belong to the linear span of η1, η2, η3, θ
α, θα¯. Furthermore, if we are considering the above Bianchi identi-
ties as a system of algebraic equations for the unknown one-forms (2.31), then—since this system is clearly
linear—the solutions may be parametrized by elements of a certain vector space. In [12], Proposition 4.3
we have given an explicit description for this vector space. Namely, we have shown that, on P1, there exist
unique, globally defined, complex valued functions
Aαβγδǫ, Bαβγδ, Cαβγδ, Dαβγ , Eαβγ , Fαβγ , Gαβ , Xαβ , Yαβ , Zαβ ,
(N1)α, (N2)α, (N3)α, (N4)α, (N5)α, Us, Ws
(2.41)
so that:
(I) Each of the arrays {Aαβγδǫ}, {Bαβγδ}, {Cαβγδ}, {Dαβγ}, {Eαβγ}, {Fαβγ}, {Gαβγ}, {Xαβ}, {Yαβ},
{Zαβ} is totally symmetric in its indices.
(II) We have
S∗αβγδ = Aαβγδǫ θ
ǫ − πσǫ¯ (jA)αβγδσ θ
ǫ¯ +
(
Bαβγδ + (jB)αβγδ
)
η1 + iCαβγδ
(
η2 + iη3
)
− i(jC)αβγδ
(
η2 − iη3
)
V∗αβγ = Cαβγǫ θ
ǫ + πσǫ¯ Bαβγσ θ
ǫ¯ +Dαβγη1 + Eαβγ
(
η2 + iη3
)
+ Fαβγ
(
η2 − iη3
)
L∗αβ = −(jF)αβǫ θ
ǫ−πσǫ¯ Fαβσ θ
ǫ¯ + i
(
(jZ)αβ − Zαβ
)
η1 + iGαβ
(
η2 + iη3
)
− i(jG)αβ
(
η2 − iη3
)
M∗αβ = −Eαβǫ θ
ǫ + πσǫ¯
(
(jF)αβσ − iDαβσ
)
θǫ¯ + Xαβη1 + Yαβ
(
η2 + iη3
)
+ Zαβ
(
η2 − iη3
)
C∗α = Gαǫ θ
ǫ − iπσǫ¯ Zασ θ
ǫ¯ + (N1)αη1 + (N2)α
(
η2 + iη3
)
+ (N3)α
(
η2 − iη3
)
H∗α = −Yαǫ θ
ǫ + iπσǫ¯
(
Gασ − Xασ
)
θǫ¯ + (N4)αη1 + (N5)α
(
η2 + iη3
)
+
(
(N1)α + iπ
σ¯
α(N3)σ¯
)(
η2 − iη3
)
R∗ = 4πσ¯ǫ (N3)σ¯ θ
ǫ + 4πσǫ¯ (N3)σ θ
ǫ¯ + i
(
U3 − U3
)
η1 − i
(
U1 +W3
)(
η2 + iη3
)
+ i
(
U1 +W3
)(
η2 − iη3
)
P∗ = −4(N2)ǫ θ
ǫ − 4
(
(N3)ǫ¯ + iπ
σ
ǫ¯ (N1)σ
)
θǫ¯ + U1η1 + U2
(
η2 + iη3
)
+ U3
(
η2 − iη3
)
Q∗ = 4(N5)ǫ θ
ǫ + 4iπσǫ¯
(
(N2)σ + (N4)σ
)
θǫ¯ +W1η1 +W2
(
η2 + iη3
)
+W3
(
η2 − iη3
)
.
(2.42)
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2.7. The Cartan test. For the (real) dimension D of the vector space determined by (2.41), we calculate
(2.43) D = 2
(
2n+ 4
5
)
+ 4
(
2n+ 3
4
)
+ 6
(
2n+ 2
3
)
+ 8
(
2n+ 1
2
)
+ 20n+ 12
=
2
15
(2n+ 5)(2n+ 3)(n+ 3)(n+ 2)(n+ 1).
Following the scheme of Section 2.1, the problem of finding all possible coframings (2.25) and functions
(2.26) satisfying the respective relations (i.e., the problem of finding all local qc structures) may be seen,
equivalently, as the problem of solving a certain associated exterior differential system, which we describe
next: Let us denote the (real) dimension of P1 by d1. We have
(2.44) d1 =
(
2n+ 5
2
)
= (2n+ 5)(n+ 2)
The functions (2.26), with their respective properties (I) and (II) assumed, determine a vector space for
which these functions represent the coordinate components of vectors. For the dimension d2 of this vector
space, we easily compute
(2.45) d2 =
(
2n+ 3
4
)
+ 2
(
2n+ 2
3
)
+ 3
(
2n+ 1
2
)
+ 8n+ 5 =
1
6
(2n+ 5)(2n+ 3)(n+ 2)(n+ 1).
Then, the associated exterior differential system that we are considering is defined by a differential ideal
I on the product manifold
(2.46) N = GL(d1,R)× R
d1 × Rd2 .
We can interpret, in a natural way (cf. Section 2.1), (2.25) and (2.26) as one-forms and functions on N
respectively. Then, the ideal I is algebraically generated by the two-forms given by the structure equations
(2.15), (2.18), (2.21), (2.22), (2.23), (2.24), and by the three-forms determined by the Bianchi identities (2.27),
(2.28), (2.29) and (2.30) (these are the only non-trivial equations that we obtain by exterior differentiation
of the structure equations). Since only the latter are relevant for the computation of the character sequence
of the ideal (cf. Section 2.1), we will denote them by ∆αβ , ∆α and Ψs respectively, i.e., we have:
(2.47) ∆αβ = π
σ
δ¯
S∗αβγσ ∧ θ
γ ∧ θδ¯ + V∗αβγ ∧ θ
γ ∧ η1 + π
µ¯
α π
ν¯
β V
∗
µ¯ν¯γ¯ ∧ θ
γ¯ ∧ η1
− iπσγ¯ V
∗
αβσ ∧ θ
γ¯ ∧
(
η2 + iη3
)
+ iπµ¯α π
ν¯
β π
ξ¯
γ V
∗
µ¯ν¯ξ¯
∧ θγ ∧
(
η2 − iη3
)
− iL∗αβ ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
+M∗αβ ∧ η1 ∧
(
η2 + iη3
)
+ πµ¯α π
ν¯
βM
∗
µ¯ν¯ ∧ η1 ∧
(
η2 − iη3
)
;
(2.48) ∆α = − iπ
ν
γ¯ V
∗
αβν ∧ θ
β ∧ θγ¯ + πµ¯α L
∗
µ¯β¯
∧ θβ¯ ∧ η1 +M
∗
αβ ∧ θ
β ∧ η1
− iπν
β¯
M∗αν ∧ θ
β¯ ∧
(
η2 + iη3
)
+ iL∗αβ ∧ θ
β ∧
(
η2 − iη3
)
− C∗α ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
+ iπµ¯α C
∗
µ¯ ∧ η1 ∧
(
η2 − iη3
)
+H∗α ∧ η1 ∧
(
η2 + iη3
)
;
(2.49) Ψ1 = 4π
µ
γ¯ L
∗
βµ ∧ θ
β ∧ θγ¯ + 4C∗β ∧ θ
β ∧ η1 + 4C
∗
γ¯ ∧ θ
γ¯ ∧ η1 + 4iπ
µ¯
β C
∗
µ¯ ∧ θ
β ∧
(
η2 − iη3
)
− 4iπµγ¯ C
∗
µ ∧ θ
γ¯ ∧
(
η2 + iη3
)
+ P∗ ∧ η1 ∧
(
η2 + iη3
)
+ P∗ ∧ η1 ∧
(
η2 − iη3
)
+ iR∗ ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
;
(2.50) Ψ2 + iΨ3 = 4iπ
µ¯
β M
∗
µ¯γ¯ ∧ θ
β ∧ θγ¯ + 4iπµ¯β C
∗
µ¯ ∧ θ
β ∧ η1 − 4H
∗
γ¯ ∧ θ
γ¯ ∧ η1 − 4C
∗
γ¯ ∧ θ
γ¯ ∧
(
η2 + iη3
)
− 4iπµ¯β H
∗
µ¯ ∧ θ
β ∧
(
η2 − iη3
)
− iR∗ ∧ η1 ∧
(
η2 + iη3
)
+ Q∗ ∧ η1 ∧
(
η2 − iη3
)
− P∗ ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
.
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In order to show that our exterior differential system I is in involution—which would allow us to apply the
Cartan’s Third Theorem to it—we need to compute the character sequence v1, v2, v3, . . . , vd1 of the system
and show that the Cartan’s test
(2.51) D = v1 + 2v2 + 3v3 + · · ·+ d1vd1
is satisfied. We will do this in the next section.
3. Involutivity of the associated exterior differential system
3.1. Setting out a few more conventions. According to our current conventions the Greek indices α, β, γ
are running from 1 to 2n. Here, however, we will need also indices that have the range 1, . . . , n for which we
will use again the small Greek letters but already printed in black, e.g, α,β,γ, . . . . Primed bold indices will
be used to indicate a shift by n, e.g., α′
def
= α+n, and thus they will always have the range (n+1), . . . , 2n. If
a number in brackets is used as an index (e.g., [15]), it means that we take a index in the range 1, . . . , n that
is congruent to the original number in the brackets modulo n (so if n=6, then [15] as an index corresponds
to 3). With this conventions, the constants παβ from Section 2.4 are determined by
(3.1) πα
β¯
= 0, πα
′
β¯
= δαβ = −π
α
β¯′
(δαβ being the Kronecker delta).
Furthermore, the properties of the functions Sαβγδ and Lαβ given by (2.20) may be, equivalently, written
as
(3.2) Sα′β′γ′δ′ = Sαβγδ , Sαβ′γ′δ′ = −Sα′βγδ , Sαβγ′δ′ = Sα′β′γδ ,
(3.3) Lα′β′ = Lαβ , Lαβ′ = −Lα′β .
Similarly, since by (2.47) it can be easily verified that (j∆)αβ = ∆αβ , we have also the equations
(3.4) ∆α′β′ = ∆αβ , ∆αβ′ = −∆α′β .
3.2. Introducing an appropriate coordinate system. Let us fix an integral element E ⊂ ToN at the
origin o ∈ N of the associated exterior differential system, defined by the equations
(3.5) S∗αβγδ = V
∗
αβγ = L
∗
αβ = M
∗
αβ = C
∗
α = H
∗
α = P
∗ = Q∗ = R∗ = 0
and the structure equations (2.15), (2.18), (2.21), (2.22), (2.23) and (2.24). In order to compute the sequence
of Cartan characters of the ideal I (cf. Section 2.1) we need to introduce a real basis for the vector space
span{ηs, θ
α, θα¯}. Let us take ξα, ζα to be the real one-forms defined by θα = ξα+ iζα and consider the basis
{ηs, ξ
α, ζα}. In general, in the terminology of [2] and [3], the choice of a bases here corresponds to a choice
of an integral flag
{0} = E1 ⊂ E2 ⊂ · · · ⊂ Ed1 = E
which we construct by dualizing the corresponding coframe of E. Part of the difficulty in showing the
Cartan’s test and computing the corresponding Cartan characters of an ideal lies in the appropriate choice
of the integral flag. Unfortunately, the natural choice of real coordinates that we have suggested above does
not produce a Cartan-ordinary flag (i.e., a flag for which the Cartan’s test is satisfied). Therefore, we will
need a slightly more complicated construction here.
Let µα and να be (real) one-forms on N determined by the equations
ξn+1 = µ1 + ζn + η3,
ξα
′
= µα + ζ [α−1], if α 6= 1,
ζβ
′
= νβ + µ[β−2], for all 1 ≤ β ≤ n.
Then, we choose a new basis of one-forms {ǫ1, . . . , ǫ4n+3} for span
{
ηs, θ
α, θα¯
}
by setting
(3.6)
ǫα = ξα , ǫα+n = ζα ,
ǫ2n+1 = η1, ǫ
2n+2 = η2, ǫ
2n+3 = η3, ǫ
α+2n+3 = µα, ǫα+3n+3 = να.
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Notice that because of (3.4), we can restrict our attention only to the three-forms ∆αβ , ∆αβ′ , ∆α , ∆α′
and Ψs. Substituting (3.6) into (2.47), (2.48), (2.49) and (2.50) gives:
(3.7) ∆αβ =
1
2
(
S∗
αβγδ′
− S∗
αβδγ′
)
∧ ξγ ∧ ξδ −
(
iS∗
αβγδ′
+ iS∗
αβδγ′
+ S∗αβγ [δ+1] + S
∗
αβγ′ [δ+1]′
)
∧ ξγ ∧ ζδ
+
1
2
(
S∗
αβγδ′
− S∗
αβδγ′
+ iS∗
αβγ′ [δ+1]′ − iS
∗
αβδ′ [γ+1]′ − iS
∗
αβγ [δ+1] + iS
∗
αβδ[γ+1]
+ S∗
αβ [γ+1][δ+1]′ − S
∗
αβ [δ+1][γ+1]′
)
∧ ζγ ∧ ζδ +
(
V∗αβγ + V
∗
α′β′γ
)
∧ ξγ ∧ η1
+
(
iV∗αβγ − iV
∗
α′β′γ
+ V∗
αβ [γ+1]′ + V
∗
α′β′ [γ+1]′
)
∧ ζγ ∧ η1 − i
(
V∗
αβγ′
− V∗
α′β′γ′
)
∧ ξγ ∧ η2
+
(
− V∗
αβγ′
− V∗
α′β′γ′
+ iV∗αβ [γ+1] − iV
∗
α′β′ [γ+1]
)
∧ ζγ ∧ η2 +
(
M∗αβ +M
∗
α′β′
)
∧ η1 ∧ η2
+
(
V∗
αβγ′
+ V∗
α′β′γ′
− S∗αβγ1 − S
∗
αβγ′1′ + iS
∗
αβγ [3] − iS
∗
αβγ′ [3]′
)
∧ ξγ ∧ η3
+
(
− iV∗
αβγ′
+ iV∗
α′β′γ′
− V∗αβ [γ+1] − V
∗
α′β′ [γ+1]
+ iS∗
αβγ′1′ − iS
∗
αβγ1 + S
∗
αβ[γ+1]1′ − S
∗
αβ [γ+1]′1
− S∗αβγ [3] − S
∗
αβγ′ [3]′ + iS
∗
αβ [γ+1][3]′ + iS
∗
αβ[3][γ+1]′
)
∧ ζγ ∧ η3
+
(
iM∗αβ − iM
∗
α′β′
− V∗
αβ1′ − V
∗
α′β′1′
− iV∗
αβ[3]′ + iV
∗
α′β′ [3]′
)
∧ η1 ∧ η3
+
(
− 2L∗αβ − iV
∗
αβ1 + iV
∗
α′β′1
− V∗αβ [3] − V
∗
α′β′ [3]
)
∧ η2 ∧ η3 + . . . ;
(3.8) ∆αβ′ =
1
2
(
S∗
αβ′γδ′
− S∗
αβ′δγ′
)
∧ ξγ ∧ ξδ −
(
iS∗
αβ′γδ′
+ iS∗
αβ′δγ′
+ S∗
αβ′γ [δ+1] − S
∗
α′βγ [δ+1]
)
∧ ξγ ∧ ζδ
+
1
2
(
S∗
αβ′γδ′
− S∗
αβ′δγ′
− iS∗
α′βγ [δ+1]
+ iS∗
α′βδ[γ+1]
− iS∗
αβ′γ [δ+1] + iS
∗
αβ′δ [γ+1]
+ S∗
αβ′ [γ+1][δ+1]′ − S
∗
αβ′ [δ+1][γ+1]′
)
∧ ζγ ∧ ζδ +
(
V∗
αβ′γ
− V∗
α′βγ
)
∧ ξγ ∧ η1
+
(
iV∗
αβ′γ
+ iV∗
α′βγ
+ V∗
αβ′ [γ+1]′ − V
∗
α′β [γ+1]′
)
∧ ζγ ∧ η1 − i
(
V∗
αβ′γ′
+ V∗
α′βγ′
)
∧ ξγ ∧ η2
+
(
− V∗
αβ′γ′
+ V∗
α′βγ′
+ iV∗
αβ′ [γ+1] + iV
∗
α′β [γ+1]
)
∧ ζγ ∧ η2 +
(
M∗
αβ′
−M∗
α′β
)
∧ η1 ∧ η2
+
(
V∗
αβ′γ′
− V∗
α′βγ′
− S∗
αβ′γ1 + S
∗
α′βγ1
+ iS∗
αβ′γ [3] + iS
∗
α′βγ [3]
)
∧ ξγ ∧ η3
+
(
− iV∗
αβ′γ′
− iV∗
α′βγ′
− V∗
αβ′ [γ+1] + V
∗
α′β[γ+1]
− iS∗
α′βγ1
− iS∗
αβ′γ1 + S
∗
αβ′ [γ+1]1′ − S
∗
αβ′ [γ+1]′1
− S∗
αβ′γ [3] + S
∗
α′βγ [3]
+ iS∗
αβ′ [γ+1][3]′ + iS
∗
αβ′ [3][γ+1]′
)
∧ ζγ ∧ η3
+
(
iM∗
αβ′
+ iM∗
α′β
− V∗
αβ′1′ + V
∗
α′β1′
− iV∗
αβ′ [3]′ − iV
∗
α′β[3]′
)
∧ η1 ∧ η3
+
(
− 2L∗
αβ′
− iV∗
αβ′1 − iV
∗
α′β1
− V∗
αβ′ [3] + V
∗
α′β [3]
)
∧ η2 ∧ η3 + . . . ;
(3.9) ∆α = −
i
2
(
V∗
αβγ′
− V∗
αβ′γ
)
∧ ξβ ∧ ξγ −
(
V∗
αβγ′
+ V∗
αβ′γ
− iV∗αβ [γ+1] − iV
∗
αβ′ [γ+1]′
)
∧ ξβ ∧ ζγ
+
1
2
(
− iV∗
αβγ′
+ iV∗
αβ′γ
+ V∗
αβ′ [γ+1]′ − V
∗
αγ′ [β+1]′ − V
∗
αβ [γ+1] + V
∗
αγ [β+1]
− iV∗
α[β+1][γ+1]′ + iV
∗
α[γ+1][β+1]′
)
∧ ζβ ∧ ζγ +
(
− L∗
αβ′
+M∗αβ
)
∧ ξβ ∧ η1
+
(
iL∗
αβ′
+ iM∗αβ + L
∗
α[β+1] +M
∗
α[β+1]′
)
∧ ζβ ∧ η1 +
(
iL∗αβ − iM
∗
αβ′
)
∧ ξβ ∧ η2
+
(
− L∗αβ −M
∗
αβ′
+ iL∗
α[β+1]′ + iM
∗
α[β+1]
)
∧ ζβ ∧ η2 +
(
iC∗
α′
+H∗α
)
∧ η1 ∧ η2
+
(
L∗αβ +M
∗
αβ′
+ iV∗αβ1 + iV
∗
αβ′1′ + V
∗
αβ [3] − V
∗
αβ′ [3]′
)
∧ ξβ ∧ η3
14 IVAN MINCHEV AND JAN SLOVA´K
+
(
iL∗αβ − iM
∗
αβ′
+ L∗
α[β+1]′ −M
∗
α[β+1] + V
∗
αβ′1′ − V
∗
αβ1 − iV
∗
α[β+1]1′ + iV
∗
α[β+1]′1
+ iV∗
αβ′ [3]′ + iV
∗
αβ[3] + V
∗
α[β+1][3]′ + V
∗
α[3][β+1]′
)
∧ ζβ ∧ η3
+
(
C∗
α′
+ iH∗α − L
∗
α1 −M
∗
α1′ + iL
∗
α[3] − iM
∗
α[3]′
)
∧ η1 ∧ η3
+
(
2iC∗α − iL
∗
α1′ − iM
∗
α1 + L
∗
α[3]′ −M
∗
α[3]
)
∧ η2 ∧ η3 + . . . ;
(3.10) ∆α′ =
i
2
(
V∗
α′β′γ
− V∗
α′γ′β
)
∧ ξβ ∧ ξγ −
(
V∗
α′β′γ
+ V∗
α′γ′β
− iV∗
α′β′ [γ+1]′ − iV
∗
α′β[γ+1]
)
∧ ξβ ∧ ζγ
+
1
2
(
iV∗
α′β′γ
− iV∗
α′γ′β
+ V∗
α′β′ [γ+1]′ − V
∗
α′γ′ [β+1]′ − V
∗
α′β [γ+1] + V
∗
α′γ [β+1]
+ iV∗
α′ [β+1]′ [γ+1] − iV
∗
α′ [γ+1]′ [β+1]
)
∧ ζβ ∧ ζγ +
(
− L∗
αβ
+M∗
α′β
)
∧ ξβ ∧ η1
+
(
iL∗
αβ
+ iM∗
α′β
+ L∗
α′ [β+1] +M
∗
α′ [β+1]′
)
∧ ζβ ∧ η1 +
(
iL∗
α′β
− iM∗
α′β′
)
∧ ξβ ∧ η2
+
(
− L∗
α′β
−M∗
α′β′
+ iL∗
α[β+1] + iM
∗
α′ [β+1]
)
∧ ζβ ∧ η2 +
(
− iC∗α +H
∗
α′
)
∧ η1 ∧ η2
+
(
L∗
α′β
+M∗
α′β′
+ iV∗
α′β′1′ + iV
∗
α′β1 + V
∗
α′β [3] − V
∗
α′β′ [3]′
)
∧ ξβ ∧ η3
+
(
iL∗
α′β
− iM∗
α′β′
+ L∗
α[β+1] −M
∗
α′ [β+1] + V
∗
α′β′1′ − V
∗
α′β1 + iV
∗
α′ [β+1]′1 − iV
∗
α′ [β+1]1′
+ iV∗
α′β [3] + iV
∗
α′β′ [3]′ + V
∗
α′ [β+1]′ [3] + V
∗
α′ [3]′ [β+1]
)
∧ ζβ ∧ η3
+
(
− C∗α + iH
∗
α′
− L∗
α′1 −M
∗
α′1′ + iL
∗
α′ [3] − iM
∗
α′ [3]′
)
∧ η1 ∧ η3
+
(
2iC∗
α′
− iL∗α1 − iM
∗
α′1 + L
∗
α[3] −M
∗
α′ [3]
)
∧ η2 ∧ η3 + . . . ;
(3.11) Ψ1 = 2
(
L∗
αβ′
− L∗
α′β
)
∧ ξα ∧ ξβ − 4
(
iL∗
αβ′
+ iL∗
α′β
+ L∗
α[β+1] + L
∗
α[β+1]
)
∧ ξα ∧ ζβ
+ 2
(
L∗
αβ′
− L∗
α′β
− iL∗α[β+1] + iL
∗
β [α+1] + iL
∗
α[β+1] − iL
∗
β [α+1]
− L∗[α+1]′ [β+1] + L
∗
[β+1]′ [α+1]
)
∧ ζα ∧ ζβ + 4
(
C∗α + C
∗
α
)
∧ ξα ∧ η1
+ 4
(
iC∗α − iC
∗
α + C
∗
[α+1]′ + C
∗
[α+1]′
)
∧ ζα ∧ η1 − 4i
(
C∗
α′
− C∗
α′
)
∧ ξα ∧ η2
− 4
(
C∗
α′
+ C∗
α′
− iC∗[α+1] + iC
∗
[α+1]
)
∧ ζα ∧ η2 +
(
P∗ + P
∗
)
∧ η1 ∧ η2
+ 4
(
C∗
α′
+ C∗
α′
− L∗α1 − L
∗
α1 + iL
∗
α[3] − iL
∗
α[3]
)
∧ ξα ∧ η3
+ 4
(
− iC∗
α′
+ iC∗
α′
− C∗[α+1] − C
∗
[α+1] − iL
∗
α1 + iL
∗
α1 − L
∗
[α+1]′1 + L
∗
[α+1]1′
− L∗α[3] − L
∗
α[3] + iL
∗
[α+1]′ [3] + iL
∗
[3]′ [α+1]
)
∧ ζα ∧ η3
+
(
iP∗ − iP
∗
− 4C∗1′ − 4C
∗
1′
− 4iC∗[3]′ + 4iC
∗
[3]′
)
∧ η1 ∧ η3
+
(
2R∗ − 4iC∗1 + 4iC
∗
1 − 4C
∗
[3] − 4C
∗
[3]
)
∧ η2 ∧ η3 + . . . ;
(3.12) Ψ2 − iΨ3 = − 2i
(
M∗
α′β
−M∗
αβ′
)
∧ ξα ∧ ξβ + 4
(
M∗
α′β
+M∗
αβ′
− iM∗
α′ [β+1]′ − iM
∗
α[β+1]
)
∧ ξα ∧ ζβ
+ 2
(
− iM∗
α′β
+ iM∗
αβ′
+M∗α[β+1] −M
∗
β[α+1] −M
∗
α′ [β+1]′ +M
∗
β′ [α+1]′
− iM∗[α+1]′ [β+1] + iM
∗
[β+1]′ [α+1]
)
∧ ζα ∧ ζβ − 4
(
iC∗
α′
+H∗α
)
∧ ξα ∧ η1
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+ 4
(
− C∗
α′
− iH∗α + iC
∗
[α+1] −H
∗
[α+1]′
)
∧ ζα ∧ η1 + 4i
(
iC∗α +H
∗
α′
)
∧ ξα ∧ η2
− 4
(
iC∗α −H
∗
α′
+ C∗[α+1]′ + iH
∗
[α+1]
)
∧ ζα ∧ η2 +
(
iR∗ + Q∗
)
∧ η1 ∧ η2
+ 4
(
iC∗α −H
∗
α′
− iM∗
α′1′ − iM
∗
α1 −M
∗
α[3] +M
∗
α′ [3]′
)
∧ ξα ∧ η3
+ 4
(
− C∗α + iH
∗
α′
+ iC∗[α+1]′ +H
∗
[α+1] +M
∗
α1 −M
∗
α′1′ − iM
∗
[α+1]′1 + iM
∗
[α+1]1′
− iM∗α[3] − iM
∗
α′ [3]′ −M
∗
[α+1]′ [3] −M
∗
[3]′ [α+1]
)
∧ ζα ∧ η3
+
(
R∗ + iQ∗ − 4iC∗1 + 4H
∗
1′ − 4C
∗
[3] + 4iH
∗
[3]′
)
∧ η1 ∧ η3
+
(
− 2iP∗ + 4C∗1′ + 4iH
∗
1 + 4iC
∗
[3]′ + 4H
∗
[3]
)
∧ η2 ∧ η3 + . . . .
In the above identities we have omitted all the terms involving wedge products with basis one-forms (3.6)
of index grater than 2n+ 3 (and have replaced them by ”. . . ”) since they will turn out to be irrelevant for
our further considerations here.
For each integer 1 ≤ λ ≤ d1 (d1 is given by (2.44)), we let Fλ be the real subspace Fλ ⊂ T
∗
oN generated by
the real and the imaginary parts of all one forms Φ for which the term Φ∧ ǫa ∧ ǫb with 1 ≤ a, b ≤ λ appears
on the RHS of (3.7), (3.8), (3.9), (3.10), (3.11) or (3.12). Then, the character sequence v1, v2, . . . , vd1 of the
ideal I corresponding to the fixed basis (3.6) is given by (cf. Section 2.1)
(3.13)
{
v1 = 0;
vλ = dim(Fλ/Fλ−1) = dimFλ − dimF(λ−1), if 2 ≤ λ ≤ d1
3.3. The characters v2, . . . , vn. Let us fix an integer number λ between 2 and n. By definition, the (real)
vector space Fλ is generated by the real and imaginary parts of the one-forms
S∗
αβγδ′
− S∗
αβδγ′
, S∗
αβ′γδ′
− S∗
αβ′δγ′
,
V∗
αγδ′
− V∗
αγ′δ
, V∗
α′γ′δ
− V∗
α′δ′γ
, L∗
γδ′
− L∗
γ′δ
, M∗
γ′δ
−M∗
γδ′
,
where 1 ≤ α,β ≤ n and 1 ≤ γ,δ ≤ λ.
Let us introduce the one-forms
(3.14) Xαβγδ
def
=
1
2
(
S∗
αβγδ′
− S∗
αβδγ′
)
, Yαβγδ
def
=
1
4
(
S∗
αβγδ′
+ S∗
αβδγ′
+ S∗
αγδβ′
+ S∗
βγδα′
)
,
Then, as it can be easily verified, Xαβγδ is symmetric in α, β and skew-symmetric in γ, δ. Furthermore, it
has the property
(3.15) Xαβγδ +Xαγδβ +Xαδβγ = 0.
Whereas Yαβγδ is totally symmetric in α, β, γ, δ . By a straightforward substitution, one can immediately
verify the identity
(3.16) S∗
αβγδ′
=
1
2
(
Xαβγδ +Xβγαδ +Xγαβδ
)
+ Yαβγδ
Next, we will choose a reduced set of generators for the linear space
(3.17) span
{
Re(Xαβγδ), Im(Xαβγδ)
∣∣∣ 1 ≤ α,β ≤ n, 1 ≤ γ,δ ≤ λ}
considered as a subspace in Fλ/Fλ−1. Notice that by (3.15), for any 1 ≤ α,β,γ ≤ λ − 1, we have
Xαβγλ + Xαλβγ︸ ︷︷ ︸
∈F(λ−1)
+Xαγλβ = 0
and thus, modulo Fλ−1 we have the relation Xαβγλ ≡ Xαγβλ, i.e., Xαβγλ is symmetric in α,β,γ , considered
as an element of the quotient space Fλ/Fλ−1 . Therefore,
span
{
Re(Xαβγλ), Im(Xαβγλ)
∣∣∣ 1 ≤ α,β,γ ≤ λ − 1} ⊂ Fλ
Fλ−1
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can be generated (over the real numbers) by
(3.18) 2
(
λ + 1
3
)
elements.
If we consider the index ranges λ ≤ α ≤ n, 1 ≤ β,γ ≤ λ − 1, we have again the identity
Xαβγλ + Xαλβγ︸ ︷︷ ︸
∈F(λ−1)
+Xαγλβ = 0,
and thus Xαβγλ is symmetric in β,γ considered as an element of the quotient space Fλ/Fλ−1. In this case,
the respective subspace
span
{
Re(Xαβγλ), Im(Xαβγλ)
∣∣∣ λ ≤ α ≤ n, 1 ≤ β,γ ≤ λ − 1} ⊂ Fλ
Fλ−1
can by generated by
(3.19) 2(n− λ + 1)
(
λ
2
)
elements.
Similarly, the subspace
span
{
Re(Xαβγλ), Im(Xαβγλ)
∣∣∣ λ ≤ α,β ≤ n, 1 ≤ γ ≤ λ − 1} ⊂ Fλ
Fλ−1
can by generated by
(3.20) 2(λ − 1)
(
n−λ + 2
2
)
elements.
The sum of the numbers (3.18), (3.19) and (3.20) gives an upper bound for the dimension of (3.17).
We proceed in a similar fashion with the linear subspace
(3.21) span
{
Re
(
S∗
αβ′γδ′
− S∗
αβ′δγ′
)
, Im
(
S∗
αβ′γδ′
− S∗
αβ′δγ′
) ∣∣∣ 1 ≤ α,β ≤ n, 1 ≤ γ,δ ≤ λ}
of Fλ/Fλ−1. We first introduce some new real one-forms
(3.22)

Rαβγδ
def
= 12Re
(
S∗
αβ′γδ′
− S∗
αβ′δγ′
)
,
Tαβγδ
def
= Re
(
S∗
αβ′γδ′
+ S∗
γβ′δα′
+ S∗
δβ′αγ′
)
,
Uαβγδ
def
= 12 Im
(
S∗
αβ′γδ′
− S∗
αβ′δγ′
)
.
Then, the properties (3.2) of S∗
αβ′γδ′
imply that Rαβγδ is skew-symmetric with respect to each of the two
pairs of indices α,β and γ,δ , and satisfies the identities
(3.23) Rαβγδ +Rγαβδ +Rβγαδ = 0, Rαβγδ = Rγδαβ ,
i.e., it has the algebraic properties of a Riemannian curvature tensor. We have that Tαβγδ is totally sym-
metric, whereas Uαβγδ is symmetric in α,β , skew-symmetric in γ,δ and satisfies
(3.24) Uαβγδ + Uαδβγ + Uαγδβ = 0.
We have also that
(3.25)
Re(S∗
αβ′γδ′
) =
2
3
(
Rαβγδ +Rαδγβ
)
+
1
3
Tαβγδ ,
Im(S∗
αβ′γδ′
) =
1
2
(
Uαβγδ + Uγβαδ + Uαδγβ + Uγδαβ
)
.
Clearly, the subspace (3.21) is generated by
{
Rαβγδ , Uαβγδ
∣∣∣ 1 ≤ α,β ≤ n, 1 ≤ γ,δ ≤ λ}. We
will next reduce the number of its generators by using the above symmetry properties. The dependence of
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the one-forms Uαβγδ on their indices is a subject to the exactly same algebraic relations as that of Xαβγδ .
Therefore, by (3.18), (3.19) and (3.20), the subspace
span
{
Uαβγδ
∣∣∣ 1 ≤ α,β ≤ n, 1 ≤ γ,δ ≤ λ} ⊂ Fλ
Fλ−1
.
can be generated by
(3.26)
(
λ + 1
3
)
+ (n−λ + 1)
(
λ
2
)
+ (λ − 1)
(
n− λ + 2
2
)
elements.
If we assume 1 ≤ α,β,γ ≤ λ − 1, then the properties (3.23) easily imply that Rαβγλ ≡ 0 modulo Fλ−1.
Let us consider the index ranges λ ≤ α ≤ n, 1 ≤ β,γ ≤ λ − 1. We have
Rαβγλ + Rαλβγ︸ ︷︷ ︸
∈F(λ−1)
+Rαγλβ = 0,
and hence, modulo Fλ−1, Rαβγλ ≡ Rαγβλ . Thus
span
{
Rαβγλ
∣∣∣ λ ≤ α ≤ n, 1 ≤ β,γ ≤ λ − 1} ⊂ Fλ
Fλ−1
can be generated by
(3.27) (n−λ + 1)
(
λ
2
)
elements. Whereas
span
{
Rαβγλ
∣∣∣ λ ≤ α,β ≤ n, 1 ≤ γ ≤ λ − 1} ⊂ Fλ
Fλ−1
can by generated by
(3.28) (λ − 1)
(
n−λ + 1
2
)
elements, since Rαβγλ = −Rβαγλ . Therefore, the dimension of (3.21) is less or equal to the sum of (3.26),
(3.27) and (3.28).
Similarly, the linear span in Fλ/Fλ−1 of the real and imaginary parts of the one-forms{
V∗
αβγ′
− V∗
αγβ′
, V∗
α′β′γ
− V∗
α′γ′β
∣∣∣ 1 ≤ α ≤ n, 1 ≤ β,γ ≤ λ}
can be generated by
(3.29) 4
(
λ
2
)
+ 4(n−λ + 1)(λ − 1)
elements. Whereas for the linear span of the real and imaginary parts of{
L∗
αβ′
− L∗
βα′
, M∗
αβ′
−M∗
βα′
∣∣∣ 1 ≤ α ≤ n, 1 ≤ β,γ ≤ λ}
in Fλ/Fλ−1, we need only
(3.30) 3(λ − 1)
generators (notice that by (3.3), the imaginary part of L∗
αβ′
− L∗
βα′
vanishes).
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The sum of (3.18), (3.19), (3.20), (3.26), (3.27), (3.28), (3.29) and (3.30) gives an upper bound for the
dimension of Fλ/Fλ−1, i.e., we have
dim
( Fλ
Fλ−1
)
≤ 3
(
λ + 1
3
)
+ 3(n−λ + 1)
(
λ
2
)
+ 3(λ − 1)
(
n− λ + 2
2
)
+ (n− λ + 1)
(
λ
2
)
+ (λ − 1)
(
n−λ + 1
2
)
+ 4
(
λ
2
)
+ 4(n−λ + 1)(λ − 1) + 3(λ− 1)
=
1
2
(λ − 1)(λ − 2n− 4)(λ − 2n− 5).
The vector space Fn is freely generated by the real and imaginary parts of all the one-forms (modulo their
respective symmetries)
Xαβγδ , Rαβγδ , Uαβγδ
V∗
αβγ′
− V∗
αγβ′
, V∗
α′β′γ
− V∗
α′γ′β
, L∗
αβ′
− L∗
βα′
, M∗
αβ′
−M∗
βα′
and hence we can easily compute its dimension,
dim(Fn) =
[(n(n−1)
2 + 1
2
)
−
(
n
4
)]
︸ ︷︷ ︸
this is for {Rαβγδ}
+ 3
(n(n+1)
2
2
)
︸ ︷︷ ︸
{Xαβγδ , Uαβγδ}
+ 4
[
n
(
n+ 1
2
)
−
(
n+ 2
3
)]
︸ ︷︷ ︸
{V∗
αβγ′
− V∗
αγβ′
, V∗
α′β′γ
− V∗
α′γ′β
}
+ 3
(
n
2
)
︸ ︷︷ ︸
{L∗
αβ′
− L∗
βα′
, M∗
αβ′
−M∗
βα′
}
=
1
24
n(n− 1)(11n2 + 61n+ 86).
By construction 0 = F1 ⊂ F2 ⊂ · · · ⊂ Fn and thus
Fn ∼=
(F2
F1
)
⊕
(F3
F2
)
⊕ · · · ⊕
( Fn
Fn−1
)
.
Therefore we can calculate (by using, for example, some of the computer algebra systems) that
dim(Fn) =
n∑
λ=2
dim
( Fλ
Fλ−1
)
≤
n∑
λ=2
(1
2
(λ − 1)(λ − 2n− 4)(λ − 2n− 5)
)
=
1
24
n(n− 1)(11n2 + 61n+ 86),
which implies that the above inequality must actually be an equality, i.e., we have shown
(3.31) vλ = dim
( Fλ
Fλ−1
)
=
1
2
(λ − 1)(λ − 2n− 4)(λ − 2n− 5), 2 ≤ λ ≤ n.
3.4. The characters v(n+1), . . . , v2n. Notice that, modulo Fn, we have (cf. (3.16), (3.25))
S∗
αβγδ′
≡ Yαβγδ , S
∗
αβ′γδ′
≡
1
3
Tαβγδ
and that each of the arrays
Yαβγδ , Tαβγδ , V
∗
αβγ′
, V∗
αβ′γ′
, L∗
αβ′
, M∗
αβ′
depends totally symmetrically on its indices.
Let us fix λ to be an integer number between 1 and n. By definition, the quotient space F(n+λ)/Fn is
generated by the real and imaginary parts of the one-forms:
Aαβγδ
def
= iS∗
αβγδ′
+ iS∗
αβδγ′
+ S∗αβγ [δ+1] + S
∗
αβγ′ [δ+1]′ ≡ 2iYαβγδ + S
∗
αβγ [δ+1] +
1
3
Tαβγ [δ+1],
1 ≤ α,β,γ ≤ n, 1 ≤ δ ≤ λ;
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Bαβγδ
def
= −i
(
S∗
αβγδ′
−S∗
αβδγ′
+iS∗
αβγ′ [δ+1]′−iS
∗
αβδ′ [γ+1]′−iS
∗
αβγ [δ+1]+iS
∗
αβδ[γ+1]+S
∗
αβ [γ+1][δ+1]′−S
∗
αβ [δ+1][γ+1]′
)
≡
1
3
Tαβγ[δ+1] −
1
3
Tαβδ[γ+1] − S
∗
αβγ [δ+1] + S
∗
αβδ [γ+1], 1 ≤ α,β ≤ n, 1 ≤ γ,δ ≤ λ;
Cαβγδ
def
= −
i
2
(
iS∗
αβ′γδ′
+ iS∗
αβ′δγ′
+ S∗
αβ′γ [δ+1] − S
∗
α′βγ [δ+1]
)
≡
1
3
Tαβγδ + Im
(
Yαβγ [δ+1]
)
,
1 ≤ α,β,γ ≤ n, 1 ≤ δ ≤ λ;
Dαβγδ
def
= −i
(
S∗
αβ′γδ′
−S∗
αβ′δγ′
−iS∗
α′βγ [δ+1]
+iS∗
α′βδ[γ+1]
−iS∗
αβ′γ [δ+1]+iS
∗
αβ′δ [γ+1]+S
∗
αβ′ [γ+1][δ+1]′−S
∗
αβ′ [δ+1][γ+1]′
)
≡ −Re
(
Yαβγ [δ+1]
)
+ Re
(
Yαβδ[γ+1]
)
, 1 ≤ α,β ≤ n, 1 ≤ γ,δ ≤ λ;
Aαβγ
def
= i
(
V∗
αβγ′
+ V∗
αβ′γ
− iV∗αβ[γ+1] − iV
∗
αβ′ [γ+1]′
)
≡ 2iV∗
αβγ′
+ V∗αβ [γ+1] + V
∗
αβ′ [γ+1]′ ,
1 ≤ α,β,≤ n, 1 ≤ γ ≤ λ;
Bαβγ
def
= −iV∗
αβγ′
+ iV∗
αβ′γ
+V∗
αβ′ [γ+1]′ −V
∗
αγ′ [β+1]′ −V
∗
αβ [γ+1] +V
∗
αγ [β+1] − iV
∗
α[β+1][γ+1]′ + iV
∗
α[γ+1][β+1]′
≡ V∗
αβ′ [γ+1]′ − V
∗
αγ′ [β+1]′ − V
∗
αβ [γ+1] + V
∗
αγ [β+1], 1 ≤ α ≤ n, 1 ≤ β,γ ≤ λ;
Cαβγ
def
= V∗
α′β′γ
+ V∗
α′γ′β
− iV∗
α′β′ [γ+1]′ − iV
∗
α′β[γ+1] ≡ 2V
∗
αβ′γ′
− iV∗
α′β′ [γ+1]′ − iV
∗
α′β [γ+1],
1 ≤ α,β,≤ n, 1 ≤ γ ≤ λ;
Dαβγ
def
= iV∗
α′β′γ
−iV∗
α′γ′β
+V∗
α′β′ [γ+1]′−V
∗
α′γ′ [β+1]′−V
∗
α′β [γ+1]+V
∗
α′γ [β+1]+iV
∗
α′ [β+1]′ [γ+1]−iV
∗
α′ [γ+1]′ [β+1]
≡ V∗
α′β′ [γ+1]′ − V
∗
α′γ′ [β+1]′ − V
∗
α′β[γ+1] + V
∗
α′γ [β+1], 1 ≤ α ≤ n, 1 ≤ β,γ ≤ λ;
Aαβ
def
=
1
2
(
iL∗
αβ′
+ iL∗
α′β
+ L∗
α[β+1] + L
∗
α[β+1]
)
≡ iL∗
αβ′
+ Re
(
L∗α[β+1]
)
, 1 ≤ α,≤ n, 1 ≤ β ≤ λ;
Bαβ
def
=
1
2
(
L∗
αβ′
− L∗
α′β
− iL∗α[β+1] + iL
∗
β[α+1] + iL
∗
α[β+1] − iL
∗
β[α+1] − L
∗
[α+1]′ [β+1] + L
∗
[β+1]′ [α+1]
)
≡ Im
(
L∗α[β+1]
)
− Im
(
L∗β [α+1]
)
, 1 ≤ α,β ≤ λ;
Cαβ
def
= M∗
α′β
+M∗
αβ′
− iM∗
α′ [β+1]′ − iM
∗
α[β+1] ≡ 2M
∗
αβ′
− iM∗
α′ [β+1]′ − iM
∗
α[β+1],
1 ≤ α,≤ n, 1 ≤ β ≤ λ;
Dαβ
def
= −iM∗
α′β
+ iM∗
αβ′
+M∗α[β+1] −M
∗
β[α+1] −M
∗
α′ [β+1]′ +M
∗
β′ [α+1]′ − iM
∗
[α+1]′ [β+1] + iM
∗
[β+1]′ [α+1]
≡ M∗α[β+1] −M
∗
β[α+1] −M
∗
α′ [β+1]′ +M
∗
β′ [α+1]′ , 1 ≤ α,β ≤ λ.
Lemma 3.1. The linear space F(n+λ)/F(n+λ−1) is generated (over the real numbers) by the real and imagi-
nary parts of the one-forms
(3.32)
{
Aαβγλ, Aαβλ , Aαλ , Cαβγλ, Cαβλ, Cαλ
∣∣∣ 1 ≤ α,β,γ ≤ n} ∪ {Bαλ, Dαλ∣∣∣ 1 ≤ α ≤ λ}.
Furthermore, modulo F(n+λ), for any 1 ≤ α,β ≤ n, 1 ≤ γ,δ ≤ λ, we have the identities
(3.33)
Yαβ [γ+1]δ ≡ Yαβγ [δ+1], S
∗
αβ [γ+1]δ ≡ S
∗
αβγ [δ+1], Tαβ[γ+1]δ ≡ Tαβγ [δ+1],
V∗β[γ+1]δ ≡ V
∗
βγ [δ+1], V
∗
β′ [γ+1]δ ≡ V
∗
β′γ [δ+1], V
∗
β′ [γ+1]′δ ≡ V
∗
β′γ′ [δ+1]
M∗[γ+1]δ ≡M
∗
γ [δ+1], M
∗
[γ+1]′δ ≡M
∗
γ′ [δ+1], M
∗
[γ+1]′δ′ ≡M
∗
γ′ [δ+1]′ ,
L∗[γ+1]δ′ ≡ L
∗
γ [δ+1]′ , L
∗
[γ+1]′δ ≡ L
∗
γ′ [δ+1].
20 IVAN MINCHEV AND JAN SLOVA´K
Proof. Let us denote by Uλ the sum of F(n+λ−1) and the linear span of the real and imaginary parts of the
one-forms (3.32), and consider the index ranges 1 ≤ α,β ≤ n, 1 ≤ γ,δ ≤ λ. Since Aαβγδ ≡ Cαβγδ ≡ 0
modulo Uλ , we have
(3.34)
{
−2iYαβγδ ≡ S
∗
αβγ [δ+1] +
1
3Tαβγ[δ+1]
− 13Tαβγδ ≡ Im
(
Yαβγ [δ+1]
) mod Uλ.
Using this, we obtain, modulo Uλ ,
−2iYαβ[γ+1]δ ≡ S
∗
αβ [γ+1][δ+1] +
1
3
Tαβ[γ+1][δ+1] ≡ S
∗
αβ [δ+1][γ+1] +
1
3
Tαβ [δ+1][γ+1] ≡ −2iYαβ[δ+1]γ
which proves the first equation in (3.33). Similarly,
S∗αβδ[γ+1] +
1
3
Tαβδ[γ+1] ≡ −2iYαβδγ ≡ −2iYαβγδ ≡ S
∗
αβγ [δ+1] +
1
3
Tαβγ [δ+1]
and also
(3.35) −
1
3
Tαβ[γ+1]δ ≡ Im
(
Y ∗αβ [γ+1][δ+1]
)
≡ Im
(
Y ∗αβ [δ+1][γ+1]
)
≡ −
1
2
Tαβ [δ+1]γ ,
which yields the second and the third equations in the first line of (3.33). The proof of the rest of (3.33) is
completely analogous. Now, applying (3.33), we have that, modulo Uλ,
Bαβγλ ≡
1
3
Tαβγ [λ+1] −
1
3
Tαβλ[γ+1] − S
∗
αβγ [λ+1] + S
∗
αβλ[γ+1] ≡ 0,
and similarly
Dαβγλ ≡ Bβγλ ≡ Dβγλ ≡ 0.

It is easy to observe that, by a repeated application of the identities in the first line of (3.33), each Aαβγλ
can be made equivalent, modulo Fn+λ−1, to one of the elements in the following two sets:
(3.36)
{
Aαβγλ
∣∣∣ α,β,γ ∈ {1,λ,λ + 1, . . . , n}}; {Aαβγλ ∣∣∣ α,β ∈ {1,λ,λ + 1, . . . , n}, 2 ≤ γ ≤ λ − 1}.
Let us consider the one-forms Cαβγλ modulo Fn+λ−1 ⊕ span
{
Re
(
Aαβγλ
)
, Im
(
Aαβγλ
)
,
}
. If we suppose
1 ≤ γ ≤ λ − 1, then
Cαβγλ ≡
1
3
Tαβγλ + Im
(
Yαβγ [λ+1]
)
≡
1
3
Tαβ [γ+1][λ−1] + Im
(
Yαβ [γ+1]λ
)
≡ Cαβ [γ+1]λ ≡ 0.
Therefore, each Cαβγλ is equivalent to one of the forms in the set
(3.37)
{
Cαβγλ
∣∣∣ λ ≤ α,β,γ ≤ n}}.
Thus, by (3.36) and (3.37), the linear subspace
span
{
Re
(
Aαβγλ
)
, Im
(
Aαβγλ
)
, Cαβγλ
∣∣∣1 ≤ α,β,γ ≤ n} ⊂ Fn+λ
Fn+λ−1
can be generated by
(3.38) 2
(
n−λ + 4
3
)
+ 2
(
λ − 2
1
)(
n− λ + 3
2
)
+
(
n−λ + 3
3
)
elements.
Similarly, by a repeated application of the identities in the second line of (3.33), we obtain that each of
the one-forms Aαβλ, Cαβλ can be transformed, equivalently modulo Fn+λ−1, to one of the elements in the
following two sets:{
Aαβλ, Cαβλ
∣∣∣ α,β ∈ {1,λ,λ + 1, . . . , n}}; {Aαβλ , Cαβλ ∣∣∣ α ∈ {1,λ,λ + 1, . . . , n}, 2 ≤ β ≤ λ − 1}.
Therefore,
span
{
Re
(
Aαβλ
)
, Im
(
Aαβλ
)
,Re
(
Cαβλ
)
, Im
(
Cαβλ
) ∣∣∣1 ≤ α,β ≤ n} ⊂ Fn+λ
Fn+λ−1
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can be generated by
(3.39) 4
(
n−λ + 3
2
)
+ 4
(
λ − 2
1
)(
n− λ + 2
1
)
elements.
Clearly,
span
{
Aαλ
∣∣∣1 ≤ α ≤ n}⊕ span{Bαλ∣∣∣1 ≤ α ≤ λ− 1} ⊂ Fn+λ
Fn+λ−1
can be generated by
(3.40) n+λ − 1
elements, and similarly
span
{
Re
(
Cαλ
)
, Im
(
Cαλ
)∣∣∣1 ≤ α ≤ n}⊕ span{Dαλ∣∣∣1 ≤ α ≤ λ− 1} ⊂ Fn+λ
Fn+λ−1
generates by
(3.41) 2(n+λ − 1).
elements.
Therefore, the dimension of Fn+λ/Fn+λ−1 is bounded above by the sum of (3.38), (3.39),(3.40) and (3.41),
i.e.,
(3.42) vn+λ = dim
( Fn+λ
Fn+λ−1
)
≤
1
2
(n+λ − 1)(n− λ + 4)(n−λ + 5).
Later on, we shell see that in (3.42) we have, actually, an equality.
Let us observe that equations (3.33) and (3.35) yield the identities
(3.43)

S∗αβγδ ≡ −2iY111[α+β+γ+δ−4] + Im
(
Y111[α+β+γ+δ−2]
)
S∗
αβγδ′
≡ Y111[α+β+γ+δ−3]
S∗
αβ′γδ′
≡ −Im
(
Y111[α+β+γ+δ−2]
) mod F2n
Similarly, the vanishing of all one-forms Aαβγ , Cαβγ , modulo F2n, implies that
(3.44)
{
V∗αβγ ≡ −2iV
∗
11[α+β+γ−3]′
− V∗
11′ [α+β+γ−2]′
V∗
α′β′γ′
≡ −V∗
11[α+β+γ−2]′
− 2iV∗
11′ [α+β+γ−3]′
mod F2n
and the vanishing of Aαβ , Cαβ gives
(3.45)
{
L∗
αβ′
≡ iRe
(
L∗1[α+β ]
)
M∗αβ ≡ −2iM
∗
1[α+β−2]′
−M∗
1′ [α+β−1]′
mod F2n
3.5. The characters v(2n+1), v(2n+2) and v(2n+3). The definition of F2n+1 together with the identities
(3.43), (3.44), (3.45) and (3.33) implies that the quotient space F2n+1/F2n is generated by the real and
imaginary parts of the one-forms:
(3.46)
V∗11[α−3]′ + Im
(
V∗11′ [α−2]′
)
; V∗11[α−3]′ + Im
(
V∗11′ [α−2]′
)
+ iIm
(
V∗11[α−1]′
)
;
Im
(
V∗11[α−2]′
)
; Re
(
V∗11[α−2]′
)
+ Im
(
V∗11′ [α−1]′
)
;
(3.47)
2M∗1[α−2]′ − iM
∗
1′ [α−1]′ + Re
(
L∗1α
)
; 2M∗1[α−2]′ − iM
∗
1′ [α−1]′ + iIm
(
L∗1α
)
+M∗1α′ ;
−L∗1[α−1] +M
∗
1[α−1]′ ; L
∗
1[α−1] +M
∗
1[α−1]′ + Re
(
L∗1[α+1]
)
− iM∗1′α′ ;
(3.48) Re
(
C∗α
)
; Im
(
C∗α
)
− Re
(
C∗[α+1]′
)
; iC∗
α′
+H∗α ; −iC
∗
α′
+H∗α − C
∗
[α+1] − iH
∗
[α+1]′ .
A brief inspection of the one forms in (3.46) shows that the linear span in F2n+1/F2n of their real and
imaginary parts can be generated by using only the real and imaginary parts of the first expression there.
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Similarly, for the the linear span of the real and imaginary parts of the forms in (3.47), we need only the
real and imaginary parts of the forms which are in the first line, i.e.,
2M∗1[α−2]′ − iM
∗
1′ [α−1]′ + Re
(
L∗1α
)
and 2M∗1[α−2]′ − iM
∗
1′ [α−1]′ + iIm
(
L∗1α
)
+M∗1α′ .
Observing also that the first two expressions in (3.48) correspond to one-forms that are real, we conclude
that F2n+1/F2n can be generated, over the real numbers, by using only 12n one-forms, and thus
(3.49) v2n+1 ≤ 12n.
Furthermore, we obtain the relations
(3.50)

V∗
11α′
≡ −Im
(
V∗
11′ [α+1]′
)
V∗11α ≡ −V
∗
11′α′
V∗
1′1′α′
≡ −Im
(
V∗
11′ [α+1]′
)
− 2iV∗
11′ [α−1]′
M∗1α ≡ iRe
(
L∗1α
)
M∗
1α′
≡ L∗1α
M∗
1′α′
≡ −2iL∗1[α−1] − iRe
(
L∗1[α+1]
)
L∗
1α′
≡ iRe
(
L∗1[α+1]
)
C∗α ≡ iRe
(
C∗
[α+1]′
)
H∗α ≡ −iC
∗
α′
H∗
α′
≡ −2C∗
[α−1]′
− Re
(
C∗
[α+1]′
)
mod F2n+1
By (3.50), the quotient space F2n+2/F2n+1 is generated by the real and imaginary parts of
(3.51) V∗11′α′ , L
∗
1α, C
∗
α′
, iR∗ + Q∗, P∗ + P
∗
and therefore,
(3.52) v2n+2 ≤ 6n+ 3.
The quotient space F2n+3/F2n+2 is generated by the real and imaginary parts of the one-forms:
P∗ − P
∗
; R∗;
V∗
αβγ′
+ V∗
α′β′γ′
− S∗αβγ1 − S
∗
αβγ′1′ + iS
∗
αβγ [3] − iS
∗
αβγ′ [3]′ ≡ 2iY111[α−3] + 2Y111[α−1] + 2iIm
(
Y111[α+1]
)
;
− iV∗
αβγ′
+ iV∗
α′β′γ′
− V∗αβ [γ+1] − V
∗
α′β′ [γ+1]
+ iS∗
αβγ′1′ − iS
∗
αβγ1 + S
∗
αβ [γ+1]1′ − S
∗
αβ [γ+1]′1
− S∗αβγ [3] − S
∗
αβγ′ [3]′ + iS
∗
αβ [γ+1][3]′ + iS
∗
αβ [3][γ+1]′
≡ −2Y111[α−3] + 2iY111[α−1] − 2iIm
(
Y111[α−1]
)
+ 2iY111[α+1];
V∗
αβ′γ′
− V∗
α′βγ′
− S∗
αβ′γ1 + S
∗
α′βγ1
+ iS∗
αβ′γ [3] + iS
∗
α′βγ [3]
≡ 2i
(
Re
(
Y111α
)
− Im
(
Y111[α−2]
))
;
− iV∗
αβ′γ′
− iV∗
α′βγ′
− V∗
αβ′ [γ+1] + V
∗
α′β[γ+1]
− iS∗
α′βγ1
− iS∗
αβ′γ1 + S
∗
αβ′ [γ+1]1′ − S
∗
αβ′ [γ+1]′1
− S∗
αβ′γ [3] + S
∗
α′βγ [3]
+ iS∗
αβ′ [γ+1][3]′ + iS
∗
αβ′ [3][γ+1]′
≡ −2i
(
Re
(
Y111[α−2]
)
+ Im
(
Y111α
)
+ Im
(
Y111[α+2]
))
.
It is easy to observe that we can choose as generators the 2n+ 2 one-forms
P∗ − P
∗
, R∗, Re
(
Y111α
)
− Im
(
Y111[α−2]
)
, Re
(
Y111[α−2]
)
+ Im
(
Y111α
)
+ Im
(
Y111[α+2]
)
,
and thus
(3.53) v2n+3 ≤ 2n+ 2.
Since the system of equations
(3.54) Im
(
Y111[α−4]
)
+ Im
(
Y111α
)
+ Im
(
Y111[α+2]
)
≡ 0 mod F2n+3
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is non-degenerate (cf. the technical Lemma 3.2 below), we obtain that Y111α ∈ F2n+3 and thus F2n+3 is just
the free vector space generated by the real and imaginary parts of all the one forms S∗αβγδ, V
∗
αβγ , L
∗
αβ , M
∗
αβ ,
C∗α, H
∗
α, P
∗, Q∗, R∗. Therefore, dimF2n+3 = d2, where d2 is given by (2.45)). We have also
F(2n+3) = F(2n+4) = · · · = Fd1
and thus v2n+4 = v2n+5 = . . . = vd1 = 0, i.e., non-zero characters may appear only among v2, . . . , v2n+3.
Since Fn ⊂ Fn+1 ⊂ · · · ⊂ F2n ⊂ F2n+1 ⊂ F2n+2 ⊂ F2n+1, we obtain, by using the inequalities (3.42),
(3.49),(3.52) and (3.53), that
d2 = dimF2n+3 = dimFn + dim
Fn+1
Fn
+ · · ·+ dim
F2n+3
F2n+2
= dimFn + vn+1 + . . . + v2n+3
≤
1
24
n(n− 1)(11n2 + 61n+ 86)
+
n∑
λ=1
1
2
(n+λ − 1)(n−λ + 4)(n−λ + 5) + 12n + (6n+ 3) + (2n+ 2).
Computing the sum of the terms on the RHS of the above inequality produces again the number d2. This
implies that each of the inequalities (3.42), (3.49),(3.52), (3.53) is actually an equality and thus, we have
shown
(3.55)

vλ =
1
2 (λ − 1)(λ − 2n− 4)(λ − 2n− 5)
vn+λ =
1
2 (n+ λ − 1)(n−λ + 4)(n−λ + 5)
v2n+1 = 12n
v2n+2 = 6n+ 3
v2n+3 = 2n+ 2
v2n+4 = v2n+5 = . . . = vd1 = 0.
3.6. A technical lemma. Here we give a proof to an algebraic lemma which is used in Section 3.5 to show
that the system of equations (3.54) yields
Im
(
Y111α
)
≡ 0 mod F2n+3.
Lemma 3.2. Let Zn = {0, 1, . . . , n− 1} be the least residue system modulo n. If f : Zn → C is any function
satisfying
(3.56) f(k) + f(k + 4) + f(k + 6) = 0, ∀k ∈ Zn
then, necessarily, f = 0.
Proof. We consider the values f(1), . . . , f(n) as unknown variables x1, . . . , xn. For each k ∈ N, we let
(3.57) Q[k]
def
= x[k] + x[k+4] + x[k+6],
where, by following the conventions adopted in 3.1, we use indices enclosed in square brackets to indicate
that their values are considered modulo n. Then, in order to proof the lemma, we need to show that the
system of linear equations
(3.58) Q1 = Q2 = · · · = Qn = 0
is non-degenerate.
Let us define the sequence of numbers a1, . . . , ak, . . . by the recurrence relation
(3.59) ak + ak+1 + ak+3 = 0, a1 = 1, a2 = 0, a3 = −1.
Then a small combinatorial calculation shows that, for each m ∈ N, we have the identity
(3.60)
m∑
k=1
akQ[2k−1] = x1 − am+1x[2m+1] − am+2x[2m+3] + amx[2m+5]
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and, similarly,
m∑
k=1
akQ[2k+1] = x3 − am+1x[2m+3] − am+2x[2m+5] + amx[2m+7],
m∑
k=1
akQ[2k+3] = x5 − am+1x[2m+5] − am+2x[2m+7] + amx[2m+9],
(3.61)
Setting m = n into (3.60), we obtain that (3.58) yields the equation
(3.62) (1 − an+1)x1 − an+2x3 − anx5 = 0.
Similarly, setting m = n − 1 into the first equation of (3.61), and m = n − 2 into the second, we get,
respectively,
−anx1 + (1− an+1)x3 − an−1x5 = 0
−an−1x1 − anx3 + (1 + an−2)x5 = 0.
(3.63)
Next we show that the determinant
(3.64)
∣∣∣∣∣∣
1− an+1 −an+2 −an
−an 1− an+1 −an−1
−an−1 −an 1 + an−2
∣∣∣∣∣∣ = a3n − 2anan−1an+1 − anan−2an+2 + a2n−1an+2
+an−2a
2
n+1 + 2anan−1 − anan+2 − 2an−2an+1 + a
2
n+1 + an−2 − 2an+1 + 1
is never vanishing. Indeed, consider the three different roots z1, z2, z3 of the polynomial z
3 + z + 1 = 0 and
take c1, c2, c3 to be the unique complex numbers satisfying
(3.65)

c1z1 + c2z2 + c3z3 = 1
c1z
2
1 + c2z
2
2 + c3z
2
3 = 0
c1z
3
1 + c2z
3
2 + c3z
3
3 = −1.
Then, the solution of the recurrence relation(3.59) has the form ak = c1z
k
1 + c2z
k
2 + c3z
k
3 . Substituting back
into (3.64) and using the Vieta’s formulae, we obtain that
(3.66)
∣∣∣∣∣∣
1− an+1 −an+2 −an
−an 1− an+1 −an−1
−an−1 −an 1 + an−2
∣∣∣∣∣∣ = (zn1 − 1)(zn2 − 1)(zn3 − 1),
which is a never vanishing number, since non of the roots of the polynomial z3+ z+1 = 0 has a unite norm.
Therefore, the linear equations (3.62) and (3.63) have a unique solution x1 = x3 = x5 = 0. Since the system
(3.58) is invariant under cyclic permutations of the indices of its variables, this is enough to conclude that it
is non-degenerate. 
3.7. Main theorem. Now, we are in a position to check that the Cartan’s test (cf. (2.7)) is satisfied for
our exterior differential system. Indeed, using (3.55), we compute
(3.67)
n∑
λ=1
(
λ vλ + (n+λ)vn+λ
)
+ (2n+ 1)v2n+1 + (2n+ 2)v2n+2 + (2n+ 3)v2n+3
=
2
15
(2n+ 5)(2n+ 3)(n+ 3)(n+ 2)(n+ 1).
The number on the RHS above is equal to the constant D determined by (2.43). Therefore, the system is in
involution.
Theorem 3.3. Assume we are given some arbitrary complex numbers
S◦αβγδ,V
◦
αβγ , L
◦
αβ , M
◦
αβ , C
◦
α, H
◦
α, P
◦, Q◦, R◦
A◦αβγδǫ, B
◦
αβγδ, C
◦
αβγδ, D
◦
αβγ , E
◦
αβγ , F
◦
αβγ , G
◦
αβ , X
◦
αβ , Y
◦
αβ , Z
◦
αβ ,
(N◦1)α, (N
◦
2)α, (N
◦
3)α, (N
◦
4)α, (N
◦
5)α, U
◦
s , W
◦
s
(3.68)
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that depend totally symmetrically on the indices 1 ≤ α, β, γ, δ ≤ 2n and satisfy the relations
(jS◦)αβγδ = S
◦
αβγδ
(jL◦)αβ = L
◦
αβ
R◦ = R◦.
.
Then, there exists a real analytic qc structure defined in a neighborhood Ω of 0 ∈ R4n+3 such that for
some point u ∈ P1 with πo(π1(u)) = 0 (here, we keep the notation π1 : P1 → P0 and πo : Po → Ω for
the naturally associated to the qc structure of Ω principle bundles, as defined in section Section 2.5), the
curvature functions (2.19) and their covariant derivatives (2.41) take at u values given by the corresponding
complex numbers (3.68).
Furthermore, the generality of the real analytic qc structures in 4n+ 3 dimensions is given by 2n+ 2 real
analytic functions of 2n+ 3 variables.
Proof. By the computation (3.67), we have shown that the Cartan’s test is satisfied at the origin o ∈ N (cf.
(2.46)) for the chosen integral element E ⊂ ToN which we have determined by the equations (3.5). In order
to prove the theorem, we need to extend this computation to a slightly more general situation. Namely,
let us consider the point p
def
=
(
id, 0, (S◦αβγδ,V
◦
αβγ , L
◦
αβ , M
◦
αβ, C
◦
α, H
◦
α, P
◦, Q◦, R◦)
)
∈ N and define the
one-forms
Ŝ∗αβγδ
def
= S∗αβγδ −
{
A◦αβγδǫ θ
ǫ − πσǫ¯ (jA
◦)αβγδσ θ
ǫ¯ +
(
B◦αβγδ + (jB
◦)αβγδ
)
η1 + iC
◦
αβγδ
(
η2 + iη3
)
− i(jC◦)αβγδ
(
η2 − iη3
)}
V̂∗αβγ
def
= V∗αβγ −
{
C◦αβγǫ θ
ǫ + πσǫ¯ B
◦
αβγσ θ
ǫ¯ +D◦αβγη1 + E
◦
αβγ
(
η2 + iη3
)
+ F◦αβγ
(
η2 − iη3
)}
L̂∗αβ
def
= L∗αβ −
{
− (jF◦)αβǫ θ
ǫ−πσǫ¯ F
◦
αβσ θ
ǫ¯ + i
(
(jZ◦)αβ − Z
◦
αβ
)
η1 + iG
◦
αβ
(
η2 + iη3
)
− i(jG◦)αβ
(
η2 − iη3
)}
M̂∗αβ
def
= M∗αβ −
{
− E◦αβǫ θ
ǫ + πσǫ¯
(
(jF◦)αβσ − iD
◦
αβσ
)
θǫ¯ + X◦αβη1 + Y
◦
αβ
(
η2 + iη3
)
+ Z◦αβ
(
η2 − iη3
)}
Ĉ∗α
def
= C∗α −
{
G◦αǫ θ
ǫ − iπσǫ¯ Z
◦
ασ θ
ǫ¯ + (N◦1)αη1 + (N
◦
2)α
(
η2 + iη3
)
+ (N◦3)α
(
η2 − iη3
)}
Ĥ∗α
def
= H∗α −
{
− Y◦αǫ θ
ǫ + iπσǫ¯
(
G◦ασ − X
◦
ασ
)
θǫ¯ + (N◦4)αη1 + (N
◦
5)α
(
η2 + iη3
)
+
(
(N◦1)α + iπ
σ¯
α(N
◦
3)σ¯
)(
η2 − iη3
)}
R̂∗
def
= R∗ −
{
4πσ¯ǫ (N
◦
3)σ¯ θ
ǫ + 4πσǫ¯ (N
◦
3)σ θ
ǫ¯ + i
(
U◦3 − U
◦
3
)
η1 − i
(
U◦1 +W
◦
3
)(
η2 + iη3
)
+ i
(
U◦1 +W◦3
)(
η2 − iη3
)}
P̂∗
def
= P∗ −
{
− 4(N◦2)ǫ θ
ǫ − 4
(
(N◦3)ǫ¯ + iπ
σ
ǫ¯ (N
◦
1)σ
)
θǫ¯ + U◦1η1 + U
◦
2
(
η2 + iη3
)
+ U◦3
(
η2 − iη3
)}
Q̂∗
def
= Q∗ −
{
4(N◦5)ǫ θ
ǫ + 4iπσǫ¯
(
(N◦2)σ + (N
◦
4)σ
)
θǫ¯ +W◦1η1 +W
◦
2
(
η2 + iη3
)
+W◦3
(
η2 − iη3
)}
.
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Since we have used here the formulae (2.42), we know (by Proposition 4.3 from [12]) that the three-forms
∆αβ , ∆α and Ψs given by (2.47), (2.48), (2.49) and (2.50) on N will remain the same if replacing everywhere
in the respective expressions the one-forms
S∗αβγδ, V
∗
αβγ , L
∗
αβ , M
∗
αβ, C
∗
α, H
∗
α, P
∗, Q∗, R∗
by the one-forms
(3.69) Ŝ∗αβγδ, V̂∗αβγ , L̂∗αβ , M̂∗αβ , Ĉ∗α, Ĥ∗α, P̂∗, Q̂∗, R̂∗.
Therefore, if we repeat our computation from above for the new integral element Ê ⊂ TpN , which is now
determined by the vanishing of (3.69), we will end up with the same result: The character sequence of I will
be given again by the formulae (3.55) and the Cartan’s test will remain satisfied. Thus Ê must be again
a Cartan-ordinary element of I and the Theorem follows by the Cartan’s Third Theorem, as explained in
Section 2.1. 
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