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Abstract
Meta-learning is a powerful tool that builds on multi-task learning to learn how
to quickly adapt a model to new tasks. In the context of reinforcement learning,
meta-learning algorithms can acquire reinforcement learning procedures to solve
new problems more efficiently by meta-learning prior tasks. The performance of
meta-learning algorithms critically depends on the tasks available for meta-training:
in the same way that supervised learning algorithms generalize best to test points
drawn from the same distribution as the training points, meta-learning methods
generalize best to tasks from the same distribution as the meta-training tasks. In
effect, meta-reinforcement learning offloads the design burden from algorithm
design to task design. If we can automate the process of task design as well, we
can devise a meta-learning algorithm that is truly automated. In this work, we
take a step in this direction, proposing a family of unsupervised meta-learning
algorithms for reinforcement learning. We describe a general recipe for unsuper-
vised meta-reinforcement learning, and describe an effective instantiation of this
approach based on a recently proposed unsupervised exploration technique and
model-agnostic meta-learning. We also discuss practical and conceptual consid-
erations for developing unsupervised meta-learning methods. Our experimental
results demonstrate that unsupervised meta-reinforcement learning effectively ac-
quires accelerated reinforcement learning procedures without the need for manual
task design, significantly exceeds the performance of learning from scratch, and
even matches performance of meta-learning methods that use hand-specified task
distributions.
1 Introduction
Reusing past experience for faster learning of new tasks is a key challenge for machine learning.
Meta-learning methods propose to achieve this by using past experience to explicitly optimize
for rapid adaptation [23, 32, 30, 9, 6, 14, 37, 1]. In the context of reinforcement learning, meta-
reinforcement learning algorithms can learn to solve new reinforcement learning tasks more quickly
through experience on past tasks [6, 14]. Typical meta-reinforcement learning algorithms assume
the ability to sample from a pre-specified task distribution, and these algorithms learn to solve new
tasks drawn from this distribution very quickly. However, specifying a task distribution is tedious
and requires a significant amount of supervision [10, 6] that may be difficult to provide for large
real-world problem settings. The performance of meta-learning algorithms critically depends on
the meta-training task distribution, and meta-learning algorithms generalize best to new tasks which
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are drawn from the same distribution as the meta-training tasks [8]. In effect, meta-reinforcement
learning offloads some of the design burden from algorithm design to designing a sufficiently broad
and relevant distribution of meta-training tasks. While this greatly helps in acquiring representations
for fast adaptation to the specified task distribution, a natural question is whether we can do away with
the need for manually designing a large family of tasks, and develop meta-reinforcement learning
algorithms that learn only from unsupervised environment interaction. In this paper, we take an initial
step toward the formalization and design of such methods.
Our goal is to automate the meta-training process by removing the need for hand-designed meta-
training tasks. To that end, we introduce unsupervised meta-reinforcement learning: meta-learning
from a task distribution that is acquired automatically, rather than requiring manual design of the
meta-training tasks. Developing effective unsupervised meta-reinforcement learning algorithms is
challenging, since it requires solving two difficult problems together: meta-reinforcement learning
with broad task distributions, and unsupervised exploration for proposing a wide variety of tasks
for meta-learning. Since the assumptions of our method differ fundamentally from prior meta-
reinforcement learning methods (we do not assume access to hand-specified meta-training tasks), the
best points of comparison for our approach are learning the meta-test tasks entirely from scratch with
conventional reinforcement learning algorithms. Our method can also be thought of as a data-driven
initialization procedure for deep neural network policies, in a similar vein to data-driven initialization
procedures explored in supervised learning [20].
The primary contributions of our work are to propose a framework for unsupervised meta-
reinforcement learning, sketch out a family of unsupervised meta-reinforcement learning algorithms,
and describe a possible instantiation of a practical algorithm from this family that builds on a
recently proposed procedure for unsupervised exploration [7] and model-agnostic meta-learning
(MAML) [9]. We discuss the design considerations and conceptual issues surrounding unsupervised
meta-reinforcement learning, and provide an empirical evaluation that studies the performance of
two variants of our approach on simulated continuous control tasks. Our experimental evaluation
shows that, for a variety of tasks, unsupervised meta-reinforcement learning can effectively acquire
reinforcement learning procedures that perform significantly better than standard reinforcement
learning in terms of sample complexity and asympototic performance, and even rival the performance
of conventional meta-learning algorithms that are provided with hand-designed task distributions.
2 Related Work
Our work lies at the intersection of meta learning for reinforcement learning, automatic goal gen-
eration, and unsupervised exploration. Meta-learning algorithms use data from multiple tasks to
learn how to learn, acquiring rapid adaptation procedures from experience [30, 25, 36, 4, 17, 28,
2, 21, 27, 9, 24, 32]. These approaches have been extended into the setting of reinforcement learn-
ing [6, 37, 9, 35, 23, 14, 18, 33], though their performance in practice depends on the user-specified
meta-training task distribution. We aim to lift this limitation, and provide a general recipe for avoiding
manual task engineering for meta-reinforcement learning. To that end, we make use of unsupervised
task proposals. These proposals can be obtained in a variety of ways, including adversarial goal
generation [34, 16], information-theoretic methods [13, 7], and even random functions.
Methods that address goal generation and curriculum learning have complementary aims. Graves et al.
[12] study this problem for supervised learning, while Forestier et al. [11] apply a similar approach
to robot learning. Prior work [29, 26, 3] also studied learning of goal-conditioned policies, which are
closely related to meta-reinforcement learning in their ability to generalize to new goals at test time.
However, like meta-learning, goal-conditioned policies typically require manually defined goals at
training time. Although exploration methods coupled with goal relabeling [26, 3] could provide for
automated goal discovery, such methods would still be restricted to a specific goal parameterization.
In contrast, unsupervised meta-reinforcement learning can solve arbitrary tasks at meta-test time
without being restricted to a particular task parameterization.
Prior work has used meta-learning to learn unsupervised learning rules [22]. This work learns
strategies for unsupervised learning using supervised data, while our approach requires no supervision
during meta-training, in effect doing the converse: using a form of unsupervised learning to acquire
learning rules that can learn from rewards at meta-test time.
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Figure 1: Unsupervised meta-reinforcement learning: Given an environment, unsupervised meta-
reinforcement learning produces an environment-specific learning algorithm that quickly acquire new
policies that maximizes any task reward function.
3 Unsupervised Meta-Reinforcement Learning
The goal of unsupervised meta-reinforcement learning is to take an environment and produce a
learning algorithm specifically tailored to this environment that can quickly learn to maximize reward
on any task reward in this environment. This learning algorithm should be meta-learned without
requiring any human supervision. We can formally define unsupervised meta-reinforcement learning
in the context of a controlled Markov process (CMP) – a Markov decision process without a reward
function, C = (S,A, T, γ, ρ), with state space S, action space A, transition dynamics T , discount
factor γ and initial state distribution ρ. Our goal is to learn a learning algorithm f on this CMP,
which can subsequently learn new tasks efficiently in this CMP for a new reward function Ri, which
produces a Markov decision processes Mi = (S,A, T, γ, ρ,Ri). We can, at a high level, denote f as
a mapping from tasks to policies, f : T → Π, where T is the space of RL tasks defined by the given
CMP and Ri, and Π is a space of parameterized policies, such that pi ∈ Π is a probability distribution
over actions conditioned on states, pi(a|s). Crucially, f must be learned without access to any reward
functions Ri, using only unsupervised interaction with the CMP. The reward is only provided at
meta-test time.
3.1 A General Recipe
Our framework unsupervised meta-reinforcement learning consists of two components. The first
component is a task identification procedure, which interacts with a controlled Markov process,
without access to any reward function, to construct a distribution over tasks. Formally, we will
define the task distribution as a mapping from a latent variable z ∼ p(z) to a reward function
rz(s, a) : S ×A → R. That is, for each value of the random variable z, we have a different reward
function rz(s, a). The prior p(z) may be specified by hand. For example, we might choose a uniform
categorical distribution or a spherical unit Gaussian. A discrete latent variable z corresponds to a
discrete set of tasks, while a continuous representation could allow for an infinite task space. Under
this formulation, learning a task distribution amounts to optimizing a parametric form for the reward
function rz(s, a) that maps each z ∼ p(z) to a different reward function.
The second component of unsupervised meta-learning is meta-learning, which takes the family of
reward functions induced by p(z) and rz(s, a), and meta-learns a reinforcement learning algorithm
f that can quickly adapt to any task from the task distribution defined by p(z) and rz(s, a). The
meta-learned algorithm f can then learn new tasks quickly at meta-test time, when a user-specified
reward function is actually provided. This generic design for an unsupervised meta-reinforcement
learning algorithm is summarized in Figure 1.
The nature of the task distribution defined by p(z) and rz(s, a) will affect the effectiveness of f on
new tasks: tasks that are close to this distribution will be easiest to learn, while tasks that are far
from this distribution will be difficult to learn. However, the nature of the meta-learning algorithm
itself will also curcially affect the effectiveness of f . As we will discuss in the following sections,
some meta-reinforcement learning algorithms can generalize effectively to new tasks, while some
cannot. A more general version of this algorithm might also use f to inform the acquisition of tasks,
allowing for an alternating optimization procedure the iterates between learning rz(s, a) and updating
f , for example by designing tasks that are difficult for the current algorithm f to handle. However,
in this paper we will consider the stagewise approach, which acquires a task distribution once and
meta-trains on it, leaving the iterative variant for future work.
Why might we expect unsupervised meta-reinforcement learning to acquire an algorithm f that
improves on any standard, generic, hand-designed reinforcement learning procedure? On the one
3
hand, the “no free lunch theorem” [39, 38] might lead us to expect that a truly generic approach to
learning a task distribution (for example, by sampling completely random reward functions) would
not yield a learning procedure f that is effective on any real tasks – or even on the meta-training
tasks, if they are truly sampled at random. However, the specific choice for the unsupervised learning
procedure and meta-learning algorithm can easily impose an inductive bias on the entire process that
does produce a useful algorithm f . As we will discuss below, we can identify specific choices for the
task acquisition and meta-learning procedures that are generic, in the sense that they can be applied
to a wide range of CMPs, but also contain enough inductive bias to meta-learn useful reinforcement
learning procedures. We discuss specific choices for each of these procedures below, followed by
a more general discussion of potential future choices for these procedures and the criteria that they
should satisfy. We empirically validate these claims in Section 4.
3.2 Unsupervised Task Acquisition
An effective unsupervised meta-RL algorithm requires a method to acquire task distributions for an
environment. We consider two concrete possibilities for such a procedure in this paper, though many
other options are also possible for this stage.
Task acquisition via random discriminators. A simple and surprisingly effective way to define
arbitrary task distributions is to use random discriminators on states. Given a uniformly distributed ran-
dom variable z ∼ p(z), we can define a random discriminator as a parametric function Dφrand(z|s),
where the parameters φrand are chosen randomly (e.g., a random weight initialization for a neural
network). The discriminator observes a state s and outputs the probabilities for a categorical random
variable z. The random discriminator draws random decision boundaries in state space. A reward
function rz(s) can be extracted according as log(Dφrand(z|s)). Note that this is not a random RL
objective: the induced RL objective is affected by the inductive bias in the network and mediated by
the CMP dynamics distribution. In our experiments, we find that random discriminators are able to
acquire useful task distributions for simple tasks, but are not as effective as the tasks become more
complicated.
Task acquisition via diversity-driven exploration. We can acquire more varied tasks if we allow
ourselves some amount of unsupervised environment interaction. Specifically, we consider a recently
proposed method for unsupervised skill diversity method - Diversity is All You Need (DIAYN) [7]
for task acquisition. DIAYN attempts to acquire a set of behaviors that are distinguishable from one
another, in the sense that they visit distinct states, while maximizing conditional policy entropy to
encourage diversity [15]. Skills with high entropy that remain discriminable must explore a part of the
state space far away from other skills. Formally, DIAYN learns a latent conditioned policy piθ(a|s, z),
with z ∼ p(z), where different values of z induce different skills. The training process promotes
discriminable skills by maximizing the mutual information between skills and states (MI(s, z)),
while also maximizing the policy entropyH(a|s, z):
F(θ) ,MI(s, z) +H[a | s]−MI(a, z | s) = H[a | s, z] +H[z]−H[z | s] (1)
A learned discriminator Dφ(z|s) maximizes a variational lower bound on Equation 1 (see [7] for
proof). We train the discriminator to predict the latent variable z from the observed state, and
optimize the latent conditioned policy to maximize the log-likelihood of the discriminator correctly
classifying states which are visited under different skills, while maximizing policy entropy. Under this
formulation, we can think of the discriminator as rewarding the policy for producing discriminable
skills, and the policy visitations as informing the training of the discriminator.
After learning the policy and discriminator, we can sample tasks by generating samples z ∼ p(z) and
using the corresponding task reward rz(s) = log(Dφ(z|s)). Compared to random discriminators, the
tasks acquired by DIAYN are more likely to involve visiting diverse parts of the state space, potentially
providing both a greater challenge to the corresponding policy, and achieving better coverage of the
CMP’s state space. This method is still fully unsupervised, as it requires no handcrafting of distance
metrics or subgoals, and does not require training generative model to generate goals [16].
3.3 Meta-Reinforcement Learning with Acquired Task Distributions
Once we have acquired a distribution of tasks, either randomly or through unsupervised exploration,
we must choose a meta-learning algorithm to acquire the adaptation procedure from this task dis-
tribution. Which meta-learning algorithm is best suited for this problem? To formalize the typical
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meta-reinforcement learning problem, we assume that tasks τ ∈ T are drawn from a manually
specified task distribution τi ∼ p(τ), provided by the algorithm designer. These tasks are different
MDPs. Each task τi is an MDP Mi = (S,A, T,Ri). The goal of meta-RL is to learn a reinforcement
learning algorithm f that can learn quickly on novel tasks drawn from p(τ). In contrast, our problem
setting we acquire the task distribution p(τ) completely unsupervised.
A particularly appealing choice for the meta-learning algorithm is model-agnostic meta-learning [9],
which trains a model that can adapt quickly to new tasks with standard gradient descent. In RL, this
corresponds to the policy gradient, which means that f simply runs policy gradient starting from the
meta-learned initial parameters θ. The meta-training objective for MAML is
max
θ
∑
τi∼p(τ)
Epiθ′
i
[∑
t
Ri(st)
]
θ′ = θ + αEpiθ
[∑
t
Ri(st)∇θ log piθ(at|st)
]
(2)
The rationale behind this objective is that, since the policy will be adapted at meta-test time to
new tasks using policy gradient, we can optimize the policy parameters so that one step of policy
gradient improves its performance on any meta-training task as much as possible. MAML learns
a data-driven initialization that makes standard reinforcement learning fast on tasks drawn from
the task distribution p(τ). Importantly, MAML uses standard RL via policy gradient to adapt to
new tasks, ensuring that we can continuously keep improving on new tasks, even when those tasks
lie outside the meta-training distribution. Prior work has observed that meta-learning with policy
gradient improves extrapolation over meta-learners that learn the entire adaptation procedure (e.g.,
using a recurrent network [8]). Generalization to out-of-distribution samples is especially important
for unsupervised meta-reinforcement learning methods because the actual task we might want to
adapt to at meta-test time will almost certainly be out-of-distribution. For tasks that are too far outside
of the meta-training set, MAML simply reverts to gradient-based RL. Other algorithms could also be
used here, as discussed in the Section 3.5.
3.4 Practical Algorithm Implementation
Algorithm 1: Unsupervised Meta-Reinforcement
Learning Pseudocode
Data:M\R, an MDP without a reward function
Result: a learning algorithm f : D → pi
Initialize D = ∅
Dφ ← DIAYN() or Dφ ← random
while not converged do
Sample latent task variables z ∼ p(z)
Extract corresponding task reward functions
rz(s) using Dφ(z|s)
update f using MAML with reward rz(s)
A summary of a practical unsupervised meta-
reinforcement learning algorithm is provided
on the right. We first acquire a task distribu-
tion using unsupervised exploration (e.g., ran-
dom discriminators or the DIAYN algorithm,
as discussed in Section 3.2). We can sample
from this task distribution by first sampling a
random variable z ∼ p(z), and then use the
reward induced by the resulting discriminator,
rz(s) = log(pDφ(z|s)) to update our policy.
Having defined a procedure for sampling tasks,
we perform gradient based meta-learning with
MAML on this distribution until convergence.
The resulting meta-learned policy is then able to adapt quickly to new tasks in the environment via
standard policy gradient (Section 4) without requiring additional meta-training supervision.
3.5 Which Unsupervised and Meta-Learning Procedures Should Work Well?
Having introduced example instantiations of unsupervised meta-reinforcement learning, we discuss
more generally what criteria each of the two procedures should satisfy - task acquisition and meta-
reinforcement learning. What makes a good task acquisition procedure for unsupervised meta-
reinforcement learning? Several criteria are desirable. First, we want the tasks that are learned to
resemble the types of tasks that might be present at meta-test time. DIAYN receives no supervision in
this regard, basing its task acquisition entirely on the dynamics of the CMP. A more guided approach
could incorporate a limited number of human-specified tasks, or manually-provided guidance about
valuable state space regions. Without any prior knowledge, we expect the ideal task distribution
to induce a wide distribution over trajectories. As many distinct reward functions can have the
same optimal policy, a random discriminator may actually result in a narrow distribution of optimal
trajectories. In contrast, ... Unsupervised task acquisition procedures like DIAYN, which mediate the
task acquisition process via interactions with the environment (which imposes dynamically consistent
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structure on the tasks), are likely to yield better results than random task generation. The comparison
to the random discriminator in our experiments sheds light on how a learned task distribution is
important for this: while random and learned discriminators perform comparably on simple tasks, the
learned discriminator performs significantly better on more complex tasks.
In the absence of any mechanism that constraints the meta-training task distribution to resemble
the meta-test distribution (which is unknown), we prefer methods that retain convergence guaran-
tees, performing no worse than standard reinforcement learning algorithms that learn from scratch.
Conveniently, gradient-based methods such as MAML gracefully revert to standard, convergent,
reinforcement learning procedures on out-of-distribution tasks. Additionally, unlike methods which
restrict the space for adaptation using latent conditioned policies such as DIAYN [7], gradient based
meta-learning does not lose policy expressivity because all policy parameters are being adapted.
We might then ask what kind of knowledge could possibly be “baked” into f during meta-training.
There are two sources of knowledge that can be acquired. First, a meta-learning procedure like
MAML modifies the initial parameters θ of a policy piθ(a|s). When piθ(a|s) is represented by an
expressive function class like a neural network, the initial setting of these parameters strongly affects
how quickly the policy can be trained by gradient descent. Indeed, this is the rationale behind research
into more effective general-purpose initialization methods [19, 40]. Meta-training a policy essentially
learns an effective weight initialization such that a few gradient steps can effectively modify the
policy in functionally relevant ways.
The policy found by unsupervised meta-training also acquires an awareness of the dynamics of the
given controlled Markov process (CMP). Intuitively, an ideal policy should adapt in the space of
trajectories τ , rather than the space of actions a or parameters θ; an RL update should modify the
policy’s trajectory distribution, which determines the reward function. Natural gradient algorithms
impose equal-sized steps in the space of action distributions [31], but this is not necessarily the ideal
adaptation manifold, since systematic changes in output actions do not necessarily translate into
system changes in trajectory or state distributions. In effect, meta-learning prepares the policy to
modify its behavior in ways that cogently affect the states that are visited, which requires a parameter
setting informed by the dynamics of the CMP. This can be provided effectively through unsupervised
meta-reinforcement learning.
4 Experimental Evaluation
Half-Cheetah
Ant
In our experiments, we aim to understand whether unsupervised meta-
learning can accelerate reinforcement learning of new tasks. Whereas
standard meta-learning requires a hand-specified task distribution at meta-
training time, unsupervised meta-learning learns the task distribution
through unsupervised interaction with the environment. A fair baseline
that likewises uses requires no supervision is learning via RL from scratch
without any meta-learning. As an upper bound, we include the unfair com-
parison to a standard meta-learning approach, where the meta-training dis-
tribution is manually designed. This method has access to a hand-specified
task distribution that is not available to our method. We evaluate two
variants of our approach: (a) task acquisition based on DIAYN followed
by meta-learning using MAML, and (b) task acquisition using a randomly
initialized discriminator followed by meta-learning using MAML. Our
experiments aim to answer the following questions: (1) Does unsupervised meta-learning accelerate
learning of unseen tasks? (2) How does unsupervised meta-learning compare to meta-learning on a
hand-specified task distribution? (3) When should unsupervised meta-learning with a learned task
distribution be preferred over a meta-learning with a random discriminator? This last question sheds
some light on the effect of task acquisition inductive bias on final reinforcement learning performance.
4.1 Tasks and Implementation Details
Our experiments study three simulated environments of increasing difficulty: 2D point navigation,
2D locomotion using the “HalfCheetah,” and 3D locomotion using the “Ant,” with the latter two
environments adapted from popular reinforcement learning benchmarks [5]. While the 2D navigation
environment allows for direct control of position, HalfCheetah and Ant can only control their center
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of mass via feedback control with high dimensional actions (6D for HalfCheetah, 8D for Ant) and
observations (17D for HalfCheetah, 111D for Ant).
The evaluation tasks, shown in Figure 5, are similar to prior work [9, 26]: 2D navigation and ant
require navigating to goal positions, while the half cheetah must run at different goal velocities. These
tasks are not accessible to our algorithm during meta-training.
4.2 Fast Adaptation after Unsupervised Meta Learning
2D navigation Half-Cheetah Ant
Figure 3: Unsupervised Meta-Learning Accelerates Learning: After unsupervised meta-learning,
our approach (UML-DIAYN and UML-RANDOM) quickly learns a new task significantly faster
than learning from scratch, especially on complex tasks. Learning the task distribution with DIAYN
helps more for complex tasks. Results are averaged across 20 evaluation tasks.
The comparison between the two variants of unsupervised meta-learning and learning from scratch
is shown in Fig 3, and we compare to hand-crafted task distributions in Fig 4. We observe in all
cases that unsupervised meta-learning produces an RL procedure that substantially outperforms
reinforcement learning from scratch, suggesting that unsupervised interaction with the environ-
ment and meta-learning is effective in producing environment-specific but task-agnostic priors that
accelerate learning on new, previously unseen tasks. Interestingly, in all cases the performance
of unsupervised meta-learning with DIAYN matches or exceeds that of the hand-designed task
distribution (Fig 4). We see that on the 2D navigation task, while handcrafted meta-learning is
able to learn very quickly initially, it performs similarly after 100 steps. For the cheetah envi-
ronment as well, handcrafted meta-learning is able to learn very quickly to start off, but is su-
perseded by unsupervised meta-RL with DIAYN. We also see on the HalfCheetah that, if we
meta-test using an initialization learned with a slightly different task distribution, performance
degrades to below that of our approach. This result confirms that unsupervised environment in-
teraction can extract a sufficiently diverse set of tasks to make unsupervised meta-learning useful.
2D Navigation Half-Cheetah
Figure 4: Comparison with Handcrafting: Un-
supervised meta-learning (UML-DIAYN) is com-
petitive with meta-training on handcrafted reward
functions (i.e., an oracle). A misspecified, hand-
crafted meta-training task distribution often per-
forms worse, illustrating the benefits of learning
the task distribution.
The comparison between the two unsuper-
vised meta-learning variants is also illuminating:
while the DIAYN-based variant of our method
generally achieves the best performance, even
the random discriminator is able to provide a
sufficient diversity of tasks to produce meaning-
ful acceleration over learning from scratch in
the case of 2D navigation and ant. This result
has two interesting implications. First, it sug-
gests that unsupervised meta-learning is an effec-
tive tool for learning an environment prior, even
when the meta-training task distribution does not
necessarily broadly cover the state space. Al-
though the performance of unsupervised meta-
learning can be improved with better coverage
using DIAYN (as seen in Fig 3), even the ran-
dom discriminator version provides competitive
advantages over learning from scratch. Second, the comparison provides a clue for identifying
the source of the structure learned through unsupervised meta-learning: though the particular task
distribution has an effect on performance, simply interacting with the environment (without structured
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objectives, using a random discriminator) already allows meta-RL to learn effective adaptation strate-
gies in a given environment. That is, the performance cannot be explained only by the unsupervised
procedure (DIAYN) capturing the right task distribution.
4.3 Analysis of Learned Task Distributions
2D navigation Ant Half-Cheetah
Figure 5: Learned meta-training task distribution and evaluation tasks: We plot the center of
mass for various skills discovered by point mass and ant using DIAYN, and a blue histogram of goal
velocities for cheetah. Evaluation tasks, which are not provided to the algorithm during meta-training,
are plotted as red ‘x’ for ant and pointmass, and as a green histogram for cheetah. While the meta-
training distribution is broad, it does not fully cover the evaluation tasks. Nonetheless, meta-learning
on this learned task distribution enables efficient learning on a test task distribution.
We can analyze the tasks discovered through unsupervised exploration and compare them to tasks
we evaluate on at meta-test time. Figure 5 illustrates these distributions using scatter plots for 2D
navigation and the Ant, and a histogram for the HalfCheetah. Note that we visualize dimensions of
the state that are relevant for the evaluation tasks – positions and velocities – but these dimensions
are not specified in any way during unsupervised task acquisition, which operates on the entire state
space. Although the tasks proposed via unsupervised exploration provide fairly broad coverage, they
are clearly quite distinct from the meta-test tasks, suggesting the approach can tolerate considerable
distributional shift. Qualitatively, many of the tasks proposed via unsupervised exploration such as
jumping and falling that are not relevant for the evaluation tasks. Our choice of the evaluation tasks
was largely based on prior work, and therefore not tailored to this exploration procedure. The results
for unsupervised meta-reinforcement learning therefore suggest quite strongly that unsupervised task
acquisition can provide an effective meta-training set, at least for MAML, even when evaluating on
tasks that do not closely match the discovered task distribution.
5 Discussion and Future Work
We presented an unsupervised approach to meta-reinforcement learning, where meta-learning is
used to acquire an efficient reinforcement learning procedure without requiring hand-specified
task distributions for meta-training. This approach accelerates RL without relying on the manual
supervision required for conventional meta-learning algorithms. Our experiments indicate that
unsupervised meta-RL can accelerate learning on a range of tasks, outperforming learning from
scratch and often matching the performance of meta-learning from hand-specified task distributions.
As our work is the first foray into unsupervised meta-learning, our approach opens a number of
questions about unsupervised meta-learning algorithms. While we focus on purely unsupervised
task proposal mechanisms, it is straightforward to incorporate minimally-informative priors into
this procedure. For example, we might restrict the learned reward functions to operate on only
part of the state. We consider the reinforcement learning setting in our work because environment
interaction mediates the unsupervised learning process, ensuring that there is something to learn
even without access to task reward. An interesting direction to study in future work is the extension
of unsupervised meta-learning to domains such as supervised classification, which might hold the
promise of developing new unsupervised learning procedures powered by meta-learning.
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