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1, INTRODUCTION 
Let X be a real normed linear space and X* be its conjugate. Let 
U(X) ={x~X:jjxI/ < I), S(X) = (x E x: I[ x/I = 11, 
Nx, rl = {Y E x: II 32 - y II < r>, 
and the notations “-” and “+” denote the weak and strong convergence, 
respectively. The null element of the space is denoted by 0. 
A set MC X is said to be approximately compact if whenever x E X N M, 
{g,J CM, 11 x -g,, I/ - inf(/ x - y  //: y  E M>, then (gJ is compact in M. 
In what follows, we will need notations for some properties of a normed 
linear space: X is said to satisfy the property 
(M) if whenever x E S(X), x, F T!(X), 11 x, + x 11 4 2, then the 
sequence {xs} is compact in U(X); 
(WM) if whenever x E S(X), x, E U(X), f  E S(X*), f(x) = 1, 
I/ x, + x II-+ 2, then there exists a subsequence (xn,} of {xn} such that 
f(%,> - 1; 
(S) if whenever {&} C U(X*), x E S(X), &(x) - 1, then the sequence 
(&J is compact in U(X*); 
(h) if whenever x, , x E X, x, - x, j/ x, /I + I/ x /I , then x, + x; 
(Efimov Stechkin) if every weakly sequentially closed set is approx- 
imatively compact. 
We note that the property (M) is a generalization of the following notion 
introduced by Lovaglia [3]: X is said to be locally uniformly convex 
(LUC) if whenever x E S(X), x, E U(X), 11 x, + x II--+ 2, then 
II xn - xjl+O. 
I f  X is strictly convex and has the property (h), then following Ky Fan 
and Glicksberg [l], we shall say that X has the property (H). A characteriza- 
300 
Copyright Q 1975 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
LOCAL UNIFORM CONVEXITY OF THE NORM 301 
tion of spaces with the property (h) has been given by Petryshyn in [6]. 
Reflexive spaces with the property (h) satisfy the Efimov Stechkin property 
and characterizations of such spaces have been given by Singer in [8]. Strictly 
convex spaces satisfying the Efimov Stechkin property are called E-spaces. 
The property (S) is a generalization of Smulian’s criterion of strong 
differentiability of the norm. We note that a norm is strongly diferentiable at 
x E S(X), if for any {#Jo} C U(X*), the relation &(x) + 1 implies that {&} 
is convergent. 
The aim of this paper is to study the property (&I) and its relationships 
with various other properties mentioned above. 
2. SPACES WITH THE PROPERTY (M) 
We begin by observing that all finite dimensional Banach spaces have the 
Efimov Stechkin property and the properties (M) and (S). All LUC spaces 
have the property (M) and all strongly smooth spaces have the property (S). 
A strictly convex space satisfying the property (M) is locally uniformly 
convex. 
In this section we prove two geometric properties of the unit sphere in a 
space with the property (M). They play an important role in the study of the 
continuity behavior of the farthest point and nearest point maps [4]. 
THEOREM 2.1. Let X be a normed linear space with the property (M). Then 
for each nonzero element x E X, every sequence {g,} C U(X), satisfying 
// x - g, II--+ 1 + 11 x 1 I , has a convergent subsequence. 
Proof. Let x f  0, {g,} C U(X) and /I x -g, II + 1 f  11 x 11 . Choose 
tin E S(X*) such that 
Ye -&I = II x - gn II . (2.‘) 
Let A E SF*) and hk4 = II x Il. From I v4hJl < 1 and I VW+ < II x II, 
it follows that a subsequence {#n,> of {z,&} can be chosen so that both the 
sequences {#,(g,J} and {I,&,(X)} are convergent. But 
ha,(x) = $4&J + II x - gn, II 
and hence 
2 together with limi,, &Jx) < 11 x 11 , implies that ~&i(x) --f I/ x 11 . Now 
and (2.2) 
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Then 
2 = lim &(ulni + a) < lim inf j/ xni f  z // 5; lim sup 11 x,z + .a jj Gz 2, 
i+cc i+m i tm 
and hence 11 an2 + z/i - 2. As X has the property (M), the sequence {x,~} 
has a convergent subsequence. It follows from this that the sequence {g,) 
has a convergent subsequence. This proves the result. 
COROLLARY 2.1. Let X be locally uniformly convex, and let 
K, = U(X) - int B[x, 1 + /j x I/ - E,], 
where x # 8, 0 < t, < 1 + Ii x ~1 and E, + 0. Then diam(K,) + 0. 
Proof. It is easy to see that if g, E K, , then 11 x - g, /I + 1 + /I s [j . By 
the local uniform convexity of X, the sequence (zn,f in the previous theorem 
converges to z; that is, gni - -x/II x // Since any subsequence of {g,} has a 
subsequence converging to -x/i] x 11 , it is clear that g, + -x/j/ x I/ . As {g,) 
is arbitrary, the result follows. 
The following theorem appears in [5]. 
THEOREM 2.2. Let X be a normed linear space with the property (M), and 
let x be any nonzero element of U(X). Supp ose that {g,} is a sequence in X with 
/I g, 11 3 1 and /) x - g, II---f 1 - j/ x /I . Then the sequence {g,} has a convergent 
subsequence. 
Proof. In view of 11 x - g, /I > 11 g, j/ - jl x I/ , and the relation 
11 x - g, I/ --f 1 - 11 x 1) , it follows that ]I g, ]I - 1. Choose r,& E S(X*) such 
that &(g,J = Ilg, II . Then 
II g?z II = hL(& - 32 + 4 < II x - g* II + Ad4 
(2.3) 
G i/ x - g, II + II x II . 
This shows that #n(9c) + (1 x (1 . Thus setting z, = g,J[[ g, ]I and z = x/ii x (( , 
we obtain 
whence [j z, + z II+ 2. As X has the property (M), the sequence (an} has a 
convergent subsequence. Clearly, this establishes the compactness of the 
sequence {g,} and the proof is complete. 
COROLLARY 2.2. Let X be locally uniformly convex and let K, be defined by 
K, = B[x, 1 - /I x ]j + l n] - int U(X), 
where x # 0, E, > 0, and E, 4 0. Then diam(K%) + 0. 
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Proof. It can be easily checked that if g, E K, , then g, -+ x/l] x 11. Hence 
the result follows. 
3. RELATIONSHIPS AMONG VARIOUS PROPERTIES 
THEOREM 3.1. Let X be a normed linear space with the property (M). Then 
X has the property (h). 
Proof. Let {m}CX, y~x such that yn- y and jj yn jj+11 y //. If 
// y /) = 0, then the assertion is trivial. Otherwise, write x, = y,J\\ yn 1) and 
x = y/j] y I/ . Then j/ x, jl = 1 = /I x 11 and x, - x. Let 4 E S(X*) be such that 
d(x) = 1; then 
2=lim~(x,+x)<liminfjlx,+x/~<limsup~Ix,+xi/<2, 
n+a, n-m n+TJ 
and hence lim,,, Ij x, + x jl = 2. By the property (M) of X, {xn} has a 
convergent subsequence. Also any subsequence of (x,) has a convergent 
subsequence. This shows, in view of x, - x, that x, -+ x. Hence the 
theorem is proved. 
THEOREM 3.2. X has the Efimov Stechkin property ;f  and only if X* has 
the property (S). 
Proof. Let X have the Efimov Stechkin property; that is, X is reflexive 
and has the property (h). It will be required to show that for any {xn} C U(X) 
and + E S(X*), the relation $(x*) + 1 will imply that the sequence (x3 has a 
convergent subsequence. By the reflexivity of X, there exists a subsequence 
{xn > of {xJ converging weakly to some element x, say. From 
1 =~(~)=lim+(x,,)~liminf~/x,,j~~limsup~~x,,~~~1, 
i-to2 i+m i-m 
and 
1 = C(x) d II x II < %$f II xni II < 1, 
it follows that /I x,~ [I -+ 1 = I/ x 11 and then by the property (h) of X, xmi -+ x. 
This proves that X* has the property (S). 
Conversely, let X* have the property (S). To prove that X is reflexive, 
it is sufficient to show that each # E S(X*) attains its supremum at some point 
of the unit sphere S(X). As jl# jl = supzes(r) I #(x)1 , there exists a sequence 
{xn} C S(X) such that #(x,) ---f jl I/ ]I = 1. But the space X* has the property 
(S) and hence (xn} is compact. Any cluster point of {xn> is a point where # 
attains its supremum on 5’(X). This proves the reflexivity of X. To prove 
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that X has the property (h), we consider a sequence {IV,] C X which converges 
weakly to x and satisfies I/ x,/I + /j x Ij . Without loss of generality, we can 
assume [I x, I/ = 1 = I/ x [I . Now choose # E S(X*) such that #(x) = 1. Then 
we shall have #(xn) + 4(x) = 1 which, in view of the property (S) of X*, will 
imply that {xn} is compact. Since x, - x, x is the only strong cluster point of 
the sequence {xn}. Hence the proof is complete. 
The following corollary exhibits, for reflexive spaces, the complete duality 
between the Efimov Stechkin property and the property (S). 
COROLLARY 3.1. If X is reflexive, then X has the property (S) G X* has 
the EJmov Stechkin property. 
THEOREM 3.3. If  X* has the property (M), then X has the property (S). 
Proof. Let x0 E S(X), {&} C U(X*) and &(x0) + Ij x0 /I = I. By Hahn- 
Banach theorem, there exists 4s E S(X*) such that &,(x0) = 1. Thus 
and hence jj #n + &, (( - 2 as n + 00. As X* has the property (M), there is a 
subsequence of {#n} which converges. This proves that X has the property (S). 
I f  X* has the property (S), then X may not have the property (M) (see 
Example 4.3). But if, in addition, X has the property (WM), then we do have 
THEOREM 3.4. If  X has the property (WM) and X* has the property (S), 
then X has the property (M). 
Proof. Let x E S(X), x, E U(X) and /j x, + x 11 + 2. There exists 
f E S(X*) such that f(x) = 1, and then by the property (WM) of X, a 
subsequence (x,J of {xla} can be extracted such that f  (x,J + 1. This, in 
view of the property (S) of X*, implies that (x,~} has a convergent subse- 
quence and the result follows. 
COROLLARV 3.2. If  X has the Efmov Stechkin property and the property 
(WM), then it has the property (M). 
COROLLARY 3.3. If  
(i) X is rejexive, 
(ii) X has the property (S), and 
(iii) X* has the property (WM), 
then X* has the property (M). 
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THEOREM 3.5. If both X and X* have the Efmov Stechkin property, then 
both have the property (M). 
Proof. We only prove that X has the property (M), the proof for X* 
being similar. Let x0 E S(X), x, E U(X) and /I x, + x0 // + 2. Choose 
(f,J C S(X*) such that fn(xn + x,,) = /I x, + x0 I(. Then for any x E X, 
II x?z + x0 II = fn(x, + 4 + fn(x0 - 4 < II ?z + z II + fn(x0 - 4 
G 1 + II z II +fn(xO - 4, 
or 
II 27 II 3 II %I + x0 II - 1 + f& - x0). 
Let fO be any weak cluster point of the sequence (fJ; then from the above 
inequality, we obtain 
II z II 2 II x0 II +fo(z - x0), for all x E X. 
This implies that fo(xo) = /( x0 I/ and j/f0 /j = 1. As X* has the property (h), 
f,, will be a strong cluster point of the sequence {fJ. Let (fni} be a subse- 
quence of (fn) such that fnj + fO . Then we have 
( 
Gi + x0 
!%fo 11 Xtii + x0 Ij 1 = IT 
and because of the property (S) of X*, the sequence {(x~, + x,)/l/ x,, + x0 11) 
has a convergent subsequence. Hence the sequence (xn} ‘Is compact and this 
completes the proof. 
If, in addition, X and X* are strictly convex, then we have the following 
theorem [l] due to Ky Fan and Glicksberg: 
THEOREM 3.6. If  a normed linear space X and its conjugate space X* are 
E-spaces, then X and X* are locally un$orm& convex. 
THEOREM 3.7. Every strongly smooth normed iinear space satis$es the 
property (WM). 
Proof. Let x E S(X), x, E U(X) and // x, + x I( + 2. Let fn be the 
Frechet derivative of the norm at x, + x. Then f,Jxn + x) = /) x, + x /I and 
since {&(x,)> and (fn(x)} are bounded sequences, a subsequence (fn,> can 
be chosen such that both the sequences {fn,(xn.>} and {f,Jx)} converge. 
Clearly, f,Jx,J - 1 and f,J x --f 1. As X il stiongly smooth, the latter ) 
implies that the sequence {fn,} is convergent. Suppose fn, +fo . Then 
fo(x> = 1, llfo II = 1 and limi+acf,Jx,4) = I&+, fO(xn,> = 1. Clearly, fO is 
the derivative of the norm at x and the result follows. 
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4. A RENORMING OF BANACII SPACES 
There is a relationship between the property(S) and the following A-prop- 
erty introduced by Anselone (see Klee [Z]). 
(A) For XEX, x”=(x*EX*:IIX*II=~~X~/, and x*(z)=//x~/~). 
Then for each totally bounded subset T of X, the restriction of c to T admits 
a selection with a totally bounded range; that is, there is a function s: T + X* 
such that s(t) E tc for all t E T and the set ST is totally bounded. 
It can be easily seen that the property (S) is stronger than the A-property 
since the former implies that every selection s has a totally bounded range ST, 
whenever T is totally bounded. Accordingly, the following two theorems [2] 
being true for the A-property, are also true for the property (S). 
THEOREM 4.1. Every injinite dimensional Banach space can be renormed so 
as to lack the property (S). 
THEOREM 4.2. There is a renormed version of E2 which lacks the property (S) 
even though its unit sphere is everywhere Gateaux-smooth and is Frechet-smooth 
except at two points. 
By a recent result of Troyanski [9] every reflexive Banach space can be 
given an equivalent norm which is strongly smooth. Thus, in particular, we 
have the following theorem: 
THEOREM 4.3. Every rejlexive Banach space can be renormed so as to have 
the property (S). 
EXAMPLE 4.1. An example of a reflexive space which has the property 
(M), but is not LUC. 
Let X = P’ (1 < p < OO), and x be an arbitrary element in X. Denote 
and 
x = (x1 , x2 ,...) x, ,... ), x’ = (0, x2 )..., x, ,...) 
X” = (Xl ) 0, XQ ,..., x, ,... ). 
Now define a new norm in X by 
Clearly, B II x lb G III x III < II x /I8 , which shows that the norm //j . //I is 
equivalent to the P-norm. That the norm ]Jj * /II is not strictly convex is easy 
to see and hence it cannot be LUC. To prove that it satisfies the property (M), 
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we take x, g, E X such that 111 XII/ = 1,111 g, 111 < 1 and ]I/ x + g, Ill--, 2. There 
are two possibilities: 
(i) 1) x’ + g,’ )& 3 1) X” + gz II9 for infinity of n, and 
(ii) )/ x’ + g,’ )jP < 1) x” + g: llz, for sufficiently large n. 
Suppose that (i) holds. Since we are interested in extracting a convergent 
subsequence of {g,>, we may assume without loss of generality that (i) holds 
for all sufficiently large n. In this case, I/ x’ + g,’ ]jz, -+ 2, which shows that 
j( x’ /I9 = 1, l/g,’ (lp + 1 and then by the (local) uniform convexity of the 
P-norm, /I g,’ - x’ (j2) + 0. As the sequence of real numbers (g,Jl)) is 
bounded, it follows that the sequence (g,} is compact. Case (ii) is similar 
and hence the result follows. 
EXAMPLE 4.2. An example of a nonreflexive space which has the property 
(M), but is not LUC. 
Let X = c,, , and x, x’, X” be denoted as in the previous example. Let 
]I . Ill be the norm constructed by Day (see [7]). It is known that this norm is 
LUC. Now we define a new norm in c,, by the following: 
Ill xi/I = m4 2~’ IL , II 3~~ III>. 
It can be shown by actual computation that &I/ x /I1 <I]] XIII < 2 /I x [I1 and 
hence the two norms are equivalent. The proof that it satisfies the property 
(M) is similar to that of the previous example. 
EXAMPLE 4.3. An example of a space which has the Efimov Stechkin 
property but fails to have the property (M). 
Let X = P (1 < p < CO), and x be any arbitrary element in X. Define 
a new norm by 
III x Ill = I Xl I + II x’ IIP > 
where x = (x1 , xs ,..., x, ,...) and x’ = (0, x2 ,..., x, ,... ). Clearly, 
II x llz, < I!/ x Ill G 2 II x llll 
and hence the P-norm is equivalent to 111 * 111 . To prove that X has the Efimov 
Stechkin property, we need only show that it satisfies the property (h). Let 
x0 E x, x72 - x0, and 111 x, I// --f I// x0 111 . As weak convergence in 
Tt;l < p < oo) implies pointwise convergence, this means that x,(l) -+ x,(l) 
and I/ x,%’ II9 + 11 x0’ JIB . But the truncated sequence (xn’> is weakly convergent 
to x0’ since it is bounded and pointwise convergent. Now, because 
of the uniform convexity of the P-norm, II x,’ - x0’ lip-+ 0 and hence 
Ill %I - x0 Ill--f 0, showing that X has the property (h). To show that X does 
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not satisfy the property (M), take .z = e, , g, = e,L , where e,(m) -= S,,,, , 
the Kronecker delta. Then Jo/ x’;~, = 1 == I!~ gJ , II’ x +g,I~~ =: 2, but {gn} is 
not compact. Hence the result follows. 
We note that the norm I/j jli is not strictly convex and hence its dual norm 
is not smooth. As X has the Efimov Stechkin property, the dual norm has 
the property (S). 
Remark 4.1. Recently, it came to the notice of the authors that spaces 
with the property (M) have been used by Vlasov in [lo] in the study of 
various types of suns. He denotes the class of such spaces by (CLUR). 
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