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There is a remarkable characteristic of photosynthesis in nature, that is, the energy transfer efficiency is close to 100%.
Recently, due to the rapid progress made in the experimental techniques, quantum coherent effects have been experi-
mentally demonstrated. Traditionally, the incoherent theories are capable of calculating the energy transfer efficiency,
e.g., (generalized) Förster theory and modified Redfield theory. However, in order to describe the quantum coherent
effects in photosynthesis, the coherent theories have been developed, such as hierarchical equation of motion, quantum
path integral, coherent modified Redfield theory, small-polaron quantum master equation, and general Bloch-Redfield
theory in addition to the Redfield theory. Here, we summarize the main points of the above approaches, which might
be beneficial to the quantum simulation of quantum dynamics of exciton energy transfer in natural photosynthesis, and
shed light on the design of artificial light-harvesting devices.
PACS numbers: 03.67.Lx, 42.50.Pq, 82.20.Rp, 85.25.-j
I. INTRODUCTION
In the past two decades, quantum coherence phenomena
have been demonstrated to exist and even support the phys-
iological processes in biology1,2, e.g., avian navigation and
exciton energy transfer (EET) in natural photosynthesis. The
former has been indirectly confirmed by a number of interest-
ing experiments3–5. And the entanglement between the pair
of natural qubits was shown to last over milliseconds at the
ambient condition, which is significantly longer than those
artificial quantum systems at a sufficiently-low temperature
and vacuum6–8. In order to unravel the underlying physi-
cal mechanism, Schulten et al. proposed the radical-pair hy-
pothesis to describe how birds utilize the weak geomagnetic
field for navigation9. In the radical-pair hypothesis, the inter-
conversion between the spin-singlet and triplet states induced
by the geomagnetic field and the local field by the nuclear
spins results in distinguishable products of chemical reaction.
This kind of magnetic-field sensitive chemical reactions can
be well described the generalized Holstein model with spin
degrees of freedom taken into consideration10. Since the de-
tection sensitivity subtly depends on the interplay of the nu-
clear spins and geomagnetic field, it was suggested that when
there is quantum phase transition in the nuclear spins11–13, the
sensitivity can be significantly increased14.
On the other hand, photosynthesis is a complex biochem-
ical reaction process. It is well known that the process of
photosynthesis mainly includes four aspects, namely, primary
reactions, electron transfer, photophosphorylation and carbon
dioxide fixation15. In the process of primary reaction, one
of the peripheral light-harvesting antennas absorbs a photon
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of sunlight, and then the pigments transfer energy to the re-
action center. Electron transfer occurs at the reaction cen-
ter, which then generates a potential difference that drives the
subsequent biochemical reactions that store energy. The pro-
cesses of primary energy and electron transfer are both ul-
trafast, occurring between 1013− 1012 seconds. The excita-
tion energy is captured by the reaction center on a time scale
of 30 picoseconds, and subsequent electron transfer in about
3 picoseconds. Due to nearly 100% quantum efficiency, the
energy transfer mechanism has aroused widespread interests.
One of the current research hotspots is the study of the physi-
cal mechanism of energy transfer in photosynthesis. In the late
1980s, the molecular structure of the protein complex of the
purple bacteriological reaction center was obtained16. Sub-
sequently, some other molecular structures of reaction cen-
ters and light-harvesting antenna protein complexes were gen-
erally determined17–20. The increased understanding of the
molecular structure of photosynthesis is the result of the hard
work of scientists for generations, which is necessary for the
study of the physical mechanism of energy transfer in photo-
synthesis. And thus it is helpful to the development of artifi-
cial light-harvesting devices21.
Up to now, the study on EET has been made much
progress18–41. A series of interesting experiments and theo-
retical studies have found that quantum coherence may ex-
ist among different pigments in photosynthesis. This im-
plies that quantum coherence may play an important role in
the process of EET in photosynthesis. For example, it has
been demonstrated that exciton delocalization optimizes the
energy transfer from B800 ring to B850 ring in LH220. In
addition, it seems that there are some relationship between
quantum coherence and the high efficiency of EET24. More-
over, Caruso et al. studied the relationship between the de-
gree of entanglement and EET efficiency in photosynthesis25.
They believed that the EET in photosynthesis is realized by
the interplay of coherent and incoherent processes. Sarovar
et al. found that the coherence between pigments almost ex-
2ists in the whole process of EET26. Fassioli and Olaya-Castro
showed that there is an inverse relationship between the quan-
tum efficiency and the average entanglement between distant
donor sites in FMO complex27.
As photosynthetic complexes inevitably interact with the
surrounding environment, some scientists have also begun to
study the quantum noise effects on EET efficiency. After
studying the impact of external environment on EET, Leon-
Montiel and Torres found that even in pure classical systems,
the efficiency of EET can be improved by adjusting the ex-
ternal environment29. Mohseni et al. proposed the concept of
environmental noise-assisted EET in the study of FMO photo-
synthetic complexes30–32. Cao and Silbey pointed out that the
optimal exciton trapping scheme can be achieved by choosing
the appropriate decoherence rate and exciton trapping rate33.
Plenio and his collaborators revealed that there is a certain
correlation between the EET efficiency and the energy detun-
ing and dephasing25. Although the above research results are
obtained using numerical methods, these results have revealed
the environmental noise can improve the EET efficiency.
In the above continuous study of EET in photosynthesis,
many theoretical methods have been proposed. They can
be divided into coherent and incoherent theories. Tradition-
ally, the incoherent theories, e.g., Förster theory and modi-
fied Redfield theory (MRT), were employed to calculate the
energy transfer efficiency. But, with the development of ex-
perimental technologies, e.g., two-dimensional photon-echo
spectroscopy and single-molecule pump-probe spectroscopy,
some important experimental results of photosynthesis show-
ing quantum coherence effects have been obtained. In 2007,
Fleming’s group first observed quantum coherence in FMO
complexes at low temperatures (T = 77K) for 660 fs24. This
discovery made people more aware that the energy transfer
between pigments does not fully follow Förster theory, which
describes the energy transfer as incoherent jump. There is
also a coherent transfer mechanism. For the coherent theories,
there are hierarchical equation of motion (HEOM), quantum
path integrals, coherent modified Redfield theory (CMRT),
small-polaron quantum master equation, and general Bloch-
Redfield theory. This paper mainly introduces these incoher-
ent and coherent theories, and analyses the applicable condi-
tions, advantages and disadvantages of each theory.
II. INCOHERENT THEORIES FOR PHOTOSYNTHESIS
In this section we will mainly introduce the incoherent the-
ories which are efficient for calculating the efficiency of EET
in photosynthesis42–45.
A. Förster Theory
Initially, it was thought that the transfer of energy in photo-
synthesis was mainly described by the Förster theory, which
argues that the energy transfer in photosynthesis is a condition
in which the distance between molecules is long enough and
the dip point is almost valid. The exciton energy transfer rate
between this donor (D) and the receptor (A) can be described
by the Förster theory as46,47,
kFD→A =
J2DA
2pi h¯2
∫ ∞
−∞
dωED (ω) IA (ω) , (1)
where ω is the frequency and h¯ is the Planck constant, JDA
represents the Coulomb coupling between the donor (D) and
the acceptor (A), which is inversely proportional to the cu-
bic power of the distance between the donor and the acceptor.
ED (ω) and IA (ω) represent the fluorescence spectrum and the
absorption spectrum respectively, which can be directly mea-
sured by the experiment and can also be calculated from the
theory as,
ED (ω) =
∫ ∞
−∞
dte−iωtTrB
(
ρeDe
−iHeDt/h¯ei(εD+H
g
D)t/h¯
)
, (2)
IA (ω) =
∫ ∞
−∞
dteiωtTrB
(
ρeAe
iHeAt/h¯e−i(εA+H
g
A)t/h¯
)
, (3)
Here εD and εA are excited-state energies of the donor and
acceptor respectively.
H
g
D = ∑
j
ω ja
†
ja j, (4)
H
g
A = ∑
j
ω jb
†
jb j, (5)
are the Hamiltonians of donor’s and acceptor’s bath when they
are at the ground state respectively, where a j (b j) is the annihi-
lation operator of donor’s (acceptor’s) jth harmonic oscillator
with frequency ω j.
HeD = ∑
j
ω ja
†
ja j +∑
j
gDj (a
†
j + a j), (6)
HeA = ∑
j
ω jb
†
jb j +∑
j
gAj (b
†
j + b j), (7)
are the Hamiltonians of donor’s and acceptor’s bath when
they are at the excited state respectively, where gDj (g
A
j ) is the
coupling strength with donor’s (acceptor’s) jth mode. ρeD =
e−β H
e
D/TrBe−β H
e
D (ρeA = e
−β HeA/TrBe−β H
e
A ) is the donor’s (ac-
ceptor) density matrix at the thermal equilibrium.
Förster theory has been widely used in practical experi-
ments and theories for studying energy transfer at the early
stages. However, it is worth noting that the formula is derived
from some approximations. Because it is assumed that the
intra-system coupling JDA is much smaller than the system-
bath couplings gDj and g
A
j . Furthermore, for the sake of sim-
plicity, the intra-system coupling JDA is generally calculated
by the dipole-dipole approximation. Therefore, it may break
down when the distance between the donor and acceptor is
relative small as compared to charge distribution within the
donor (acceptor).
B. Generalized Förster Theory
In the preceding section, we have introduced Förster theory.
The Förster theory was developed for calculating rates of EET
3between a donor-acceptor pair. However, when several chro-
mophores are strongly coupled with each other and thus form
a cluster, Eq. (1) cannot faithfully be employed to model pop-
ulation dynamics. Because the original Förster theory treats
the intra-system couplings perturbatively, the theory should
be generalized to describe the EET in a multichromophoric
system when there are some clusters48,49.
The simple spectral overlap expression in Eq. (1) is a central
feature of the theory for spectral rate measurement. This relies
on the assumption that there is no given degree of freedom
coupling to both D and A. This assumption is necessary for
the generalized Förster theory for multichromophoric system.
Let us consider a multichromophoric system where D and
A consist of D j ( j = 1, . . . ,ND) and Ak (k = 1, . . . ,NA)48. We
suppose the following forms of exciton Hamiltonians,
HeD,0 =
ND
∑
j=1
εD j |D j〉〈D j|+ ∑
j 6= j
′
∆D
j j
′ |D j〉〈D j′ |, (8)
HeA,0 =
NA
∑
k=1
εAk |Ak〉〈Ak|+ ∑
k 6=k
′
∆A
kk
′ |Ak〉〈Ak′ |, (9)
where εD j
(
εAk
)
is the energy of the excitation state
|D j〉(|Ak〉), and ∆D
j j
′
(
∆A
kk
′
)
is the electronic coupling between
|D j〉 and |D j′ 〉 (|Ak〉 and |Ak′ 〉). Hereafter, all other degrees of
freedom except for the above electronic states will be termed
as bath. If each |D j〉 is coupled to a bath operator BD j , the
total Hamiltonian for excited D can be expressed as HeD =
HeD,0+∑
ND
j=1BD j |D j〉〈D j|+H
g
D. Likewise, the total Hamilto-
nian for excited A is HeA = H
e
A,0+∑
NA
k=1 BAk |Ak〉〈Ak|+H
g
A. The
assumption that no given bath mode couples to both D and
A can be imposed by the following conditions,
[
H
g
D,H
g
A
]
=[
H
g
D,BAk
]
=
[
H
g
A,BD j
]
= 0. For the multichromophoric sys-
tem, ND ×NA terms contribute to the coupling Hamiltonian,
Hc = ∑
ND
j=1 ∑
NA
k=1 J jk (|D j〉〈Ak|+ |Ak〉〈D j|), where J jk is the
transition dipole-dipole interaction between D j and Ak.
The multichromophoric Förster rate from the donor cluster
to the acceptor cluster is
kMC (t) = ∑
j
′
j
′′
∑
k
′
k
′′
J j′k′J j′′k′′
2pi h¯2
∫ ∞
−∞
dωE j
′′ j′
D (t,ω) I
k′k′′
A (ω) ,
(10)
where
E
j′′ j′
D (t,ω) = 2Re[
∫ t
0
dt ′e−iωt
′
TrD{e
−iH
g
Dt
′/h¯
×〈D j|e
−iHeD(t−t
′)/h¯|Deˆ〉〈Deˆ|ρ
g
De
iHeDt/h¯|D j′〉}],
(11)
Ik
′k′′
A (ω)≡
∫ ∞
−∞
dteiωtTrA{e
iH
g
A
t/h¯〈Ak′ |e
−iHeAt/h¯|Ak′′〉ρ
g
A},
(12)
are the matrix elements of ED (t,ω) and IA (ω). Here Trµ
represents the trace over all the bath degrees of freedom for
µ = D,A. Initially for t < 0, the total system is in the ground
state canonical equilibrium represented by ρgDρ
g
A. If impul-
sive radiation that selectively excites D is applied at t = 0, the
total density operator becomes ρ (0) = |Deˆ〉〈Deˆ|ρ
g
Dρ
g
A, with
|Deˆ〉 = N eˆ∑˙ jµD j |D j〉, where N is the normalization con-
stant, eˆ is the polarization vector of the radiation, and µD j is
the transition dipole of |D j〉.
C. Modified Redfield Theory
The Förster theory and its generalization are valid in the
regime where the intra-system couplings are much weaker
than the system-bath couplings. On the contrary, Redfield
theory can be used to describe the quantum dynamics of full
density matrix when the intra-system couplings prevail. How-
ever, in natural photosynthesis, neither conditions hold as
the intra-system couplings are comparable to the system-bath
couplings. That is to say when there is closely connected pig-
ment molecules, where the pigments are coupled with each
other in a certain intensity and stimulated, the excited state
can not be described by the excitation of a single pigment,
but its excitation is extending to more than one pigment (non-
local) to form an exciton state. The state is formed by the
combination of several molecular wave functions, which can
be expressed as |α〉 = ∑n c
α
n |n〉, where |n〉 represent the ex-
cited state of the nth pigment.
Another way to counter Förster theory is Redfield theory,
which is also used to study exciton energy transfer and has
been widely used in recent years43,45. At the technical level,
Redfield theory treats the coupling of exciton and external vi-
bration mode as a perturbation, which usually take second-
order perturbation. This determines that the precondition for
the application of Redfield theory is that the coupling between
excitons is stronger than that between excitons and the envi-
ronment.
Let us consider a physical model that the state is formed
by the combination of several molecular wave function, |k〉=
∑n ak (n) |n〉, the total Hamiltonian is,
H = Hel+Hph+Hel−ph, (13)
where
Hel = ∑
α
εα |α〉〈α|, (14)
Hph = ∑
n,i
ωib
†
nibni, (15)
Hel−ph = ∑
α ,β
∑
n,i
|α〉〈β |cαn c
β∗
n gniωi
(
bni + b
†
ni
)
= ∑
α ,β
|α〉〈β |
(
Hel−ph
)
αβ
.
(16)
Here, εα denotes the excitation energy of |α〉, b
†
ni (bni) is the
creation (annihilation) operator of the ith phonon mode of nth
pigment, ωi is the frequency of the phonon mode, and gniωi is
the exciton-phonon coupling constant between the localized
electronic excitation on site n and the ith phonon mode.
4Note that we do not limit ourself to localized phonon
modes, so general correlated baths are described in this model.
The exciton-phonon coupling constant is related to the dis-
placement of the phonon coordinate in the excited state, which
also defines the site reorganization energy λn = ∑i ∑n g
2
niωi.
Finally, basis transformation from the site basis to the exciton
basis yields the ∑Nn c
α
n c
β
n factor, which can be considered as
the overlap between exciton wavefunctions |α〉 and |β 〉.
The main idea behind the MRT is to divide the Hamilto-
nian into a zeroth-order Hamiltonian including the diagonal
system-bath couplings in the exciton basis,
H0 = H
el+Hph+∑
α
|α〉〈α| ·
(
Hel−ph
)
αα
, (17)
and the off-diagonal system-bath couplings in the exciton ba-
sis as a perturbation,
V = ∑
α 6=β
|α〉〈β | ·
(
Hel−ph
)
αβ
. (18)
Notice that the diagonal part of Hel−ph, cf. Eq. (16), is in-
cluded in the zeroth-order Hamiltonian while the perturbation
part includes only the off-diagonal part of Hel−ph.According
to second-order perturbation approximation, the transfer rate
described by the theory of Redfield can be expressed as,
Rαβ (t) = 2Re
∫ t
0
dτF∗β (τ)Aα (τ)Xαβ (τ), (19)
where
Aα(t) = e
−iεα t−gαααα (t), (20)
Fα(t) = e
−i(εα−2λαααα )t−g∗αααα (t), (21)
Aα(t) and Fα(t) are related to the absorption and emission
lineshape,respectively.
Xαβ (t) = e
2[gααββ (t)+iλααββ t]
×[g¨β ααβ(t)− (g˙β ααα(t)− g˙β αβ β(t)− 2iλβ αβ β)
×(g˙αβ αα(t)− g˙αβ β β(t)− 2iλαβ β β)], (22)
Xαβ (t) corresponds to the perturbation induced dynamical
term.
gαβ γδ (t) = ∑
n,m
cαn c
β∗
n c
γ
mc
δ∗
m gnm(t), (23)
λαβ γδ (t) = ∑
n
cαn c
β∗
n c
γ
nc
δ∗
n λn. (24)
Here the lineshape function is
gnm(t) =
∫ ∞
0
dω
Jnm(ω)
ω2
{
coth
(
ω
2kBT
)
[1− cos(ωt)]
+i[sin(ωt)−ωt]}, (25)
and the spectral density is
Jnm(ω) = ∑
i
gnigmiω
2
i δ (ω −ωi). (26)
Here, we summarize the main points ofMRT. Later, by gen-
eralizing to describe the quantum dynamics of off-diagonal
terms of density matrix, Cheng et al. developed the CMRT
to be capable of simulating the quantum dynamics of the full
density matrix, which will be introduced in Sec. III D.
III. COHERENT THEORIES FOR PHOTOSYNTHESIS
Since 2006, there were a series of experiments20,24,50–52
which implied that coherence might play an important role
in the photosynthesis. Since the incoherent theories are only
capable of calculating the energy transfer efficiency, theories
other than the incoherent theories are needed to consider the
effect of coherence on the quantum dynamics. In this sec-
tion, we summarize the main theories which can calculate the
quantum dynamics of the full density matrix, including both
the populations and the off-diagonal terms.
A. Redfield Theory
For open quantum systems, the main concern is to obtain
the equation of the reduced density matrix of the system by
eliminating the degrees of freedom of the environment53. For
some analytically solvable models, such as damped harmonic
oscillator and Brownian motion54,55, the closed expression of
density matrix can be obtained. Generally, the quantum dy-
namics of the reduced density matrix can be obtained from the
Liouville equation by the perturbation expansion, e.g. Red-
field theory46.
For an open quantum system, the total Hamiltonian Ht can
be expressed as
Ht = HS +HB +HSB, (27)
where HS = ∑µ Eµ |µ〉〈µ | represents the Hamiltonian of
system with eigen-state |µ〉 and eigen-energy Eµ , HB =
∑n,k ωka
†
nkank corresponds to the environment, and HSB =
∑n,k gk|n〉〈n|(a
†
nk + ank) describes the interaction between the
system and environment. For the reduced system, the density
matrix ρS (t) can be expressed as ρS (t) = TrB [ρt (t)], where
ρt (t) is the density matrix of the total system.
By treating HS exactly and HSB to the second order, we
can derive a time-local master equation for the open system’s
density matrix ρS (t) as
d
dt
ρ
µν
S (t) =−iωµνρ
µν
S + ∑
µ ′ν ′
Rµν,µ ′ν ′ρ
µ ′ν ′
S , (28)
where ωµν = (Eµ −Eν)/h¯ is the transition frequency from the
eigen state |µ〉 to the eigen state |ν〉, Rµν,µ ′ν ′ is the transfer
rate from ρ µ
′ν ′
S to ρ
µν
S . It is also called the Redfield tensor
Rµν,µ ′ν ′ = Γν ′ν,µµ ′ +Γ
∗
µ ′µ,νν ′ − δν ′ν ∑
κ
Γµκ ,κµ ′
−δµ ′µ ∑
κ
Γ∗νκ ,κν ′ , (29)
where the damping matrix is
Γµν,µ ′ν ′ =
1
h¯2
∑
m,n
〈µ |Vm|ν〉〈µ
′|Vn|ν
′〉Cmn(ων ′µ ′), (30)
Cmn(ων ′µ ′) is the Fourier transform of bath correlation func-
tion
Cmn(t) =
h¯
pi
∫ ∞
−∞
dωJmn(ω)nBE + 1e
−iωt (31)
5with nBE(ω) = (exp(β h¯ω)−1)−1 the Bose-Einstein distribu-
tion function and Jmn(ω) the spectral density. Here β is the
inverse temperature.
Redfield theory is traditionally used in calculating the full
quantum dynamics of the density matrix of the system. Since
it treat the system-bath couplings perturbatively, it is only
valid when the intra-system couplings are much stronger than
the system-bath couplings. Because the photosynthesis is
in the intermediate regime, other approaches should be ex-
plored to describe the quantum dynamics in photosynthetic
light harvesting45,56.
B. Hierarchical Equation of Motion
The hierarchical equations of motion (HEOM) formalism
developed recently is becoming one of the most important
methods for investigating the properties and dynamical pro-
cesses of quantum open systems57–60. The method is not only
applicable to the study of chemical dynamics, such as the
two-dimensional coherent spectrum of the bio-light enrich-
ment system61,62, but also to the dynamic study of the strong
correlation of electron system, such as the dynamic electron
transport process of the electronic system containing the rat-
tan effect63–66. The construction of the HEOM begins with the
influence of the functional path integral67–69, and realized by
virtue of the path integration algorithm70–72 and the proper de-
composition of the environment-related functions66,71–75. The
HEOM couples the reduced density operator of the system and
a series of auxiliary density operators70–72.
In the following, we describe in detail the theoretical ap-
proach of HEOM for photosynthetic EET56,76. We employ the
Frenkel exciton Hamiltonian to study EET dynamics43,77,78 in
a photosynthetic complex containing N pigments. Each pig-
ment is modeled by a two-level system. The total Hamiltonian
consists of three parts (h¯ = 1)
Htot = H
el+Hph+Hel−ph, (32)
where
Hel =
N
∑
j=1
| j〉ε j〈 j|+ ∑
j 6=k
| j〉J jk〈k|, (33)
Hph =
N
∑
j=1
H
ph
j , (34)
Hel−ph =
N
∑
j=1
H
el−ph
j =
N
∑
j=1
V ju j. (35)
In the above, | j〉 represents the state where only the
jth pigment is in its excited state |ϕ je〉 and all oth-
ers are in their ground state |ϕig〉 (i 6= j), i.e., | j〉 =
|ϕ1g〉|ϕ2g〉 · · · |ϕ je〉 · · · |ϕNg〉. ε j = ε0j +λ j is the so-called site
energy of the jth pigment, where ε0j is the excited-state en-
ergy of the jth site in the absence of phonons and λ j is the
reorganization energy of the jth site. J jk is the electronic
coupling between the jth and kth pigments. In Eq. (34),
H
ph
j = ∑ξ ωξ
(
p2ξ + q
2
ξ
)
/2 is the Hamiltonian of the environ-
mental phonons associated with the jth pigment, where the
ξ th mode dynamics is described by dimensionless coordinate
qξ and conjugate momentum pξ . Equation (35) is the cou-
pling Hamiltonian between the jth site and the phononmodes,
whereV j = | j〉〈 j| and u j =−∑ξ c jξ qξ with c jξ being the cou-
pling constant between the jth pigment and ξ th phononmode.
The fluctuations in site energies of different pigments may be
correlated or uncorrelated, depending on whether the site en-
ergies couple to the same or to different phonon modes of the
protein environment.
An adequate description of the EET dynamics is given by
the reduced density matrix,
ρel (t) = Trph{ρ
tot (t)}, (36)
where ρ tot(t) denotes the density matrix for the total system.
In the interaction picture with respect to H0 = Hel+Hph, the
time evolution of the total density matrix ρ totI (t) is governed
by the Liouville equation,
∂tρ
tot
I (t) =−iLSB(t)ρ
tot
I (t), (37)
where LSB(t) is the Liouville operator correspond-
ing to the Hel−ph, which satisfies LSB(t)ρ totI =
[HSB(t),ρ
tot
I ]. And H
el−ph(t) = V j(t)u j(t), where V j(t) =
exp(iHelt)V j exp(−iHelt), u j(t) = exp(iHpht)u j exp(−iHpht).
We suppose that the total system at the initial time, i.e.,
t = 0, is in the product state of the form, ρ totI (0) ∝ ρ
el
I (0)ρ
ph
eq
with ρpheq = exp(−β Hph)/Trph exp(−β Hph) and β = 1/kBT .
Generally, this initial condition is unphysical since it neglects
an inherent correlation between a system and its environment.
In electronic excitation processes, however, this initial con-
dition is appropriate because it corresponds to excitation in
accordance to the vertical Franck-Condon transition46.
The time integration of Eq. (37) leads to a formal solution
of the reduced density matrix, given by
ρelI (t) = Trph{Γ+ exp
[
−i
∫ t
0
dτLel-ph(τ)
]
ρpheq }ρ
el
I (0), (38)
where Γ+ is the forward time-ordering operator. The average
over the linear bath operator u j(t) results in Trph{u j(t)ρ
ph
eq }=
0 and Trph{u j(t)u j(0)ρ
ph
eq }=C(t) =Creal(t)+ iCimag(t). Con-
sequently, Eq. (38) is simplified to be
ρelI (t) =U(t)ρ
el
I (0), (39)
where the time propagator of the reduced density matrix U(t)
is written in a time-ordered exponential form
U(t) = Γ+ exp
[
−
∫ t
0
W (τ)dτ
]
, (40)
whereW (t) =
∫ t
0 dτLz(t)Creal(t − τ)Lz(τ)+ iLz(t)Cimag(t −
τ)Sz(τ), Lz(t) = [V j(t), . . . ], Sz(t) = [V j(t), . . . ]+. Here
Creal(t) and Cimag(t) correspond to the real and imaginary
parts of the correlation function of bath, respectively.
6The coupling of the jth pigment to the environmental
phonons can be specified by the spectral density J j (ω). This
includes information about the dynamics of the environmen-
tal phonons. In this article, we assume the spectral den-
sity as the overdamped-Brownian oscillator model, J j (ω) =
2λ jγ jω/
(
ω2+ γ2j
)
with γ−1j being the relaxation time. Al-
though this spectral density has been successfully used for
analyses of experimental results79, it may produce qualita-
tively different phonon sidebands from the experimental re-
sults in zero-temperature limit. However, this limitation is be-
yond the scope of the present discussion.
Thus, the bath correlation function can be calculated as
C(t) =Creal− iCimag =
∫ ∞
−∞
dω
pi
J(ω)
eiωt
eβ ω−1
, (41)
where
Creal(t) =
∫ ∞
−∞
dω
pi
J(ω)coth
β ω
2
cosωt, (42)
Cimag(t) =−
∫ ∞
−∞
dω
pi
J(ω)sinωt, (43)
which correspond to the real and imaginary parts of C(t), re-
spectively.
To obtain the reduced density matrix ρel(t) in the
Schrödinger picture, we apply a unitary transformation,
ρel(t) = Uel(t)ρ
el
I (t)U
†
el(t) = exp(−iH
elt)ρelI (t)exp(iH
elt).
The time derivative of the reduced density matrix is
∂tρ
el(t) =−iLSρ
el(t)− iLzσ1(t), (44)
whereLS =
[
Hel, . . .
]
is the commutator of the system Hamil-
tonian, and σ1(t) is an auxiliary operator defined as
σ1(t)=Γ+{
∫ t
0
dτ
[
−iCreal(t − τ)Lz(τ)+Cimag(t − τ)Sz(τ)
]
Uel(t)U(t)}ρ
el(0). (45)
When the high-temperature condition characterized by
β h¯γ j < 1 is assumed for the overdamped-Brownian oscillator
model, i.e., eβ ω − 1≈ β ω , we can obtain
Creal(t) =
2λ j
β
e−γ jt ,Cimag(t) =−2λ jγ je
−γ jt . (46)
Thus, an arbitrary nth-order auxiliary operator can be estab-
lished as
σn(t) = Γ+
{∫ t
0
dτ1Θn1(τ1)e
−γ j(t−τ1)
∫ t
0
dτ2Θn2(τ2)e
−γ j(t−τ2)
· · ·
∫ t
0
dτNΘnN (τN)e
−γ j(t−τN )Uel(t)U(t)
}
ρel(0)
= Γ+{
N
∑
j=1
[∫ t
0
dτΘn j(τ)e
−γ j(t−τ)
]n j
Uel(t)U(t)}ρ
el(0), (47)
where Θn j(τ) = −i
2λ j
β Lz(τ)− 2λ jγ jSz(τ). Next, we apply
the time derivative on both sides of Eq. (47) and derive the
equation of motion for the nth-order auxiliary operator as
∂tσn(t)=−iLSσn(t)+
N
∑
j=1
n j(−γ j)σn(t)+
N
∑
j=1
n jΘn j(τ)σn j−(t)
+
N
∑
j=1
(−i)Lzσn j+(t) (48)
where n = (n1, . . . ,n j, . . . ,nN), n j± = (n1, . . . ,n j ± 1, . . . ,nN)
are three sets of nonnegative integers.
The hierarchically-coupled Eq. (48) continues to infinity,
which is impossible to treat computationally. In order to ter-
minate Eq. (48) at a finite stage, we replace Eq. (48) by
∂tσn(t) =−iLSσn(t), (49)
for the integers n = (n1,n2, . . . ,nN) satisfying
N =
N
∑
j=1
n j ≫
ωe
min(γ1,γ2, · · · ,γN)
, (50)
where ωe is a characteristic frequency for LS. Thus, the
required number of the operators {σ (n, t)} is evaluated as
(N +N )!/(N!N !). Note that low-temperature correction
terms should be included into Eq. (48) when the high-
temperature condition β h¯γ j < 1 is not satisfied76. As demon-
strated in Ref.56, the reduced hierarchical Eq. (48) can de-
scribe quantum coherent wave-like motion in the Redfield
regime, incoherent hopping in the Förster regime, and an elu-
sive intermediate EET regime in a unified manner. How-
ever, although the HEOM numerically exactly produces the
quantum dynamics in all three regimes, it results in intol-
erable computation time, which is exponential in the sys-
tem’s size and the number of exponents in the bath correlation
function79.
C. Quantum Path Integral
In this subsection, we use a general model to illustrate how
path integral can be used in an open quantum system80–82.
Consider a general quantum system in a bath environment,
and assume that the bath is a regular ensemble. The Hamilto-
nian of the whole system can be expressed as
Htot = HS(t)+HB−∑
a
QaFa. (51)
Here, HS(t) is the Hamiltonian of the system. HB is the Hamil-
tonian of the bath. The last term of Eq. (51) describes the cou-
pling of system and bath, which can be formally decomposed
into several dissipative modes. Qa is the operator of system,
and Fa is the bath’s operator.
The reduced density operator of the system ρ(t) can be de-
fined by the propagatorU (t, t0) as follows,
ρ(t) = TrBρtot(t) = U (t, t0)ρ(t0). (52)
Here, the expression of the quantum master equation,
Eq. (52), is given at the operator level. However, the expres-
sion of path integral must be expanded under certain repre-
sentation. Consider |α〉 to be a set of complete bases of the
7system. Under α representation, Eq. (52) can be expressed as,
(assume that α= (α,α
′
))
ρ(α, t) = ρ(α,α
′
, t) =
∫
dα0U (α, t;α0, t0)ρ(α0, t0) (53)
where the propagatorU (α, t;α0, t0) can be expressed as67,
U (α, t;α0, t0) =
∫ α [t]
α0[t0]
DαeiS[α ]F [α]e−iS[α
′]. (54)
Here, F is the influence functional, which mainly expresses
the effect of interaction between the system and bath on the
dynamics of the system. S[α] is the classical action functional
along a path α(τ) between starting point α(t0) =α0 and end-
ing point α(t) = α. Note that the two endpoints of this path
are fixed. If the system-bath interaction is not considered, i.e.,
F = 1, the dynamics of the system is a completely-coherent
process, that is to say, when F = 1, we have ∂tU = −iL U ,
where L is the Liouville operator of the system, i.e., L =
[HS(t), . . . ].
Now, the key quantity we consider is the influence func-
tional F induced by the system-bath interaction. Let a =
(aa′) denote a pair of dissipative modes, and introduce the
definition70,
Q˜(t;α) = Q˜aa′(t;α)− Q˜
′
aa′(t;α
′), (55)
where
Q˜a(t;α) = Q˜aa′ =
∫ t
t0
dτCa(t− τ)Qa′ [α(τ)], (56)
Q˜
′
a
(t;α) =
∫ t
t0
dτC∗
a
(t− τ)Qa′ [α
′
(τ)], (57)
Qa[α(t)] = Qa[α(t)]−Qa[α
′
(t)]. (58)
Here, Q acts on any operator Oˆ and can be expressed as
QOˆ = [Qa, Oˆ]. Ca = Caa′ is the correlation function of the
bath, which satisfies Cab(t− τ) = 〈Fˆa(t)Fˆb(τ)〉B.
The final expression of influence functional F can be ex-
pressed as70,
F[α] = exp{−
∫ t
t0
dτR[τ;α]}, (59)
where
R[τ;α] = ∑
α
Q[α(t)]Q˜a(t;α). (60)
Path integral is a powerful formal tool for deriving quan-
tum mechanics and semi-classical approximation. In compu-
tational aspect, path integral does not need to introduce uncon-
trolled approximation when dealing with problems of many-
body quantum mechanics. Generally speaking, the numerical
summation of paths is far from simple, and the numerical cal-
culation of path integral needs to discretize the paths through
time slices to generate multidimensional integrals. Traditional
trapezoidal rule discretization of the action is equivalent to de-
composing each short-term evolution operator into kinetic and
potential parts, which requires a very short time increment to
ensure accuracy. Therefore, if the propagation time is long,
the dimension of the integral may be very high. In addition,
numerical techniques for evaluating path integrals in real time
and imaginary time are different.
D. Coherent Modified Redfield Theory
In order to develop a general theory for EET we adopt the
modified Redfield theory and generalize it to treat coherent
evolution of excitonic systems. In this section we describe the
derivation of the CMRT83,84.
In this study, we employ the Frenkel exciton Hamiltonian to
describe EET of a molecular aggregate with N sites. Written
in the exciton basis, i.e., |α〉=∑n c
α
n |n〉, the total Hamiltonian
reads
H = Hel+Hph+Hel−ph, (61)
where
Hel = ∑
α
εα |α〉〈α|, (62)
Hph = ∑
n,i
ωib
†
nibni, (63)
Hel−ph = ∑
α ,β
∑
n,i
|α〉〈β |cαn c
β∗
n gniωi
(
bni + b
†
ni
)
= ∑
α ,β
|α〉〈β |
(
Hel−ph
)
αβ
.
(64)
Here, εα denotes the excitation energy of |α〉, b
†
ni (bni) is the
creation (annihilation) operator of the ith phonon mode of nth
chromophore, ωi is the frequency of the phonon mode, and
gniωi is the exciton-phonon coupling constant between the
localized electronic excitation on site n and the ith phonon
mode.
Note that we do not limit ourself to localized phonon
modes, so general correlated baths are described in this model.
The exciton-phonon coupling constant is related to the dis-
placement of the phonon coordinate in the excited state, which
also defines the site reorganization energy λn = ∑i ∑n g
2
niωi.
Finally, basis transformation from the site basis to the exciton
basis yields the ∑Nn c
α
n c
β
n factor, which can be considered as
the overlap between exciton wavefunctions |α〉 and |β 〉.
The main idea behind the modified Redfield theory is to di-
vide the Hamiltonian into a zeroth-order Hamiltonian includ-
ing the diagonal system-bath couplings in the exciton basis,
H0 = H
el+Hph+∑
α
|α〉〈α| ·
(
Hel−ph
)
αα
, (65)
and the off-diagonal system-bath couplings in the exciton ba-
sis as a perturbation,
V = ∑
α 6=β
|α〉〈β | ·
(
Hel−ph
)
αβ
. (66)
Notice that the diagonal part of Hel−ph, cf. Eq. (64), is in-
cluded in the zeroth-order Hamiltonian while the perturbation
part includes only the off-diagonal part of Hel−ph. Follow-
ing Born approximation and second-order approximation85,
we derive a coherent modified Redfield theory for coherent
8EET dynamics,
σ˙αβ (t) =−i
(
εα − εβ
)
σαβ (t)
+∑
f
[
Rα f (t)σ f f (t)−R f α (t)σαα (t)
]
·δαβ
−
[
R
pd
αβ (t)+
1
2 ∑
f
(
R f α (t)+R f β (t)
)]
σαβ (t) ,
(67)
where
Rαβ (t) = 2Re
∫ t
0
dτF∗β (τ)Aα (τ)Xαβ (τ), (68)
Aα(t) = e
−iεα t−gαααα (t), (69)
Fα(t) = e
−i(εα−2λαααα )t−g∗αααα (t), (70)
Xαβ (t) = e
2[gααββ (t)+iλααββ t]
×[g¨β ααβ (t)− (g˙β ααα(t)− g˙β αβ β(t)− 2iλβ αβ β)
×(g˙αβ αα(t)− g˙αβ β β(t)− 2iλαβ β β)], (71)
gαβ γδ (t) = ∑
n,m
cαn c
β∗
n c
γ
mc
δ∗
m gnm(t), (72)
λαβ γδ (t) = ∑
n
cαn c
β∗
n c
γ
nc
δ∗
n λn. (73)
Here the lineshape function is
gnm(t) =
∫ ∞
0
dω
Jnm(ω)
ω2
{
coth
(
ω
2kBT
)
[1− cos(ωt)]
+i[sin(ωt)−ωt]}, (74)
and the spectral density is
Jnm(ω) = ∑
i
gnigmiω
2
i δ (ω −ωi). (75)
The CMRT has very clear physical interpretation for each
term. The first term in Eq. (67) describes the coherent dy-
namics driven by the excitonic Hamiltonian. The second term
is incoherent population transfer due to off-diagonal exciton-
phonon couplings in the exciton basis, and the last term rep-
resents the dephasing of coherence, which includes both the
pure dephasing and the dissipation. In addition, the CMRT
is non-Markovian since we have not invoked the Markovian
approximation. To go beyond the Markovian limit adopted in
the originalmodified Redfield theory, we preserve the time de-
pendence of the Redfield tensor. This master equation has the
same form as the traditional Redfield equation, and is easy to
propagate and applicable to largemultichromophoric systems.
Furthermore, the dephasing terms in CMRT in Eq. (67) clearly
lead to the same expression for absorption spectrum with life-
time broadening effects proposed by Novoderenskin and van
Grondelle86. The inclusion of coherent dynamics in CMRT
makes it possible to directly include the influence of external
fields in the simulation, thus significantly expands the applica-
bility of the theory to problems to which the original modified
Redfield theory is not applicable, such as time-resolved spec-
troscopy and control problems35,87.
The CMRT approach adopts the same basis of the modified
Redfield theory. Yang and Fleming43 have examined the ap-
plicability of the modified Redfield theory to determine pop-
ulation transfer rates between exciton states beyond the tradi-
tional Redfield theory and Förster theory, and they concluded
that the success of the modified Redfield theory is mostly due
to its incorporation of multi-phonon processes. Moreover, re-
cent studies have demonstrated that modified Redfield theory
yields unphysical population transfer rates at small electronic
coupling and small energy gap, because dynamical localiza-
tion is not treated properly.
E. Small-Polaron Quantum Master Equation
In addition to the methods described above, another quan-
tum dynamic equation has been developed to study coherent
energy transfer. The developed equation to interpolate be-
tween Förster theory and Redfield theory by using small po-
laron transformation88, which is based on the second-order
perturbative truncation of the renormalized electron-phonon
coupling.
Let us consider the simplest system consisting of single
chromophoric donor (D) and acceptor (A)88. And we use |g〉
to represent the ground state of the donor and acceptor, |D〉
(|A〉) to represent that only D (A) is in the excited state. In
this section, we only consider the situation that there is only
single electronic excitation. Initially, we use |g〉 to describe
the state of both the system and bath, and the bath is in ther-
mal equilibrium.
At initial time, a laser pulse selectively excites |g〉 to |D〉.
Then, the resonance energy transfer dynamics for t > 0 can be
described by the total Hamiltonian,
H = Hs +Hsb +Hb, (76)
where Hs = H
p
s +H
c
s represents the system Hamiltonian with
H
p
s = ED|D〉〈D|+EA|A〉〈A| and Hcs = J (|D〉〈A|+ |A〉〈D|), J
is the resonance coupling between |D〉 and |A〉, ED (EA) is the
energy of state |D〉 (|A〉) relative to |g〉. Hb is the Hamiltonian
of the bath. Hsb = BD|D〉〈D|+BA|A〉〈A| is the system-bath
interaction Hamiltonian, with BD (BA) the bath operator cou-
pled to |D〉 (|A〉). Here, we assume a spin-boson-type model,
Hb = ∑
n
h¯ωn
(
b+n bn +
1
2
)
, (77)
BD = ∑
n
h¯ωngnD
(
b+n + bn
)
, (78)
BA = ∑
n
h¯ωngnA
(
b+n + bn
)
, (79)
where b+n (bn) is the creation (annihilation) operator of the nth
mode with frequency ωn. According to the initial condition,
ρ (0) = σ (0)e−β Hb/Z, where β = 1/kBT , Z = Trb{e−β Hb},
and σ = |D〉〈D|. The Liouville operator corresponding to the
above Hamiltonians can be expressed as L , L ps , L cs , Lsb,
and Lb. Then, the evolution of the density operator over time
can be expressed as
dρ (t)
dt
=−iL ρ (t)=−i(L ps +L
c
s +Lsb +Lb)ρ (t) . (80)
9As we have discussed in the above subsections, when the
coupling to the bath is weak, the Redfield theory can be em-
ployed, while for strong coupling to the bath, the Förster
theory is applicable. The method developed below inter-
polates between these two limits by combining the polaron
transformation89–93 and a quantum master equation (QME)
formulation up to the second order44.
Applying the polaron transformation generated by G =
∑n (b
+
n − bn)(gnD|D〉〈D|+ gnA|A〉〈A|) to Eq. (80), we can ob-
tain the time evolution equation for ρ˜ (t) = eGρ (t)e−G,
dρ˜ (t)
dt
=−i
(
L˜
p
s + L˜
c
s +Lb
)
ρ˜ (t) , (81)
where L˜ ps and L˜ cs are the quantum Liouville operators for
H˜
p
s = E˜D|D〉〈D|+ E˜A|A〉〈A|, (82)
H˜
c
s = J
(
θ+D θA|D〉〈A|+θ
+
A θD|A〉〈D|
)
. (83)
In the equations, E˜D = ED − ∑n g
2
nDh¯ωn and E˜A =
EA − ∑n g
2
nAh¯ωn, θD = exp{−∑n gnD (b
+
n − bn)} and θA =
exp{−∑n gnA (b
+
n − bn)}, and θ
+
D and θ
+
A are their Her-
mitian conjugates. The initial condition transforms to
ρ˜ (0) = σ (0)θ+D e
−β HbθD/Z, which corresponds to the non-
equilibrium state of the bath.
In order to derive the QME, the total transformed Hamilto-
nian can be divided as H˜ = H˜0+ H˜1. The zeroth-order term
is
H˜0 = H˜0,s +Hb, (84)
where
H˜0,s=E˜D|D〉〈D|+ E˜A|A〉〈A|+ Jω (|D〉〈A|+ |A〉〈D|) , (85)
ω=〈θ+D θA〉= 〈θ
+
A θD〉= e
−∑n coth(β h¯ωn/2)δg
2
n/2, (86)
with δgn = gnD− gnA. The first-order term H˜1 is defined as
H˜1 = H˜
c
s −〈H˜
c
s 〉= J
(
B˜|D〉〈A|+ B˜+|A〉〈D|
)
, (87)
where B˜ = θ+D θA −ω . By definition, 〈B˜〉 = 〈B˜
+〉 = 0. We
take JB˜ and JB˜+ as perturbations which remain small in both
limits of weak and strong system-bath couplings. This allows
for the second-order QME with respect to H˜1 to be valid in
both limits.
In the interaction picture with respect to H˜0, the time evo-
lution equation of density operator ρ˜I (t) = exp{iL˜0t}ρ˜ (t) is
d
dt
ρ˜I (t) =−iL˜1,I (t) ρ˜I (t) , (88)
where L˜1,I (t) is the quantum Liouville operator for
H˜1,I(t) = J
(
B˜(t)T (t)+ B˜+(t)T+(t)
)
, (89)
with B˜(t) = exp{iHbt/h¯}B˜exp{−iHbt/h¯} and T (t) =
exp{iH˜0,st/h¯}|D〉〈A|exp{−iH˜0,st/h¯}.
Applying the standard projection operator technique88 with
P(·) ≡ ρbTrb{·} and Q = 1− P to Eq. (88), and making
second-order approximations (with respect to L1,I (t)) for
both the homogeneous and inhomogeneous terms consis-
tently, we obtain
d
dt
Pρ˜I(t) =−iPL˜1,I (t)Qρ˜(0)−
∫ t
0
dτPL˜1,I (t)L˜1,I (τ)
×(Qρ˜(t)+Pρ˜t(τ)) , (90)
where PL˜1,I (t)P = 0 has been used and Qρ˜ (0) = σ(0)×(
θ+D e
−β HbθD − e
−β Hb
)
/Z. In the above equation, Pρ˜I (τ) can
be replaced by Pρ˜I(t) without affecting the accuracy up to the
second order. Taking the trace of the resulting equation over
the bath degrees of freedom, we obtain the following time-
local QME for σ˜I (t) = Trb{ρ˜I (t)},
d
dt
σ˜I (t) =−Rσ˜I (t)+I (t) , (91)
where
R (t) =
∫ t
0
dτTrb{L˜1,I (t)L1,I(τ)ρb}, (92)
I (t) =−iTrb{L˜1,I(t)Qρ˜(0)}
−
∫ t
0
dτTrb{L˜1,I (t)QL˜1,I (τ) ρ˜(0)}. (93)
While being time local, Eq. (91) can account for non-
Markovian bath effects through the time dependence of R (t)
and is expected to show good performance beyond the typi-
cal perturbative regime, as has been demonstrated for some
cases94. By inserting Eq. (92) and Eq. (93) into Eq. (91),
and using the cyclic invariance of the bath operators within
Trb{. . .}, we can explicitly decouple the bath correlation func-
tions from the commutators of system operators. The expres-
sions of the specific time-localized QME obtained by calcula-
tion can be referred to in Ref.88.
The small-polaron quantum master equation can be used as
a bridge between Redfield and Förster regimes because it is
accurate in the limits of weak system-environment coupling
and weak electronic coupling. It has been successfully used
to explore the role of the relationship between environmen-
tal fluctuation and phonon excitation in EET dynamics95. It is
also used to study the vibrational contributions to EET in pho-
tosynthetic complexes of cryptophyte algae96. However, due
to the perturbation in small-polaron quantummaster equation,
its accuracy declines in the intermediate-coupling regime.
Specifically, small-polaron quantum master equation is exe-
cuted accurately in the incoherent region with larger electron-
phonon coupling and in the coherent region with faster bath
relaxation. In addition, through the special selection of per-
turbation terms, the weak electron-phonon coupling limit can
also be accurately calculated by the small-polaron theory97.
F. Generalized Bloch-Redfield Theory
In photosynthesis, when a light-harvesting pigment absorbs
a photon, the photosynthetic system is activated. The excita-
tion energy is then transferred to the reaction center for sub-
sequent charge separation, resulting in energy trapping. In the
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process of transport, the energy can decay when excitation en-
ergy is lost as heat via irreversible electron–hole recombina-
tion and can be redistributed through interaction with protein
environments.
For the Debye-form spectral density, J (ω) =
(2h¯/pi)λ ωD/
(
ω2+D2
)
, the spatially-correlated spectral
density is Jnm (ω) = cnmJ (ω), where λ is the reorganization
energy, the Debye frequency D is the bath relaxation rate,
cmn is the spatial correlation coefficient between sites m
and n. The time correlation functions corresponding to the
Debye spectral density can be numerically expanded using
exponential functions98,
Cmn (t) = cmn
∞
∑
i=0
(
f ri + i f
i
i
)
e−νit , (94)
where νi is the relaxation rate of the ith bath mode, f ri ( f
i
i )
is the real (imaginary) part of the expansion coefficient. With
the facilitation of auxiliary fields gm;i (t) at site m, the general-
ized Bloch-Redfield (GBR) equation for exciton dynamics is
written as99
ρ˙ (t)=−
(
Lsys+Ltrap
)
ρ (t)− i
∞
∑
i=0
∑
m
[Qm,gm;i (t)] , (95)
g˙m;i (t)=−
(
Lsys+Ltrap+νi
)
gm;i (t)
−i f ri [Θm,ρ (t)]+ f
i
i [Θm,ρ (t)]+ , (96)
where ρ is the reduced density matrix of the system, Qm =
|m〉〈m| is the system operator, Θm = ∑n cmnQn, and [A,B]+ =
AB + BA is the anti-commutator. Lsysρ = i [H,ρ ]/h¯ and
Hnm = δn,mεn +(1− δn,m)Jnm. εn is the site energy. The off-
diagonal element Jnm is the dipole–dipole interaction coupling
strength between two distinct sites.
[
Ltrap
]
nm
= (kt;m + kt;n)/2
is describe the localization at the charge separation state,
where kt;m is the trapping rate at site m. The initial value of
gm;i (t) is zero. The memory effect in the dissipative dynam-
ics due to the interaction with the bath is represented by the
auxiliary field, which can be considered as an element of the
projection operator Q(1−P) in the Nakajima–Zwanzig pro-
jection operator technique.
In the weak dissipation regime, the Redfield equation has
been widely used in modeling exciton dynamics32,100. How-
ever, this approach can lead to unphysical predictions in the
intermediate to strong dissipation regime. With the introduc-
tion of auxiliary fields, exciton dynamics can be studied in the
generalized Bloch-Redfield (GBR) equation approach, which
is more reliable over a broad regime of dissipation and pre-
dicts the correct Förster rate limit101.
IV. DISCUSSION AND CONCLUSION
Generally, the photoelectric conversion efficiency in the pri-
mary process of photosynthetic organisms can reach up to
95%. If we can effectively simulate photosynthesis in nature
and make good use of it, it will be the most valuable way to
solve our current energy problems.
In this paper, we first give a detailed description and sum-
mary of the progress in the study of the physical mechanism of
EET in photosynthesis. Then, we summarize some theoretical
methods for studying EET in photosynthesis. The first pro-
posed Förster theory can be used to calculate the rate of EET,
but it considers the transfer of electronic excitation energy
from a single chromophoric donor to a single chromophoric
acceptor, the theory need to be changed when applied to a
multichromophoric system. In view of this situation, the gen-
eralized Förster theory has been developed. Förster theory is
applicable to the case where the coupling between pigments is
much less than that between the pigments and environment. In
this case, the coupling between pigments is regarded as per-
turbation. On the contrary, when the coupling between pig-
ments is much greater than that between the pigments and en-
vironment, the EET is usually described by Redfield theory.
In this case, the coupling between pigments and environment
is regarded as perturbation. In fact, these two theories have
their own limitations. They represent two opposite-limit re-
gions of the coupling strength between pigments and environ-
ment. However, because for some intermediate regions, the
above two methods are no longer applicable, some new meth-
ods and theories are constantly developed, such as the HEOM,
which is developed in a non-perturbative manner. The hierar-
chy equation (48) can describe quantum coherent wave-like
motion, and incoherent hopping, and an elusive intermediate
EET regime in a unified manner. It reduces to the conven-
tional Redfield and Förster theories in their respective limits
of validity. The only disadvantage is that the numerical real-
ization scales exponentially with respect to the system’s size
and number of exponents in the bath’s correlation function.
In addition, the QME by polaron transformation has been de-
veloped and is used to interpolate between the Redfield and
Förster limits by employing the small-polaron transformation.
It is based on the second-order perturbative truncation with
respect to the renormalized electron-phonon coupling. Fur-
thermore, other methods have been developed, such as, quan-
tum path integrals, (coherent) modified Redfield theory, gen-
eralized Bloch-Redfield theory. These methods are also intro-
duced in this paper.
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