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Some novel techniques for convolution algorithms over Galois fields are proposed in the 
present work. These techniques can be used as an alternative in the construction of convolution 
algorithms when the optimal method (formulated by Winograd) is inapplicable. 
1. Introduction 
Convolutions over Galois fields occur very often in Signal processing [2] 
computer arithmetic [3, 91 and especially in Error Correcting Code [l, 4, 51 
problems. In particular, convolutions over Galois fields are an integral part of 
encoding and decoding of BCH and convolutional codes. Thus the construction of 
fast convolution algorithms is of great interest in information theory. 
The noncyclic convolution over Galois fields is defined as follows: 
N-l 
y(n) = 1 h(n)x(n - k), y(n)> h(n), xbZ)c GW’), (1) 
k=O 
where N is the length of the convolution, equivalently, in the polynomial 
Y(z) = X(z)H(z), Y(z), X(z), H(z) E GF]z, ~“1. (2) 
The cyclic convolution is defined as (1) except that the indices are computed 
modulo A? It has the following Polynomial equivalent description 
Y(z) = X(z)H(z), mod(zN - 1). (3) 
Winograd has proved [7, 8, 10, 181 that there exist algorithms for the computa- 
tion of (3) which have minimal computational complexity. The construction of 
such algorithms depends on the factorization of zN - 1 over GF(p) or GF(p”) [ 11, 
13, 191. The factors of zN- 1 must be distinct and irreducible over GF(p) or 
GF(p”). There exist cases where such a factorization is impossible. We know for 
instance that 
(a + 6)“” = up’ + bP”, a, b E GF(p”). 
Thus the polynomial zN- 1 has the following factorization for N= p’: 
zN -1=zN+(-l)N=(2-1)N. 
0012-365X/85/$3.30 0 1985, Elsevier Science Publishers B.V. (North-Holland) 
(4) 
(5) 
246 I. Pitas, M.G. Strintzis 
All the factors of zN- 1 are identical and Winograd’s theory fails to give us an 
algorithm for the cyclic convolution. Special heuristic algorithms must be con- 
structed for this case. Such an algorithm has been proposed by Reed et al. [6] for 
convolutions of length N = 2k over GF(2”). Analogous methods for convolutions 
over real numbers have been proposed by Agarwal and Burrus [ 151, Nussbaumer 
[16] and Yeng [17]. 
The present work proposes a new method for the construction of convolution 
algorithms (cyclic or noncyclic) of lengths N= p, pk over GF(p”). This method 
may also be used for the computation of convolutions of real number, when 
division-less algorithms are desired. The convolution algorithm for length N = p is 
presented first, since it is the base for the development of the algorithm for 
lengths N = pk. Both algorithms are shown to be efficient and far more general 
than the methods previously known. 
2. Convolution algorithms of length N = p 
The noncyclic convolution (2) of length N = p can be rewritten as 
Y(z) = (x,+ xrz +. . . + x,-lzp-l)(ho+ Ill.2 + * . . f h,_,P-1). (6) 
Assuming that 
Y(z) = yo+ Yl(Z)Z + Yz(z)z2, (7) 
Xl(Z) = x,+ . . . + xp_~zp-2, (8) 
H,(z) = hl+. * * + hp_lZ*-*, (9) 
the noncyclic convolution can be rewritten as 
Y(z)=[x,+x,(z) * z][ho+H,(z) * z]. (10) 
The multiplication (10) can be computed by the following algorithm 
yo = hoxo, Wz) = Lx,+ X,(z)l[ho+ H,k)l, Y&I = X,(z)H,(z), (11) 
Y,(z) = W(z) - Yo- YAZ). (12) 
Thus the noncyclic convolution of length N can be computed by one multiplica- 
tion and two noncyclic convolutions of length p - 1. This process can be applied 
repeatedly until only noncyclic convolutions of length two remain. These convolu- 
tions require 3 multiplications each [8, 181 and their graph is presented in Fig. 1. 
The number M of multiplications used for the computation of (6) is given by the 
following recursive relation 
M(n)=1+2M(n-l)-M(n-2), 3sn=zp 
M(1) = 1, M(2) = 3. 
(13) 
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xo 
hl -O Yo 
x1 a h’* Y2 - -y, 
Fig. 1. Noncyclic convolution of length N = 2. 
The factor 1 + 2M(n - 1) corresponds to the number of multiplications required 
for the computation of (11). The factor M(n - 2) appears in (13) because M(n - 2) 
multiplications are common in the computation of P(z) and Y*(z) of (11). These 
common multiplications need not be computed twice. The solution of the differ- 
ence equation (13) is easily seen to be 
M(P) = tP(P + 1) (14) 
The graph of the noncyclic convolution algorithm of length IV= 3 over GF(3”) is 
shown in Fig. 2. Six multiplications and 10 additions are required for this 
algorithm. All these algorithms have multiplications in the ‘middle’ stage in the 
A,=B = a 
I 1 0  1 0 1 0 
1 
h; = ho+hl 
h; = hO+hl +h2 
I 
h3 = hl fh2 
ca= 
Fig. 2. Noncyclic convolution of length N = 3 over GF(3”) (6 multiplications, 10 additions). 
248 I. Pitas, M.G. Strintzis 
sense that they may always be described as follows 
Y = C,(A,xC3W), (1% 
where the matrices A,, B,, C, describe the additions of the ‘preweave’ and the 
‘postweave’ section respectively. The symbol (8 describes the pointwise vector 
multiplication. 
Algorithms for the cyclic convolution of length N over GF(p”) can be derived 
from the noncyclic convolution algorithms by adding N- 1 additions to them for 
the calculation of the reduction modulo .zN - 1. Such an algorithm has the form 
y = C(A,x @I&h), (16) 
where the matrix C describes the new ‘postweave’ section. The graph of such a 
cyclic convolution algorithm for N = 3 is shown in Fig. 3. 
By using the ‘tensor transposing’ technique [7] a new cyclic convolution 
algorithm can be constructed having the form 
y = &(B,x’8CC,h), A, = (A:))‘, C,(CT. (17) 
The symbols t, R, r denote matrix transposition, column and row rotation 
respectively. The new algorithm requires generally less additions than (16). Fig. 4 
depicts such an algorithm of length N = 3. It requires 9 additions instead of 12 as 
required in (16). The above algorithms of length N= p form the base for 
convolution algorithms of length N = pk which are discussed in the next section. 
h; = ho+h, 
h; = hO+h,+h2 
h; = h,+h2 
0 0 -1 1 -1 
1 0 -1 0 2-l 1  0 
Fig. 3. Cyclic convolution of length N = 3 over GF(3”) (6 multiplications, 12 additions) 
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I 0 -1' 
o-1 1 
0 1 0 
-1 2 -1 
-1 -1 0 
-1 0 1 
h; = ho-h2 
t 
h, = h2--h, 
I 
h2 = -ho+2h, -h2 
I-I; = ho-h,, 
h]i = -ho+]“2 
Ac= 1 0 0 1 0 1 1 
011110 
Fig. 4. Cyclic convolution of length N = 3 over GF(3”) (6 multiplications, 9 additions). 
3. Convolution ~go~t~s of length N = pk 
The multidimensional techniques of Burrus [ 151 may be used for the construc- 
tion of convolution algorithms of length N= pk. The one-dimensional sequences 
h(n), x(n), y(n), 0s Tt “pk - 1 may be transformed to multid~ensional ones in 
the following manner: 
Z(?Z,,..., nk)=x(nr+pnz+. ’ ‘+p”-‘&), (18) 
l&z,, . . . ) rzk) = h(ra, + pa,+ * f * + pk-ln& (19) 
F(n,, . *. 9 Ftk) = y(n,+pnz+- ’ - +pk-lnk), cm 
where OG~G~--1, i=l,..., k. 
Thus, the one-dimensional convolution (1) is transformed to the multi- 
dimensional convolution 
$h,**.,~k)= c p-l*“~l~(~~ ,..., ik)il(nl-iI,..., nk-ik). (21) 
i,=O il=O 
The convolution (21) can be computed by multiplication ‘nesting’ [7]. The form of 
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h; = ho+h, 
I 
h2 = h2+h3 
hj = ho+h2 
h; = h, +h3 
h; = ho+h, +h2+h3 
Fig. 5. Noncyclic convolution of length N = 4 over GF(2”) (9 multiplications, 17 additions). 
the algorithm is the following: 
9=(CaxCax. . . x C,)[(A, x * ..xA,)~~((B,x...xB,)jz]. 
where x denotes the Kronecker product. 
The number of the multiplications required is easily seen to be 
WPk) = (M(P))k. 
(22) 
(23) 
Schematically, such an algorithm for length N = 4 over GF(2) is depicted in Fig. 5. 
The same multidimensional techniques [ 151 may be used for the construction of 
cyclic convolution algorithms of length N = pk. In this case the one-dimensional 
convolution is transformed to a multidimensional one of the form of (21). Only 
the last dimension k poses the cyclic property. Zeros must be added to the other 
dimensions in order to have a cyclic multidimensional sequence of the form 
Assuming that cyclic convolution algorithms of lengths 2p - 1, p are already 
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known, an algorithm for the convolution (24) has the form 
y’=(C,xC,,_,x- . . x C,,_,)[(A, x A,,_, x . . . x A+JZ 
@(BP x B,,_, x * . . x B**_&]. (25) 
The matrices A,, B,, C, and Azp-r, B2p--1, C,,_, describe the cyclic convolu- 
tion algorithms of length p and 2p - 1 respectively. The following number of 
multiplications is required 
M(pk) = M(p)[M(2p - l)lk_‘. (26) 
Figure 6 describes schematically such an algorithm of length N = 4. 
A second technique for the construction of cyclic convolution algorithms of 
length N = p k is to add N - 1 additions to the noncyclic convolution algorithms of 
length N= pk for the reduction module zN- 1. Thus an algorithm of the 
following form may be constructed 
y= c[Ax@Bh]. (27) 
This algorithm can be transformed to a new one by using the ‘tensor transposing’ 
xa 
xl 
X2 
X3 
Ytl 
y2 
Y, 
h; = ho+h, 
h; = ho+h2 
h; = h,+h3 
h; = h2+h3 
h; = hO+h;+h2+h3 
Fig. 6. Cyclic convolution of length N = 4 over GF(2”) (9 multiplications, 15 additions). 
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h’ I 0 
hi = ho+h, -h2-hj 
I 
h, = -ho+h, +h2-h3 
h; = -h, +h3 
I 
hj = h,+h, +hZ-h3 
h; = -ho+h, +h2-h3 
h; = -h, +h3 
h; = -h,+h2 
h7 = ho-h, 
Fig. 7. Cyclic convolution of length N = 4 over GF(2”) (9 multiplications, 15 additions). 
technique [ 71 
y = (AR)‘[Bx@(C’)‘k]. (28) 
This algorithm has the number of multiplications described by (13) it requires 
fewer additions than (27). The form of such an algorithm for length N = 4 is 
shown in Fig. 7. 
4. Conclusions 
The algorithms proposed for the convolutions of lengths N = p, pk are far more 
general and systematic than their special case for p = 2 [6, 15, 16, 171. The 
number of multiplications described by equations (23), (26) is the same as that of 
the algorithms [6, 171 and [15] respectively for the case p = 2. The use of the 
‘tensor transposing 
additions required. 
Special algon’fhms for convolutions over Galois fields 253 
technique’ reduces even further, than in [6, 15, 16, 171, the 
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