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ABSTRACT
Understanding properties of the first sources in the Universe using the redshifted
H i 21-cm signal is one of the major aims of present and upcoming low-frequency
experiments. We investigate the possibility of imaging the redshifted 21-cm pattern
around the first sources during the cosmic dawn using the SKA1-low. We model the H i
21-cm image maps, appropriate for the SKA1-low, around the first sources consisting
of stars and X-ray sources within galaxies. In addition to the system noise, we account
also for the astrophysical foregrounds by adding them to the signal maps. We find that
after subtracting the foregrounds using a polynomial fit and suppressing the noise by
smoothing the maps over 10′ − 30′ angular scale, the isolated sources at z ∼ 15 are
detectable with ∼ 4−9 σ confidence level in 2000 h of observation with the SKA1-low.
Although the 21-cm profiles around the sources get altered because of the Gaussian
smoothing, the images can still be used to extract some of the source properties. We
account for overlaps in the patterns of the individual sources by generating realistic
H i 21-cm maps of the cosmic dawn that are based on N -body simulations and a one-
dimensional radiative transfer code. We find that these sources should be detectable in
the SKA1-low images at z = 15 with an SNR of∼ 14(4) in 2000 (200) h of observations.
One possible observational strategy thus could be to observe multiple fields for shorter
observation times, identify fields with SNR & 3 and observe these fields for much longer
duration. Such observations are expected to be useful in constraining the parameters
related to the first sources.
Key words: radiative transfer - galaxies: formation - intergalactic medium - cosmol-
ogy: theory - dark ages, reionization, first stars - X-rays: galaxies
1 INTRODUCTION
Detection of the first sources of radiation in the universe
which appeared during the “cosmic dawn” is at the fore-
front of modern observational astronomy. It is believed that
these sources formed within the dark matter haloes some-
time around redshifts z ∼ 15 − 20 (Wise & Abel 2007;
Greif et al. 2010; Pawlik et al. 2011; Wise et al. 2012). Ob-
serving these first sources will not only reveal their unknown
properties but also help us in understanding their influence
on the formation and evolution of astrophysical objects dur-
ing later epochs. In recent times a large number of galax-
ies have been detected at redshift z & 6 using the broad-
band colour (Ellis et al. 2013; Bouwens et al. 2015) and the
narrow-band Lyα emission (e.g., Ouchi et al. 2010; Hu et al.
2010; Kashikawa et al. 2011). In addition, a significant num-
⋆ Email: raghunath@ncra.tifr.res.in
ber of bright quasars have been detected at high redshifts
through various surveys (Fan et al. 2006; Venemans et al.
2015). New space missions in the near future, e.g., the James
Webb Space Telescope (JWST )1, are expected to detect the
most faint sources at even higher redshifts.
In addition to the above, 21-cm radiation from the neu-
tral hydrogen (H i ) in the intergalactic medium (IGM) can
also be used as a probe to detect the very early sources.
Motivated by this fact, many of the present low-frequency
radio telescopes like the Low Frequency Array (LOFAR)2
(Van Haarlem et al. 2013), the Precision Array for Probing
the Epoch of Reionization (PAPER)3 (Parsons et al. 2014),
the Murchison Widefield Array (MWA)4 (Bowman et al.
1 http://jwst.nasa.gov
2 http://www.lofar.org/
3 http://eor.berkeley.edu/
4 http://www.mwatelescope.org/
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2013; Tingay et al. 2013), the Giant Metrewave Radio Tele-
scope (GMRT)5(Ghosh et al. 2012; Paciga et al. 2013) etc
have dedicated a large amount of their observing resources
to detect the signal from the epoch of reionization (EoR).
While most of these telescopes are still not able to probe
the very early stages of the EoR as they lack the very
low-frequency detectors, the future radio telescope like the
Square Kilometre Array (SKA)6 is expected to detect the
signal even from the cosmic dawn. While the first genera-
tion telescopes are expected to detect the signal from the
EoR statistically (e.g., in terms of the rms, power spectrum,
skewness etc), the highly sensitive SKA1-low should be able
to image the signal from cosmic H i (Mellema et al. 2015;
Wyithe et al. 2015).
Recently, many studies have been done using
analytical calculations (e.g., Furlanetto et al. 2004;
Paranjape & Choudhury 2014), semi-numerical simu-
lations (Zahn et al. 2007; Mesinger & Furlanetto 2007;
Santos et al. 2008; Thomas et al. 2009; Choudhury et al.
2009; Ghara et al. 2015a,b), and full numerical simu-
lations involving radiative transfer (Iliev et al. 2006;
Mellema et al. 2006; McQuinn et al. 2007; Shin et al.
2008; Baek et al. 2009) to understand the behaviour of
the redshifted 21-cm signal from the cosmic dawn and
EoR for different source models. Though most of these
studies have concentrated in detecting the signal using
statistical quantities, it will be interesting to study the de-
tectability using imaging techniques. Some recent attempts
have been made to understand the detection possibility
of large ionized bubbles with LOFAR, MWA, GMRT
(Datta et al. 2007; Geil & Wyithe 2008; Datta et al. 2008,
2009; Majumdar et al. 2011; Datta et al. 2012a,b). In
addition, Zaroubi et al. (2012) show that the redshifted
21-cm signal from the EoR can be detected in low-resolution
images with LOFAR. Studies have also been done in the
same context to detect the signal in post-reionization epochs
with SKA1 (Villaescusa-Navarro et al. 2014). Our earlier
work Ghara et al. (2016, hereafter paper I) investigated the
detectability of very early sources like metal-free Population
III (PopIII) stars, galaxies containing Population II (PopII)
stars, mini-QSOs and high-mass X-ray binaries (HMXBs) in
the presence of system noise and astrophysical foregrounds
using a visibility based techniques. The study showed that
the SKA1-low should be able to detect the signal from the
sources like the PopII stars, mini-QSOs and HMXBs with
∼ 9− σ confidence by integrating the visibilities signal over
all baselines and frequency channels within ∼ 1000 hours of
observation time.
Once the signal from the cosmic dawn is detected, the
challenge would be to interpret it and understand the prop-
erties of the first sources and the surrounding IGM. One
probably needs to use some sophisticated parameter estima-
tion method like the Markov chain Monte Carlo (MCMC) to
extract the relevant information. However, before getting in-
volved in the complexities of the parameter estimation meth-
ods, one needs to set up appropriate observational strategies
to detect the signal. Detection of the signal from the cosmic
dawn is itself very challenging as it is very weak compared to
5 http://www.gmrt.tifr.res.in
6 http://www.skatelescope.org/
the system noise and the astrophysical foregrounds. In gen-
eral, one has to integrate the signal over a large observing
time to reduce the noise and also use some efficient fore-
ground subtraction method to recover the signal given that
the foregrounds are 4-5 orders of magnitude stronger. In
this paper, we explore, in detail, the detection of the early
sources during the cosmic dawn in H i 21-cm images in the
presence of system noise and the foregrounds. Our analysis
is based on realistic simulations of the signal, system noise,
and the relevant astrophysical foregrounds, followed by pre-
dictions related to the detectability of the early sources using
the SKA1-low. These predictions would be quite useful to
plan for observational strategies for detecting the sources in
21-cm observations.
The paper is organized in the following way. In section 2,
we describe the simulations used in this work. In particular,
we describe the model for the sources used in this study in
section 2.1, while simulating the baseline distribution of the
SKA1-low is described in section 2.2. The methods to sim-
ulate the signal maps, system noise maps and foregrounds
maps are described in section 2.3, 2.4 and 2.5 respectively.
The main results of the paper are given in section 3 before
we conclude in section 4. We choose the Cosmological pa-
rameters Ωm = 0.32, ΩΛ = 0.68, ΩB = 0.049, h = 0.67,
ns = 0.96, and σ8 = 0.83, which are consistent with the
recent P lanck mission results (Planck Collaboration et al.
2014).
2 SIMULATION
The study of detectability of the first sources would require
careful modelling of these sources, as well as that of the
system noise and the astrophysical foregrounds. We discuss
the methods for simulating each of these components in this
section.
2.1 Radiating sources
The physical conditions of the universe when the first
sources formed are relatively poorly understood, and
hence the properties of these sources are difficult to
model. In this study, we consider different types of
sources that could have existed in the early uni-
verse, i.e., the PopII stars in the primordial galaxies
(Wise et al. 2014; O’Shea et al. 2015; Xu et al. 2016), the
mini-QSOs (Bromm & Loeb 2003; Chuzhoy et al. 2006;
Zaroubi et al. 2007; Thomas & Zaroubi 2008; Alvarez et al.
2009; Tanaka et al. 2012) and the HMXBs (Stacy et al.
2010; Mirabel et al. 2011; Fialkov et al. 2014; Kaaret 2014;
Knevitt et al. 2014; Ahn et al. 2015). Besides these, the
metal free PopIII stars are believed to be the another com-
mon source during the cosmic dawn. It is however expected
that the individual PopIII stars may not be detected in the
observations of the redshifted 21-cm signal even with ad-
vanced telescopes like the SKA1-low because of the very
small region of influence (see Paper I). Thus we have not
considered them in this study. While we consider the PopII
stars combined with the mini-QSOs in galaxies as our fidu-
cial model source, we will briefly discuss the detectability of
other sources too. In the following, we summarize the main
properties of the sources used in this paper and refer the
MNRAS 000, 1–17 (?)
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Figure 1. Left-hand panel: The baseline coverage of the SKA1-low for 4 h of observation at a declination δdec = −30
◦. The integration
time taken in this study is 10 sec. Right-hand panel: The circularly averaged baseline distribution for the SKA1-low at frequency 90
MHz as a function of baseline U . The quantity nB(U, ν) denotes the number density of antenna pairs having baseline U at frequency ν.
The vertical line in the right-hand panel represents the baseline corresponding to an angular resolution of 2
′
.
reader to Paper I for the details of their spectral energy
distribution (SED).
We assume that the first galaxies form in a low-
metal region with metallicity 10−3 Z⊙ (Lai et al. 2007;
Finkelstein et al. 2009; Maio et al. 2010) and consist of
PopII stars. We assume that the stars follow a Salpeter IMF
with masses between 1 to 100 M⊙. The SED of the stellar
component of the model galaxy is generated using the stellar
synthesis code pegase27 (Fioc & Rocca-Volmerange 1997).
We assume that a fraction fesc of the UV photons in the in-
trinsic spectrum of the galaxies escape from the source into
the IGM. The SED of the stellar component does not have
any significant X-ray photons that are required for heating
the neutral / partially ionized IGM. We call this model, con-
sisting of only stars, the Galaxy model.
In themini-QSO model, we assume the model source
SED has, in addition to the stellar component, a compo-
nent powered by intermediate mass black holes of mass
103 − 106M⊙. We assume that the X-rays emitted from
these mini-QSOs follow a power law with a spectral index α
(Vanden Berk et al. 2001; Vignali et al. 2003). We also in-
troduce a parameter fX which is the ratio of the X-ray to
UV luminosity, where we assume that the UV and X-ray
bands span from 10.2 to 100 eV and 100 eV to 10 KeV re-
spectively. We assume that our fiducial source model has
stellar mass M⋆ = 10
7 M⊙, age tage = 20 Myr. We choose
fesc = 0.1, α = 1.5 (Laor et al. 1997; Vanden Berk et al.
2001; Vignali et al. 2003) and fX = 0.05 as the fiducial val-
ues.8 We set the fiducial value of the parameter as fX = 0.05.
7 http://www2.iap.fr/pegase/
8 The fiducial stellar mass of the source corresponds to stellar
content in a dark matter halo of mass ∼ 6 × 108M⊙ assuming
f⋆ = 0.1 where f⋆ is the fraction of baryons converted into stars.
In presence of molecular cooling, star formation is possible even
in haloes with mass as small as 106 M⊙. However, the efficiency
of the formation of molecular hydrogen is very uncertain at high
redshift. Detecting the sources formed in such low-mass haloes
will be quite challenging (see e.g., Ghara et al. 2016). In case
This corresponds to an accreting BH to galaxy mass ra-
tio of ∼ 10−3 which is consistent with observations e.g.,
Rix et al. 2004. The lifetime of the early sources is very un-
certain, though the sources are expected to be short-lived
(Meynet & Maeder 2005). Here we set the fiducial age to be
tage = 20 Myr.
The high-mass X-ray binaries could have been another
potential source of X-rays in the galaxies. The shape of the
SED of the HMXBs depends on the interstellar absorption
of the soft X-ray photons and is very uncertain for the high
redshift HMXBs. The SED of the HMXBs used throughout
the paper is taken from Fragos et al. (2013a,b). Due to the
significant amount of absorption of the soft X-rays in the
interstellar medium of the galaxy, the soft X-ray part of the
SED is almost absent from the intrinsic SED of the source.
We call this model consisting of stars and HMXBs within
galaxies as the HMXB model.
2.2 Baseline distribution of the SKA1-low
An important component for simulating radio maps similar
to those ones would obtain in observations is the baseline
distribution of the telescope. The only telescope considered
in this work is the SKA1-low which holds the promise of
imaging the high redshift cosmological signal. As per the
presently available design, the SKA1-low has a compact core
of radius 350 m with closely packed 40 super-stations dis-
tributed in four concentric rings, while six closely packed
antenna form a super-station. Rest of the 54 super-stations
are distributed in a three-arm spiral from 350 m to 35 km
radius, where the super-station density distribution follow
the star formation occurs only in haloes where the gas cools by
atomic transitions, the sources will be hosted in haloes with mass
& 108 M⊙, similar to our fiducial value.
MNRAS 000, 1–17 (?)
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a logarithmic relation9. The total number of antenna for
the SKA1-low is Nant = 564. Table 1 shows the param-
eters related to the model-observation used in this study.
The left-hand panel of Figure 1 shows the baseline uv cov-
erage for 4 h of observation towards a region with decli-
nation δdec = −30◦ with the SKA1-low . The right-hand
panel of Figure 1 shows the circularly averaged baseline dis-
tribution of the SKA1-low at frequency 90 MHz. The quan-
tity plotted nB(U, ν) denotes the number density of antenna
pairs having baseline U at frequency ν, and is normalized
such that
∫
nB(U, ν) d
2U = Nant × (Nant − 1)/2 is the total
number of baselines for the SKA1-low. One can easily no-
tice that the baseline distribution is more concentrated at
low baseline regions. Note that we have not actually used
this circularly averaged baseline distribution in this study,
rather we use the true baseline distribution as obtained from
the antenna positions. The minimum and maximum base-
line for the SKA1-low at redshift 15 turn out to be ∼ 8.5
and ∼ 19500 respectively.
The primary field of view (FOV), which depends on the
diameter of the individual antenna and observing frequency,
is ∼ 5.5◦ for the SKA1-low at redshift z = 15. The maxi-
mum angular size (θmax) that can be sampled in the image
depends on the minimum baseline considered for the analy-
sis, although the image can be made over the full primary
beam. For example, if the minimum baseline Umin ∼ 8.5,
then the maximum angular scale θmax that can be sampled
is 6.7◦ (which corresponds to a length scale of 1230 comoving
Mpc at redshift 15). On the other hand, the angular resolu-
tion (∆θ) of the image depends on the longest baseline con-
sidered for the analysis. For example, the SKA1-low should
be able to produce images with highest resolution 0.175′as
its longest baseline is around Umax ∼ 19500 at redshift 15.
However, the system noise will be much stronger compared
to H i 21-cm signal if the image is made at this resolution.
We, therefore, make images at coarser 2
′
resolution in or-
der to keep the noise contribution under control. In order to
achieve the default images with 2
′
resolution, we consider
baselines only up to U ∼ 1720 and discard larger baselines.
We note that only a negligible fraction of the total baselines
would be discarded in this process as most of the antennae
for the SKA1-low are packed at the central region (see right-
hand panel of Figure 1). Depending on the values of θmax
and ∆θ, we generate the signal, noise and foreground maps
in a Npixel × Npixel grid, where Npixel = θmax/∆θ. For ex-
ample, for θmax = 6.7
◦ and ∆θ = 2′ we obtain Npixel = 200.
2.3 Signal maps
Let us assume that there is an isolated source radiating pho-
tons in the neutral and cold IGM. Our first aim is to study
the detectability of the 21-cm pattern around such a source.
We later study a more complex and realistic model where
multiple sources form within a cosmological volume. The
main steps to simulate the H i signal maps around an iso-
lated source are as follows:
9 The antennae positions for the SKA1-low is
taken from http://astronomers.skatelescope.org/wp-
content/uploads/2015/11/SKA1-Low-Configuration V4a.pdf
Parameters Values
Redshift (z) 15
Central frequency (νc) 88.75 MHz
Band width (Bν ) 16 MHz
Frequency resolution (∆νc) 100 kHz
Observational time (tobs) 2000 h
System temperature (Tsys) 60× (300 MHz/νc)2.55 K
Number of antennae (Nant) 564
Effective collecting area (Aeff ) 962 m
2
Table 1. The parameters used in this study for a model-
observation at redshift z with the SKA1-low.
• For a given source model, we generate one-dimensional
ionization profiles of the hydrogen and helium species and
the kinetic temperature around each source by solving the
radiative transfer equations (Fukugita & Kawasaki 1994;
Thomas & Zaroubi 2008). The main features of the method
are described in details in our earlier works Ghara et al.
(2015a, 2016), which is based on Thomas & Zaroubi (2008).
We assume that the IGM consists of hydrogen and helium
of uniform density contrast δ. We assume that the IGM is
completely neutral when the source starts to radiate.
• We calculate the Lyα photon flux by considering the
Lyα contribution from the continuum spectrum, recombi-
nation in the interstellar medium and the secondary ion-
ization due to the X-rays. The δTb profile, as well as the
detectability of the source, critically depends on the Lyα
flux profile as a function of distance from the source. The
full Lyα radiative transfer simulations are computationally
challenging. Hence we have simply assumed that the Lyα
photon flux reduces as 1/R2 with the radial distance R. This
assumption is consistent with the detailed radiative transfer
simulations of, e.g., Semelin et al. (2007); Vonlanthen et al.
(2011); Higgins & Meiksin (2012) at the large scales.
• It is then straightforward to calculate the coupling co-
efficients (collisional, Lyα coupling and coupling with the
CMBR) which are used to generate the spin temperature
(TS) profile.
• The differential brightness temperature δTb(~θ, ν) can be
expressed as,
δTb(~θ, ν) = 27 xHI(x, z)[1 + δB(x, z)]
(
ΩBh
2
0.023
)
×
(
0.15
Ωmh2
1 + z
10
)1/2 [
1− Tγ(z)
TS(x, z)
]
mK,
(1)
where ~θ is the sky direction and ν is the frequency corre-
sponding to the observed region. The quantities δB(x, z),
xHI(x, z) and Tγ(z) = 2.73 ×(1 + z) K denote the bary-
onic density contrast, the neutral hydrogen fraction and
the CMBR brightness temperature respectively at the co-
moving coordinate x at a redshift z = 1420 MHz/ν − 1.
Here x is related to the sky position ~θ by the relation
x =
{
r(z)~θ, r(z)
}
, where r(z) is the comoving distance to
z. Note that the above expression does not include the effect
of the peculiar velocities of the gas in the IGM.
• We use the one-dimensional δTb profile to generate the
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spherically symmetric δTb map in the simulation box. The
comoving length and grid resolution of the simulation box
in the angular directions are determined by θmax and ∆θ
respectively. The same two quantities along the line of sight
are determined by the frequency band width (Bν) and fre-
quency resolution (∆νc) of the observation.
• We generate the two-dimensional baseline distribution
(or uv coverage) ni,jB in a Npixel×Npixel grid for tuvobs = 4 h of
observation at a region with declination δdec = −30◦, while
the integration time is taken as ∆tc =10 sec. To incorporate
the effect of the empty pixels in the two-dimensional baseline
distribution, we first obtain the visibilities of the signal at
each uv grid point and then multiply the signal with the
baseline (uv) sampling function, i.e., zero at uv grids which
are empty and unity otherwise. We then obtain the final
image (which is usually known as “dirty” image) of the signal
by performing a two-dimensional inverse Fourier transform
of the visibilities. We note that the H i signal in the “dirty”
image is hardly distinguishable from the input H i signal.
This is due to the fact that uv space is nearly filled and there
are not many empty uv grids at small baselines where the
H i signal is strong.
The left-hand panel of Figure 2 shows the δTb distri-
bution around the three types of sources considered in this
work. One can easily identify that there exist four sepa-
rate regions radially outward from the centre of the source
(see the right-hand panel of Figure 2). These are (1) H ii
region: the signal is zero at the medium just adjacent the
source as xHI ∼ 0. (2) emission region: the H ii region
is followed by an emission region where TS > Tγ . (3) ab-
sorption region: the emission region is followed by a strong
absorption region where TS < Tγ and (4) Lyα deficient re-
gion: the signal vanishes at far away region as Lyα cou-
pling is not strong enough and thus TS = Tγ . These results
are consistent with earlier works like Tozzi et al. (2000);
Cen (2006); Chuzhoy et al. (2006); Chen & Miralda-Escude´
(2008); Thomas & Zaroubi (2008); Alvarez et al. (2010);
Yajima & Li (2014). The lengths of different regions depend
on the source properties. The strength, as well as the volume
of the absorption signal, is much larger than the emission
signal for the sources we consider. For example, the mini-
mum δTb for the fiducial mini-QSO model is ∼ −160 mK,
which is much larger compared to the maximum δTb ∼ 30
mK. Thus, one can expect that this region will be the easi-
est to be detected in radio images, while it may be difficult
to identify the H ii and emission regions because of the
contamination of the weak signal by the system noise and
foregrounds. One can also notice that the strength of the
absorption signal is larger in the case of the models Galaxy
and HMXB compared to the mini-QSO. In other words, one
may expect higher detectability for the Galaxy and HMXB
source models than the mini-QSO, assuming the sources to
be isolated. This will be discussed in more detail in the later
part of the paper.
The one-dimensional δTb profile around the fiducial
mini-QSO source model is shown in the left-hand panel of
Figure 3. The sky specific intensity can be related to δTb as
Iν(~θ) =
2kBν
2
c2
δTb(~θ, ν), (2)
where kB is Boltzmann constant and c is the speed of light.
The flux per synthesized beam can be obtained by,
Sν = Iν(~θ)×∆Ω, (3)
where ∆Ω = (∆θ)2 is the beam solid angle. The quantity Sν
thus gives the total flux within a single beam. The middle
panel of Figure 3 shows Sν distribution along the angular
directions for our fiducial source for an angular resolution (or
beam) 2′ at the central frequency channel (which contains
the centre of the source in this case). Although the angular
extents of our original image are 6.7◦×6.7◦, we show only a
smaller 3.4◦ × 3.4◦ image. The maximum amplitude of the
signal Sν in the map is ∼ −13 µJy, with the negative sign
signifying that the signal is in absorption.
2.4 Noise maps
The system noise N(~U, ν) at different baselines and fre-
quency channels are uncorrelated and expected to be Gaus-
sian random variables with zero mean. The rms noise for
each baseline and frequency channel of width ∆νc and cor-
relator integration time ∆tc is given by (for single polariza-
tion),
√
〈N2〉 =
√
2kBTsys
Aeff
√
∆νc ∆tc
, (4)
where Aeff is the effective collecting area of each antenna
and Tsys is the system temperature. Here we have chosen
∆tc = 10 sec. The steps to generate the noise maps are
given below:
• First, we generate Gaussian random noise (both the real
and imaginary parts) with zero mean and rms
√
〈N2〉 in the
Npixel ×Npixel grid in the Fourier space.
• The presence of multiple baselines in a uv grid point can
be used to decrease the noise in that pixel. We account for
this by simply scaling the noise in (i, j)th pixel by a factor
1/
√
ni,jB .
10
• By averaging over long observation time tobs, one can
decrease the noise further by a factor of
√
tobs/tuvobs, which
is done in this work as well.
• As mentioned earlier, the presence of empty pixels in
the two-dimensional baseline distribution is accounted for
by including a mask which is zero at the empty pixels and
unity otherwise.
• We obtain the real space noise map by doing two-
dimensional inverse Fourier transform of the reduced noise
in Fourier space at each frequency channel.
The right-hand panel of Figure 3 shows the simulated
noise map at the central frequency channel for an angular
resolution 2′ for 2000 h of observation time and the pa-
rameters listed in Table 1. The rms noise per beam of the
corresponding map is ∼ 19 µJy. The amplitude of the sig-
nal as shown in the middle panel of Figure 3 is significantly
smaller the rms noise for 2000 h of observation, thus the
10 In principle, the baseline distribution is dependent on the fre-
quency of interest and thus, should be different for different fre-
quency channels. In this study, we have ignored this fact and
worked with only one baseline distribution which corresponds to
the central frequency of the observation.
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Figure 2. Left-hand Panel: The radial δTb pattern as a function of the distance R from the centre of the model source for different
source models. The stellar mass of the source is 107 M⊙ for the three models. The ratio of X-ray to UV luminosity of the mini-QSO
and HMXB models is 0.05, while the power law spectral index of the mini-QSO model is 1.5. Right-hand panel: Four different regions
around the fiducial mini-QSO source model.
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Figure 3. Left-hand panel: The δTb profile of the fiducial source (M⋆= 10
7 M⊙, δ = 0, α = 1.5, fX = 0.05, tage = 20 Myr) as a function
of the radial distance from the centre of the source at redshift 15. Middle panel: 3.4◦ × 3.4◦ image of the signal (without noise) at the
frequency channel that contains the centre of the source at redshift 15 for an angular resolution of 2′. The inner panel represents the
zoomed version of the same image. All the color palettes represent µJy per beam. Right-hand panel: The corresponding noise maps at
the central frequency channel. The noise map corresponds to a frequency resolution of 100 kHz and 2000 h of observation time.
signal is not detectable without further reducing the noise
using some other techniques like “smoothing”, which we will
discuss later part of the paper (in section 3.1.2).
2.5 Foreground maps
The cosmological signal will be contaminated by other as-
trophysical foregrounds which have significantly larger am-
plitude (Ali et al. 2008; Ghosh et al. 2012). In this study,
we consider the Galactic synchrotron radiation and emis-
sion from unresolved extragalactic point sources as the ma-
jor contributors to these foregrounds. Among these two, the
Galactic synchrotron radiation contributes ∼ 70% of the to-
tal foregrounds (Wang et al. 2006; Jelic´ et al. 2008). In ad-
dition to these, the Galactic free-free emission, supernova
remnants, and extragalactic radio clusters may also provide
a small contribution to the total foreground, which has been
neglected in this study. The method of simulating the fore-
grounds is given below:
• Galactic synchrotron radiation: We have mainly fol-
lowed Choudhuri et al. (2014) for simulating the Galactic
synchrotron radiation. The fluctuations in the foregrounds
are assumed to be Gaussian random fields with an angular
power spectrum Csyn2πU (ν) that can be expressed as (see, e.g.,
Ghosh et al. 2012),
Csynl (ν) = A150
(
1000
l
)β¯ (
ν
ν⋆
)−2α¯syn−2 ¯∆αsyn log( ν
ν⋆
)
,
(5)
where ν⋆ = 150 MHz, A150 = 513 mK
2, β¯ = 2.34, α¯syn =
2.8 and ¯∆αsyn = 0.1. The parameters for the Galactic
synchrotron emission have been taken from Platania et al.
(1998); Wang et al. (2006).
Given the angular power spectrum, we first generate the
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maps of the temperature fluctuations for the foregrounds in
the Fourier space using the relation
∆Tsyn(U, ν) =
√
ΩCsynl (ν)
2
[x(U) + iy(U)] , (6)
where l = 2πU and Ω is the total solid angle of the simulated
area. The quantities x(U) and y(U) are two independent
Gaussian random variables with zero mean and unit vari-
ance. We then carry out a two-dimensional inverse Fourier
transform on the ∆Tsyn(U, ν) distribution to obtain the real
space distribution δTsyn(~θ, ν) at each frequency channel.
The specific intensity fluctuation can be simply obtained
as δIsyn(~θ, ν) = (2kB/λ
2)δTsyn(~θ, ν). We multiply this with
the beam solid angle to obtain the flux per synthesized beam
for the Galactic synchrotron radiation maps.
• Extragalactic point sources: The method used to simu-
late the foregrounds from the extragalactic point sources
is based on the observations of Ghosh et al. (2012) with
GMRT at frequency ν⋆ = 150 MHz.
11 The differential source
count is given by
dN
dS
=
103.75
Jy.Sr
(
S
Jy
)−1.6
. (7)
We assume that the point sources with flux larger than 5σ
can be identified and removed from the pixel. In this work,
we generate the map for the unresolved extragalactic point
sources within a flux range 10−4 to 0.1 mJy, while we assume
that all source above 5σ ∼ 0.1 mJy will be resolved and re-
moved. First, we divide the flux range into multiple flux bins
and calculate the number of sources associated with each
flux bins. We randomly distribute the sources in the two-
dimensional map along the angular directions at the central
frequency channel. The maps at other frequency channels
are generated assuming the flux of the sources changes with
frequency as,
Sν = Sν⋆
(
ν
ν⋆
)−αps
, (8)
where αps is the spectral index of the foregrounds contribu-
tion from the point sources. We generate the index αps for
each point source from a uniform random distribution with
values in the range of 0.7 to 0.8.
Figure 4 shows the 2′ resolution map for the total fore-
ground signal at the central frequency channel with the two-
dimensional mean is subtracted out. The strength of the
foreground signal is ∼ 3 − 4 order of magnitude stronger
than the expected signal at this resolution as can be seen
by comparing with Figure 3. Thus, it is obvious that the
recovery of the signal in the presence of such a strong fore-
grounds is indeed a challenging task. We will discuss various
11 The foreground contribution from the unresolved extragalac-
tic point sources can be divided into two parts, (i) the Pois-
son contribution and (ii) the clustering contribution. The point
source clustering part dominates over the Poisson part at large
angular scales (Di Matteo et al. 2002). However, the diffuse syn-
chrotron emission from our galaxy is expected to be much stronger
than the point source clustering contribution at these large scales
(Di Matteo et al. 2002; Santos et al. 2005; Datta et al. 2007). We,
therefore, do not consider the foreground contribution from the
clustering part in this study.
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Figure 4. The foreground map at the central frequency channel
νc = 88.75 MHz. The angular resolution of the map is 2′. The
map includes the contributions from the Galactic synchrotron
radiation and extragalactic radio emission from the unresolved
point sources.
techniques to subtract the foregrounds below the signal level
at the later part of the paper.
3 RESULTS
In order to estimate the detectability of the first sources
through imaging the high redshift 21-cm signal, we choose
our fiducial source model to be the mini-QSO. We first study
in great detail the simplistic situation where there is a sin-
gle isolated source in the FOV, and then consider a more
realistic situation where there are multiple sources in the
field.
3.1 Isolated source
We assume that the isolated source is completely isolated
and situated at the centre of the FOV. The fiducial parame-
ters of the mini-QSO model, as mentioned earlier, are taken
to be M⋆ = 10
7 M⊙, fesc = 0.1, fX = 0.05, α =1.5 and age
tage = 20 Myr. We assume the IGM density contrast δ = 0.
We choose the fiducial angular resolution for imaging as 2′.
The spatial length scale corresponding to this resolution is
∼ 6 cMpc, which is similar to the radial distance to the
strongest absorption signal around the fiducial source.
3.1.1 Signal and the system noise
First, let us consider a scenario where we can ignore the
complexities arising from the foregrounds. Even in this sim-
ple case where we deal only with the signal and the system
noise, we find that the noise is much larger than the cosmo-
logical signal as shown earlier in Figure 3.
One method of increasing the SNR is by smoothing the
maps using some filter. We have seen in Paper I that the
signal exceeds the system noise only for baselines U . 100,
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which corresponds to angular scales & 10′. In order to see
similar effects in the image, we have used two-dimensional
Gaussian filters of different widths (i.e., standard deviations)
for smoothing the images at all the frequency channels.
These Gaussian filters are applied along the two angular
directions at each frequency channel. We have used a fixed
frequency width of 100 kHz throughout the paper. In prin-
ciple, the signal to noise ratio can be increased by an ad-
ditional smoothing along the frequency direction. However,
this will introduce an additional complexity in measuring
the brightness temperature profile from a source. The sig-
nal evolves along the frequency direction and the evolution is
particularly strong around sources that bright in UV and X-
ray bands (Majumdar et al. 2012). Using higher frequency
width will smooth out this evolution to some extent. Addi-
tionally, observational parameters such as the sky temper-
ature and effective antenna area have strong frequency de-
pendencies. In order to properly calculate the system noise
one should consider these effects and we defer this for fu-
ture work. To avoid all these complexities, we restrict our
analysis within a very small frequency interval.
The effect of smoothing on the image maps is shown in
Figure 5. The three panels from the left-hand side show the
effect of using a Gaussian smoothing kernel of width 10′, 20′
and 30′ respectively. One can clearly see that the 21-cm pat-
tern of the source becomes more prominent as we increase
the width of the kernel. This is related to the fact that the
noise amplitude decreases because of smoothing. For exam-
ple, the rms noise of the map without smoothing (right-hand
panel of Figure 3) is ∼19 µJy for 2000 h of observation and
100 kHz of frequency resolution, while the rms noise reduces
to ∼ 0.4 µJy for smoothing with the fiducial Gaussian filter
of size 30′ (right-hand panel of Figure 3).12
We define the SNR of the maps as the ratio of the largest
absolute amplitude of the observed pixel (signal + noise in
this case) in the image plane and the rms noise. We average
over 10 independent realizations of the noise while calculat-
ing the SNR. The SNRs in the left-hand to right-hand panels
of Figure 5 are 4, 7.5 and 11 respectively, while the corre-
sponding rms noise are 4.4, 1.1 and 0.4 µJy respectively. It is
clear that the SNR increases with the width of the Gaussian
filter. Thus, it is possible to detect the signal by smoothing
the maps with sufficiently wide filters like 30′ within 400
(150) hours of observation with an SNR ∼ 5 (∼ 3).
We use the Pearson-cross-correlation to quantify the
similarity between two maps. For two maps having ampli-
tudes xi and yi at the ith pixel, the Pearson-cross-correlation
coefficient is defined as
χ =
∑
i (xi − x¯)(yi − y¯)√∑
i(xi − x¯)2
√∑
i(yi − y¯)2
, (9)
where x¯ and y¯ are the mean of the maps xi and yi respec-
tively. The value of χ for the 21-cm map around the isolated
fiducial source smoothed by a Gaussian kernel of width 30′
and a similar smoothed map which included the system noise
is 0.56. The value of χ is relatively smaller in these case as
the signal from the source is localized in the central part of
12 30
′
corresponds to a spatial scale of ∼ 90 cMpc, which is
typical size of the 21-cm region around the source after 20 Myr.
the map, while most part of the image in the second case is
dominated by the noise.
We have seen that the detectability of the signal from
the fiducial source improves significantly when we smooth
the image over some scale. However, this same smoothing
can change the original profile of the δTb distribution around
the fiducial source. This may create additional difficulties
in extracting the properties of the source from these maps.
Thus, we must check whether these smoothed profiles can
even be used for parameter estimation. The panels (a) -
(h) in Figure 6 show the true δTb profiles (solid lines) and
the smoothed ones with a Gaussian filter of size 30′(dashed
lines) for different source parameters. In each of these panels,
we keep all the parameters except one fixed to their fiducial
values. One can easily notice that the smoothed profiles are
quite sensitive to parameters like the stellar mass M⋆, over-
density (1 + δ) and the UV escape fraction fesc, while the
profiles are almost unaffected while changing the X-ray pa-
rameters fX , α and the age of the source tage. We can thus
infer that it should be possible to infer the values of the
M⋆, δ and fesc from the smoothed images, while other pa-
rameters may remain undetermined. The panel (g) in Figure
6 shows the smoothed δTb profiles for different source mod-
els. It is interesting to note that the profiles look almost
the same, thus implying that it would not be straightfor-
ward to infer the precise source model from the smoothed
image maps. The panel (h) of Figure 6 shows the smoothed
δTb profile of the fiducial source for the Gaussian filters of
width 10′, 20′ and 30′. The error bars in the panel show the
1−σ error due to the system noise for 2000 h of observation
and 100 kHz of frequency resolution when the filter width
is taken to be 30′. The errors have been obtained by aver-
aging over pixels lying in circular annulus around the centre
of the source. The system noise, when averaged circularly
in a single slice, should drop like R1/2 in a scenario when
the noise in adjacent pixels in the image are uncorrelated.
However, smoothing makes the noise at different pixels cor-
related and therefore a simple drop of the error like R1/2
is not applicable in this case. We calculate the true error
bars by making independent realizations of the noise map
and smoothing it using the Gaussian filter. We then bin the
image in the radial direction around the centre of the source
and calculate the circularly averaged noise at each bin for
each realization. The variation of this quantity across real-
izations gives the required rms. The error bars in panel (h)
of Figure 6 represent the rms calculated using this method.
By comparing with the panels (a) - (g), we find that the
change in the profiles when we change the values of M⋆, δ
and fesc is larger than the sizes of the error bars. Thus one
expects that a reasonably advanced parameter estimation
method (e.g., MCMC) using the smoothed δTb profile can
put strong constraints on the three parameters M⋆, (1 + δ)
and fesc, whereas the X-ray parameters and tage may not be
strongly constrained.
Now let us discuss the detectability of other source mod-
els in this foreground-free scenario. The SNRs for the Galaxy
and HMXB source models for the fiducial parameter values
are 11.3 and 11.2 respectively for the smoothed maps. Al-
though the absorption signal in the expected δTb profiles
in Figure 2 is stronger for the Galaxy and HMXB source
models compared to the mini-QSO, all the profiles look al-
most similar after smoothing which leads to similar SNRs
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Figure 5. Left-hand to right-hand panels show the images smoothed with a Gaussian kernel of size 10′, 20′ and 30′ respectively. The
images contain the signal from the radiating source as well as the system noise. Our fiducial source parameters areM⋆= 107 M⊙, α = 1.5,
fX = 0.05, tage = 20 Myr at redshift 15. We have taken 100 kHz frequency resolution and 2000 h of observation time.
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Figure 6. The radial brightness temperature profiles around an isolated source at z = 15. The panels (a) to (f) show the dependence
of the profiles on the model parameters, namely, the stellar mass M⋆, the overdensity of the surrounding IGM (1 + δ), the UV escape
fraction fesc, the ratio of X-ray to UV luminosity fX , the X-ray spectral index α and the age of the source tage respectively. The solid
curves are for the case without any smoothing, while the corresponding dashed curves represent the corresponding smoothed δTb profile,
where the smoothing is done with a Gaussian filter of width 30′. While varying one parameter, we have fixed the other parameters to
their fiducial values for generating the δTb profiles. Panel (g) shows the intrinsic and the smoothed δTb profiles for the three different
types of source models considered in this paper. Panel (h) shows the smoothed δTb profiles around the fiducial source for three different
widths of Gaussian kernel, namely 30′, 20′ and 10′. The error bars represent the 1σ rms of the system noise corresponding to a frequency
resolution 100 kHz, 2000 h of observation time and 30′ Gaussian filter.
(see panel (g) of Figure 6). The SNR is also quite sensitive
to the redshift of observation. For example, if the source for-
mation starts at a lower redshift, say, z = 10, the SNR of
the fiducial mini-QSO model increases from ∼11 to ∼ 46
because of the decrease in the system noise. The SNRs for
different values of the parameters are listed in Table 2.
Till now we have been considering the scenario where
there is only one source in the FOV and the δTb profile is
calculated using the method given in section 2.3. Since a
small amount of Lyα radiation is sufficient to couple TS to
TK, it is possible that the IGM may rapidly attain a state
where the Lyα coupling is very strong in every part of the
IGM. This can arise, e.g., from the significant overlap be-
tween the individual Lyα bubbles of the very early sources.
In such a scenario, we will have TS = TK at all points in
the IGM which we call the “Lyα coupled scenario” (same
as model B in Paper I). In this case, a large fraction of the
IGM show strong absorption signal, however, the mean sub-
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tracted signal is expected to be very little in the emission
and absorption regions. In order to achieve an SNR of ∼ 5
for the fiducial source in this scenario, we require an observ-
ing time as large as 10,000 h when the smoothing is done
with a Gaussian filter of size 30′. Hence the detectability of
the signal will be significantly more challenging when the
Lyα coupling complete.
3.1.2 Signal + Noise + Foregrounds
Let us now investigate the detectability of the first sources in
the presence of astrophysical foregrounds. As we have seen
that the foregrounds are several orders larger than the sig-
nal as well as the system noise, it is in principle a very chal-
lenging task to recover the signal. However, the frequency
dependence of the foregrounds is relatively smooth, while
other components namely the signal and the noise behave
differently. This property of the foregrounds can be used to
subtract the foregrounds and recover the signal.
There are many approaches considered for remov-
ing the foregrounds, such as the polynomial fitting
based method (McQuinn et al. 2006; Wang et al. 2006;
Gleser et al. 2008; Jelic´ et al. 2008; Ghosh et al. 2011;
Petrovic & Oh 2011; Ansari et al. 2012; Alonso et al. 2015),
Wp smoothing (Harker et al. 2010), independent component
analysis (Chapman et al. 2013), continuous wavelet trans-
form (Gu et al. 2013) and so on. In this work, we consider
the polynomial fitting method which is relatively straight-
forward to implement among the existing ones. The steps
we follow to generate the foregrounds subtracted smoothed
images are:
• First, we calculate the total visibility V (~U, ν) which can
be written as,
V (~U, ν) = S(~U, ν) +N(~U, ν) + F (~U, ν), (10)
where S(~U, ν), N(~U, ν) and F (~U, ν) are the contributions
from the cosmological signal, system noise and foregrounds
respectively.
• We choose the components of V (~U, ν) along the fre-
quency direction for each ~U and separately fit the real and
imaginary part using a third order polynomial in logarithmic
space. The form of the polynomial is given by
log V (~U, ν) =
n∑
m=0
am (log ν)
m , (11)
where we choose n = 3 in this case. One thing to remember
is that certain amount of signal and system noise is also
removed during the foreground removal process. Thus fitting
with a polynomial of a very high order may not be helpful.
• After the polynomial fitting, we subtract the fitted vis-
ibilities from the total visibilities to obtain the residual
visibilities Vres(~U, ν). These residual visibilities contain the
residual foregrounds, signal and noise.
• Finally we carry out the two-dimensional inverse
Fourier transform of the Vres(~U, ν) at each frequency chan-
nel to get the real space maps that have the foregrounds
subtracted.
• We smooth the image with a two-dimensional Gaussian
filter to reduce the rms noise.
The left-hand panel of Figure 7 shows the real space
21-cm signal and system noise of the SKA1-low for 2000 h
of observation as a function of the frequency channels along
the line of sight which contains the centre of the source.
One can see that the signal is contaminated by the system
noise. The foregrounds along the same line of sight are sev-
eral orders larger than the signal or the noise and hence
is not shown in the figure. The right-hand panel shows the
residual signal + noise after subtracting the foreground us-
ing the third order polynomial. Also shown is the differ-
ence between the original and the residual signal + noise.
Clearly, the subtraction method is accurate enough to re-
cover almost the original signal and noise. Figure 8 shows
the foreground subtracted image without (left-hand panel)
and with (right-hand panel) smoothing with the Gaussian
filter of size 30′. One can see that some amount of signal and
noise also subtracted during the foregrounds removal process
by comparing the images at the right-hand panel of Figure
8 and the right-hand panel of Figure 5. The loss of signal
during the foregrounds removal is consistent with previous
works like Jelic´ et al. (2008); Liu et al. (2009); Harker et al.
(2010); Petrovic & Oh (2011); Zaroubi et al. (2012). The
value of χ for these two maps is 0.96. The SNR turns out
to be ∼ 9 for the same parameters for the foreground sub-
tracted smoothed image, which is slightly smaller than the
foreground-free image (the SNR turned out to be ∼ 11 in
that case).
An alternate method of subtracting the foregrounds
would be to use a filter in the visibility space such that
any frequency-independent component is subtracted out. We
have discussed such a filter in Paper I and found that it is
quite effective in removing the foregrounds. We implement
the same filter in this paper as well and find the results to
be similar. The resulting SNR for the fiducial model param-
eters turns out to be ∼ 10, which is similar to the other
method. We discuss the details of this filtering method in
Appendix A.
3.2 Realistic maps of the first sources
Till now we have been working under the assumption that
there is only one source in the FOV. In reality, however, one
expects to have multiple sources in the field, and depending
on the separation between them there could be significant
overlap in the 21-cm patterns. We study these effects using
a full cosmological simulation. The steps to generate the
realistic maps are briefly described below and one can find
the details of the method in Ghara et al. (2015a,b).
• We first generate the dark matter density and veloc-
ity fields at different redshift slices between redshift 20-
6 from a N−body simulation using the code cubep3m13
(Harnois-De´raps et al. 2013) with 25923 particles in a sim-
ulation box of size 300 h−1 cMpc. The minimum halo iden-
tified using spherical overdensity method is ∼ 4× 109 M⊙.
• We assume that each dark matter halo contains radi-
ating sources. The relation between the stellar mass of the
source (M⋆) and the mass of the hosting halo (Mhalo) is
13 http://wiki.cita.utoronto.ca/mediawiki/index.php/CubePM
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Source M⋆ 1 + δ fesc 1 + z Filter SNR1 SNR2
Mini-QSO 107M⊙ 1 0.1 16 30
′
11.1 9.1
Mini-QSO 106M⊙ 1 0.1 16 30
′
3.6 3.4
Mini-QSO 108M⊙ 1 0.1 16 30
′
25.9 20.2
Mini-QSO 107M⊙ 2 0.1 16 30
′
20.4 17.5
Mini-QSO 107M⊙ 1 0.5 16 30
′
5.2 4
Mini-QSO 107M⊙ 1 0.1 11 30
′
46 38
Mini-QSO 107M⊙ 1 0.1 16 10
′
4.2 4.0
Galaxy 107M⊙ 1 0.1 16 30
′
11.3 9.4
HMXBs 107M⊙ 1 0.1 16 30
′
11.2 9.2
Table 2. The SNRs for different scenarios considered in the paper. These correspond to an observation time of 2000 h with the 564
antennae SKA1-low with a frequency resolution of 100 kHz. The quantities SNR1 and SNR2 represent the signal to noise ratios for the
scenarios with and without foregrounds respectively.
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Figure 7. Left-hand panel: The real space signal (solid curve) and noise (dashed curve) as a function of the frequency channels along the
line of sight to the centre of the source. Right-hand panel: The solid curve represents the difference between the signal + noise (before the
foreground subtraction) and the residual signal + noise (after the foregrounds are subtracted) along the ν direction. The dashed curve
represents the residual signal + noise along the frequency direction after the foregrounds are subtracted using a third order polynomial
fitting method.
assumed to be,
M⋆ = f⋆
(
ΩB
Ωm
)
Mhalo, (12)
where f⋆ is the stellar fraction of the baryon in the source.
We choose f⋆ = 0.07 so that the reionization optical
depth τ = 0.0584 is consistent with the measurement of
Planck Collaboration et al. (2015). In this model, the reion-
ization ends around z ∼ 6.3.
• We generate the ionization and temperature maps in
the simulation box using a one-dimensional radiative trans-
fer around the sources. We use the pre-generated one-
dimensional brightness profiles and a correlation between
the temperature and ionization fraction to generate the ion-
ization and temperature maps in the simulation box. The
details of the method can be found in Ghara et al. (2015a).
• We assume that the Lyα flux falls as 1/R2 with dis-
tance R. We calculate the coupling coefficients (Lyα cou-
pling, collisional coupling and coupling with the CMBR pho-
tons) which are used to generate TS and δTb maps.
• We incorporate the effect of the peculiar velocities of
the gas in the IGM using cell moving technique (Ghara et al.
2015b). Finally, we incorporate the light-cone effect, which
is described in Ghara et al. (2015b) in details.
• Finally, we re-grid the simulation box to get the desired
angular resolution, frequency resolution and observational
band width.
The left-hand panel of Figure 9 shows the 2.4◦ × 2.4◦
image of the brightness temperature at the central frequency
channel which corresponds to redshift z = 15. We show the
angular positions of the sources by the ‘×’ marks within
a band νc − 0.1 to νc + 0.1 MHz around the central fre-
quency channel. One can clearly identify the absorption re-
gions around the sources, however, there is substantial over-
lap between the individual patterns. The middle panel of
Figure 9 shows the δTb map at redshift 16. The number of
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Figure 8. Left-hand panel : Map of the residual signal and noise after the foregrounds are subtracted (without smoothing). The angular
resolution of the map is 2′. The noise corresponds to 2000 h of observation, 100 kHz of frequency resolution and baseline distribution of
564 antennae SKA1-low. Right-hand panel: Same as the left-hand panel but smoothed with a Gaussian filter of size 30′.
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Figure 9. Left-hand panel: 2.4◦ × 2.4◦ map of the 21-cm signal (without smoothing) at the frequency channel νc = 89 MHz generated
from the simulation using the N−body simulation and a one-dimensional radiative transfer code. The “×” marks represent the angular
positions of the sources between a band νc−0.1 to νc+0.1 MHz. Middle panel: Same as the left-hand panel, but at the frequency channel
corresponding to ν = 84 MHz. Right-hand panel: The light-cone map of δTb distribution. The arrows in the top label of the panel show
the frequency channels correspond to the maps at the left-hand and the middle panels. The maps include the effect of redshift-space
distortion and the light-cone effect.
sources drops quite drastically in this frequency channel as
we are probing the initial stages of the cosmic dawn. The
overlap between the individual patterns too is not that sub-
stantial. The decrease in the number of sources towards the
lower frequency channels can be seen from the right-hand
panel of Figure 9, where we show the light-cone from our
simulation box. The signal at the higher frequency end of the
box is essentially the strong absorption signal arising from
the significant overlap between the Lyα photons from the
sources. Note that we have subtracted the mean from each
frequency channel while making the image and thus, the sig-
nal is a combination of emission and absorption regions. As
the signal from the channels corresponding to redshifts 15
and 16 are dominated by the absorption regions, the mean
of the expected signal is negative. The regions with positive
values of the signal in the left-hand and middle panels of
Figure 9 arise because of subtracting the mean signal from
the maps. In reality, these are the Lyα deficient regions with
almost no 21-cm signal.
The top left-hand panel of Figure 10 shows the
smoothed image of the residual signal and noise at the cen-
tral frequency channel after subtracting the foregrounds us-
ing the polynomial method. The noise in the panel corre-
sponds to 200 h of observation and the smoothing is done
using the Gaussian filter of size 30′. One can easily iden-
tify that even in the smoothed map, the signal is localized
around the sources. The top right-hand panel of Figure 10
shows the same but for 2000 h of observation. The signal to
noise ratios of these top left-hand and right-hand panels are
4.8 and 14.2 respectively. The bottom left-hand and right-
hand panels are same as the top panels but at a different
frequency channel corresponding to ν = 84 MHz (z = 16).
The corresponding SNRs in the bottom panels are 3.3 and
10.1 respectively. The Pearson cross-correlation coefficients
MNRAS 000, 1–17 (?)
Imaging the first sources using SKA 13
−200
−100
 0
 100
 200
−1.2° 0° 1.2°
y 
(cM
pc
)
ν=89 MHz, tobs=200 h
µJy
−6
−4
−2
 0
 2
 4
 6
−1.2° 0° 1.2°
ν=89 MHz, tobs=2000 h
µJy
−6
−4
−2
 0
 2
 4
 6
−200
−100
 0
 100
 200
−200 −100  0  100  200
y 
(cM
pc
)
x(cMpc)
ν=84 MHz, tobs=200 h µJy
−6
−4
−2
 0
 2
 4
 6
−200 −100  0  100  200
x(cMpc)
ν=84 MHz, tobs=2000 h µJy
−6
−4
−2
 0
 2
 4
 6
Figure 10. Top left-hand panel: Map of the residual signal and noise after foreground subtraction and smoothing with the Gaussian
filter of size 30′ at the central frequency channel νc = 89 MHz. The signal is generated using the method described in section 3.2. The
noise corresponds to 200 h of observation, while the smoothing is done with a Gaussian filter of size 30′. The “×” marks show the angular
positions of the sources present within a band νc − 0.1 to νc +0.1 MHz. Top right-hand panel : Same as the top left-hand panel, but for
2000 h of observation. Bottom left-hand panel: Same as the top left-hand panel, but at a different frequency channel which corresponds
to ν = 84 MHz. Bottom right-hand panel: Same as the bottom left-hand panel, but for 2000 h of observation. The solid contours in all
the panels correspond to 3− σ level, while the dotted curves correspond to 5− σ contours.
χ, in this case, are given in Table 3. We find that the fore-
ground subtraction method works effectively in this case as
well leading to reasonably high values of χ.
We have also shown the 3 − σ and 5 − σ contours of
the signal in Figure 10. One can see that it is possible to
detect the signal at the 3− σ level within a modest 200 h of
observations. The detection can be made more definite in an
integration time of 2000 h where the signal is well above the
5−σ level. This can, in principle, help us in devising strate-
gies for detecting the first sources. For definiteness, let us
concentrate on the 84 MHz maps (bottom panels). One can
see that, in the given field, one can identify a 3−σ region near
the top-left corner of the map with a 200 h of observations
(bottom left-hand panel). Once such a tentative detection of
the signal happens in some field, one can attempt longer ob-
servation like 2000 h to identify the absorption regions with
a larger SNR, as is shown in the bottom right-hand panel.
As most of the absorption regions detected in the maps are
situated around some sources, one can identify some isolated
absorption region on the map to measure the smoothed δTb
profile around the corresponding isolated source. Once this
smoothed δTb profile is measured with error bars, it can be
used to estimate the source parameters using some sophis-
ticated methods like MCMC.
It is possible that the Lyα coupling can be quite efficient
in the very early stages of galaxy formation, thus reducing
the fraction of points that remain Lyα deficient at redshifts
of observation. In such a “Lyα coupled” scenario, the 21-cm
profile around the sources will be different than what has
been considered here (Ghara et al. 2016). In addition, the
inhomogeneities in the cosmic density field too can have a
significant impact on the signal maps (see e.g., Tozzi et al.
2000). In the “Lyα coupled scenario”, a central overdense
region followed by an underdense region can provide a δTb
profile (after smoothing with a Gaussian filter) similar to
that shown in Figure 6. This could lead to an incorrect in-
terpretation of the observations if this degeneracy between
the fluctuations in the density field and the Lyα radiation
is not properly accounted for. A possible way out could be
to use targetted follow-up observations using infrared tele-
scopes and determine if there exists a radiation source at a
location that is consistent with the 21-cm profile.
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Redshift tobs (h) χ
15 200 0.85
15 2000 0.8
16 200 0.89
16 2000 0.74
Table 3. The table shows the Pearson cross-correlation coeffi-
cients for different maps from the full cosmological simulation at
different redshifts and for different observation time. The coeffi-
cient is calculated for the smoothed maps for the signal + noise
and the residual signal + noise after foreground subtraction.
4 SUMMARY AND DISCUSSION
We have investigated the detectability of the first sources
during the cosmic dawn using imaging techniques through
future radio observations with the SKA1-low. Detecting the
21-cm signature of these sources is expected to reveal, at
least to some extent, their properties and also the physi-
cal state of the surrounding IGM. However, their detection
would be significantly challenging because the signal is much
too weak compared to the system noise and the astrophysi-
cal foregrounds.
Our fiducial source model consists of stars within a
galaxy along with a mini-QSO type X-ray source. The model
for the sources can be parametrized by several unknown pa-
rameters, e.g., the stellar mass (M⋆), the escape fraction of
the UV photons (fesc), the ratio of X-ray and UV luminosi-
ties (fX), the X-ray spectral index (α), the age of the source
(tage), and the redshift of observation (z). In addition, we
also need to specify the overdensity of the surrounding IGM
(1+δ), assuming it to be uniform. The fiducial values of these
parameters are taken to be M⋆ = 10
7 M⊙, fesc = 0.1, fX =
0.05, α = 1.5, tage = 20 Myr, z = 15 and 1 + δ = 1.
We have considered a fiducial observation using the
present antenna configuration of the SKA1-low. Assuming
that we observe a region at declination δ = −30◦, we have
used the baseline distribution to obtain the “dirty” map.
We have added the system noise as well as the astrophysical
foregrounds (Galactic synchrotron and extragalactic point
sources) to the images. Our main aim is to explore whether
the images can be used for detecting the signal from the first
sources and if one can extract the properties of these sources
from the maps.
Our main findings are listed below.
• If we assume the target source to be isolated, then in
the situation where foregrounds can be perfectly subtracted
out, it is possible to achieve a signal to noise ratio (SNR)
∼ 11 for the fiducial source at a redshift of 15 for 2000 h
of observation and a frequency resolution of 100 kHz. This
SNR is achieved by smoothing the images with a Gaussian
filter of size 30′which helps in reducing the rms of the noise
considerably. In general, the SNR increases with increasing
width of the Gaussian filter.
• It is not possible to detect the signal in any reasonable
observational time without smoothing the maps. Unfortu-
nately, this smoothing alters the intrinsic brightness tem-
perature profile around the sources which in turn makes it
difficult to reliably extract their properties from the maps.
We find that it is still possible to constrain the parameters
M⋆, fesc and 1 + δ, while it will be difficult to extract any
information on fX , α and tage from the smoothed δTb pro-
files.
• Although the expected brightness temperature profiles
around different types of sources are different, smoothing the
maps makes it difficult to distinguish between these sources.
In particular, we find that the smoothed profiles of the differ-
ent X-ray sources, e.g., mini-QSOs and HMXBs, are similar
to the case where there are no X-rays from the galaxy.
• The cosmological 21-cm signal is largely contaminated
by the astrophysical foregrounds. In order to account for
these, we model the Galactic synchrotron emission and ex-
tragalactic point sources (Choudhuri et al. 2014) and add
them to our maps. We then use a third order polynomial
fitting method to subtract the foregrounds. We are able to
achieve an SNR ∼ 9 for the fiducial source model which is
only ∼ 20% worse than the foreground-free scenario.
• Since the first galaxies are not expected to form
in complete isolation, we generate more realistic signal
maps from the output of a N-body simulation and us-
ing a one-dimensional radiative transfer code (Ghara et al.
2015a). The reionization history is calibrated to recent
Planck measurements of the electron scattering optical
depth (Planck Collaboration et al. 2015). We apply the
same smoothing and foreground removal technique on these
maps as discussed above. The SNR of the map at the red-
shift 15, after the foregrounds subtraction and smoothing
with the fiducial filter, is ∼ 14 (4) for 2000 (200) h of obser-
vations. The corresponding SNR value is 10 (3) at redshift
16. This suggests that a possible observation strategy for
the SKA1-low could be to observe multiple fields for small
observation time like 200 h. If one is able to detect a 3− σ
signal in any of these fields (after smoothing with filters of
widths ∼ 30′), then one can perform a deeper observation
of ∼ 2000 h and possibly constrain properties of the first
sources along with the surrounding IGM.
Finally, we discuss some of the aspects of the study
which need to be addressed in more details. Although we
have modelled the foregrounds in a fairly detailed manner,
they can be more complex in the actual case. One probably
needs to devise more sophisticated methods to disentangle
the signal in that case. Our analysis ignores various other
complications, e.g., those arising from instabilities in the
ionosphere, calibration of the signal, man-made interference,
and instrumental systematics. One possible extension of the
present work could be to consider all these complexities and
develop a complete pipeline to prepare mock data sets for
analysis.
On the modelling aspect, one needs to work out the
signal in different reionization scenarios accounting for the
uncertainties in the galaxy formation processes at high
redshifts. This could include studying the effects of, e.g.,
the small mass sources of ionization and heating leading
to a relatively early overlap of Lyα regions (Ghara et al.
2015a), alternate reionization scenarios driven by quasars
(Madau & Haardt 2015; Khaire et al. 2016; Mitra et al.
2016).
It is also possible to improve the methods used for de-
tecting the signal. In this paper, we have mainly concen-
trated on the possibility of imaging the 21-cm pattern of
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the first sources which can be useful, particularly for visual
identification, in a situation when the patterns around differ-
ent sources overlap with each other. However, it is possible
that a more efficient search can be performed in the visibility
space where the noise is uncorrelated (Ghara et al. 2016). In
addition, the smoothing filters used in this work have been
constructed assuming that we do not have any prior idea
of the signal. One could also explore devising more sophis-
ticated filters (e.g., matched filters) which account for the
nature of the signal to make a more efficient detection.
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APPENDIX A: REMOVING THE
FOREGROUNDS USING A FILTER
In this section, we present a different approach to remove
the foregrounds using a suitable filter rather than subtract-
ing the foregrounds using some subtraction method as ex-
plained earlier. We showed in Paper I that it is possible to
detect the signal by summing up all the visibility contribu-
tions from different baselines and frequency channels in the
foreground-free scenario. Even in the presence of the fore-
grounds, the signal is detectable using suitable filters which
can decrease the foregrounds contributions below the sig-
nal. While the previous work was done using the analytical
form of the signal from the source and for a somewhat ide-
alized baseline distribution, here we repeat the calculation
using the simulated signal and recently published baseline
distribution of the SKA1-low.
The filter used introduced in Paper I does not depend on
any prior information on the signal and it only uses the fact
that the foregrounds have smooth frequency dependence.
The details of the method of subtracting foregrounds us-
ing filters can be found in previous works like Datta et al.
(2007); Ghara et al. (2016). Here we briefly describe the
method.
We define the estimator Eˆ as
Eˆ = ANS(∆U)
2∆νc
∑
a,b
V ( ~Ua, νb) S
⋆
f ( ~Ua, νb) nB( ~Ua, νb),
(A1)
where ∆U is the grid resolution in the baseline distribution
and the quantity Sf (~U, ν) represents the filter. The sum is
over all possible baselines a and frequency channels b. The
normalization constant ANS is given by
A−1NS = (∆U)
2∆νc
∑
a,b
nB( ~Ua, νb) = NBBν , (A2)
where NB is the total number of baselines used in the study.
The system noise and the foregrounds are expected to
be random numbers with zero mean. Thus, the expectation
value of the estimator is expected to be,〈
Eˆ
〉
= ANS(∆U)
2∆νc
∑
a,b
S( ~Ua, νb) S
⋆
f ( ~Ua, νb) nB( ~Ua, νb).
(A3)
The associated errors from the system noise can be written
as (Datta et al. 2007),〈
(∆Eˆ)2
〉
NS
= σ2NANS(∆U)
2∆νc
×
∑
a,b
|Sf ( ~Ua, νb)|2 nB( ~Ua, νb), (A4)
where the quantity σN is given by,
σN =
√
2 kBTsys
Aeff
√
tobs Bν Nbase
. (A5)
The error contribution from the foregrounds is〈
(∆Eˆ)2
〉
FG
= A2NS(∆U∆νc)
2
∑
a,b,q
(
2kB
c2
)2
(νbνq)
2
× nB( ~Ua, νb) nB( ~Ua, νq) C2πUa(νb, νq)
× S⋆f ( ~Ua, νb)Sf ( ~Ua, νq), (A6)
where Cl(~U, ν1, ν2) represent the multi-frequency angular
power spectrum of the total foregrounds. The signal to noise
ratio in this method is
SNR =
〈
Eˆ
〉
√〈
(∆Eˆ)2
〉
NS
+
〈
(∆Eˆ)2
〉
FG
. (A7)
The form of the filter Sf , as defined in Paper I, is taken
to be
Sf (~U, ν) =
(
ν
νc
)2 [
ST (~U, ν,Bf )− Θ(1− |ν − νc|/B
′
)
B′
×
∫ νc+B′/2
νc−B
′
/2
ST (~U, ν
′
, Bf ) dν
′
]
, (A8)
where
ST (~U, ν,Bf ) = 0 if |ν − νc| > Bf
2
= −1 if |ν − νc| 6 Bf
2
. (A9)
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Figure A1. Left-hand panel: The estimator of the signal using the filter Sf and the corresponding error from the system noise and the
foregrounds as a function of the parameter Bf . Right-hand panel: The signal to noise ratio as a function of the parameter Bf . The top
labels of the panels show the spatial scales corresponds to Bf .
We choose B
′
= 2Bf if B
′
6 Bν , else B
′
= Bν . The form
of the filter Sf depends on the bandpass filter ST (~U, ν,Bf )
of width Bf . One can use other more sophisticated filters
like the match filter (see, e.g., Datta et al. 2007) to obtain
higher SNR. However, for those filters, one usually requires
some prior information about the expected signal.
The main result of the filtering method is shown in Fig-
ure A1. The left-hand panel shows the signal estimator and
the corresponding errors from the system noise and the fore-
grounds as a function of the bandpass width Bf . We find
that it is possible to reduce the foregrounds contribution
below the signal level using suitable bandpass width. The
maximum SNR, as shown in the right-hand panel of Fig-
ure A1, is achieved for Bf ∼ 1 MHz, and the peak SNR
turns out to be ∼ 10. The width of the filter that provides
the maximum SNR, in fact, corresponds to the size of the
absorption region around the source.
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