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Abstract
Transformer hugely benefits from its key de-
sign of the multi-head self-attention network
(SAN), which extracts information from var-
ious perspectives through transforming the
given input into different subspaces. How-
ever, its simple linear transformation aggre-
gation strategy may still potentially fail to
fully capture deeper contextualized informa-
tion. In this paper, we thus propose the
capsule-Transformer, which extends the lin-
ear transformation into a more general cap-
sule routing algorithm by taking SAN as a spe-
cial case of capsule network. So that the re-
sulted capsule-Transformer is capable of ob-
taining a better attention distribution repre-
sentation of the input sequence via informa-
tion aggregation among different heads and
words. Specifically, we see groups of atten-
tion weights in SAN as low layer capsules.
By applying the iterative capsule routing algo-
rithm they can be further aggregated into high
layer capsules which contain deeper contextu-
alized information. Experimental results on
the widely-used machine translation datasets
show our proposed capsule-Transformer out-
performs strong Transformer baseline signifi-
cantly.
1 Introduction
Witnessing the impressive results obtained in the
field of machine translation (Bahdanau et al., 2015;
Luong et al., 2015), the implementation of atten-
tion mechanism and its variants quickly becomes a
standard component in neural networks when fac-
ing the tasks such as document classification (Yang
et al., 2016), speech recognition (Chorowski et al.,
2015) and many other natural language processing
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Figure 1: Demonstration of a pseudo self-attention
weight matrix calculated from the sentence “She gave
me a good book yesterday.” on one head. Deeper color
represents higher attention. It is reasonable to gather
groups of attention weights (neurons) to compose vari-
ous attention capsules.
(NLP) applications, which help achieve promising
performance compared to previous work. How-
ever, most of early work only implemented the
attention mechanism on a recurrent neural network
(RNN) architecture e.g. Long Short-Term Mem-
ory (LSTM) (Hochreiter and Schmidhuber, 1997)
and Gated Recurrent Unit (GRU) (Cho et al., 2014)
which have the problem of lacking the support of
parallel computation, making it unpractical to build
deep network. In order to address the problem
above, Vaswani et al. (2017) proposed a novel self-
attention network (SAN) architecture empowered
by multi-head self-attention, which utilizes differ-
ent heads to capture partial sentences information
by projecting the input sequence into multiple dis-
tinct subspaces in parallel. Although they only
employed the simple linear transformations on the
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projection step, the impressive performance of the
Transformer network still achieves a great success.
Most existing work that focused on the improve-
ment of multi-head attention mechanism mainly
try to extract a more informative partial representa-
tion on each independent heads (Lin et al., 2017).
Li et al. (2019) proposed aggregating the output
representations of multi-head attention. Dou et al.
(2019) tried to dynamically aggregate information
between the output representations from different
encoder layers. All these work concentrates mainly
on the parts either “before” or “after” the step of
multi-head SAN, which, as an important part of
the whole Transformer model, should be paid more
attention to. To more empower the current Trans-
former, we thus propose constructing a more gen-
eral and context-aware SAN, so that the model can
learn deeper contextualized information of the in-
put sequence, which could eventually be helpful in
improving the model final performance.
In this paper, we propose the novel capsule-
Transformer, in which we implement a generalized
SAN called Capsule Routing Self-Attention Net-
work which extends the linear transformation into
a more general capsule routing algorithm (Sabour
et al., 2017) by taking SAN as a special case of
capsule network. One of the biggest changes from
capsule networking mechanism is altering the pro-
cessing unit from scalar (single neuron) to capsule
(group of neurons or vectors). Inspired by the idea
of such a capsule processing, we first similarly orga-
nize groups of attention weights calculated through
self-attention into various capsules containing pre-
liminary linguistic features, then we apply the rout-
ing algorithm on these capsules to obtain an output
which can contain deeper contextualized informa-
tion of the sequence. Re-organizing the SAN in a
capsule way, we extend the model to a more general
form compared to the original SAN.
2 Background
Self-Attention The attention mechanism was
first introduced into the machine translation models
(Bahdanau et al., 2015; Luong et al., 2015) and has
received well development and broad applications
for its ability to effectively model the dependen-
cies without regard to the distance between the
input and output sequences. The Transformer is
proposed in Vaswani et al. (2017) empowered by
multi-head attention mechanism which leverages
multiple distinct transformation matrices, as dif-
ferent heads, to capture context information from
various subspaces. While the input and output se-
quences are the same for self-attention.
Formally, the multi-head self-attention mecha-
nism models the attention calculation as a query
operation with some specific keys. Given the input
sequence hidden states of query, key and value as
{Q,K,V}, where Q = K = V ∈ RL×d. Here
d denotes the word embedding dimension, and L
is the length of the input sequence. In multi-head
attention, the Q, K and V will be projected to
H different subspaces if there are H heads in the
model. The transformation functions are all train-
able linear matrices:
Qh,Kh,Vh = QW
Q
h ,KW
K
h ,VW
V
h (1)
where Qh, Kh and Vh are the projection of the
original Q, K and V on the hth subspace (head).
The size of each of the transformation matrices
{WQh ,WKh ,WVh } is d× d/H .
An attention function ATT(·) is applied on each
head over the projected Qh and Kh. The output on
each head {O1, . . . ,OH} is computed by combin-
ing the attention results with the value matrix Vh
as:
Oh = ATT(Qh,Kh)Vh (2)
O = [O1, . . . ,OH ] (3)
where Oh ∈ RL×d/H , and O ∈ RL×d is the con-
catenation of H partial outputs from all the heads.
In this paper, we adopt the ATT(·) with scaled
dot-product attention function (Luong et al., 2015)
which is faster and more suitable for the parallel
computation compared to the additive attention
(Vaswani et al., 2017):
ATT(Qh,Kh) = softmax(Eh) (4)
Eh =
QhK
T
h√
dk
= [eT1,h, . . . , e
T
L,h]
T
(5)
where el,h ∈ RL is the computed attention vector
of the lth token of the input sequence on the hth
head.
From Eq. (5), we are aware that the attention
vector el,h containing the crucial attentive clues is
important to compose the final output O. We view
el,h as an entity basis to conduct a more general
self-attention mechanism.
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Figure 2: Vertical and horizontal capsules. The red
block represents one of the vertical capsules and the
yellow block represents one of the horizontal capsules.
Their overlapping attention vector is marked with or-
ange.
Capsule Network Instead of applying opera-
tions in individual neurons as common neural net-
work, capsule network takes a capsule as the basic
processing unit which consists of a group of neu-
rons. The way of connection between two capsule
layers is also different from conventional neuron
based networks. Formally, for capsule Cli in layer
l, it will generate a vote vector Vi→j to determine
to what extent itself belongs to the capsule Cl+1j in
layer l+1. Similar to the fully connected layer, the
Cl+1j thus will be composed of all the vote vectors
V∗→j generated from the layer l.
3 Model Architecture
3.1 Vertical and Horizontal Capsules
Capsule network was proposed in Sabour et al.
(2017) on the field of computer vision which
changed the conventional way of data flow in neu-
ral networks. Concretely speaking, the capsule net-
work views a group of neurons (scalars) which cap-
tures the parameters of some specific feature as a
capsule entity. In computer vision, that kind of fea-
ture could be the detection of eyes, nose or mouth
when doing a face recognition task. Through the
advanced capsule routing algorithm proposed in
their work, the low level feature capsules can be
aggregated to form the high level capsules which
may represent some more abstract features such as
a human face or a left arm.
When it turns to multi-head SAN in NLP tasks, it
is coincidentally lucky that the calculated attention
weights have already been organized into multiple
separate groups. Considering that these groups of
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Figure 3: The overview of capsule routing SAN.
weights represent partial information of the input
sequence from different perspectives or subspaces,
they could be naturally treated as capsules. Then,
it is intuitively for us to extend the original linear
transformation aggregation as the capsule routing
algorithm on these capsules so that a better atten-
tion distribution representation can be obtained via
careful capsule routing.
In this paper, we organize the attention weights
into two types of capsule: 1) capsule that contains
all the attention weights on one of the H heads; 2)
capsule that contains attention weights of one of the
L tokens on all the heads. As shown in Figure 2, we
name the head-wise capsules with vertical capsules
C
l
h and the token-wise capsules with horizontal
capsules C↔l according to their placement way in
the attention weights cube respectively.
3.2 Overview
A simple architecture of our capsule routing SAN
in capsule-Transformer is shown in Figure 3, and
the dashed part is the main difference between our
model and the vanilla one. Our generalized SAN in-
spired by capsule routing is composed of two com-
ponents: the vertical routing part and the horizontal
routing part. Each part will do a capsule routing
on the attention weight matrices calculated through
scaled dot-product and obtain the corresponding
output capsules: the vertical output capsule Ωl
and the horizontal output capsule Ω↔. Both Ωl
and Ω↔ have the same size as the input attention
cube. Before the softmax, we add these two output
capsules to the original attention matrices so that
every token in the input sequence can get a better
contextualized attention distribution representation
on each head.
3.3 Routing Algorithm
Following Sabour et al. (2017), we adopt the Dy-
namic Routing algorithm as shown in Algorithm 1.
Algorithm 1 Dynamic Routing
Require: M × N vote vectors Vm→n, iteration
times T
Ensure: N output capsules Ωn, vote weights B
function ROUTING(V, T )
∀Vm→n: Bm→n ← 0
for T iterations do
∀ (m,n): Rm→n ← softmax(Bm→∗)
∀ Ωn: compute Ωn by Eq. (6)
∀ (m,n): Bm→n += Ωn ·Vm→n
end for
return Ω, B
end function
Formally, the dynamic routing algorithm is ap-
plied between two capsule layers which are called
input capsule layer and output capsule layer. Sup-
pose there are M and N capsules in the input and
output capsule layer respectively, then each of the
M input capsules should generates N vote vectors
associated with the corresponding output capsules.
The vote vectors generated from the mth input cap-
sule and associated with the nth output capsule will
take the job of measuring the belonging relation-
ship between those two capsules.
For each vote vector Vm→n, a weight value
Rm→n will be dynamically assigned on it. The out-
put capsule Ωn is computed by a scaled weighted
sum of all its associated vote vectors:
Ωn =
‖Sn‖2
1 + ‖Sn‖2
Sn
‖Sn‖ (6)
Sn =
M∑
m=1
Rm→nVm→n (7)
where Eq. (6) computing Ωn is a non-linear
“squashing” function used by Sabour et al. (2017),
aiming to measure the existence probability of the
aggregated capsules via its length. The weight
value Rm→n is dynamically updated by apply-
ing the softmax function on the accumulated sum
Bm→∗ in each iteration, and the accumulated num-
ber is determined by the scalar product of Ωn and
Vm→n.
3.4 Capsule Routing Self-Attention Network
As mentioned above, in our capsule routing SAN,
we reorganize the attention weight matrices into
head-wise vertical capsules Clh and token-wise hor-
izontal capsules C↔l . Therefore the rest problem
Algorithm 2 Vertical Routing
Require: H × L vote vectors Vlh→l, iteration
times T
Ensure: Vertical output capsule Ωl
function VERTICALROUTING({Vlh→l}, T )
Ω
l
l ,B← ROUTING({Vlh→l}, T )
Ω˜l ← Concat({Ωll })
Λ← computed by Eq. (11)
λh ← softmax(Λ)
Ωl ← Concat({λhΩ˜l})
return Ωl
end function
here for us is how to generate various vote vectors
based on these two types of capsules.
Most existing work simply applied multiple lin-
ear transformations on the capsule to generate vote
vectors (Sabour et al., 2017; Li et al., 2019; Dou
et al., 2019). However, such linear processing
method cannot be used here for the capsule sizes
are not fixed. Therefore here we do not use the
method of applying trainable parameterized trans-
formation functions on capsules to generate vote
vectors. Instead, we leverage the original attention
vector el,h to do the voting job. Since dynamic
routing is also an nonparametric algorithm, we
could barely introduce no new parameters to our
capsule-Transformer, in which the way of vote vec-
tor generation will less the least to hurt the model
performance.
3.4.1 Vertical Routing
In vertical routing, we view the attention weight
cube head-wise so that in an H head Transformer
model we could get H vertical capsules Clh ∈
RL×K , where K is the length of the attention vec-
tor. And in self-attention, K = L. We could split
the vertical capsule Clh into L vote vectors:
V
l
h→l = el,h (8)
By applying the dynamic routing algorithm, we
can calculate the vertical output capsule:
{Ωll } = ROUTING({Vlh→l}, T ) ∈ RK (9)
Simply adding the L output capsules to all the
H heads may ignore an obvious fact that each head
makes effects in different degrees in the formation
of the output capsules, so that every heads may
“absorb” the output capsule also differently. In the
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Figure 4: Positional Routing.
Algorithm 3 Horizontal Routing
Require: L × H vote vectors V↔l→h, iteration
times T
Ensure: Horizontal output capsule Ω↔
function HORIZONTALROUTING({V↔l→h}, T )
for l = 1→ L do
Ω↔l ← ROUTING({V↔t→h}, T ), t ≤ l
end for
Ω↔ ← Concat({Ω↔l })
return Ω↔
end function
meantime, it has been found that for a deep layered
Transformer, it has a hierarchical pattern of infor-
mation capturing (Raganato and Tiedemann, 2018;
Peters et al., 2018). Taking both of the above issues
into consideration, we use a trainable linear matrix
Wl ∈ RH×H and bias b in each layer to measure
the extent of the output capsule acceptance:
Ωl = softmax(Λ)
Ω
l
1
...
Ω
l
L
 (10)
Λ = Wl
[
L∑
l=1
B1→l, . . . ,
L∑
l=1
BH→l
]
+ b
(11)
where Bh→l are the vote weights calculated in the
last iteration in the routing.
3.4.2 Horizontal Routing
Different from vertical routing, we split the atten-
tion weight cube token-wise in the horizontal rout-
ing part. So for an L-word sequence, we totally
haveL horizontal capsules C↔l ∈ RH×K , in which
each of the L capsules will therefore generate H
vote vectors:
V↔l→h = el,h (12)
It is worth noting that there is one fundamental
difference between the vertical and horizontal cap-
sules that the former is order independent while
the latter is not. Such an essential difference indi-
cates that simply applying the routing algorithm
to all the horizontal capsules might fail to capture
positional relationship information among tokens.
Meanwhile, the number of capsules in input layer
varies according to the length of sequence, which
makes it impossible to implement a linear trans-
formation method mentioned above. Therefore we
design a novel positional routing method to lever-
age this salient information.
Positional Routing Rather than applying the
routing algorithm all at once, we here for each
horizontal capsule do a partial routing to implicitly
encode the sequential information into the output
capsules.
As shown in Figure 4, for an L-word input se-
quence, there is a need of totally L times partial
routing. For the lth partial routing, only the top
l horizontal capsules of the attention cube are in-
volved in the aggregation, which means we only
use the information of the first l tokens. More
concretely speaking, for capsule C↔l , its output
capsule is computed by routing all the capsule C↔t ,
where t ≤ l:
Ω↔ = [Ω↔1 , . . . ,Ω
↔
L ] (13)
Ω↔l = ROUTING({V↔t→h}, T ) (14)
where Ω↔l ∈ RH×K .
3.4.3 Masked Routing in Decoder
In the vanilla Transformer model, all the encoder
and decoder layers apply a multi-head SAN sub-
layer (Vaswani et al., 2017). One small modifica-
tion of adding a forward mask is made in decoder
stack to prevent from extracting information from
the non-predicted tokens. Similar to such a treat-
ment, we also use a forward mask on the attention
weight cube on each head before the routing step.
Meanwhile we remove the vertical routing part
since the information among different tokens will
still be allowed to be exchanged in the softmax step
of each iteration in the routing.
4 Experiment
4.1 Setup
Our proposed model is evaluated on the widely-
used WMT17 Chinese-to-English (Zh-En) and
WMT14 English-to-German (En-De) datasets.
These two datasets consist of total 20.6M and 4.6M
sentence pairs, respectively. For Zh-En task, we
found it would be helpful for reducing the vocab-
ulary size without hurting the model performance
when we only keep the sentence pairs whose length
is less than 50 during the training and validation.
We use the newsdev2017 and newstest2017 as the
validation set and test set through the training.
While for En-De task, we use all the sentence pairs
for our model training. For model validation and
test, we use the newstest2013 as the validation set
and newstest2014 is used as the test set. To further
decrease the vocabulary size, we employ byte-pair
encoding (BPE) (Sennrich et al., 2016) on the train-
ing datasets and set the merge operations as 32K
for both the WMT17 and WMT14 corpora.
Our proposed capsule-Transformer is imple-
mented on the Transformer architecture (Vaswani
et al., 2017). For the configuration of the hyper-
parameters on both Base ans Big model, we follow
their setup to train our baseline model on Zh-En
and En-De tasks. The Transformer-Base and Big
model differ at the word embedding size (512 vs.
1024), the count of attention heads (8 vs. 16) and
the dimensionality of feed-forward network (2048
vs. 4096). For Big model, to prevent from over-
fitting we set the dropout rate as 0.3 compared to
0.1 of that of the Base model. For Base model, we
set the batch size up to no more than 2048 tokens
and the gradient will accumulate for 12 times be-
fore the back-propagation. For Big model, those
parameters are set as 1024 tokens per batch and 24
times for gradient accumulation. The framework
we use to implement both the baseline and our
capsule-Transformer is OpenNMT-py (Klein et al.,
2017). We choose the case-sensitive 4-gram BLEU
score (Papineni et al., 2002) as the metric to evalu-
ate the performance of our models and compare it
with that of the existing models. We train our Base
and Big models on 2 and 3 NVIDIA GeForce GTX
1080Ti GPUs, respectively.
4.2 Main Results
Table 1 lists the main results on both the WMT17
Chinese-to-English (Zh-En) and WMT14 English-
to-German (En-De) datasets. As shown in the ta-
ble, our capsule-Transformer model consistently
improves the performance across both language
pairs and model variations, which shows the effec-
tiveness and generalization ability of our approach.
For WMT17 Zh-En task, our model outperforms
all the models listed above, especially only the
capsule-Transformer-Base model could achieve a
score higher even than the other Big model. For
WMT14 En-De task, our model outperforms the
corresponding baseline while inferior to the Big
model proposed by Li et al. (2019). Considering
their model introduces over 33M new parameters
(while for our Big model, this number is 1.6K) and
uses a much larger batch size than ours (4096 vs.
1024) in the training process, it is reasonable for
us to believe that our model would achieve a more
promising score if the condition was the same.
4.3 Analysis
We conduct extensive analysis experiments on our
capsule-Transformer to better evaluate the effects
of each model component. All the results below are
produced with the Transformer-Base model setup
on WMT17 Zh-En task.
Effect on Transformer Componets To evaluate
the effect of capsule routing SAN in encoder and
decoder, we perform an ablation study. As shown
in Table 2, both encoder and decoder benefit from
our capsule routing SAN. Especially the modified
decoder still outperforms the baseline even we have
removed the vertical routing part, which demon-
strates the effectiveness of our model. The row
4 proves the complementarity of the encoder and
decoder with capsule routing SAN.
Effect of Different Routing Parts To compare
importance of vertical and horizontal routing parts
in capsule routing SAN, we evaluate models by
System Architecture Zh-En En-De
Existing NMT Systems
Wu et al. (2016) RNN with 8 layers - 26.30
Gehring et al. (2017) CNN with 15 layers - 26.36
Vaswani et al. (2017)
Transformer-Base - 27.30
Transformer-Big - 28.40
Hassan et al. (2018) Transformer-Big 24.20 -
Li et al. (2019)
Transformer-Base + Effective Aggregation 24.68 27.98
Transformer-Big + Effective Aggregation 25.00 28.96
Our NMT Systems
this work
Transformer-Base 24.28 27.43
capsule-Transformer-Base 25.02 28.04
Transformer-Big 24.71 28.42
capsule-Transformer-Big 25.14 28.71
Table 1: Comparing with existing NMT systems on WMT17 Chinese-to-English (Zh-En) and WMT14 English-to-
German (En-De) tasks.
# Enc Dec BLEU
1 - - 24.28
2 X - 24.87
3 - X 24.65
4 X X 25.02
Table 2: Effect in encoder and de-
coder.
# Ver Hor BLEU
1 - - 24.28
2 X - 24.74
3 - X 24.76
4 X X 24.87
Table 3: Effect of routing parts.
# Layers BLEU
1 - 24.28
2 1-3 24.64
3 4-6 24.48
4 1-6 24.87
Table 4: Effect on different layers.
removing either of the two from encoder. As shown
in Table 3, both vertical and horizontal routing help
enhance the model. Meanwhile the two routing
parts achieve nearly the same score, which shows
that it is meaningful to re-organize the attention
cube in these two separate perspectives.
Effect on Different Layers Since the deep lay-
ered Transformer is found having a hierarchical pat-
tern of captured information (Raganato and Tiede-
mann, 2018; Peters et al., 2018), it is necessary to
explore the working pattern of our capsule routing
SAN on different layers. As shown in Table 4, al-
though our approach improves the performance on
both higher and lower layers, it works better on the
lower layers.
Attention Visualization To better understand
the ability of our model in obtaining deep con-
textualized information, we randomly sample the
sentence and visualize the attention weights of each
head from the top encoder layer. As shown in Fig-
ure 5, compared to the attention distribution of
vanilla Transformer, it is clear that our model can
capture more contextualized features on each head.
5 Related Work
Attention mechanism has become a standard com-
ponent in nowadays neural machine translation
models since it was first introduced by Bahdanau
et al. (2015), in which an additive attention was
implemented. Later of that, Luong et al. (2015)
applied a new attention method using dot-product,
which is also inherited by Vaswani et al. (2017) in
their impressive work on Transformer. Although
Transformer model has advanced the state-of-the-
art on various tasks of NLP, its “over simple” struc-
ture design implies that its potential capability
might have not been fully exploited.
Adding extra information to Transformer can
be the most intuitive way to enhance the model
performance. To alleviate the problem of lacking
the consideration of positional information, Shaw
et al. (2018) extended the SAN with the incorpora-
tion of relative positional information. Shen et al.
(2018) applied a directional mask method to encode
the “forward”, “backward” and “local” information
in to the SAN. So is the work done by Cui et al.
(2019). To model the localness of the sentences,
Yang et al. (2018a) added a Gaussian bias to the at-
(a) Transformer
(b) Capsule-Transformer
Figure 5: Attention visualization of SAN from vanilla
and capsule-Transformer.
tention weight vectors. Xiao et al. (2019) presented
a lattice-based Transformer which integrates flexi-
ble segmentations into the encoder and the SAN.
However, nearly all these existing enhancement
work can be viewed as adding hand-crafted fea-
tures, implicitly or explicitly, to the SAN, which
to some extent, might risk in losing the general-
ization ability. Another choice is to encode the
additional information through extra networks con-
nected with the Transformer model. In this way the
model might learn deeper features. To introduce
a better ability to model the recurrence, Hao et al.
(2019) add the additional RNN encoder whose out-
put embedding will be incorporated with the origi-
nal one. Wang et al. (2019) add a constraint from
an extra bidirectional Transformer encoder to lead
the attention heads to follow tree structures.
While networks with different structure may
have unpredictable effects when they are incorpo-
rated together. Some researchers focus on strength-
ening the Transformer via modifying the original
structure. Yang et al. (2019a) leveraged deep and
global context information to calculate a better at-
tention between tokens. Guo et al. (2019) pro-
posed a novel design of the SAN which simplifies
the connection among each attention head. Yang
et al. (2019b) used a CNN-like structure in SAN
to model the localness by restricting the context
size. All these studies focus on the improvement
of SAN due to its central role in Transformer mod-
eling. However, they still all view the elements in
SAN as single scalars rather than in a more contex-
tualized way. Different from all the existing work,
in this paper, we instead consider a generalized
SAN design by inheriting the idea from capsule
networking and taking SAN as a special case of
capsule network. So that at last we can extend the
vanilla Transformer model into a more generalized
form.
Capsule Networks for NLP Capsule network
was introduced to NLP to do the classification task
(Yang et al., 2018b; Chen and Qian, 2019) for its
capsule clustering mechanism can be simply used
without much modification. Its information aggre-
gation mechanism was also utilized to encode the
input sequence with fixed size (Gong et al., 2018),
obtaining a better output hidden states of encoder
by aggregating information from different layers
(Dou et al., 2019). For SAN, Li et al. (2019) ap-
plied the routing algorithm on the concatenated
output representation while not change the SAN
structure. Recently, Liu et al. (2019) combined
the Transformer and capsule network for the stock
movements prediction. However, they only stacked
Transformer encoders in a capsule way rather than
deeply integrating the two networks.
Different from all the impressive improvement
over the original Transformer, we adopt a deep
architecture revision by generalizing the self-
attention mechanism which empowers the Trans-
former most into a sort of capsule routing process-
ing. Especially, we nearly introduce no new pa-
rameters for such a model design improvement,
which keeps the merit of simple-idea-inspiring of
the original Transformer.
6 Conclusion
In this paper, we propose the capsule-Transformer,
which extends the linear transformation of self-
attention in the vanilla Transformer into a more
general capsule routing algorithm by taking SAN
as a special case of capsule network. So that the re-
sulted capsule-Transformer is capable of obtaining
a better attention distribution representation of the
input sequence via information aggregation among
different heads and words. We verify the proposed
capsule-Transformer only in the task of neural ma-
chine translation though, which already shows its
superiority over the strong Transformer baseline,
the proposed model architecture design has poten-
tially a broad application prospect for various NLP
tasks as the Transformer.
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