In the online version of the well-known graph coloring problem, the vertices appear one after the other together with the edges to the already known vertices and have to be irrevocably colored immediately after their appearance. We consider this problem on bipartite, i.e., two-colorable graphs. We prove that at least 1.13746 · log 2 (n) − 0.49887 colors are necessary for any deterministic online algorithm to be able to color any given bipartite graph on n vertices, thus improving on the previously known lower bound of log 2 n + 1 for sufficiently large n.
Introduction
In an online problem, the input is revealed piecewise in consecutive time steps and an irrevocable part of the output has to be produced at each time step. For a detailed introduction and an overview of online problems and algorithms, see, e.g., [4] . One of the most studied online scenarios is the problem of coloring a graph online. Here, the vertices of the graph are revealed one after the other, together with the edges connecting them to the already present vertices. The goal is to assign the minimum number of colors to these vertices in such a way that no two adjacent vertices get the same color. As usual in an online setting, each vertex has to be colored before the next one arrives. The quality of an online algorithm for this problem is usually measured by the so-called competitive ratio, i.e., the ratio between the number of colors used by this algorithm and an optimal coloring for the resulting graph as it could be computed by an offline algorithm with unlimited computing power, knowing the whole graph in advance.
It turns out that online coloring is a very hard online problem for which no constant competitive ratio is possible [10] . For an overview of results on the online graph coloring problem, see, e.g., [12, 13] . In particular, some bounds on the chromatic number of the class Γ (k, n) of k-colorable graphs on n vertices have been proven: For all k and infinitely many n, there exists a G ∈ Γ (k, n) such that any online coloring algorithm for G needs at least Ω(((log 2 n)/(4k)) k−1 ) colors [17] . On the other hand, there exists an online algorithm for coloring any graph G ∈ Γ (k, n) with O(n · log (2k−3) 2 n/ log (2k−4) 2 n) colors [15] , where log (k) 2 is the log-function iterated k times. Even for the very restricted class of bipartite, i.e., two-colorable, graphs, any online algorithm can be forced to use at least log 2 n + 1 colors for coloring some bipartite graph on n vertices [1] . On the other hand, an online algorithm coloring every bipartite graph with at most 2 log 2 n colors is known [15] . In the first part of this paper, we improve the lower bound for bipartite graphs to 1.13746 · log 2 (n) − 0.49887 .
The main drawback in the competitive analysis of online algorithms is that an online algorithm has a huge disadvantage compared to an offline algorithm by not knowing the future parts of the input. This seems to be a rather unfair comparison since there is no way to use an offline algorithm in an online setting. Recently, the model of advice complexity of online problems has been introduced to enable a more fine-grained analysis of the hardness of online problems. The idea here is to measure what amount of information about the yet unknown parts of the input is necessary to compute an optimal (or near-optimal) solution online [3, 5, 7, 11] . For this, we analyze online algorithms that have access to an arbitrary prefix of an infinite tape with advice bits that was computed by some oracle knowing the whole input in advance. The advice complexity of such an algorithm measures how many of these advice bits the algorithm reads during its computation. As usual, the advice complexity of an online problem is defined as the minimum amount of advice needed by some algorithm solving the problem. We are especially interested in lower bounds on the advice complexity. Such lower bounds do not only tell us something about the information content [11] of online problems, but they also carry over to a randomized setting where they imply lower bounds on the number of random decisions needed to compute a good solution [14] .
It turns out that, for some problems, very little advice can drastically improve the competitive ratio of an online algorithm, e.g., for the simple knapsack problem, i.e., where the value and weight of each item are equal, a single bit of advice is sufficient to jump from being non-competitive at all to 2-competitiveness [2] . On the other hand, many problems require a linear (or even higher) amount of advice bits for computing an optimal solution [2, 3, 7] . The advice complexity of a coloring problem was first investigated in [9] where linear upper and lower bounds for coloring a path were shown.
In the second part of this paper, we investigate the advice complexity of the online coloring problem on bipartite graphs. We prove almost tight upper and lower bounds on the advice complexity of computing an optimal solution, more precisely, for a graph on n vertices, n − 2 advice bits are sufficient and n − 3 advice bits are necessary for this. Moreover, we prove almost matching linear upper and lower bounds on the advice complexity of computing a 3-coloring, namely an upper bound of n/2 and a lower bound of n 2 − 4. We complement these results by an algorithm that uses less than n/ √ 2 k−1 advice bits for coloring a bipartite graph online with k colors. The paper is organized as follows. In Sect. 2, we formally define the online coloring problem and fix our notation. In Sect. 3, we consider online algorithms without advice and present the improved lower bound on the number of necessary colors for deterministic online coloring algorithms. The proof of this lower bound is contained in Sect. 4, while Sect. 5 is devoted to the advice complexity of the online coloring of bipartite graphs.
Preliminaries
In this section, we fix our notation and formally define the problem we are dealing with in this paper. Definition 1 (Coloring) Let G = (V , E) be an undirected and unweighted graph with vertex set V = {v 1 , v 2 , . . . , v n } and edge set E. A (proper) coloring of a graph G is a function col : V → S which assigns to every vertex v i ∈ V a color col(v i ) ∈ S and has the property that col(v i ) = col(v j ), for all i, j ∈ {1, 2, . . . , n} with {v i , v j } ∈ E.
Usually, we consider the set S = {1, 2, . . . , n} ⊂ N + . Let V ⊆ V , then we denote by col(V ) the set of colors assigned to the vertices in V . To distinguish the coloring functions used by different algorithms, we denote, for an algorithm A, its coloring function by col A . We denote the subgraph of G = (V , E) induced by a vertex subset
Definition 2 (Online Graph) An instance G ≺ = (G, ≺) for the online coloring problem consists of a graph G = (V , E) and a linear ordering ≺ on the vertex set V = {v 1 , v 2 , . . . , v n } with v i ≺ v j for i < j. In the online representation G ≺ of the graph G, the vertices of V appear in the order determined by ≺.
] by adding the vertex v i together with its edges incident to vertices from V i−1 . Let G n denote the set of all online graph instances on n vertices. Then, G is the set of all possible online graph instances for the online coloring problem for all n ∈ N + , i.e., G = n∈N + G n .
With this, we can formally define the online coloring problem.
oring, for all i ∈ {1, 2, . . . , n} Cost: Number of colors used by the coloring. Goal: Minimum.
The coloring of online graphs G ≺ depends on the used algorithm and the ordering of the vertices. Therefore, we denote by col A,G ≺ (V ) the coloring function of a given algorithm A and an online graph G ≺ ∈ G n for the vertex set V ⊆ V n . We will omit the subscript whenever A and G ≺ are clear from the context.
In the following, we will restrict our attention to the class of bipartite, i.e., twocolorable graphs. We denote the subproblem of the online coloring problem restricted to bipartite input graphs by BIPCOL. In a bipartite graph G = (V (G), E(G)), the vertex set V (G) can be partitioned into two subsets, called shores and denoted by S 1 (G) and S 2 (G), with the property that the edges in E(G) connect only vertices from different shores. If the graph is clear from the context, we write V , E, S 1 , S 2 instead of V (G), E(G), S 1 (G) and S 2 (G). We say that a color α is common in a bipartite graph if it appears on both shores of the bipartition.
Given We want to analyze BIPCOL giving bounds on the number of colors used in the online coloring process. These bounds will always depend on the number n of vertices in the final graph
is the maximum number of colors A uses to color any online graph instance with n vertices in the final graph G ≺ . We say that U : N → N is an upper bound on the number of colors sufficient for online coloring, if there exists an online algorithm A such that, for all n ∈ N, we have F A (n) ≤ U(n). Hence, to get an upper bound U on the number of used colors, it is sufficient to find a deterministic online algorithm A coloring each graph from G n using U(n) colors. Similarly, a function L is a lower bound on the number of colors necessary for online coloring any graph if, for any online algorithm A, there exists an infinite subset X ⊆ N such that L : X → N and, for all n ∈ X, we have L(n) ≤ F A (n), i.e., if, for every algorithm A, for infinitely many n, there is an online graph
In the second part of this paper, we study the advice complexity of online coloring of bipartite graphs. The idea is to consider an oracle that sees the whole input in advance and writes information about the input onto a binary infinite advice tape [3, 11] . The algorithm may access an arbitrary prefix of this tape at runtime, and the amount of advice bits read by the algorithm can serve as a fine-grained measure of the hardness of online problems. Formally, online algorithms with advice can be defined as follows. In this paper, we restrict our attention to strict competitiveness. For simplicity, we call a strictly c-competitive algorithm c-competitive from now on.
Definition 4 (Online

Online Coloring Without Advice
In this section, we deal with the competitive ratio of deterministic online algorithms without advice. The following upper bound is well known.
Theorem 1 (Lovász, Saks, and Trotter [15] ) There is an online algorithm using at most 2 log 2 n colors for coloring any bipartite graph of n vertices.
Proof Let G ≺ be the input instance. We describe the algorithm A that works as follows: at each step t, consider the component C t (v t ) containing the last revealed vertex. If C t (v t ) contains only v t , i.e., if v t was revealed isolated, A outputs col A (v t ) = 1, otherwise it assigns to v t the smallest color not present on the opposite shore of this component. More formally, assuming
By calling B(k) the minimum number of vertices required for A to output color k, we have that B(2) = 2 and B(3) = 4. We inductively show that B(k) ≥ 2 k 2 , which implies that, on an instance of n vertices, A uses at most 2 log 2 (n) colors.
If col A (v t ) = k and v t ∈ S 1 (C t (v t )), it means that on the shore S 2 (C t (v t )) all colors from 1 to k − 1 are present. Similarly, since color k − 1 was assigned to some vertex in S 2 (C t (v t )), then on the shore S 1 (C t (v t )) all colors from 1 to k − 2 are present. Since there are two vertices 
There is also a well-known lower bound which even holds for trees.
Theorem 2 immediately implies that there exists an infinite number of trees (and thus of bipartite graphs) forcing any online algorithm to use at least log 2 n + 1 colors on any graph on n vertices from this class. In the remainder of this section, we improve on this result by describing a graph class, which forces every coloring algorithm A to use even more colors on infinitely many graphs of the class. This class is built recursively. In the proof, we will focus, for a fixed deterministic online coloring algorithm A, only on those 
Lemma 1 For every k ∈ N + and every online coloring algorithm A, there exists an online graph
Consequently, W (k) is the maximum number of vertices that a graph needs in order to force an arbitrary algorithm A to use at least k colors.
We will prove Lemma 1 in the following section. The recurrence given by property 4 of Lemma 1 can be resolved as follows.
Lemma 2 Let W (k) be defined as in Lemma
Proof It can be easily shown by induction that W (k) = k+1 n=0 T (n), where T (n) is the n-th Tribonacci number (see [8, 16] ). The number T (n) can be computed as follows:
where . Summing up the values of T (n) for n ∈ {0, . . . , k + 1} gives the claimed result.
Theorem 3 For any online coloring algorithm A, there exists an infinite sequence of online graphs
Proof The claim follows immediately from Lemmas 1 and 2 by resolving the following inequality for k:
Proof of Lemma 1
In this section, we prove Lemma 1. We proceed by an induction over k, the number of colors. For every k, we generate a classG(k) consisting of online graphs defined asG Hence, for a fixed k, we will find inG(k), for every online coloring algorithm B, an instance G ≺ B (k) that forces B to use at least k colors to color G ≺ B (k). Those instances are built inductively. We will prove that we can construct, for any online coloring algorithm A, a hard instance G ≺ A (k), using three online graphs
, that are revealed in this order, and an additional vertex v (see Fig. 1 ).
Let H (k) be the induction hypothesis, formulated as follows:
For all j ≤ k and all online algorithms B, there exists a graph G ≺ B (j ) ∈G(j ). Assuming H (k − 1) holds, the hypothesis states that, for every online algorithm A,
satisfying all the properties of Lemma 1 exists. To show the existence of the second and third constructed subgraph,
, we have to take into account that the algorithm A already knows a part of the instance, and hence it may behave differently from the case where there is no part known.
We merge the shores of
, and G ≺ k−3 in an appropriate way and, using an additional vertex v, we ensure that the resulting graph G ≺ A (k) is inG(k). In some cases, we do not need all four components to guarantee that all four properties of Lemma 1 are satisfied. Fig. 1 Using three online graphs We merge two online graph instances
where, for two graphs G = (V , E) and
For k ∈ {0, 1, 2}, it is easy to see that the hypothesis H (k) is satisfied (see Fig. 2 ). In case k = 3, for every online coloring algorithm A, G ≺ A (3) can be constructed recursively using two graphs 
Inductive
Step (k ≥ 4)
For every online algorithm A and every k ∈ N + , we construct G ≺ A (k) in four steps using three graphs
, and an additional vertex v.
First, assuming that H (k − 1) holds, we show that, for every algorithm A, we can construct three graphs
, and G ≺ k−3 in this order satisfying all the properties of Lemma 1. Then, we show that we can merge them, using an additional vertex v, to a graph G ≺ A (k) ∈G(k).
Existence of the Graphs
We assume that H (k − 1) holds. Hence, for every online coloring algorithm B and
Step 2: In the next phase, algorithm A receives a second subgraph. We cannot simply use the graph G ≺ A (k − 2) here, whose existence is guaranteed by H (k − 2), since H (k −2) guarantees the hardness of this input only in the case that A reads it from its initial configuration. Having already read
the work of algorithm A having already processed the graph
can be simulated by an algorithm B, which does the same work as A| G ≺ k−1 but which did not receive any other graph before. In other words, if we think of the algorithms as Turing machines, B uses the same transitions as A, but its initial configuration (state and tape content) is the same as the configuration reached by A after processing G ≺ k−1 . Because of H (k − 1), and thus H (k − 2), we know that, for such an algorithm B, there is a graph
Step 3: Now, algorithm A gets a third subgraph. Again, the work of
can be simulated by an algorithm C. Because of the induction hypothesis, a graph
Hence, we have the graphs
, and G ≺ k−3 at our disposal and can force a new color, possibly with the help of an additional vertex v, as follows. 
Construction of Graph G ≺ A (k)
The graphs
, and G ≺ k−3 are presented in this order. Beginning with graph G ≺ k−1 , we distinguish four possible cases for an online algorithm A (see Fig. 4 ):
is colored by algorithm A with at least k − 1 colors, and S 1 (G ≺ k−1 ) contains at least k − 3 and S 2 (G ≺ k−1 ) at least k − 2 colors. Therefore, after constructing G ≺ k−1 , the algorithm A encounters one of the four cases above.
To finish the construction, we have to ensure that the final graph contains at least k colors. If this is not yet the case for G ≺ k−1 , we need to force the algorithm to use a new color k.
We will show that, in order to satisfy the properties 2 and 3 of Lemma 1, either the graphs G ≺ k−2 and G ≺ k−3 contain some of the colors that appear only on one shore of G ≺ k−1 , or there are enough additional colors in G ≺ k−2 and G ≺ k−3 , which do not appear in G ≺ k−1 . Only in some cases will we need all three graphs
and the vertex v. In many cases, a subset of those graphs is sufficient to construct a graph
(A) |col(S
If the graph G ≺ k−1 contains at least k colors, properties 1, 2, and 3 of Lemma 1 are satisfied. Furthermore, we have
Hence, all the properties of Lemma 1 are satisfied and we can finish the construction without using additional subgraphs. Now, assume G ≺ k−1 contains only k − 1 colors. To satisfy property 1, we need to force every algorithm to use one more color. Connecting an additional vertex v to all vertices in S 2 (G ≺ k−1 ), and thus adding it to S 1 (G ≺ k−1 ), forces the algorithm to use color k:
We have
and therefore all properties of Lemma 1 are satisfied.
(B) |col(S
Because we assume that the induction hypothesis holds, G ≺ k−2 is colored by algorithm A with at least k − 2 colors. Therefore, there exists, w.l.o.g., a color
such that color a is added to shore S 1 , we obtain an analogous situation as in case (A):
holds, we can swap the shores and obtain case (A). Therefore, we can assume that |col(
is colored with at least k − 1 colors, its shores can have at most k − 3 common colors:
Hence, G ≺ k−2 has to contain either color a, b or a new color c / ∈ col(
in an appropriate way leads again to a situation as in case (A):
The shores of G ≺ k−1 contain at most k − 4 common colors since we have to have at least k − 1 colors in total:
To satisfy all properties of Lemma 1, we need either one additional color on each shore or two additional colors in S 1 (G ≺ k−1 ). And we have to force a new color k for the construction of graph G ≺ A (k) ≺ . We distinguish five cases according to the sets of colors present in G ≺ k−2 and G ≺ k−3 : 1. There are d ∈ col(G ≺ k−2 ) and e ∈ col(G ≺ k−3 ) with d, e / ∈ col(G ≺ k−1 ):
) and e ∈ col(S 1 (G ≺ k−3 )). Then the following combination of the shores leads to G ≺ A (k) ∈G(k):
The number of colors in S 1 (G ≺ A (k)) is larger than k − 2 and in S 2 (G ≺ A (k)) it is larger than k − 1. The total number of colors is at least k (in the case of d = e we have at least k + 1 colors). And with
contains at least k − 2 colors and it is colored with a subset of colors of G ≺ k−1 , it has to contain at least one color of the set {a, b}, say a ∈ S 1 (G ≺ k−2 ) and e ∈ col(S 1 (G ≺ k−3 )). Then we get
With the same argumentation as above, we conclude that G ≺ k−3 must contain at least one of the colors {a, b, c}. Then, we have the same situation as in the case before (in the case of c ∈ col(G ≺ k−3 ), the merging of the shores is reversed). In the following cases, we can assume that
is colored with at least k − 3 colors, it contains one of the three colors {a, b, c}. Analogously, G ≺ k−2 contains two of the three colors {a, b, c}. Then, either c appears in one of the graphs
). The other cases are analogous.
consists of at least k −1 colors. The k-th color, say color k, can be forced by adding a new vertex v, which is connected to all vertices in
. Then, the resulting graph G ≺ A (k) will look as follows:
is colored with at least k − 1 colors, and
a, b ∈ col(G ≺ k−2 ) and one of those colors is in
The shores can be matched as follows:
We can force an algorithm to use color k by introducing a new vertex v that is connected to all vertices in
Now, both shores contain at least k − 1 colors and hence
Note that this is the hardest case, leading to exactly the recurrence from property 4 in Lemma 1.
Advice Complexity
In this section, we investigate the advice complexity of the online coloring problem on bipartite graphs. We start with giving an upper bound on the amount of advice needed for achieving an optimal coloring.
Theorem 4
There exists an online algorithm for BIPCOL, which uses at most n − 2 advice bits to be optimal on every instance of length n.
Proof Intuitively, we want to give advice only for those vertices that appear without connections to the vertices appearing before them. In the following, we call those vertices isolated (although they might get connected to some other vertices appearing later). We cannot reach the upper bound of n − 2 by simply asking for one bit of advice for every vertex that is isolated, except the first and the last (if isolated) vertices in the input sequence, because this strategy would require knowing the input length in advance, since the advice tape is infinite and it is up to the algorithm to decide how many bits to read. Therefore, in order to achieve the desired bound, we present the algorithm A 2 that works as follows.
• The first vertex receives color 1.
• Then the algorithm asks for one bit of advice: if it is 1, then A 2 will assign color 1 to every isolated vertex, otherwise it will ask for a bit of advice for every further isolated vertex, to decide whether to assign color 1 or 2.
• Any vertex that has an edge to some previously received vertex v receives the opposite color with respect to v.
It is easy to see that, on an input of length n, whenever there are at least n − 1 isolated vertices, assigning color 1 to every isolated vertex is an optimal strategy, therefore the appropriate advice is a string of length one. This implies that the first advice bit is 0 only when at most n − 2 vertices are isolated in the input sequence. Since the first vertex is among them and does not need any advice, the upper bound of n−2 holds.
We can complement this result by an almost matching lower bound. 
Theorem 5 Any deterministic online algorithm for BIPCOL needs at least n − 3 advice bits to be optimal on every instance of length n.
Proof For a contradiction, assume there exists an algorithmÂ for BIPCOL that uses 2 colors and less than n − 3 bits of advice. Given, for any 0 ≤ α ≤ n − 2, the graph G α with n vertices described in Fig. 5 , we consider as the set of possible instances ofÂ any online presentation of G α , for all 0 ≤ α ≤ n − 2, such that the first n − 2 vertices are presented as a permutation of the vertices {v j } 1≤j ≤n−2 . This means, the algorithm will always receive isolated vertices until time step n − 2. Hence,Â will be able to colorv 1 Since there is a bijection between the instances and all possible permutations of the first n − 2 revealed vertices π i = (π i (1) , π i (2) , . . . , π i (n − 2)), we define an equivalence relation among the input instances in the following way: we say that two instances are equivalent iff the order of the first n − 2 vertices reflects the same shore partition. More formally, for all t ≤ n − 2 and all permutations π i , let
It is not hard to see that ∼ is an equivalence relation and, by a counting argument, the number of equivalence classes of ∼ is 2 n−2 2 = 2 n−3 . To prove the claimed lower bound, it is sufficient to show thatÂ needs a different advice string for each equivalence class. Suppose, for contradiction, that π i π j and A receives the same advice string for both instances. Then, since all instances look the same until time step n − 2, this implies colÂ(π i (t)) = colÂ(π j (t)), for all t ≤ n − 2.
Because the two instances are not equivalent, there are two values t 1 , t 2 ≤ n − 2, with t 1 = t 2 , such that π i (t 1 ) and π i (t 2 ) are on the same shore, while π j (t 1 ) and π j (t 2 ) are on opposite shores. We then have two cases (see Fig. 6 ):
Case (a): If colÂ(π i (t 1 )) = colÂ(π i (t 2 )), then in the instance associated to π i , either v 1 orv 2 is forced to have a third color assigned, since one of them will be on the opposite shore with respect to both π i (t 1 ) and π i (t 2 ).
we can assume that, in the instance associated to π j , the vertexv 1 is on the shore opposite to π j (t 1 ), hence there is an edge {v 1 , π j (t 1 )} and as a consequence we must have colÂ(v 1 ) = colÂ(π j (t 1 )) and therefore colÂ(v 1 ) = colÂ(π j (t 2 )), but sincev 1 and π j (t 2 ) are on the same shore, which is opposite tov 2 , the algorithm A is forced to assign a third color tov 2 .
We now analyze how much advice is sufficient to guarantee a given constant competitive ratio.
Theorem 6
For any integer constant k > 2, there exists an online algorithm for BIPCOL that needs less than n √ 2 k−1 advice bits to color every instance of length n with at most k colors.
Proof We will consider an algorithm A k that is an adaptation of the algorithm A used in the proof of Theorem 1: the idea is to make A k ask for an advice bit only when it is about to assign color k − 1, in order to avoid assigning that color to vertices on both shores of the final graph. This implies that the algorithm will always have vertices of color k − 1 (if any) only on one shore and vertices of color k (if any) only on the other shore, so that color k + 1 will never be needed.
We now describe the algorithm A k at step t, when the vertex v t is revealed. Consider the connected component C t (v t ) to which v t belongs at time step t.
By calling K t (R t , respectively) the set of colors assigned to vertices of C t (v t ) on the same (opposite, respectively) shore as v t (see Fig. 7) , A k will choose its output as follows:
• if R t does not contain all the colors smaller than k − 1, then col A k (v t Fig. 8 The graph G used in the proof of Theorem 7. The edges
• if R t = {1, 2, . . . , k − 2}, then A k asks for one bit of advice to decide whether to assign color k − 1 or k to v t .
Algorithm A k asks for an advice bit only when it is about to assign color k − 1, which may happen at most every 2 k−1 2 vertices, as shown in the proof of Theorem 1 for algorithm A, so the maximum number of advice bits required is
The proof of Theorem 6 can be easily extended to the case of using a non-constant number of colors, only the size n of the input has to be encoded into the advice string. Since the advice tape is infinite and it is up to the algorithm to decide how many bits to read, we need to encode the value n using a prefix code, such as Elias' delta-code [6] , otherwise the algorithm could not determine where the encoding of n stops and where the actual advice string starts. Therefore, the new advice string will have log 2 (n) + 2 log 2 log 2 (n) + 1 + 1 additional bits. This leads to the following corollary.
Corollary 1 There is an online algorithm for BIPCOL that needs at most O(
√ n) advice bits to color every instance of length n with at most log 2 (n) colors.
In the remainder of this section, we analyze the case of near-optimal coloring using 3 colors. For this case, Theorem 6 gives the following upper bound on the advice complexity.
Corollary 2
There exists an online algorithm for BIPCOL that needs at most n 2 advice bits to color every instance of length n with at most 3 colors.
We conclude with an almost matching lower bound for coloring with 3 colors. Proof Let n ≥ 4 be even. Consider the graph G = (V , E ) described in Fig. 8 . By calling c t the subgraph of G induced by the vertices {v t , v t }, we will consider a set of instances where the first n 2 − 1 vertices are revealed isolated: each of those can be arbitrarily chosen between the two shores of c t , for each c t from left to right. After time step n 2 − 1, the algorithm will receive the corresponding neighbors in each c t of all the previously received vertices. Finally, the verticesv andv are revealed. By calling π r (i) the vertex revealed at step i, we identify any input instance I r with the In other words, σ r tells us in which order the two vertices in each c t are revealed. With a slight abuse of notation, we say, for 1 ≤ t ≤ n 2 − 1, that col σ r (t) = (α, β) iff, in I r , the color assigned to v t is α and the color assigned to v t is β. We also write col R σ r (t) = (β, α) iff col σ r (t) = (α, β). A color α is common if it appears on both shores of the bipartition, i.e., if there exist t 1 , t 2 ∈ {1, . . . , n 2 − 1} such that v t 1 and v t 2 receive both color α. It is easy to see that an instance of the form considered above can be colored with at most 3 colors only if at most 1 color is common in the first n − 2 vertices. As a consequence, we can never have an advice string such that
Theorem 7 Any deterministic online algorithm for BIPCOL needs at least
for some t 1 , t 2 ∈ {1, . . . , n 2 − 1}, otherwise two colors would be common (see Fig. 9 ). In general, if the advice string on an instance σ i is such that either (σ i (t 1 ) = σ i (t 2 ) ∧ col σ i (t 1 ) = col σ i (t 2 )) or (σ i (t 1 ) = σ i (t 2 ) ∧ col σ i (t 1 ) = col R σ i (t 2 )), then, any other instance σ j such that σ i (t 1 ) = σ j (t 1 ) ∧ σ i (t 2 ) = σ j (t 2 ) must have a different advice string, otherwise we would have col σ j (t 1 ) = col R σ j (t 2 ). Our aim now is to find out, for a fixed instance σ i , how many other instances can have the same advice string as σ i . We can distinguish three situations:
1. The advice string on σ i is such that the algorithm uses only one pair of colors, i.e.,
∀t : col σ i (t) = (α, β).
In this case, the only other instance, which can have the same advice string and still avoids two common colors in the first n − 2 vertices isσ i , such thatσ i (t) = σ i (t), for all t ∈ {1, . . . , n 2 − 1}, because on any other instance we would have the situation described in (1). 2. The advice string is such that the algorithm uses only two pairs of colors, more formally, there exists a partition A, B ⊂ {1, . . . , 
