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CLASSIFICATION DE MODULES AUX DIFFE´RENCES
FILTRE´S ISOGRADUE´S
J. Sauloy ∗
Abstract
La classification analytique locale des e´quations aux q-diffe´rences irre´gulie`res ([3]) se
rame`ne a` la classification de modules aux q-diffe´rences filtre´s a` gradue´ fixe´. Nous de´gageons
ici des hypothe`ses ge´ne´rales qui assurent l’existence d’un sche´ma de modules pour ce proble`me,
qui soit de plus un espace affine.
Formulation ge´ne´rale du proble`me
Les modules aux q-diffe´rences associe´s aux e´quations aux q-diffe´rences line´aires analytiques en 0
sont naturellement munis d’une filtration par les pentes respecte´e par les morphismes analytiques
et telle que deux modules sont formellement isomorphes si, et seulement s’ils ont des gradue´s
isomorphes. La classification analytique isoformelle ([3]) est ainsi ramene´e a` la classification iso-
gradue´e de modules filtre´s. Cette dernie`re admet une formulation purement alge´brique et pose un
proble`me assez naturel, que nous allons de´crire sous une forme un peu plus ge´ne´rale.
Soient C un anneau commutatif et C une cate´gorie abe´lienne C-line´aire. On fixe un objet
finiment gradue´:
P = P1⊕·· ·⊕Pk,
et l’on se propose de classifier les couples (M,u) forme´s d’un objet finiment filtre´:
M = (0 = M0 ⊂ M1 ⊂ ·· · ⊂Mk = M),
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et d’un isomorphisme de grM sur P:
u = (ui : Mi/Mi−1 ≃ Pi)1≤i≤k.
Il revient d’ailleurs au meˆme de se donner k suites exactes:
0→Mi−1 →Mi
vi→ Pi → 0.
(On laisse au lecteur le soin de se convaincre que cela revient en effet au meˆme.) Les couples
(M,u) et (M′,u′) sont de´clare´s e´quivalents si (avec les notations e´videntes pour M′) il existe un
morphisme de M dans M′ qui respecte les filtrations et compatible avec les isomorphismes des
gradue´s, i.e. tel que u = u′ ◦gr f , i.e. tel que le diagramme ci-dessous soit commutatif:
grM
u
  
BB
BB
BB
BB
gr f
// grM′
u′
}}{{
{{
{{
{{
P
Dans la description par suites exactes: s’il existe des morphismes fi : Mi →M′i rendant commutat-
ifs les diagrammes:
0 −−−−→ Mi−1 −−−−→ Mi
vi−−−−→ Pi −−−−→ 0y fi−1 y fi yIdPi
0 −−−−→ M′i−1 −−−−→ M′i
v′i−−−−→ Pi −−−−→ 0
Remarque. S’il existe un tel morphisme, il est automatiquement strict et un isomorphisme.
On notera F (P1, . . . ,Pk) l’ensemble des classes de couples (M,u) pour la relation d’e´quivalence
ci-dessus. Nous admettons que c’est bien un ensemble: on se restreint si l’on y tient a` de petites
cate´gories, ou bien on suppose que les Ext en sont, ce qui (d’apre`s les arguments de de´vissage
qui vont suivre page 3) suffit. Dans le cas que nous traiterons (sous-cate´gories de la cate´gorie des
modules a` gauche sur un anneau), c’est facile a` ve´rifier.
Pour k = 1, l’ensemble F (P1) est un singleton. Pour k = 2, l’ensemble F (P1,P2) s’identifie
naturellement a` l’ensemble Ext(P2,P1) des classes d’extensions de P2 par P1, lequel porte une
structure de C-module. L’identification s’obtient comme suit. Se donner un module filtre´ M =
(0 = M0 ⊂ M1 ⊂ M2 = M) muni d’un isomorphisme de grM sur P1⊕P2 revient a` se donner un
isomorphisme de M1 sur P1 et un isomorphisme de M/M1 sur P2, soit encore un monomorphisme
i de P1 dans M et un e´pimorphisme p de M sur P2 de noyau i(P1), soit encore une suite exacte
0 → P1
i
→M p→ P2 → 0,
2
c’est-a`-dire une extension de P2 par P1. Et l’on ve´rifie sans peine que notre relation d’e´quivalence
correspond ainsi a` l’isomorphisme usuel d’extensions.
Notre but est de trouver des conditions qui garantissent que F (P1, . . . ,Pk) porte une structure
d’espace affine sur C, et d’en calculer la dimension. Le cas k = 2 sugge`re de supposer que les
C-modules Ext(Pj,Pi) sont libres de rang fini (on verra qu’en fait seuls comptent les couples tels
que i < j). On proce`de ensuite a` un de´vissage. En vue d’une re´currence sur k, on invoque une
surjection naturelle:
F (P1, . . . ,Pk)−→ F (P1, . . . ,Pk−1),
qui, a` la classe de (M,u) de´fini comme plus haut, associe la classe de (M′,u′) de´fini par
M′ = (0 = M0 ⊂ M1 ⊂ ·· · ⊂ Mk−1 = M′) et u′ = (ui)1≤i≤k−1.
L’image re´ciproque de la classe de (M′,u′) de´crit comme ci-dessus s’identifie a` Ext(Pk,M′). Noter
que Ext(Pk,M′) ne de´pend bien en effet (a` isomorphisme canonique pre`s) que de la classe de
(M′,u′). Sous les conditions ou` nous nous placerons, on verra que Ext(Pk,M′) se de´visse a` son tour
en les Ext(Pk,Pi) pour i< k, et l’on s’attend a` obtenir un espace de dimension ∑
1≤i< j≤k
dimExt(Pj,Pi).
Remarque. Une fois de´crit l’espace F (P1, . . . ,Pk), on peut poser le proble`me (apparemment plus
naturel) de la classification des M tels que grM ≃ P (ou` l’on ne prescrit pas la “polarisation” u).
On ve´rifie que ∏Aut (Pi) agit sur F (P1, . . . ,Pk) (c’est l’action sur “l’ensemble” des (M,u) par
compositions a` gauche φi ◦ui) et qu’il s’agit de quotienter par cette action. On ne s’occupera pas
ici de ce proble`me.
L’usage de l’alge`bre homologique dans les proble`mes de classification des e´quations diffe´rentielles
n’est pas nouveau, mais l’auteur de ce texte croit avoir remarque´ que l’e´tape de mode´lisation
alge´brique pre´liminaire est souvent traite´e de manie`re de´sinvolte. Ainsi, l’identification des mod-
ules d’extensions a` des conoyaux comporte presque toujours la description explicite d’une ap-
plication, parfois la preuve de sa bijectivite´, rarement la preuve de son additivite´ et (semble-t-il)
jamais la preuve de sa line´arite´. Pour cette raison, un tre`s grand soin a e´te´ ici apporte´ au de´tail des
constructions alge´briques et aux de´monstrations d’isomorphies ”e´videntes”.
Remerciements. Ce texte a e´te´ acheve´ lors d’un se´jour en tant que professeur invite´ au labora-
toire ”Algebra, Geometria y Topologia” de l’Universite´ de Valladolid, avec le soutien de l’Instituto
de Estudios Iberoamericanos. Je remercie chaleureusement Jose-Manuel Aroca, Felipe Cano y los
otros amigos de ahi pour leur accueil amical.
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1 Modules aux diffe´rences
Soient C un anneau commutatif 1, K une C-alge`bre commutative et σ un automorphisme de la
C-alge`bre K. On note:
Kσ := {x ∈ K |σx = x}
la sous-C-alge`bre des constantes, et l’on introduit l’anneau de ¨Ore des ope´rateurs aux diffe´rences:
DK,σ := K < σ,σ−1 >=
{
∑
i∈Z
aiσ
i |(ai) ∈ K(Z)
}
.
Ses e´le´ments sont des polynoˆmes de Laurent non commutatifs, et la multiplication est caracte´rise´e
par la relation de commutation tordue:
∀k ∈ Z , λ ∈ K , σk.λ = σk(λ)σk.
Le centre de la C-alge`bre DK,σ est Kσ.
Remarque. En principe, la the´orie des modules aux diffe´rences repose sur celle des corps diffe´rentiels:
K serait un corps et C := Kσ son corps des constantes. Nos hypothe`ses plus faibles sont choisies
en vue de la situation ”relative” (extension des scalaires).
De´finition 1.1 Un module aux diffe´rences sur la C-alge`bre aux diffe´rences (K,σ) (ou, pour faire
court, sur K) est un DK,σ-module a` gauche qui induit, par restriction des scalaires, un K-module
projectif de rang fini. La sous-cate´gorie pleine de DK,σ −Mod (cate´gorie des DK,σ-modules a`
gauche) forme´e des modules aux diffe´rences sera note´e Di f f Mod(K,σ). (Les deux cate´gories
sont abe´liennes et C-line´aires.)
Tout DK,σ-module a` gauche peut eˆtre re´alise´ par un couple (E,Φ), ou` E est un K-module
(obtenu par restriction des scalaires) et Φ, qui incarne la multiplication a` gauche par σ, est un
automorphisme semi-line´aire ou encore σ-line´aire, i.e. un automorphisme du groupe E tel que:
∀λ ∈ K , ∀x ∈ E , Φ(λx) = σ(λ)Φ(x).
Dans cette description, un morphisme de DK,σ-modules a` gauche de (E,Φ) dans (F,Ψ) est une ap-
plication u∈LK(E,F) (autrement dit, une application K-line´aire u : E →F) telle que Ψ◦u = u◦Φ.
Lorsque E est projectif de rang fini, nous noterons M := (E,Φ) le module aux diffe´rences corre-
spondant.
Exemple. Soient n ∈ N∗ et A ∈ GLn(K). L’application
X 7→ΦA(X) := A−1 σX
1Le choix de la lettre C peut e´voquer le corps C des complexes ou bien un corps de “constantes”.
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de E := Kn dans lui-meˆme est un automorphisme semi-line´aire et M := (Kn,ΦA) est un module
aux diffe´rences sur K. Les “vecteurs horizontaux” de M sont les X ∈ Kn tels que ΦA(X) = X ,
autrement dit, les solutions dans Kn de “l’e´quation aux σ-diffe´rences” σX = AX : c’est pour cela
que nous avons utilise´ A−1.
1.1 Description matricielle des modules aux diffe´rences
On suppose ici que le K-module E est libre de rang fini n. Cette hypothe`se sera reprise aux para-
graphes 1.2 et2.2, ou` la description matricielle sera poursuivie.
Le choix d’une base B permet d’identifier E a` Kn. Il est alors clair que Φ(B) est encore une
base de E , d’ou` l’existence de A ∈ GLn(K) telle que Φ(B) = BA−1. Si le vecteur colonne des
coordonne´es de x ∈ E dans la base B est X ∈ Kn, ce que l’on peut e´crire x = BX , le calcul:
Φ(x) = Φ(BX) = Φ(B)σ(X) = BA−1σ(X)
montre que le vecteur colonne des coordonne´es de Φ(x) dans B est A−1σ(X); autrement dit, avec
les notations de l’exemple pre´ce´dent, on obtient une identification:
(E,Φ)≃ (Kn,ΦA).
Notons enfin que les morphismes de (Kn,ΦA) dans (K p,ΦB) s’identifient aux matrices F ∈Mp,n(K)
telles que:
(σF)A = BF,
et la composition se rame`ne au produit matriciel. En particulier:
(Kn,ΦA)≃ (K p,ΦB)⇐⇒ n = p et ∃F ∈ GLn(K) : B = F[A] := (σF)AF−1;
(“Transformation de jauge”.)
1.2 Description matricielle des modules aux diffe´rences filtre´s
Soient Pi = (Gi,Ψi) (1≤ i≤ k) des module aux diffe´rences tels que les K-modules Gi soient libres
de rang fini ri . On munit chaque Gi d’une base Di, et l’on note Bi ∈GLri(K) la matrice inversible
telle que Ψi(Di) = DiBi.
Soit M un module aux diffe´rences filtre´ de gradue´ P = P1⊕·· ·⊕Pk; plus pre´cise´ment, M =
(0 = M0 ⊂M1 ⊂ ·· · ⊂Mk = M) est muni d’un isomorphisme u= (ui : Mi/Mi−1 ≃ Pi)1≤i≤k de grM
sur P. Notant Mi = (Ei,Φi), on construit par re´currence sur i = 1, . . . ,k une base Bi de Ei telle que
Bi−1 ⊂ Bi et que B ′i := Bi \Bi−1 rele`ve Di via ui (on voit au passage que les K-modules Ei soient
libres de rang fini r1 + · · ·+ ri).
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Notant Φi (resp. Φi) l’automorphisme semi-line´aire induit par Φ (resp. par Φi) sur Ei (resp.
sur Ei/Ei−1), et Ci la base de Ei/Ei−1 induite par B ′i , on de´duit de l’e´galite´ ui ◦Φi = Ψi ◦ui (duˆe
au fait que ui est un morphisme) la relation: Φi(Ci) = CiBi, puis, de cette dernie`re, la relation:
Φi(B ′i )≡ B ′i Bi (mod Ei−1).
On en tire enfin la forme triangulaire supe´rieure par blocs de la matrice de Φ dans la base B :
Φ(B) = B


B1 ⋆ ⋆
0 . . . ⋆
0 0 Bk

 .
Conforme´ment aux conventions du paragraphe 1.1, nous identifierons Pi (1 ≤ i ≤ k) a` (Kri ,ΦAi),
ou` Ai := B−1i ∈GLri(K). De meˆme, P s’identifie a` (Kn,ΦA0) et M a` (Kn,ΦA), ou` n := r1 + · · ·+ rk
et:
A0 =


A1 0 0
0 . . . 0
0 0 Ak

 et A =


A1 ⋆ ⋆
0 . . . ⋆
0 0 Ak

 .
Il faut noter qu’une telle e´criture sous-entend implicitement la donne´e d’une filtration sur M et
d’un isomorphisme de grM sur P. Si de plus M′ = (Kn,ΦA′), ou` A′ est de la meˆme forme que
A (i.e. M′ est filtre´ et muni d’un isomorphisme de grM′ sur P), alors un morphisme de M dans
M′ qui respecte les filtrations (i.e. qui envoie chaque Mi dans M′i) est de´crit par une matrice de
la forme F suivante, et l’endomorphisme induit de P ≃ grM ≃ grM′ est de´crit par la matrice F0
correspondante:
F =


F1 ⋆ ⋆
0 . . . ⋆
0 0 Fk

 et F0 =


F1 0 0
0 . . . 0
0 0 Fk

 .
En particulier, un morphisme qui induit l’identite´ sur P (et donc assure que les modules filtre´s M
et M′ appartiennent a` la meˆme classe de F (P1, . . . ,Pk)) est repre´sente´ par une matrice de G(K),
ou` G de´signe le sous-groupe alge´brique de GLn(K) de´fini par le format suivant:

Ir1 ⋆ ⋆
0 . . . ⋆
0 0 Irk

 .
Notons AU la matrice triangulaire par blocs dont la composante diagonale par blocs est A0 et donc
les blocs supe´rieurs rectangulaires correspondants sont les Ui, j ∈ Mri,r j(K) (1 ≤ i < j ≤ k); ici, U
est une notation abre´ge´e pour la famille des Ui, j. Pour tout F ∈ G(K), la matrice F[AU ] est de la
forme AV , pour une famille de Vi, j ∈Mri,r j (K). On obtient ainsi une ope´ration a` gauche du groupe
G(K) sur l’ensemble ∏
1≤i< j≤k
Mri,r j(K). Les arguments pre´ce´dents se re´sument ainsi:
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Proposition 1.2 L’application qui, a` U associe la classe de (Kn,ΦAU ) induit une bijection entre,
d’une part, le quotient de l’ensemble ∏
1≤i< j≤k
Mri,r j(K) par l’action du groupe G(K) et, d’autre
part, l’ensemble F (P1, . . . ,Pk).
2 Extensions de modules aux diffe´rences
Soit 0 → M′ → M → M′′ → 0 une suite exacte dans DK,σ−Mod. Si M′ et M′′ sont des modules
aux diffe´rences, il en est de meˆme de M (qui est K-projectif de rang fini parce que la suite est K-
scinde´e). Le calcul des extensions dans Di f f Mod(K,σ) est donc le meˆme que dans DK,σ−Mod.
On notera simplement Ext(M′′,M′) le groupe ExtDK,σ(M′′,M′) des classes d’extension de M′′ par
M′. D’apre`s [2], §7, ce groupe est muni d’une structure de C-module qui est bien de´crite dans loc.
cit. 2. On va expliciter cette structure dans le cas ou` M′ et M′′ sont des modules aux diffe´rences.
Soient donc M = (E,Φ) et N = (F,Ψ). Toute extension 0 → N → R → M → 0 de M par
N donne lieu, par oubli, a` une suite exacte de K-modules 0 → F → G → E → 0 telle que, si
R = (G,Γ), le diagramme suivant commute:
0 −−−−→ F i−−−−→ G j−−−−→ E −−−−→ 0yΨ yΓ yΦ
0 −−−−→ F i−−−−→ G j−−−−→ E −−−−→ 0
(On a encore note´ i et j les applications K-line´aires sous-jacentes aux morphismes e´ponymes.)
Puisque E est projectif, la suite est scinde´e et l’on peut d’emble´e identifier G au K-module F×E ,
ce que nous ferons; on note alors i(y) = (y,0) et j(y,x) = x. Les conditions de compatibilite´
Γ◦ i = i◦Ψ et Φ◦ j = j ◦Γ entrainent alors:
Γ(y,x) = Γu(y,x) :=
(
Ψ(y)+u(x),Φ(x)
)
, avec u ∈ Lσ(E,F),
ou` nous notons Lσ(E,F) l’ensemble des applications σ-line´aires de E dans F . (Autrement dit, u
est un morphisme de groupes tel que u(λx) = σ(λ)u(x).) Notant de plus Ru := (F ×E,Γu), qui
est un module aux diffe´rences naturellement muni d’une structure d’extension de M par N, on voit
que l’on a ainsi de´fini une application surjective:
Lσ(E,F)→ Ext(M,N),
u 7→ θu := classe de Ru.
On peut pre´ciser a` quelle condition u,v∈Lσ(E,F) ont meˆme image θu = θv, i.e. a` quelle condition
les extensions Ru et Rv sont e´quivalentes. Cela se produit s’il existe un morphisme φ : Ru → Rv
2Et, a` ma connaissance, nulle part ailleurs.
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qui induit l’identite´ sur M et N, autrement dit, une application line´aire φ : F ×E → F ×E telle
que Γv ◦ φ = φ ◦ Γu (puisque c’est un morphisme de modules aux diffe´rences) et de la forme
(x,y) 7→
(
y+ f (x),x) (car elle induit les identite´s de E et de F). Sous cette dernie`re forme, la
premie`re condition s’e´crit:
∀(y,x) ∈ F ×E ,
(
Ψ(y+ f (x))+ v(x),Φ(x)) = (Ψ(y)+u(x)+ f (Φ(x)),Φ(x)),
c’est-a`-dire:
u− v = Ψ◦ f − f ◦Φ.
Remarquons d’ailleurs que, pour tout f ∈ LK(E,F), l’application tΦ,Ψ( f ) := Ψ ◦ f − f ◦Φ est
σ-line´aire de E dans F .
Theore`me 2.1 L’application u 7→ θu de Lσ(E,F) sur Ext(M,N) est fonctorielle en M et en N,
C-line´aire et son noyau est l’image de l’application C-line´aire:
tΦ,Ψ : LK(E,F)→ Lσ(E,F),
f 7→ Ψ◦ f − f ◦Φ.
Preuve. -
Fonctorialite´.
Nous ne la prouverons (et ne l’utiliserons) que du coˆte´ covariant, i.e. en N. Nous invoquons [2],
§7.1 p. 114 exemple 3 et §7.4, p. 119, prop. 4. Soient θ la classe dans Ext(M,N) de l’extension
0 i→ N → R j→M → 0 et g : N → N ′ un morphisme dans Di f f Mod(K,σ). Soit
0 −−−−→ N i−−−−→ R j−−−−→ M −−−−→ 0yg yh yIdM
0 −−−−→ N ′ i
′
−−−−→ R′ j
′
−−−−→ M −−−−→ 0
un diagramme commutatif de suites exactes. Si θ′ est la classe dans Ext(M,N) de l’extension
0 i
′
→ N ′→ R′ j
′
→M → 0, alors:
Ext(IdM,g)(θ) = g◦θ = θ′ ◦ IdM = θ′.
On peut prendre par exemple:
R′ := R⊕N N ′ =
R×N ′
{
(
i(n),−g(n)
)
|n ∈ N}
,
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avec pour i′, j′ les fle`ches e´videntes. Prenant pour R l’extension Ru et reprenant les notations
ante´rieures pour N,M,R, et notant de plus N ′=(F ′,Ψ′), avec la condition de compatibilite´ Ψ′◦g=
g◦Ψ, on voit que le K-module sous-jacent a` R⊕N N ′ est:
G′ := F ×E×F
′
{
(
y,0,−g(y)
)
|y ∈ F}
,
muni de l’automorphisme semi-line´aire induit par l’application Γu×Ψ′ de F ×E ×F ′ dans lui-
meˆme (celle-ci laisse bien stable le de´nominateur).
L’application (y,x,y′) 7→
(
y′+ g(y),x
)
de F ×E ×F ′ dans F ′×E induit un isomorphisme de G′
sur F ′×E et l’automorphisme semi-line´aire induit sur G′ est (y′,x) 7→
(
Ψ′(y′)+ g
(
u(x)
)
,Φ(x)
)
,
c’est-a`-dire Γgu, d’ou` l’on tire que R′= Rgu. Les fle`ches i′ et j′ sont de´termine´es comme suit: i′(y′)
est la classe de (0,y′) dans G′, soit, avec l’identification ci-dessus, i′(y′) = (y′,0); et j′(y′,x) est
l’image d’un ante´ce´dent quelconque, par exemple la classe de (0,x,y′), image qui vaut j(0,x) = x.
On a donc e´tabli que la classe de l’extension Ru par Ext(IdM,g) est Rgu, ce qui est la fonctorialite´
annonce´e. Elle se traduit par la commutativite´ du diagramme suivant:
Lσ(E,F) −−−−→ Ext(M,N)yLσ(IdM ,g) yExt(IdM,g)
Lσ(E,F ′) −−−−→ Ext(M,N ′)
Line´arite´.
L’application tΦ,Ψ va bien de LK(E,F) dans Lσ(E,F) d’apre`s la remarque qui pre´ce`de imme´diatement
du the´ore`me.
Addition. La re´fe´rence est ici [2],§7.6, rem. 2 p. 124. `A partir des extensions 0→N i→R p→M→ 0
and 0 → N i
′
→ R′ p
′
→ M → 0 de classes θ,θ′ ∈ Ext1(M,N), on calcule θ+ θ′ comme classe de
l’extension 0 → N i
′′
→ R′′ p
′′
→M → 0, ou`:
R′′ :=
{(z,z′) ∈ R×R′ | p(z) = p′(z′)}
{(−i(y), i′(y)) |y ∈ N}
,
et i′′(y) est la classe de (0, i′(y)), i.e. la meˆme que la classe de (i(y),0); et p′′ envoie la classe
de (z,z′) sur p(z) = p′(z′). Si l’on prend R = Ru et R′ = Ru′ , le nume´rateur de R′′ s’identifie a`
F ×F ×E muni de l’automorphisme semi-line´aire (y,y′,x) 7→ (Ψ(y)+u(x),Ψ(y′)+u′(x),Φ(x)).
Le de´nominateur s’identifie au sous-espace {(−y,y,0) |y ∈ F} muni de l’application induite. Le
quotient s’identifie a` 0×F ×E , via l’application (y,y′,x) 7→ (0,y′′,x), ou` y′′ := y′+ y muni de
l’automorphisme semi-line´aire Φ′′ qui envoie (0,y′′,x) sur
(0,Ψ(y′)+u′(x)+Ψ(y)+u(x),Φ(x)) = (0,Ψ(y′′)+ (u+u′)(x),Φ(x)).
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On reconnait bien Ru+u′ .
Multiplication externe. La re´fe´rence est ici [2],§7.6, prop. 4 p. 119. Soit λ ∈C. On applique la
proposition indique´e au diagramme commutatif de suites exactes:
0 −−−−→ N −−−−→ Ru −−−−→ M −−−−→ 0y×λ y(×λ,IdM) yIdM
0 −−−−→ N −−−−→ Rλu −−−−→ M −−−−→ 0
Si θ, θ′ sont les classe dans Ext(M,N) des deux extensions, on de´duit de loc. cit. que:
θ′ ◦ IdM = (×λ)◦θ =⇒ θ′ = λθ.
La classe de l’extension Rλu est donc bien e´gale au produit par λ de la classe de l’extension Ru.
Exactitude.
Elle de´coule imme´diatement du calcul qui pre´ce`de l’e´nonce´ du the´ore`me. ✷
2.1 Le complexe des solutions
De´finition 2.2 On appelle complexe des solutions de M dans N le complexe de C-modules:
tΦ,Ψ : LK(E,F)→ Lσ(E,F),
f 7→ Ψ◦ f − f ◦Φ.
concentre´ aux degre´s 0 et 1.
Il est bien clair que ce sont bien des C-modules et que l’application est bien de´finie (elle va
dans son but !) et C-line´aire.
Corollaire 2.3 Le complexe des solutions a pour homologie H0 = Hom(M,N) et H1 = Ext(M,N)
et ceci, fonctoriellement.
Preuve. - Pour H1, c’est le the´ore`me. Pour H0, on voit que le noyau de tΦ,Ψ est le C-module
{ f ∈ LK(E,F) |Ψ◦ f = f ◦Φ}, c’est-a`-dire Hom(M,N); et la fonctorialite´ est ici e´vidente. ✷
Corollaire 2.4 De la suite exacte 0 → N ′ → N → N ′′ → 0, on de´duit la “longue suite exacte de
cohomologie”:
0→Hom(M,N ′)→Hom(M,N)→Hom(M,N ′′)→ Ext(M,N ′)→ Ext(M,N)→ Ext(M,N ′′)→ 0.
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Preuve. - On conserve les notations pre´ce´dentes (que l’on adapte de plus a` N ′′). La suite exacte
de K-modules (projectifs) 0 → F ′ → F → F ′′ → 0 e´tant scinde´e, les deux lignes du diagramme
commutatif:
0 −−−−→ LK(E,F ′) −−−−→ LK(E,F) −−−−→ LK(E,F ′′) −−−−→ 0ytΦ,Ψ′ ytΦ,Ψ ytΦ,Ψ′′
0 −−−−→ Lσ(E,F ′) −−−−→ Lσ(E,F) −−−−→ Lσ(E,F ′′) −−−−→ 0
sont exactes, et il suffit alors d’invoquer le lemme du serpent. ✷
2.2 Description matricielle des extensions de modules aux diffe´rences
On suppose ici E et F libres sur K, et l’on ope`re les identifications correspondantes M = (Km,ΦA),
A ∈ GLm(K) et N = (Kn,ΦB), B ∈ GLn(K). Une extension de N par M est alors de la forme
R = (Km+n,ΦC), ou` C =
(
A U
0n,m B
)
pour une certaine matrice rectangulaire U ∈ Mm,n(K); nous
noterons C = CU . L’injection M → R et la projection R → N ont respectivement pour matrice(
Im
0n,m
)
et
(
0n,m In
)
. L’extension ainsi de´finie sera note´e RU .
Un morphisme d’extensions RU → RV est une matrice de la forme F =
(
Im X
0n,m In
)
pour une
certaine matrice rectangulaire X ∈ Mm,n(K). La condition de compatibilite´ avec les automor-
phismes semi-line´aires s’e´crit:
(σF)CU =CV F ⇐⇒U +(σX)B = AX +V ⇐⇒V −U = (σX)B−AX .
Corollaire 2.5 Le C-module Ext1(N,M) s’identifie ainsi avec le conoyau de l’endomorphisme
X 7→ (σX)B−AX de Mm,n(K).
Preuve. - La construction ci-dessus fournit une bijection, mais il re´sulte du the´ore`me 2.1 qu’il
s’agit bien d’un isomorphisme. ✷
3 Extension des scalaires
On veut conside´rer F (P1, . . . ,Pk) comme un sche´ma sur C, donc comme un foncteur (repre´sentable)
C′❀ F (C′⊗C P1, . . . ,C′⊗C Pk) des C-alge`bres commutatives vers les ensembles. Pour cela, on va
e´tendre ce qui pre´ce`de en une situation “relative”.
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Soit C′ une C-alge`bre commutative. On note:
K′ :=C′⊗C K et σ′ := 1⊗C σ.
Donc K′ est une C′-alge`bre commutative et σ′ est un automorphisme de cette C′-alge`bre. On a
alors:
DK′,σ′ := K′ < σ′,σ′
−1
>= K′⊗K DK,σ =C′⊗C DK,σ.
Ces e´galite´s signifient: isomorphismes naturels (fonctoriels).
Pour tout module aux q-diffe´rences M = (E,Φ) sur (K,σ), on obtient un module aux q-
diffe´rences M′ = (E ′,Φ′) sur (K′,σ′) en posant:
E ′ = K′⊗K E =C′⊗C E et Φ′ = σ′⊗K Φ = 1⊗C Φ.
(C’est bien un DK′,σ′ -module a` gauche qui est projectif de rang fini sur K′.) Nous le noterons
M′ = C′⊗k M pour faire ressortir sa de´pendance en C′. La proposition suivante est l’outil pour
traiter le cas ou` k = 2.
Proposition 3.1 Soient M,N deux modules aux q-diffe´rences sur (K,σ). On a un isomorphisme
fonctoriel de C′-modules:
ExtDK′ ,σ′ (C
′⊗C M,C′⊗C N)≃C′⊗C ExtDK,σ(M,N),
et un e´pimorphisme fonctoriel de C′-modules:
C′⊗C HomDK,σ(M,N)→ HomDK′ ,σ′ (C
′⊗C M,C′⊗C N).
Preuve. - On notera M′ =C′⊗C M, E ′ = K′⊗K E etc. Les K-modules E,F e´tant projectifs de rang
fini, on a des isomorphismes naturels:
C′⊗C LK(E,F) = LK′(E ′,F ′) et C′⊗C Lσ(E,F) = Lσ′(E ′,F ′).
(C’est imme´diat si E et F sont libres et le cas ge´ne´ral s’en de´duit.) En tensorisant la suite exacte
(fonctorielle):
0 → HomDK,σ(M,N)→ LK(E,F)→ Lσ(E,F)→ ExtDK,σ(M,N)→ 0,
on obtient la suite exacte:
C′⊗C HomDK,σ(M,N)→C
′⊗C LK(E,F)→C′⊗C Lσ(E,F)→C′⊗C ExtDK,σ(M,N)→ 0.
Les deux conclusions viennent alors par comparaison avec la suite exacte:
0 → HomDK′ ,σ′ (M
′,N ′)→ LK′(E ′,F ′)→ Lσ′(E ′,F ′)→ ExtDK′ ,σ′ (M
′,N ′)→ 0.
✷
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Proposition 3.2 Soit 0= M0 ⊂M1 ⊂ ·· · ⊂Mk = M une k-filtration de gradue´ P1⊕·· ·⊕Pk. Alors,
notant M′i :=C′⊗C Mi et P′i :=C′⊗C Pi, on obtient une k-filtration 0 = M′0 ⊂M′1 ⊂ ·· · ⊂M′k = M′
de gradue´ P′1⊕·· ·⊕P′k.
Preuve. - Les Pi e´tant projectifs en tant que K-modules, les suites exactes 0→Mi−1→Mi →Pi → 0
sont K-scinde´es, donc donnent lieu par changement de base K′⊗K aux suites exactes 0→M′i−1 →
M′i → P′i → 0. ✷
Si (M,u) de´signe le couple forme´ de l’objet k-filtre´ ci-dessus et d’un isomorphisme pre´cise´ de
grM sur P1⊕·· ·⊕Pk, on notera (C′⊗C M,1⊗C u) le couple analogue de´duit de la proposition.
De´finition 3.3 On de´finit comme suit un foncteur F de la cate´gorie des C-alge`bres commutatives
dans la cate´gorie des ensembles. Pour toute C-alge`bre commutative C′, on pose:
F(C′) := F (C′⊗C P1, . . . ,C′⊗C Pk).
Pour tout morphisme C′ → C′′ de C-alge`bres commutatives, l’application F(C′) → F(C′′) est
donne´e par:
classe de (M′,u′) 7→ classe de (C′′⊗k′ M′,1⊗C u′).
L’ensemble F(C′) est bien de´fini d’apre`s les constructions du de´but de cette section. L’application
F(C′)→ F(C′′) est bien de´finie au niveau des couples en vertu de la proposition et elle passe au
quotient (ve´rification laisse´e au lecteur). Enfin, on a bien un foncteur (l’image d’un morphisme
compose´ est le compose´ des images) en vertu de la re`gle de contraction des produits tensoriels,
qui donne ici:
C′′′⊗C′′ (C′′⊗C′ M′) =C′′′⊗C′ M′.
4 Notre espace de modules
Pour simplifier (et parce que c’est correct !), dans ce qui suit, au lieu de dire “le foncteur F est est
repre´sentable par un espace affine sur C (de dimension d)”, on dira “le foncteur F est un espace
affine sur C (de dimension d)”
Theore`me 4.1 On suppose que, pour 1 ≤ i < j ≤ k, on a Hom(Pj,Pi) = 0 et que le C-module
Ext(Pj,Pi) est libre de rang fini δi, j. Alors le foncteur C′❀ F(C′) := F (C′⊗C P1, . . . ,C′⊗C Pk) est
un espace affine sur C de dimension ∑
1≤i< j≤k
δi, j.
Preuve. - Lorsque k = 1, c’est trivial. Lorsque k = 2, notant V le C-module libre de rang fini
Ext(P2,P1), il s’agit (en vertu de la proposition 3.1) du foncteur C′❀C′⊗C V qui est repre´sente´
par l’alge`bre syme´trique du dual de V , laquelle est une alge`bre de polynoˆmes sur C. Au dela`, on
va raisonner par re´currence sur k en invoquant le lemme 2.5.3, p. 139 de [1]:
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Lemme 4.2 Soit u : F → G une transformation naturelle entre deux foncteurs des C-alge`bres
commutatives vers les ensembles. On suppose que G est un espace affine sur C et que, pour
toute C-alge`bre commutative C′ et tout b ∈ G(C′), la “fibre de u en b”, qui est le foncteur des
C′-alge`bres commutatives vers les ensembles
C′′❀ u−1C′′
(
G(C′→C′′)(b)
)
est un espace affine sur C′. Alors F est un espace affine sur C.
Dans loc. cit., ce the´ore`me est prouve´ pour C = C, mais l’argument est manifestement valable
pour tout anneau commutatif. En voici le squelette. On choisit B =C[T1, . . . ,Td ] qui repre´sente (ou
dont le spectre repre´sente) G. On prend pour b l’identite´ de G(B) = Hom(B,B) (“point ge´ne´ral”);
la fibre est repre´sente´e par B[S1, . . . ,Se]. On prouve alors que C[T1, . . . ,Td ,S1, . . . ,Se] repre´sente
F . Cela donne en passant un calcul de la dimension de l’espace affine F comme somme des
dimensions de G et de la “fibre ge´ne´rale”. Dans notre application, toutes les fibres auront meˆme
dimension. Avant de poursuivre la preuve du the´ore`me, de´montrons une proposition auxiliaire.
Proposition 4.3 Soit C′ une C-alge`bre commutative et soit M′ un module aux diffe´rences sur
K′ :=C′⊗C K admettant une (k−1)-filtration: 0 = M′0 ⊂M′1 ⊂ ·· · ⊂M′k−1 = M′ telle que grM′ ≃
P′1⊕·· ·⊕P′k−1 (comme d’habitude, P′i :=C′⊗C Pi). Alors le foncteur en C′-alge`bres commutatives
C′′❀ Ext(C′′⊗C Pk,C′′⊗C′ M′) est un espace affine sur C′ de dimension ∑
1≤i≤k
δi,k.
Preuve. - D’apre`s la proposition 3.1, il s’agit du foncteur C′′ ❀ C′′⊗C′ Ext(P′k,M′). De chaque
suite exacte 0 → M′i−1 → M′i → P′i → 0 on de´duit la longue suite exacte de cohomologie de´crite
au corollaire 2.4; mais, de la proposition 3.1, on de´duit que, pour toute C-alge`bre commutative C′,
on a Hom(C′⊗C Pj,C′⊗C Pi) = 0 et que le C′-module Ext(C′⊗C Pj,C′⊗C Pi) est libre de rang fini
δi, j. Vues les e´galite´s Hom(P′j,P′i ) = 0, la longue suite exacte prend ici la forme raccourcie:
0 → Ext(P′k,M′i−1)→ Ext(P′k,M′i)→ Ext(P′k,P′i )→ 0,
et, pour i= 1, . . . ,k−1, ces suites sont scinde´es, le membre droit e´tant libre. On a donc finalement:
Ext(P′k,M′)≃
M
1≤i≤k
Ext(P′k,P′i ),
qui est libre de rang ∑
1≤i≤k
δi,k. Comme dans le cas k = 2 (qui est d’ailleurs un cas particulier de
cette proposition), le foncteur indique´ est repre´sentable par l’alge`bre syme´trique du dual de ce
module. ✷
Terminons la preuve du the´ore`me. Outre le foncteur F(C′), on conside`re le foncteur C′❀G(C′) :=
F (C′⊗C P1, . . . ,C′⊗C Pk−1), dont on peut supposer que c’est un espace affine sur C de dimension
∑
1≤i< j≤k−1
δi, j (hypothe`se de re´currence). La transformation naturelle de F dans G est celle que
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l’on a de´crite a` la fin de l’introduction, page 3. Un e´le´ment b ∈ G(C′) est la classe d’un couple
(M′,u′), objet (k−1)-filtre´ sur C′, et la fibre correspondante est le foncteur e´tudie´ dans la propo-
sition auxiliaire ci-dessus. Le lemme de Babbitt et Varadarajan permet alors de conclure. ✷
Remarque. L’isomorphisme Ext(P′k,M′) ≃
L
1≤i≤k
Ext(P′k,P′i ) n’est pas fonctoriel. Cependant, on
doit pouvoir tirer un peu plus de la preuve ci-dessus:
• La transformation naturelle de F dans G identifie l’espace affine F au produit de l’espace
affine G par l’espace affine C′❀
L
1≤i≤k
Ext(P′k,P
′
i ).
• Si l’on a des coordonne´es sur chaque Ext(Pj,Pi), on a des coordonne´es sur F .
Ces ame´liorations sont exploite´es dans [3].
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