ABSTRACT The growing amount of data on the Internet has led to a situation in which it is essential to process these data to generate new services with the specific aim of improving people's daily living conditions. Transport data is of the utmost importance, since everyday people have to move around to perform some daily tasks, such as going to work, studying and shopping, and this means that the number of journeys by public transport grows daily. People with special needs make a large number of these trips, but they do not have sufficient information about the accessibility of the routes they want to take. Although there are numerous websites and applications that provide information on public transport services, most do not provide detailed information on the accessibility of the routes. We are, therefore, developing a technological framework for the processing, management, and exploitation of open data to promote accessibility to urban public transport. This is taking place within the framework of the Access@City project. This paper specifically focuses on the data extraction and processing of the existing information on the web concerning public transport and its accessibility for the generation of an open data repository in which to store this information. We, therefore, propose a method for the semi-automatic generation of a data scraper for the public transport domain. This method allows the extraction of public transport data and the existing accessibility information from a selected website. We have additionally developed a web tool that employs the aforementioned method to generate a data scraper for the public transport domain.
I. INTRODUCTION
The volume of data on the Internet has exploded in the last few years, during which time more data has appeared than in the entire previous history of the human race. The volume of unstructured data that users create and make available on the Internet grows each day. It is, however, important to note that these users use or analyze only a very small percentage of this information [1] . Furthermore, the advances in the management of massive data (Big Data), the general spread of mobile devices and the growing influence of the Internet of Things (IoT) that have taken place in recent years have caused an exponential increase in the capability to gather and process information. This, together with a greater emphasis on the transparency of public administrations that has materialized
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in a variety of Open Data initiatives has provided the public with a huge unprecedented computational power.
In this context, it is now possible to collect this huge volume of data from the existing sources on the Internet and process it, thus allowing the definition of new services with the specific goal of improving the conditions of the population's daily life. Transport is one of the aspects that most critically affects these life conditions, particularly in the case of people with special mobility needs. According to the World Bank [2], one billion people, or 15% of the world's population, have some type of disability. Although this depends on each country, a significant percentage of the people who use public transport have special mobility needs [3] .
In spite of the huge volume of data on the Internet, there is a significant lack of open public transport data and of information regarding its accessibility. This accessibility information VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ is often available on-line, but is difficult to attain and exploit, as it is frequently in several unstructured and non-reusable data sources. In order to address this lack, we are currently defining an open data repository in which to store public transport data and information regarding the accessibility of that transport. The first step in the process of developing this repository consists of extracting the data from public transport web sources. The format of this information is, in most cases, unstructured, which is the main reason why extracting it from non-semantic data sources is difficult. The second step consists of annotating this data semantically with a specific vocabulary concerning the features of public transport and its accessibility information by using our MANTO ontology [4] , [5] . This is a light ontology based on the Identification of Fixed Objects in the Public Transport (IFOPT) reference data model (CEN/TC278 2012) [6] , on the European Reference Data Model for Public Transport Information (Transmodel) [7] and on the General Transit Feed Specification (GTFS) [8] . The third and last step consists of storing the semantically annotated data (in JSON format) in a document-oriented NoSQL database [9] . This paper focuses on the first step, and more specifically, on extracting public transport data from existing Internet sources using web scraping techniques. As carrying out the programming task manually can be a very time-consuming task because these sources tend to be very different from each other, and because of the unstructured nature of the sources, we propose to automate the extraction of data from public transport sources as far as possible. However, although the websites sometimes provide certain facilities for data processing (e.g., by providing APIs, GTFS, XML, CSV. . . ), in most cases no accessibility information is available. For example, Google Transit (the public transportation planning feature of Google that combines the transport agency data with Google Maps) does not include all the accessibility information included on the public transport websites. This means that not all the information available in public sources can be found by search engines. Furthermore, even if this information is present, these engines may not provide it in a processable format. In addition, most of the APIs that could provide this information are neither open nor free, and therefore the apps or services have to pay charges for using them. Moreover, some of them impose limits to the number of accesses, which also restricts the way in which these applications make use of these data.
We, therefore, propose a method for the semi-automatic generation of a specifically designed web scraper for the public transport domain and additionally present the web tool developed in order to generate web scrapers in the public transport domain according to the proposal.
With this method we will be able to quickly obtain a personalized data scraper for the website at hand, which is identified as the most relevant data source. If eventually the data of the website changes, it will be sufficient to execute the generated scraper again and the updated data will be obtained in a few minutes. When the website structure changes, which does not happen frequently, the method makes possible to easily generate a new data scraper.
The remainder of the paper is as follows: Section 2 presents some related work, while Section 3 briefly describes the context of our work. Section 4 provides a definition of the domain model for public transport and analyzes the content and structure of the 50 largest metro or subway systems in the world, in terms of the number of stations. Section 5 shows the data extraction process using manually developed scrapers for two public transport websites: the Madrid Metro (www.metromadrid.es) and the U-Bahn in Munich (www.mvg.de). Section 6 shows the proposed data extraction method for the semi-automatic generation of a scraper in the public transport domain, while Section 7 provides a validation of the proposal through the development of a web tool, which, after personalizing some parameters, makes it possible to generate an almost complete web scraper for a specific website. Finally, Section 8 shows a summary of the main conclusions and future work.
II. RELATED WORK
Web data extraction has countless applications, from social sciences [10] to health [11] , e-commerce [12] , the agricultural market [13] or criminal justice [14] . As stated previously, the Internet and, more specifically, the World Wide Web, currently present a huge amount of information in different formats and from different origins. Moreover, in many cases, this is the only source that makes certain information available to the public. Nevertheless, extracting data from websites is difficult, one of the main problems being that of automatically detecting ''the occurrence of objects of interest and their properties and to save them in a database in a unified format'' on the websites [15] .
Although several works summarize different approaches for the extraction of information from the web [16] - [19] , the use of some kind of automatic tool is mandatory. Web scraping tools allow the extraction of data from websites for their use in a more structured format.
There are different types of web scraping techniques [18] , [20] , whose various solutions range from ad-hoc developments, requiring human effort, to fully automated systems. For example, it is very easy to use APIs for data extraction, but it is not possible to personalize the results, that is, the information appears in the format selected by the provider. Some other software tools allow the development of customized web-scraping solutions. This kind of software may discover the data structure of the analyzed site and may avoid having to manually write code for the web scraping. Moreover, these tools can provide some functions that allow the extraction and transformation of the web content, and facilities with which to store the data in databases. The direct extraction of data from an API is also possible through the use of certain web scraping tools.
An important decision when developing a web scraping tool is, therefore, whether to develop one's own application (see, for example, [21] ) or to use an existing tool. Tools can be classified as [20] : partial tools, which are typically plugins to third-party software and usually focus on a specific scraping technique (for instance, HTML tables), and complete tools, which provide a general scraping service and offer advanced features. A more detailed classification of methods and systems takes into account the data extraction task that a system is able to perform [15] : methods that are applicable to individual websites (the manual development of wrappers, supervised methods and unsupervised methods) and methods that are applicable to a whole application domain (domain-specific methods and domain-agnostic methods). Domain specific applications make it possible to detect patterns or common structures on the websites. In the case of public transport websites, there appear to be two means of organizing the information: lines composed of stations and stations belonging to lines (see Section 4). 
III. CONTEXT
This paper is part of the Access@City project [4] , which came into being with the objective of defining a technological framework for the processing, management and exploitation of open data in order to promote accessibility to city public transport (see Fig. 1 ). It, therefore, addresses the integration of the accessibility data obtained from three types of sources: 1) existing open data or those obtained by employing the web scraping of non-semantic data sources; 2) private data regarding currently accessible routes, obtained through the use of crowdsourcing and which users themselves provide by employing their mobile devices, and that Big Data techniques also process by integrating both historical and real-time data into a datastore [22] , and 3) the data obtained from traffic sensors that already exist in the context of a smart city.
The intention is to semantically harmonize these data sources while maintaining their diversity, and to use them to feed an open data management platform consisting of a repository (data hub) and a service generation layer. This layer will be able to give consumers access to the data by automatically generating customized APIs comprising services adapted to available data that different applications can exploit. We pay particular attention to mobile applications, which could allow public transport users to obtain accessible routes between two points in a city in real time, or even combine different transport networks. These apps could translate the information concerning a smart city into an accessibility context, and the result would be the definition of an accessible city. This paper focuses on the extraction of transport data and their accessibility (highlighted in red in Fig. 1 ). Users can obtain this data from existing open data by using the web scraping of non-semantic data sources. The remaining parts of Fig. 1 show the rest of the architecture on which we are working in the Access@City project.
IV. PUBLIC TRANSPORT SOURCE ANALYSIS
As mentioned previously, in order to address the development of an open data repository for accessible public transport data, it is necessary to tackle the extraction of the public transport information and its accessibility data from the existing Internet sources.
A. PUBLIC TRANSPORT DOMAIN MODEL
It was first necessary to specify a simplified public transport domain model that would include the public transport and accessibility elements with the objective of analyzing them in the existing public transport sources on the Internet.
We, therefore, first carefully studied the IFOPT reference data model [6] , which is a standard that defines a model for the main fixed objects related to access to Public Transport (e.g., stop points, stations, connection links, entrances), and also includes constructions with which to describe accessibility data. IFOPT extends a previous model, i.e., the European Reference Data Model for Public Transport Information (Transmodel [7] ). Transmodel is the European reference data model in the field, which provides a model of both public transport concepts and data structures that may be useful when building information systems related to the different kinds of public transport. It does not, however, provide any information about accessibility. IFOPT includes specific structures with which to describe accessibility data concerning the equipment of vehicles, stops and access areas, among others. The IFOPT data model was the basis employed to define the domain model (see Fig. 2 ) by employing the terminology most frequently used on the public transport websites analyzed.
The public transport Lines comprise n Stations. Each of these Stations can have Connections to other Lines and/or Transfers to other means of transport. There are also Accessibility Elements, which are present at the Stations and can serve to satisfy different users' needs. The Accessibility Elements can be Auditory and Visual elements, Lifts, Stairs, Escalators or Ramps. Examples of users' needs are someone moving with a (twin) baby carriage or someone with a phobia about escalators or lifts. Table 1 provides a summary of the elements and their correspondence with these users' needs. Table 2 shows the correspondence among the terms used in the domain model and those in the IFOPT model or inherited from the Transmodel specification. 
B. PUBLIC TRANSPORT INTERNET SOURCES
In order to analyze how the provision of public transport data occurs and how websites consider accessibility, we carried out a study of the public transport websites of a set of cities around the world, studying the data originating from only one kind of public transport in order to obtain comparable data. This kind of public transport was, specifically, metro systems, also known as rapid transit train systems. Because the differences between metros and other means of public transport, such as light rail or commuter rail, are not always clear, we followed the definition provided by the International Association of Public Transport (UITP, Union Internationale des Transports Publics), according to which metro systems are urban rail systems ''operated on their own right of way and segregated from general road and pedestrian traffic'' [23] . Using this definition, the UITP considers that 180 metro systems existed in the world in 2017.
We then analyzed the 50 largest metro systems in the world in terms of the number of stations. We chose the number of stations rather than the number of passengers or the total length of the metro network because number of stations is a good parameter of the complexity of the network (in fact, there is some correlation between, for example, the length and number of stations).
The 50 metro networks examined belong to 24 different countries, with the following distribution: 27 metro networks in 8 Asian countries; 14 metro networks in 10 European countries; and 9 metro networks in 6 American countries. China is clearly the country with the most metro networks (15), followed by Japan and the United States (4). Of the set of 50 metro networks examined, the 10 most recently opened are in China. The average number of stations is 132 and the average length is 169 km.
We studied the structure of the website, and the information concerning the accessibility elements of the metro networks available. There are basically two organization patterns on the websites: information about lines, which allow users to access their stations (Line-Station structure, see example in Fig. 3) , and information about stations, which contains information on the line to which they belong (Station-Line structure, see example in Fig. 4 ). Of the websites examined, 56% correspond to these kinds of organizations (28 out of 50). Some websites contain both structures. The remaining websites present the information using PDF files or by using some sort of image format, which makes it difficult to obtain and to process the information.
Accessibility information is ideally stored on the same page that contains the information regarding the stations, but the website sometimes presents this information as some kind of generic textual information or some other structure that is hard to process. Therefore, although 86% of the websites (43 out of 50) include some kind of accessibility information, only 24% (of the 50) are automatically processable.
The main result of this study was the discovery that the information appears in different formats, with different structures and is, therefore, difficult to process, which makes its extraction and analysis complicated. Although some of the websites provide certain facilities for data processing (e.g., by providing APIs, GTFS, XML or CSV), few of them include information about the accessibility of the metro network (for example, Milan provides information about access using wheelchairs in a GTFS format).
V. DESIGNING TWO AD-HOC DATA SCRAPERS FOR PUBLIC TRANSPORT WEBSITES
After carrying out this study, we selected two of the websites analyzed: the Madrid Metro (www.metromadrid.es) and the U-Bahn in Munich (www.mvg.de). The reason for these choices was that both include the accessibility information regarding their stations and that they present the information regarding their stations using different structures. In the case of the Madrid Metro, the information appears in the form of lines composed of stations, while in that of the U-Bahn in Munich, the information on the website appears as stations that belong to the lines of different means of transport. However, when developing our web scraper, we focused solely on the lines of the U-Bahn of Munich.
As neither of these public transport metro system websites provide the option of downloading the data in a processable format, it is necessary to extract this information using web scraping techniques. As stated in Section 2, there are different types of web scraping techniques [13] , [18] . Owing to the diversity of the structures of the websites that contain the information related to public transport and the need to personalize the results, in this case the most appropriate technique would appear to be the customized generation of a scraper.
For the aforementioned reasons, we programmed a customized scraper for each of the websites (the Madrid Metro and the U-Bahn of Munich) in order to obtain the data required regarding their lines, an ordered list of each of their stations and the corresponding accessibility information. 5 shows the basic steps required to extract data from websites by means of a web scraper. It is first necessary to retrieve the HTML data from a data source (website), then parse the data using scraping techniques and store the target information. It is also optionally possible to repeat this process on another website.
We developed the Web scrapers by using the Python [21] Beautiful Soup libraries to pull data out of HTML, and urllib to obtain the information concerning the HTML page.
The development process for Madrid Metro consisted of accessing the website that contains the lines of the metro in order to obtain a list of the links to each of the metro lines. The access to each of these metro lines allowed the attainment of a list of links to the stations on each of the lines. Each of these links made it possible to obtain the name of the station, its connections and the accessibility information concerning that station (in this case, lifts, escalators, travellators and ramps). We then stored the information obtained in a Python dictionary and subsequently converted it into a JSON document with the following structure. website containing the information regarding the stations in order to obtain a list of links to the metro stations. This made it possible to obtain the name of the station, the connections and accessibility information (in this case, lifts, escalators, travellators and ramps), along with the list of lines to which the stations belong. It was then necessary to store the information obtained in a Python dictionary and convert it into a JSON document with the structure shown below. [4] , [5] to semantically annotate the resulting JSON documents, which we then stored in a document oriented NoSQL [24] database, MongoDB [25] .
However, the manual programming of these data scrapers was a tedious and very time-consuming task owing to the unstructured nature of the websites. In the following section we propose to automate, as far as is possible, the data extraction task by means of a method for the semi-automatic generation of data scrapers.
VI. SEMI-AUTOMIC DATA EXTRACTION METHOD
The bases employed for the definition of the method with which to semi-automatically generate the web scrapers for the public transport domain were the two manually developed websites (of the Madrid Metro and the Munich U-Bahn).
The first task in this respect was to analyze the tasks and the code of both of the scrapers developed, in order to extract the main rules.
It was then necessary to define a generic method for the semi-automatic generation of a web Scraper for the specific public transport domain, including some generic rules specified in structured natural language. The process started with the selection of the web sources and the corresponding domain model, which was, in this case, the public transport domain model (see Fig. 2 ). Details of the tasks included in the proposed method (represented in Fig. 6 ) appear as follows, along with the necessary inputs.
INPUT: Select the public transport website (obtain the URL).
INPUT: Search the main concepts of the domain model on the website: lines, stations, connections, transfers and accessibility elements (for example, lifts, escalators, travellators, ramps, International Symbol of Access (ISA)).
1. Match the name of the public transport elements found on the website with the elements of the public transport domain model (for example, the elevator element on the website is matched with the element lift in our public transport domain model). 2. Analyze the website structure to discover whether its structure is: a) lines composed of stations or b) stations belonging to lines. Depending on the structure of the website, the scraper has to obtain: a) For each line:
• Stations that comprise the metro line. For each of the stations:
• Connections / Transfers • Existing accessibility elements b) For each station:
• Line/s to which the station belongs • Connections / Transfers • Existing accessibility elements 3. Find the entities and relationships of the public transport domain model on the website in order to select the specific transformation rules. 4. Apply the specific transformation rules for each case: a) Lines composed of stations:
• Introduce an existing Line (a Line of a selected metro website).
• Introduce an existing Station on the Line introduced.
• Find the introduced Line on the website (all Lines will be at the same level in the HTML /XML tree, that is, they are siblings.). The Line found could be: • Text: In this case it will not be possible to obtain more information from this website.
• Link: Access the corresponding link of the Line. Introduce information about the Accessibility Elements on this website Search for the introduced Station within the accessed Line link.
-Obtain its Connections -Obtain its Transfers -Retrieve the existing Accessibility Elements Repeat for each of the siblings of the introduced Station.
• Repeat for each of the siblings of the introduced Line b) Stations belonging to Lines:
• Introduce an existing Station on the Metro website selected.
• Find the introduced Station on the website (all Stations will be at the same level in the HTML /XML tree: siblings).). The Station found could be:
• Text: In this case it will not be possible to obtain more information from this website.
• Link: Access the corresponding link of the Line. Introduce information about the Accessibility Elements on this website Search for the following information within the accessed Station link.
-Obtain its Connections -Obtain its Transfers -Retrieve the existing Accessibility Elements -Obtain the list of Lines to which the Station belongs.
• Repeat for each of the siblings of the introduced Station The application of the proposed method represented in Fig. 6 makes it possible to semi-automatically generate a web scraper for this specific domain, which will be able to extract the public transport information. The following section shows the semi-automatic scraper generator tool developed in order to validate and refine the proposal.
VII. SEMI-AUTOMATIC SCRAPER GENERATOR TOOL FOR THE PUBLIC TRANSPORT DOMAIN
We have developed a web tool for the semi-automatic generation of a web scraper for public transport websites, according to the method proposed in the previous section.
The framework used for its development was Spring Boot, which is well suited to web application development. We also used XPath [26] , which is an XML language that uses path expressions to navigate in the tree structure of XML documents. This choice occurred because the majority of public transport websites have a tree structure and XPath will, therefore, facilitate the task of navigating through the content of these websites in order to obtain the public transport elements (ancestors and siblings). The Python code generated by the web scraper is obtained also using Python [21] , specifically the lxml Python library (etree function), in order to pull data out of XML and HTML, and the Python HTTP Library ''Request'' to obtain information from HTML. According to the method employed, and as Fig. 7 shows, after choosing a public transport website and analyzing its structure, the user has to enter the URL and select the website structure: a) lines composed of stations ''Line-Station'' or b) stations belonging to lines ''Station-Line''. The user has to select the ''Others'' option if the structure does not correspond to any of the previous ones. In this case, the tool generates only a basic code skeleton with comments to guide the developer in the scraper programming task.
Depending on the option selected by the user, the tool will perform one process or another, as the following subsections describe.
A. LINE-STATION STRUCTURE
For the semi-automatic generation of a scraper for a public transport website with a ''line composed of stations'' structure, the tool carries out the following steps:
1. The application has to access the website using the URL entered, which contains the information concerning the lines. 2. The user has to introduce one existing line name, thus enabling the application to obtain the absolute path of the introduced line by means of XPath. 3. The absolute path obtains a list of links for each line. 4. The user also has to introduce an existing station on the line entered, which allows the application to obtain the absolute path of the introduced station on the chosen line.
4. The absolute path of this station obtains a list of links to all the stations, which the user accesses to obtain the information regarding each of the stations: station name, connections, correspondence and accessibility information. Fig. 8 , shows a screenshot of the Line-Station Form. 
B. STATION-LINE STRUCTURE
For the generation of a web scraper for a website with a ''stations belonging to lines'' structure, the steps that the developed tool carries out are the following:
1. The application has to access the website using the URL entered, which contains the stations. 2. The user has to introduce an existing station, thus enabling the application to obtain the absolute path of the introduced station by means of XPath. 3. This absolute path makes it possible to obtain a list of links to each of the stations. 4. When accessing each of these links, the user can obtain the information regarding each station: station name, connections, correspondence and accessibility information. 5. The correspondence to the other lines of each station makes it possible to obtain a list of the lines passing through each station. Fig. 9 shows a screenshot of the Station -Line Form of the web application.
C. SEMI-AUTOMATICALLY GENERATED SCRAPER
In both of the previous cases, the web tool returns a nearly fully functional web scraper after the user enters the URL of the website and some of the information required in the language used in the website in order to customize the scraper generation according to its structure (see highlighted part of Fig. 10) .
The Python code generated by the web scraper contains useful comments for developers, thus enabling them to easily adapt its behavior. Moreover, in both cases, the user has to identify the garbage elements generated and eliminate them from the generated scraper.
After executing the web scraper, it semi-automatically annotates the obtained data according to the MANTO ontology and stores them in JSON documents, and the MongoDB repository makes them persistent.
D. VALIDATION
We validated the method by developing the tool described in the previous section and then using that tool to generate several web scrapers, as shown below.
In a first iteration, we generated the web scrapers for the Madrid Metro and the U-Bahn of Munich using the first version of the tool. This assisted in the development and refinement of the tool, in addition to improving the method in an iterative and incremental manner.
We then used the refined tool to generate scrapers with which to retrieve the information concerning the metros and their accessibility information for several of the metro websites in the world. The websites in question were those of the metro systems that include accessibility information, and which it is possible to classify according to one of the detected structures: line-station or station-line.
We specifically developed web scrapers for the Barcelona Metro (a line-station structure), the Madrid Metro (a new version of the website with a line-station structure), the Toronto Subway (a station-line structure), the Porto Alegre Metro (a station structure, as it has only one line), the Rotterdam Metro (a line-station structure), the Istanbul Metro (a linestation structure) and the Shanghai Metro (a line-station structure). In the last case, it was necessary to solve some codification problems owing to the Chinese character set.
This validation made it possible to evaluate the following criteria:
1) Development time using the tool when compared with the manual development of the scrapers, and measured in terms of development hours, including the time required to analyze the structure and code of the websites, which is, in most cases, the most time-consuming task. 2) Quality of the public transport and its accessibility data obtained with regard to the data obtained with the manually developed scrapers. The quality of the data, measured in terms of the number of elements obtained from the public transport domain model using the scraper generated with regard to the existing elements on the website (stations, lines, accessibility elements, connections and transfers). Table 3 provides a percentage of the number of incorrectly detected elements with regard to the existing elements on the website after the first execution of the tool, without making any adaptations. It is necessary to measure the quality in terms of garbage elements because the tool always detects at least all existing elements, that is, it sometimes over detects information.
The following equation shows the formulation of the ratio of errors:
where ide is the number of incorrect detected elements and te is the number of total existing elements. The equation expresses the final coverage in terms of the number of elements obtained from the public transport domain model using the scraper generated with regard to the existing elements on the website (stations, lines, accessibility elements, connections and transfers). This percentage is 100% in all cases, as it was possible to obtain all the elements. 3) Another aspect that the authors have considered is the developers' training and knowledge. Two people, both of whom have programming skills, developed the scrapers.
• Developer 1 (D1) is not familiar with the programming of scrapers and has no experience with the necessary technologies.
• Developer 2 (D2) has a certain amount of experience with the development of web scrapers.
We have organized all the websites chosen by means of the station-line or line-station pattern, which is why the time needed for the scraper generation is always just a few hours. In the case of Shanghai, some issues owing to character codification led to some delays. Moreover, in each case it is necessary to analyze the website and obtain the information required by the tool some time prior to its use.
VIII. CONCLUSION
Although there is a large amount of information concerning public transport services on websites, there is an important lack of information regarding the accessibility of the routes VOLUME 7, 2019 and sites. However, this information has special relevance for people with special mobility needs, who should be able to obtain the information concerning accessibility before starting a trip. This information, which in many cases is not available, frequently appears in several unstructured and nonreusable data sources and very rarely appears in a processable format, which does not facilitate the development of services for these people.
We are, therefore, working on the development of an open data repository in which to store data concerning public transport and its accessibility, in the framework of the Access@City project.
It is consequently necessary to employ Web scraping techniques in order to extract public transport data from existing websites and Internet sources. Owing to the diversity of the structures of the websites that contain the information related to public transport and the need to personalize the results, the most appropriate technique would, in this case, appear to be the customized development of a scraper. However, after developing two scrapers, one for the Madrid Metro and another for the U-Bahn of Munich, it was evident that carrying out the programming task manually is a very timeconsuming task owing to the unstructured nature of these sources.
We, therefore, propose to automate the generation of web scrapers for the public transport domain as far as possible, in order to reduce the programming effort required. This paper, therefore, proposes a method for the semi-automatic generation of a scraper for this specific domain, for which there are, according to the study carried out herein, two means of organizing the existing information: lines composed of stations and stations belonging to lines.
In order to validate the proposal, we have developed a tool which, according to the method, semi-automatically generates a scraper for public transport websites. This tool has generated several scrapers for the metro websites in the present case study: the Madrid Metro, the Munich U-Bahn, the Barcelona Metro, the Toronto Subway, the Porto Alegre Metro, the Rotterdam Metro, the Istanbul Metro and the Shanghai Metro. Each of these iterations has made it possible to improve both the method and the tool. Applying the method for the semi-automatic generation of a scraper for the public transport domain has considerably reduced the development time.
An immediate future task is to semi-automatically generate a scraper for the metros of all the systems analyzed in order to complete the repository. Moreover, future work will also include a study of websites of other domains and adapt the method such that it is valid for any domain, in order to facilitate the processing of available information. We shall additionally perform a more in-depth analysis of the quality of the data obtained. VOLUME 7, 2019 
