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Abstract
Let p ≥ 3 be a prime and e ≥ 2 an integer. Let σ(x) be a primitive polynomial of degree n
over Z/peZ and G′(σ(x), pe) the set of primitive linear recurring sequences generated by σ(x). A
compressing map ϕ on Z/peZ naturally induces a map ϕ̂ on G′(σ(x), pe). For a subset D of the
image of ϕ, ϕ̂ is called to be injective w.r.t. D-uniformity if the distribution of elements of D in the
compressed sequence implies all information of the original primitive sequence. In this correspon-
dence, for at least 1−2(p−1)/(pn−1) of primitive polynomials of degree n, a clear criterion on ϕ is
obtained to decide whether ϕ̂ is injective w.r.t. D-uniformity, and the majority of maps on Z/peZ
induce injective maps on G′(σ(x), pe). Furthermore, a sufficient condition on ϕ is given to ensure
injectivity of ϕ̂ w.r.t. D-uniformity. It follows from the sufficient condition that if σ(x) is strongly
primitive and the compressing map ϕ(x) = f(xe−1), where f(xe−1) is a permutation polynomial
over Fp, then ϕ̂ is injective w.r.t. D-uniformity for ∅ 6= D ⊂ Fp. Moreover, we give three specific
families of compressing maps which induce injective maps on G′(σ(x), pe).
Keywords. Residue ring, compressing map, primitive sequence, uniformity, equivalence closure.
1 Introduction
Pseudorandom sequences play a significant role in coding, cryptography and digital communication
systems. A linear feedback shift register (LFSR) over a residue ring Z/peZ is a candidate to construct
pseudorandom generators. For example, the stream cipher ZUC [37] for “4G” mobile standard Long
Term Evolution employs an LFSR over the residue ring Z/(231 − 1)Z. As a result of an extended
Berlekamp-Massey algorithm by Reeds and Sloane [21], linear recurring sequences generated by an
LFSR over residue rings can be synthesized efficiently. Hence, in cryptographic scenarios compressing
maps are used to derive nonlinear sequences from linear recurring sequences over residue rings [2, 6,
1
12, 14–18, 25, 26], and such compressed sequences were proposed as candidates for the keystream of a
stream cipher [23,32,35]. It was also shown that certain compressed sequences meet some pseudorandom
properties, e.g., distribution of zeros and ones, autocorrelation and linear complexity [3,4,12,19,20,22].
Ring-LFSR✲
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Figure 1: A PRNG by ring-LFSR
As in Fig.1, such a sequence generator consists of a compressing map ϕ defined on Z/peZ and
an LFSR described by its characteristic polynomial σ(x) = xn + cn−1x
n−1 + · · · + c0, ci ∈ Z/peZ.
Specifically, a linear recurring sequence s generated by this LFSR abides by
s(t) = −cn−1s(t− 1)− · · · − c0s(t− n). (1)
If min {m > 0 : σ(x) | xm − 1} = pe−1(pn − 1), then σ(x) is said to be primitive. For p ≥ 3, let h(x) be
a polynomial over Fp satisfying h(x) ≡
(
xp
n
−1 − 1
)
/p mod (p, σ(x)) and deg h(x) < deg σ(x). If σ(x)
is primitive and deg h(x) ≥ 1, then σ(x) is said to be strongly primitive. A maximal length sequence
generated by σ(x) is called to be primitive.
Let G′(σ(x), pe) denote the set of primitive sequences generated by σ(x). The compressing map ϕ in
Fig.1 naturally induces a map ϕ̂ onG′(σ(x), pe). Specifically, ϕ̂maps a sequence s = (. . . , s(t− 1), s(t), s(t+ 1), . . . )
to ϕ̂(s) = (. . . , ϕ(s(t− 1)), ϕ(s(t)), ϕ(s(t+ 1)), . . . ). Here ϕ̂(s) is called the compressed sequence of s.
A research problem is to decide whether partial (or all) information of the compressed sequence iden-
tifies a unique original primitive sequence. Many papers studied this problem from the following two
aspects.
One aspect is the injectivity of the induced map ϕ̂. If ϕ̂ is injective on G′(σ(x), pe), then the
compressing map ϕ is said to be entropy-preserving [17,23]. Entropy-preservation of compressing maps
has hitherto attracted extensive research [6, 7, 17, 18, 23, 24, 26, 32, 35, 36]. Zhu and Qi [36] proved that
the modular function ϕ(x) = x modM is entropy-preserving, where M ≥ 2 is not a power of p. Since
x ∈ Z/peZ can be identified as x = x0 + x1p + · · · + xe−1pe−1, xi ∈ {0, 1, . . . , p− 1}, a function
Z/peZ → Fp is naturally interpreted as an e-variable function over Fp, and a sequence s over Z/peZ
was written uniquely as s = s0 + s1p+ · · · + se−1p
e−1 in [6, 7, 17, 18, 23, 24, 26, 32, 35, 36], where si is a
sequence over Fp. It is known that ϕ(x) = xe−1 is entropy-preserving, i.e., the highest level sequence
se−1 contains the same information as s [6,7,15]. For p ≥ 5 and e ≥ 2, Zhu and Qi [32] designed a kind
of entropy-preserving maps
ϕ(x) = xℓe−1 + f2(x0, . . . , xe−2), (2)
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where 2 ≤ ℓ < p. Besides, for p ≥ 3 and e ≥ 3, Sun and Qi [23] found another kind of entropy-preserving
maps
ϕ(x) = xe−1(g0(xe−2) + g1(x0, x1, . . . , xe−3)) + f2(x0, . . . , xe−2), (3)
where deg g0 ≥ 2 and gcd(p− 1, deg g0 + 1) = 1. Furthermore, thanks to [24, 32, 35], if σ(x) is strongly
primitive, then the compressing map
ϕ(x) = f0(xe−1) + f1(x0, . . . , xe−2) (4)
is entropy-preserving, where 1 ≤ deg f0 < p. Recently, the papers [1, 8, 28–30] considered entropy-
preservation of maximal length sequences over Z/NZ, where N is an odd square-free integer.
The other aspect is whether the distribution of an element in the compressed sequence determines
a unique original sequence. Here let ϕ : Z/peZ → Fp be the compressing map. For a, b ∈ G′(σ(x), pe)
and s, k ∈ Fp, the compressed sequences ϕ̂(a) and ϕ̂(b) are called s-uniform, s-uniform with α, and
s-uniform with α|k, respectively, if ϕ̂(a)(t) = s iff ϕ̂(b)(t) = s for all t ∈ Z, for all t ∈ Z with α(t) 6= 0,
and for all t ∈ Z with α(t) = k, where the sequence α = h(x)a mod p and h(x) is an operator on
sequences defined in Section 2. Zhu and Qi [33, 34] proved that a = b iff ϕ̂(a) and ϕ̂(b) are 0-uniform,
i.e., under the compressing map x 7→ xe−1 the distribution of 0 in the compressed sequence implies all
information of the original sequence. Zheng and Qi [27, 31] proved that for s ∈ Fp and k ∈ F∗p, under
the compressing map x 7→ xe−1 + η(x0, . . . , xe−2) with the coefficient of monomial x
p−1
e−2 · · ·x
p−1
1 x
p−1
0
not equal to (−1)e(p + 1)/2, the distribution of s in the compressed sequence at clock cycles t with
α(t) = k implies all information of the original sequence. Jiang and Lin [9,10] also gave fruitful results
about uniformity with α|k.
Our contribution. Let D be a subset of the image set of the compressing map ϕ. We define D-
uniformity to describe the distribution of elements of D in the compressed sequences. D-uniformity
generalizes the definition of s-uniformity and entropy-preservation. We call the induced map ϕ̂ to be
injective w.r.t. D-uniformity if the distribution of elements of D in the compressed sequence contains
all information of the original primitive sequence. Let p be an odd prime. We find that at least 1−2(p−
1)/(pn − 1) of n-degree primitive polynomials σ(x) satisfy
(
xp
n
−1 − 1
)2
/p2 6≡ a mod (p, σ(x)) for any
a ∈ Fp. For primitive sequences generated by those polynomials, we give a clear criterion on ϕ to decide
whether ϕ̂ is injective w.r.t. D-uniformity. Particularly, for those primitive polynomials our quantitative
estimation suggests that the majority of maps on Z/peZ are entropy-preserving. Furthermore, we also
give a sufficient condition on ϕ to ensure injectivity of ϕ̂ w.r.t. D-uniformity. Based on our sufficient
condition, we show that if σ(x) is strongly primitive and the compressing map ϕ(x) = f(xe−1), where
f(xe−1) is a permutation polynomial over Fp, then ϕ̂ is injective w.r.t. D-uniformity for ∅ 6= D ⊂ Fp.
Based on the corresponding sufficient condition of entropy-preservation, we construct three families of
entropy-preserving maps and improve previous results of [23, 24, 32, 35].
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The rest of this article is organized as follows. In Sect. 2, we present the formal definitions and our
main results. In Sect. 3, we give the detailed proof for our main results. In Sect. 4, we give a summary
and also comment on future work.
2 Main results
In this section we present our main results together and leave the proof in Section 3.
Denote the set of rational integers by Z. Assign n, e ∈ Z to be integers larger than one. Let p
be an odd prime, Fp the finite field of p elements, F
∗
p = Fp \ {0}, Z/p
e
Z the residue ring modulo pe,
and (Z/peZ)∗ the multiplicative group of Z/peZ. For r ∈ Z/peZ and a subset A ⊂ Z/peZ, denote
r+A = {r + a : a ∈ A} and rA = {ra : a ∈ A}. A sequence s over Z/peZ is a map s : Z → Z/peZ. Let
0 denote the zero sequence.
Let σ(x) = xn+cn−1x
n−1+ · · ·+c0 be a monic polynomial over Z/peZ. Always suppose σ(x) mod p
to be an irreducible polynomial over Fp. Let G(σ(x), p
e) denote the set of linear recurring sequences
generated by σ(x) and G′(σ(x), pe) = {s ∈ G(σ(x), pe) : s 6≡ 0 mod p}. Without ambiguity we also
write x as the left-shift operator on sequences, i.e., (
∑k
i=0 rix
i)s, where ri ∈ Z/peZ, is the sequence
defined by (
∑k
i=0 rix
i)s(t) =
∑k
i=0 ris(t+ i) for all t ∈ Z.
It is known in the literature [7,12] that there exist a polynomial h(x) over Z/peZ satisfying deg h(x) <
n and xp
n
−1 − 1 ≡ ph(x) mod σ(x).
Definition 1. The polynomial σ(x) is said to be primitive if σ(x) mod p is primitive over Fp and
h(x) 6≡ 0 mod p. The polynomial σ(x) is said to be strongly primitive if σ(x) mod p is primitive over
Fp and (h(x) mod p) /∈ Fp. A sequence s ∈ G′(σ(x), pe) is said to be primitive if σ(x) is primitive.
Remark 1. In definition 1, we characterize (strong) primitivity as in [25], and primitivity is equivalent
to
min
{
i > 0 : σ(x) | xi − 1
}
= pe−1 (pn − 1) .
Always let ϕ : Z/peZ → S be a map defined on Z/peZ, and ϕ is said to be constant on A ⊂ Z/peZ
if ϕ(a) = ϕ(b) for any a, b ∈ A. For A ⊂ Z/peZ, denote ϕ(A) = {ϕ(a) : a ∈ A}. The map ϕ naturally
induces a map ϕ̂ on G′(σ(x), pe) defined by ϕ̂ : s 7→ ϕ ◦ s, and ϕ̂(s) is called a compressed sequence.
Definition 2. Let s1 and s2 be two sequences over S, and D ⊂ S. If for any d ∈ D and t ∈ Z, s1(t) = d
if and only if s2(t) = d, then s1 and s2 are called to be D-uniform.
Remark 2. In Definition 2, if we take S = Fp and D = {s}, then D-uniformity is exactly s-uniformity
defined in [9,27,31,36].
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Definition 3. For D ⊂ S, the induced map ϕ̂ is said to be injective on G′(σ(x), pe) w.r.t. D-uniformity
if the following statement holds: For u, v ∈ G′(σ(x), pe), ϕ̂(u) and ϕ̂(v) are D-uniform if and only if
u = v.
Remark 3. (i) Injectivity w.r.t. D-uniformity means that the distribution of elements of D in the
compressed sequence derived from ϕ contains all the information of the original sequence. (ii) For two
sequences s1 and s2 over S, s1 and s2 are S-uniform if and only if s1 = s2. In [17], the map ϕ is called
entropy-preserving if ϕ̂ is injective on G′(σ(x), pe). Hence, entropy-preservation of ϕ exactly means
that ϕ̂ is injective on G′(σ(x), pe) w.r.t. S-uniformity.
Under the condition (h(x)2 mod (p, σ(x))) /∈ Fp, the following theorem gives an explicit criterion of
D-uniformity between primitive sequences.
Theorem 1. Let σ(x) be a primitive polynomial over Z/peZ satisfying h(x)2 6≡ a mod (p, σ(x)) for
any a ∈ Fp. Let u, v ∈ G′(σ(x), pe), ℓ = max
{
0 ≤ i ≤ e : ∃j ∈ Z/peZ, v ≡ ju mod pi
}
. Suppose that
γ ∈ Z/peZ satisfies v ≡ γu mod pℓ. Denote
C =
{
{Z/peZ} , if ℓ = 0,{{
aγi : i ∈ Z
}
+ pℓZ/peZ : a ∈ Z/peZ
}
, if 1 ≤ ℓ ≤ e.
Then for D ⊂ S, ϕ̂(u) and ϕ̂(v) are D-uniform if and only if ϕ is constant on any set in {C ∈ C : ϕ(C) ∩D 6= ∅}.
Remark 4. Given u(i) and v(i), t0 ≤ i ≤ t0 + n − 1, we can algorithmically compute ℓ and γ of
Theorem 1 as below. First, via the recurring relation Eq.(1) we get u(i), t0 + n ≤ i ≤ t0 + 2(n − 1).
Denote the symmetric matrix
Γ =

u(t0) u(t0 + 1) · · · u(t0 + n− 1)
u(t0 + 1) u(t0 + 2) · · · u(t0 + n)
...
...
...
...
u(t0 + n− 1) u(t0 + n) · · · u(t0 + 2n− 2)
 .
Second, we compute a vector (w0, w1, . . . , wn−1) ∈ (Z/peZ)n by solving
(w0, w1, . . . , wn−1)Γ = (v(t0), v(t0 + 1), . . . , v(t0 + n− 1)). (5)
Since u mod p is an m-sequence (by Lemma 5 later), Γ mod p is an invertible matrix over Fp and hence
Eq.(5) is solvable. Finally, noticing v = (w0+w1x+· · ·+wn−1xn−1)u, we obtain ℓ = min
{
k : pk | wi, 1 ≤ i ≤ n− 1
}
and γ = w0.
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Remark 5. In Theorem 1, ℓ = 0 means exactly that u mod p and v mod p are linearly independent over
Fp. Thus, for such sequences under the condition of Theorem 1, D-uniformity is explicitly described as
follows: For any nonempty D ⊂ S with D ∩ ϕ(Z/peZ) 6= ∅, ϕ̂(u) and ϕ̂(v) are D-uniform if and only
if ϕ is constant on Z/peZ.
The following two theorems give sufficient and equivalent conditions on ϕ such that ϕ̂ is injective
w.r.t. D-uniformity.
Theorem 2. Let σ(x) be a primitive polynomial over Z/peZ and ∅ 6= D ⊂ S. Then ϕ̂ is injective on
G′(σ(x), pe) w.r.t. D-uniformity if the following three statements hold: (i) For any r-th root of unity
1 6= ω ∈ Z/peZ, where r is a prime divisor of p − 1, there exists a ∈ (Z/peZ)∗ (a ∈ Z/peZ if σ(x) is
strongly primitive) such that ϕ(a) ∈ D and ϕ is not constant on
{
aωi : 1 ≤ i ≤ r
}
. (ii) There exists
a ∈ (Z/peZ)∗ such that ϕ(a) ∈ D and ϕ is not constant on a+pe−1Z/peZ. (iii) There exists a ∈ pZ/peZ
such that ϕ(a) ∈ D and ϕ is not constant on a+ pe−1Z/peZ.
Theorem 3. Let σ(x) be a primitive polynomial over Z/peZ satisfying h(x)2 6≡ a mod (p, σ(x)) for
any a ∈ Fp. Then ϕ̂ is injective on G′(σ(x), pe) w.r.t. D-uniformity if and only if the following two
statements hold: (i) For any r-th root of unity 1 6= ω ∈ Z/peZ, where r is a prime divisor of p − 1,
there exists a ∈ Z/peZ such that ϕ(a) ∈ D and ϕ is not constant on
{
aωi : 1 ≤ i ≤ r
}
. (ii) There exists
a ∈ (Z/peZ)∗ such that ϕ(a) ∈ D and ϕ is not constant on a+ pe−1Z/peZ.
Due to Statement (ii) of Remark 3, from Theorem 2 and Theorem 3 we immediately derive the
following two corollaries to decide entropy-preservation of the compressing map ϕ.
Corollary 1. Let σ(x) be a primitive polynomial over Z/peZ. Then ϕ̂ is injective on G′(σ(x), pe) if the
following three statements hold: (i) For any r-th root of unity 1 6= ω ∈ Z/peZ, where r is a prime divisor
of p− 1, there exists a ∈ (Z/peZ)∗ (a ∈ Z/peZ if σ(x) is strongly primitive) such that ϕ is not constant
on
{
aωi : 1 ≤ i ≤ r
}
. (ii) There exists a ∈ (Z/peZ)∗ such that ϕ is not constant on a + pe−1Z/peZ.
(iii) There exists a ∈ pZ/peZ such that ϕ is not constant on a+ pe−1Z/peZ.
Corollary 2. Let σ(x) be a primitive polynomial over Z/peZ satisfying h(x)2 6≡ a mod (p, σ(x)) for
any a ∈ Fp. Then ϕ̂ is injective on G
′(σ(x), pe) if and only if the following two statements hold: (i) For
any r-th root of unity 1 6= ω ∈ Z/peZ, where r is a prime divisor of p− 1, there exists a ∈ Z/peZ such
that ϕ is not constant on
{
aωi : 1 ≤ i ≤ r
}
. (ii) There exists a ∈ (Z/peZ)∗ such that ϕ is not constant
on a+ pe−1Z/peZ.
The following corollary shows that if σ(x) is primitive and (h(x)2 mod (p, σ(x))) /∈ Fp, then the
majority of maps on Z/peZ are entropy-preserving.
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Corollary 3. Let S be a finite set of cardinality k. If σ(x) is primitive and h(x)2 6≡ a mod (p, σ(x))
for any a ∈ Fp, then the number of entropy-preserving maps from Z/p
e
Z to S is greater than
kp
e
(
1− k−(p−1)
2pe−2 − k(1−p
e)/2 log2 p
)
.
Remark 6. By Theorem 9 in Subsect. 3.6, at least 1−2(p−1)/(pn−1) of n-degree primitive polynomials
satisfy the condition (h(x)2 mod (p, σ(x))) /∈ Fp in Theorem 1, Theorem 3, Corollary 2 and Corollary
3. The proportion 1− 2(p− 1)/(pn − 1) approaches to 1 as the degree of polynomials increases.
Nowwe consider some specific compressing maps. We identify a ∈ Z/peZwith the vector (a0, a1, . . . , ae−1) ∈
F
e
p, where a =
∑e−1
j=0 ajp
j and ai ∈ {0, 1, . . . , p− 1}. Then a map on Z/peZ is naturally written as an
e-variable function over Fp.
Based on Theorem 2, we give a family of compressing maps such that the induced maps on
G′(σ(x), pe) are injective w.r.t. D-uniformity.
Theorem 4. Let ϕ(x) = f(xe−1), where f(xe−1) is a permutation polynomial over Fp. Then the
following three statements are true:
(i) If σ(x) is a strongly primitive polynomial over Z/peZ, then for any ∅ 6= D ⊂ Fp, ϕ̂ is injective on
G′(σ(x), pe) w.r.t. D-uniformity.
(ii) If σ(x) is a primitive polynomial over Z/peZ, then for any f(0) ∈ D ⊂ Fp, ϕ̂ is injective on
G′(σ(x), pe) w.r.t. D-uniformity.
(iii) Let σ(x) be a primitive polynomial over Z/peZ, and u, v ∈ G′(σ(x), pe) satisfy u 6≡ −v mod pe.
Then for any ∅ 6= D ⊂ Fp, ϕ̂(u) and ϕ̂(v) are D-uniform if and only if u = v.
Remark 7. The main result of [33,34] is a special case of Statement (ii) of Theorem 4 with D = {0}
and f(xe−1) = xe−1.
Furthermore, based on Corollary 1, we also construct three families of entropy-preserving maps
below.
Theorem 5. Let σ(x) be a strongly primitive polynomial over Z/peZ. A map ϕ : Z/peZ → Fp is
written as
ϕ(x) = f0(xe−1)f1(x0, x1, . . . , xe−2) + f2(x0, x1, . . . , xe−2),
where f0 ∈ Fp[xe−1] and f1, f2 ∈ Fp[x0, x1, . . . , xe−2]. If 1 ≤ deg f0 < p,
(
xp−10 − 1
)
∤ f1 and
f1(0, 0, . . . , 0) 6= 0, then the induced map ϕ̂ is injective on G′(σ(x), pe).
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Remark 8. A function like Eq.(4) is a special case of Theorem 5 with f1 = 1, and hence Theorem 5
improves the corresponding results in [24,32,35].
Theorem 6. Let σ(x) be a primitive polynomial over Z/peZ. A map ϕ : Z/peZ → Fp is of the form
ϕ(x) = xℓe−1f1(x0, x1, . . . , xe−2) + f2(x0, x1, . . . , xe−2),
where 2 ≤ ℓ < p and f1, f2 ∈ Fp[x0, x1 . . . , xe−2]. If
(
xp−10 − 1
)
∤ f1 and x0 ∤ f1, then the induced map
ϕ̂ is injective on G′(σ(x), pe).
Remark 9. A function like Eq.(2) is a special case of Theorem 6 with f1 = 1. Thus, Theorem 6
improves the corresponding result in [32].
Theorem 7. Let σ(x) be a primitive polynomial over Z/peZ. A map ϕ : Z/peZ → Fp is of the form
ϕ(x) = xe−1 (g0(xk) + g1(x0, x1, . . . , xk−1)) + f2(x0, x1, . . . , xe−2),
where g0 ∈ Fp[xk], g1 ∈ Fp[x0, x1 . . . , xk−1] and f2 ∈ Fp[x0, x1 . . . , xe−2]. Then the induced map ϕ̂ is
injective on G′(σ(x), pe) if gcd(p− 1, deg g0 + 1) = 1 and 1 ≤ deg g0 < p, if 1 ≤ k ≤ e− 2,(xp−10 − 1) ∤ g0 and x0 ∤ g0, if k = 0.
Remark 10. A function like Eq.(3) is a special case of Theorem 7 with k = e − 2 and deg g0 ≥ 2.
Thus, Theorem 7 improves the corresponding result in [23].
3 Proof of main results
This section is organized as follows: In Subsect. 3.1, we prepare basic mathematical tools. We study an
equivalence relation of two primitive sequences u and v, and discuss two cases respectively in Subsect.
3.2 and in Subsect. 3.3. In Subsect. 3.4, we prove Theorem 1, Theorem 2, Theorem 3 and Corollary 3.
In Subsect. 3.5, we prove Theorem 4, Theorem 5, Theorem 6 and Theorem 7. In Subsect. 3.6 we give
the number of primitive polynomials satisfying the condition (h(x)2 mod (p, σ(x))) /∈ Fp.
In this section we need the following notations. For s ∈ G(σ(x), pe), by h(x)s(t) we always mean the
value of the sequence h(x)s at clock cycle t instead of the polynomial h(x) · s(t). For u, v ∈ G(σ(x), pe),
we denote u ∼ v (resp. u 6∼ v) if u mod p and v mod p are linearly dependent (resp. independent) over
Fp.
3.1 Preliminaries
In this subsection we prepare some useful facts. The first part is about binary relations, and the second
part is about primitive sequences over Z/peZ.
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3.1.1 Equivalence relation
Firstly, we introduce a binary relation on sequences to characterize uniformity.
A (binary) relation R on Z/peZ is a subset of Z/peZ×Z/peZ. The relation R is reflexive if (a, a) ∈ R
for any a ∈ Z/peZ; R is symmetric if (a, b) ∈ R implies (b, a) ∈ R for any a, b ∈ Z/peZ; R is transitive
if (a, b) ∈ R and (b, c) ∈ R imply (a, c) ∈ R for any a, b, c ∈ Z/peZ. The symmetric closure of R
is the smallest symmetric relation including R. The transitive closure of R is the smallest transitive
relation including R. A relation that is reflexive, symmetric and transitive is an equivalence relation.
If R is an equivalence relation on Z/peZ, then the equivalence class of a ∈ Z/peZ w.r.t. R is the set
{b : (a, b) ∈ R}. The equivalence closure of R is the smallest equivalence relation including R.
Given u, v ∈ G(σ(x), pe) and 1 ≤ i ≤ e, define a relation on Z/peZ:
Ri (u, v) =
{
(a, b) ∈ Z/peZ× Z/peZ : ∃t ∈ Z, u(t) ≡ a mod pi, v(t) ≡ b mod pi
}
.
Denote the symmetric closure of Ri (u, v) by R
S
i (u, v), i.e.,
RSi (u, v) = {(a, b) : (a, b) ∈ Ri (u, v) or (b, a) ∈ Ri (u, v)} .
Generally, Ri (u, v) is not necessarily an equivalence relation. Denote the equivalence closure of Ri (u, v)
by REi (u, v). The set of equivalence classes
{{
b : (a, b) ∈ REe (u, v)
}
: a ∈ Z/peZ
}
describes a partition
of Z/peZ.
The following facts follow from the definitions above.
Fact 1. If (a, b) ∈ Ri (u, v), then there exist a′ ∈ a + piZ/peZ and b′ ∈ b + piZ/peZ satisfying (a, b) ∈
Re (u, v).
Fact 2. For a0, b ∈ Z/peZ, (a0, b) ∈ REi (u, v) is equivalent to a0 = b or the fact that there exist
{a1, . . . , ak} ⊂ Z/p
e
Z for some k such that ak = b and (aj−1, aj) ∈ R
S
i (u, v) for any 1 ≤ j ≤ k.
Fact 3. For A ⊂ Z/peZ and 1 ≤ i ≤ e, A is a subset of an equivalence class w.r.t. REi (u, v) if and
only if A×A ⊂ REi (u, v).
More about equivalence relations is available in [5].
The following lemma interprets D-uniformity via the binary relation REe (u, v).
Lemma 1. Assume u, v ∈ G(σ(x), pe) and let C be the set of equivalence classes w.r.t. REe (u, v).
Then for any ∅ 6= D ⊂ S, ϕ̂(u) and ϕ̂(v) are D-uniform if and only if ϕ is constant on any set in
{C ∈ C : ϕ(C) ∩D 6= ∅}. Particularly, ϕ̂(u) = ϕ̂(v) if and only if ϕ is constant on any C ∈ C .
Proof. Suppose ϕ is constant on any C ∈ C with ϕ(C)∩D 6= ∅. Assume ϕ(u(t0)) ∈ D or ϕ(v(t0)) ∈ D
for some t0 ∈ Z. Because (u(t0), v(t0)) ∈ Re (u, v) and Re (u, v) ⊂ REe (u, v), u(t0) and v(t0) belong
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to the same equivalence class w.r.t. REe (u, v). Then ϕ(u(t0)) = ϕ(v(t0)). Thus, ϕ̂(u) and ϕ̂(v) are
D-uniform.
Suppose ϕ̂(u) and ϕ̂(v) are D-uniform. Let C ∈ C satisfy ϕ(C) ∩ D 6= ∅. Choose any a0 ∈ C
with ϕ(a0) ∈ D. Assign any b ∈ C with b 6= a0. By Fact 2, there exist a1, . . . , ak ∈ Z/peZ for
some k such that ak = b and (aj−1, aj) ∈ RSe (u, v) for any 1 ≤ j ≤ k. Then D-uniformity implies
ϕ(a0) = ϕ(a1) = · · · = ϕ(ak) ∈ D. Then we have ϕ(a0) = ϕ(b). Thus, ϕ is constant on C.
Therefore, ϕ̂(u) and ϕ̂(v) areD-uniform if and only if ϕ is constant on any C ∈ C with ϕ(C)∩D 6= ∅.
Consider the particular case D = S. By Remark 3, ϕ̂(u) = ϕ̂(v) is equivalent to S-uniformity of
ϕ̂(u) and ϕ̂(v), i.e., ϕ is constant on any C ∈ C , since we always have ϕ(C) ∩ S 6= ∅.
By Lemma 1, the key to deciding whether two compressed sequences are D-uniform (or identical)
is to characterize the equivalence classes w.r.t. REe (u, v).
The following two lemmas about REe (u, v) are useful in the proof later.
Lemma 2. Let A,B ⊂ Z/peZ satisfying A×A ⊂ REe (u, v) and B×B ⊂ R
E
e (u, v). If there exist a ∈ A
and b ∈ B with (a, b) ∈ Re (u, v), then (A ∪B)× (A ∪B) ⊂ REe (u, v).
Proof. By Fact 3, we actually have to show that A ∪ B is a subset of an equivalence class w.r.t.
REe (u, v). Choose any b
′ ∈ B. Since B × B ⊂ REe (u, v), we have (b, b
′) ∈ REe (u, v). Besides,
(a, b) ∈ Re (u, v) ⊂ REe (u, v). Then we have (a, b
′) ∈ REe (u, v) by transitivity of R
E
e (u, v). Hence, B ⊂{
c ∈ Z/peZ : (a, c) ∈ REe (u, v)
}
. The conditionA×A ⊂ REe (u, v) impliesA ⊂
{
c ∈ Z/peZ : (a, c) ∈ REe (u, v)
}
.
Thus, A ∪B ⊂
{
c ∈ Z/peZ : (a, c) ∈ REe (u, v)
}
, that is (A ∪B)× (A ∪B) ⊂ REe (u, v) by Fact 3.
Lemma 3. Let 1 ≤ τ < e and B ∈ Z/peZ satisfying B + pτZ/peZ = B. Assume that (i) for any
a0, b ∈ B there exist a1, . . . , al for some l such that al = b and (aj−1, aj) ∈ Rτ (u, v), 1 ≤ j ≤ l; and
that (ii) for any τ < i ≤ e, a0 ∈ B and b ∈ a0 + pi−1Z/peZ, there exist a1, . . . , ak ∈ B for some k such
that ak = b and (aj−1, aj) ∈ RSi (u, v), 1 ≤ j ≤ k. Then B ×B ⊂ R
E
e (u, v).
Proof. First, we use induction to prove the following statement:
Claim. For any τ ≤ i < e and a ∈ B, a+ piZ/peZ is a subset of an equivalence class w.r.t. REe (u, v),
i.e., (a+ piZ/peZ)× (a+ piZ/peZ) ⊂ REe (u, v).
By Assumption (ii) of Lemma 3, for any a = a0 ∈ B and b ∈ a0+pe−1Z/peZ, there exist a1, . . . , ak ∈
B for some k satisfying ak = b and (aj−1, aj) ∈ RSe (u, v), 1 ≤ j < k. Due to the transitivity of R
E
e (u, v)
and RSe (u, v) ⊂ R
E
e (u, v), we have (a, b) ∈ R
E
e (u, v). Hence, the claim holds for i = e− 1.
Suppose the claim is already proved for i = i0, where τ < i0 < e. Below we show that the claim holds
for i = i0−1. Choose any a0 ∈ B and b ∈ a+pi0−1Z/peZ. Because of Assumption (ii) of Lemma 3, there
exist a1, . . . , ak ∈ B for some k satisfying b = ak and (aj−1, aj) ∈ RSi0 (u, v), 1 ≤ j ≤ k. Denote a
R
0 = a0
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and aLk = ak. By Fact 1, for any 1 ≤ j ≤ k, there exist a
L
j−1 and a
R
j such that
(
aLj−1, a
R
j
)
∈ RSe (u, v),
1 ≤ j ≤ k, and aLj ≡ aj ≡ a
R
j mod p
i0 , 0 ≤ j ≤ k. Since B + pτZ/peZ = B, we have aRj , a
L
j ∈ B,
0 ≤ j ≤ k. Because the claim is proved for i = i0, we have
(
aRj , a
L
j
)
∈ REe (u, v), 0 ≤ j ≤ k. Due to
transitivity of REe (u, v) along each pair of adjacent elements of the sequence a
R
0 , a
L
0 , a
R
1 , a
L
1 , . . . , a
R
k , a
L
k ,
we get
(
aR0 , a
L
k
)
∈ REe (u, v), i.e., (a, b) ∈ R
E
e (u, v). Therefore, for any a ∈ (Z/p
e
Z)∗, a+ pi0−1Z/peZ is
a subset of an equivalence class w.r.t. REe (u, v). Till now the claim is proved.
Now we use the claim to finish the proof. Fix any a0, b ∈ B. By Assumption (i) of Lemma 3, there
exist a1, . . . , al ∈ B for some l satisfying al = b and (aj−1, aj) ∈ Rτ (u, v), 1 ≤ j ≤ l. By Fact 1, there
exists aLj , a
R
j ∈ aj + p
τ
Z/peZ ⊂ B, 0 ≤ j ≤ l, satisfying
(
aLj−1, a
R
j
)
∈ Re (u, v), 1 ≤ j ≤ l. As shown
in the claim above, aj + p
τ
Z/peZ is a subset of an equivalence class w.r.t. REe (u, v). Iteratively using
Lemma 2, we conclude that ∪lj=0 (aj + p
τ
Z/peZ) is a subset of an equivalence class w.r.t. REe (u, v) and
hence (a0, b) ∈ REe (u, v). Therefore, B ×B ⊂ R
E
e (u, v).
3.1.2 Sequences over rings
Secondly, we also need the following properties of primitive sequences.
Lemma 4. [13, Theorem 26.1] Let s1, . . . , sk are linearly independent m-sequences over Fp generated
by the same primitive polynomial of degree n. Then for v1, . . . , vk ∈ Fp,
|{1 ≤ t ≤ pn − 1 : si(t) = vi, 1 ≤ i ≤ k}| =
{
pn−k − 1, if v1 = · · · = vk = 0;
pn−k, otherwise.
Lemma 5. If σ(x) is primitive and s ∈ G′(σ(x), pe), then both s mod p and h(x)s mod p are m-
sequences over Fp generated by σ(x) mod p.
Proof. Because
(σ(x) mod p)(s mod p) = σ(x)s mod p = 0
and
(σ(x) mod p)(h(x)s mod p) = σ(x)h(x)s mod p = h(x)(σ(x)s) mod p = 0,
both s mod p and h(x)s mod p are generated by the primitive polynomial σ(x) mod p. Besides, s mod
p 6= 0 and hence s mod p is an m-sequence generated by σ(x) mod p. We also have h(x)s mod p 6= 0.
Otherwise, suppose h(x)s ≡ 0 mod p and then s mod p is generated by h(x) mod p and its period is not
larger than pdeg h(x)− 1 < pdegσ(x) − 1, contradictory to the proved fact that s mod p is an m-sequence
generated by σ(x) mod p. Therefore, the supposition is absurd and h(x)s mod p is also an m-sequence
generated by σ(x) mod p.
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Lemma 6. Let s, u, v ∈ G′(σ(x), pe). If σ(x) is primitive but not strongly primitive, then s ∼ h(x)s. If
σ(x) is strongly primitive, then s 6∼ h(x)s. If σ(x) is primitive, then u ∼ v if and only if h(x)u ∼ h(x)v.
Proof. By Definition 1, if σ(x) is primitive but not strongly primitive, then h(x) ∈ F∗p and hence
s ∼ h(x)s.
Suppose σ(x) to be strongly primitive. If s ∼ h(x)s, say h(x)s ≡ λs mod p for some λ ∈ F∗p,
then (h(x) − λ)s mod p = 0. By Lemma 5, s mod p is an m-sequence generated by σ(x). Considering
deg(h(x)−λ) < deg σ(x), we have h(x) ≡ λ mod p, contradictory to strong primitivity. Thus, s 6∼ h(x)s.
Suppose σ(x) to be primitive. If u ∼ v, u ≡ λv mod p for some λ ∈ F∗p, then h(x)u ≡ λh(x)v mod p
and hence h(x)u ∼ h(x)v. If h(x)u ∼ h(x)v, say h(x)u ≡ λh(x)v mod p for some λ ∈ F∗p, then
h(x)(u− λv) mod p = 0. By Lemma 5, (u− λv) mod p is either 0 or an m-sequence generated by σ(x).
Considering deg h(x) < deg σ(x), we have (u− λv) mod p = 0, implying u ∼ v. Therefore, u ∼ v if and
only if h(x)u ∼ h(x)v.
Lemma 7. Let s ∈ G(σ(x), pe). Then for 1 ≤ i < e and j ∈ Fp,
s(t+ jpi−1 (pn − 1)) ≡ s(t) + jpih(x)s(t) mod pi+1. (6)
Proof. Since xp
n
−1 − 1 ≡ 1 + ph(x) mod σ(x), we iteratively compute the p-th power of (1 + ph(x))jp
i
,
i ≥ 0, and get
xjp
i−1(pn−1) ≡ 1 + jpih(x) mod (pi+1, σ(x)), for i ≥ 1. (7)
Since s ∈ G(σ(x), pe), using both hands of Eq.(7) as operators on s yields Eq.(6).
Now we consider which elements of Z/peZ occur in primitive sequences.
Lemma 8. Suppose σ(x) to be be primitive and s ∈ G′(σ(x), pe). For any a ∈ Z/peZ, if there exist
t0 ∈ Z satisfying s(t0) ≡ a mod p and h(x)s(t0) 6≡ 0 mod p, then there exists t′ ∈ t0 + (pn − 1)Z
satisfying s(t′) = a.
Proof. For 1 ≤ i < e, we iteratively take
ki−1 = (a− s(ti−1))/
(
pih(x)s(t0)
)
mod p
and ti = ti−1+p
i−1ki−1 (p
n − 1). Noticing ti ≡ ti−1 ≡ t0 mod pn−1, by Lemma 5, we have h(x)s(ti) ≡
h(x)s(t0) 6≡ 0 mod p. Then for i ≥ 2, it follows from Eq.(6) that
s(ti) ≡ s(ti−1) + ki−1p
ih(x)s(ti−1) ≡ s(ti−1) + ki−1p
ih(x)s(t0) ≡ a mod p
i+1.
Thus, s(ti) ≡ a mod pi+1 and ki is well-defined, 1 ≤ i < e. The proof is complete by taking a′ =
ae−1.
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Corollary 4. Let s ∈ G′(σ(x), pe). If σ(x) is primitive, then {s(t) : t ∈ Z} ⊃ (Z/peZ)∗. If σ(x) is
strongly primitive, then {s(t) : t ∈ Z} = Z/peZ.
Proof. Suppose σ(x) to be strongly primitive and choose any a ∈ Z/peZ. By Lemma 6, s mod p and
h(x)s mod p are linearly independent over Fp. Then by Lemma 4, there exists t0 satisfying s(t0) ≡
a mod p and h(x)s(t0) 6≡ 0 mod p. Hence, by Lemma 8, there exists t satisfying s(t) = a. Thus,
{s(t) : t ∈ Z} = Z/peZ.
Suppose σ(x) to be primitive but not strongly primitive and choose any a ∈ (Z/peZ)∗. In this
case, (h(x) mod p) ∈ F∗p. Since s mod p is an m-sequence by Lemma 5, there exists t0 satisfying
s(t0) ≡ a mod p and hence h(x)s(t0) ≡ (h(x) mod p)a 6≡ 0 mod p. Then by Lemma 8, there exists t
satisfying s(t) = a. Thus, {s(t) : t ∈ Z} ⊃ (Z/peZ)∗.
As shown in the following example, there exists a primitive sequence s satisfying {s(i) : i ∈ Z} (
Z/peZ.
Example 1. Take e = p = 3. The polynomial σ(x) = x2−x−4 over Z/27Z is primitive but not strongly
primitive because x8− 1 ≡ −6 mod (9, σ(x)). Let s ∈ G′(σ(x), pe) satisfy s(0) = 2 and s(1) = 13. Then
{s(t) : t ∈ Z} = {±1,±2,±3,±4,±5,±6,±7,±8,±10,±11,±12,±13} .
Remark 11. For the case of strong primitivity, Corollary 4 can be proved by [32, Lemma 16]. Corollary
4 tells which elements of Z/peZ occur in primitive sequences, and it is used in the proof later. Here, we
include it for completeness and readability.
3.2 Case I: On RE
e
(u, v) subject to u 6∼ v
In this subsection let u, v ∈ G′(σ(x), pe) be two primitive sequences satisfying u 6∼ v. We study the
equivalence class(es) w.r.t. REe (u, v).
First we explicitly describe a condition here because it will cause an irregular pit in our results.
Condition 1. It holds that 
(h(x) mod p) /∈ Fp,(
h(x)2 mod (p, σ(x))
)
∈ F∗p,
h(x)u ∼ v.
Remark 12. Under Condition 1, h(x) mod p is a quadratic non-residue in the extension of Fp by
σ(x) mod p. Hence, we have 2 | deg σ(x). Therefore, if the primitive polynomial σ(x) is not strongly
primitive or 2 ∤ deg σ(x), then Condition 1 does not hold.
The following lemma relates Assumption (ii) of Lemma 3 to a system of equations.
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Lemma 9. Let u, v ∈ G′(σ(x), pe) be primitive sequences satisfying u 6∼ v. If there exists t ∈ Z
satisfying 
v(t) ≡ a mod p,
h(x)v(t) 6≡ 0 mod p,
h(x)u(t) ≡ 0 mod p,
u(t) 6≡ 0 mod p,
(8)
or 
u(t) ≡ a mod p,
h(x)u(t) 6≡ 0 mod p,
h(x)v(t) ≡ 0 mod p,
v(t) 6≡ 0 mod p,
(9)
then for any 2 ≤ i ≤ e, a ∈ (Z/peZ)∗ and b ∈ a + pi−1Z/peZ, there exist c ∈ (Z/peZ)∗ such that
(a, c) ∈ RSi (u, v) and (c, b) ∈ R
S
i (u, v).
Proof. By Lemma 8, if there exists t0 ∈ Z satisfying Eq.(8), then there exists t′ ∈ t0 + (pn − 1)Z
satisfying v(t′) = a. Moreover, by Lemma 5, u mod p, h(x)u mod p and h(x)v mod p are m-sequences
generated by σ(x) mod p, implying

u(t′) ≡ u(t0) 6≡ 0 mod p,
h(x)u(t′) ≡ h(x)u(t0) ≡ 0 mod p,
h(x)v(t′) ≡ h(x)v(t0) 6≡ 0 mod p.
(10)
On one hand, by Lemma 7 and Eq.(10), for any j ∈ Fp we have
{
v(t′ + jpi−2 (pn − 1)) ≡ v(t′) + jpi−1h(x)v(t′) ≡ a+ jpi−1h(x)v(t′) mod pi,
u(t′ + jpi−2 (pn − 1)) ≡ u(t′) + jpi−1h(x)u(t′) ≡ u(t′) mod pi.
On the other hand,
(
u(t′ + jpi−2 (pn − 1)), v(t′ + jpi−2 (pn − 1))
)
∈ Re (u, v) for any j ∈ Fp. Thus, for
any b ∈ a+ pi−1Z/peZ, we have (a, u(t′)) ∈ RSi (u, v) and (u(t
′), b) ∈ RSi (u, v), where u(t
′) ∈ (Z/peZ)∗.
By Lemma 8, if there exists t0 ∈ Z satisfying Eq.(9), then there exists t′ ∈ t0 +(pn − 1)Z satisfying
u(t′) = a. Moreover, by Lemma 5, v mod p, h(x)v mod p and h(x)u mod p are m-sequences generated
by σ(x) mod p, implying

v(t′) ≡ v(t0) 6≡ 0 mod p,
h(x)v(t′) ≡ h(x)v(t0) ≡ 0 mod p,
h(x)u(t′) ≡ h(x)u(t0) 6≡ 0 mod p.
(11)
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On one hand, by Lemma 7 and Eq.(11), for any j ∈ Fp we have
{
u(t′ + jpi−2 (pn − 1)) ≡ u(t′) + jpi−1h(x)u(t′) ≡ a+ jpi−1h(x)u(t′) mod pi,
v(t′ + jpi−2 (pn − 1)) ≡ v(t′) + jpi−1h(x)v(t′) ≡ v(t′) mod pi.
On the other hand,
(
u(t′ + jpi−2 (pn − 1)), v(t′ + jpi−2 (pn − 1))
)
∈ Re (u, v) for any j ∈ Fp. Thus,
for any b ∈ a + pi−1Z/peZ, we have (a, v(t′)) ∈ RSi (u, v) and (v(t
′), b) ∈ RSi (u, v), where v(t
′) ∈
(Z/peZ)∗.
In the following lemma we consider solvability of Eq.(8) and Eq.(9).
Lemma 10. Assume that σ(x) is strongly primitive and that Condition 1 does not hold. If u, v ∈
G′(σ(x), pe) and u 6∼ v, then for any a ∈ (Z/peZ)∗, at least one of Eq.(8) and Eq.(9) is satisfied.
Proof. First, we prove the result in any of the following five scenarios. Fix any a ∈ (Z/peZ)∗.
(i) Suppose that v mod p, h(x)v mod p, h(x)u mod p and u mod p are linearly independent over Fp.
Then by Lemma 4, both Eq.(8) and Eq.(9) are solvable.
(ii) Suppose that v mod p, h(x)v mod p and h(x)u mod p are linearly independent over Fp, and u ≡
d0v+ d1h(x)v + d2h(x)u mod p, where d0, d1, d2 ∈ Fp. Since u 6∼ h(x)u by Lemma 6, either d0 or
d1 is nonzero here. We consider two cases.
Case I: d1 = 0. Then d0 ∈ F∗p. By Lemma 4, there exists t0 ∈ Z satisfying

v(t0) ≡ a mod p,
h(x)v(t0) 6≡ 0 mod p,
h(x)u(t0) ≡ 0 mod p.
Then u(t0) ≡ d0v(t0)+d1h(x)v(t0)+d2h(x)u(t0) ≡ d0a mod p, implying u(t0) 6≡ 0 mod p. In this
case, Eq.(8) is solvable.
Case II: d1 6= 0. Since p ≥ 3, we can choose b ∈ Fp \ {0,−d0a/d1}. By Lemma 4, there exists
t0 ∈ Z satisfying 
v(t0) ≡ a mod p,
h(x)v(t0) ≡ b mod p,
h(x)u(t0) ≡ 0 mod p.
Then u(t0) ≡ d0v(t0)+d1h(x)v(t0)+d2h(x)u(t0) ≡ d0a+d1b 6≡ 0 mod p, implying u(t0) 6≡ 0 mod p.
In this case, Eq.(8) is solvable.
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(iii) Assume that there exist r′0, r
′
1 ∈ Z satisfying h(x)u ≡ r
′
0v + r
′
1h(x)v mod p, where p ∤ r
′
1. By
Lemma 6, we have h(x)u 6∼ h(x)v, implying p ∤ r′0. Since v 6∼ h(x)v by Lemma 6, now we consider
two cases below.
Case I: u mod p, v mod p and h(x)v mod p are linearly independent over Fp. By Lemma 4, there
exists t0 ∈ Z satisfying 
v(t0) ≡ a mod p,
h(x)v(t0) ≡ −r
′
0a/r
′
1 mod p,
u(t0) 6≡ 0 mod p.
Then h(x)u(t0) ≡ r′0v(t0) + r
′
1h(x)v(t0) ≡ 0 mod p. Notice that h(x)v(t0) ≡ −r
′
0a/r
′
1 6≡ 0 mod p.
Hence, Eq.(8) is solvable.
Case II: u ≡ d′0v + d
′
1h(x)v mod p for some d
′
0, d
′
1 ∈ Z. By Lemma 4, there exists t0 ∈ Z
satisfying v(t0) ≡ a mod p and h(x)v(t0) ≡ −r′0a/r
′
1 6≡ 0 mod p, and we also have h(x)u(t0) ≡
r′0v(t0) + r
′
1h(x)v(t0) ≡ 0 mod p. Notice(
u
h(x)u
)
≡
(
d′0 d
′
1
r′0 r
′
1
)(
v
h(x)v
)
mod p.
By Lemma 6, we have u 6∼ h(x)u. Hence, d′0r
′
1 6≡ d
′
1r
′
0 mod p. Then u(t0) = d
′
0v(t0) +
d′1h(x)v(t0) ≡ d
′
0a− d
′
1r
′
0a/r
′
1 6≡ 0 mod p. Thus, Eq.(8) is solvable.
(iv) Suppose that u mod p, h(x)u mod p and h(x)v mod p are linearly independent over Fp, and v ≡
d0u + d1h(x)u + d2h(x)v mod p. Since v 6∼ h(x)v by Lemma 6, either d0 or d1 is nonzero here.
We consider two cases.
Case I: d1 = 0. Then d0 ∈ F∗p. By Lemma 4, there exists t0 ∈ Z satisfying
u(t0) ≡ a mod p,
h(x)u(t0) 6≡ 0 mod p,
h(x)v(t0) ≡ 0 mod p.
Then v(t0) ≡ d0u(t0)+d1h(x)u(t0)+d2h(x)v(t0) ≡ d0a mod p, implying v(t0) 6≡ 0 mod p. In this
case, Eq.(9) is solvable.
Case II: d1 6= 0. Since p ≥ 3, we can choose b ∈ Fp \ {0,−d0a/d1}. By Lemma 4, there exists
t0 ∈ Z satisfying 
u(t0) ≡ a mod p,
h(x)u(t0) ≡ b mod p,
h(x)v(t0) ≡ 0 mod p.
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Then v(t0) ≡ d0u(t0)+d1h(x)u(t0)+d2h(x)v(t0) ≡ d0a+d1b 6≡ 0 mod p, implying v(t0) 6≡ 0 mod p.
In this case, Eq.(9) is solvable.
(v) Assume that there exist r0, r1 ∈ Z satisfying h(x)v ≡ r0u + r1h(x)u mod p, where p ∤ r1. By
Lemma 6, we have h(x)u 6∼ h(x)v, implying p ∤ r0. Since u 6∼ h(x)u by Lemma 6, now we consider
two cases.
Case I: v mod p, u mod p and h(x)u mod p are linearly independent over Fp. Then by Lemma 4,
there exists t0 ∈ Z satisfying 
u(t0) ≡ a mod p,
h(x)u(t0) ≡ −r0a/r1 mod p,
v(t0) 6≡ 0 mod p.
Then h(x)v(t0) ≡ r0u(t0) + r1h(x)u(t0) ≡ 0 mod p. Notice that h(x)u(t0) ≡ −r0a/r1 6≡ 0 mod p.
Hence, Eq.(9) is solvable.
Case II: v ≡ d0u + d1h(x)u mod p for some d0, d1 ∈ Z. By Lemma 4, there exists t0 ∈ Z
satisfying u(t0) ≡ a mod p and h(x)u(t0) ≡ −r0a/r1 6≡ 0 mod p, and we also have h(x)v(t0) ≡
r0u(t0) + r1h(x)u(t0) ≡ 0 mod p. Notice
(
v
h(x)v
)
≡
(
d0 d1
r0 r1
)(
u
h(x)u
)
mod p.
By Lemma 6, we have v 6∼ h(x)v. Hence, d0r1 6≡ d1r0 mod p. Then v(t0) = d0u(t0) +
d1h(x)u(t0) ≡ d0a− d1r0a/r1 6≡ 0 mod p. Thus, Eq.(9) is solvable.
Recalling v 6∼ h(x)v and u 6∼ h(x)u, we conclude that if none of the five scenarios (i)-(v) holds,
then r1 ≡ r′1 ≡ 0 mod p, i.e., h(x)u ∼ v and h(x)v ∼ u. Under this condition, notice that v ∼
h(x)u ∼ h(x)(h(x)v) ∼ h(x)2v. By Lemma 5, v mod p is an m-sequence generated by σ(x) mod p.
Then
(
h(x)2 mod (p, σ(x))
)
∈ F∗p. Thus, Condition 1 holds if none of scenarios (i)-(v) holds.
Therefore, if σ(x) is strongly primitive and Condition 1 does not hold, then at least one of the five
scenarios (i)-(v) is true, and hence either Eq.(8) or Eq.(9) is solvable for any a ∈ (Z/peZ)∗.
Combining Lemma 3, Lemma 9 and Lemma 10, we can determine the equivalence class w.r.t.
REe (u, v) subject to some weak restrictions.
Lemma 11. Let u, v ∈ G′(σ(x), pe) and u 6∼ v. If σ(x) is strongly primitive and Condition 1 does not
hold, then Z/peZ is the equivalence class w.r.t. REe (u, v).
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Proof. First, we show (Z/peZ)∗ × (Z/peZ)∗ ⊂ REe (u, v). Clearly, (Z/p
e
Z)∗ + pZ/peZ = (Z/peZ)∗.
Since u 6∼ v, by Lemma 4, for any a, b ∈ (Z/peZ)∗, there exists t ∈ Z satisfying u(t) ≡ a mod p and
v(t) ≡ b mod p. Then (a, b) ∈ R1 (u, v). Thus, Assumption (i) of Lemma 3 holds for B = (Z/peZ)∗ and
τ = 1. Furthermore, by Lemma 10 and Lemma 9, Assumption (ii) of Lemma 3 holds for B = (Z/peZ)∗
and τ = 1. Therefore, it follows from Lemma 3 that (Z/peZ)∗ × (Z/peZ)∗ ⊂ REe (u, v), i.e., (Z/p
e
Z)∗ is
a subset of an equivalence class w.r.t. REe (u, v).
Now assign any a ∈ pZ/peZ. We consider

u(t) ≡ 0 mod p,
h(x)u(t) 6≡ 0 mod p,
v(t) 6≡ 0 mod p.
(12)
If u mod p, h(x)u mod p and v mod p are linearly independent over Fp, then Eq.(12) is solvable by
Lemma 4. Otherwise, suppose that u mod p, h(x)u mod p and v mod p are linearly dependent over Fp.
Since u 6∼ h(x)u and u 6∼ v, we have v ≡ d0u + d1h(x)u mod p for some d0, d1 ∈ Z, where p ∤ d1.
By Lemma 4, there exists t0 ∈ Z satisfying u(t0) ≡ 0 mod p and h(x)u(t0) 6≡ 0 mod p. Then v(t0) ≡
d1h(x)u(t0) 6≡ 0 mod p. Thus, Eq.(12) is solvable in either case. Denote t0 to be a solution of Eq.(12).
By Lemma 8, there exist t′ ∈ t0+(pn − 1)Z such that u(t′) = a. By Lemma 5, v(t′) ≡ v(t0) 6≡ 0 mod p,
i.e., v(t′) ∈ (Z/peZ)∗. Thus, (a, v(t′)) ∈ Re (u, v).
We have shown that for any a ∈ pZ/peZ, (a, b) ∈ Re (u, v) for some b ∈ (Z/peZ)∗. Since Z/peZ =
(pZ/peZ) ∪ (Z/peZ)∗, by Lemma 2, we have Z/peZ× Z/peZ ⊂ REe (u, v), i.e., Z/p
e
Z is the equivalence
class w.r.t. REe (u, v).
Below an example under Condition 1 shows that Z/peZ is not necessarily an equivalence class even
if σ(x) is strongly primitive.
Example 2. Take p = 3, e = 2, and σ(x) = x2+x−1 over Z/9Z. Then (x8−1)/3 ≡ 1−x mod (3, σ(x))
and (x8 − 1)2/9 ≡ 2 mod (3, σ(x)). Let u, v ∈ G′(σ(x), pe) with u(0) = 2, u(1) = 0, v(0) = 1 and
v(1) = 2. Then the equivalence classes w.r.t. REe (u, v) are as follows:
{±4} , {0,±1,±2,±3}.
When Condition 1 holds or σ(x) is not strongly primitive, in the following two lemmas we find part
information of REe (u, v).
Lemma 12. Assume that σ(x) is primitive and that Condition 1 holds. Let u, v ∈ G′(σ(x), pe) and
u 6∼ v. Then for any a ∈ pZ/peZ, (a+ pe−1Z/peZ) × (a+ pe−1Z/peZ) ⊂ REe (u, v).
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Proof. Assign any a ∈ pZ/peZ. Because (h(x)2 mod (p, σ(x))) ∈ F∗p and h(x)u ∼ v, we have h(x)v ∼
h(x)(h(x)u) ∼ h(x)2u ∼ u. Besides, a ≡ 0 mod p. Thus, Eq.(8) is equivalent to
{
v(t) ≡ 0 mod p,
h(x)v(t) 6≡ 0 mod p.
(13)
Notice that σ(x) is strongly primitive under Condition 1. By Lemma 6, v 6∼ h(x)v. Then by Lemma
4, Eq.(13) is solvable. Thus, by Lemma 9, for any b ∈ a+ pe−1Z/peZ, there exists c ∈ Z/peZ such that
(a, c) ∈ RSe (u, v) and (c, b) ∈ R
S
e (u, v), implying (a, b) ∈ R
E
e (u, v). Therefore, (a + p
e−1
Z/peZ) × (a+
pe−1Z/peZ) ⊂ REe (u, v).
Lemma 13. Assume that σ(x) is primitive but not strongly primitive. Let u, v ∈ G′(σ(x), pe) and
u 6∼ v. Then for any a ∈ (Z/peZ)∗, (a+ pe−1Z/peZ) × (a+ pe−1Z/peZ) ⊂ REe (u, v).
Proof. Assign any a ∈ (Z/peZ)∗, i.e., a 6≡ 0 mod p. By Lemma 4, since u 6∼ v, there exists t0 ∈ Z
satisfying {
u(t0) ≡ a 6≡ 0 mod p,
v(t0) ≡ 0 mod p.
(14)
By Lemma 6, h(x)u ∼ u and h(x)v ∼ v. By Lemma 5, h(x)u mod p 6= 0 and h(x)v mod p 6= 0. Hence,
h(x)u(t0) 6≡ 0 mod p and h(x)v(t0) ≡ 0 mod p. On one hand, it follows from Lemma 7 that for any
j ∈ Fp, {
u(t0 + jp
e−2 (pn − 1)) ≡ u(t0) + jpe−1h(x)u(t0) ≡ a+ jpe−1h(x)u(t0) mod pe,
v(t0 + jp
e−2 (pn − 1)) ≡ v(t0) + jpe−1h(x)v(t0) ≡ v(t0) mod pe.
On the other hand,
(
u(t0 + jp
e−2 (pn − 1)), v(t0 + jpe−2 (pn − 1))
)
∈ Re (u, v) for any j ∈ Fp. Thus,
for any b ∈ a + pe−1Z/peZ, we have (a, v(t0)) ∈ Re (u, v) and (v(t0), b) ∈ R
S
e (u, v), implying (a, b) ∈
REe (u, v). Therefore, (a+ p
e−1
Z/peZ)× (a+ pe−1Z/peZ) ⊂ REe (u, v).
3.3 Case II: On RE
e
(u, v) subject to u ∼ v
In this subsection let u, v ∈ G′(σ(x), pe) satisfying u ∼ v, ℓ = max
{
0 ≤ i ≤ e : ∃j ∈ Z, ju ≡ v mod pi
}
and let γ ∈ Z/peZ satisfy γu ≡ v mod pℓ. We study the equivalence classes w.r.t. REe (u, v).
In our proof we need the following relation determined by u and v. For 1 ≤ i ≤ e, we define
R˜i (u, v) ={(a, b) ∈ Z/p
e
Z× Z/peZ : ∃t ∈ Z, h(x)u(t) 6≡ 0 mod p,
u(t) ≡ a mod pi, v(t) ≡ b mod pi}.
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In the rest of this subsection, we denote
A =
{
Z/peZ, if σ(x) is strongly primitive,
(Z/peZ)∗, if σ(x) is primitive but not strongly primitive.
We relate the assumptions of Lemma 3 to the following statement.
Statement 1. For any a ∈ A and b ∈ a + pl−1Z/peZ, there exist k > 0 and {a0, a1, . . . , ak} ⊂{
aγi : i ∈ Z
}
+ pℓZ/peZ such that

a0 ≡ a mod pl,
ak ≡ b mod pl,
γk ≡ 1 mod pℓ,
(aj−1, aj) ∈ R˜l (u, v) , 1 ≤ j ≤ k.
Via the following three lemmas, we use induction to prove Statement 1.
Lemma 14. Let u, v, ℓ and γ be defined as above and 1 ≤ ℓ < e. Let w = (v − γu)/pℓ. Then w 6∼ u,
w 6∼ v and w mod p is an m-sequence generated by σ(x) mod p.
Proof. Assume w ∼ u, i.e., w ≡ λu mod p for some λ ∈ Z. Then v ≡ γu + pℓw ≡ γu + λpℓu ≡
(γ + λpℓ)u mod pℓ+1, contradictory to the definition of ℓ. Therefore, our assumption is absurd and
w 6∼ u.
The proof of w 6∼ v is similar.
As w mod p is linearly independent with the m-sequence u mod p, it is necessary that w 6≡ 0 mod p.
Since
pℓσ(x)w ≡ σ(x)(pℓw) ≡ σ(x)(v − γu) ≡ (σ(x)v − γσ(x)u) ≡ 0 mod pe,
we have
(σ(x) mod p)(w mod p) ≡ σ(x)w ≡ 0 mod p.
Thus, w mod p is an m-sequence generated by σ(x) mod p.
Lemma 15. Let u, v, ℓ and γ be defined as above, and 1 ≤ ℓ < e. If σ(x) is primitive, then Statement
1 holds for l = ℓ+ 1.
Proof. Let w = (v − γu)/pℓ.
Choose any a ∈ A. Denote
Da = {w(t) mod p : ∃t ∈ Z, u(t) ≡ a mod p, h(x)u(t) 6≡ 0} .
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By Lemma 8, for any t ∈ Z satisfying u(t) ≡ a mod p and h(x)u(t) 6≡ 0 mod p, there exists t′ ∈
t+(pn − 1)Z with u(t′) = a. By Lemma 14, w mod p is an m-sequence generated by σ(x) mod p. Then
v(t′) ≡ γu(t′)+pℓw(t′) ≡ γa+pℓ(w(t) mod p) mod pℓ+1. By Lemma 5, h(x)u(t′) ≡ h(x)u(t) 6≡ 0 mod p.
Since (u(t′), v(t′)) ∈ Re (u, v), we have
(
a, γa+ pℓc
)
∈ R˜ℓ+1 (u, v) for any c ∈ Da.
Now we consider three cases.
(i) σ(x) is primitive but not strongly primitive. Recall (h(x) mod p) ∈ F∗p and a ∈ A = (Z/p
e
Z)∗.
By Lemma 6, h(x)u ∼ u and hence Da = {w(t) mod p : u(t) ≡ a mod p}. By Lemma 14, w 6∼ u.
Thus, we use Lemma 4 to get Da = {w(t) mod p : u(t) ≡ a mod p} = Fp. Thus,
(
a, γa+ jpℓ
)
∈
R˜ℓ+1 (u, v) for j ∈ Z.
In Cases (ii) and (iii) below, σ(x) is strongly primitive.
(ii) By Lemma 4, if u mod p, h(x)u mod p and w mod p are linearly independent over Fp, then Da =
Fp. Thus,
(
a, γa+ jpℓ
)
∈ R˜ℓ+1 (u, v) for j ∈ Z.
(iii) Otherwise, u mod p, h(x)u mod p and w mod p are linearly dependent over Fp. By Lemma 6, u 6∼
h(x)u. Suppose w ≡ r0u+r1h(x)u mod p. By Lemma 14, we have p ∤ r1. By Lemma 5, both u mod
p and h(x)u mod p arem-sequences over Fp. Then by Lemma 4, {h(x)u(t) mod p : u(t) ≡ a mod p} ⊃
F
∗
p. Thus, in this case, Da = Fp \ {r0a mod p}. Now we have
(
a, γa+ jpℓ
)
∈ R˜ℓ+1 (u, v) for
j ∈ Z\(r0a+pZ). Assign any a′ ∈ Z. Since p ≥ 3, we can choose j0 ∈ Z satisfying j0 6≡ r0a mod p
and j0 6≡ a′/γ − r0a mod p. Notice that
γ2a+ a′pℓ 6≡ γ2a+ γ(j0 + r0a)p
ℓ ≡ γ(γa+ j0p
ℓ) + r0(γa+ j0p
ℓ)pℓ mod pℓ+1.
Thus, we have
(
a, γa+ j0p
ℓ
)
∈ R˜ℓ+1 (u, v) and
(
γa+ j0p
ℓ, γ2a+ a′pℓ
)
∈ R˜ℓ+1 (u, v).
Fix any a ∈ A and b = a + a′pℓ ∈ Z/peZ. Let k = min
{
i > 0 : γi ≡ 1 mod pℓ
}
. Denote a0 = a
and ak = b. For Cases (i) and (ii), we choose aj = aγ
j and have (aj, aj+1) ∈ R˜ℓ+1 (u, v), 0 ≤ j < k.
For Case (iii), we iteratively choose aj ∈ aγj + pℓZ/peZ satisfying aj 6≡ aj−1γ + r0aj−1pℓ mod pℓ+1,
1 ≤ j ≤ k − 2, and ak−1 ∈ aγk−1 + pℓZ/peZ satisfying{
ak−1 6≡ ak−2γ + r0ak−2pℓ mod pℓ+1,
ak−1 6≡ ak−2γ + (a′/γ − r0ak−2)pℓ mod pℓ+1.
Then (aj−1, aj) ∈ R˜ℓ+1 (u, v), 1 ≤ j ≤ k. Therefore, Statement 1 holds for l = ℓ+ 1.
Lemma 16. Let u, v, ℓ and γ be defined as above, and 1 ≤ ℓ < ǫ < e. If σ(x) is primitive and
Statement 1 holds for l = ǫ, then Statement 1 also holds for l = ǫ+ 1.
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Proof. Assign any a ∈ A and d ∈ Z. Let b = a+ dpǫ.
Since Statement 1 holds for l = ǫ, there exists a0, a1, . . . , ak such that

a0 ≡ a mod pǫ,
ak ≡ a+ dpǫ−1 mod pǫ,
γk ≡ 1 mod pℓ,
(aj−1, aj) ∈ R˜ǫ (u, v) , 1 ≤ j ≤ k.
As defined in R˜ǫ (u, v), there exist t0, t1, t2, . . . , tk−1 ∈ Z such that

h(x)u(ti) 6≡ 0 mod p, 0 ≤ i < k,
u(ti) ≡ v(ti−1) ≡ ai mod pǫ, 1 ≤ i < k,
u(t0) ≡ a mod pǫ,
v(tk−1) ≡ a+ dpǫ−1 mod pǫ.
For 1 ≤ i < k, we iteratively define
{
t0,0 = t0 + (p
n − 1) pǫ−1d0,0,
ti,0 = ti + (p
n − 1) pǫ−1di,0,
where {
d0,0 ≡ (a− u(t0)) / (p
ǫh(x)u(t0)) mod p,
di,0 ≡ (v(ti−1,0)− u(ti)) / (pǫh(x)u(ti)) mod p.
Since u(t0) ≡ a mod pǫ, d0,0 is well-defined. By Lemma 7, v(ti−1,0) ≡ v(ti−1) ≡ u(ti) mod pǫ, 1 ≤ i < k.
Hence, di,0 is well-defined, 1 ≤ i < k. By Lemma 7, for 1 ≤ i < k, we check that
{
u(t0,0) ≡ u(t0) + p
ǫd0,0h(x)u(t0) ≡ a mod p
ǫ+1,
u(ti,0) ≡ u(ti) + pǫdi,0h(x)u(ti) ≡ v(ti−1,0) mod pǫ+1.
(15)
Denote ∆ = v(tk−1,0) − u(t0,0). Because v(tk−1,0) ≡ v(tk−1) ≡ a + dpǫ−1 mod pǫ and u(t0,0) ≡
a mod pǫ, we have ∆ ≡ dpǫ−1 mod pǫ.
We choose ri = γ
i∆/
(
pǫ−1h(x)u(ti,0)
)
mod p, 0 ≤ i < k. Let tk,0 = t0,0+(pn − 1) (r0pǫ−2 + pǫ−1dk,0),
where dk,0 ≡
(
v(tk−1,0)− u(t0,0 + (pn − 1) r0pǫ−2)
)
/(pǫh(x)u(t0,0)) mod p. Then let rk = γ
k∆/
(
pǫ−1h(x)u(tk,0)
)
mod
p.
By Lemma 5, h(x)u mod p is an m-sequence generated by σ(x) mod p, and hence h(x)u(ti,0) ≡
h(x)u(ti) 6≡ 0 mod p, 0 ≤ i < k. Moreover, by Lemma 7, u(t0,0 + r0p
ǫ−2 (pn − 1)) ≡ u(t0,0) +
22
r0p
ǫ−1h(x)u(t0,0) ≡ v(tk−1,0) mod pǫ. Hence, dk,0 is well-defined. By Lemma 7, we check that
u(tk,0) ≡u((t0,0 + (p
n − 1) r0p
ǫ−2) + (pn − 1) pǫ−1dk,0)
≡u(t0,0 + (p
n − 1) r0p
ǫ−2) + pǫdk,0h(x)u(t0,0 + (p
n − 1) r0p
ǫ−2)
≡u(t0,0 + (p
n − 1) r0p
ǫ−2) + pǫdk,0h(x)u(t0,0)
≡v(tk−1,0) mod p
ǫ+1. (16)
Similarly, by Lemma 5, h(x)u(tk,0) ≡ h(x)u(t0,0) 6≡ 0 mod p. Besides, γk ≡ 1 mod pℓ. Thus, we have
r0 ≡ rk mod p.
For 1 ≤ i ≤ k and 1 ≤ j < p, we iteratively define
{
t0,j = tk,j−1,
ti,j = ti,0 + (p
n − 1)(jri + di,jp)pǫ−2,
(17)
where
di,j ≡
(
v(ti−1,j)− u
(
ti,0 + (p
n − 1)jrip
ǫ−2
))
/ (pǫh(x)u(ti,0)) mod p.
For 1 ≤ j ≤ p− 1, considering r0 ≡ rk mod p, we compute
t0,j ≡tk,j−1 ≡ tk,0 + (p
n − 1)(j − 1)rkp
ǫ−2
≡t0,0 + (p
n − 1)(r0 + (j − 1)rk)p
ǫ−2
≡t0,0 + (p
n − 1)jr0p
ǫ−2 mod pǫ−1. (18)
For 1 ≤ i ≤ k and 1 ≤ j ≤ p − 1, considering Eq.(15), Eq.(16) and v ≡ γu mod p, we use Eq.(6) to
compute
v(ti−1,j) ≡v
(
ti−1,0 + (p
n − 1)jri−1p
ǫ−2
)
≡v(ti−1,0) + jri−1p
ǫ−1h(x)v(ti−1,0)
≡v(ti−1,0) + jri−1γp
ǫ−1h(x)u(ti−1,0)
≡u(ti,0) + jγ
i∆
≡u(ti,0) + jrip
ǫ−1h(x)u(ti,0)
≡u
(
ti,0 + (p
n − 1)jrip
ǫ−2
)
mod pǫ.
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Therefore, di,js are well-defined, and moreover, we can use Lemma 7 to check
u(ti,j) ≡u(ti,0 + (p
n − 1) (jri + di,jp)p
ǫ−2)
≡u((ti,0 + (p
n − 1) jrip
ǫ−2) + (pn − 1) pǫ−1di,j)
≡u(ti,0 + (p
n − 1) jrip
ǫ−2) + pǫdi,jh(x)u(ti,0 + (p
n − 1) jrip
ǫ−2)
≡u(ti,0 + (p
n − 1) jrip
ǫ−2) + pǫdi,jh(x)u(ti,0)
≡v(ti−1,j) mod p
ǫ+1 (19)
for 1 ≤ i ≤ k, 1 ≤ j ≤ p− 1. Notice h(x)u(ti−1,j) ≡ h(x)u(ti−1,0) 6≡ 0 mod p and (u(ti−1,j), v(ti−1,j)) ∈
R˜e (u, v). Thus, combining Eq.(15), Eq.(16) and Eq.(19), we have
(u(ti−1,j), u(ti,j)) ∈ R˜ǫ+1 (u, v) , 1 ≤ i ≤ k, 0 ≤ j < p. (20)
Denote w = (v−γu)/pℓ. We apply Lemma 7 on pℓw to get w(ti,j)−w(ti,0) ≡ jripǫ−1h(x)w(ti,0) mod
pǫ. Then for 0 ≤ i < k, we have
u(ti+1,j)− u(ti+1,0) ≡ v(ti,j)− v(ti,0)
≡γ(u(ti,j)− u(ti,0)) + p
ℓ(w(ti,j)− w(ti,0))
≡γ(u(ti,j)− u(ti,0)) + p
ℓ+ǫ−1jrih(x)w(ti,0) mod p
ǫ+1. (21)
Thus, from Lemma 7, Eq.(18), Eq.(21) and γk ≡ 1 mod pℓ, we have
(u(tk,j)− u(t0,j))− (u(tk,0)− u(t0,0))
≡(u(tk,j)− u(tk,0))− (u(t0,j)− u(t0,0))
≡(γk − 1)(u(t0,j)− u(t0,0)) + jp
ℓ+ǫ−1
k−1∑
i=0
γk−1−irih(x)w(ti,0)
≡pℓ+ǫ−1jr0h(x)u(t0,0) + jp
ℓ+ǫ−1
k−1∑
i=0
γk−1−irih(x)w(ti,0) mod p
ǫ+1
for 1 ≤ j ≤ p− 1. Denoting ∆′ = u(tk,p−1)− u(t0,0), we compute
∆′ ≡
p−1∑
j=0
(u(tk,j)− u(t0,j))
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≡p∆+ pℓ+ǫ−1r0h(x)u(t0,0)
p−1∑
j=1
j
+ pℓ+ǫ−1
k−1∑
i=0
γk−1−irih(x)w(ti,0)
p−1∑
j=1
j mod pǫ+1.
Since
∑p−1
j=1 j ≡ p(p− 1)/2 ≡ 0 mod p, we have ∆
′ ≡ p∆ ≡ dpǫ mod pǫ+1. Thus, we have
u(tk,p−1) ≡ u(t0,0) + ∆
′ ≡ a+ dpǫ ≡ b mod pǫ+1. (22)
Let a′pk = u(tk,p−1) and a
′
i+kj = u(ti,j), 0 ≤ i < k, 0 ≤ j < p. Then we have a
′
0, a
′
1 . . . , a
′
pk satisfying

a′0 ≡ u(t0,0) ≡ a mod p
ǫ+1, by Eq.(15)
a′pk ≡ u(tk,p−1) ≡ b mod p
ǫ+1, by Eq.(22)
γpk ≡ (γk)p ≡ 1 mod pℓ,(
a′j−1, a
′
j
)
∈ R˜ǫ+1 (u, v) , 1 ≤ j ≤ pk. by Eq.(17) and Eq.(20)
Since ǫ ≥ ℓ+1,
(
a′j−1, a
′
j
)
∈ R˜ǫ+1 (u, v) ensures that a′j ∈ {aγ
t : t ∈ Z}+pℓZ/peZ. Therefore, Statement
1 holds for l = ǫ+ 1.
Now we combine Lemma 3 and Statement 1 to describe the equivalence classes w.r.t. REe (u, v).
Lemma 17. Let u, v, ℓ and γ be defined as above, and 1 ≤ ℓ ≤ e. If σ(x) is strongly primitive,
then
{{
aγi : i ∈ Z
}
+ pℓZ/peZ : a ∈ Z/peZ
}
is the set of equivalence classes w.r.t. REe (u, v). If σ(x)
is primitive but not strongly primitive, then for any a ∈ (Z/peZ)∗,
{
aγi : i ∈ Z
}
+ pℓZ/peZ is an
equivalence class w.r.t. REe (u, v).
Proof. Notice R˜i (u, v) ⊂ Ri (u, v) ⊂ R
S
i (u, v), 1 ≤ i ≤ e. For a ∈ Z/p
e
Z, denote Ca =
{
aγi : i ∈ Z
}
+
pℓZ/peZ.
If ℓ = e, Re (u, v) = {(r, γr) : r ∈ {u(t) : t ∈ Z}}. Since (Z/peZ)∗ is a finite cyclic group, the
equivalence class of a ∈ A w.r.t. REe (u, v) is Ca =
{
aγi : i ∈ Z
}
.
Now we consider 1 ≤ ℓ < e.
First, we show that for a ∈ A, Ca is a subset of an equivalence class w.r.t. REe (u, v). Fix any
a ∈ A and b = aγk + b′pℓ ∈ Ca. There exist t0 ∈ Z satisfying u(t0) = a. Iteratively, for 1 ≤ i ≤ k,
because v(ti−1) ≡ γu(ti−1) ≡ aγi mod pℓ, we have v(ti−1) ∈ Ca ⊂ A ⊂ {u(t) : t ∈ Z}, and then
there also exists ti ∈ Z satisfying u(ti) = v(ti−1). Then (u(tj−1), u(tj)) ∈ Re (u, v) ⊂ Rℓ+1 (u, v),
1 ≤ j ≤ k. Assumption (i) of Lemma 3 holds for B = Ca and τ = ℓ. Furthermore, by Lemma
15 and Lemma 16, we have inductively proved Statement 1 for ℓ < i ≤ e, i.e., for any a ∈ Z/peZ
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and b ∈ a + pi−1Z/peZ, there exist a0, a1 . . . , ak ∈ Ca satisfying a0 ≡ a mod pi, ak ≡ b mod pi and
(aj−1, aj) ∈ R˜i (u, v) ⊂ RSi (u, v), 1 ≤ j ≤ k. Thus, Assumption (ii) of Lemma 3 holds for B = Ca and
τ = ℓ. By Lemma 3, Ca × Ca ⊂ REe (u, v).
Second, noticing v ≡ γu mod pℓ, we conclude that if (a, b) ∈ REe (u, v), then b ≡ aγ
i mod pℓ for some
i ∈ Z, i.e., b ∈ Ca.
Thus, for a ∈ A, Ca is an equivalence class w.r.t. REe (u, v).
Now suppose σ(x) to be strongly primitive. We have to prove that {Ca : a ∈ Z/peZ} is the set of
equivalence classes w.r.t. REe (u, v).
On one hand, we show that for a, b ∈ Z/peZ, either Ca = Cb or Ca ∩Cb = ∅. Notice that
Ca =
{
r ∈ Z/peZ : ∃i ∈ Z, r ≡ aγi mod pℓ
}
.
Assume a′ ∈ Ca and a′ ≡ aγi0 mod pℓ. Since γ 6≡ 0 mod p, given r ∈ Ca satisfying r ≡ aγi mod pℓ, we
have r ≡ aγi ≡ a′γi−i0 mod pℓ. Hence, Ca ⊂ Ca′ . We see a ∈ Ca′ and similarly have Ca′ ⊂ Ca. Thus,
Ca = Ca′ for any a
′ ∈ Ca. Suppose Ca ∩Cb 6= ∅, say c ∈ Ca ∩Cb. Then Ca = Cc = Cb as shown above.
On the other hand, ∪a∈Z/peZCa = Z/p
e
Z. We conclude that {Ca : a ∈ Z/peZ} is the set of equiva-
lence classes w.r.t. REe (u, v).
3.4 Proof of main results
In this subsection we prove Theorem 1, Theorem 2, Theorem 3 and Corollary 3.
Proof of Theorem 1. If σ(x) is primitive and (h(x)2 mod (p, σ)) /∈ Fp, we use Lemma 11 and Lemma 17
to obtain C as the set of equivalence classes w.r.t. REe (u, v). Then this theorem follows from Lemma
1.
We need the following lemma to describe three important kinds of subset of equivalence classes w.r.t.
REe (u, v).
Lemma 18. Let σ(x) be a primitive polynomial over Z/peZ and u, v ∈ G′(σ(x), pe). If u 6= v, then
at least one of the following three statements is true: (i) There exists a nontrivial k-th root of unity
γ ∈ Z/peZ, such that v = γu and
{
aγi : 1 ≤ i ≤ k
}
is an equivalence class w.r.t. REe (u, v) for any a ∈
(Z/peZ)∗ (for any a ∈ Z/peZ if σ(x) is strongly primitive). (ii) For any a ∈ (Z/peZ)∗, a+ pe−1Z/peZ
is a subset of an equivalence class w.r.t. REe (u, v). (iii) Condition 1 holds, and for any a ∈ pZ/p
e
Z,
a+ pe−1Z/peZ is a subset of an equivalence class w.r.t. REe (u, v).
Proof. Let ℓ = max
{
0 ≤ i ≤ e : ∃j ∈ Z, ju ≡ v mod pi
}
and let γ ∈ Z/peZ satisfy γu ≡ v mod pℓ.
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Suppose ℓ = e, i.e., there exists γ ∈ Z/peZ satisfying v = γu. By Lemma 17, for any a ∈ (Z/peZ)∗
(for any a ∈ Z/peZ if σ(x) is strongly primitive), {aγt : t ∈ Z} is an equivalence class w.r.t. REe (u, v).
Consider two cases.
• Case I: γp−1 ≡ 1 mod pe. Let k = min
{
j > 0 : γj ≡ 1 mod pe
}
. Then v = γu and
{
aγi : 1 ≤ i ≤ r
}
is an equivalence class w.r.t. REe (u, v) for any a ∈ (Z/p
e
Z)∗ (for any a ∈ Z/peZ if σ(x) is strongly
primitive). Statement (i) of Lemma 18 is true.
• Case II: γp−1 6≡ 1 mod pe. Since γp−1 ≡ 1 mod p, we have γp−1 ≡ 1 + λpi mod pe for some
1 ≤ i < e and λ ∈ (Z/peZ)∗. Letting λ−1 ∈ Z satisfy γγ−1 ≡ 1 mod pe, we have (1 + λpi)λ
−1
≡
1+λλ−1pi ≡ 1+pi mod pi+1. For any a′ ≡ 1 mod p and j ≥ 1, (1+a′pj)p ≡ 1+a′pj+1 mod pj+2.
Inductively, we have γ(p−1)λ
−1pe−1−i ≡ 1 + pe−1 mod pe. Thus, 1 + pe−1 ∈ {γt : t ∈ Z}. For
a ∈ (Z/peZ)∗, a + pe−1Z/peZ = {a(1 + pe)t : t ∈ Z} ⊂ {aγt : t ∈ Z}. Thus, Statement (ii) of
Lemma 18 holds.
Suppose 1 ≤ ℓ < e. By Lemma 17, for any a ∈ (Z/peZ)∗, a+ pe−1Z/peZ ⊂ {aγt : t ∈ Z}+ pℓZ/peZ
and hence is a subset of an equivalence class. Thus, Statement (ii) of Lemma 18 holds.
Suppose ℓ = 0, i.e., u 6∼ v. Consider three cases.
• Case I: σ(x) is strongly primitive and Condition 1 does not hold. By Lemma 11, Z/peZ is the
equivalence class. Hence, the statement (i)-(iii) of Lemma 18 hold.
• Case II: Condition 1 holds. By Lemma 12, a+ pe−1Z/peZ is a subset of an equivalence class for
a ∈ pZ/peZ, and hence Statement (iii) of Lemma 18 is true.
• Case III: σ(x) is primitive but not strongly primitive. By Lemma 13, a + pe−1Z/peZ is a subset
of an equivalence class for a ∈ (Z/peZ)∗, and hence Statement (ii) of Lemma 18 is true.
We have listed all possible cases. Therefore, at least one of the statements (i)-(iii) of Lemma 18 is
true.
Proof of Theorem 2. Let u, v ∈ G′(σ(x), pe). Since u = v implies D-uniformity of ϕ̂(u) and ϕ̂(v), we
only have to prove that under the three statements (i)-(iii) of Theorem 2, if u 6= v, then ϕ̂(u) and ϕ̂(v)
are not D-uniform.
Assume u 6= v. By Lemma 1, it is sufficient to show that under the three statements (i)-(iii) of
Theorem 2, ϕ is not constant on some equivalence class C w.r.t. REe (u, v), where ϕ(C) ∩D 6= ∅.
By Lemma 18, at least one of the three statements (i)-(iii) of Lemma 18 is true. We consider the
three possible scenarios.
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• Scenario I: Statement (i) of Lemma 18 holds. Noticing k ≥ 2, we choose r to be a prime divisor of
k and ω = γk/r. Because of Statement (i) of Theorem 2, there exists a ∈ (Z/peZ)∗ (a ∈ Z/peZ if
σ(x) is strongly primitive) such that ϕ(a) ∈ D and ϕ is not constant on
{
aωi : 1 ≤ i ≤ r
}
. Denote
C = {aγt : t ∈ Z}. Then C is the equivalence class of a and ϕ(C) ∩D ⊃ {ϕ(a)}. However, ϕ is
not constant C.
• Scenario II: Statement (ii) of Lemma 18 holds. Because of Statement (ii) of Theorem 2, there
exists a ∈ (Z/peZ)∗ such that ϕ(a) ∈ D and ϕ is not constant on a + pe−1Z/peZ. Let C be the
equivalence class of a w.r.t. REe (u, v), then a + p
e−1
Z/peZ ⊂ C. Thus, ϕ(C) ∩ D ⊃ {ϕ(a)} and
ϕ is not constant on C.
• Scenario III: Statement (iii) of Lemma 18 holds. Because of Statement (iii) of Theorem 2, there
exists a ∈ pZ/peZ such that ϕ(a) ∈ D and ϕ is not constant on a + pe−1Z/peZ. Let C be the
equivalence class of a w.r.t. REe (u, v), then a + p
e−1
Z/peZ ⊂ C. Thus, ϕ(C) ∩ D ⊃ {ϕ(a)} and
ϕ is not constant on C.
Therefore, if the three statements (i)-(iii) of Theorem 2 hold, then ϕ is not constant on some equivalence
class C w.r.t. REe (u, v), where ϕ(C) ∩D 6= ∅, and hence ϕ̂(u) and ϕ̂(v) are not D-uniform.
Proof of Theorem 3. Because (h(x)
2
mod (p, σ(x))) /∈ Fp, σ(x) is strongly primitive and Condition 1
does not hold.
Noticing that Statement (iii) of Lemma 18 does not occur here, we can repeat the proof of Theorem
2 to show that if Statement (i) and Statement (ii) of Theorem 3 hold, then ϕ̂ is injective on G′(σ(x), pe)
w.r.t. D-uniformity.
Now suppose either Statement (i) or Statement (ii) of Theorem 3 does not hold. Below we show
that ϕ̂ is not injective on G′(σ(x), pe) w.r.t. D-uniformity.
If Statement (i) of Theorem 3 is not true, then there exists a nontrivial r-th root of unity ω ∈ Z/peZ,
such that for any a ∈ Z/peZ with ϕ(a) ∈ D, ϕ is constant on
{
aωi : 1 ≤ i ≤ r
}
. We take u ∈ G′(σ(x), pe)
and v = ωu. Then v ∈ G′(σ(x), pe), and for any d ∈ D, ϕ̂(u)(t) = ϕ(u(t)) = d if and only if
ϕ̂(v)(t) = ϕ(v(t)) = ϕ(ωu(t)) = d. Thus, we have u 6= v, but ϕ̂(u) and ϕ̂(v) are D-uniform.
If Statement (ii) of Theorem 3 is not true, then for any a ∈ (Z/peZ)∗ with ϕ(a) ∈ D, ϕ is constant
on a+ pe−1Z/peZ. We take u ∈ G′(σ(x), pe) and v = (1 + pe−1)u. Then v ∈ G′(σ(x), pe). Since
(1 + pe−1)u(t) = u(t) + pe−1u(t)
{
= u(t), if u(t) ∈ pZ/peZ,
∈ u(t) + pe−1Z/peZ, if u(t) ∈ (Z/peZ)∗,
we conclude that for any d ∈ D, ϕ̂(u)(t) = ϕ(u(t)) = d if and only if ϕ̂(v)(t) = ϕ(v(t)) = ϕ((1 +
pe−1)u(t)) = d. Thus, we have u 6= v, but ϕ̂(u) and ϕ̂(v) are D-uniform.
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Proof of Corollary 3. A non-entropy-preserving map ϕ : Z/peZ → S satisfies neither Statement (i) nor
Statement (ii) of Corollary 2. If ϕ does not satisfy Statement (i) of Corollary 2, then there exists a
prime divisor r of p − 1 such that ϕ is constant on
{
aωi : 1 ≤ i ≤ r
}
for any a ∈ Z/peZ, where ω is a
nontrivial root of unity satisfying ωr = 1. Since
∣∣{{aωi : 1 ≤ i ≤ r} : a ∈ Z/peZ}∣∣ = (pe − 1)/r + 1, a
map disobeying Statement (i) of Corollary 2 is determined by the images of (pe − 1)/r + 1 elements.
Hence, the number of maps disobeying Statement (i) of Corollary 2 is k1+(p
e
−1)/r. If ϕ does not satisfy
Statement (ii) of Corollary 2, then ϕ is constant on a+pe−1Z/peZ for a ∈ (Z/peZ)∗. A map disobeying
Statement (ii) of Corollary 2 is determined by the images of (pe − pe−1)/p+ pe−1 elements. Hence, the
number of maps disobeying Statement (ii) of Corollary 2 is kp
e−1+(pe−pe−1)/p = k2p
e−1
−pe−2 . Moreover,
constant maps satisfy neither Statement (i) nor Statement (ii) of Corollary 2, and are counted in both
cases above. Therefore, the number of entropy-preserving maps from Z/peZ to S is greater than
kp
e
− k2p
e−1
−pe−2 −
∑
i∈P
k1+(p
e
−1)/r
>kp
e
− k2p
e−1
−pe−2 − k1+(p
e
−1)/2 log2 p
=kp
e
(
1− k−p
e−2(p−1)2 − k(1−p
e)/2 log2 p
)
,
where P = {j ≥ 2 : j is prime, j | (p− 1)}.
3.5 Some specific compressing maps
In this subsection we discuss some specific compressing maps from Z/peZ to Fp, and prove Theorem 5,
Theorem 5, Theorem 6 and Theorem 7.
In this subsection a ∈ Z/peZ is identified as its unique representative in {0, 1, . . . , pe − 1}, and
Fp is considered as the set {0, 1, . . . , p− 1}. The i-th coordinate 〈a〉i ∈ Fp of a ∈ Z/p
e
Z is defined
by a = 〈a〉0 + 〈a〉1 p + · · · + 〈a〉e−1 p
e−1, where 〈a〉i ∈ Fp. For simplicity we write ai instead of 〈a〉i
where ambiguity is impossible. For 1 ≤ i < e and a, c ∈ Z/peZ, let [a]i denote the integer satisfying
[a]i ≡ a mod p
i and 0 ≤ [a]i < p
i; let {a}c,i ∈ Fp satisfy {a}c,i ≡ (c [a]i − [ca]i)/p
i mod p.
Following the convention of previous papers [9,10,23,24,27,31,32,35,36], a is also identified with the
vector (a0, a1, . . . , ae−1) ∈ Fep and thereby a map from Z/p
e
Z to Fp is explicitly written as an e-variable
function on Fp. Moreover, each function from F
e
p to Fp is written as a multivariate polynomial in which
the degree in each indeterminate is less than p.
The following four lemmas are useful in our proof.
Lemma 19. Let γ, a ∈ Z/peZ and 1 ≤ i < e. Then 〈γa〉i ≡ {a}γ,i + γai mod p. Particularly, for
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b ∈ Fp, 〈
γ
(
a+ pe−1b
)〉
e−1
≡ γ(ae−1 + b) + {a}γ,e−1 mod p. (23)
Proof. On one hand, a ≡ [a]i + p
iai mod p
i+1 and γa ≡ [γa]i + p
i 〈γa〉i mod p
i+1. On the other hand,
from the definition of {a}γ,i we have γ [a]i ≡ [γa]i + p
i {a}γ,i mod p
i+1. Thus,
[γa]i + p
i 〈γa〉i ≡ γa ≡ γ([a]i + p
iai) ≡ [γa]i + p
i {a}γ,i + p
iγai mod p
i+1,
implying 〈γa〉i ≡ {a}γ,i+γai mod p. Particularly,
〈
γ
(
a+ pe−1b
)〉
e−1
≡ γ(ae−1+b)+
{(
a+ pe−1b
)}
γ,e−1
mod
p. Furthermore, notice that {a}γ,e−1 =
{
a+ jpe−1
}
γ,e−1
for any j ∈ Z. Therefore, Eq.(23) is true.
Lemma 20. Let 1 ≤ i < e. Suppose 1 6= γ ∈ Z/peZ and γr ≡ 1 mod pe, where r > 1 and r | (p − 1).
If pi ∤ a, then there exists k ∈ {0, 2, . . . , r − 1} satisfying
{
γka
}
γ,i
6= 0.
Proof. Use reductio ad absurdum. Suppose
{
γja
}
γ,i
= 0 for any j ∈ {0, 1, . . . , r − 1}. Then by
Lemma 19, we iteratively get
〈
γj+1a
〉
i
≡
{
γja
}
γ,i
+ γ
〈
γja
〉
i
≡ γj+1ai mod p, 0 ≤ j < r. Since
1 ≤
[
γja
]
i
< pi, we have r ≤
∑r−1
i=0
[
γja
]
i
< rpi and hence pi+1 ∤
∑r−1
i=0
[
γja
]
i
. However, seeing
γja ≡
[
γja
]
i
+ pi
〈
γja
〉
i
mod pi+1, we have
r−1∑
j=0
[
γja
]
i
≡
r−1∑
j=0
[
γja
]
i
+ piai
r−1∑
j=0
γj
≡
r−1∑
j=0
[
γja
]
i
+ pi
r−1∑
j=0
〈
γja
〉
i
≡
r−1∑
j=0
γja ≡ 0 mod pi+1,
contradictory to pi+1 ∤
∑r−1
i=0
[
γja
]
i
. Therefore, our supposition is ridiculous and
{
γka
}
γ,i
6= 0 for some
0 ≤ k < r.
Lemma 21. Let 1 ≤ i < e. Suppose γ ∈ Z/peZ and γr ≡ 1 mod pe, where r > 1 and r | (p − 1). If
γ 6≡ ±1 mod pi, then there exist a, b ∈
{
0, 1, . . . , pe−1 − 1
}
satisfying p ∤ a, p ∤ b and {a}γ,i 6= {b}γ,i.
Proof. Let a1 = 1, a2 = 2 and a3 = p
i − 1. Then p ∤ aj and 〈aj〉i = 0, j ∈ {1, 2, 3}. By Lemma 19, we
have {aj}γ,i = 〈γaj〉i.
Clearly, {γa1}γ,i = 〈γ〉i. Noticing
2γ ≡ 2([γ]i + γip
i) ≡ 2 [γ]i + 2γip
i mod pi+1
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and [γ]i < p
i, we compute
{γa2}γ,i = 〈2γ〉i ≡
{
2γi mod p, if 2 [γ]i < p
i,
2γi + 1 mod p, if 2 [γ]i > p
i.
Noticing 〈−γ〉i = 〈p
e − γ〉i = p− 1− γi, we compute
{γa3}γ,i =
〈
γ(pi − 1)
〉
i
≡ γ + 〈−γ〉i ≡ γ + p− 1− γi mod p.
We use reductio ad absurdum. Assume {a1}γ,i = {a2}γ,i = {a3}γ,i. From {a1}γ,i = {a3}γ,i we get
γi ≡ γ + p− 1− γi mod p, implying γi ≡ (γ − 1)/2 mod p. Consider two cases.
(i) 2 [γ]i < p
i. From {a1}γ,i = {a2}γ,i we get γi ≡ 2γi ≡ (γ − 1)/2 mod p, implying γi = 0 and
γ ≡ 1 mod p, contradictory to γ 6≡ 1 mod pi.
(ii) 2 [γ]i > p
i. From {a1}γ,i = {a2}γ,i we get γi ≡ 2γi + 1 ≡ (γ − 1)/2 mod p, implying γi = p − 1
and γ ≡ −1 mod p, contradictory to γ 6≡ −1 mod pi.
Therefore, our assumption {a1}γ,i = {a2}γ,i = {a3}γ,i is ridiculous, and there exist a, b ∈ {a1, a2, a3}
satisfying {a}γ,i 6= {b}γ,i.
Lemma 22. A map ϕ : Z/peZ → Fp is written as
ϕ(x) = f0(xe−1)f1(x0, x1, . . . , xe−2) + f2(x0, x1, . . . , xe−2),
where f0 ∈ Fp[xe−1] and f1, f2 ∈ Fp[x0, x1, . . . , xe−2]. If 1 ≤ deg f0 < p,
(
xp−10 − 1
)
∤ f1 and x0 ∤ f1,
then Statement (ii) and Statement (iii) of Corollary 1 hold. Particularly, if f1 = 1, f2 = 0, and f0 is a
permutation polynomial over Fp, then Statement (ii) and Statement (iii) of Theorem 2 hold.
Proof. Without ambiguity we denote fj(x) = fj(x0, x1, . . . , xe−2) for x ∈ Z/peZ, j = 1, 2. See fj(x +
ype−1) = fj(x) for any y ∈ Fp.
Because
(
xp−10 − 1
)
∤ f1, we have (x0 − i) ∤ f1 for some i ∈ F
∗
p, and hence there exists a ∈ (Z/p
e
Z)∗
satisfying f1(a) 6= 0. See that f2 is constant on a+pe−1Z/peZ and f0 is not constant on a+pe−1Z/peZ.
Thus, ϕ is not constant on a+ pe−1Z/peZ and Statement (ii) of Corollary 1 holds.
Moreover, because x0 ∤ f1, there exists a ∈ pZ/peZ satisfying f1(a) 6= 0. See that f2 is constant on
a+ pe−1Z/peZ and f0 is not constant on a+ p
e−1
Z/peZ. Hence, ϕ is not constant on a+ pe−1Z/peZ.
Thus, Statement (iii) of Corollary 1 is satisfied.
Now consider the special case: f1 = 1, f2 = 0, and f0 is a permutation of Fp.
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Fix any s ∈ Fp, and there there exists b ∈ Fp satisfying f(b) = s. For any a ∈ {0, 1}, let c = a+pe−1b.
Then ϕ(c) = f(b) = s and ϕ(c + pe−1Z/peZ) = f(Fp) = Fp. Thus, ϕ(c + p
e−1
Z/peZ) ∩ D ⊃ {ϕ(a)},
but ϕ is not constant on c+ pe−1Z/peZ. Take a = 1 and then Statement (ii) of Theorem 2 holds. Take
a = 0 and then Statement (iii) of Theorem 2 holds.
Now after preparation, it comes to the proof of Theorem 4, Theorem 5, Theorem 6 and Theorem 7.
Proof of Theorem 4. First, we prove Statement (i) and Statement (ii) of Theorem 4. By Theorem 2, it
is sufficient to show that Statements (i)-(iii) of Theorem 2 hold. Due to Lemma 22, it only remains to
prove Statement (i) of Theorem 2.
Below we prove Statement (i) of Theorem 2 respectively for Statement (i) and Statement (ii) of
Theorem 4. Now suppose 1 6= ω ∈ Z/peZ and ωr ≡ 1 mod pe, where r > 1 and r | (p− 1).
• Proof of Statement (i) of Theorem 4: Fix any s ∈ D, and there there exists ae−1 ∈ {0, 1, . . . , p− 1}
satisfying f(ae−1) = s. If σ(x) is strongly primitive, we choose a = p
e−1ae−1. Then ϕ(ωa) =
f(ae−1) 6= f(ωae−1) = ϕ(ωa). Hence, Statement (i) of Theorem 2 holds.
• Proof of Statement (ii) of Theorem 4: Now suppose σ(x) to be primitive and f(0) ∈ D. By Lemma
20, there exists b ∈ (Z/peZ)∗ satisfying {b}ω,e−1 6= 0. Noticing
{
[b]e−1
}
ω,e−1
= {b}ω,e−1 6= 0 and〈
[b]e−1
〉
e−1
= 0, we use Lemma 19 to get ϕ(ω [b]e−1) = f(
〈
ω [b]e−1
〉
e−1
) = f(
{
[b]e−1
}
ω,e−1
+
ω
〈
[b]e−1
〉
e−1
) = f({b}ω,e−1) 6= f(0) = ϕ([b]e−1). Then ϕ([b]e−1) ∈ D but ϕ is not constant on{
ωi [b]e−1 : 1 ≤ i ≤ r
}
. Thus, Statement (i) of Theorem 2 holds.
The proof of Statement (i) and Statement (ii) of Theorem 4 is complete.
Now we prove Statement (iii) of Theorem 4. Clearly, if u = v then ϕ̂(u) and ϕ̂(u) are D-uniform for
any ∅ 6= D ⊂ Fp. It remains to prove that if u 6≡ ±v mod pe, then ϕ̂(u) and ϕ̂(u) are not D-uniform for
any ∅ 6= D ⊂ Fp. Suppose u 6≡ ±v mod pe. By Lemma 1, it is sufficient to prove that ϕ is not constant
on some equivalence class C w.r.t. REe (u, v), where ϕ(C) ∩D 6= ∅.
By Lemma 18, at least one of the statements (i)-(iii) of Lemma 18 is true.
• Assume that Statement (i) of Lemma 18 is true. We have a k-th root of unity γ 6= 1, and
v = γu. By Lemma 21, there exists a, b ∈
{
0, 1, . . . , pe−1 − 1
}
satisfying a, b ∈ (Z/peZ)∗ and
{a}ω,e−1 6= {b}ω,e−1. Fix any s ∈ D and there exists ae−1 ∈ Fp satisfying f(ae−1) = s. Let
c1 = a+ae−1p
e−1 and c2 = b+ae−1p
e−1. By Eq.(23), we notice 〈a〉e−1 = 〈b〉e−1 = 0 and compute
{
〈γc1〉e−1 ≡ {a}ω,e−1 + γae−1 mod p;
〈γc2〉e−1 ≡ {b}ω,e−1 + γae−1 mod p.
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Thus, 〈γc1〉e−1 6= 〈γc1〉e−1. Since f is a permutation of Fp, ϕ(γc1) = f(〈γc1〉e−1) 6= f(〈γc2〉e−1) =
ϕ(γc2). Seeing ϕ(c1) = f(ae−1) = ϕ(c2). We have ϕ(γcj) 6= ϕ(cj) for some j ∈ {1, 2}. Therefore,
for cj ∈ (Z/peZ)∗, ϕ(cj) = s ∈ D but ϕ is not constant on the equivalence class
{
cjγ
i : 1 ≤ i ≤ k
}
.
• Assume that Statement (ii) of Lemma 18 is true. By Lemma 22, Statement (ii) of Theorem 2
holds. Similar to the proof of Theorem 2, in this case ϕ is not constant on some equivalence class
C w.r.t. REe (u, v), where ϕ(C) ∩D 6= ∅.
• Assume that Statement (iii) of Lemma 18 is true. By Lemma 22, Statement (iii) of Theorem 2
holds. Similar to the proof of Theorem 2, in this case ϕ is not constant on some equivalence class
C w.r.t. REe (u, v), where ϕ(C) ∩D 6= ∅.
Therefore, ϕ is not constant on some equivalence class C w.r.t. REe (u, v), where ϕ(C) ∩ D 6= ∅, and
Statement (iii) of Theorem 4 holds.
If σ(x) is not strongly primitive, functions like Eq.(4) do not necessarily induce injective maps on
G′(σ(x), pe). Below is an example.
Example 3. Use the notations and the primitive sequence s in Example 1. Let u = s and v = −s. The
map ϕ : Z/peZ → Fp is defined as ϕ(x) = x2e−1 + xe−1. Then ϕ̂(u) = ϕ̂(v).
In the sequel we give three new families of entropy-preserving maps from Fep to Fp.
Proof of Theorem 5. It is sufficient to show that the statements (i)-(iii) of Corollary 1 hold.
Without ambiguity we denote fj(x) = fj(x0, x1, . . . , xe−2) for x ∈ Z/peZ, j = 1, 2. See fj(x +
ype−1) = fj(x) for any y ∈ Fp.
The condition f1(0) 6= 0 implies x0 ∤ f1. Hence, by Lemma 22, Statement (ii) and Statement (iii) of
Corollary 1 hold.
Now we use reductio ad absurdum to prove Statement (i) of Corollary 1. Suppose that there exists
an r-th root of unity 1 6= ω ∈ Z/peZ, where r is a prime divisor of p − 1, such that ϕ(ωa) = ϕ(a) for
any a ∈ Z/peZ.
By Corollary 4, for any j ∈ Fp, pe−1j occurs in any sequence inG′(σ(x), pe). Notice that ϕ(pe−1xe−1) =
f0(xe−1)f1(0) + f2(0). Because ϕ(p
e−1xe−1ω) = ϕ(p
e−1xe−1) and f1(0) 6= 0, we have f0(xe−1) =
f0(ωxe−1). Write f0(z) = c
′
0+ c
′
1z+ · · ·+ c
′
dz
d, 1 ≤ d < p. Since f0(ωz)− f0(z) =
∑d
i=0 c
′
i(ω
i− 1)zi = 0
is constant over Fp, we have c
′
i = 0 for any r ∤ i. Denote t = max {i ∈ Z : i ≤ d/r, c
′
ri 6= 0} and de-
fine a function on Fp as g(z) =
∑t
i=0 c
′
riz
i. We have f0(xe−1) = g(x
r
e−1), where g ∈ Fp[xe−1] and
1 ≤ deg g < p/r. See that deg g = 0 is impossible because deg f0 = r deg g ≥ 1.
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By the supposition ϕ(ωx) = ϕ(x), we have ϕ(ωx+ pe−1ωy)− ϕ(ωx) = ϕ(x+ pe−1y)− ϕ(x) for any
y ∈ Fp, i.e.,
(
f0(
〈
ω(x+ pe−1y)
〉
e−1
− f0(〈ωx〉e−1)
)
f1(ωx)− (f0(xe−1 + y)− f0(xe−1))f1(x) = 0.
By Eq.(23),
〈
ω(x+ ype−1)
〉
e−1
≡ ω(xe−1 + y) + {x}ω,e−1 mod p. Let ∆ = y + xe−1. Then
f0(
〈
ω(x+ pe−1y)
〉
e−1
= f0(ω∆+ {x}ω,e−1) = g0((ω∆+ {x}ω,e−1)
r) = g0((∆ + {x}ω,e−1 /ω)
r),
and we have(
g
(
(∆ + {x}ω,e−1 /ω)
r
)
− f0(〈ωx〉e−1)
)
f1(ωx)− (g(∆
r)− f0(xe−1)) f1(x) = 0, (24)
for any ∆ ∈ Fp. By Lemma 22, there exists a ∈ (Z/peZ)∗ with f1(a) 6= 0. Now we consider two cases.
• f1(ωia) 6= f1(a) for some i ∈ {1, 2, . . . , r − 1}. Let k = min
{
1 ≤ i < r : f1(ωia) 6= f1(a)
}
and
substitute ωk−1a for x in Eq.(24). Then on the left hand of Eq.(24) the term in ∆ of the highest
degree is c′rt (f1(ωx)− f1(x)) ∆
rt 6= 0, which is absurd.
• f1(ωia) = f1(a) 6= 0 for any i ∈ {1, 2, . . . , r}. Note that the coefficient of ∆ct is zero on the left
hand of Eq.(24). By Lemma 20, there exists b ∈
{
ωia : i = 1, 2, . . . , r
}
with {b}ω,e−1 6= 0. We
substitute b for x in Eq.(24). Then on the left hand of Eq.(24) the term in ∆ of the highest degree
is f1(ωb)crtrt {b}ω,e−1∆
rt−1/ω 6= 0, which is absurd.
Therefore, our supposition that ϕ(ωa) = ϕ(a) for any a ∈ Z/peZ is ridiculous, and hence Statement
(i) of Corollary 1 is true.
Proof of Theorem 6. It is sufficient to show that the statements (i)-(iii) of Corollary 1 hold.
We also denote fj(x) = fj(x0, x1, . . . , xe−2) for x ∈ Z/peZ, j = 1, 2. See fj(x + ipe−1) = fj(x) for
any i ∈ Fp.
By Lemma 22, Statement (ii) and Statement (iii) of Corollary 1 hold.
Now we use reductio ad absurdum to prove Statement (i) of Corollary 1. Suppose that there exists
an r-th root of unity 1 6= ω ∈ Z/peZ, where r is a prime divisor of p − 1, such that ϕ(ωa) = ϕ(a) for
any a ∈ (Z/peZ)∗.
For any x ∈ (Z/peZ)∗ and any y ∈ Fp, ϕ(ωx+ pe−1ωy)− ϕ(ωx) = ϕ(x+ pe−1y)− ϕ(x), i.e.,
f1(ωx)
(〈
ω(x+ pe−1y)
〉ℓ
e−1
− 〈ωx〉ℓe−1
)
= f1(x)((xe−1 + y)
ℓ − xℓe−1).
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By Eq.(23),
〈
ω(x+ ype−1)
〉
e−1
≡ ω(xe−1 + y) + {x}ω,e−1 mod p. Let ∆ = xe−1 + y. Then
f1(ωx)
((
ω∆+ {x}ω,e−1
)ℓ
− 〈ωx〉ℓe−1
)
− f1(x)
(
∆ℓ − xℓe−1
)
= 0, (25)
for any ∆ ∈ Fp. Computing terms in ∆ of the (second) highest degree in Eq.(25), we have f1(x) =
ωℓf1(ωx) and {x}ω,e−1 f1(ωx) = 0 for x ∈ (Z/p
e
Z)∗. By Lemma 20, for any a ∈ (Z/peZ)∗, there
exists k ∈ {1, 2, . . . , r} satisfying
{
ωka
}
ω,e−1
6= 0. Substituting ωka for x in {x}ω,e−1 f1(ωx) = 0, we
get f1(ω
k+1a) = 0. Then iteratively substituting ωja for x in f1(x) = ω
ℓf1(ωx), 0 ≤ j ≤ i, we get
f1(a) = ω
ℓ(k+1)f1(ω
k+1a) = 0. Thus, f1(a) = 0 for any a ∈ (Z/peZ)∗, contradictory to (x
p−1
0 − 1) ∤ f1.
Therefore, our supposition that ϕ(ωa) = ϕ(a) for any a ∈ (Z/peZ)∗ is absurd, and hence Statement
(i) of Corollary 1 is true.
Proof of Theorem 7. It is sufficient to show that the statements (i)-(iii) of Corollary 1 hold.
We denote f1(x) = g0(xk) + g1(x0, x1, . . . , xk−1) and f2(x) = f2(x0, x1, . . . , xe−2) for x ∈ Z/peZ.
See fj(x+ ip
e−1) = fj(x) for any i ∈ Fp.
When k = 0, f1(x) = g0(x0) and we are given (x
p−1
0 − 1) ∤ f1 and x0 ∤ f1. When 1 ≤ k ≤ e − 2,
f1(x) = g0(xk)+g1(x0, x1, . . . , xk−1) satisfies (x
p−1
0 −1) ∤ f1 and x0 ∤ f1. Thus, by Lemma 22, Statement
(ii) and Statement (iii) of Corollary 1 hold.
Now we use reductio ad absurdum to prove Statement (i) of Corollary 1. Suppose that there exists
an r-th root of unity 1 6= ω ∈ Z/peZ, where r is a prime divisor of p − 1, such that ϕ(ωa) = ϕ(a) for
any a ∈ (Z/peZ)∗.
For any x ∈ (Z/peZ)∗ and any y ∈ Fp, ϕ(ωx+ pe−1ωy)− ϕ(ωx) = ϕ(x+ pe−1y)− ϕ(x), i.e.,
f1(ωx)
(〈
ω(x+ pe−1y)
〉
e−1
− 〈ωx〉e−1
)
= f1(x)((xe−1 + y)− xe−1).
Since
〈
ω(x+ ype−1)
〉
e−1
≡ 〈ωx〉e−1 + ωy mod p, we have ωf1(ωx)y = f1(x)y for any y ∈ Fp, and
conclude that ωf1(ωx) = f1(x) for x ∈ (Z/p
e
Z)∗.
If k = deg g0 = 0, then f1 ∈ F∗p is constant, contradictory to f1(x) = ωf1(ωx). Here f1 = g0 = 0 is
impossible because x0 ∤ g0.
Otherwise, consider k ≥ 1 or deg g0 > k = 0. For any x ∈ (Z/peZ)∗ and ∆ ∈ Fp, ω(f1(ω(x+pk∆))−
f1(ωx)) = f1(x + p
k∆)− f1(x), i.e.,
ω (g0(ω∆+ 〈ωx〉k))− g0(〈ωx〉k)) = g0(xk +∆)− g0(xk). (26)
Comparing the terms in ∆ of the highest degree in Eq.(26), we have ω1+deg g0 ≡ 1 mod p and conclude
r | (deg g0+1). However, if gcd(p− 1, deg g0+1) = 1, then r ∤ (deg g0+1) since r | (p− 1). Here comes
a contradiction.
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Therefore, our supposition that ϕ(ωa) = ϕ(a) for any a ∈ (Z/peZ)∗ is absurd and Statement (i) of
Corollary 1 is true.
Finally, since modular functions are a kind of important compressing maps, we also give another
proof of entropy-preservation of the modular compression [36].
Theorem 8 (Zhu-Qi). Let ϕ(x) = x mod M be a map defined on Z/peZ, where the positive integer
M ≥ 2 is not a power of p. If σ(x) is primitive, then ϕ̂ is injective on G′(σ(x), pe).
Proof. It is sufficient to show that the statements (i)-(iii) of Corollary 1 hold.
Suppose 1 < ω < pe and ωr ≡ 1 mod pe, where r > 1 and r | (p − 1). Since ω 6≡ 1 mod p, there
exists a ∈ (Z/peZ)∗ satisfying a ≡ 1/(ω − 1) mod pe. Clearly, a < pe − 1. Hence, aω ≡ a + 1 mod pe
and we have ϕ(aω) 6= ϕ(a). Thus, Statement (i) of Corollary 1 holds.
See thatM is not a power of p. Hence, for any a ∈ Z/peZ we have 0 ≤
[
a+ jpe−1
]
e
<
[
a+ (j + 1)pe−1
]
e−1
<
pe for some j ∈ {0, 1, . . . , p− 1}. Then
[
a+ (j + 1)pe−1
]
e−1
−
[
a+ jpe−1
]
e
= pe−1 and hence ϕ
(
a+ jpe−1
)
6=
ϕ
(
a+ (j + 1)pe−1
)
. Thus, Statement (ii) and Statement (iii) of Corollary 1 are true.
3.6 The number of conditioned primitive polynomials
In this subsection we give the number of primitive polynomials, the number of strongly primitive
polynomials, and the number of primitive polynomials satisfying Condition 1.
We characterize such conditioned polynomials in Lemma 23 and Lemma 24, and then count them
in Theorem 9.
Lemma 23. Let f, g, f ′, g′ be monic polynomials over Z/peZ satisfying fg = f ′g′, f ≡ f ′ mod p and
g ≡ g′ mod p. If f mod p and g mod p are relatively prime over Fp, then f = f ′ and g = g′.
Proof. Denote ∆f = f
′ − f and ∆g = g′ − g. Because the monic polynomials f, g, f ′, g′ satisfy f ≡
f ′ mod p and g ≡ g′ mod p, we have 
deg∆f < deg f,
deg∆g < deg g,
∆f ≡ ∆g ≡ 0 mod p.
(27)
Let k = max
{
1 ≤ i ≤ e : pi | ∆f , pi | ∆g
}
. Suppose k < e, i.e. ∆f = ∆g = 0 does not hold over Z/p
e
Z.
Since
f ′g′ = (f +∆f )(g +∆g) = fg + g∆f + f∆g +∆f∆g = fg,
we have g∆f + f∆g ≡ 0 mod p
k+1, i.e.,
g · (∆f/p
k) + f · (∆g/p
k) ≡ 0 mod p,
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implying {
(f mod p) | (g(∆f/pk) mod p),
(g mod p) | (f(∆g/pk) mod p).
Furthermore, since f mod p and g mod p are relatively prime, we have
{
(f mod p) | ((∆f/pk) mod p),
(g mod p) | ((∆g/pk) mod p).
Besides, by Eq.(27), deg∆f < deg f and deg∆g < deg g. Thus, we have (∆f/p
k) ≡ (∆g/pk) ≡ 0 mod p,
i.e., pk+1 | ∆f and pk+1 | ∆g, contradictory to the definition of k above. Thus, our supposition k < e
is absurd and hence ∆f = ∆g = 0, i.e. f = f
′ and g = g′.
Lemma 24. Let f, g be two monic polynomials of degree n over Z/peZ. Assume that f mod p and
g mod p are irreducible over Fp. Let hf (resp. hg) be a polynomial of degree less than n satisfying
xp
n
−1 − 1 ≡ phf mod f (resp. x
pn−1 − 1 ≡ phg mod g). If f ≡ g mod p and hf ≡ hg mod p
e−1, then
f = g.
Proof. There exist polynomials λ, λ′ satisfying
{
xp
n
−1 − 1 = phf + λf,
xp
n
−1 − 1 = phg + λ′g.
First, we have λf = λ′g because hf ≡ hg mod pe−1. Second, λf ≡ xp
n
−1 − 1 ≡ λ′g mod p. Since(
xp
n
−1 − 1
)
mod p has no multiple root over Fp and f ≡ g mod p, we also have λ ≡ λ′ mod p and
conclude that f mod p and λ mod p are relatively prime over Fp. Then by Lemma 23, f = g.
Theorem 9. Let φ denote the Euler totient function. Then the number of primitive polynomials
of degree n is pn(e−2)(pn − 1)φ(pn − 1)/n; the number of strongly primitive polynomials of degree
n is pn(e−2)(pn − p)φ(pn − 1)/n; and the number of primitive polynomials of degree n satisfying(
(xp
n
−1 − 1)2/p2 mod (p, σ(x))
)
/∈ Fp is
pn(e−2) (pn − p− (p− 1) (1 + (−1)n) /2)φ(pn − 1)/n.
Proof. By Lemma 24, a primitive polynomial σ(x) is uniquely determined by the primitive polynomial
σ(x) mod p and the polynomial h(x) over Z/pe−1Z of degree less than n.
Above all, it is known that there are φ(pn − 1)/n primitive polynomials over Fp of degree n.
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To ensure σ(x) to be primitive over Z/peZ, we only have to choose h(x) over Z/pe−1Z of degree less
than n satisfying h(x) 6≡ 0 mod p. Since∣∣{g ∈ Z/pe−1Z[x] : deg g < n, g 6≡ 0 mod p}∣∣
=
∣∣{g ∈ Z/pe−1Z[x] : deg g < n}∣∣ − ∣∣{g ∈ Z/pe−1Z[x] : deg g < n, g ≡ 0 mod p}∣∣
=p(e−1)n − p(e−2)n = pn(e−2)(pn − 1),
the number of primitive polynomials of degree n is pn(e−2)(pn − 1)φ(pn − 1)/n.
To ensure σ(x) to be strongly primitive over Z/peZ, we only have to choose h(x) over Z/pe−1Z of
degree less than n satisfying (h(x) mod p) /∈ Fp. Since∣∣{g ∈ Z/pe−1Z[x] : deg g < n, ∀a ∈ Fp, g 6≡ a mod p}∣∣
=
∣∣{g ∈ Z/pe−1Z[x] : deg g < n}∣∣
−
∣∣{g ∈ Z/pe−1Z[x] : deg g < n, ∃a ∈ Fp, g ≡ a mod p}∣∣
=p(e−1)n − p · p(e−2)n = pn(e−2)(pn − p),
the number of strongly primitive polynomials of degree n is pn(e−2)(pn − p)φ(pn − 1)/n.
To ensure σ(x) to satisfy
(
h(x)2 mod (p, σ(x))
)
/∈ Fp we only have to choose h(x) over Z/pe−1Z of
degree less than n satisfying h(x)2 6≡ a mod (p, σ(x)) for any a ∈ Fp. Notice that Fq[x]/(σ(x) mod p) is
a finite field of pn elements and h(x) mod p can be considered as an element, where deg h(x) < n. Since
the multiplicative group of Fp[x]/(σ(x) mod p) is a cyclic group of order p
n− 1, and a ∈ F∗p if and only
if ap−1 ≡ 1 mod p, we get∣∣{g ∈ Z/pe−1Z[x] : deg g < n, ∀a ∈ Fp, g2 6≡ a mod (p, σ(x))}∣∣
=
∣∣{g ∈ Z/pe−1Z[x] : deg g < n}∣∣
−
∣∣{g ∈ Z/pe−1Z[x] : deg g < n, ∃a ∈ Fp, g2 ≡ a mod (p, σ(x))}∣∣
=pn(e−1) − pn(e−2)
∣∣{g ∈ Fp[x] : deg g < n, ∃a ∈ Fp, g2 ≡ a mod (σ(x) mod p)}∣∣
=pn(e−1) − pn(e−2)
(
1 +
∣∣{g ∈ Fp[x] : deg g < n, ∃a ∈ F∗p, g2 ≡ a mod (σ(x) mod p)}∣∣)
=pn(e−1) − pn(e−2) (1 + |{0 ≤ i ≤ pn − 2 : (pn − 1) | 2i(p− 1)}|)
=
 p
n(e−1) − pn(e−2)
(
1 +
∣∣∣{0 ≤ i ≤ pn − 2 : pn−1p−1 | i}∣∣∣) , if 2 ∤ n,
pn(e−1) − pn(e−2)
(
1 +
∣∣∣{0 ≤ i ≤ pn − 2 : pn−12(p−1) | i}∣∣∣) , if 2 | n,
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={
pn(e−1) − pn(e−2)p = pn(e−2)(pn − p), if 2 ∤ n,
pn(e−1) − pn(e−2)(2p− 1) = pn(e−2)(pn − 2p+ 1), if 2 | n.
Thus, the number of primitive polynomials of degree n satisfying
(
h(x)2 mod (p, σ(x))
)
/∈ Fp is pn(e−2)(pn−
p− (p− 1)(1 + (−1)n)/2)φ(pn − 1)/n.
4 Conclusion
The compressing map extracts nonlinear sequences from primitive sequences over residue rings. We
characterized the compressing maps such that the distribution of some elements in the compressed
sequence determines a unique original primitive sequence. For at least 1− 2(p− 1)/(pn− 1) of primitive
polynomials of degree n, we gave a clear criterion of injectivity w.r.t. D-uniformity and entropy-
preservation, and also estimated the number of entropy-preserving maps. Furthermore, we also present
specific injective maps w.r.t. D-uniformity and three kinds of entropy-preserving maps from Z/peZ to
Fp.
Finally, we comment on relevant work. In this paper we introduce the language of binary relations
to characterize uniformity. Following the same idea, it is natural to use binary relations to interpret
s-uniformity with α and s-uniformity with α|k. Recall α = h(x)u mod p. To tell whether u and v are
s-uniform with α, the key is to give the equivalence closure of the relation R˜e (u, v); To tell whether u
and v are s-uniform with α|k, the key is to give the equivalence closure of the relation
{(a, b) ∈ Z/peZ× Z/peZ : ∃t ∈ Z, h(x)u(t) ≡ k mod p, u(t) ≡ a mod pe, v(t) ≡ b mod pe}.
Besides, it is also natural to ask whether it is possible to transplant the methods of this paper and its
results to the case p = 2.
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