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Résumé 
Les progrès récents dans les domaines de micro-électronique et des communications sans fil 
ont permis l’émergence d’une nouvelle catégorie de réseaux: les Réseaux de Capteurs Sans 
Fils (RCSF). Les travaux sur les RCSF se sont intéressés principalement aux problèmes 
d’énergie ; peu d’études ont été consacrées  à un aspect aussi important que l’énergie, celui de 
la qualité de service (QoS).  En effet, beaucoup d’applications des réseaux de capteurs ne 
peuvent fonctionner correctement sans support de QoS par les RCSF sous-jacents. Les 
besoins en termes de QoS au niveau utilisateur (précision des mesures, fraîcheur des données 
captées…) doivent être traduits en paramètres de QoS au niveau réseau (délai de transfert, 
bande passante, taux d’erreurs…) pour effectuer les réservations adéquates au niveau Réseau 
et pour tester si les besoins de l’utilisateur seront satisfaits ou pas. Cette traduction des 
paramètres de QoS d’un niveau à l’autre est connue sous le nom de dérivation de QoS. 
Cette thèse traite essentiellement la dérivation d’exigences de QoS dans les RCSF basés sur 
TDMA. Nous étudions comment la densité du réseau - qui est un paramètre de QoS au niveau 
utilisateur - couplée avec une topologie donnée, peuvent être traduites en termes de bande 
passante et délai qui sont des paramètres de QoS au niveau réseau.  
Mots-clés : Réseaux de Capteurs Sans Fils, dérivation de QoS, TDMA, réseaux hiérarchiques 
en clusters 
Abstract 
The tremendous advances in micro-technology and wireless communications has allowed a 
new generation of networks to emerge: Wireless Sensor Networks (WSN). While much effort 
is devoted to the development of several facets in WSN such as the energy issue, QoS support 
remains one of the least explored areas in this domain. In fact, many WSN-based applications 
could not function properly without QoS support by the underlying WSN. User level QoS 
requirements (such as data freshness or data resolution) should be mapped to network level 
QoS requirements (such as bandwidth, delay, or error rate) in order to perform the suitable 
reservations at the Network level and to check whether the user needs will be satisfied. This 
process of mapping QoS requirements from level to level is known as QoS mapping.  
 
This thesis focuses mainly on the QoS mapping process in TDMA-based WSN. We present 
how the density (a user level QoS requirement) coupled with a given network topology could 
be mapped to bandwidth and delay (network level QoS requirements).  
 
Keywords: Wireless Sensor Networks, QoS mapping, TDMA, hierarchical clustered 
networks 
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Introduction 
1. Contexte  
Les progrès récents dans les domaines de micro-électronique et des communications sans fil 
ont abouti au développement de très petits capteurs, pas chers, et très limités au niveau 
énergie. Ces capteurs peuvent être déployés n’importe où pour assurer des fonctions de 
surveillance ou autres. Le réseau ainsi établi est appelé Réseau de Capteurs Sans Fils (ou 
Wireless Sensor Network). Les travaux sur les RCSF se sont intéressés principalement aux 
problèmes d’énergie ; peu d’études ont été consacrées à un aspect aussi important que 
l’énergie, celui de la qualité de service (QoS).  En effet, beaucoup d’applications des réseaux 
de capteurs ne peuvent fonctionner correctement sans support de QoS par les RCSF sous-
jacents. Les besoins en termes de QoS au niveau utilisateur (précision des mesures, fraîcheur 
des données captées…) doivent être traduits en paramètres de QoS au niveau réseau (délai de 
transfert, bande passante, taux d’erreurs…) pour effectuer les réservations adéquates au 
niveau Réseau et pour tester si les besoins de l’utilisateur seront satisfaits ou pas. Cette 
traduction des paramètres de QoS d’un niveau à l’autre est connue sous le nom de dérivation 
de QoS. Pour se rapprocher plus du terme original, on va utiliser dorénavant dans ce 
manuscrit le terme QoS mapping pour désigner la dérivation de QoS. 
2. Contribution 
Notre travail traite essentiellement la dérivation d’exigences de QoS (QoS mapping) dans les 
RCSF basés sur TDMA. Partant d’une densité et d’une topologie donnée, nous calculons la 
longueur de la supertrame TDMA dans un RCSF hiérarchique en clusters, et nous procédons 
en quatre étapes partant du cas d’une supertrame non optimisée jusqu’au cas de la supertrame 
la plus optimisée : pas d’optimisation, optimisation intra-niveaux, optimisations intra-niveaux 
et inter-niveaux, et optimisations intra-niveaux et inter-niveaux avec l’habilité des nœuds 
intermédiaires à capter des données.  
 
Une fois que la longueur de la supertrame est calculée, nous présentons comment la densité 
du réseau qui est un paramètre de QoS au niveau utilisateur, couplée avec une topologie 
donnée, pourraient être traduites en termes de bande passante et délai, qui sont des paramètres 
de QoS au niveau réseau. La bande passante est calculée dans la configuration initiale, et aussi 
quand le réseau est étendu avec des nouveaux nœuds, et nous montrons comment la position 
du nœud ajouté a un impact direct sur la longueur de la supertrame et par suite sur la bande 
passante allouée.  
 
Le délai est calculé en se basant sur la position dans la supertrame du nœud source qui génère 
l’information et la position du nœud qui la communique à la destination. On conclut notre 
travail par un cas d’utilisation inspiré du monde réel d’une application de vidéo surveillance. 
On montre comment, connaissant la bande passante et le délai a priori, l’utilisateur pourra 
savoir si la configuration courante va satisfaire ses besoins ou pas, tout en expliquant la 
relation entre la fraîcheur des données, la résolution des données, la densité, la bande passante 
et le délai. 
 
 
2 
3. Organisation de la mémoire 
Ce mémoire est structuré en six chapitres. Au premier chapitre, nous introduisons les Réseaux 
de Capteurs sans fil et nous présentons leurs similarités et leurs différences avec les 
MANETs. Nous classifions ensuite les applications émergentes pour les RCSF et nous 
présentons les différentes topologies utilisées dans les RCSF tout en mettant en relief une 
sous-classe en particulier : la topologie en arbre de clusters. Nous concluons ce chapitre par 
une étude sur les protocoles MAC et protocoles de routage conçus pour les RCSF. 
 
Le deuxième chapitre présente une étude menée sur les intergiciels pour RCSF où nous 
présentons d’abord les intergiciels dans les réseaux traditionnels, et nous discutons comment 
les RCSF possèdent des particularités et contraintes que les intergiciels conçus pour les RCSF 
doivent respecter en vue d’obtenir un système fonctionnel. Les intergiciels pour RCSF 
existants sont classifiés en sept approches et une comparaison est faite entre les approches 
tout en mettant en évidence les avantages et les inconvénients de chaque approche. 
 
Dans le chapitre 3, nous identifions les éléments qui constituent le support pour la QoS et 
nous en présentons les travaux les plus pertinents, notamment dans le domaine des réseaux 
traditionnels. Ensuite, nous présentons les travaux sur le support pour la QoS dans le domaine 
des RCSF en général, et nous discutons plus particulièrement le QoS mapping. 
 
Nous présentons nos travaux sur les réseaux de capteurs basés sur TDMA dans le chapitre 4, 
et nous expliquons comment les besoins en termes de QoS au niveau utilisateur sont traduits 
en paramètres de QoS au niveau réseau. Nous montrons comment en partant d’une densité et 
d’une topologie donnée, nous calculons la longueur de la supertrame TDMA dans un RCSF 
hiérarchique en clusters, et nous procédons en quatre étapes partant du cas d’une supertrame 
non optimisée jusqu’au cas de la supertrame la plus optimisée.   
 
Une fois que la longueur de la supertrame est calculée, nous complétons dans le chapitre 5 le 
processus du QoS mapping, et nous expliquons comment à partir de la longueur de la 
supertrame, nous pouvons calculer la bande passante et le délai correspondants. 
 
Dans le chapitre 6, nous concluons notre travail par un cas d’utilisation inspiré du monde réel 
d’une application de vidéo surveillance. Nous montrons comment en connaissant la bande 
passante et le délai a priori, l’utilisateur pourra savoir si la configuration courante va satisfaire 
ses besoins ou pas, tout en expliquant la relation entre la fraîcheur des données, la résolution 
des données, la densité, la bande passante et le délai. 
 
Nous terminons ce manuscrit par une conclusion et quelques perspectives pour notre travail. 
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Introduction 
1. Context 
With the explosive progress in micro-electronics and wireless communications, new 
technologies are emerging, extending the panel of possible applications, making our life 
easier and taking the world to a whole new era of “smart” environments.  
 
A whole new range of possibilities emerges from the synergy between “wireless” and “tiny”, 
leaving humans with a world of applications where the limit is only their own imagination. 
One straightforward technology that arises from this synergy is wireless sensors. Wireless 
sensors take advantage from both being wireless, leveraging the problem of wired 
communication where it is not always possible to communicate due to the nature of the 
environment, and tiny, allowing them to be deployed nearly anywhere: in clothes, vehicles, 
appliances, etc.  
 
In order to realize this vision of “smart” environments, these sensors should be able to 
communicate and collaborate, and perform potential interactions with their environment, 
which is done through wireless networks called Wireless Sensor Networks (WSN). Due to 
their small size, sensors suffer from limited resources like energy, computing power, and 
memory. Therefore, most of the scientific efforts are aiming to cope with the energy 
consumption issue, while leaving some equally crucial issues unexplored, like the QoS 
support. Like any distributed system user, the WSN user have also QoS requirements that 
need to be met, otherwise the information becomes useless. In a WSN-based video 
surveillance application for example, the user should be able to demand a certain video 
resolution, along with certain data freshness. These user level QoS requirements should be 
mapped to network level QoS requirements like bandwidth and delay in order to perform the 
suitable reservations and to check if the application would be feasible or not. This process of 
mapping QoS requirements from level to level is known as QoS mapping.  
 
Our work focuses mainly on the QoS mapping process in TDMA-based WSN. TDMA was 
proven to be very suitable for networks with scarce resources since it naturally avoids 
overhearing and idle listening, which are major sources of energy waste in wireless networks. 
Our WSN is based on a hierarchical clustered topology, which allows the deployment of 
dense networks, making them more scalable and easier to manage. Clustering has also many 
benefits like using the same time division multiplexing over non overlapping clusters leading 
to an optimized superframe length, which we took into consideration in our study. One of the 
natural issues that emerge in this kind of dense networks is the interference problem. 
Interferences should be taken into account when designing the superframe, in order to prevent 
interfering nodes using the same time slots and leading to collisions.  
 
2. Contribution 
A review over middleware designed for WSN and the design principles they should respect to 
obtain a functional system, has brought to our attention a very important fact: nearly none of 
the existing middleware for WSN provides QoS support.  
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One way to implement QoS support is by performing QoS mapping. QoS mapping is the 
process of translating QoS parameters from level to level, which is done by finding the 
relationships between the different QoS parameters, at the different levels of a distributed 
system. Typically in a WSN, QoS parameters could range from density, data freshness, data 
resolution, energy at the user level, to bandwidth and delay at the network level. We explore 
QoS mapping in the context of TDMA-based WSN and we proceed into several steps. 
 
First, given the density and the topology of the WSN, we compute the TDMA superframe 
length as a function of the tree depth and clusters size. In other terms, the TDMA superframe 
length for the given topology is given in terms of network density. The superframe length 
computation is presented according to four cases, from the simplest to the most general: 
 
 No optimization: each node is allocated one time slot in the superframe, and clusters 
are not taken into account. 
 
 Intra-level optimization: Logical clusters are taken into account. We notice that when 
nodes in a cluster are transmitting, the rest of the same-level clusters are idle. We 
compute the number of slots needed for the same-level clusters to transmit 
simultaneously, while taking into account the potential interferences.   
 
 Intra-level optimization and inter-level optimization: Next we seek to perform inter-
level optimization and we notice that when clusters on level h are transmitting, some 
clusters on the rest of the levels are idle, and simultaneous transmissions could also be 
performed, while the potential interferences are taken into account.   
 
 Intra-level optimization and inter-level optimization with the ability for intermediate 
nodes to sense data: No additional optimization is done in this step. However, the 
intermediate nodes are given the possibility to sense data along with relaying. 
 
Once we have the superframe length, we complete the mapping process by establishing the 
relation between the superframe length for a given topology, expressed in terms of density on 
one hand, and bandwidth and delay on the other. The bandwidth ratio is computed in both the 
initial configuration and when the network is extended with new nodes, and we show how the 
position of the added node has a direct impact on the superframe length and hence on the 
allocated bandwidth.  
 
The delay is computed based on the position of the node in the superframe and the position of 
the node that delivers its data. Since the superframe length varies with the four cases 
presented earlier, the delay calculation is done also in each one of them. All of the above was 
calculated using formulas validated later in simulations. 
3. Structure 
This dissertation consists of six chapters. In the first chapter we introduce Wireless Sensor 
Networks and present their similarities and differences with MANETs. A classification for the 
emerging applications of WSN is then discussed and topologies used for WSN are presented 
while highlighting one particular subclass: the tree-based clustered topology. We conclude 
this chapter by a survey on MAC protocols and routing protocols for WSN. 
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In chapter two, we present a review over middleware for WSN. First, we investigate 
traditional middleware for conventional networks. Since WSN have their own particularities 
like the energy issue, heavyweight traditional middleware could not be suitable and should 
follow some design principles in order to obtain a functional system. We investigate the 
characteristics of WSN and we deduce the corresponding design principles that should be 
followed by a middleware designed for WSN. Next, we survey the existing middleware for 
WSN and we classify them into seven approaches. We discuss each approach and we present 
several middleware as examples of each approach, while highlighting the strengths and 
weaknesses of each approach regarding the design principles discussed earlier.  
 
In chapter three, we identify the different elements of QoS support: QoS specification, QoS 
monitoring, QoS adaptation, QoS mapping, and QoS negotiation/renegotiation, and we 
present some of the work done in each of these areas in the context of traditional networks. 
Next, we present the work done on QoS support in WSN in general, and we discuss QoS 
mapping in WSN more specifically.  
 
In chapter four, we present our work in TDMA-based WSN and we discuss how there is a 
need to translate User level QoS to Network level QoS. Given the density and the topology of 
the network, we compute the TDMA superframe length in a tree-based clustered network, and 
we proceed into four steps from the non-optimized superframe case to the most optimized. 
We present how we deal with interferences and how we compute the amount of extra time 
slots allocated for the interfering nodes. 
 
In chapter five, we complete the mapping process by establishing the relation between the 
superframe length for a given topology, expressed in terms of density on one hand, and 
bandwidth and delay on the other. We investigate two cases for the bandwidth computation:  
 
 In the initial configuration, where bandwidth is computed according to the superframe 
length in the four cases presented above. 
 
 When the network is extended, where the position of each added node has a direct 
impact on the superframe length. We discuss how adding a node could have several 
consequences on the superframe length depending on its position, and on whether it 
causes interferences with its neighborhood.  
 
Next, we compute the delay according to the position of the node in the superframe and the 
position of the node that delivers its data. Since the superframe length varies with the four 
cases presented earlier, the delay calculation is done also in each one of them. We calculate 
delay also in case there are interferences in the network. We conclude this chapter with 
simulations that validate the above presented formulas. 
 
In chapter six, we present a real world use case of a video surveillance application. We show 
how knowing the bandwidth and the delay a priori would help the user decide if the actual 
configuration would support its application or not. We assume the video sensors could 
produce three different data resolutions for three different data compression ratios. We discuss 
the different relations between data freshness, data resolution, density, bandwidth and delay, 
and we present data charts that help the user decide what configuration he should choose, 
depending on his own needs. 
 
We end our dissertation with a conclusion and some perspectives for our work.  
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Introduction aux Réseaux de Capteurs Sans Fils (RCSF) 
L’informatique ubiquitaire est en train d’envahir notre vie quotidienne, renforcée par les 
progrès aux niveaux de la nanotechnologie et de la communication sans fil, tout en menant le 
monde vers une nouvelle ère d’environnements « intelligents ».   
 
L’informatique va se trouver partout autour de nous, réalisant une vision d’intelligence 
ambiante où plusieurs appareils embarqués dans nos véhicules, nos maisons ou notre 
électroménager, seront capables de communiquer avec les utilisateurs, reconnaissant leurs 
actions et même leurs émotions et leurs intentions, et les aidant en se basant sur leurs 
préférences individuelles, en contrôlant directement l’environnement physique.  
 
Pour réaliser cette vision, ces appareils doivent être capables de collaborer pour transférer 
l’information de la source jusqu’à la destination, c.à.d. ils doivent communiquer. La 
communication filaire n’est pas toujours faisable, à cause de l’environnement dynamique ou 
du grand nombre de participants. Par conséquent, des architectures basées sur la 
communication sans fil doivent être envisagées. Une sous-classe des réseaux sans fil parait 
être une bonne candidate dans ce contexte : les Réseaux de Capteurs Sans Fils (RCSF).  
 
Une autre sous-classe des réseaux sans fil existait déjà : les Réseaux Mobiles Ad-hoc 
(MANETs). Bien que les deux sous-classes soient toutes les deux basées sur une 
communication sans fil et un mode ad-hoc de fonctionnement, il existe quelques différences 
majeures entre les deux concepts : 
 
 Mobilité : Bien que les capteurs pourraient être mobiles parfois, ils sont en général 
stationnaires, et gardent toujours leur position de départ, alors que les nœuds dans les 
MANETs sont mobiles par défaut. 
 
 Capacités de calcul et niveaux d’énergie : Les capteurs dans un RCSF sont généralement 
très petits et par suite très contraints du point de vue énergie et capacités de calcul. Les 
nœuds dans un MANET sont généralement des portables ou des PDA qui sont équipées de 
batteries, de plus longue durée et qui peuvent être rechargées si nécessaire. 
 
 Passage à l’échelle : Les capteurs dans un RCSF peuvent atteindre l’ordre des centaines 
ou des milliers, alors que les MANETs sont beaucoup moins denses. 
 
 Adressage : Dans les MANETs, les nœuds possèdent des ID uniques comme les adresses 
IP ou des adresses MAC, alors que dans les RCSF, on est plus intéressé par l’information 
fournie par le capteur que par son nom ou son IP. 
 
 Flux de données et modèle de trafic : Dans les RCSF les données prennent toujours la 
même direction : des capteurs vers la station de base, alors que dans les MANETs il n’y a 
pas une forme spécifique pour le flux de données, la communication peut se faire entre 
n’importe quel couple émetteur-récepteur. Le modèle de trafic dans les MANETs est 
traditionnel, car il est conçu pour des applications conventionnelles (ex. messagerie, 
Web), alors que dans les RCSF, le trafic est caractérisé par un débit parfois très bas pour 
de longues périodes et qui peut avoir des rafales soudaines pour des durées limitées. 
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Beaucoup d’applications basées sur les RCSF commencent à apparaître grâce au coût des 
capteurs qui diminue de plus en plus. Les applications pour les RCSF sont nombreuses et on 
peut les classifier dans ces catégories : 
 
 Observation d’environnement : les capteurs peuvent être déployés dans la nature pour 
observer des espèces animales ou végétales, tout en évitant une intervention humaine 
souvent non souhaitable dans ces environnements naturels.  
 
 Surveillance de bâtiments et HVAC (Climatisation et Ventilation) : Les bâtiments 
gaspillent trop d’énergie à cause de l’utilisation inefficace de la climatisation ou de la 
ventilation. Un RCSF peut être déployé pour effectuer automatiquement des opérations 
comme l’ajustement de la température d’une pièce quand le nombre d’occupants change, 
ou allumer les lumières quand le niveau de luminosité diminue en fin de journée. 
 
 Maintenance de machines et contrôle de processus industriels : Les capteurs peuvent être 
utilisés pour observer des lignes de production pour repérer des pannes éventuelles de 
machines ou même de prédire des pannes en surveillant  l’état des machines. 
 
 Gestion de dépôts et suivi de marchandises : Des capteurs peuvent être utilisés pour suivre 
des camions, du matériel, des marchandises, permettant aux gestionnaires de récupérer des 
informations en temps réel pour optimiser la livraison et le stockage. 
 
 Applications dans le secteur hospitalier : Les capteurs peuvent garder les informations 
médicales concernant les patients en captant leurs paramètres biologiques (comme la 
pression artérielle) et prévenir les médecins si les paramètres atteignent des niveaux 
critiques. 
 
 Applications militaires : les capteurs peuvent être déployés dans une région hostile, pour 
rassembler des informations sur la présence des soldats ennemis, leur nombre, leurs 
équipements, leurs mouvements, etc. 
 
 Sécurité : Les RCSF peuvent être déployés pour surveiller des installations critiques 
comme les aéroports, des réseaux de transport, etc. Les capteurs permettent aussi de 
détecter des intrusions et réagir convenablement.  
 
 Supervision de trafic : Les capteurs ont été toujours utilisés pour observer le trafic de 
véhicules. En fait, la plupart des carrefours disposent de capteurs qui détectent les 
véhicules et contrôlent les feux. Les capteurs sont aussi utilisés dans les réseaux 
véhiculaires ad-hoc (VANETs), où les capteurs sont intégrés dans les véhicules tout en 
communiquant entre eux, pour se prévenir les uns les autres dans le cas d’un 
ralentissement brusque par exemple.  
 
D’autre part, les RCSF peuvent être organisés suivant deux sortes de topologies : plate et 
hiérarchique. Tous les nœuds jouent le même rôle dans une topologie plate, il n’y pas 
d’hiérarchie entre les nœuds. Cette topologie convient aux petits réseaux parce qu’elle est 
facile à gérer et implémenter. Quand le nombre de nœuds augmente, des nœuds commencent 
à s’interférer et le nombre de routes possibles augmente aussi. Dans ce cas, les topologies 
hiérarchiques deviennent plus intéressantes, où les nœuds fils communiquent seulement avec 
leurs parents directs. Une sous-classe des topologies hiérarchiques est celles des topologies 
hiérarchiques en clusters. Les clusters partitionnent le réseau en groupant les nœuds qui sont 
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dans le même voisinage. Dans notre approche, on choisit d’utiliser cette topologie qui offre 
plusieurs avantages dans le cas des RCSF. En groupant les nœuds voisins, on obtient un 
cluster qui possède un clusterhead chargé de recevoir des données de ses fils et les envoyer à 
son père dans le niveau supérieur. Ce mécanisme économise d’énergie en évitant de faire des 
transmissions sur de longues distances entre les nœuds et la station de base et utilise les 
nœuds intermédiaires pour effectuer des transmissions sur de petites distances. De même, on 
pourrait appliquer dans chaque cluster une allocation locale de ressources, en utilisant le 
même multiplexage en temps ou en fréquences sur les clusters qui ne sont pas en 
chevauchement, ce qui nous donne une supertrame TDMA ou FDMA optimisée (voir chapitre 
4). 
 
Les protocoles MAC utilisés dans les réseaux sans fils sont généralement divisés en 
protocoles basés sur la contention comme ALOHA et CSMA/CA et les protocoles sans 
contention comme TDMA ou FDMA. Plus spécifiquement, les protocoles MAC pour RCSF 
doivent être conçus pour optimiser la consommation de l’énergie, puisque la transmission des 
données est l’opération la plus coûteuse parmi toutes les autres opérations. On étudie 
plusieurs protocoles MAC conçus pour RSCF comme S-MAC, SMACS, TRAMA, LEACH, 
802.15.4 et WiseMAC. Dans la suite, on choisit TDMA comme protocole de niveau MAC, 
puisque la plupart des protocoles présentés se basent sur TDMA pour éviter l’overhearing et 
l’écoute non-active (idle listening) et même parfois pour éviter les collisions. TDMA paraît 
une solution naturelle dans les RCSF pour économiser de l’énergie et il peut être utilisé avec 
une topologie hiérarchique en clusters pour optimiser la longueur de la supertrame, et par 
suite la bande passante et le délai. 
 
On termine le chapitre par une étude sur les protocoles de routage dans les RSCF : inondation, 
SPIN, SAR, Directed Diffusion, TEEN et APTEEN, et GEAR. 
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1  Introduction to Wireless Sensor 
Networks (WSN) 
“The most profound technologies are those that disappear. They weave themselves into the fabric of everyday 
life until they are indistinguishable from it.”        
Mark Weiser  
Father of Ubiquitous Computing 
1.1   Introduction 
The emerging generation of pervasive computing is making its way to our everyday life, 
boosted by the constant miniaturization in the semi-conductor area, and the tremendous 
advances in wireless communications, and taking the world to a whole new era of “smart” 
environments.  
 
Eventually, computation will surround us in our daily lives, realizing a vision of “Ambient 
Intelligence” where many different devices embedded in our clothes, vehicles, houses, 
appliances, will be able to interact with human users, recognize their actions and even their 
emotions and intentions, and assist them according their individual preferences and needs by 
directly controlling the physical environment. 
 
To realize this vision, devices should collaborate with each other to transfer the information 
from its source to its destination. In other words, they should communicate.  
Wired communication between devices isn’t always feasible, because of the large number of 
participating devices, and due to their deployment in highly dynamic environments. Besides, 
wires constitute a maintenance problem, prevent entities from being mobile, and they can 
prevent devices from being close to the phenomenon that they are supposed to monitor or 
control. Hence, an approach based on a wireless communication between devices should be 
adopted.  
 
A well suited subclass of wireless networks that is very useful in this case is Wireless Sensor 
Networks (WSN) [AKY 02, CHO 03]. 
WSN consists of tiny, energy-constrained nodes, that could be deployed anywhere (e.g. lining 
lake beds and ocean floors, buried in the floor, or floating in the air), establishing wireless 
communication among them, and resulting in what is called a sensor network.  
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Wireless sensor networks were named one of eight technologies to save the world [DAT 07], 
side-by-side with nuclear waste neutralizers, and one of ten emerging technologies that will 
change the world [TEC 03]. WSN are being integrated more and more in real-world 
applications, they are used in the medical and healthcare domain, in the musical industry, in 
intelligent home security, in environmental monitoring, etc.  
 
While staying in the same context, another class of wireless networks also emerged: Mobile 
Ad-hoc Networks or MANETs [PER 01].  
 
An ad-hoc network is a network that is setup, literally, for a specific purpose, to meet a 
quickly appearing communication need. Unlike a fixed wireless network, wireless ad-hoc or 
on-the-fly networks are characterized by the lack of infrastructure. Nodes in a mobile ad-hoc 
network are free to move and organize themselves in an arbitrary fashion. Each user is free to 
roam about while communicating with others.  
 
Although WSN and MANETs share some common features like the wireless communication 
and the ad-hoc functioning mode, there are some principal differences between the two 
concepts, requiring separate research efforts for each one. 
 
In this chapter, many facets of WSN are investigated, starting from a comparison between 
WSN and MANETs while drawing similarities and differences between the two concepts.  
 
A classification for the emerging applications of WSN is then discussed, while presenting 
some real world applications. Next, we present the topologies used for WSN, while 
highlighting one particular subclass: the tree-based clustered topology. A survey on MAC 
protocols for wireless networks is then presented, and several MAC protocols for WSN are 
highlighted. The chapter is concluded by a survey on the mostly used routing protocols in the 
WSN domain.  
1.2   Similarities and Differences between MANETs and WSN 
1.2.1 Similarities between MANETs and WSN 
 Ad-hoc mode: MANETs and WSN both function in an ad-hoc manner, where there is no 
fixed infrastructure. The network is self-configuring, and nodes use each other to forward 
data from source to destination.  
 
 Wireless communication: Nodes in both MANETs and WSN use wireless links to 
communicate, they are both subclasses of wireless networks.  
1.2.2 Differences between MANETs and WSN 
Although MANETs and WSN share some common features, they still have many aspects that 
make them different. 
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 Mobility: Although they can be mobile sometimes, sensors are in most cases stationary, 
keeping the same location as the first time they were deployed. Devices in MANETs 
however, are mobile by definition, making mobility a great challenge especially in the 
area of routing. 
 
 Computational abilities and power levels: In WSN, sensors have usually small size 
making them very constrained in energy and computational abilities. Energy becomes 
hence one of the major challenges in the WSN area, and the need for energy-aware 
protocols becomes crucial. The low processing and memory abilities on sensors impose 
also new communication paradigms and techniques, like data fusion and data encoding 
and compression.  
 
MANETs on the other hand are usually less limited on energy and computational abilities, 
since devices are typically laptops or hand-held devices like PDAs, with more powerful 
processors, higher memory and rechargeable batteries. 
 
 Scalability: Typically, WSN consists of hundreds or thousands of nodes (or more), 
whereas MANETs are less dense in several orders of magnitude. Scalability issue 
becomes very important, and scalable topologies (e.g. hierarchical topologies) for WSN 
become a must. 
 
 Addressing: In MANETs, like in any traditional network, nodes have globally unique IDs 
like IP addresses or MAC addresses, making the communication paradigm an address-
centric one.  
 
In WSN on the other hand, we are not interested by the name of the sensor or its IP 
address, but in what information it is providing. The question becomes: “what is the 
temperature of room 13?” instead of “what temperature is provided by sensor #3?”. This 
mode of communication is called data-centric, where users are more interested in data 
provided by nodes then by nodes themselves.     
 
 Data flow: In MANETs, all nodes are peers, and communication could occur between any 
pair of nodes. There is no particular form for data flow, it depends on nodes 
communication patterns.  
 
In WSN, there could be many roles assumed by nodes, like the sink node, which 
represents the gateway between the network and the outside world, and there could be 
special nodes that belongs to the “backbone” of the network or nodes that represent 
clusterheads (c.f. section 1.4). Data flow in WSN is always the same, it is unidirectional 
starting from leaf nodes and reaching the sink. While WSN seem more robust and fault-
tolerant due to redundancies, the failure of the sink or of one of special nodes couldn’t be 
ignored in WSN.  
 
 Traffic model: WSN are conceived for a special type of applications, mainly for 
monitoring (e.g. environment, vital signs, critical structures, etc.), where the network 
produces a low traffic for very long periods, and could have sudden bursts when 
something happens (e.g. intrusion detection, or high blood pressure). 
  
Applications in MANETs on the other hand are more generic (e.g. Web, voice, etc.), and 
they have more traditional traffic models.   
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1.3   Applications for WSN 
As the cost of sensors and networking plunges, more applications start to quickly emerge. 
Moreover, the wide spectrum of technologies offered by the physical nature of a sensor (e.g. 
temperature sensing, humidity, visual and infrared light, acoustic, vibration, pressure, etc.) has 
further extended the panel of possible applications. 
 
Emerging WSN applications could be classified in the following categories: 
1.3.1 Environmental monitoring applications 
Sensors could be deployed in wildlife habitat to monitor animal movements or plants 
conditions, while constantly reporting about their status, and not causing any disturbance for 
the environment, at the same time. They could also monitor air and soil quality, wildfires, 
earthquakes, or any other natural disasters.  
 
One of the deployed applications for habitat monitoring is the Great Duck Island application 
[MAI 02]. It is an application consisting of 190 deployed sensors used to monitor the habitat 
of some bird’s specie in the Great Duck Island, Maine, USA. In such application, scientists 
are very concerned about the negative impact of the human intrusion in those natural 
environments. Human disturbance may change the population behavior, or destroy its natural 
habitat, causing the birds to leave their nests. One perfect solution in this case would wireless, 
non-intrusive monitoring. The concerned scientists could precisely monitor the whole habitat, 
without even leaving their offices. 
 
Wireless sensor networks deployed for environmental monitoring have special characteristics 
and hence they should meet the following requirements [BAR 08 , MAR 04]: 
  
i) Energy consumption 
 
Energy consumption is a serious issue regarding long term deployments. Sensors for 
environmental monitoring could be deployed for years without being attended. Hence, energy 
sources must be able to power the sensors during the whole deployment. Since nearly the 
whole amount of energy is consumed during the data transmission process (i.e. sending and 
receiving), energy-efficient MAC protocols should be used, preferably schedule-based 
protocols like TDMA which avoid collisions by nature. The idle-listening problem should 
also be taken in consideration in the MAC design to allow nodes to go to sleep when they 
don’t have data to send or to receive, hence saving energy. 
 
ii) Robustness 
 
Since environmental WSN are usually remotely deployed, they should have a minimum 
degree of robustness to recover from possible failures such as poor radio connectivity or 
hardware failures due to harsh weather conditions (e.g. heavy rain, snow fall) or climatic 
conditions (e.g. wind, or humidity that can frequently cause short-circuits leading to 
unexpected reboots of stations). 
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If the system crashes, human intervention wouldn’t be possible because first, end users may 
not have networking knowledge, and second, because areas of interest are most often remote. 
 
iii) Scalability and flexibility 
 
Generally, WSN for environmental monitoring consist of hundreds of nodes, in addition to the 
periodically added groups of nodes. Therefore, one should be able to quickly and easily add, 
move, or remove nodes at any time depending on the needs of the applications. 
  
For instance, it may turn out that the current location of the sensors is not suitable to gather 
the required data, or that new sensors should be deployed at new areas of interest. Moreover, 
the deployment of these sensors could be done by teams that are not specialists in the 
networking domain, so the system should be easy to use, manage and maintain.  
 
It has been noticed (c.f. section 1.4 for more details) that flat topologies are not suitable for 
networks with hundreds of nodes; besides, they aren’t scalable and hard to manage. 
Hierarchical topologies on the other hand seem to be very suitable for this kind of 
applications. 
 
iv) Remote Management 
 
Sensors in environmental monitoring networks are usually deployed in remote or sensitive 
locations (e.g. bird nests), so they cannot be visited regularly. Remote management in this 
case is essential to fix bugs, reboot systems, or switch between operational modes. Therefore, 
more software development and failure scenario testing is required in order to achieve 
efficient remote management. 
 
v) Security 
 
Since environmental WSN are to be deployed in open areas that could be accessed by anyone, 
security becomes a crucial issue to handle. Sensors should have mechanisms to send alarms if 
they were accessed by outsiders, and should be able to perform secured transmissions over the 
network by implementing encryption algorithms.  
1.3.2 Buildings monitoring and HVAC (Heating, Ventilating, and Air 
Conditioning) applications 
Buildings waste huge amounts of energy by inefficient usage of ventilation, air conditioning, 
etc. A better, real-time monitoring of temperature, airflow level, and humidity level could 
considerably increase inhabitant level of comfort and highly reduce the energy consumption. 
This is where the term “smart buildings” comes into play.  
 
One way to turn a “dumb” building to a “smart” one is by providing it with technologies that 
relief its inhabitants from the usual everyday’s tasks like turning the lights on when it is 
evening, turning down stereo volume when telephone rings, or adjusting the thermostat to a 
cooler temperature when the room occupancy increases.  
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A wireless HVAC application consisting of sensors deployed everywhere in the building, 
communicating with a set of controllers, could automatically adjust those settings, in the most 
(energy) efficient way. 
 
In addition, such sensor nodes can be used to monitor mechanical stress levels of buildings in 
seismically active zones. By measuring mechanical parameters like the bending load 
conditions of a building, it is possible to quickly decide via a WSN whether it is still safe to 
enter a given building after an earthquake or whether the building is on the edge of collapsing, 
a decision that could save human souls. Similar systems could be applied to collapsed 
buildings to detect enclosed people and communicate the information to rescue teams.  
 
One of the HVAC deployed applications [DOE 07] using WSN is installed at the U.S. 
Environmental Protection Agency (EPA) National Health and Environmental Effects 
Research Laboratory in Duluth – Minnesota, as part of the Federal Energy Management 
Program.       
1.3.3 Industrial process control and machine maintenance 
Wireless sensors may be used to monitor manufacturing processes or the condition of 
industrial equipment through determination of vibration or wear and lubrication levels, and 
the insertion of sensors into regions inaccessible by humans. Using smart sensors to monitor 
the production line of a factory, could alert for imminent failures, or assist in performing 
preventive maintenance. Moreover, moving from scheduled maintenance to maintenance 
based on condition sensing, is expected to significantly reduce the cost for service, increase 
machine up-time and improve customer satisfaction. 
 
One application of wireless sensor networks in an industrial environment is the one studied by 
Ember Corporation, for a waste-water treatment facility [EMB 03]. The environment 
contained many obstacles such as thick reinforced concrete walls segmenting giant tanks of 
water with large numbers of metal pipes running between tanks. The goal was to connect the 
sensors in the pipe gallery back to the control panel located in the control room on the third 
floor of the water filtration plant. Nodes were configured to attempt transmitting to the control 
room on power up, and the areas where RF links reliability was below standards were 
determined and improved using repeaters. 
1.3.4 Asset Tracking and warehouse management 
Sensors may be used to track assets like trucks, large containers, or materials, especially 
where there is no fixed networking infrastructure, like in a shipping dock for example. 
Moreover, sensors may be used on merchandise, making them easy to track, and allowing 
warehouses or department stores to collect real-time inventory and retail information to 
optimize supply, delivery and storage. A customer could thus be informed, in real-time, about 
the exact location of its product in the supply chain, and the whole material flow process 
within the warehouse can be monitored.  
 
In [ROH 08], the authors presented a warehouse management system (WMS) based on WSN, 
where transport vehicles such as forklift trucks can be equipped with wireless sensor nodes in 
order to report every storage and retrieval activity to the WMS. When a sensor on the 
transport vehicle detects that a load carrier is lifted up, it identifies the carrier by means of a 
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barcode or RFID scanner and reports the retrieval to the WMS. After the load carrier is put 
down, the wireless node reports the storage of the load carrier along with the new bin 
location. 
  
Another real-world application for WSN has been demonstrated in the Authenticated 
Tracking and Monitoring System (ATMS) where they used wireless sensor networks for the 
tracking of nuclear materials. The ATMS [SCH 98] employs wireless sensors within a 
shipping container to monitor the state of its contents.  
1.3.5 Health care and medicine 
While working in a continuous mode, sensors could keep the medical records and data 
analysis of patient health, e.g. by being attached to a patient body in order to measure their 
vital signs (like blood pressure and heartbeats) and send alerts to their doctors if needed, 
hence identifying and early resolving various life threatening and health problems.  
Sensors may also monitor the behaviors of an elderly and remind him for example about 
where he left his pill box. At home also, WSN could be used to monitor a patient’s weight or 
daily blood sugar levels for diabetics. 
 
In [BHA 07] the authors presented a wearable system of sensors, which consists in a tri-axial 
accelerometer, a low power altimeter, and a microcontroller for processing of sensed signals. 
They assumed that such an assembly of sensors can be incorporated in a device similar to a 
watch that could be worn on a patient wrist, while monitoring an important set of contextual 
signals for the well being of the elderly people. The authors modeled, captured, and developed 
recognition techniques for Resting and wake up, Phone conversation and Unexpected sudden 
fall. 
 
In [MAL 04] the authors presented CodeBlue, a wireless communications infrastructure for 
critical care environments. CodeBlue is designed to provide routing, naming, discovery, and 
security for wireless medical devices (sensors, PDAs, and PCs) that may be used to monitor 
and treat patients in a range of medical settings. It is designed to scale across a wide range of 
network densities, ranging from small hospital deployments to very dense, ad hoc 
deployments at a casualty site. CodeBlue is based on a publish/subscribe model for data 
delivery, where doctors and nurses for example, could subscribe to the streams of  vital signs, 
locations, and identities, which sensors are publishing. The main challenges the authors are 
facing in this project are security issues (since traditional security and encryption techniques 
are not well-suited to sensors with limited computational capacities), and the lack of a 
common framework that provides high level services such as discovery, naming, security, and 
data delivery.  
1.3.6 Military applications 
Sensors could be deployed in a hostile area to collect data about enemy target presence, their 
number, the amount of equipments at hand, the ammunition and troop strength, and the 
location of troops. Sensor networks can be used to track the movement of enemy troops in 
battlefield and the analyzed data can be fed to an intelligent ammunition system that can 
perform an aggressive stance on order. 
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Sensors could also be deployed in a target area just before or after the attacks, to gather the 
battle damage assessment. They could also replace guards around defensive parameters, 
watch out for any intrusions or security breaches, and detect biological or chemical attacks. 
1.3.7 Security applications 
Sensor networks perform surveillance for buildings, airports, subways, or critical 
infrastructures like power grids or nuclear power plants. Recently, countries are investing a lot 
in this domain, in order to preserve national security and to prevent from terrorist attacks. 
 
One of the major applications for WSN in this domain is intrusion detection. An intrusion is 
defined as an action that attempts to compromise the confidentiality, integrity, or availability 
of a resource. Intrusion detection systems (IDS) have been long investigated for wired and 
wireless networks to detect, identify, and eject an intruder before any damage is done.  
 
An IDS for traditional networks function under the assumption that normal activity and 
intrusion activity have distinct behavior. Therefore, when an intrusion happens, a deviation in 
the activity of the system should be recognized.  
 
On the other hand, designing an IDS for WSN is somewhat a challenge, since WSN have 
some special characteristics over traditional wireless networks: 
 
 WSN are highly constrained when it comes to energy and computational abilities, thus 
traditional cryptography couldn’t be applied here.  
 
 The knowledge of the network topology is very useful to detect intrusions. However, 
WSN are very dynamic by nature, due to nodes failing or going to sleep, which makes it a 
big challenge to keep an updated state of the network topology. 
 
 IDS could be deployed in hostile areas like battlefields where sensors are exposed to 
physical attacks, capture or damage. Therefore, sensors should be designed to be tolerant 
to this kind of danger.  
 
In [SHI 04] the authors have identified two kinds of possible attacks: insider and outsider 
attacks. In an insider attack, the attacker could be an authorized participant in the WSN, thus 
possessing the encryption keys used by nodes to communicate. The attacker could then alter 
the behavior of a node by letting it run malicious code different from its originally legitimate 
code, transforming it to a “compromised node”.  
 
In an outsider attack, the attacker is not an authorized participant in the WSN, but it could 
eavesdrop on the network’s radio frequency range, in an attempt to steal private or sensitive 
information. He could also try to disable sensor nodes, either by injecting useless packets in 
the network to drain their energy, or by attacking them physically and damaging them. 
1.3.8 Traffic Monitoring 
Sensor networks have been long used for vehicle traffic monitoring. In fact, most traffic 
intersections have sensors to detect vehicles and control traffic lights. Furthermore, video 
cameras are frequently used to monitor road segments with heavy traffic, with the video sent 
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to human operators at central locations. Cheap sensors with embedded networking capability 
can be deployed at every road intersection to detect and count vehicle traffic and estimate its 
speed.  
 
Another facet for traffic monitoring involves Vehicular Ad-hoc Networks (VANETs), where 
sensors are deployed in vehicles, so data is exchanged between vehicles themselves, e.g. to 
alarm each other if brakes were pressed hard to prevent them from an accident.  
 
Since conventional traffic monitoring based on a centralized structure of cameras and sensors 
along the roadside are expensive, slow to react, and require constant maintenance, another 
way for traffic monitoring based on VANETs was proposed in [EST 99]. Each vehicle 
monitors the locally observed traffic situation, such as density and average speed, using 
onboard sensors and the results are transferred via the wireless medium to a central station. 
1.3.9 Discussion 
In section  1.3  , we presented the emerging applications for WSN and we classified them into 
categories while presenting a real world application as an example for each category. In Table 
 1.1, we present a summary of these categories based on how much the application is in need 
for the corresponding requirement. 
 
We notice that military and security applications are in need of nearly most of the presented 
requirements due to their critical nature, while warehouse management applications and 
building monitoring applications seem less demanding. On the other hand, the energy and 
data aggregation requirements are the most demanded among applications, due to the energy 
constrained nature of sensors. 
Table  1.1 Summary of WSN applications based on their requirements 
Applications Energy Robustness Scalability Remote 
mgmt. Security QoS Mobility 
Data 
aggregation 
Environmental 
monitoring ++ ++ ++ ++ - - - ++ 
Building 
monitoring & 
HVAC 
- - - + - + - + 
Industrial 
process control 
& machine 
maintenance 
+ + - + - - - - 
Asset tracking & 
warehouse 
management 
+ - - - - - + + 
Health care & 
medicine - ++ - - - ++ ++ + 
Military ++ ++ + ++ ++ ++ + + 
Security and 
surveillance + ++ + + ++ ++ - ++ 
Traffic 
monitoring - - + + - + ++ + 
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1.4   WSN Topologies 
Typically, wireless sensor networks can be organized in flat or hierarchical topologies. While 
flat topologies are more suited for small networks, hierarchical topologies allow the 
deployment of bigger networks, more scalable and easier to manage. One popular subclass of 
hierarchical networks is tree-based clustered networks.  
1.4.1 Flat topology 
In a flat topology (Fig.  1.1), all nodes play the same roles, they are all peers. There is no 
hierarchy in the network and thus there are no layers. This topology could be useful in small 
networks because it is easy to design, implement and maintain.  
 
Once the number of nodes becomes important, this topology becomes hard to manage due to 
its unstructured nature, and also to the typical use of contention-based MAC protocols. When 
the network becomes crowded, the big number of neighbors for each node will affect its 
allocated bandwidth and its experienced delay. Moreover, many nodes will interfere with each 
other, the number of possible routes will increase, and many nodes may try to talk to distant 
nodes directly, using a large transmission power. This type of topology is suitable only for 
small networks. 
 
 
Fig.  1.1 Flat topology 
1.4.2 Hierarchical topology 
In a hierarchical topology (Fig.  1.2), the network is tree-shaped and structured in layers, and 
nodes could have different roles. In this model, several nodes are selected as a “backbone” for 
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the network and communication is performed only using links within this backbone.  This 
topology is easily scalable, and it has a unidirectional flow from leaves to root.  
 
Wireless sensor networks that contain typically hundreds of nodes and need to be easy 
scalable find this model very interesting, especially that it has the same data flow model as 
WSN where data is collected at the leaf nodes (i.e. the sensors) and relayed to the root (i.e. the 
sink). 
 
 
Fig.  1.2 Hierarchical topology 
1.4.2.1 Tree-based clustered topology  
One special subclass of hierarchical topologies is tree-based clustered topologies (Fig.  1.3). 
Tree-based clustered topologies are obtained by adding a logical layer of clusters on top of the 
original tree-based topology. Clusters partition the network by grouping nodes that are 
geographically neighbors. Nodes belonging to the same cluster have the same father, called a 
clusterhead (CH), to which they transmit their data, which relays it to its own CH, until it 
reaches the sink.  
 
Since a direct communication between the sensor nodes and the sink is very expensive, using 
CH to relay data along the way could be very efficient, leveraging the advantage of small 
transmit distances for the energy-constrained sensors. Moreover, local resource allocation 
could be applied in each cluster, and the same time or frequency division multiplexing can be 
used over non overlapping clusters leading to an optimized TDMA or FDMA superframe for 
example.  
 
Clustering has also many benefits like making the routing tables more stable since the traffic 
is always routed over the CH, and easily deploying data fusion algorithms since CH are the 
natural places to aggregate and compress data before relaying it to the upper layers.  
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Fig.  1.3 Tree-based clustered topology 
Tree-based clustered architectures are being widely used in WSN [HEI 00, KOU 06] due to 
their characteristics that make them very suitable to this kind of networks. 
1.5   MAC Protocols for wireless networks 
Medium Access Control (MAC) layer lies above the PHY layer in the OSI model and it is 
considered as a sublayer of the Data Link Layer (DLL). MAC protocols are expected to 
regulate the access of a number of nodes to the medium so they can share it in the most fair 
and efficient way. In wireless networks, the shared medium is obviously the air. MAC 
protocols can be classified into two major categories: contention-based protocols and 
contention-free protocols. In contention-based schemes, nodes enter in competition in order to 
obtain the right to send their data. In contention-free schemes, certain assignments are used 
and nodes don’t have to compete to obtain access to medium.  
 
In the following, the two categories are presented, and examples for each category are given. 
1.5.1 Contention-based MAC protocols 
In contention-based protocols, the nodes are competing for the shared medium, and they are 
aware of the risk of collisions due to simultaneous data transmissions in a hidden-node 
situation for example. Collision detection is not possible in wireless networks because a node 
sending data cannot detect collision at the same time, so other techniques should be used to 
deal with collisions. In the following, ALOHA protocol and CSMA/CA protocols are 
presented. 
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1.5.1.1 ALOHA protocol 
In the ALOHA protocol [ABR 85], when a node wishes to send data, it does it immediately. If 
another node was sending data at the same time, a collision could occur at the receiver. The 
sender waits for an acknowledgment from the receiver, and when it fails to receive it, it 
knows that there has been a collision, so it backs off for a random time, and resends the data. 
ALOHA offers short access delays under light loads, however there could be a high amount 
of collisions when the network is highly loaded.  
 
Another variant of ALOHA is proposed: slotted ALOHA. In slotted ALOHA, time is divided 
into time slots, and nodes are allowed to try sending data only at the beginning of time slots. 
The synchronization technique highly reduces the probability of collisions and slotted 
ALOHA offers a higher throughput than pure ALOHA. 
1.5.1.2 CSMA/CA 
Carrier Sense Multiple Access with Collisions Avoidance (CSMA/CA) is the MAC protocol 
used in the standard IEEE 802.11. Since the use of the basic CSMA scheme alone could lead 
to collisions and CSMA/CD is used only in wired networks, another variation of CSMA was 
necessary. In CSMA-based protocols, nodes listen to the medium first before transmitting, 
that’s the carrier sense part. If the medium was found to be idle, the node transmits its data, if 
it wasn’t, the node backs off for a certain amount of time. However, if two nodes listened to 
the carrier at the same time and found it idle, they will initiate data transmission and data 
collision could occur at the receiver.  
 
In wired networks, collision detection is possible since channels are full-duplex. In wireless 
networks collision detection is not possible due to half-duplex radio channels, and a 
mechanism for collision avoidance is hence needed.  
 
In CSMA/CA, collisions are avoided by the RTS/CTS handshake (presented in Fig.  1.4). 
When node a listens to the medium and finds it idle, it sends a Request To Send (RTS) packet 
to its receiver (node b) stating the estimated time of the transmission, called Network 
Allocation Vector (NAV). When node b acknowledges RTS by a Clear To Send (CTS) packet 
that contains also the NAV field, node a is clear to send so it begins transmission. 
 
When it finishes, it waits for an acknowledgment from node b as a sign of good reception. 
Neighboring nodes (nodes c and d) hearing RTS, CTS, data or acknowledgment packets set 
an internal timer corresponding to the remaining duration of transmission indicated in these 
respective packets, and avoid transmission until the timer is expired. The disadvantage of this 
protocol though, is the overhead of two control packets (RTS and CTS) for one data packet, 
especially when data packets are small. Moreover, the RTS/CTS doesn’t eliminate collisions 
completely, there is still scenarios where collisions could occur [RAG 98]. 
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Fig.  1.4 RTS/CTS handshake in CSMA/CA 
1.5.2 Contention free protocols 
In contention-free protocols nodes don’t have to compete for the medium, instead, the 
medium is divided among them following a resource assignment policy. Hence, each node 
uses resources exclusively without the risk of collisions. Resource assignment could be time-
based like the Time Division Multiple Access (TDMA) protocol, frequency-based like the 
Frequency Division Multiple Access (FDMA), code-based like the Code Division Multiple 
Access (CDMA), or space-based like the Space Division Multiple Access (SDMA). 
1.5.2.1 Time Division Multiple Access protocol 
The TDMA scheme (Fig.  1.5) divides time into periodical fixed-length superframes, and 
divides each superframe into several time slots, while assigning one or more time slots to each 
node. A node could only send data in its assigned time slots, thus there are no collisions or 
contention-introduced overhead. However, TDMA schemes require time synchronization 
between nodes so they can agree on the boundaries of the time slots. 
1.5.2.2 Frequency Division Multiple Access protocol 
The FDMA scheme divides the frequency band into several subchannels and these are 
assigned to nodes, which can transmit exclusively in their channel.  In this scheme, receivers 
should have the ability to tune to the channel used by the transmitter. 
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1.5.2.3 Code Division Multiple Access protocol 
The CDMA scheme allows multiple transmitters to use the same frequencies, each using a 
different code. The receiver should know the code used by the transmitter to properly receive 
the data.  
 
 
Fig.  1.5 TDMA scheme 
1.5.2.4 Space Division Multiple Access Protocol 
The SDMA scheme allows shared access to the medium by dividing the available geographic 
space to several smaller space divisions, where each space division is allocated a bandwidth 
division. Users should be aware of their geographical positions to know their allocated 
bandwidth. 
1.5.3 MAC protocols for WSN 
Wireless sensor networks are a subclass of traditional wireless networks. However, they have 
some particularities that put them in a class on their own. When a MAC protocol for WSN is 
designed, these particularities should be kept in mind. 
 
One of the most important issues in this area is the energy problem. A wireless sensor 
network consists of tiny nodes with limited power which are usually expected to serve, 
unattended, for long periods (sometimes for many years). Energy waste could be caused by 
the following: 
 
i) Collisions 
 
When a node receives data from multiple sources at the same time, collision occurs and the 
receiver will not be able to decode data properly. In order to ensure a reliable transmission, 
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retransmissions will take place and extra energy is wasted. MAC protocols should have 
mechanisms to avoid collisions like the RTS/CTS handshake in the CSMA/CA protocol or to 
be collision free by design like contention free protocols (e.g. TDMA). 
 
ii) Overhearing and Idle listening 
 
Since nodes share the same broadcast medium, when a node sends data to a certain 
destination, all neighboring nodes in reception state will receive it and will drop it if it wasn’t 
sent to them. Similarly, nodes must listen to the channel often in order to receive possible 
traffic, if there was any. In traditional sensors networks applications where traffic is low, 
nodes spend most of their time in idle mode, listening to the medium.  
 
Overhearing and idle listening waste a big amount of energy, especially in networks with high 
density. A possible solution would be putting nodes to sleep when they are not sending or 
receiving data. This could be easily feasible with TDMA-based protocols where a node could 
be only awake in its reserved slot and asleep the rest of the time.  
 
iii) Protocol overhead 
 
The protocol overhead is usually caused by the control frames like for example the overhead 
of the two control packets (RTS and CTS) for one data packet in CSMA/CA. The overhead 
will be more visible when data packets are small. 
 
MAC protocols for WSN were classified into different groups based on different criteria: 
what type of controller is involved for coordination (centralized, distributed, etc.), how they 
deal with the energy problems, etc. 
 
In the following we will present some of the MAC protocols designed for WSN.  
1.5.3.1 Sensor-MAC (S-MAC) 
The main objective of S-MAC [YE 02] is to conserve energy in sensor networks by 
establishing a low duty cycle operation in nodes. It reduces idle listening by adopting a 
periodic wakeup scheme, where each node alternates between active and sleep periods in 
which the radio transceiver is completely turned off. The active period of a node consists of a 
listen period and data transmission. The listen period is divided into three phases (Fig.  1.6): 
 
 The SYNC phase where a node waits to receive a schedule from its neighbors. If it did, it 
sets its schedule to match its neighbor and it waits for a random time before broadcasting this 
schedule and then indicates when it will be going to sleep. If it did not receive a schedule 
from any of its neighbors, it randomly chooses a time to go to sleep and immediately 
broadcasts its schedule in a SYNC message. 
 
 The RTS phase where a node listens for RTS packets from its neighbors. S-MAC uses the 
RTS/CTS handshake used in 802.11 to avoid collisions due to hidden-terminal situations. 
Interested nodes contend in this phase following a CSMA scheme with backoff. 
 
 In the CTS phase, a node sends a CTS packet if it already received an RTS packet in the 
previous phase. When CTS packet is received, data transmission could then begin. 
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Fig.  1.6 S-MAC principle 
S-MAC attempts to synchronize the sleep period of neighboring nodes to reduce latency by 
grouping them into the same virtual cluster. This is achieved in the SYNC phase of the listen 
period as discussed previously.  
 
However, one of the drawbacks of this protocol is that nodes on the border of virtual clusters 
could belong to several clusters at the same time, meaning that they follow several schedules, 
hence consuming big amount of energy. Moreover, the fixed length of the active period and 
the sleep period makes the protocol less efficient in highly changing traffic situations. 
1.5.3.2 Self-Organizing MAC for Sensor Networks (SMACS) 
SMACS [SOH 00] essentially combines neighborhood discovery and TDMA assignments to 
nodes. All nodes maintain the same superframe length, where they establish a link for every 
neighbor they want to communicate with. Links occupy a time slot on each end point.  
 
Moreover, links are unidirectional, i.e. a node has to establish a link for transmission (by 
reserving a time slot), and a link for reception (by reserving another time slot). Neighboring 
nodes could transmit at the same time if they have different receivers, by using each a 
different frequency or a different code. Hence, SMACS uses FDMA/CDMA over TDMA to 
allow the multiple access to the shared medium. Frequency bands and CDMA codes are 
chosen randomly from a large pool and assigned for each link.  
 
The main issue with this protocol is choosing a convenient superframe length. The superframe 
length should match the highest node degree in the network, which often leads to many vacant 
time slots in areas where nodes are sparsely deployed. The protocol does not try to optimize 
the superframe length by using vacant slots; instead it uses CDMA/FDMA schemes which 
further complicate the hardware design.  
1.5.3.3 Traffic-adaptive medium access protocol (TRAMA) 
TRAMA [RAJ 03] is a MAC protocol intended to allow nodes access a single channel in a 
collision-free manner. In TRAMA, the timeline is divided into two phases: the random access 
phase and the scheduled access phase.  
 
In the random access phase, the neighbor protocol (NP) which allows nodes to exchange two-
hop neighbor information is executed. Nodes exchange small signaling packets among their 
neighbors that contain information about the sender neighbors, thus providing for each node 
the two-hop neighbors list. In order to keep these packets small, an incremental approach is 
used, i.e. only information about new nodes or disconnected nodes is sent into these packets.  
 
Once the random access phase is completed, the scheduled access phase begins by the 
execution of the schedule exchange protocol (SEP), which allows each node to send its 
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transmission schedule to its neighbors. In a transmission schedule, a node indicates in which 
time slots it transmits to which neighbor. Since multiple nodes could choose the same slots to 
transmit data, a decision should be made about what slots will be allocated for each node in 
the network. In order to accomplish this, a probability function is used by each node to 
compute its priority and the priorities of its 2-hop neighbors over a set of slots. The node 
could use this set of slots to transmit if it has the highest priority value for this set. The node 
assigns its allocated slots to a receiver or a set of receivers and transmits this schedule as its 
transmission schedule so neighbors know when they could enter sleep mode (if this sender 
has nothing to send) and when they should wake up to receive data (if it has data destined to 
them in its schedule).  
 
The third component of TRAMA is the Adaptive Election Algorithm, which chooses the 
transmitter and the receiver for each time slot, based on the traffic information in the SEP 
execution phase. This component resolves conflicts over slots between nodes, if there were 
any, and achieves energy efficiency by telling nodes when they should be awake and when 
they could go into sleep mode based on the traffic load information for each node. 
1.5.3.4 Low-Energy Adaptive Clustering Hierarchy (LEACH) 
LEACH [HEI 00-a] is a self-organizing, adaptive clustering protocol that partitions a network 
into clusters, where each node communicates its data to a self elected clusterhead, which in 
turn uses data fusion to deliver data to the sink.  
 
In LEACH, the timeline is divided into rounds (Fig.  1.7). Each round consists of a setup phase 
and a steady phase. In the setup phase, each node decides whether or not to become a cluster-
head, based on the number of times it has been a cluster-head in the past rounds. This method 
ensures that nodes that have been cluster-heads in a certain round, will not assure this function 
for several rounds to come. Since the role of clusterhead is more energy consuming (cluster-
heads have to be switched on during the whole steady phase), rotating this role will equally 
balance energy loads over nodes, and avoids to have situations where a node assuring the role 
of cluster-head is drained, ending the useful lifetime of all nodes belonging to this cluster.  
 
Once the clusterheads are elected, they inform their neighbors by sending an advertisement 
packet, contending for the medium using CSMA. This is known as the advertisement phase. 
When the nodes receive the advertisement packets, they decide which cluster they want to 
join, based on the signal strength of the received packets, and they inform the corresponding 
clusterhead using CSMA. This is done in the cluster setup phase.  
 
After this phase, each clusterhead knows what nodes are members in its cluster, so it creates a 
TDMA schedule, picks a random CDMA code, and broadcast this information in the schedule 
creation and broadcast phase. The CDMA code is used to avoid inter-cluster interferences, 
e.g. when a node is on the borderline between two clusters. Once the TDMA schedule is 
created, nodes could begin data transmission in the steady phase, each in its reserved slot (or 
slots). This assignment allows nodes to sleep until it is time for their transmissions, saving a 
lot of energy.  
 
LEACH increases the network lifetime by using TDMA which allows nodes to sleep when 
it’s not their transmission time, and by rotating the clusterhead role among all the network 
nodes.  
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Fig.  1.7 LEACH principle 
However, the major drawback for this protocol is that clusterheads wouldn’t be able to 
communicate with a sink if it was far away without draining all of its energy. A solution for 
this is to have a hierarchical clustered architecture where clusterheads communicate data 
received from their children to their fathers, and their fathers forwarding data to their 
grandfathers, until it reaches the sink. 
1.5.3.5 The 802.15.4 MAC protocol 
802.15.4 [IEEE 03] is an IEEE standard that describes the physical layer and the MAC layer 
of a low-rate Wireless Personal Network (LR-WPAN). ZigBee is an emerging standard from 
the ZigBee alliance that uses the services offered by IEEE 802.15.4 and adds network 
construction (star networks, peer-to-peer/mesh networks, cluster-tree networks), security, 
application services, and more.  
 
In this section, we focus on the medium access control functions of the 802.15.4 standard. 
 
The timeline in 802.15.4 is divided into equal superframes. The coordinator which organizes 
channel access and data transmission starts each superframe with a beacon packet. The 
beacon packet is used for time synchronization and allows the use of the slotted CSMA/CA 
protocol. A superframe is typically composed of two periods: an active period and an inactive 
period. During the inactive period, nodes could switch off their transceivers and go to sleep 
mode. The active period is subdivided into 16 time slots where the first slot is used to send the 
beacon frame. The remaining time slots are partitioned into a Contention Access Period 
(CAP) and a Contention Free Period (CFP), where the latter could contain up to 7 Guaranteed 
Time Slots (GTS). This is depicted in Fig.  1.8.  
 
In order to obtain a GTS, a node has to compete for it in the CAP by sending the appropriate 
request packets. The request packet contains a flag to indicate whether the node wants a 
transmit slot or a receive slot, and a number that specifies the desired number of contiguous 
GTS within the CFP. The coordinator answers the request in two steps.  
 
First it answers with an immediate ACK that confirms the reception of the request packet, but 
doesn’t contain any information regarding the reservation.  
 
Second, if the coordinator has the requested resources, it inserts a GTS descriptor into one of 
the next beacon frames, specifying the addresses of the requesting nodes and the number and 
position of the corresponding reserved slots within the CFP. If the coordinator has insufficient 
resources however, it generates a special GTS descriptor that describes the available 
resources, and the requesting device may hence consider renegotiation. 
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Fig.  1.8 802.15.4 principle 
The deallocation of a GTS is either requested by the device by sending a special control 
frame, or executed by the coordinator if the GTS wasn’t used for several consecutive 
superframes.   
 
When a device has an allocated GTS, it wakes up just before the time slot starts and sends its 
packet immediately without performing a carrier sense. If the device does not have any 
allocated GTS, it sends its data packet during the CAP using a slotted CSMA/CA protocol. 
 
The 802.15.4 protocol offers a non-beaconed mode besides the beaconed mode. In the non-
beaconed mode, the coordinator does not send a beacon frame at the beginning of the 
superframe, so there are no GTS slots anymore, and devices send their packets using an 
unslotted CSMA-CA, due to the lack of synchronization mechanisms. 
 
One of the major drawbacks in 802.15.4 is the problem of overhearing which consists of a big 
waste of energy. In fact, nodes have to stay awake for the whole CAP even if they are not 
participating in the ongoing transmission, by overhearing packets not transmitted to them, and 
then discarding them. To overcome this problem, works like [LE 07] proposed to use the 
overhearing issue to reduce energy consumption by reducing the number of redundant 
packets. The approach consists of nodes checking whether the information in the overheard 
packet is the same as its own packet to be transmitted to the same destination. If it is the case, 
the node removes this packet from its queue since the same packet has been already sent to 
this destination. Otherwise, the node discards the overheard packet and tries to resend its 
packet in the next active period. 
1.5.3.6 WiseMAC 
WiseMAC [HOI 04] is a single-channel contention protocol based on non-persistent CSMA 
combined with the preamble sampling technique. This technique consists in sending a 
preamble in front of every data packet to alert the receiving node in its wake-up interval not to 
return to sleep state, but to stay awake for the upcoming transmission. All sensor nodes in a 
network have the same sampling period. In this scheme, nodes regularly listen to the medium 
for a short period, to check for activity. If the medium was found busy, the node continues to 
listen until a data frame is received or until the medium becomes idle again.  
 
Since the sampling periods aren’t the same between nodes, the preambles should be large 
enough to ensure that the receiver will wake up during their transmission. By default, the 
preamble has the same size as the sampling period, which is considered as a long period, thus 
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causing a throughput limitation and a large power consumption overhead in reception. To 
reduce the power consumption incurred by the predetermined fixed-length preamble, 
WiseMAC offers a method to dynamically determine the length of the preamble. That method 
uses the knowledge of the sampling schedules of all sensor nodes so the transmitter starts the 
transmission just at the right time with a wake-up preamble of minimized duration (Fig.  1.9).  
 
After a successful frame reception between a sender and a receiver, the latter piggybacks its 
own sampling schedule on the frame ACK transmitted back to the sender. This mechanism 
allows each node to keep a table of all of its neighbors sampling schedules so it could use it in 
its upcoming transmissions. WiseMAC was proven to be energy efficient, and when 
compared with ZigBee it gave better results.  
 
 
Fig.  1.9 WiseMAC mechanism 
1.5.3.7 Summary of WSN MAC protocols 
Table  1.2 Advantages and drawbacks for main WSN MAC protocols 
Protocol Advantages Drawbacks 
S-MAC Conserves energy by adopting sleep periods that reduce idle listening 
Nodes on the border of virtual clusters could 
follow several schedules => big amount of 
energy consumption 
Fixed length of active and sleep periods not 
suitable for highly changing traffic situations 
SMACS 
Conserves energy using TDMA 
scheduling hence avoiding idle 
listening and overhearing 
Many empty slots in the superframe where 
nodes are sparsely deployed 
TRAMA 
Energy conservation in the scheduled 
access phase where collisions are 
avoided by scheduling, and by the 
elective algorithm that decide the sleep 
and  wakeup periods for nodes based 
on the traffic load information 
Needs significant computation and memory in 
dense sensor networks since 
the two-hop neighborhood of a node tends to 
be large in this case 
LEACH 
Network lifetime is increased by: 
 TDMA which allows nodes to sleep 
when it’s not their transmission time 
 Rotating the clusterhead role among 
all the network nodes. 
 
A clusterhead wouldn’t be able to 
communicate with a sink if it was far away 
without draining all of its energy since it will 
be awake the whole round. 
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802.15.4 
Energy savings through: 
 Inactive period where nodes are 
sleeping 
 The guaranteed time slots where 
only involved nodes are awake (i.e. 
senders and receivers only) 
No provisions against hidden-terminal 
situations (no RTS/CTS handshake) 
WiseMAC 
The dynamic preamble 
length adjustment results in better 
performance 
under variable traffic conditions 
Decentralized sleep–listen 
scheduling results in different sleep and wake-
up times for each neighbor of a node so 
broadcasted packets will 
be buffered for neighbors in sleep mode and 
delivered many times as each neighbor wakes 
up 
Table  1.3 Summary of main WSN MAC protocols 
Protocol Collisions avoidance Overhearing and Idle listening avoidance Overhead 
S-MAC RTS/CTS handshake Periodic wakeup and sleep 
scheme 
SYNC phase, RTS/CTS 
handshake 
SMACS TDMA/CDMA/FDMA 
schedule TDMA schedule Neighborhood discovery 
TRAMA By scheduling By scheduling Neighbor protocol, schedule 
exchange protocol 
LEACH TDMA schedule TDMA / CDMA schedule Setup phase 
802.15.4 Slotted CSMA/CA Inactive period and the 
contention free period 
Beacon, contention access 
period 
WiseMAC Non-persistent CSMA Sampling periods Preamble packets in front of 
each data packet 
1.5.3.8 Discussion 
In section  1.5  , we presented MAC protocols designed for wireless networks, classified into 
two major categories: contention-based and contention-free protocols, where we highlighted 
the main protocols in each category. In the second part of this section, we presented the main 
protocols designed for WSN and we compared them based on their advantages and drawbacks 
(in Table  1.2) and according to the mechanisms they use to avoid overhearing, idle listening 
and collisions (Table  1.3).  
 
We noticed that most of the protocols presented above use TDMA scheduling to avoid 
overhearing and idle listening, and some of them use the same mechanism to avoid collisions 
too. In fact, Pottie and Kaiser [POT 00] have concluded that a MAC scheme for energy-
constrained sensor networks should include a variant of TDMA because radio must be turned 
off during idling for precious power savings. Therefore, a TDMA-based protocol seemed a 
natural choice for us and the rest of our study is based on a TDMA MAC protocol. 
1.6   Routing protocols for WSN 
Routing protocols in WSN are classified following different criteria, for example: 
 
 In [AKK 05], they were classified into data-centric protocols, hierarchical protocols, 
location-based protocols, and network flow and QoS-aware protocols; 
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 In [MAH 06], they were classified into flat routing protocols, hierarchical routing 
protocols, and adaptive protocols. 
 
In the following, we present some of the most relevant routing techniques and protocols used 
in WSN. 
1.6.1 Flooding and gossiping 
When a source node cannot send its packets directly to its destination node, it uses a set of 
intermediate nodes that will forward the transmitted data until it reaches its destination, 
resulting in a multihop network. In such a network, nodes have to decide to which 
neighboring node an incoming packet should be passed on so that it eventually reaches the 
destination. This is known as data forwarding or data relaying. The easiest way to perform 
data relaying in a network is by flooding. This mechanism consists in forwarding incoming 
data to every neighboring node, so eventually the information will reach the sink.  
 
However, flooding has several drawbacks [HEI 99]: 
 
 Implosion: An implosion situation happens when a node receives the same data packet 
from two or more nodes due to its presence in their neighborhoods.  
 
 Overlap: When two nodes share the same neighborhood, they sense the same data, and 
their recipient node will then receive the same information.  
 
 Resource blindness: By forwarding incoming data to all the node’s neighbors, the flooding 
protocol wastes big amounts of energy, and thus it doesn’t take into consideration the 
energy resources on the corresponding nodes. 
 
One variation of this mechanism is known as gossiping [HED 88], which consists of 
forwarding data to a random node among the node neighbors instead of forwarding it to all 
the neighbors. This neighbor repeats then the same process by choosing another random 
neighbor of its own.  
 
This mechanism avoids the problem of implosion since a node will not receive the same data 
packet from several sources, but on the other hand, it will take a long time before a data 
packet reaches its destination.  
1.6.2 Sensor Protocols for Information via Negotiation (SPIN) 
SPIN [HEI 99] is a family of data-centric protocols that uses data negotiation and resource-
adaptive algorithms to address the drawbacks of flooding problems. SPIN protocols are 
motivated by the observation that conventional protocols like flooding or gossiping waste 
energy and bandwidth by sending extra and unnecessary copies of data by sensors covering 
overlapping areas.  
 
In SPIN, data is described using meta-data descriptors exchanged between the source nodes 
and the interested in the advertisement phase nodes before data transmission. SPIN has three 
types of messages: ADV, REQ, and DATA. Before sending a DATA message, the sensor 
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node broadcasts an ADV message containing a descriptor of the DATA (which is assumed to 
be shorter than the DATA itself) to advertise it. If a neighbor is interested in the data, it sends 
a REQ message for the DATA and DATA is sent to this neighbor sensor node. The neighbor 
sensor node then repeats this process, until every sensor in the network that is interested in the 
data gets a copy.  
 
SPIN-2 which is a variant of this protocol takes into account remaining energy levels on 
nodes, and makes low energy nodes reduce their participation in the protocol.  
1.6.3 Sequential Assignment Routing (SAR) 
SAR [SOH 00] is a QoS-oriented routing protocol for WSN that computes multiple paths 
from the source nodes to the sink, by building trees rooted from a 1-hop neighbor from the 
sink and growing outward until it reaches leaf nodes while avoiding paths with low energy or 
low QoS guarantees. At the end of this process, each leaf node will belong to multiple trees 
and thus will have multiple paths to reach the sink.  
 
For each node, two parameters are associated with each path: 
 
1) Energy resource estimated by the maximum number of packets that can be routed before 
all of the energy is depleted. 
 
2) Additive QoS metric where higher metric implies lower QoS. 
 
Each node generating packets makes a decision about which path to choose. This decision is 
based on the energy resource and a weighted QoS metric which is the additive QoS metric 
multiplied by a weight coefficient associated with the priority level of the packet. The 
objective of the SAR algorithm is to maximize the lifetime of the network while minimizing 
the average weighted QoS metric. One of the drawbacks of this protocol is the high overhead 
due to the large number of tables being kept on each node, especially when the number of 
nodes becomes huge.  
1.6.4 Directed Diffusion 
Directed Diffusion [INT 00] is a data-centric protocol where generated data by sensor nodes 
is named following an attribute-value pair scheme. In Directed Diffusion, sinks advertise their 
interests by broadcasting them to their neighbors, which propagate them to their neighbors, 
until they reach every node in the network. When a node receives an interest, it stores the 
interest entry in its cache. The interests in the caches are then used to compare the received 
data with the values in the interests. The interest entry also contains several gradients. A 
gradient is a reply link to a neighbor from which the interest was received. If the cached 
interest on a node corresponds to the received data, it checks its gradient path to send the 
interest to the node that requested it by choosing the best path to that node. If a path between a 
source and a sink fails, an alternative path should be identified among the set of gradient paths 
on the source.  
 
While Directed Diffusion and SPIN are both data-centric protocol, they differ in terms of 
“who is advertising”. In SPIN, sensor nodes advertise their data by sending advertisement 
packets to the network so interested nodes could contact them to obtain the requested data. In 
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Directed Diffusion on the other hand, sink nodes advertise their interests by broadcasting 
them to their neighbors, so nodes that have the requested data could send it back to them.  
 
Since Directed Diffusion is an on-demand protocol, it is highly energy efficient. However, it 
is not suitable for applications that require continuous data delivery to the sink like 
environmental monitoring because of its query-driven data model. 
1.6.5 Threshold-sensitive Energy-efficient sEnsor Network (TEEN) and 
Adaptive Periodic TEEN (APTEEN) 
TEEN and APTEEN are two hierarchical data-centric routing protocols for time-critical 
applications. In TEEN [MAN 01], the network is a tree-based clustered WSN (c.f. topology 
section), where all nodes transmit only to their immediate clusterhead, and where in each 
cluster the clusterhead broadcast two thresholds for sensed attributes to the nodes.  
 
The first threshold is a hard threshold which represents the minimum value for a sensed 
attribute which when exceeded, the node has to turn its transmitter on and send the value to its 
clusterhead. Hence, the hard threshold reduces the number of transmissions significantly since 
only the values in the range of interest are transmitted. Once a node senses a value at or 
beyond the hard threshold, it transmits data only when the value of that attribute has changed 
by an amount equal to or greater than the soft threshold.  
 
Therefore, the soft threshold will further reduce the number of transmissions if there is little 
or no change in the value of sensed attribute. The main drawback of this protocol is that if the 
thresholds are not reached, the nodes won’t transmit any data.  
 
APTEEN [MAN 02] on the other hand is an extension to TEEN that allows the user to control 
the periodicity of sensed events, thus solving the problem of TEEN when thresholds aren’t 
exceeded. In fact, APTEEN offers the user the ability to set reporting periods so if thresholds 
weren’t exceeded for a given period, nodes are forced to sense and transmit whatever data 
they have. APTEEN uses TDMA to assign a transmission slot for each node in the cluster.  
 
The main drawbacks of these two protocols are the overhead and complexity of forming 
clusters in multiple levels and implementing the threshold-based functions. 
1.6.6 Geographic and Energy-Aware Routing (GEAR) 
GEAR [YU 01] is a geographic routing protocol that complements Directed Diffusion 
(presented earlier) by using a geographical and energy aware neighbor selection heuristic to 
route the packet towards the target region. Instead of sending interests to the whole network 
like Directed Diffusion, GEAR considers only a target region and forward interests to it, 
proceeding in two phases: 
 
 Forwarding the packets toward the region: GEAR chooses the one-hop neighbor that is the 
closest to the target region, and sends it the packet. If all neighbors are further away, it 
chooses one among them based on a cost function that takes nodes energy into 
consideration, hence achieving energy optimization for the network.   
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 Disseminating the packets within the region: Once the packet arrives to the target region, 
GEAR disseminates it using a recursive geographic forwarding algorithm under most 
conditions. However, under some low density conditions, recursive geographic 
forwarding sometimes does not terminate, routing uselessly around an empty target region 
before the packet hop-count exceeds some bound. In these cases, GEAR uses restricted 
flooding. 
 
GEAR was designed also to switch to the pure geographic mode which was proven to be 
more effective than adding the energy aware metric under some circumstances.  
 
1.6.7 Discussion 
In section  1.6  , we presented the main routing protocols used in WSN, where each belongs to 
a specific category: SPIN and Directed Diffusion are data-centric protocols based on a packet 
advertisement scheme; SAR is a QoS-oriented protocol which tries to maximize the network 
lifetime while minimizing the average weighted QoS metric; TEEN and APTEEN are two 
hierarchical routing protocols for time critical applications where sensors in a cluster transmit 
their sensed data only if certain thresholds broadcasted by the clusterhead are exceeded; 
GEAR is a geographic routing protocol that considers a target region in the network and 
forward interests to it by choosing the on-hop neighbor that is the closest to the region and 
sends it the packet. 
 
Since our contribution is more focused on QoS mapping and network topology, we don’t 
present an explicit routing protocol in the context of this manuscript, and we suppose that the 
used protocol is similar to the protocols presented in [HEI 00-a, MAN 01] which consist in 
letting each node in a cluster forward its data only to its direct clusterhead. The same behavior 
could be repeated, if necessary, until data reaches the sink (in a hierarchical clustered 
topology for example). 
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Analyse qualitative des intergiciels pour RSCF 
Les réseaux sont typiquement hétérogènes. La raison essentielle en est les progrès 
scientifiques dans le domaine des réseaux où les meilleures technologies finissent par 
coexister sur le même réseau. Concevoir un logiciel pour des systèmes distribués est déjà une 
tâche qui n’est pas facile, et en ajoutant le problème d’hétérogénéité, cela devient beaucoup 
plus compliqué.  D’où le besoin d’une couche intermédiaire entre l’application et le réseau qui 
gère ce problème, en plus des problèmes classiques des systèmes distribués, comme la 
transparence, la localisation, l’accès aux ressources partagés, etc. Cette couche s’appelle 
intergiciel, ou plus couramment : middleware.  
 
Les intergiciels ont été largement utilisés avec les réseaux traditionnels et ils étaient adoptés 
par beaucoup d’entreprises au monde entier. Les intergiciels traditionnels comme CORBA, 
.NET framework et EJB, par exemple, sont lourds en termes de mémoire et consomment 
beaucoup d’énergie, et par suite ils deviennent inadaptés pour les RCSF limités en termes 
d’énergie et de ressources comme la mémoire et la capacité du processeur. Les intergiciels 
conçus pour RSCF doivent obéir à certains principes de conception issus des particularités de 
ces réseaux pour obtenir un système qui fonctionne correctement. Nous identifions les 
principes suivants : gestion d’énergie et des ressources, traitement dans le réseau, support 
pour la QoS, connaissance de l’application, passage à l’échelle, topologie dynamique et 
tolérance aux fautes, adaptabilité, configurabilité et maintenance, intégration dans le monde 
réel, sécurité et hétérogénéité. 
 
Les intergiciels conçus pour les RCSF peuvent être classés selon les approches suivantes :  
 
 Approche base de données : Dans cette approche, le RCSF est vu comme une base de 
données. Il peut être interrogé par des requêtes écrites en des langages similaires à SQL, 
comme s’il s’agit de tables relationnelles ordinaires. Cette approche est data-centric 
naturellement où l’information est centrée autour des données et non pas autour des 
identifiants des capteurs, par contre elle n’est pas adaptative ou configurable. SINA, 
Cougar et TINYDB sont des exemples d’intergiciels fondés cette approche. 
 
 Approche basés sur les évènements : Dans cette approche, le middleware supporte les 
communications asynchrones, où les capteurs se réveillent quand un évènement surgit et 
peuvent s’endormir le reste du temps. Cette approche est adaptée aux RSCF qui génèrent 
un bas débit la plupart de temps, et où des évènements brusques puissent parvenir parfois, 
comme par exemple les applications de surveillance. Mires et DSWare sont des exemples 
d’intergiciels fondés cette approche. 
 
 Approche agents mobiles : Dans cette approche, la station de base envoie un agent mobile 
à une région donnée pour visiter les nœuds un par un. Les données captées sont réduites et 
agrégées par l’agent mobile avant leur envoi à la station de base, ce qui économise de 
l’énergie et réduit l’utilisation de la bande passante. Comme les agents mobiles sont 
envoyés là où il faut – ce qui dépend de la topologie actuelle du réseau – cette approche 
supporte le principe de topologie dynamique et de la tolérance aux fautes. Agilla est un 
exemple d’intergiciel fondé sur cette approche. 
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 Approche orientée application : Cette approche favorise le contrôle du réseau par 
l’application à travers une architecture qui touche le niveau réseau, permettant ainsi aux 
programmeurs de régler le réseau suivant les besoins de l’application. Cette approche 
produit un middleware plus personnalisé et plus spécifique à une application donnée. Cela 
offre un compromis entre un middleware général et un middleware spécifique. MiLAN et 
TinyCubus sont des exemples d’intergiciels fondés cette approche. 
 
 Approche modulaire : Cette approche consiste à construire une application à partir d’un 
ensemble de services implémentés sous forme de petits modules qui interagissent à travers 
leurs interfaces. Cette approche réduit la complexité du système pour l’utilisateur, puisque 
l’implémentation des services peut changer à n’importe quel moment alors que leurs 
interfaces restent intactes. La modularité des services facilite aussi la configurabilité et de 
légères mises à jour logicielles, ce qui économise beaucoup d’énergie. Impala est un 
exemple d’intergiciel fondé sur cette approche. 
 
 Approche machine virtuelle : Les machines virtuelles sont utilisées d’habitude pour la 
simulation de matériel, représentation de programmes intermédiaires ou interprétation de 
bytecode. Dans les RCSF, ces machines sont utilisées pour représenter un grand nombre 
d’applications à l’aide d’un ensemble simple d’instructions légères. Une machine virtuelle 
offre un environnement sécurisé pour le système et interdit aux mauvais fonctionnements 
des applications d’affecter les nœuds. Maté est un exemple d’intergiciel fondé sur cette 
approche. 
 
Une vue globale sur toutes ces approches nous laisse conclure que la plupart des approches 
sont data-centric et traitent le problème de l’énergie et des ressources limitées, et presque 
aucune des approches ne fournit de support pour la QoS ou de mécanismes de sécurité. Dans 
le contexte de cette thèse, on est intéressé par le problème de la QoS. Dans les chapitres 
suivants nous allons essayer de répondre aux questions suivantes : Comment les exigences en 
termes de QoS au niveau utilisateur peuvent être traduites en paramètres de QoS au niveau 
réseau ? Par exemple, quelle est la relation entre la densité d’un réseau pour une topologie 
donnée au niveau utilisateur et la bande passante et le délai au niveau réseau ? 
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2  Review and qualitative analysis 
of Middleware for WSN  
2.1   Introduction 
Networks are typically heterogeneous. For example, a company local network could consist 
of multiple platforms. There could be a mainframe for database transactions, UNIX 
workstations for simulations, a backbone for software development, personal computers 
which provide office tools, and other devices like routers, switches or hubs. A network could 
begin with small homogenous parts, but the more it evolves, the more it becomes complex 
and heterogeneous.  
 
There are many reasons for this heterogeneity. One obvious reason is advances in 
technologies over time. Since networks evolve with time and don’t always stick to their 
original configuration, the best technologies from all periods will end up coexisting on the 
same network.  ‘Best’ could mean the cheapest technology, the most performing, the least 
storage demanding, the most secure with the most attractive GUI, or whatever qualities 
considered important the moment of the network deployment.  
 
The factors leading to heterogeneous networks are inevitable, thus distributed systems 
developers had to deal with this issue. Designing software for a distributed system is not easy, 
but designing software for a heterogeneous distributed system becomes very complex. These 
software have to deal with traditional issues in distributed systems like network failures, 
network partitioning, access control, shared resources, security issues, etc. If we add 
heterogeneity too, some of these problems become more and more complicated, and new 
issues will appear. 
 
Therefore, an urgent need emerged for an intermediate layer between the application on one 
side and the operating system and the network on another, which hides the complexity of the 
system and shields the developers from tedious, error-prone network details. This “layer” is 
called middleware.  
 
Middleware is a software layer that resides between the application from one side and the 
operating system and the network from another (Fig.  2.1). It bridges the gap between 
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application programs and the lower-level hardware and software infrastructure and enable and 
simplify the integration of components developed by multiple technology suppliers.  
 
 
Fig.  2.1 Layered Architecture in Distributed Systems 
When properly implemented, middleware are expected to: 
 
 Shield the application from low-level, error prone platform details like communication, 
localization, synchronization, etc., and let developers concentrate on the application itself 
instead.  
 
 Amortize software lifecycle costs by avoiding the development of applications from 
scratch and by reusing previously developed components and capturing implementations 
of key patterns in reusable frameworks. 
 
 Provide high-level network-oriented abstractions that are much closer to application 
requirements in order to simplify the development of distributed and embedded systems. 
 
 Provide a wide panel of developer-oriented services, such as event notification services, 
naming services, logging, persistence, etc., that have been found crucial for a distributed 
system to operate effectively in a networked environment. 
 
In this chapter, we start with a brief presentation on some of the most popular middleware for 
traditional systems. Traditional middleware are however heavyweight in terms of memory 
and computation requirements and are therefore not suitable for energy constrained WSN. We 
present then the major design principles a middleware for WSN should follow, in order to 
function properly. In the third part, a classification of the existing middleware for WSN is 
presented, and several middleware are highlighted as examples of the corresponding 
approaches. Finally, a comparison between the presented middleware based on the design 
principles previously discussed is drawn.  
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2.2   Traditional middleware 
Middleware have been long investigated for traditional networks, and many of these were 
adopted by many companies around the world as safe and efficient solutions for traditional 
issues in distributed systems like heterogeneity, interoperability and localization. Among 
these middleware we can cite: CORBA, EJB, and .NET framework. 
2.2.1 OMG CORBA 
CORBA (Common Object Request Broker Architecture) [OMG 04] is an object oriented 
middleware that could be seen also as a broker or a bus. This bus provides an execution 
support for distributed objects while hiding the technical layers of a distributed system 
(operating system, processor and network), and it deals also with communication between 
software components of the distributed heterogeneous application.  
  
CORBA uses a standard language called OMG-IDL (Interface Definition Language), similar 
to the language used in the web services technology: WSDL (Web Services Definition 
Language).  
 
IDL allows producers and consumers to communicate using IDL contracts while separating 
the interface from the objects implementations, and hiding interoperability, heterogeneity and 
objects localization issues. An IDL contract specifies what data types are exchanged between 
entities and what interfaces are available to be used remotely by distributed applications. The 
IDL contract shields the distributed application users from the software and hardware 
infrastructure and let them communicate directly via the broker. 
 
An IDL contract is then mapped to a known programming language like Java or C/C++, by 
using an IDL pre-compiler, specific to each target language. This mapping ensures 
interoperability between several heterogeneous platforms, because the IDL contract could be 
mapped to several languages if the different entities each have each a different platform.  
2.2.2 .NET Framework 
Microsoft .NET [MIC 08] defines a platform for component-oriented services. The .NET 
framework provides developers with several methods to create components based on web 
services and other distributed applications. Applications in .NET could be written in one of 
several languages like VB, C++ or C#. Applications written in one language could use other 
programs written in other languages. Similarly, .NET is interoperable with ActiveX and 
DCOM.  
 
.NET components use XML as a description language and the main advantage of .NET 
framework is interoperability with existing applications, the ease of application installation, 
and the availability of development tools. Its main drawback is its dependency of the 
Microsoft platform.  
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2.2.3 EJB 
EJB (Enterprise Java Beans) [SUN 08] are Java components which are portable, reusable, and 
deployable, that could be assembled to build applications. They are executed in an EJB 
container which provides services such as transactions or persistence.   
 
Technically speaking, an EJB component is a set of Java definitions (classes and interfaces) 
and XML descriptors packed in a jar archive deployed on an application server. The server 
uses the information contained in the descriptor to instantiate the EJB component in a 
container that provides an interface between the component and its environment while dealing 
with some operational aspects. 
 
An EJB client could be any program able to communicate via RMI-IIOP, like another EJB for 
example, or a set of servlets and JSP pages. The container transforms the remote requests of 
clients to real invocations on components, while wrapping them eventually in a transactional 
context. 
2.3   Middleware for WSN 
Traditional distributed middleware (such as DCOM and CORBA) are normally heavyweight 
in terms of memory and computation and therefore not suitable for WSN with scarce energy 
and processing resources. Instead, simple, easily implementable, and lightweight designs are 
desired.  
 
In order to function efficiently and be suitable for WSN environment, middleware should 
obey certain design principles extracted from WSN particularities like data centricity or 
energy efficiency.  
2.3.1 Design Principles 
Since WSN are different from traditional networks in many ways, especially when it comes to 
the energy issue, and the computational capacity, conventional middleware become 
unsuitable, and middleware designed for WSN should follow certain rules, extracted from the 
particularities of these network. We identify these rules as being “design principles”. We 
surveyed the different key design principles for WSN middleware [YU 04, HAD 06, MOL 06, 
MAR 05-a, ROM 02, HEN 06] and we identified the following: 
2.3.1.1 Data centricity 
In traditional communication networks, the focus of communication relationship is usually the 
pair of communicating peers (i.e. the sender and the receiver of data).   
 
In a WSN, however, the application is not interested in the node itself (i.e. the node’s identity 
or address), but in the data it produces, especially when a set of nodes is deployed to produce 
the same kind of data; in this case, the application is not concerned which node of the set has 
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supplied the data. The fact that neither the identity nor the address of nodes, but the data are at 
the center of attention is called data-centric networking. 
  
In this approach, attribute-based naming is used to specify which kind of data a node could 
provide. A more human-friendly approach is to let users deal with an information that interest 
them, rather than dealing with technical details. Hence, the data-centric paradigm tries to 
answer questions like “What is the temperature of room #13?” rather than “What is the 
temperature sensed by sensor #213?”  
 
In contrast with traditional address-centric networks, data-centric networks provide some 
advantages in the field of WSN. First, a WSN consists generally of a large number of nodes, 
which makes it very hard to maintain the identities for all of the nodes, so a data-centric 
approach will focus on the data provided by a set of nodes instead of their identities. 
Moreover, with this approach, in-network processing techniques (discussed later in this 
section), like aggregation and data fusion become feasible.  
 
It is clear that data centricity provides a more natural way for an application to express its 
requirements, enhancing the performance of WSN. Thus, a middleware designed for WSN 
should support data-centricity by providing data-centric routing and querying within the 
network. Approaches like publish/subscribe and the database–like models (c.f. section  2.4  ) 
may be suitable in this case. 
2.3.1.2 Energy and resource management 
Recent researches in microelectronics have made it possible to produce very tiny sensor 
devices, sometimes of the order of one cubic centimeter. Due to their small size, sensor nodes 
suffer from limited resources like energy, computing power, memory, and communication 
bandwidth. Therefore, the middleware on top of those devices should be lightweight, energy-
efficient, smartly managing limited resources in order to provide the required services while 
maximizing the device’s life. 
 
Most of the time, it is nearly impossible to recharge these sensory devices, for the following 
reasons: 
 
 Typically, sensors are deployed in huge numbers, sometimes of the order of hundreds or 
thousands, so it would take a very long time and so many personnel to replace or recharge 
depleted batteries. 
 
 Sensors are generally scattered in the field, thus it is hard to find all of them. Besides, they 
may be deployed in remote locations where human intervention is undesired (e.g. 
sensitive locations) or impossible due to the hostility of the area (e.g. battlefield). 
 
Middleware should address this issue by using techniques that save energy, e.g. by switching 
off nodes when they are not performing sensing activity.  More advanced techniques for 
saving energy consists of in-network processing (discussed later in this section), which takes 
advantage of the fact that transmitting 1 Kb of data a distance of 100 meters is equal to the 
execution of 3 million instructions by a general-purpose processor with 100MIPS/W power 
[POT 00].  
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Middleware should define network failure due to loss of power, and should take the proper 
measures to manage it. There has been much work in the energy consumption area for WSN, 
and efforts were made to design energy-efficient MAC protocols [YE 02, HEI 00-a] and 
routing protocols [HEI 99, INT 00], while developing in-network processing techniques like 
the coding and compression techniques (c.f. next section) to reduce the amount of data 
transferred, thus saving more energy. However, very few works addressed the energy 
consumption problem in the middleware context.  
 
Similarly, sensors suffer generally from scarce resources like the computational capacity, and 
the memory. A typical sensor like the Mica mote [HIL 00] consists of a 4 MHz processor with 
a 4 KB RAM, 128 KB program memory and 512 KB flash memory for nonvolatile storage. 
Given these small memory sizes, writing programs for sensors becomes a real challenge, and 
the OS over these sensors should also have a small memory footprint (e.g. TinyOS [HIL 00]). 
2.3.1.3     In-network processing  
When organizing a network in a distributed fashion, the nodes in the network are not only 
passing data or executing applications programs, they are also actively involved in taking 
decisions about how to operate the network. This is a specific form of information processing 
that happens in the network, but is limited to information about the network itself. When the 
concrete data transported by the network is also taken into account into this information 
processing, that is in-network processing.  
 
In-network processing has different forms: data aggregation and data encoding and 
compression. 
 
i) Data aggregation  
 
Perhaps one of the most used techniques of in-network processing is data aggregation [KRI 
02], also called data fusion. The benefit of this technique – mainly power saving – comes 
from the fact that transmitting data is considerably more expensive than even complex 
computations.  
 
This form of in-network processing is called aggregation since data collected from different 
nodes along the way between the source and the sink is aggregated into a condensed form 
while satisfying some conditions for the result to be meaningful. Intermediate nodes where 
aggregation is done wait until they receive (all or some) messages from their children nodes, 
then compute an aggregated value of all these values (e.g., an average temperature or a 
maximum value), and then forward only a single message with the aggregated value. This 
technique highly reduces the size of transmitted messages on the network and thus reduces 
consumed energy. 
 
ii) Data encoding and compression 
 
Aggregation condenses and sacrifices information about the measured values and does not 
transmit all bits of data from sources to sinks, while it is possible to reduce the number of 
transmitted bits but still obtain the full information about all sensor readings at the sink. 
That’s feasible using compression and encoding techniques similar to those used in traditional 
networks. Since sensor nodes are deployed in physical environments, the readings of the 
adjacent ones are going to be very similar, they are correlated. The compression and encoding 
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techniques exploit such correlation, which can be a spatial one (in adjacent nodes) or a 
temporal one (readings at the same time interval). 
 
- Data Encoding 
 
Most of the encoding techniques in the literature were developed in the context of multimedia 
applications, since these applications involve high amount of data transmissions like video or 
audio streams, hence the need for powerful encoding mechanisms that reduce traffic and save 
energy. 
 
The coding paradigms that have been examined for multimedia wireless sensor network are 
[MIS 08]: 
 
 Distributed source coding: refers to the compression of multiple correlated sensor outputs 
from sensors with limited or no cooperation and joint decoding at a central decoder (at the 
base station or aggregator node).  
In this technique, the traditional one-to-many video coding paradigm used in most video 
encoders/decoders, such as MPEGx and H.26x is inverted. In the one-to-many paradigm, 
the encoders carry out complex encoding while the decoders are relatively less complex. 
In contrast, distributed source coding uses a many-to-one coding paradigm that swaps the 
complex encoder for a complex decoder, making it very suited to sensor nodes with 
limited resources, and moving the complexity to the sink side where decoding is 
performed.  
 
Slepian and Wolf [SLE 73] were among the first to investigate distributed source coding, 
and they proved that for lossless compression, separate encoding of information with 
combined decoding at the decoder is as efficient as joint encoding. An example of 
distributed source coding using Slepian-Wolf coding is lossless source coding of 
correlated sources with side information at the decoder.  
 
For example, two sources A and B sending correlated information to a receiver C can use 
distributed source coding to reduce the total number of bits sent. In this scenario, A can 
send the complete information to C while B sends only the “syndrome” (i.e. compression 
of its data). C can then use the data sent by A and the syndrome sent by B to estimate the 
data sent by B. With this technique, the bit rate sent by the sources is reduced as the 
number of sources sending correlated information to the decoder increases.  
 
Other works like [WAG 03] proposed a distributed source coding scheme for images 
captured by sensor nodes having overlapping fields of view. The approach uses a 
technique to identify overlap in the images of neighboring sensor nodes, so that a low-
resolution version of the overlapping region is sent by each sensor to the base station. The 
base station uses a super-resolution technique to reconstruct a high resolution version of 
the overlapping region. 
 
 Individual source coding: Single source coding is the traditional paradigm used in 
multimedia coding where each source codes its information independently of other 
sources. Individual source coding is popular due to its simplicity and because it does not 
require any kind of communication between the sources.  
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In WSN however, where neighboring sensors generate correlated data, this paradigm 
becomes unsuitable because of the large number of redundancies between the nodes 
flows. Nodes that are in the vicinity of an event tend to transmit similar data at the highest 
possible quality to the base station, resulting in a large number of copies of the same data. 
These copies will cause high congestion and energy depletion on nodes without a 
significant increase in the accuracy of the information. One possible approach is to 
perform data fusion at intermediate nodes to reduce the amount of transmitted data. 
 
- Data compression 
 
One of the most studied techniques for image compression in WSN is JPEG with difference 
coding [MAG 03]. In this technique, a reference frame is periodically generated and 
transmitted by the sensor nodes towards the base station. In the time period between two 
reference frames, the sensor nodes transmit only the differences with respect to the reference 
frame.  
 
The low complexity video compression scheme [MAG 03] is based on this technique where 
each video frame is divided into blocks of 8 × 8 = 64 pixels. To reduce the computational 
complexity, only a subset of blocks in each frame is considered and only a subset of the pixels 
in each block are examined for changes in comparison to the corresponding pixels in the 
reference frame. Only the difference is encoded using JPEG and transmitted. 
 
In [ARI 03], the authors presented a technique called the pipelined in-network compression, 
where collected sensor data is stored in an aggregation node’s buffer for some duration of 
time. During that time, data packets are combined into one packet, and redundancies in data 
packets are removed to minimize data transmission.  
 
Middleware should provide data aggregation and data compression algorithms giving the 
applications above the ability to choose the algorithm that best suits them. In addition, it may 
be useful to let the application inject its own in-network processing functions in the network. 
2.3.1.4 Quality of Service (QoS) Support 
QoS in WSN differ from other conventional networks mainly because of the type of 
applications running over a WSN, and because of the special characteristics of these 
networks.  
 
In conventional networks, we are especially concerned about moving bits from one place to 
another, whereas in WSN, we have a different model where sensors collaborate to sense a 
phenomenon and report it to common destination. Sensors are given sometimes the ability to 
control the physical environment in some applications (e.g. HVAC applications). They 
process each other’s data thus they have to be aware of the data they are forwarding, and that 
is what makes them data-centric networks. 
 
Moreover, the nature of the sensors and their special characteristics (e.g. the energy issue) 
contribute also to the definition of a new or a modified set of QoS requirements in comparison 
to traditional networks. Therefore, applications in sensor networks have specific QoS 
requirements in addition to the traditional ones.  
 
We identify the following QoS issues: 
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 Detection probability: Since nodes near a phenomenon could be depleted, sleeping or 
damaged, there is a probability that an event that occurs is not always detected by certain 
nodes. The questions that arise are “What is the probability that an event that occurs in a 
certain area isn’t detected? And if it wasn’t detected by a node n, will it be detected by a 
node n’? And what is the probability of that happening?”  
 
 Reporting reliability: When a sensor detects an event, it should report it to the base station 
(i.e. the sink), by forwarding it to its direct neighbors or its clusterhead (depending on the 
topology and the routing protocol). For the same reason stated above, sensors along the 
way to the sink could be out of service, so a reported event may not reach its destination. 
The question here is “How reliable is the network in reporting events? And what is the 
probability that a detected event isn’t correctly (or not at all) reported? 
 
 Information and tracking accuracy: When sensor nodes detect events or track objects in 
the field, they do it with certain accuracy. This data accuracy depends on several factors, 
e.g. the node’s computational abilities, environmental factors such as weather, data 
freshness, or data resolution (more on QoS attributes in next chapter). Thus, applications 
should specify their minimum acceptable level of accuracy, allowing nodes to use data 
aggregation for example, or any other mechanism to reach the required level.  
 
Another aspect of information and tracking accuracy would be its trade-off with the 
available energy. The questions here would be “How much the application could sacrifice 
data accuracy in order to save energy?”, and “How much accuracy is gained for this 
amount of consumed energy? And does it worth it?”  
 
 Coverage and Deployment: when sensors are deployed in a field, one important aspect to 
be studied is the area they are covering, i.e. the area in which an event that has occurred 
can be detected.  
 
Secondly, once the area to be observed and the coverage requirements are given, one 
should ask “What number of sensors is needed and where should they be deployed?”  This 
problem is known as the deployment problem, which is quite interesting when viewed 
under possible constraints like cost constraints, presence of obstacles, etc.  
 
The coverage problem though is more important in many practical situations. For 
example, in applications like wildfire detection or chemical plants monitoring, large areas 
have to be observed with a large number of sensors, and in such situations, sensor 
deployment will be a loosely controlled process. In order to solve coverage problem, one 
must study sensing models (e.g. the Boolean sensing model, and the general sensing 
model [LIU 04]), coverage measures (e.g. area coverage, node coverage, etc.) and lot of 
other mathematical related models which are beyond the scope of this manuscript. 
 
While examining those QoS aspects, one should also consider the rest of challenges identified 
for designing middleware for WSN, presented in this section. Otherwise, applications running 
on top of WSN wouldn’t have QoS support [SHA 06, CHE 04], which is the case with most 
actual WSN middleware (c.f. section  2.4  ); most research considered QoS while designing 
network level protocols [SHA 06, INT 00], but fewer works were reported on middleware 
level QoS.  
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2.3.1.5 Application knowledge 
Since WSN could be used in a very wide panel of applications (c.f. chapter 1), the network 
could be designed to support one or many applications at the same time, so the middleware 
has to provide the user with the ability to choose the desired context among this set of 
applications.  
 
The middleware designed for a WSN should be aware of the collection of applications 
deployed over the WSN, and it should be able to let the user decide what application he wants 
to use at a given moment. One should consider also the trade-off between an application-
specific middleware and a general middleware.  
2.3.1.6 Scalability 
Scalability is the ability to maintain performance characteristics irrespective of the size of the 
network. With WSN potentially consisting of thousands of nodes, in addition to the 
periodically added groups of nodes, scalability becomes an evident requirement.  
 
Middleware should support scalability by maintaining acceptable levels of performance as the 
network grows.  Moreover, it should provide the user with a friendly interface, which allows 
even for the non specialists to add, move or remove nodes from the network.   
 
Some network architectures have been investigated and proven suitable for growing networks 
such as clustered networks [HEI 00-b], and data-centric models. Moreover, scalability 
provides robustness and fault tolerance for the network.  
2.3.1.7 Dynamic network topology and Robustness 
Related to QoS and scalability requirements, middleware designed for WSN should support 
an appropriate robustness. Since WSN operate usually in hostile and highly changing 
environments (e.g. combat fields and disaster spots), the network topology may suddenly 
change due to device failures (e.g. damaged hardware), communication failures (e.g. signal 
interference), harsh weather conditions, moving obstacles, etc.  
 
A WSN topology is also dynamic by definition. When nodes are depleted, or put to sleep to 
save energy – which happens frequently in a WSN – the topology also changes. 
In all these cases, middleware should tolerate failures or topology changes, by providing 
different routes between nodes, or by obtaining the same information from nodes observing 
the same phenomenon (thanks to data centricity and redundancy). 
2.3.1.8 Adaptability 
WSN are usually exposed to many changes such as network topology, energy levels, node 
failures, etc. Therefore, middleware designed for WSN should provide adaptive mechanisms 
to the applications, allowing them to express their needs based on the changes that occurred in 
the network.  
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For this purpose, adaptive algorithms like adaptive fidelity algorithms [EST 99] have been 
investigated, allowing applications to trade the accuracy of the sensed data against the 
remaining energy. Moreover, middleware should allow applications to obtain a feedback 
about the network status (how many nodes have failed, how much energy could be scavenged 
from the environment, etc.) and adapt their needs accordingly.  
 
Middleware adaptability on the other hand, could be seen as reactivity or as proactivity [HEI 
04]. A reactive middleware observes its environment and tries to respond to its changes over 
time, clearly making an insufficient approach for handling WSN specific applications. 
Instead, applications must be proactive, actively affecting the network. Most middleware do 
not support such proactivity, hence sacrificing applications’ required QoS over time.  
 
A middleware that enables applications to affect the network and the sensors themselves is 
needed to support this new and growing class of applications for sensor networks.  
2.3.1.9 Configurability and Maintainability 
Since sensor nodes are initially deployed for long periods, applications may need to 
reconfigure some of them or assign them new tasks. Therefore, the middleware should have 
the ability to make easy and low-cost software updates and maintenance [LIU 03-a, RAV 05] 
necessary to sensor nodes, since reaching them may not be feasible. It should also solve 
consistency problems between different versions of software running on the different nodes. 
2.3.1.10 Activity pattern 
In traditional networks, there isn’t a well defined activity pattern, i.e. the traffic depends 
entirely on the needs of the network users, and thus data could flow in any direction, between 
any pair of communicating nodes. Wireless sensor networks on the other hand, have a very 
particular activity pattern that consists of a very low traffic for a long period of time, flowing 
from the sensors to the sink.  
 
Middleware for WSN should be aware of this activity pattern, and should be adapted to such 
low bitrate traffic with potential sudden bursts.  
2.3.1.11 Real world integration 
Sensor networks are used to monitor real-world phenomena. Hence, time and space play a 
crucial role in sensor networks to identify events in the real world (i.e. time and place of event 
occurrence), to distinguish events in the real world (i.e. separation of events in time and 
space), and to correlate information from multiple sources. The establishment of a common 
time scale and location grid among sensor nodes becomes an important middleware issue. For 
example, common time scale can be provided by common middleware services like the 
CORBA Time Service, and location may be determined by GPS technology.  
 
Moreover, since middleware for WSN are designed to run real-world applications and to 
operate in real environments, it is desirable to validate them by real world deployments rather 
than by simulations.  
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2.3.1.12 Security 
It is obvious that security measures in WSN shouldn’t be considered in the same way as other 
kinds of networks for many reasons:   
 
 WSN infrastructure is made of small, cheap nodes scattered in a potentially hostile area, 
therefore it’s impossible to prevent the sensor nodes to be physically accessed by 
attackers. In that case, an attacker could achieve full control over the captured node, so he 
can read its memory or alter its software. 
 
 Some cryptographic algorithms are hard to implement because of the memory and 
computational constraints. 
 
 When performing in-network processing, several nodes access the data to change it, and 
therefore there are a large number of parties involved in end-to-end information transfers. 
 
 The limited energy of a node is particularly attracting for attackers, they can force it to 
exhaust its energy and die. 
 
The security issue is still in its early age and too much work have to be done in this area; 
therefore a middleware supporting security mechanisms would not be easy to design. 
2.3.1.13 Heterogeneity 
Like in regular distributed systems, heterogeneity is a phenomenon also seen in WSN, which 
should be managed by the middleware. 
 
Sensor nodes can be heterogeneous by construction, that is, some nodes have larger batteries, 
farther-reaching communication devices, or more processing power. They also can be 
heterogeneous by evolution, that is, all nodes started from an equal state, but because some 
nodes have to perform more tasks in the field, their batteries were depleted, or some nodes 
had better chances to scavenge energy from their environment while the others where in the 
shade.  
 
Middleware should have the knowledge about the nodes’ states, dispatching tasks based on its 
knowledge concerning their remaining energy, their communication devices, and their 
computational resources. A middleware should take advantage of this heterogeneity in a 
clustered WSN for example, assigning the clusterhead role to nodes with higher levels of 
energy and higher computational capacity, and sparing less powerful nodes from this power-
consuming role, hence extending the network lifetime.  
2.4   Classification of middleware approaches  
Lately, there have been many projects dealing with middleware design for WSN, but only few 
were innovative. In this section, we present our classification for middleware approaches for 
WSN [MAS 07-a, MAS 07-b, MAS 09], which we consider as the most appropriate among 
the proposed approaches, since it details some classifications like [ROM 04, MAR 05-b, HEN 
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06] and tries to abstract others like [HAD 06], and we give as an example for each category, 
some of the most relevant projects. Our classification consists of seven approaches for 
designing middleware for WSN:  
 
 Database approach 
 Event-based approach 
 Application-oriented approach 
 Tuple space approach 
 Modular approach 
 Mobile agents approach 
 Virtual machine approach 
 
Before we explore the different approaches, we present TinyOS, an OS designed especially 
for WSN, and used by many of the middleware we present in the rest of this chapter. 
2.4.1 TinyOS 
TinyOS [HIL 00] is a lightweight operating system especially designed to operate with 
resource-constrained hardware platforms such as the Berkeley motes.  
TinyOS consists of a set of components organized into layers. The upper layers are closer to 
the applications and the lower layers are closer to the hardware. Typically, a component in 
TinyOS has a specification and an implementation, both written using NesC [GAY 03], a C-
like programming language especially designed to support the implementation of TinyOS 
components and applications.  
2.4.1.1 Component specification 
First, let’s look at the specification of a component. A component is specified using a set of 
interfaces. To reflect the layered structure of TinyOS, interfaces are classified as provides or 
uses interfaces. A provides interface is a set of methods provided by the component to higher 
level components, and a uses interface is set of methods required by the component from 
lower level components.  
 
A method in an interface could have one of two possible directions. It could be a command 
issued to a lower level component, or an event signaled to a higher level component. Hereby, 
when a component provides an interface, it won’t be responsible for the implementation of all 
the methods in this interface, but only for the implementation of command methods, since the 
event methods are implemented by the interface user (i.e. the higher level component). 
Similarly, when a component uses an interface, it will be responsible for the implementation 
of only the event methods, and the rest is implemented by the interface provider (i.e. the lower 
level component).    
2.4.1.2 Component implementation 
Components in NesC could be implemented in two ways, depending if they are Modules, or 
Configurations. 
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Modules implement interfaces by application code written in NesC. As mentioned above, 
each component implements the methods of which it is responsible (i.e. command methods it 
provides and event methods it uses). A keyword call indicates the invocation of a command, 
and a keyword signal indicates the triggering by an event.  
 
A configuration is also specified using interfaces, just like a module, but it differs in its way 
of implementation. Configurations are implemented by connecting different components or 
different interfaces with each other.  
2.4.1.3 Tasks 
In addition to commands and events, components could also create (or post) tasks. Tasks 
perform the primary work in TinyOS, and they are posted to a FIFO task scheduler. Tasks are 
non preemptive, i.e. when a task is running, its runs to completion without being interrupted 
by other tasks, leveraging the advantage of allocating a single stack assigned for the currently 
executing task, which is crucial in memory constrained systems. The task scheduler invokes a 
new task from the task queue only when the current task is completed. The processor is put to 
sleep by the scheduler when no tasks are available anymore in the task queue, but leaves the 
peripherals awake, so they can wake up the system in case of activity (e.g. hardware 
interrupt).  
 
In contrast, events could preempt tasks, and they could be preempted by other events. Since 
there is no preemption mechanism between tasks, a task that is too long could block the 
system for a long period, hence compromising the concurrency model of TinyOS. For this 
reason, the developers of TinyOS adopted the split-phase design for the executed operations, a 
notion similar to the asynchronous method calls in distributed computing. In this approach, a 
method call returns immediately, without actually performing the body of the method. The 
true execution of the method is scheduled for later, and when it is completed, the method 
notifies the caller by a special event signal. 
 
This is especially useful when the method send() is called. Sending a packet could take a long 
time, since it will be passed through the different layers, while being converted to bytes, then 
to bits, before being sent on the network. In this case, send() will return immediately, and 
when the packet is actually sent, the corresponding component will notify the caller by 
signaling the sendDone() event.  
 
Using the component approach, along with interfaces, implementations, and connection 
concepts, TinyOS and NesC together form a powerful and relatively easy to use basis to 
implement core operating system functionalities as well as communication protocol stacks 
and application functions. Currently, TinyOS is considered as the standard implementation 
platform for WSN. It is also becoming available for an increasing number of platforms other 
than the original “motes” on which it had been developed. 
 
2.4.2 Database approach  
In this approach, the sensor network is viewed as a database. Thus, applications can query the 
network using SQL-like languages, extracting the data they want as if they are dealing with 
traditional tables.  
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This approach allows a simple and easy communication scheme between users and network, 
but generally, it lacks of time-space relations between events. Generally, an SQL-like 
language is used to query the network modeled as a data spreadsheet, where columns 
correspond to attributes sensed by the sensors (e.g. temperature, light, acoustic levels) and 
where each line in the spreadsheet represents a physical sensor.  
2.4.2.1 SINA 
SINA [SRI 00] allows sensor applications to issue queries and command tasks into, collect 
replies and results from, and monitor changes within the networks.  
 
SINA is composed mainly of three functional components: hierarchical clustering, which 
consists of grouping nodes based on their proximity or on their energy levels into clusters; 
attribute-based naming which replaces the standard id-based naming not suitable in data-
centric networking like in WSN; each node is known by the data it reports (light, temperature, 
etc.) not by its id (e.g. “node 32”). The third component is location awareness; nodes have to 
know their physical location, and that is possible by using GPS. 
 
In SINA, a sensor network is conceptually viewed as a collection of datasheets where each 
datasheet contains a collection of attributes of each sensor node. Each attribute is referred to 
as a cell, and the collection of datasheets of the network present the abstraction of an 
associative spreadsheet, where cells are referred to via attribute-based names. This database-
like system can then be queried using SQTL (Sensor Query and Tasking Language) and an 
SQL-like language. When querying the network, collisions resulting from a large number of 
responses propagated back to the enquirer node during a short period of time create the 
response implosion problem.  
 
To accomplish the information gathering task, while reducing the response implosion 
problem, SINA introduces three methods: sampling operation in which a node may not 
respond to a query if its neighbor did. Nodes are given a probability p to respond. The second 
method is the self-orchestrated operation, in which some nodes postpone their responses for a 
certain period of time, thus reducing the number of collisions. The third method used is the 
Diffused Computation Operation, which uses data aggregation to reduce the amount of data 
exchanged over the network due to an incoming query.  
 
SINA provided scalability through hierarchical clustering and energy savings through its 
mechanisms for reducing the implosion problem, and it claimed to support mobility in the 
future, through a mechanism known as progressive footprint chaining. Security and QoS 
issues aren’t supported by SINA though. 
2.4.2.2 Cougar 
In Cougar [BON 01], the whole WSN is viewed as a virtual relational sensor database. A 
sensor database contains stored data and sensor data. Stored data describes the set of sensors 
that participate in the sensor database (e.g. their characteristics or their location) together with 
characteristics of the physical environment, whereas sensor data is represented as time series 
corresponding to the output of a signal processing function over time.  
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A signal processing function is represented as an Abstract Data Type (ADT) function, and 
each type of sensor is modeled as a new ADT (e.g. a temperature sensor, a seismic sensor). 
Long-running queries are formulated in an SQL-like language that takes into account the 
notion of time. Since sensor ADT functions are asynchronous, the system could be blocked 
indefinitely waiting for the query to return a value. To cope with this problem, the authors 
introduced the notion of virtual relations. A virtual relation is associated to a sensor ADT 
function, so it is naturally partitioned across all devices represented by the same sensor ADT, 
which makes the database look as if it was distributed. 
 
Since Cougar uses already defined Abstract Data Types to express sensor types present in the 
network, an addition of sensors with different capabilities is not possible, making the network 
incapable to evolve.  
2.4.2.3 TinyDB 
TinyDB is one of the largest applications developed over TinyOS [HIL 00], the standard OS 
especially designed for resource-constrained WSN.  
 
In TinyDB [MAD 05], the sensor network is seen as a table where columns correspond to the 
attributes of the sensors (e.g. light, temperature, sound) and where each row corresponds to a 
sensor. TinyDB allows the deployment of heterogeneous sensors in the network; therefore, a 
given sensor could have some empty rows (where the value NULL is inserted). 
 
In order to query the sensor database, an SQL-like language is used, where the user 
application submits a query to the TinyDB network interface, which is broadcasted to the 
whole network. When nodes receive the query, they process it and forward their responses to 
the root. Nodes could also perform data aggregation on simple queries that request Min, Max 
or Average values.  
 
TinyDB provides also continuous queries, in addition to the traditional ones. The results of 
such queries are continuous streams of tuples instead of a set of tuples. An example of such 
query: 
 
SELECT nodeid, temp FROM sensors SAMPLE PERIOD 1000 
 
This query is supposed to return all the nodes in sensors (where sensors represents the whole 
WSN) along with the corresponding sensed temperatures, every 1 second (1000 ms). The 
result could be a very big table of rows, since the query won’t be issued for just one time.   
 
Tuples generated by sensors could take different amounts of time to reach the destination, due 
to their respective locations, thus a mechanism which identifies each tuple is necessary. An 
additional column that contains a counter is inserted for each tuple. The counter identifies the 
sampling period in which the tuple was generated, and it is incremented at the end of each 
sampling period.  
 
In addition to the traditional queries, TinyDB supports event-based queries, where queries 
could be triggered by events generated by other queries or by software running on a sensor 
node, and lifetime queries, where users request that a query should be issued for a certain 
lifetime, instead of specifying a sampling rate. To satisfy a lifetime clause, TinyDB performs 
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lifetime estimation. The goal of lifetime estimation is to compute a sampling and transmission 
rate given a number of Joules of energy remaining. 
 
Since TinyDB is developed over TinyOS, it is limited in memory usage since TinyOS doesn’t 
support dynamic allocation. TinyDB doesn’t provide support for multiple queries neither for 
the same reason. 
2.4.3 Event-based approach 
Event-based and message oriented middleware were widely used, even before the widespread 
of WSN. The asynchronous model provided by this approach, and the decoupling between 
consumers and producers, made it suitable for networks where node failures are common. 
Moreover, decoupling of space and time can increase the scalability of WSN by removing 
explicit dependencies among publishers and subscribers. 
2.4.3.1 Mires 
Mires [SOU 04] is an event-based, message oriented middleware that implements the 
publish/subscribe paradigm in wireless sensor networks. In such networks, there is a high rate 
data exchange between the parties involved (i.e. devices such sensor nodes, sink nodes, etc.), 
and those may not be present all the time (e.g. may be shut off due to power constraints). 
Synchronous communication in this case is not a suitable solution, and paradigms like the 
publish/subscribe implementing asynchronous communication scheme become necessary. 
 
In this kind of communication, an information supplier publishes messages that are forwarded 
to one or more subscribers (one-to-many communication). An extension to this basic model 
allows messages being associated to topics. In this particular case, the subscribers only 
receive messages associated with the exact topic(s) to which they have subscribed. 
 
Mires middleware is built upon the TinyOS [HIL 00], an OS specially tailored for WSN. 
Mires is mainly composed of the publish/subscribe service which comprises two key services: 
a routing service and an aggregation service. Additional services may be integrated if they 
implement the appropriate services. Since the OS doesn’t incorporate a standard routing 
algorithm, the authors decided to integrate their own multi-hop routing algorithm in Mires. A 
well known design principle in WSN is the in-network processing, and one of its simplest 
forms is data aggregation. Data aggregation minimizes the number of messages exchanged 
over the network, and thus saves energy and reduces power consumption. Mires implements 
data aggregation in its aggregation service by the mean of two modules; the first one receives 
events form the publication service, and the second de-multiplex them to the correct 
aggregation function. Once a stop criterion is met, the aggregation stops and data is forwarded 
to the parent node. 
 
By implementing data aggregation and the publish/subscribe paradigm using topics, Mires 
proved its energy-efficiency for sensor applications. Mires does not support issues like 
security and QoS though. 
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2.4.3.2 DSWare 
DSWare (Data Service middleware) [LI 03] is an event-based middleware that provides 
several data services like: 
 
 Data storage: The data storage component in DSWare stores data according to its 
semantics, so queries concerning a certain type of data could be issued on specified nodes 
instead of flooding the query to the whole network.  
 
Data storage in DSWare consists of an efficient two-level hashing functions to map data 
to physical storage nodes, and a special mechanism that ensures robustness in case of 
nodes failures. Robustness in DSWare is ensured via data replication over several physical 
nodes that are mapped to one logical node. When a query is issued on a logical node, 
DSWare redirects it to any of the corresponding physical nodes, assuring load balancing 
and sparing already overloaded nodes, thus prolonging network lifetime.     
 
 Data caching: The Data caching service provides multiple copies of the data most 
requested, and spreads them in the regions where they are most wanted to reduce 
communication and increase availability. The service monitors the usage of the copies and 
decides whether to increase or reduce the number of copies and whether to move some 
copies to another location. 
 
DSWare exploits also group management that is based on the fact that neighboring nodes 
have basically the same information. Group management could be used in cases where groups 
of nodes are necessary to compute a certain value like velocity of an object for example. 
Moreover, group management allows exploiting data redundancy to save energy. 
 
DSWare provides an event service that uses an SQL-like language for the registration and the 
cancellation of an event. An event could be an atomic event that can be determined based on 
an observation of a sensor (e.g. high temperature), or a compound event that couldn’t be 
detected without the observation of several atomic event (e.g. explosion).  A real-time notion 
based on a time window is also provided, ensuring that an urgent event does not arrive late.  
 
DSWare is designed to shield applications from low level hardware details and provides 
interfaces similar to those of conventional databases, in addition to an event service that 
supports real-life compound events. On the other hand, it failed to provide mechanisms for 
application knowledge or for remote configurability and maintenance. DSWare was only 
simulated and not tested on real sensors, thus it lacked real integration too. 
2.4.4 Mobile agents approach 
In the mobile agents approach, the sink node sends a mobile agent to the target region to visit 
the source nodes one by one. The sensed data is reduced and aggregated by the agent and then 
sent back to the sink as instructed by the mobile agent, resulting in a lower bandwidth and 
energy consumption compared to the traditional raw data transmission.  
 
The motivation for using mobile agents in WSN is mainly due to the following reasons [Qi 
03]: 
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 Scalability: When a mobile approach design is used, the performance of the network is not 
affected when the number of sensors increases, because congestion that usually occurs 
near the sink would become a solved matter as data processing is relocated near the 
sources. 
 
 Reliability: Since sensors communicate through unreliable wireless links compared to 
wired communication, they may suffer from bad connectivity due to high bit-error rate 
(BER) of the wireless link, and it becomes challenging to provide reliable information to 
the user.  
In the mobile-agent approach however, mobile agents can be sent when the network 
connection is alive and return results when the connection is reestablished. Therefore the 
performance of a middleware for example, based on this approach, won’t be affected 
much by the reliability of the network. 
 
 Dynamic topology and energy awareness: The itinerary of the mobile agent is 
dynamically determined based on both the network topology and energy constraints. It is 
tightly integrated into the application and is energy efficient. In addition, mobile agent 
systems introduce a higher degree of WSN re-tasking flexibility, compared to other 
approaches, and facilitate collaborative information processing. 
2.4.4.1 Agilla 
Agilla [FOK 05] is a mobile agent middleware based on Maté [LEV 02] (c.f. section  2.4.7.1) 
and implemented on the MICA2 and TinyOS platform. Agilla allows users to deploy 
applications by injecting mobile agents into a sensor network. Mobile agents can intelligently 
move or clone themselves to desired locations in response to changing conditions in the 
environment, hence performing data processing closer to where it is produced (i.e. sensors) 
instead of where it is consumed (i.e. the sink).  
 
 Agilla implements also the tuple space paradigm used in other middleware like TinyLIME 
[CUR 05] (presented in section  2.4.8.1) by letting each node maintain a local tuple space 
shared by several agents. These agents could issue several operations on the tuple space, so if 
one agent writes something in the tuple space for example, the others could read it.  
 
Agilla allows several agents to run simultaneously on the same node while handling the 
context switching between them, thus allowing several applications to run on the same node 
concurrently and independently.  
 
Since TinyOS supports static memory allocation only, Agilla implements its own dynamic 
memory manager for agent instructions and the tuple spaces. 
 
Although Agilla provides many features including application knowledge (a node could run 
several applications) and some forms of data centricity (nodes are addressed by their position 
rather than their ID), it still lacks mechanisms for configurability and maintainability (once a 
mote is deployed, it becomes impossible to add instructions to its instruction set).  
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2.4.5 Application driven approach 
This approach gives more control to the application in controlling the network by providing 
an architecture that reaches the network level, hence allowing programmers to tune the 
network according to the application’s need. This approach results in a more application-
specific middleware that is tailored for a certain application, thus losing flexibility when new 
range of applications is added. Clearly there is a tradeoff between the general purpose 
middleware and the application-specific one. 
2.4.5.1 Middleware Linking Applications and Networks (MiLAN)  
MiLAN [HEI 04] receives a description of application requirements, monitors network 
conditions, and optimizes sensor and network configurations to maximize application 
lifetime.  
 
To accomplish these goals, applications specify their requirements to MiLAN through 
specialized graphs: the “State-based Variable Requirements” and the “Sensor QoS" graphs.  
 
Through the first graph, Milan specifies the application’s variables and the required QoS 
when the application is in various states, e.g. the user defines a QoS requirement of 0.3 for the 
blood pressure variable, when the stress state is “medium”. Milan uses the second graph to 
determine which sensors or set of sensors can provide what level of QoS for each variable.  
 
For a given application, the QoS for each variable can be satisfied using data from one or 
more sensors, which is known as a “virtual sensor”. Given the information from these graphs 
as well as the current application state, MiLAN can determine which sets of sensors satisfy all 
of the application QoS requirements. These sets of sensors define the application feasible set, 
denoted AF , where each element in AF  is a set of sensors that provides QoS greater than or 
equal to the application specified minimum acceptable QoS for each specified variable.  
 
On the other hand, only subsets of these sensors will be supported by the network, and they 
will be denoted NF , as the network feasible set. The main reason for that is energy-related. In 
fact, some nodes may not have enough energy to run the device, to transmit its data, or to 
forward the data of other nodes in the network. Another reason may be the network topology 
where each node in the feasible set should ensure a full connectivity of the network.  
 
The set of feasible sets F , is then obtained by the intersection of AF  and NF : NA FFF I= . 
 
Among the elements in F , Milan chooses an element that represents the best 
performance/cost tradeoff, e.g. the set that consumes the least power or that will run for the 
maximum lifetime before the first sensor dies. 
 
MiLAN supports scalability with its application-driven approach and QoS issues, but it 
doesn’t address mobility and lacks support for OS and hardware heterogeneity due to its tight 
coupling with the network stack. 
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2.4.5.2 TinyCubus 
TinyCubus [MAR 05-b] is a flexible middleware implemented on top of TinyOS that consists 
of a data management framework, a cross-layer framework, and a configuration engine. 
 
The data management framework represents the adaptive aspect of TinyCubus. It is 
responsible for the selection of the best implementations for standard data management 
components such as replication, caching or aggregation, as well as for system components 
such as time synchronization or broadcast strategies, according to the information obtained 
from the system.  The data management framework selects the best suited set of components 
based on current system parameters (e.g. mobility), application requirements (e.g. reliability), 
and optimization parameters (e.g. energy). 
   
Authors considered that on one hand, strict layering where each layer interacts with its 
immediate neighboring layers is not practical for WSN, because it might not be possible to 
apply certain optimizations. On the other hand, if layers or components interact with each 
other, some architectural properties (e.g. modularity) could be lost. Therefore, they designed 
their cross-layer framework to play the role of a mediator between components where cross-
layer data is not directly accessed from other components but stored in a state repository. 
 
Finally, the configuration engine is used to install new components or swap certain functions 
when new functionalities are required by the applications. The configuration engine achieves 
this goal by distributing and installing code in the network, assisted by the topology manager. 
The topology manager is responsible for the self-configuration of the network and the 
assignment of specific roles to each node, based on properties such as hardware capabilities, 
network neighborhood, location etc. 
 
Although TinyCubus addressed many design issues like adaptability, configurability, and 
heterogeneity, it still lacks of mechanisms for scalability, security and real-world integration. 
2.4.6 Modular approach 
This approach consists of building an application from a set of services that are implemented 
each as a tiny module, while they interact through their defined interfaces.  
 
This approach shields users from the system complexity since the implementation of services 
could change at any time while interfaces are kept the same. In addition, the modular nature 
of the system components allows configuration, reconfiguration and simple and lightweight 
software updates which saves a lot of energy since sending data is more energy consuming 
than data processing.  
 
Clearly, this approach leverages all the advantages that a monolithic system couldn’t.  
2.4.6.1 Impala 
Impala [LIU 03-a] is a middleware architecture that enables application modularity, 
adaptability, and reparability in WSN. It supports multiple applications by adopting an event-
based modular programming model and providing a friendly programming interface.  
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Impala uses a lightweight system layer to perform dynamic application adaptation based on 
parameters and device failures and automatic application updates based on a specialized 
software management and transmission mechanism.  
 
The main features provided by Impala are: modularity of sensor applications , thus ease of 
updates and saving energy while doing software updates and reducing complexity while 
programming phase; application correctness since programming individual applications is 
simpler than programming a super-application with many interacting and updating 
components; and adaptability through two methods: parameter-based adaptation where the 
adapter handles an interesting range of (application and system) parameters and adapts to 
sensitive changes in their values and device-based adaptation where the adapter tries to handle 
device failures by disabling the protocols the failed device requires.  
 
Impala addressed issues like adaptability, software updates, energy efficiency, security, but it 
didn’t give support for hardware heterogeneity nor QoS issues. 
2.4.7 Virtual Machine approach 
Virtual machines were usually used in simulating real hardware, intermediate program 
representation or bytecode interpretation. In WSN context, these VMs are being used to 
express wide range of applications with a simple set of lightweight instructions.  
 
In fact, a virtual machine addresses the complexity of the underlying software, which can be 
within the range of pure firmware up to a complete operating system. In both circumstances, a 
VM serves as a safe execution environment for application code, thus providing means to 
prohibit an application from crashing a node completely. Virtual machines could also add 
capabilities to the underlying operating systems, so if the OS was mono-threaded for example, 
a multi-threaded virtual machine could extend the capabilities of the whole system. 
2.4.7.1 Maté. 
Maté [LEV 02] is a VM (Virtual Machine) based middleware built upon TinyOS. Its 
programs are broken up into capsules of up to 24 instructions. This limit allows a capsule to 
fit into a single TinyOS packet. Since Maté is a stack-based architecture, it has a concise 
instruction set that comprises three types of instructions performing different operations. The 
basic set of instructions is used to perform basic operations like arithmetic operations, and 
halting and activating LEDs on motes. The other two sets of instructions are used to access in-
memory structures used by the messaging system, such message headers or messaging layer 
state, and for system interruptions. 
 
Maté is based upon a synchronous model that hides the asynchronous aspect provided by 
TinyOS, making programming simpler and less prone to errors than dealing with 
asynchronous event notifications. For example, when an application invokes the send() 
method, Maté calls a command in the ad-hoc routing component to send a packet. Maté 
suspends the context until a message send complete event is received. By doing this, Maté 
avoids managing stacks - the capsule will not resume until the network component is done 
with the buffer. 
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The code infection mechanism consists of installing a capsule sent over the network on a mote 
and then issuing an instruction to forward this capsule to the mote’s neighbors. In this way, 
capsules may be self-forwarding, network-infecting like viruses. Once a mote receives a 
capsule, it compares it with its own version, if it is newer the capsule is installed, otherwise it 
is discarded. 
 
Maté is energy-efficient for simple and short running applications, but it incurs high CPU 
overhead for long running applications (over six days), making it only suitable for short 
applications. It has mechanisms to increase security, preventing programs to cause system 
failures e.g. by writing to arbitrary memory locations. 
2.4.8 Tuple Space approach 
This approach is a bit similar to the database approach, in that it provides a similar form of 
“shared memory” model, in which queries can be submitted to the sensor network as if the 
data was stored in a centralized repository.  
 
In this approach, if two entities want to communicate, the first could write in the shared space, 
and the second would read from it. This approach was first presented in a communication 
model called Linda [GEL 85], where a process generates an object called a tuple and places it 
in a globally shared collection of tuples called tuple space. Theoretically, the object remains 
in tuple space forever, unless removed by another process. The model also defined several 
operations to add, remove or evaluate tuples in the shared tuple space.   
2.4.8.1 TinyLIME  
TinyLIME [CUR 05] is a data-sharing middleware built over TinyOS based on LIME, which 
in turn adapts and extends towards mobility the tuple space model made popular by Linda. 
Linda is a shared memory model where the data is represented by elementary data structures 
called tuples and the memory is a multi-set of tuples called a tuple space. Processes can 
interact through operations like in and out for reading tuples from the tuple space and 
inserting tuples to it. 
 
To support mobility, the LIME (Linda in Mobile Environment) [MUR 01] model breaks up 
the Linda tuple space into multiple tuple spaces each permanently attached to a mobile 
component, and defines rules for the sharing of their content when components are able to 
communicate. In a sense, the static global tuple space of Linda is reshaped by LIME into one 
federated tuple space, which changes dynamically.  
 
LIME adds two main functions over the model provided by Linda: tuple locations, allowing 
agents to issue functions (e.g. in, out) on known portions of the federated tuple space; the 
second function is relating to reactions. Reactions allow an agent to register a code fragment - 
a listener - to be executed whenever a tuple matching a particular pattern is found anywhere in 
the federated tuple space. Like queries, reactions can also be restricted in scope to a particular 
host or agent. 
 
TinyLIME extends LIME by providing features and middleware components specialized for 
sensor networks. For instance, reactions in TinyLIME are more powerful: they give the ability 
to specify the data freshness, i.e. how frequently data collected by a node should be updated; 
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second, TinyLIME reactions also accept a condition, e.g., to specify reaction only to 
temperatures between 20 and 30 degrees. 
 
However, TinyLIME is designed for environments where clients typically only need to query 
data from local sensors. It does not provide multi-hop propagation of data through the sensor 
network, the only way clients can obtain data from a remote location is by obtaining it from 
other clients in that location. These assumptions severely limit the kinds of applications for 
which TinyLIME is suitable. 
2.4.9 Discussion and Conclusion 
As presented in section  2.3.1, middleware for WSN have clearly a lot of design principles 
they should respect in order to operate properly in a WSN environment. Different approaches 
for middleware were presented in the previous section, and each approach could support 
different design principles according to its design nature.  
Table  2.1 Comparison between middleware according to design principles they provide 
 Database Event-based Tuple space 
Design Principles SINA TinyDB Cougar Mires DSWare TinyLIME 
Data-centricity Y Y Y Y Y Y 
Energy & resource management Y Y N Y Y Y 
In-network processing Y Y Y Y Y N 
QoS support N N N N Y- N 
Application knowledge N N N N N N 
Scalability Y N Y- Y- N N 
Dynamic topology  & robustness Y- Y N N Y Y 
Adaptability N Y- N N N N 
Configurability & maintainability N N N N N N 
Activity pattern Y Y N Y Y N 
Real world integration Y- Y Y N Y Y 
Security N N N N N N 
Heterogeneity N Y N N N N 
 
 Application Modular Mobile 
agents 
Virtual 
machine 
Design Principles MiLAN TinyCubus Impala Agilla Maté 
Data-centricity Y Y N Y N 
Energy & resource management Y N Y Y Y 
In-network processing N Y N Y N 
QoS support Y Y- N N N 
Application knowledge Y Y Y- Y N 
Scalability N N Y Y N 
Dynamic topology  & robustness Y Y Y- Y Y 
Adaptability Y Y Y N N 
Configurability & maintainability N Y Y N Y 
Activity pattern N Y Y Y N 
Real world integration N N Y Y Y 
Security N N Y- N Y- 
Heterogeneity N Y Y- N Y 
 
In Table  2.1, a comparison between the different middleware for WSN is drawn according to 
the design principles (presented in section  2.3.1) 
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 Middleware based on the database approach are all data-centric, which comes naturally 
with the data oriented design of the middleware, but they are not adaptative or 
configurable since the whole system is queried only as a database so there are not 
mechanisms to support flexible reconfigurations or updates. All three middleware based 
on this approach offered real world integration since the implementation of a database-
like system does not seem to need much effort.   
 
 Event-driven middleware typically support asynchronous communications, so the 
system wakes up only when an event is triggered, and the rest of the time sensors could 
be put to sleep. This approach clearly conserves a lot of energy, and seems typically 
suitable to WSN with a low bitrate the most of the time and where sudden events could 
occur sometimes (e.g. monitoring applications). This approach respects the activity 
pattern of WSN, but it doesn’t seem to support network heterogeneity or adaptability.  
 
 The application approach obviously respects the application knowledge design principle, 
since the architecture of such application-based systems begins from the upper layer (i.e. 
the application layer) and could reach the network layer, thus the middleware is aware 
of the application and its needs and could react accordingly based on the network status 
making it also adaptable. For the same reason, QoS support mechanisms could also be 
implemented in the middleware, and applications needs on the upper layer could be 
satisfied if the middleware is proactive (i.e. if it could affect the underlying network). 
This approach is generally application oriented so the middleware implementing it 
would be application-specific and will not support a wide panel of applications. Clearly, 
there is a tradeoff between the application-specific middleware and a general purpose 
one.   
 
 The tuple space approach is relatively related to the database approach, since the two 
have the same notion of shared memory that contain tuples and queried by users. 
Therefore, the tuple space approach is also data-centric, and don’t support adaptability 
and configurability, and it supports also a dynamic network topology and robustness 
since the shared space is virtual and it supports data retrieval from several sources 
seamlessly.  
 
 The main design principles that the modular approach supports are: configurability, 
reconfigurability, and maintenance, which is mainly due to the modular nature of the 
system components and their lightweight. The components modularity helps also in 
lightweight updates which conserves a lot of energy since data transmission is the most 
energy consuming operation in WSN, and in the ease of scalability, since new 
components could be added to the network, which communicate with the rest of the 
network through their defined interfaces. The modular approach fails however in 
supporting QoS, mainly due to its lack of knowledge of the application deployed above.  
 
 Agents in the mobile agent approach are sent where data is produced to perform in-
network processing, and sensed data is reduced and aggregated by the agent and then 
sent back to the sink resulting in a lower bandwidth and energy consumption, ease of 
scalability and a better network reliability. Moreover, mobile agents are sent where it is 
appropriate depending on the actual network topology, thus supporting dynamic 
topologies and providing more robustness. The mobile agent approach doesn’t support 
configurability and maintainability however, and lacks of mechanism for QoS support. 
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 Virtual machines are used mainly in simulating real hardware or for bytecode 
interpretation. They offer a secure execution environment for application code, hence 
supporting some form of security for underlying networks, and prohibiting bad coded 
programs from crashing nodes. This approach is not data-centric however, and it focuses 
on energy consumption and network heterogeneity rather than application knowledge 
and QoS support.  
 
An overview of these approaches let us conclude that almost all of the approaches offered 
data-centricity, and have dealt with the energy consumption and the limited resources issue, 
and nearly none of them supported QoS or security issues.  
 
In the context of this thesis, we were concerned mostly with QoS support. More specifically, 
the previous analysis left us with some obvious questions we try to answer: How can we 
express application programmer needs in terms of QoS on the middleware level? And on the 
network level? And how can the middleware map these needs from level to level? How to 
express the relationships between different QoS parameters? For example what is the 
relationship between network density, bandwidth and delay? 
 
Clearly, the answer for these questions will be found in one of the QoS support sub-domains, 
which is QoS mapping that we will cover in the next chapters. 
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Etude sur le Support de la QoS dans les RCSF  
L’utilisation croissante des applications distribuées multimédia et temps-réel a créé un nouvel 
ensemble de défis dans le domaine des réseaux, comme la gestion des ressources réseau de 
bout-en-bout et la gestion des ressources système de couche-en-couche. Ces systèmes 
demandent un certain niveau de QoS et ils attendent avoir l’information à temps, sinon celle-
ci ne sert plus à rien et elle est rejetée.  
 
Dans un premier temps, nous identifions les éléments qui constituent le support de la QoS 
dans les réseaux traditionnels et nous les classons comme suit : 
 
 Spécification de la QoS : Pour garantir un certain niveau de QoS dans les systèmes 
distribués, on doit la spécifier clairement sous forme de paramètres. Ces paramètres ne 
sont pas les mêmes pour tous les niveaux du système, ni dans tous les réseaux qui le 
constituent, d’où le besoin d’un langage commun pour les représenter. En général, il 
existe quatre approches pour la spécification de QoS : 
 
− Langages de modélisation : Dans cette approche on exprime les exigences de QoS en 
se basant sur des langages de modélisation comme UML par exemple, où on définit un 
méta-modèle qui utilise un langage de spécification pour la QoS (ex. SLQ) pour 
construire des profils de QoS et un répertoire de spécifications de QoS.  
 
− Langages d’interfaces : Dans cette approche on utilise des langages d’interfaces 
comme IDL de CORBA, où les paramètres de la QoS peuvent être définis soit par des 
types IDL, soit par l’extension du langage en réservant des identificateurs spéciaux ou 
en ajoutant des mots clés et des structures pour exprimer les paramètres de QoS. 
 
− Interfaces d’applications et descripteurs de déploiement : Dans cette approche les 
interfaces des applications sont utilisées pour extraire les paramètres de QoS. Les 
descripteurs peuvent être utilisés pour la spécification de la QoS comme par exemple 
des descripteurs de trafic ou de services. 
 
− Modèles mathématiques : C’est l’approche la plus formelle où des vecteurs 
multidimensionnels de QoS sont utilisés pour représenter les paramètres de QoS. Par 
exemple, un vecteur iQ  peut être défini pour spécifier des exigences de QoS associés  
à un chemin i : ( )321 ,, iiii QQQQ = , par exemple 1iQ  est le vecteur délai, 2iQ  le vecteur 
de bande passante, et 3iQ  le vecteur de disponibilité. 
 
 Négociation de QoS : En général, l’échange des données commence après la phase de 
négociation. Dans cette phase, l’émetteur et le récepteur se mettent d’accord sur un niveau 
de QoS. Si le niveau de service requis par le client peut être fourni, l’échange des données 
commence, sinon (ex. manque de ressources) le client peut choisir soit d’arrêter la session 
soit de baisser ses exigences et continuer avec le niveau de service disponible. La 
négociation de QoS peut être implémentée en utilisant les intercepteurs de CORBA par 
exemple qui s’interposent sur le chemin entre l’émetteur et le récepteur, en appliquant des 
politiques et effectuant des liaisons.  
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 Monitoring et adaptation de QoS : Ces mécanismes sont très importants dans un 
système distribué, parce qu’ils garantissent que les paramètres de QoS au niveau 
application ne dépassent pas leurs valeurs négociées. Dans le cas d’un dépassement, ces 
mécanismes essayent d’adapter le fonctionnement du système aux nouvelles valeurs des 
paramètres de QoS. Le QoS monitoring peut être implémenté en mesurant le flux de QoS 
de bout-en-bout sur un intervalle de temps. Si des dépassements ont  été détectés, le 
service de monitoring informe l’application des ressources disponibles actuellement. Si les 
ressources ne sont pas suffisantes une renégociation ou une adaptation peuvent être 
envisagées. 
 
 Dérivation de QoS : L’architecture en couches des systèmes distribués avec la variété des 
réseaux sous-jacents ont introduit pas mal d’hétérogénéité et ont créé trop de complexité. 
Quand les données sont transférées d’un système à un autre, elles traversent plusieurs 
couches (couche application, couche réseau, couche MAC, etc.) et plusieurs types de 
réseaux (réseaux locaux, Internet, etc.). La spécification de la QoS est différente d’une 
couche à l’autre ou d’un réseau à l’autre, d’où le besoin de la traduction des paramètres de 
QoS d’un niveau à l’autre, ce qu’on appelle dérivation de QoS (ou QoS mapping). Ce 
processus est connu pour sa complexité et sa dépendance directe de l’application et la 
majorité des travaux sur ce domaine est effectuée dans des contextes bien définis.  
 
Dans le domaine des RCSF, les travaux menés sur le support de la QoS ne sont pas très 
nombreux, la plupart de la communauté s’est focalisé sur des problèmes de l’énergie et des 
ressources limitées jugées plus importantes dans les applications de surveillance qui sont 
censées fonctionner pour de longues durées. Pourtant, il existe d’autres catégories 
d’applications pour les RCSF comme les applications militaires ou de sécurité qui ont de 
besoins de QoS très contraignants, où l’intrusion d’un personnel non autorisé par exemple, ou 
la hausse de température dans une usine doivent être immédiatement signalées, sinon le 
système pourrait subir de graves conséquences. Les travaux sur le support de la QoS dans les 
RCSF sont variés selon la compréhension de chacun du terme QoS. La QoS est considérée 
comme étant le nombre optimal de nœuds à  déployer pour assurer un certain niveau de 
service, la fiabilité du réseau, la vie du réseau, la latence totale, etc. Dans le cadre de cette 
thèse, on s’intéresse plus au QoS mapping. Les travaux sur le QoS mapping dans les RCSF 
sont rares et ils sont centrés sur l’exploration des compromis entre les différents paramètres 
comme l’énergie, la précision, la densité, la latence, etc.    
 
Notre approche sur le QoS mapping se situe dans le contexte des RSCF hiérarchiques en 
clusters, basés sur TDMA. Pour garantir une QoS au niveau utilisateur, ex. un certain degré de 
fraîcheur de données, on serait peut être obligé de modifier le nombre de nœuds actifs dans le 
réseau, c.à.d. changer sa densité. Le QoS mapping essaie de répondre à ces questions : A quoi 
correspond cette fraîcheur de données en termes de densité ? A quoi correspond la densité 
d’un réseau (qui est un paramètre de QoS niveau utilisateur) avec une topologie donnée, en 
termes de bande passante et de délai (paramètres niveau réseau) pour qu’on puisse effectuer 
les réservations convenables à ce niveau ? Notre travail traite essentiellement la deuxième 
question. A partir d’une densité donnée pour une topologie donnée, on calcule la longueur de 
la supertrame TDMA qui fait fonctionner le réseau correctement, et on en déduit la bande 
passante et le délai pour chaque nœud dans le réseau (voir chapitre 4 et 5). 
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3  Overview of QoS Support in WSN  
The widespread use of distributed multimedia and real-time applications has led to a new set 
of challenges in networking, including management of network resources end-to-end, and 
management of system resources layer-to-layer. Those systems require a certain level of QoS 
and expect to have it on time; otherwise the information will lose its meaning and will be 
discarded.  
 
In this chapter, we identify the different elements of QoS support and we classify them into 
the following: QoS specification, QoS monitoring, QoS adaptation, QoS mapping, and QoS 
negotiation/renegotiation, and we present some of the work done in each of these areas in the 
context of traditional networks.  
 
Next, we present the work done on QoS support in WSN in general, and we discuss QoS 
mapping in WSN more specifically. We recall that the analysis performed in chapter 2 left us 
with some unanswered questions, centered mainly on the problem of mapping between the 
different QoS parameters of the different levels in a distributed system.  
3.1   QoS support in traditional networks 
QoS support has been investigated long ago for traditional networks [HON 99, SCH 00, MIG 
04, ROD 03-a, SUT 04], and it could be classified into the following categories: QoS 
specification, QoS monitoring, QoS adaptation, QoS mapping, and QoS 
negotiation/renegotiation. 
3.1.1 QoS specification 
To guarantee QoS in distributed systems, it is represented in the form of certain QoS 
parameters. These parameters can differ between the different levels of a system and the 
different networks that connect them, thus it is important to represent these parameters in a 
formal or common language. This procedure is known as the QoS specification. QoS 
specification is closely tied to QoS mapping, so a good QoS specification leads to a good QoS 
mapping, and a bad QoS specification leads to a bad QoS mapping.  
 
In general, there are four approaches for QoS specification [MIG 03]:  
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1) Modeling languages  
 
2) Interface languages  
 
3) Application interfaces and deployment descriptors 
 
4) Mathematical models 
 
For a global view, we give examples for every one of these approaches. 
3.1.1.1 Modeling languages 
In [MIG 04], the modeling language approach was used. The authors presented an approach 
for general, end-to-end QoS requirements modeling, based on UML. Their model is used to 
derive platform specific QoS requirements that may be applied on clients, middleware, 
management systems, service interfaces, and server-side component infrastructures and it is 
composed of the following elements: 
 
 QoS characteristic: is a quantifiable aspect of QoS, such as screen resolution, frame size, 
compression quality, etc. 
 
 QoS constraint: defines any kind of restriction that the component imposes on QoS 
characteristics.  They identify ranges of values allowed for one or more parameters and 
methods and their dependencies. QoS constraint establishes QoS contracts between 
components by defining the QoS allowed spaces.   
 
 QoS execution levels: are used when a certain component could provide several levels of 
QoS qualities, each implemented differently, such as the levels of quality of a window in a 
digital television. The quality levels of this window are High, Medium and Low 
resolution, and the television system uses different implementation algorithms for each 
level. 
 
The QoS framework defines a meta-model that is the basic concept for the construction of a 
QoS profile and a repository of QoS specifications. The meta-model defines the modeling 
language Specification Language for QoS (SLQ), which is the language that uses the 
component framework for the specification and the management of QoS. It consists of an 
UML meta-model and a QoS profile that are parsed and mapped to a QoS model, and then 
generating a QoS Specification Repository (using XML Descriptors) that contains all of the 
QoS properties. An additional QoS Management component is used to perform QoS 
monitoring, QoS adaptation and QoS negotiation. 
 
3.1.1.2 Interface languages 
In [ROD 03-a], the authors used the interface languages approach, and they proposed several 
methods to specify QoS parameters using existing interface languages like the Interface 
Definition Language (IDL) used in CORBA.  
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First, they proposed an approach where the original CORBA is left untouched and where QoS 
parameters are defined by IDL types or CORBA services. Second, they defined a new 
language for QoS definitions in addition to IDL, where the original IDL remains untouched, 
and a mapping is done between the IDL and the QoS language. In the third approach, they 
enhance IDL both implicitly, by reserving special identifiers treated as QoS definitions by an 
enhanced IDL compiler, and explicitly by adding special keywords and structures to express 
QoS definitions.  
3.1.1.3 Application interfaces and deployment descriptors 
In [HON 99], the authors used the approach of application interfaces and deployment 
descriptors. They showed that the value of the QoS parameters in a multimedia environment 
can be acquired from: 
 
 Device specifications: A video card and its accompanying software provide a description 
of the possible frame rates and frame sizes that the card and the driver can support, so the 
multimedia application may take these parameters as the QoS specification. 
 
 Offline testing: QoS parameters are predetermined by running extensive offline tests, and 
they are stocked in configuration files for later use (e.g. the negotiation phase). Offline 
testing can be used to form a map of the performance of the system at different load 
levels. 
 
 Online testing: The two QoS specification methods mentioned above do not provide a 
good estimate of a realistic and possible QoS for the application negotiation protocols. 
Consequently, the authors have applied the online testing method which includes the 
following actions: 
 
- Determination of the application QoS of a continuous medium as a statistical guarantee. 
- Determination of the degradation point at the client side when system performance starts 
to severely degrade due to buffer problems or congestion. 
- Provision of QoS suggestions for the negotiation phase to avoid severe degradation. 
 
In [HUA 97], the same approach is used. End-to-end QoS specification is presented and an 
example for per-level QoS specification is given.  
End-to-end QoS specification is considered as a triple (S, T, P), where S is a service 
descriptor, T is a traffic description and P is a QoS profile. The service descriptor is an 
attribute such as voice telephony, video conference, etc. The traffic description is associated 
with the source as it specifies the media stream statistics and it is used by the flow control 
component at the source to regulate the injection of traffic into the network. The QoS profile 
is associated with the destination as it specifies the guaranteed quality of service that a stream 
conforming to its traffic description should receive. When combined together, those parts are 
used to specify QoS parameters in their multimedia environment, for every level of the 
protocol stack: 
 
 On the ATM Network level, QoS is specified using peak rate resource allocation and by 
defining three types of QoS profiles characterized by cell loss probability and maximum 
cell delay. 
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 On the transport level, QoS is specified by offering services to multimedia streams with 
two basic types of timing requirements: real-time (non-real-time) and interactive (non-
interactive).  
 
 On the Application level, QoS is specified using the peak APDU (Application Protocol 
Data Unit) rate and the maximum APDU size. 
 
 On the user level, QoS is specified by user-friendly adjectives that describe the service 
like excellent, good, fair, or bad used to specify QoS while adjective such as small, 
medium, large are used to specify window size preferences. 
3.1.1.4 Mathematical models 
All these kinds of QoS specification presented above are not formal, so they can not be 
generalized over all kinds of networks and systems. It seems that the mathematical approach 
is the most suitable because it is following a formal approach and builds robust models. 
 
The most formal work in this area was a framework proposed in [MAM 05]. The author 
defined QoS parameters as a means of conveying user requirements related to QoS 
characteristics or conveying QoS offered by a component (a router, a network, a service 
provider...). According to this definition, QoS has a multidimensional form. In order to 
consider QoS in a formal way, a QoS vector iQ  is defined to specify the QoS requirements 
associated with each path component i: ( )321 ,, iiii QQQQ = . For example, 1iQ  is the delay 
vector, 2iQ  the packet loss vector, and 3iQ the availability vector.  
 
QoS levels are grouped into four level classes of QoS guaranteeing: deterministic, statistical, 
best effort and unimportant, giving the QoS vector the following form: <QoS domain name, 
specification model, values>, e.g. 1iQ =<Bit rate, deterministic, 200 kb/s>. To manipulate 
these QoS vectors, QoS-oriented operators were defined, like Merge that represents the 
composition (the “sum”) of two QoS domains expressions specified with the same QoS 
specification model (i.e. deterministic, statistic...), and Split which is the inverse of Merge. 
Other QoS-oriented functions were also defined such as:  Conversion, Derivation, 
Compatibility, Interoperability, Concatenation, Extraction, etc.  
3.1.2 QoS Negotiation  
Generally, data exchange begins with the QoS negotiation phase. In this phase, the sender and 
the receiver agree on a certain level of service. If the service level requested by the client can 
be assured, the data exchange begins; if not, due to a lack of resources for example, the client 
can choose to stop the session or to lowers its requirements and continue with the available 
level of service.  
 
In a CORBA environment, QoS negotiation could be implemented using CORBA 
Interceptors [ROD 03-a]. Interceptors are interposed in the invocation path between a client 
and the server. At creation time, interceptors may get the policies that apply to the client and 
the target, binding is performed by interceptors. Binding uses information about policies to 
apply, security mechanisms and protocols supported, and execution context.  
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In [SUT 04], QMan architecture conducts negotiation in two aspects: Middleware Level 
Requirements (MLR) negotiation and components negotiation. In MLR negotiation, QoS 
elements like the QoS Manager and QoS agents negotiate to define a range of QoS parameter 
values. If the required range of a particular client is different from the one selected by the QoS 
Manager, some compromises should happen. QMan supports three methods of MLR 
negotiation: system driven in which the decision is up to the QoS Manager; sender driven in 
which the negotiation takes place between the sender and the QoS Manager; and lastly 
bilateral decision in which all participants (i.e. sender, receiver and QoS manager) are 
involved in the decision making.  
 
In components negotiation, once a MLR have been confirmed, components that match MLR 
will be selected, and they will be fed to special stacks within the sender and the receiver. The 
components negotiation will be then conducted via a special mechanism called the 
synchronization stack mechanism which will try to synchronize the contents of the stacks 
containing the chosen QoS components, trying thus to find a common agreement.  
 
In [HON 99], a CORBA-Based QoS Management Service Object (QMSO) is presented. The 
QoS parameters are exchanged between server and client through peer-to-peer negotiation and 
layer-to-layer negotiation. The peer-to-peer negotiation is separated into two levels: 
application QoS negotiation and network QoS negotiation. The negotiations are split in order 
to allow applications to negotiate over QoS parameters without holding network resources. 
The network negotiation of QoS is an exchange of negotiation messages about the traffic 
quality on different connections. If the negotiation at the application level succeeds, the 
QMSO initiates application-to network negotiation. From the view of the application it is a 
bidirectional negotiation, which means that application QoS parameters are forwarded to the 
network, and the network-layer QoS manager negotiates the QoS values within the local 
system and may consequently change them.  
3.1.3 QoS monitoring and adaptation   
These features are very important in a distributed system, because they guarantee that 
application QoS parameters do not exceed their negotiated values, by tracking the status of 
QoS levels at different layers in the system, and if they do, they try to adapt the system to new 
values of these QoS parameters. QoS monitoring allows the administration of QoS status, 
availability, degradation, and maintenance of resource entities.  
 
A CORBA-Based QoS Management Service Object (QMSO) is presented in [HON 99]. QoS 
monitoring consists of two modes: a query mode and a report mode. The former requests a 
status report about resource utilization and QoS guarantees; the latter regularly reports the 
QoS and resource status. In [HON 99] the authors used the report mode. The human user gets 
the status report, and the monitoring service at the client application level regularly reports the 
status.  
 
In [SCH 00], the QoS monitoring component, which consists of  the QoS-oriented API 
(AQoSA) and the higher level TAO middleware framework, measures end-to-end QoS of 
application flows over a finite period of time. If there are violations in the reserved QoS, the 
monitoring component notifies the application of actual resources available currently. If the 
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available QoS is insufficient, TAO’s Audio/Video streaming service notifies the application, 
which in turn can renegotiate the QoS or adapt to the available QoS.  
 
QoS adaptation can occur at various levels of abstraction, ranging from transport (e.g., flow 
control) to application (e.g., MPEG-II coding rate adaptation) to middleware signaling (e.g., 
QoS renegotiation). Due to the extensible design of TAO QoS adaptation component, various 
adaptation algorithms can be configured. TAO QoS adaptation component is accessible by the 
application, which performs application-level adaptation, and the distribution middleware, 
which coordinates the transport-level adaptation.  
 
In [MIG 04], monitoring and adaptation tasks lie within the QoS Management component, 
contained in the QoS framework. The framework is generated from a UML model and a QoS 
profile is given at the beginning.  
 
In [SUT 04], the authors proposed an adaptive end-to-end QoS management architecture, 
called QMan, which is the key component in the OCTOPUS middleware. They used 
piggyback-like protocols like RTP and SFP, to perform QoS monitoring. When a violation is 
detected, QoS Monitor will generate a report to the QoS Manager, where the actual adaptation 
choice will be determined. Upon the receipt of a QoS violation report, QoS Manager will 
consult “Adaptation Rules Table” to perform QoS adaptations. Each adaptation rule consists 
of three parts: 'when to do adaptation', 'where to do adaptation' and 'how to do adaptation'.  
 
In [LIM 03], the problem of QoS management in ad hoc mobile environments is considered. 
Monitoring of QoS violations and adaptation procedures are carried out by the timely 
computing base (TCB) framework that provides crucial time related services and enforces the 
timely execution of safe-procedures and adaptation strategies. Fail-safe procedures ensure that 
the system is taken to a safe state when a critical failure is detected. In addition, two possible 
forms of adaptation are considered: a) tuning of application parameters and component 
reconfigurations and b) a redistribution of the resources used by tasks.  
In terms of monitoring, the TCB supports local measurements (e.g. the time that an operation 
takes to execute) and distributed measurements (e.g. the time taken to transmit a message). If 
monitored measurements went below the agreed values, adaptation procedures are triggered.  
 
In [BEL 01], an active middleware solution for the QoS management of Video-on-Demand 
(VoD) streaming called MASQ is proposed. This architecture is modularly designed and 
consists of different modules to perform different functions. The QoS Monitoring module has 
the duty of observing the state of resources and services that are local to its hosting node. The 
module extracts and works on monitoring information about VoD flows from RTCP 
sender/receiver reports. In addition, it monitors system indicators, such as CPU load, file 
system occupation, and network packet collision rate, by exploiting the Java Native Interface. 
Any variation in resource and system state produces the notification of events that can also be 
triggered by composing several low-level monitoring data. The module is in charge of event 
subscription and of notification event to mobile interested subscribers.  
 
As for the QoS adaptation, a special module is responsible for any transformation of data 
depending on the negotiated QoS level. The module exploits the mechanisms provided by the 
Java Media Framework (e.g. multiplexers, or codecs), together with a set of ad hoc Java-
based transcoding components. In addition, the module maintains buffers for current VoD 
flows to respond timely to incoming client requests and it locally stores the version received 
with the maximum QoS level for each flow. 
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3.1.4 QoS mapping 
The layer-oriented architecture for most of distributed real-time and multimedia systems, 
along with their underlying different types of networks, had introduced a high amount of 
heterogeneity and had led to much complexity. When data (e.g. QoS parameters) is being 
transferred from an end system to another, it crosses many different layers in the end system 
(e.g. application layer, network layer, etc.) and most probably, many kind of networks (e.g. 
Internet). However, the specification of QoS is different when we go from a layer to another. 
Therefore, mapping which translates the QoS parameters from level to level is required. 
 
In [MAM 05], the authors focused on the mapping of QoS requirements for flows exchanged 
in IntServ-over-DiffServ architectures. First, they proposed a formal system for the analysis 
of end-to-end QoS mapping to deal in a formal way with QoS requirements. They defined 
QoS characteristics, QoS parameters and QoS vectors; they also grouped QoS levels into four 
level classes of QoS guaranteeing, and defined QoS-oriented operators to manipulate these 
vectors (c.f. section  3.1.1.4). These operators and values have been specified at a high 
abstraction level and they can be instantiated to model particular environments where end-to-
end QoS is of concern.  
 
Second, the main functions required to select DiffServ (DS) codepoints to provide end-to-end 
QoS in IntServ-over-DiffServ architectures are listed. Their internetworking model consists of 
interconnected DiffServ and IntServ domains. The end-users (hosts) are connected to IntServ 
routers. Therefore, there must be functions to map QoS requirements between the end users 
and the IntServ domains, between the IntServ domains and the DiffServ domains, and 
between the DiffServ domains themselves. Therefore, a set of QoS management functions 
was introduced for one-to-one assignment of DS codepoints with flows, for many-to-one 
assignment of DS codepoints with flows, and to associate each Per Domain Behavior (PDB) 
with a DS codepoint group. These functions are fundamental for providing end-to-end QoS 
guarantees and their implementation is policy-dependent. All the presented QoS management 
functions were specified at a high abstraction level in order to have a generic framework. 
 
In [HON 99], the mapping between layers was performed by the QoS mapper. The QoS 
mapper maps the QoS parameters of one layer onto the QoS parameters of other layers and 
vice versa (bidirectional translation). Mapping includes these three activities:  
 
 One-to-one mapping involves a translation between the network connection quality and 
the medium quality. 
 
 Mixing involves multiplexing different media into a single stream that will be sent 
through a single network connection. This implies that the different media qualities have 
to be merged into one new media quality specification which is translated than to the 
network QoS. Mixing should be done on media having similar QoS requirements; 
otherwise, a stream with unrealistic QoS requirements will result.  
 
 Splitting involves demultiplexing a media stream into several streams, which will be 
transmitted through several connections. This occurs when the media stream carries 
different kinds of information (e.g., in an MPEG compressed video stream).  
 
In [SUT 04], the QoS specification of QMan is organized into: application level and 
middleware level. Applications can utilize the provided APIs to specify Application Level 
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Requirements (ALR), which will be translated automatically or manually into Middleware 
Level Requirements (MLR). The built-in QMan API QoS Mapper provides simplicity of 
usage with predefined keywords such as “reliability” and “bandwidth usage”. QMan selects a 
set of protocol components (ALR specific) and deploys them into a functional stack according 
to the application QoS requirements, thus mapping ALR to MLR. Current QMan 
implementation supports pattern matching based QoS mapping, which provides fast 
searching. One ALR keyword may be translated to either one or few of pre-defined MLR 
keywords. 
 
In [SCH 00], the authors presented a QoS-enabled middleware framework called AQoSA, and 
they used to it to implement the CORBA Audio/Video (A/V) Streaming Service. They 
identified two key challenges for the QoS translation: (1) providing a generic application-
level QoS to network-level QoS parameter mapping independent of the codec and network; 
and (2) making it easy to change mapping schemes.  
 
To address these challenges for video streams, a set of perceptual QoS parameters are 
identified: sharpness, color, and rate. The sharpness of the video stream resolution is mapped 
to luminance quality; color is mapped to color depth; and rate is mapped to frame rate. The 
TAO A/V streaming service defines generic mapping functions to map application-level 
quality factors and relative weights specified by application developers into network-level 
QoS parameters, such as the peak bandwidth of the video. The specified mappings from 
perceptual quality to system and network parameters are independent of the codec and 
network.  
 
In [ROD 03-b], the CORBA Notification Service is used along with the RSVP reservation 
protocol in order to guarantee end-to-end QoS requirements. A QoS mapping component 
translates application QoS requirements into priorities to be used by the Scheduling Service, 
RSVP parameters (such as sender traffic description) and QoS-TCP parameters. 
 
In [LIU 03-b], the authors presented a formal statistical methodology based on the queuing 
model to map application level SLA such as response time, to network performance (link 
bandwidth and router throughput).  
 
In [KUW 07], the authors proposed a framework to map the network packet loss rate to user 
packet loss rate by determining the location of each lost packet on the packet stream and 
calculating the impact of the lost packets on the application layer frames sent by a source.  
 
Obviously, a good knowledge of the different layers of the system concerned is very useful 
when performing QoS mapping. It allows the developers to better understand their systems, 
and thus letting them offer a better service for the time-constrained applications, by 
guaranteeing them the required level of QoS.  
3.2   QoS support in WSN 
The survey on middleware designed for WSN we presented in chapter 2 has showed very 
clearly that the scientific community dealing with WSN issues is mostly focusing on the 
energy consumption and the limited resource issues, while leaving other tracks poorly 
explored such as the QoS support. Some may argue that it is mainly due to the fact that most 
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of the running applications over WSN nowadays belong to the monitoring class, where 
applications are supposed to run for long periods unattended, and where users do not have 
strict QoS requirements that the application should provide.  
 
However, other categories such as military and security applications (c.f. chapter 1), which 
are being also massively deployed in airports, subways and in critical infrastructures like 
power grids or nuclear power plants, have very stringent QoS requirements, where an 
intrusion of an unauthorized personnel in a sensitive structure or a sudden temperature raise in 
a power grid should be immediately reported, otherwise the system may suffer bad 
consequences leading sometimes to a loss in human souls. In this case, QoS support comes 
first on the top-list priorities for this class of applications. 
 
After we explored QoS support in traditional networks in section  3.1  , we present in the 
following some of the work done on QoS support in WSN. Since QoS support is a broad term 
and a fairly new area to be explored in the WSN domain, we notice that each of the following 
reviews has its own interpretation of how QoS support could be implemented in WSN.  
 
In [IYE 03], QoS was defined to mean sensor network resolution. More specifically they 
defined it as the optimum number of sensors sending information toward information-
collecting sinks, typically base stations. The authors wanted to maximize the lifetime of the 
sensor network by having sensors periodically power-down to conserve energy while having 
enough online sensors sending packets to the sink so that enough data is collected. In order to 
specify the optimum number of sensors that should be sending information at any given time, 
the authors used the Gur Game paradigm that allows the base station to determine the optimal 
number of sensors from which it wanted information while varying the amount of delays, and 
nodes births and deaths.  
 
In [XIN 06], the authors computed the reliability of a hierarchical clustered WSN, by 
integrating the conventional connectivity reliability with the sensing coverage of the WSN, 
and by proposing a progressive hierarchical approach to compute the proposed coverage-
oriented reliability of WSN. The authors also proposed methods to incorporate some dynamic 
behavior like the dynamic duty cycle adjustment of sensor nodes and the standby spare 
management in their reliability analysis. 
 
In [ZHO 06], the authors used the Gur Game paradigm based on localized information to 
control the number of nodes to power up in a certain area, thus defining their QoS 
requirements as the optimal number of active nodes in a focused area in the network.  
For this purpose, the authors modified the Gur Game strategy and embedded the threshold 
mechanism to divide nodes into different gradient with their localized hop information. Nodes 
in each gradient have different threshold values that decide whether a node should power up 
or power down. If nodes were in or near the focused direction, they have a lower threshold 
and thus more chance to power up. Similarly, if they were far from the focused area they have 
higher threshold and thus less chance or even no chance to power up. 
 
In [TAR 08], the authors aimed at building an efficient relocation and safety algorithm to 
improve the lifetime of a sensor network while satisfying some QoS parameters like latency 
and throughput. One major component in the network is a high energy mobile node that 
collect all the sensed and partially processed data from the active sensor nodes, aggregate 
them and send the final processed data to the sink. The mechanism consists of that node 
moving near the low energy nodes in the network, in order to minimize energy consumption 
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and hence extending the network lifetime. The authors proposed also a scheme to relocate the 
high energy node to a safe place if it approached a risky location during its movement.  
 
In [LIN 06], the authors considered the Collective Latency (CL) requirement which denotes 
the delay between the occurrence of an event and its observation, and the bandwidth 
parameter as the QoS requirement for real-time WSN-based applications. In their approach, 
they consider a real-time application where they classify the events into 8 levels of priority, 
and they distribute the available bandwidth dynamically among them based on this 
classification. They also compute the collective latency value at every cycle; if it is bigger 
than the required latency, the regulator promotes the events by assigning them higher priority 
and hence more bandwidth is distributed to them at once. Similarly, the QoS regulator detects 
events that share too much bandwidth across the WSN and are wasting resources, and 
demote them by assigning them less priority and thus less bandwidth. 
 
In [FRO 04], QoS was defined as the desired number of active sensors in the network, and the 
network lifetime as the duration for which the desired QoS is maintained. The authors 
proposed an approach based on the Gur Game paradigm (i.e. it uses rewards and 
punishments) to control QoS in a hierarchically-structured WSN. The paper also 
proposes a new, low-energy control strategy based on individual feedback in a 
network that uses random access communication protocols like ALOHA or CSMA. 
Their approach is claimed to extend network life especially in harsh, energy 
constrained environments. 
 
In [PAZ 08], the authors discussed three QoS parameters: reliability, availability and 
serviceability, and they showed that incorporating those three parameters together in WSN 
could also improve security. For instance, when application availability is affected, that could 
be the sign of a malicious attack. The authors evaluated models to show how QoS can be 
linked to secure WSN and what variables are to be monitored so that modifications in their 
quality factors indicate unusual activities in the network.   
3.3   QoS mapping in WSN 
In section  3.1.4, we presented one possible form of QoS support: QoS mapping, and we 
presented some works on the QoS mapping in traditional networks. We noticed however that 
fewer works are presented on QoS mapping in the WSN context, which are mainly focusing 
on exploring the tradeoffs between the different QoS parameters. In the following we present 
some of the works on QoS mapping in WSN, followed (in section  3.4  ) by our own approach 
on how we deal with QoS mapping in WSN. 
 
In WSN domain, the work done concerning QoS mapping is so limited, and it covers mostly 
the tradeoffs between QoS parameters like energy, accuracy, density, latency, etc.  
 
In [TIL 02], simulations on QoS parameters in WSN were done, which led to a better 
understanding of the tradeoffs between density, latency and accuracy. The authors explored 
also the tradeoff between density and energy. One of the lessons learned was that a congestion 
control is necessary to make sure that the reported samples do not exceed the capacity of the 
network, and to optimize the lifetime of the network while meeting the minimum accuracy 
requirements of the application. In order to explore the tradeoffs between these QoS 
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parameters, the authors considered simulations with two application level scenarios: (1) 
continuous update where the sensors periodically report their measurements to the sink; and 
(2) phenomena driven update where sensors report their measurements to the observer 
periodically, but only if they have data of interest to report. 
 
In [ADL 03], the authors first identified a set of four independent QoS parameters, which are 
able to completely and unambiguously specify the desired network behavior. These are the 
density of the nodes, accuracy/fidelity in the spatial and temporal dimensions, delay between 
event generation and delivery and overall lifetime of the network. Next, the authors explored 
the possible tradeoffs between these QoS parameters and validated them through simulations.  
 
In [LIA 07], the authors considered a clustered WSN where each clusterhead performs 
aggregation for the data it receives from its children. Consequently, the authors identified a 
tradeoff between the aggregation waiting delay and the accuracy of the information. In fact, 
although data aggregation results in fewer transmissions, greater delay could occur because 
data from different sources may have to be held back at the clusterhead in order to be 
aggregated with data coming from other sources. For this purpose, a feedback system was 
used to adjust the waiting time for aggregation, based on the rate of error observed during the 
previous aggregation loop. The error is viewed as the difference in data accuracy between a 
partial aggregation and a full aggregation.   
 
In [HU 06 ], the tradeoff between accuracy and query delay in a data aggregation context was 
surveyed. The authors used a Finite State Machine (FSM) based mechanism to adapt the 
amount of delay. In the first version of their FSM, they compared the actual number of 
received messages with the optimal number of received messages, and the aggregation period 
was increased by one unit if there were too few received messages, or decreased by one unit if 
there was more received messages than needed. In the second version, the FSM was enhanced 
by using deviations. If the difference between the number of received messages and the 
optimal number of messages is larger than a deviation, the aggregation period is increased or 
decreased in a faster speed instead of applying addition/subtraction operations. In the third 
version, the aggregation period starts out being increased exponentially, then is cut in half 
after reaching the optimal number of responses, and increases or decreases linearly after this 
point. 
3.4   Our QoS mapping approach in WSN 
As mentioned earlier, QoS mapping is the process of translating QoS parameters from level to 
level, which is done by finding the relationships between the different QoS parameters, at the 
different levels of a distributed system. Typically, an entity in a distributed system has a 
layered architecture (Fig.  3.1), which includes the user layer at the top, the network layer at 
the bottom and the application and system layers in the middle. 
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Fig.  3.1 Layered Architecture in Distributed Systems 
On each layer, we could have different QoS requirements, depending on the entities on this 
layer. Starting from the top of the stack, we have the User and the Application entities with 
their QoS requirements as:  
 
 Density: is the number of active nodes in the network divided by the surface (or the 
volume). Network density has a direct impact on data freshness. 
 
 Data Freshness: defines how often data reporting is performed. For smaller reporting 
periods, we obtain fresher data i.e. measurements that reflect better the real values. In a 
video surveillance application for example, user could require a data freshness of 1 
second, i.e. sensors will send a video frame every 1 second (i.e. 1 fps), and thus data sent 
by a sensor could not be older than one second. A smaller reporting period of 0.5 second 
for example, will provide fresher data but it will imply a shorter MAC superframe, which 
could be done by putting some nodes to sleep for example (thus affecting density). 
 
 Data Resolution: defines the granularity of the sampling. A better data resolution means 
bigger data packets. Let’s take the same example we presented above where sensors are 
deployed to perform video surveillance for some area. Sensors could send a highly 
compressed video frame of 320x240 pixels, which demands a smaller data packet (i.e. a 
shorter time slot in the MAC superframe) than a capture of 480x360 pixels with a low 
compression ratio.   
 
 Energy: energy consumption is one of the most vital issues in WSN. Due to their small 
size, sensors suffer from their scarce resources like energy or memory. Thus, energy is 
usually an important requirement for WSN users. 
 
 Lifetime: network lifetime could be seen as the duration for which a desired QoS is 
maintained. It could be also seen as the time until the first node fails (or runs out of 
energy). Other options include the time until the network is disconnected in two or more 
partitions or the time until 50% (or some other fixed ratio) of nodes have failed. 
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When a communication network is of concern, other QoS parameters are distinguished like 
bandwidth, delay, jitter, etc. 
 
In order to guarantee a User level QoS, e.g. a certain degree of data freshness, we may have to 
modify the number of active nodes in the network as mentioned above (whether by waking up 
more nodes or putting them to sleep), thus changing network density. QoS mapping tries to 
answer the following questions: what does this degree of data freshness equal in terms of 
density? What are the possible network topologies resulting from a given density? And what 
does this amount of density coupled with the resulting topology equal in terms of lower level 
parameters (network level parameters) so that we can do the suitable reservations on that 
level? 
 
Thus there is a need to translate User level QoS to Network level QoS. Fig.  3.2 shows the 
whole process of mapping consisting of two phases. In the first phase, user QoS requirements 
like data freshness and data resolution impose a certain density d for the network. Our work 
[MAS 08-a, MAS 08-b] deals mainly with the second phase, where given the density d, we 
choose one possible topology for the network and we map the couple <density, topology> to 
the corresponding bandwidth and delay. In fact, given a certain density for the network, we 
could have a whole set of possible topologies that respect the density constraint. For example, 
a density of 10 nodes could be modeled as one cluster with one clusterhead and 9 child nodes, 
or as 5 clusters with each one clusterhead and one child node, or it could be any configuration 
in between. The choice of the topology depends on many parameters such as the area of 
deployment, the natural obstacles, the distance between the sink and the rest of the nodes, etc. 
Since the topology choice is also related to the coverage problem which is out of the scope of 
our context, we assume the topology is chosen or imposed by the user, and we base the QoS 
mapping process on this given <density, topology> couple. Clearly, the corresponding 
bandwidth and delay depend directly on the MAC protocol used to coordinate the access to 
the shared medium. In the context of our work on QoS mapping, we choose TDMA as our 
MAC protocol and a tree-based clustered topology as our network architecture, and we justify 
these choices in next chapter. Therefore, there is a need to compute the TDMA superframe 
length first in terms of density and topology, in order to obtain the corresponding bandwidth 
and delay. Once the superframe length is computed, we complete the mapping process by 
computing the bandwidth ratio allocated for each node in both the initial configuration of the 
network, and when it is extended with new nodes. The delay could be also computed based on 
the position of the transmitting node in the superframe and the position of the node delivering 
its data to the sink. The superframe length computation is shown in chapter 4, where the rest 
of the process (i.e. bandwidth and delay computation) is completed in chapter 5. 
 
Fig.  3.2 The process of QoS mapping consisting of two phases 
80 
3.5   Conclusion 
In this chapter, we identified the different elements of QoS support and we classified them 
into the following: QoS specification, QoS monitoring, QoS adaptation, QoS mapping, and 
QoS negotiation/renegotiation, and we presented some of the work done in each of these areas 
in the context of traditional networks. Then, we presented QoS support in WSN in general and 
QoS mapping in WSN in particular. Almost all of the work done in QoS mapping was done in 
the area of traditional wired networks, and a survey over the work done on QoS mapping in 
WSN has clearly showed that most of the efforts in this area dealt only with the tradeoffs 
between the different QoS parameters. We presented our own interpretation for QoS mapping 
in WSN, and we discussed how given a couple <topology, density>, we could compute the 
TDMA superframe length which will guarantee the proper functioning of the network (c.f. 
chapter 4). Once the superframe length is computed, we could complete the mapping process 
by computing the bandwidth ratio and the delay experienced by each node (c.f. chapter 5). 
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Dérivation d’exigences de QoS dans les RCSF basés sur TDMA: Calcul de la longueur de la 
supertrame 
Dans le chapitre précédent, nous avons présenté notre approche pour la dérivation de QoS 
dans le contexte des RCSF, et nous avons montré comment notre travail traite la traduction 
d’un couple <densité, topologie> en bande passante et délai.  Cette procédure est composée de 
deux phases. La 1ère phase consiste à calculer la longueur de la supertrame TDMA qui 
correspond au couple <densité, topologie>. La 2ème phase (voir chapitre suivant) consiste à 
compléter cette procédure en calculant la bande passante et le délai pour chaque nœud à partir 
de la supertrame obtenue. 
 
Ce chapitre traite la 1ère phase où partant d’une densité de réseau avec une topologie donnée, 
nous calculons la longueur de la supertrame TDMA dans quatre cas, du plus simple où il n’y a 
pas d’optimisation, au plus général avec des optimisations. Nous identifions aussi les cas où il 
y a des interférences dans le réseau, et nous calculons la longueur de la supertrame qui prend 
en compte ces interférences, d’une façon à ce qu’il n’y ait pas de collisions. 
 
Notre étude porte sur un RCSF hiérarchique en clusters, où les nœuds feuilles captent des 
données et les envoient à leurs pères respectifs dans chaque cluster, qui envoient à leur tour 
les données à leurs pères, et ainsi de suite jusqu’à l’arrivée des informations à la station de 
base. Il n’y pas de communication entre les nœuds du même niveau, et les nœuds 
intermédiaires sont aussi capables de capter si nécessaire. En conséquence, on aura trois 
scénarios possibles :  
 
 Tous les nœuds intermédiaires relayent des données, et les nœuds feuilles captent les 
données. 
 Tous les nœuds intermédiaires et les nœuds feuilles captent les données. 
 Un sous-ensemble des nœuds intermédiaires et les nœuds feuilles captent les données et le 
reste relaie.  
 
Le choix du scénario est directement lié au besoin de l’utilisateur et ceci est pris en compte 
par nos formules définies dans la suite. 
 
Pour garantir une certaine QoS au niveau utilisateur, ex. un certain niveau de fraîcheur de 
données, il faudrait parfois changer le nombre de nœuds dans le réseau, c.à.d. modifier sa 
densité. Pour une densité donnée d du réseau, on pourrait avoir plusieurs configurations 
possibles qui dépendent de la profondeur de la hiérarchie ou du nombre de nœuds dans 
chaque clusters (c.à.d. la taille de cluster). Pour une même densité d, on pourrait avoir 
plusieurs profondeurs et plusieurs tailles de clusters. Choisir la bonne profondeur et la bonne 
taille des clusters dépend de plusieurs facteurs : 
 
 Lieu de déploiement : Une surface plus étendue à couvrir donnera un réseau plus dispersé 
donc des clusters plus petits. 
 
 Distance entre la source et la station de base : Dans une application de surveillance de 
bâtiments par exemple, la distance entre la source et la destination est de quelques sauts, 
ce qui donnera une profondeur de 3 ou 4. D’autre part, une application d’observation 
d’environnement est généralement étendue sur de grandes surfaces et la distance entre la 
source et la destination est beaucoup plus importante, donnant un arbre avec une 
profondeur de 10 ou plus. 
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 Obstacles : les RCSF peuvent être déployés dans des environnements durs, par ex. les 
applications d’observation d’environnement sont déployées dans des terrains avec 
beaucoup d’obstacles naturels. Dans ce cas, le nombre de nœuds observant un phénomène 
doit être augmenté pour surmonter ces conditions, ce qui donnera de clusters plus grands.  
 
 Les problèmes d’énergie : Les RCSF sont limités au niveau énergie, et ce problème peut 
être partiellement résolu en minimisant l’énergie consommée par chaque capteur, en lui 
rapprochant de son père, lui évitant ainsi les transmissions sur de longues distances. Le 
nombre de niveaux entre la source et la destination (c.à.d. la profondeur) détermine le 
nombre de nœuds intermédiaires, ce qui détermine la quantité d’énergie consommée par 
chaque nœud. 
 
La liste des facteurs qui ont un impact sur la profondeur et la taille des clusters peut être trop 
longue et on ne pourrait pas dire qu’il y a une profondeur optimale ou une taille optimale de 
clusters qui conviennent à toutes les situations. Dans la suite, nous étudions un cas d’un RCSF 
hiérarchique et nous supposons que c’est soit la meilleure configuration, soit le modèle que 
l’utilisateur veut valider. 
 
Pour calculer la longueur de la supertrame nous définissons un ensemble de notations qui sont 
divisés en deux catégories :  
 
 Manipulation des nœuds et clusters 
 
 Manipulation des interférences 
 
Pour manipuler les nœuds et les clusters nous définissons des notations et des formules qui 
servent à calculer le nombre de clusters sur chaque niveau, les tailles des clusters, le père d’un 
cluster, les fils dans un cluster, le nombre de nœuds feuilles qui descendent d’un nœud donné, 
le nombre de nœuds qui descendent d’un nœud donné y compris les nœuds intermédiaires qui 
captent, etc. Pour manipuler les interférences, nous avons identifié les formes possibles 
d’interférence et nous avons défini les formules qui calculent le nombre de nœuds en 
interférence dans chaque cas et le nombre de slots additionnels nécessaires pour obtenir une 
communication sans interférence.  
 
Pour calculer la longueur de la supertrame, nous procédons en quatre étapes : 
 
 Pas d’optimisations : C’est le cas le plus simple. Chaque nœud attend son tour pour 
transmettre dans le slot qui lui est réservé. Les nœuds transmettent les uns après les autres, 
du niveau inferieur tout en remontant jusqu’à la station de base. Pour chaque nœud on 
réserve un slot et la longueur de la supertrame correspond alors au nombre total de nœuds 
dans le réseau. 
 
Ensuite, nous essayons d’optimiser la longueur de la supertrame, c.à.d. avoir une supertrame 
plus petite en réalisant des transmissions simultanées entre des groups de nœuds (les clusters). 
Toutes les optimisations qui suivent sont basées sur le fait que la communication ne se fait pas 
en même temps partout dans le réseau et que les clusters qui ne sont pas voisins peuvent 
transmettre simultanément.  
 
 Optimisation intra-niveaux : Dans ce cas, nous prenons en compte les clusters logiques. 
Pour réaliser une optimisation entre les clusters d’un même niveau, nous analysons 
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comment la communication se déroule sur un niveau et on remarque que quand les nœuds 
dans un cluster sont en transmission, les autres nœuds sur le même niveau sont dans un 
état d’attente, ce qui nous mène à la question suivante : serait-ce possible pour ces clusters 
en attente de transmettre simultanément avec la transmission en cours sans avoir de 
collisions ? En fait, un cluster est censé regrouper des nœuds voisins, c.à.d. qui possèdent 
le même père, alors deux nœuds dans deux clusters différents auront différents pères, et 
une transmission simultanée pourra être envisagée sauf si cela peut conduire à une 
interférence. On identifie alors deux cas : 
 
a) Quand il n’y a pas d’interférences, une optimisation totale entre les clusters d’un même 
niveau est possible et les clusters d’un même niveau partagent les même slots dans la 
supertrame. 
 
b) Quand il y a des interférences, une optimisation partielle est possible, où les clusters qui 
ne sont pas en interférence partagent les mêmes slots dans la supertrame et des slots 
additionnels sont alloués pour éviter les collisions entre les clusters en interférence. 
 
 Optimisation intra-niveaux et inter-niveaux : Une fois l’optimisation entre les clusters 
d’un même niveau réalisée, nous cherchons encore à optimiser la supertrame, en prenant 
en compte les transmissions entre les clusters appartenant à des niveaux différents. Pour 
cela, nous analysons la communication entre les niveaux et nous constatons que quand les 
clusters au niveau h sont en transmission, les clusters sur les autres niveaux sont en attente 
(sauf les clusters qui sont en réception, c.à.d. les clusters au niveau h-1), ce qui nous mène 
à la question suivante : serait-ce possible pour ces clusters en attente (ou pour un sous-
ensemble de ces clusters) de transmettre simultanément avec la transmission en cours sans 
causer des collisions ? Si oui, quels sont les clusters qui en sont capables ? 
 
Considérons les clusters en attente durant la transmission des clusters au niveau h. Le 
niveau h-2 est le niveau le plus proche qui contient des clusters en attente. Les données 
envoyées par un cluster a au niveau h seront relayées par un nœud dans un cluster b au 
niveau h-1 au cluster c au niveau h-2. Comme le nœud dans le cluster b se trouve dans les 
portées radio de a et c, une transmission simultanée en a et c est impossible sinon on a des 
collisions sur b. D’une autre part, les autres clusters en attente au niveau h-2 peuvent 
transmettre simultanément avec a sauf s’il s’agit d’une interférence, ce qui est rare comme 
ces clusters sont séparés de 2 niveaux. Quand on applique cette règle d’optimisation sur 
tout le réseau, les clusters au niveau h, h-2, h-4, etc., transmettront simultanément leurs 
données en utilisant un ensemble de slots de la supertrame, et les clusters aux niveaux h-1, 
h-3, h-5, etc., transmettront simultanément leurs données en utilisant un autre ensemble de 
slots. La supertrame se compose alors de deux parties majeures, une partie utilisée par les 
clusters des niveaux pairs et une partie utilisée par les clusters des niveaux impairs. Les 
interférences sont aussi prises en compte lors du calcul de la longueur de la supertrame. 
 
 Optimisation intra-niveaux et inter-niveaux, les nœuds intermédiaires étant capables de 
capter : Pas d’optimisation en plus dans cette étape. Les nœuds intermédiaires sont 
maintenant capables de capter et envoyer des mesures si nécessaire. 
 
Une fois toutes les optimisations sont faites et la supertrame optimisée est obtenue, on 
remarque qu’elle contient des slots libres à cause de la différence entre le nombre de slots 
requis par les niveaux supérieurs et le nombre de slots requis par les niveaux inferieurs, et on 
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utilise ce fait pour étendre le réseau par de nouveaux nœuds si nécessaire à un coût moins 
élevé (voir chapitre suivant). 
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4  QoS mapping in TDMA-based 
WSN: Superframe length 
computation 
In chapter 3 we presented our own approach to deal with QoS mapping in the context of 
WSN, and we showed how the mapping process consists of two phases, and how our work 
deals with the second phase where given a couple <density, topology>, we compute the 
corresponding bandwidth and delay. We discussed how the mapping depends on the MAC 
protocol used to coordinate the access of to the shared medium. 
 
In this chapter, we introduce our approach to solve this problematic in a hierarchical clustered 
TDMA-based WSN. Given the density and the topology of the WSN, we compute the TDMA 
superframe length as a function of the tree depth and clusters size. The superframe length 
computation is presented according to four cases, from the simplest where no optimizations 
on the superframe length are performed, to the most general where inter-level and intra-level 
optimizations are performed. We explore also the case where there are interferences in the 
network, and we investigate all possible cases of interferences so it is accounted for when 
computing the superframe length. The QoS mapping process is completed in chapter 5 where 
the superframe length is used to compute the bandwidth ratio allocated and the delay 
experienced by each node in the network. 
4.1   QoS mapping in TDMA-based WSN 
As mentioned in chapter 3, the QoS mapping process could be divided into two different 
phases. We deal mainly with the second phase, where given the density d, we choose one 
possible topology for the network and we map the couple <density, topology> to the 
corresponding bandwidth and delay. However, the choice of the MAC protocol will have a 
direct impact on the computation of the bandwidth and delay. 
 
We recall that we adopted a tree-based clustered architecture (c.f. chapter 1) because it is 
easily scalable and because of its unidirectional flow model, from leaves to the root (sink). 
Moreover, clustering allows hierarchical structures to be built on the nodes and enables more 
efficient use of scarce resources such as frequency spectrum, bandwidth, and power. The 
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same time or frequency division multiplexing can be used over non overlapping clusters, 
which we took into consideration to optimize the length of our superframe. 
 
On the other hand, we chose TDMA as our MAC because of its good ability to naturally 
avoid overhearing and idle listening, hence conserving energy in energy-constrained networks 
like WSN (c.f. chapter 1). TDMA assigns transmission and reception opportunities to nodes 
and let them sleep all other times. Thus, TDMA access schemes inherently conserve more 
energy compared to contention-based schemes because the duty cycle of the radio is reduced 
and no contention-introduced overhead and collisions are present.  
 
In order to perform this mapping, we proceed in two steps. The first step (c.f. next section) 
consists of giving the length of a TDMA superframe as a function of the tree depth and the 
cluster size. In other terms, the TDMA superframe length for the given topology will be given 
in terms of network density. Once we have the superframe length, we could compute 
bandwidth and delay in terms of density too (c.f. chapter 5). 
4.1.1 Problem statement and assumptions 
In order to understand the relationship between the QoS parameters on the different levels, we 
take as a model for our case of study, a tree-based clustered WSN, with a TDMA-based MAC 
protocol. In the upper part of Fig.  4.1, we present the physical tree-based WSN with the radio 
coverage of some of the nodes, while in the lower part we present the corresponding logical 
tree with clusters grouping nodes having the same father.  
 
Our study takes into account any kind of trees, that is, our tree could have any number of 
nodes in its respective clusters, regardless of their depth. Leaf nodes sense data and forward it 
to their parent nodes in each cluster, which in turn forward it to their parent nodes, until data 
arrive to the sink. There are no peer communications in this model. In some cases, 
intermediate nodes could also perform sensing along with relaying. In our study, we take into 
account this fact and we compute the amount of time slots needed in the superframe for the 
intermediate nodes to perform their sensing activity. There is a wide range of choices in this 
matter, we identify the following cases: 
 
 All intermediate nodes are only relaying data, and sensing is done by leaf nodes only. 
 
 All intermediate nodes are sensing data, along with leaf nodes. 
 
 Subsets of intermediate nodes are performing sensing, the rest relaying only.  
 
So whether all or some of the intermediate nodes sense data or simply relay data is a choice 
made by the WSN user, and it is accounted for in the functions we define in the section  4.1.2. 
 
In order to guarantee a User level QoS, e.g. a certain amount of data freshness, we may have 
to add a number of nodes to the network, thus changing its density. For a given network 
density d, we may have multiple possible configurations for the network depending on the 
tree depth, and on the number of nodes in each cluster (i.e. cluster size). For the same density 
d, we could have multiple trees with multiple tree depths, and multiple cluster sizes. Choosing 
the right tree depth and the right cluster size is a related to many parameters: 
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Fig.  4.1 The physical tree-based WSN and the corresponding logical clustered tree-based 
WSN 
 Area of deployment: A bigger area to cover will result in a sparser network, thus smaller 
clusters. 
 
 Distance between the source and the sink: WSN are intended to offer a wide panel of 
applications, where each has its particularities and its characteristics. For example, in a 
WSN deployed for a surveillance application around a building, the distance between the 
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sensors and the sink may not exceed few hops, resulting in a tree depth of no more than 
two or three, whereas in a WSN deployed for fire detection in a forest, the distance 
between the source and the sink will be much bigger, resulting in a tree that could consist 
of more than ten levels.  
 
 Obstacles: WSN could be deployed in harsh environments, like for example in 
environmental monitoring applications, where the deployment area could be full of natural 
obstacles, or in buildings that represent difficult radio environments with high levels of 
noise. In these cases, the number of sensors watching a phenomenon should be increased, 
since not every sensor in the network will be able to transmit data properly, resulting in an 
increase of the size of clusters. 
 
 Energy issues: It is well known that WSN are resource constrained, especially when it 
comes to energy consumption. One way to solve this problem is by minimizing the energy 
consumed by a sensor while transmitting, which could be done if the sensor transmits data 
to another node close to it, instead of transmitting directly to the sink (which is generally 
far away). The number of levels between the source and the sink (i.e. tree depth) 
determines the number of intermediate nodes relaying data, which determines the amount 
of energy consumed by each of these nodes.   
 
The list of parameters determining the tree depth and the size of the clusters may be very 
long, and we cannot say that there is an optimal tree depth or cluster size that works for every 
situation. In the rest of this chapter, we take one case of a tree-based WSN (Fig.  4.2), 
assuming it is either the best configuration for the user context, or the one the user is willing 
to validate, and we show how we could compute its TDMA superframe length, the bandwidth 
allocated for each of its nodes, and delay experienced by each of them (c.f. chapter 5).  
4.1.2 Notations 
In this section, we give some notations we use in the rest of this manuscript. These notations 
are divided into two categories:  
 
i) Node and cluster manipulation. 
 
ii) Interference manipulation. 
4.1.2.1 Node and cluster manipulation notations 
 H denotes the tree depth. A tree with a depth of H means that it contains H levels. 
 
 
h
iC denotes the cluster number i at level h / ( )Hh ,1∈ . 
 
 ( )xCH  returns the head of cluster x and ( )xCH 1−  returns the cluster which has x as head. If 
x is a leaf node, ( )xCH 1−  returns null. For example, ( ) 432 =CCH and ( ) 431 10 CCH =− . 
 ( )xF returns the father cluster of cluster x. For example ( ) .2132 CCF = Similarly, ( )xF 1−  
returns the set of clusters that have x as a father. ( )xF n−  returns the set of descendant 
clusters that are n levels away from x, e.g. ( ) { }44434241212 ,,, CCCCCF =− . 
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Fig.  4.2 Our case study of a tree-based clustered WSN 
 ( )', ccntisDescenda  equals true if cluster c is a descendant of cluster c’ and false otherwise. 
In other words, ( ) ( )'/  ', cFcniftrueccntisDescenda n−∈∃= . 
 
 ( )xCh returns the number of child nodes contained in cluster x. For example, ( ) 134 =CCh . 
 
 hLength  is the number of time slots required by level h nodes to transmit data to the next 
level. 
 
 ( )kS  equals 1 if the node k is sensing data, and 0 if it is only forwarding data. 
 
 ( )xSCh returns the number of sensing child nodes in a cluster x. ( ) ( )∑
∈∀
=
xk
kSxSCh .  
 ( )xNs  returns the number of all the sensing child nodes whose ancestor is the head of 
cluster x. Nodes forwarding data only aren’t counted by this function. This is computed as 
follows: 
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Note that ( ) 0=nullNs . 
 
 ( )xkNode ,  returns the child node number k in cluster x, e.g. ( ) 11,3 32 =CNode . 
 
 ( )', kkPos  returns the position of node k among the leaf nodes whose parent is node k’, 
e.g. ( ) 210,20 =Pos . 
 
 ( )hNc returns the number of clusters at level h, e.g. 5)3( =Nc . In fact, the number of 
clusters at level h is equal to the sum of child nodes in all level h-1 clusters: 
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 )(xL returns the number of leaf nodes whose ancestor is the head of cluster x: 
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where H denotes the depth of the tree. For example, 7)( 22 =CL leaf nodes. 
 
 ( )hR returns the dominating cluster at level h in the tree, i.e. the cluster with most flows to 
transmit. ( )hR  regulates for each level the number of flows to reserve in the superframe, 
thus guaranteeing that all the flows from other same-level nodes will fit into these time 
slots. If all clusters at level h have the same number of flows to transmit, then ( ) .nullhR =   
4.1.2.2 Interference manipulation notations 
 A node k is said to be interfering with a node k’ when k has k’ in its radio coverage.  
 
 A node k is said to be interfering with a cluster C when k has the clusterhead of C in its 
radio coverage.  
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 A cluster C is said to be interfering with a cluster C’ when there is at least one node in C 
interfering with C’. 
 
 ( )',_ CCIntNb  returns the number of flows sent by the nodes in C interfering with C’.  
 
 ( )',CCInterf  returns the number of time slots required to have an interference-free 
communication between interfering nodes in C and C’. ( ) 0', =CCInterf if C and C’ are 
interference-free, otherwise it varies depending on cases (c.f. next section). 
 
 { }hiCl denotes the set of level h clusters interfering with hiC . 
4.1.3 Superframe length computation  
Let’s take a look at the example presented in Fig.  4.2 to better understand how we calculate 
the length of our TDMA superframe and how the changes in density affect directly the 
bandwidth reserved and the delay experienced at each node.  
 
In this example, nodes 27 and 28 transmit their sensed data to the same node (node 15), that is 
why they belong to the same cluster 48C . Nodes 13 and 14 aren’t in the same cluster because 
they have different fathers (nodes 6 and 7 respectively). For each cluster there is a Cluster 
Head (CH), which relays data received from its child nodes to its parent node and it could also 
perform data aggregation if there were data aggregation algorithms implemented on it. Data 
aggregation is out of the scope of this manuscript. 
 
In order to compute the bandwidth available for each node, we have to compute the length of 
the TDMA superframe first, and then calculate the ratio of allocated slots for each node in this 
superframe. The superframe must take into account all the flows from leaf nodes to the sink, 
because intermediate nodes may share the same radio coverage, thus sharing the same 
physical neighbors. So the problem of overhearing (which often leads to collisions) must be 
taken into consideration when defining the superframe.  
 
In order to compute the superframe length, we should analyze the communication model first. 
This is a level-based communication model, i.e. leaf nodes sense data and forward to it to 
their CH on the next level, where the latter forward it to their own CH on the next level, until 
data reaches the sink.  
 
We compute the superframe length in four different cases, from the simplest to the most 
general: 
 
 No optimization: This is the simplest un-optimized scenario (c.f. section  4.1.3.1). Nodes 
in the network transmit data one after another, from the lowest level up to the sink, thus 
one slot for each node is reserved in the superframe. The superframe length is equal to the 
number of nodes in the network. 
 
Next, we try to optimize the superframe length, i.e. obtaining a shorter superframe by 
performing simultaneous transmissions between groups of nodes (clusters). All the 
following optimizations are based on the fact that communication does not happen at the 
same time everywhere in the network, and that clusters not sharing the same 
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neighborhood geographically could transmit simultaneously. In other words, an 
optimization is feasible when a cluster is found to be idle while it can transmit with an 
ongoing transmission without interference. 
 
 Intra-level optimization: Logical clusters are taken into account (c.f. section  4.1.3.2). In 
order to perform intra-level optimization, we analyze how communication is done on a 
level, and we notice that when nodes in a cluster are transmitting, the rest of the same-
level clusters are idle, which leads us to the second question: Is it possible for these idle 
clusters to transmit simultaneously with the ongoing transmission without interference? In 
fact, a cluster is intended to group nodes with the same father, so two nodes in two 
different clusters have two separate receivers, thus simultaneous transmissions between 
them may be possible, unless it is an interference situation where a node is in the radio 
coverage of both CH. Hence, we identify two cases: 
 
a) When there are no interferences, a total intra-level optimization will be feasible, and 
clusters at the same level share the same slots in the superframe.  
 
b) When interferences between clusters are identified, only a partial optimization is 
feasible, where interference-free clusters share the same slots, and extra slots are allocated 
to avoid interfering clusters from transmitting on the same slots.   
 
In both cases, intra-level optimization leads to a shorter superframe (i.e. fresher data).  
 
 Intra-level optimization and inter-level optimization: Now that intra-level optimization 
is performed, we seek to perform inter-level optimization (c.f.  4.1.3.3). In order to 
perform an inter-level optimization, we analyze how communication is done between 
levels, and we notice that when clusters on level h are transmitting, clusters on the rest of 
the levels are idle (for the exception of the receiving clusters, i.e. level h-1 clusters), which 
leads us to the following questions: Is it possible for these idle clusters (or for a subset of 
them) to transmit simultaneously with the ongoing transmission without interferences? 
And if yes, what are the clusters capable of that?  
 
Let’s consider the idle clusters during level h clusters transmission. Level h-2 is the 
closest level that contains idle clusters. Data transmitted by a level h cluster hiC , is 
forwarded by a node in a level h-1 cluster 1−hjC (that should be in the radio coverage of 
h
iC ) to a node in a level h-2 cluster 2−hkC (that should be in the radio coverage of 1−hjC ). 
Hence, the node in 1−hjC is in both radio coverage, and when 
h
iC  is transmitting, its 
ancestor in ( 2−hkC ) couldn’t send simultaneously, otherwise collision will occur on the 
node in 1−hjC . The rest of nodes in level h-2 idle clusters could send simultaneously with 
the level h cluster, unless it was an interference situation, which is rare because 2-levels 
away clusters are generally far away from each other. Since clusters from different levels 
are sharing the same slots, we should ensure also that flows sent by level h cluster could 
fit in the time slots reserved for level h-2 clusters. If this condition is met, level h clusters 
could then transmit at the same time as level h-2 clusters, the same phenomenon could be 
repeated until we reach the sink. In other words, level h+4 clusters will be transmitting at 
the same time as level h+2 clusters, themselves transmitting at the same time as level h 
clusters, etc., thus using the same slots in he superframe, leading to a further optimization 
in the superframe length.   
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In case of interferences, additional slots are reserved for interfering clusters, while 
ensuring that flows from a level h cluster could fit in the time slots reserved for level h-2 
clusters.   
 
 Intra-level optimization and inter-level optimization with the ability for intermediate 
nodes to sense data: No additional optimization is done in this step. However, the 
intermediate nodes are given the possibility to sense data along with relaying (c.f.  4.1.3.4). 
 
In the following, we take the four steps presented in previous paragraph in more detail, and 
we present for each case the formulas that compute the corresponding superframe length. 
4.1.3.1 Step one: No optimizations are performed. Sensing is done by leaf nodes only.  
 
Fig.  4.3 TDMA superframe, no optimizations 
Each leaf node in the network is allocated one time slot in the superframe, and each CH is 
allocated one time slot for each flow it receives. Hence, the superframe length is equal to the 
number of leaf nodes multiplied by the number of levels. As we notice on Fig.  4.3, the 
superframe is composed of 4 equal parts: 13 time slots for transmitting 13 flows from 13 leaf 
nodes, 13 time slots for level 3 clusters to transmit the incoming flows from leaf nodes, 13 
time slots for level 2 clusters to transmit incoming flows from level 3 and 13 time slots for 
level 1 clusters to transmit incoming flows from level 2 nodes.  
 
Hereby, the total length of TDMA superframe in a tree-based clustered network with a depth 
equal to H is obtained by formula (4.4):  
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4.1.3.2 Step two: Intra-level optimization. Sensing is done by leaf nodes only.  
Clusters are taken into consideration in this case. In each cluster, nodes take turns in sending 
data only to their CH, there is no peer communications. Since nodes belonging to the same 
cluster (e.g. cluster 41C ) have the same father (node 8), they cannot transmit simultaneously; 
otherwise collision will occur at the father. Thus, these nodes should access the shared 
medium in an organized manner, which is done by assigning them each a time slot in the 
superframe. On the other hand, when a node in another cluster (e.g. 42C ) wants to send data at 
the same time as a node from 41C , its receiver will be its own CH (node 9), and no collision 
will occur unless it was an interference situation. 
  
First, let’s take the case where nodes are sufficiently apart so there are no interferences. In 
that case, nodes belonging to different clusters could transmit simultaneously, while they 
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transmit one after another in their own cluster. The superframe length is computed using 
formula (4.5): 
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This is depicted in Fig.  4.4. Flows transmitted from cluster 41C  to cluster 
4
8C  are all sent on 
the first, second and third time slots of the superframe because no collision could occur 
between those clusters. Note that cluster 46C  is the dominating cluster at level 4 because it has 
the maximum number of flows to transmit, thus ( ) 464 CR = . Similarly, cluster 32C  is the 
dominating cluster at level 3 because it has the maximum number of flows to forward (4 
flows received from nodes 18, 19, 20 and 21). By letting the dominating cluster at each level 
regulate the number of slots to reserve in the superframe, we could guarantee that all the flows 
from other same-level nodes will fit into these time slots.  
 
 
Fig.  4.4 Reduced TDMA superframe due to intra-level optimization 
Now let’s consider the case where there are interferences. Interferences could have the 
following forms: 
 
a) Same level nodes in interference with each other 
  
An example of this situation is shown in Fig.  4.5, where node 13 and node 14 are in the radio 
coverage of each other. In order to avoid potential collisions on the corresponding CH, nodes 
13 and 14 shouldn’t be transmitting at the same time, i.e. when node 13 is sending data to 
node 6, node 14 should be waiting its turn to transmit. This will impose certain constraints on 
the access scheme in order to obtain an interference-free communication. When a node k in a 
cluster C is interfering with a node k’ in a cluster C’, like node 13 in cluster 34C  interfering 
with node 14 in 35C  in this example, k should be sending its data on time slots not shared by 
k’. The number of time slots required by k and k’ to operate without interference is: 
 
( ) ( ) ( ) ( ) ( ){ }CLCCIntNbCLCCIntNbMaxCCInterf ++= ,'_,'',_',      (4.6) 
 
This will guarantee that there will be enough slots reserved for flows sent by the interfering 
nodes.  
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Since ( )', CCInterf may be greater than ( ) ( ){ }hiCLMaxhNc
i 1=
, hLength is computed as follows: 
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Fig.  4.5 Same level nodes interfering with each other 
b) A cluster interfering with another cluster  
 
An example of this is shown in Fig.  4.6, where node 14 has node 6 and node 7 in its radio 
coverage.  
 
 
Fig.  4.6 A cluster interfering with another cluster 
When node 14 wants to send data to its CH (node 7), node 6 will hear it as well, which will 
cause collisions on node 6 if it is receiving data at the same time (from node 13). In order to 
prevent this, when a node k in a cluster C is interfering with a cluster C’, like node 14 in 35C  
interfering with cluster 34C  in this example, k should be sending its data on time slots not 
shared by any of C’ nodes. The number of time slots required by interfering nodes in clusters 
C and C’ to operate without interference is: 
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( ) ( ) ( )'',_', CLCCIntNbCCInterf +=
                    (4.8) 
 
This will guarantee that there will be enough slots reserved for flows sent by interfering 
nodes, and flows sent by C’ nodes. hLength  in this case is also computed using formula (4.7). 
Examples are shown in Fig.  4.7. On the upper example, we assume that there is no 
interference, so flows from 34C  and 
3
5C could be transmitted on ( ) ( ){ } 3, 3534 =CLCLMax slots. 
On the lower case, we assume that 35C is interfering with
3
4C , so their flows should be 
transmitted on ( ) 431, 3435 =+=CCInterf slots. 
 
 
Fig.  4.7 The difference between the superframe length in the two cases 
We could generalize this formula in case we have several cases of two interfering clusters on 
the same level by computing the ( )( ) ( ){ }hbhahNcba CCInterfMax ,,1, ∈∀ . The formula becomes: 
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c) A cluster interfering with a set of clusters  
 
In order to compute Interf  between a cluster hiC , and a set of clusters{ }hiCl it is interfering 
with, we identify two cases: 
 
i) Clusters in{ }hiCl  are interference-free 
If a cluster hiC  is interfering with a set of interference-free clusters{ }hiCl , { }( )hihi ClCInterf ,  
would be equal to the worst case interference between hiC  and { }hiCl :  
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An example is presented in Fig.  4.8, where cluster 32C  is interfering with 31C and
3
3C . In this 
example, 31C and
3
3C are interference-free, so computing { }( )333132 ,, CCCInterf  is actually 
computing ( ) ( ){ }33323132 ,,, CCInterfCCInterfMax . 
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Fig.  4.8 A cluster interfering with a set of interference-free clusters 
ii) { }hiCl  contains interfering clusters 
If a cluster hiC  is interfering with a set of interfering clusters{ }hiCl , computing the worst case 
interference between  hiC  and { }hiCl won’t be enough since even worse cases may be found 
when solving interferences among the interfering clusters of{ }hiCl . Therefore, Interf  should 
be applied also between interfering clusters, we obtain this formula:   
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An example is presented in Fig.  4.9, where cluster 32C  is interfering with 
3
1C and
3
3C ,
3
1C and
3
3C being in interference themselves. In this case, choosing the worst case 
(i.e. the maximum) interference between “ 32C  and 31C ”, and “ 32C  and 33C ”, is not enough, 
since 31C and 
3
3C are interfering. Thus, we should apply Interf  between interfering clusters 
also, in this case 31C and
3
3C .  
 
Practically, it means that in order to compute the required number of time slots for an 
interference-free communication between a cluster hiC and a set of interfering clusters{ }hiCl , 
we should: 
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Fig.  4.9 A cluster interfering with a set of interfering clusters 
 Solve the interference between cluster hiC and the set of clusters{ }hiCl as explained in the 
previous case (as if the clusters are interference-free) and compute the required number of 
slots, 
 Solve the interferences between the interfering clusters of{ }hiCl and compute the required 
number of slots (following formula 4.10 if the clusters are interference-free, and 
proceeding recursively using formula 4.11 otherwise),  
 Choose the maximum value among the number of slots computed above. 
 
In both cases, hLength remains the same and it is obtained by generalizing formula (4.9): 
 
{ }( ) ( ){ }hihihihNc
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h CLClCInterfMaxLength ,,
)(
1=
=
                 (4.12) 
4.1.3.3 Step three: Intra-level and inter-level optimizations. Sensing is done by leaf 
nodes only. 
Further optimization in the superframe length could be applied when taking into account 
inter-level optimization, i.e. potential simultaneous transmissions between the 2-levels away 
clusters. As mentioned above, when level h clusters are transmitting, level h-1 clusters are 
receiving, and the rest are idle. Based on this observation, we consider the next level that 
contains idle clusters, i.e. level h-2. In fact, we notice that generally in most WSN 
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deployments, child nodes in 2-levels away clusters (e.g. node 5 and node 27, node 1 and node 
12) are far apart one another (i.e. geographically), and by transmitting data simultaneously 
they won’t be bothering each other. However there could be exceptions for this rule, but we 
will get to this later on (c.f. section b). We distinguish two cases:  
 
a) No interferences 
 
We examine level h and level h-2 clusters. Child nodes in a level h cluster hiC , and their 
grandfather in a level h-2 cluster (e.g. nodes 26 and 7) couldn’t send simultaneously because 
collision would occur on the father (i.e. node 14). However, there exist other level h-2 nodes 
that don’t have the father in their radio coverage, and thus hiC could transmit along with them 
without problems (i.e. it will share the same slots with them in the superframe). For this inter-
level optimization to be feasible, we must ensure that flows transmitted by hiC could fit in the 
slots reserved for the 2-levels away clusters. For a level h cluster hiC , the number of slots it 
could use on level h-2 is equal to the length of this part in the superframe (i.e. 2−hLength ) 
minus the slots it cannot use due to interferences (i.e. slots reserved for hiC ancestor flows). If 
the number of flows sent by any cluster in the network is less or equal than the number of 
slots it could use, the superframe will be greatly reduced because level h+2 clusters will share 
the same time slots used by level h clusters, themselves sharing the same time slots used by 
level h-2 clusters, etc. At the end, we will have a superframe containing 2 parts (Fig.  4.10): 
time slots shared by level 1 clusters, level 3 clusters, level 5 clusters, etc., and time slots 
shared by level 2 clusters, level 4 clusters, level 6 clusters, etc. The superframe length is 
computed in the following formula: 
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b) Interferences between clusters 
 
As mentioned earlier, the fact that two clusters are 2-levels away doesn’t always guarantee 
that they can send simultaneously without collision. Let’s take the following scenario. 47C and 
2
2C are 2-levels away, i.e. nodes in 
4
7C may send simultaneously with a subset of nodes in 22C  
(nodes 5 and 6). Suppose cluster 35C is interfering with cluster 34C , i.e. node 14 is in the radio 
coverage of node 6. If node 14 transmits to node 7, node 6 will hear it as well, but this is 
being taken care of when considering interferences between same level clusters (c.f. section 
 4.1.3.2). 
 
However, when considering transmissions on several levels, i.e. if node 6 transmits to node 2 
at the same time as node 26 which is transmitting to node 14, collision will occur on node 14. 
Similarly to the previous case, if we want to perform a 2-levels away clusters optimization, 
node 26 should share the same slots reserved in the superframe for the 2-levels away clusters. 
Since there is an interference situation, and node 26 could not send simultaneously with node 
6, the remaining time slots for node 26 are those reserved for node 5. If flows sent by node 26 
do not exceed slots reserved for node 5, the optimization will be feasible; otherwise, it won’t. 
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Fig.  4.10 Optimized TDMA superframe due to intra-level and inter-level optimizations 
If the optimization is feasible, the superframe will consist of two major parts: time slots 
shared by level 1 clusters, level 3 clusters, level 5 clusters, etc., and time slots shared by level 
2 clusters, level 4 clusters, level 6 clusters, etc The superframe length in this case is computed 
as follows: 
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where ( )hiCK  is the number of slots that couldn’t be used by hiC due to interferences. In the 
example above, ( )47CK  is the sum of slots that couldn’t be used due to the interference of 47C  
with its father (3 slots used by node 7) and the interference of 35C with 
3
4C  (3 slots used by 
node 6), which results in ( ) .647 =CK  
4.1.3.4 Step four: Intra-level and inter-level optimizations. Intermediate nodes are able 
to sense data. 
In all of the above cases, intermediate nodes are only relaying data; they don’t produce any 
flows of their own. Now we consider the general case where intermediate nodes could also 
perform sensing along with relaying data. In that case, we should add the number of time slots 
  101 
needed for the intermediate nodes to send their own flows. Obviously, the number of 
intermediate flows corresponds to the number of intermediate nodes. Those nodes should be 
represented in the superframe, along with the leaf nodes. The total number of represented 
nodes in the superframe (leaf nodes + intermediate nodes) is computed using the function 
( )xNs presented in section  4.1.2. The superframe length is obtained by substituting ( )hiCL  
by ( )hiCNs  in formulas (4.13) and (4.14). When there are no interferences, the superframe 
length is computed using formula (4.15): 
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In Fig.  4.11, we present the superframe where there are no interferences between clusters, i.e. 
when the 2-levels away clusters optimization is fully feasible. In this superframe, there are 22 
additional slots reserved for intermediate nodes flows. In this example, we assumed that all 
intermediate nodes were sensing data. Different scenarios are possible though, were sensing is 
considered on a node basis. We could have for example a WSN where sensing is done only by 
a chosen set of nodes on each level. This is computed using the ( )xSCh  function (presented in 
section  4.1.2) that counts only the sensing intermediate nodes on different levels so additional 
slots are reserved for them in the superframe. 
 
 
Fig.  4.11 TDMA superframe in the general case 
On the other hand, if there are interferences between clusters, we use formula (4.16): 
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where ( )hiCK '  is ( )hiCK  plus the slots reserved for intermediate nodes performing sensing. If 
we take the same example presented above, ( )47' CK  is the sum of slots that couldn’t be used 
due to the interference of 47C  with its father (6 slots used by node 7) and the interference of 
3
5C with 
3
4C (5 slots used by node 6), which results in ( ) .11' 47 =CK  
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4.2   Discussion 
In this chapter, we presented our own interpretation for QoS mapping in a TDMA tree-based 
clustered WSN, and we discussed how we can compute superframe length given a couple 
<topology, density> as a function of the tree depth and clusters size. We optimized the 
superframe length (i.e. we reduced it) based on the fact that communication dos not happen at 
the same time everywhere on the network, thus we identified the idle clusters in the network 
at a given time, and we designed the superframe to support simultaneous transmissions 
between clusters. We noticed that our superframe contains free time slots resulting from the 
difference between the number of slots required on higher levels and the number of slots 
required on the lower levels, the latter being smaller because as we go up in the tree, data will 
converge toward the sink and nodes become more close to each other resulting in less 
simultaneous transmissions between clusters. We take advantage of this fact when we extend 
the network with new nodes (cf. next chapter).  
 
In next chapter, we complete the mapping process by establishing the relationship between 
the superframe length expressed in terms of density on one hand, and bandwidth and delay on 
the other. 
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Dérivation des exigences de QoS dans les RCSF : 
Allocation de la bande passante et calcul du délai  
Dans le chapitre précédent, nous avons effectué la première partie du QoS mapping. Le 
couple <topologie, densité> était utilisé pour calculer la longueur de la supertrame TDMA qui 
garantit un fonctionnement correct de l’application, où les nœuds ont suffisamment de slots 
alloués pour transmettre sans interférence. 
 
Dans ce chapitre, nous complétons la procédure du QoS mapping en utilisant la longueur de la 
supertrame pour en déduire la bande passante allouée et le délai pour chaque nœud.  
 
La bande passante est calculée dans deux cas : 
 
 Dans la configuration initiale : la bande passante pour un nœud est calculée en divisant le 
nombre de slots alloués pour ce nœud par la longueur de la supertrame calculée 
auparavant. Le nombre de slots alloués pour les nœuds feuilles est de 1. Pour les autres 
nœuds, il dépend de la profondeur du nœud et des tailles respectives des clusters parents 
de ce nœud dans le cas contraire. Nous donnons les formules qui calculent le nombre des 
slots alloués pour chaque nœud, et cela pour n’importe quel nœud dans le réseau.  
 
 Extension du réseau : Si on veut ajouter des nœuds au réseau, la taille des clusters va 
changer et la longueur de la supertrame peut augmenter. Nous distinguons deux cas : 
 
− Si les nœuds ajoutés sur un cluster causent des interférences entre le cluster en 
question et les autres clusters, un ré-ordonnancement complet est inévitable pour 
obtenir la longueur de la supertrame sans interférence (voir chapitre précédent). 
 
− Si les nœuds ajoutés n’entrainent pas d’interférence, nous sommes capables de 
calculer la nouvelle longueur de la supertrame sans ré-ordonnancement. 
Généralement, un nœud ajouté sur le niveau h a besoin de h slots dans la supertrame 
pour transmettre ses données, un slot pour chaque niveau. Cependant, la supertrame 
contient des slots libres à cause de la différence entre le nombre de slots requis par les 
niveaux supérieurs (niveaux 1 et 2) et le nombre de slots requis par les niveaux 
inférieurs, ce dernier étant inférieur parce que plus on monte dans l’arbre, plus les 
données convergent vers la station de base, et moins de transmissions simultanées sont 
possibles. Ainsi, s’il y a suffisamment de slots libres dans l’arbre, nous pouvons 
ajouter un nœud au réseau en ne rajoutant que x (<h) slots à la supertrame, grâce à la 
réutilisation des slots libres. Nous calculons le nombre de slots libres dans le réseau et 
nous déduisons donc une règle de calcul qui permet de calculer le nombre de slots 
qu’il faut ajouter à la supertrame chaque fois qu’on ajoute un nœud sur le réseau. Le 
nombre des slots ajoutés est lié directement à la position du nœud ajouté au réseau.  
 
Ensuite, on calcule le délai pour chaque nœud dans le réseau. Le délai est généralement 
composé de : 
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 Délai système : C’est le temps que le paquet met pour parcourir les différentes couches du 
système, avec les overheads de l’OS et les délais dans les queues locales. Ce délai dépend 
de la source et de la destination et leurs charges système respectives. 
 
 Délai pour accéder au médium (ou délai MAC) : Quand un paquet arrive au niveau 
réseau, il attend le médium pour qu’il se libère avant sa transmission. Ceci est géré par le 
protocole MAC du nœud source et ce délai peut donc varier selon le protocole MAC 
utilisé. Dans les protocoles sans contention comme TDMA, ce délai est facilement 
calculable, alors que dans les protocoles avec contention comme CSMA/CA, ce délai est 
lié à des backoffs aléatoires, et il est par conséquent plus difficile à calculer.  
 
 Délai de transmission : C’est le temps requis pour mettre tous les bits du paquet sur le 
support physique. Il est fonction de la taille du paquet et du débit de transmission.  
 
 Délai de propagation : C’est le temps mis par un paquet pour se propager sur le médium. 
Ce délai est souvent considéré comme négligeable. 
 
Dans le contexte de notre travail, nous nous intéressons à la partie qui constitue 
principalement le délai : le délai MAC. 
 
Le délai MAC varie avec les quatre cas présentés dans le chapitre 4. Le délai MAC total est 
composé de : 
 
a) Le délai MAC au nœud source qui est égal dans le pire cas à la longueur de la supertrame, 
qui correspond au cas où un nœud essaie de transmettre juste après son slot réservé. 
 
b) Le délai MAC aux nœuds intermédiaires qui dépend des quatre cas présentés dans le 
chapitre 4. Ce délai est calculé dans chacun de ces cas, comme étant le nombre de slots – dans 
la supertrame – qui sépare le nœud source et le nœud qui délivre les données à la station de 
base. Comme la longueur de la supertrame et son organisation (c.à.d. l’ordonnancement) 
dépendent des optimisations effectuées et des transmissions simultanées, le délai change d’un 
cas à l’autre. Dans chacun des quatre cas, on prend également en compte les interférences 
éventuelles, et on démontre comment le délai augmente avec les interférences. On constate 
que le délai calculé est lié directement à la position du nœud source dans la supertrame et de 
la position du nœud qui délivre les données à la station de base. Ayant plus de slots libres 
dans les niveaux inférieurs, on a la possibilité de placer le nœud source dans plusieurs slots 
possibles, et on remarque que plus on se rapproche des slots à droite, moins on a de délai, car 
la distance entre les deux slots dans la supertrame va diminuer dans ce cas. 
 
On conclut ce chapitre avec des simulations qui valident nos formules et on présente les 
relations entre la densité, la topologie, la bande passante et le délai.         
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5  QoS mapping in WSN:  
Bandwidth allocation and Delay 
calculation 
In chapter 4, the first part of the mapping process is performed. The couple <topology, 
density> is used to compute the TDMA superframe length which ensures the proper 
functioning of the network, and where nodes are allocated enough slots to transmit their data 
in an interference-free manner. The superframe length was also reduced by performing inter-
level and intra-level optimizations.  
 
In this chapter, we complete the mapping process by using the superframe length to compute 
the bandwidth ratio allocated and the delay experienced by each node in the network. The 
bandwidth allocation ratio is computed in two cases: in the initial configuration, and when the 
network is extended with new nodes. We discuss how the position of the added nodes is 
crucial to determine the new superframe length, and by how much it will be increased. The 
delay is computed based on the position of the node in the superframe and the position of the 
node that delivers its data. Since the superframe length varies with the four cases presented in 
chapter 4, the delay calculation is done also in each one of them. We conclude this chapter 
with simulations that validate our previously presented formulas, and highlight the 
relationships between density, topology, bandwidth, and delay.  
5.1   Bandwidth allocation  
5.1.1 Initial configuration 
After we computed the superframe length in chapter 4 in all the possible cases, we can 
compute the bandwidth ratio allocated for each node k in the network by dividing the number 
of slots reserved for that node by the superframe length. The number of time slots reserved for 
each node is the number of flows transmitted by this node. We distinguish two cases: 
 
 If the node is a leaf node, the number of flows it transmits is equal to 1.  
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 If the node k is an intermediate node, the number of flows it transmits is equal 
to ( )( ) ( )kSkCHNs +−1 .  
 
The bandwidth ratio allocated for a node k is computed as follows: 
 
( ) ( )( ) ( )
Length
kSkCHNskB +=
−1
                       (5.1) 
5.1.2 Network Extension 
However, if we want to add child nodes to a cluster hiC (i.e. change its size), we have to add a 
number of slots to the superframe for each added node, thus changing the superframe length. 
We distinguish two cases: 
 
1) If the added node causes interferences between cluster hiC and other clusters, a complete 
rescheduling of the superframe would be inevitable in order to obtain the new interference-
free superframe length (c.f. section  4.1.3.3,  4.1.3.4).  
 
2) If the added node doesn’t cause interferences with any of the clusters, we would be able to 
compute the new superframe length without rescheduling. In general, a child node on a level h 
cluster requires h slots in the superframe to send its data, one slot on each level.  However, the 
superframe contains free time slots (Fig.  4.11) resulting from the difference between the 
number of slots required on levels 1 and 2 and the number of slots required on the lower 
levels, the latter being smaller because as we go up in the tree, data will converge toward the 
sink and nodes become more close to each other resulting in less simultaneous transmissions 
between clusters. Therefore, if there are enough free slots in the tree, we could add a node to 
the network while just adding x (<h) slots to the superframe thanks to the reuse of free time 
slots. In fact, if we could compute the number of free slots available on each level, we could 
say how many nodes we could add while keeping this advantage.  For a cluster C, the 
maximum number of free slots it could use on level h-2 to send its flows is computed as 
follows: 
 ( ) ( )( ) ( )( )( )[ ]hihihhi CFCHSCFNsLengthCMCh +−= −2          (5.2) 
 
In fact, the number of free slots on level x which hiC could use is equal to the number of slots 
reserved for ( )xR minus the number of slots that couldn’t be used by this cluster (due to 
interferences with the father).  
 
Each time we add a node to a cluster abC , the new superframe length denoted 'Length , is 
computed according to the new network topology (5.3): 
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where ( )hiinit CNs denotes the initial number of flows transmitted by the head of hiC , and x being 
the number of levels that meet the following 
condition: ( ) ( )( ) ( ) ( )hihi CMChCNshNciHh >∈∃∈∀  :,1,,1 . 
 
When adding a node to a cluster does not cause any cluster in the network to exceed its MCh , 
two cases are possible: 
 
i) ( )( ) ( ) ( )22:2,1, ji CNsCNsNcji ≠∈∃ , i.e. there exist a dominating cluster at level 2, 
denoted ( )2R . The tree we presented in Fig.  4.2 falls in this category where ( ) 222 CR =  is the 
dominating cluster at level 2 (flows transmitted by 22C > flows transmitted by 21C ). In that 
case, free slots will be available for 21C to reuse (two flows in this example), so if the added 
node is a descendant of 21C , its flow will be forwarded in the free time slots from level h to 
level 2, thus only one more slot will be added on level 1 to forward the flow to the sink. 
However, if the added node is a descendant of ( )2R , its flow will be forwarded in the free time 
slots from level h to level 3, and two slots will be added on levels 1 and 2 to forward the flow 
to the sink. We notice that for a better reuse of free slots, one should add nodes to the part of 
the network where there are fewer nodes, converging hence to a balanced tree.  
 
ii) ( )( ) ( ) ( )22:2,1, ji CNsCNsNcji =∈∀ , i.e. all clusters on level 2 have the same number of flows 
to transmit and thus there is not a dominating cluster at level 2. In that case, the added node 
could reuse the free slots from level h to level 3, and two slots will be added on levels 1 and 2 
to forward the flow to the sink. 
 
The last formula is used when MCh  is exceeded, i.e. when there are clusters in the network 
transmitting more flows than their MCh . In this case, Length is increased by x slots where x is 
the number of levels where MCh is exceeded.  
  
Following a modification in network topology, the new bandwidth ratio allocated for a node k 
is computed using formula (5.1), where 'Length  is substituted for Length . 
5.2   Delay Calculation 
The time between the packet generation at the application level on the source node, and its 
reception at the application level on the destination node is known as the communication 
delay. Delay is composed generally of the following:  
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 System delay: It is the time a packet would take to go through the different layers in the 
system stack along with OS overheads and local queuing delays. This delay depends on 
the source and the destination hosts system configuration and their current load.  
 
 Medium access delay: When a packet arrives to the network level, it awaits the medium to 
be free in order to be transmitted. This is managed by the MAC protocol of the source 
node, and thus it could vary from a MAC protocol to another. In schedule based MAC 
protocols like TDMA, this time could be computed, while in contention based protocols 
like CSMA/CA, this time is governed by random backoffs and thus it is hard to estimate.   
 
 Transmission delay: It is the time required to put all of the packet bits on the physical 
medium. It is a function of the packet size and the transmission rate. Generally, sensors in 
WSN have short packets to send (in the order of few bytes), so every leaf node could 
transmit its data in one time slot, no matter how small the slot is. Thus, the transmission 
delay for every leaf node in this case is equal to one slot. 
 
 Propagation delay: The propagation delay is the time a packet would take to propagate 
through the medium. This delay is often considered as negligible. 
 
In the context of our work, we are interested in the most relevant part of communication 
delay: the medium access delay. 
5.2.1 Medium Access delay 
This delay varies with each of the fourth cases we presented in chapter 4. The total medium 
access delay in the network is composed of: 
 
a) The medium access delay at the leaf node, denoted SrcDelay : The worst case medium 
access delay at the leaf node in all cases is equal to the superframe Length , which 
corresponds to the case where a leaf node tries to transmit right after its reserved slot. 
 
b) The medium access delays at the intermediate nodes, denoted IntermDelay : The medium 
access delay at the intermediate nodes on the other hand varies with each case and needs 
to be computed. 
 
Hence, the formula that computes the total medium access delay experienced at a node would 
be the following: 
 
IntermSrcTotal DelayDelayDelay +=  
 
In order to compute the intermediate medium access delay, IntermDelay , we will proceed into 
several intermediate steps, starting from the simplest case to the most complex.  
5.2.1.1 Step one: No optimizations are performed. Sensing is done by leaf nodes only. 
For any leaf node, the medium access delay experienced at intermediate nodes is equal to:  
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Fig.  5.1 Delay when no optimizations are performed 
This is depicted in Fig.  5.1. Node 17 transmits its data on the second time slot in the first part 
of the superframe, and its data is delivered to the sink by node 1 on the second time slot in the 
last part of the superframe. The total delay experienced by node 17 could be computed using 
(5.4): 
 
( )( ) ( ) 39313144
1
4
=×=−×







∑
=
Nc
i
iCCh time slots. 
5.2.1.2 Step two: Intra-level optimization. Sensing is done by leaf nodes only.  
For a leaf node k, the medium access delay experienced at intermediate nodes is equal to:  
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This is depicted in Fig.  5.2. Node 17 transmits its data on the second time slot in the first part 
of the superframe, and its data is delivered to the sink by node 1 on the second time slot in the 
last part of the superframe. The total delay experienced by node 17 (using formula 5.5) is 
equal to 14 time slots. 
 
 
Fig.  5.2 Delay when intra-level optimization is performed 
However, if there are interferences between clusters, formula (5.5) becomes (5.6): 
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5.2.1.3 Step three: Intra-level and inter-level optimizations. Sensing is done by leaf 
nodes only. 
Due to intra-level and inter-level optimizations, further optimization could be done. The same 
slots could be assigned to multiple nodes without collision. One could notice that there exist 
several choices that could be made while doing this assignment. For example, node 23 could 
transmit its data along with node 7 or along with node 5. This choice is very important 
because it greatly affects the delay experienced at each node. We notice that each node waits 
for the superframe to start again, in order to have its flows sent. So the closer the node is from 
the end of the first part of superframe, i.e. the bigger CPos(k) is, the shorter the waiting time 
will be. 
 
The delay in this case is computed as follows (5.7): 
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where Length  is computed using formula (4.13), and ( )kCPos  is the position for k in the 
superframe: ( ) 224 =CPos . In our example, H equals 4, thus we use the first rule in this case. 
This is depicted in Fig.  5.3. Node 23 transmits its data on the 5th time slot in the first part of 
the superframe, and it is delivered to the sink by node 2 on the 8th time slot in the second part 
of the superframe. The total delay experienced by node 23 is computed using the first formula 
from rule (5.7):  
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However, if there are interferences between clusters, formula (5.7) becomes: 
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where Length is computed using formula (4.14). 
 
 
Fig.  5.3 Delay when intra-level and inter-level optimizations are performed 
5.2.1.4 Step four: Intra-level and inter-level optimizations. Intermediate nodes are able 
to sense data. 
In all of the above cases, delay is computed for leaf nodes only, since it’s not interesting to 
calculate delay for a node which doesn’t produce data but only forwards it. In the present case 
however, intermediate nodes are given the ability to produce data on their own, hence it could 
be useful to compute delay experienced by an intermediate node. 
 
The medium access delay in this case could be deduced from the previous formula. Since 
intermediate nodes are sending their own flows too, the last part of formula (5.7) is changed, 
and delay experienced by any node k in the network is (5.9): 
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where Length  is computed using formula (4.15), h is the corresponding level of node 
k, ( )kCPos  is the position for k in the superframe and ( )kOffset  is the position of the node 
delivering data to the sink in the last part of the superframe. 
 
( )kOffset  is computed as follows: 
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As depicted in Fig.  5.4, node 23 transmits its data on the 9th time slot in the first part of the 
superframe. Data transmitted by node 23 is delivered to the sink by node 2 on the 17th time 
slot ( )( )kOffset  in the last part of the superframe. The offset in this case is computed as 
follows (using formula 5.10): 
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The total delay experienced by node 23 (formula 5.9) is:  
 
( ) ( ) ( ){ } ( ) ( ) ( )
( ) ( )
slots.  time63
171427
2
24914
2
223 2
2
1
=
++×
−
+−=
+×
−
+−=
=
kOffsetLengthHkCPosCNsMaxDelay i
Nc
iInterm
 
 
 
Fig.  5.4 Delay in the general case 
However, if there are interferences between clusters, formula (5.9) becomes:  
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where Length is computed using formula (4.16). 
5.3   Simulations and Analysis 
In order to validate our formulas proposed for QoS mapping, we have conducted several 
simulations using the Network Simulator 2 (NS-2), with the following settings: 
 
Table  5.1 Simulations settings 
Time of simulation 150 seconds 
MAC Layer TDMA 
Channel bit rate 2 Mbps 
Data sensing interval 0.35 sec 
 
Below we discuss the main relationships between QoS parameters backed up by simulations. 
5.3.1 Relationship between Network Density, Topology and Bandwidth 
The relationship between those parameters is explained in the previous section, where we 
proved that adding nodes to the network will increase the superframe length by an amount 
computed using rule (5.3) thus decreasing the bandwidth reserved for each node. In rule (5.3), 
we presented three different formulas corresponding to three different cases, based on the new 
number of flows transmitted by each cluster. Practically, it means that if an added node to a 
cluster does not cause any cluster in the network to exceed its MCh, the superframe length 
will slightly increase (by one or two slots depending on cases) thus slightly decreasing 
bandwidth reserved for each node. While a longer superframe decreases data freshness, it 
increases density at the same time, thus better satisfying user level QoS requirements.  
 
However, if an added node causes a cluster or more to exceed their MCh, the superframe 
length will increase by x (>2) slots, thus highly decreasing data freshness while serving user 
level QoS requirements in the same way as before. Therefore, a good tradeoff would be for 
each cluster to reach its MCh without exceeding it, using all the free slots in the superframe. 
This will satisfy user level QoS requirements while slightly decreasing data freshness and 
bandwidth (1st and 2nd formula in rule 5.3). Beyond this number, reporting frequency will 
highly decrease, leading to a decrease in the data freshness parameter; beside, the bandwidth 
for each node will also decrease hence affecting the network QoS requirements (delay, 
jitter…). 
 
In Fig.  5.5, we simulate our example from the previous section, where cluster 43C  has 2 child 
nodes and ( ) 643 =CMCh nodes (computed using formula 5.2). In this simulation, we increase 
the size of this cluster gradually while watching how the bandwidth will be affected.  
 
We distinguish two cases: 
 
 When added nodes don’t cause interferences. 
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 When added nodes cause interferences. 
 
In the first case, we increase the size of this cluster gradually until we reach MCh : 
 
 For ( ) 4,343 =CCh the superframe length is computed using the 1st formula of rule (5.3), 
since ( )43CCh  is not a descendant of ( ) 222 CR = , and ( ) nullR ≠2 . 
 
 For ( ) 6,543 =CCh  the superframe length is computed using the 2nd formula of rule (5.3), 
since ( ) nullR =2 . 
 
 When MCh  is exceeded for ( ) 12,11,10,9,8,743 =CCh , the superframe length is computed 
using the 3rd formula of rule (5.3). 
 
For ( ) 10,9,8,743 =CCh level 3 is the only level that contains free time slots, thus 3=x , i.e. 3 
extra time slots for levels 4, 2 and 1.  
 
For ( ) 12,1143 =CCh no free time slots are left and 4=x , i.e. 4 extra time slots for every level 
in the tree. 
 
 
Fig.  5.5 Relationship between density, topology and bandwidth 
As we notice, bandwidth decreases gradually while adding nodes, then it starts decreasing 
faster when MCh  is exceeded.  These results validate our theoretical formulas presented 
previously. 
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In the second case, we simulate the same scenario while taking interferences into account. In 
this case, each added node to cluster 43C  will cause interferences (up to a ratio of 7%) with 
neighboring clusters 42C and 44C , thus superframe length will not be increased by the same 
amounts computed in rule (5.3). In fact, interfering clusters will cause a complete 
rescheduling of the superframe and the new length will be computed based on the new 
interference-free superframe. Moreover, we notice that the difference in bandwidth between 
the two cases is not too big because the interfering nodes that we added are in the lowest 
level. In fact, when interferences are in the lowest levels, they don’t affect greatly the 
superframe length because there are many free time slots available to be affected to 
interfering nodes. The more we go up in the tree, however, the fewer free time slots we will 
have and interference will be affecting the superframe length more.  
 
In Fig.  5.6, we show how bandwidth decreases while the interference ratio increases in the 
network. In this scenario, we consider level 2 nodes and we start from the initial configuration 
where all nodes are interference free, and we increase the interference occurrences until we 
reach the point where all nodes are in interference.  
 
In fact, with a ratio of 30% of interferences, the bandwidth ratio allocated for a leaf node 
drops from its initial value of 2.14% to 2.05%, than it drops to 2% with 65% interferences, 
and it starts to drop faster once it exceeds the 65% ratio until it reaches the 95% ratio with a 
bandwidth ratio of 1.63%. The reason that bandwidth does not decrease always at the same 
rate as the interference ratio is related to the fact that not every occurrence of interference will 
have the same result on the superframe length. An interference could have different 
consequences on the superframe length depending on its location (i.e. what cluster) and its 
depth (i.e. on which level), as explained in the previous sections.    
 
 
Fig.  5.6 Relationship between the interference ratio in the network and bandwidth 
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5.3.2 Relationship between Network Density, Topology and Delay 
In section  5.2  , we explained how delay is dependent on ( )hiCNs  and Length , in other words 
it depends on the network density coupled with the network topology. When the network 
density increases, the topology changes and the superframe length increases, so transmitting 
nodes will have to wait more to transmit their data, thus increasing delay. 
  
As we notice in Fig.  5.7, the average delay keeps increasing while network density increases. 
The average delay starts with a value of 74.8 ms in a network that includes 10 sensors on 1 
km², i.e. a density of 10 nodes/km² and keeps increasing until it reaches 531.3 ms delay with a 
network with a density of 80. 
 
 
Fig.  5.7 Relationship between density, topology and delay 
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Fig.  5.8 Leaf nodes delays 
In order to validate our formulas presented in section  5.2  , we measured the delays 
experienced at the leaf nodes of our network (Fig.  4.2) and compared them with the same 
nodes delays obtained by using our formulas (rule 5.9, first formula).  
 
As we notice in Fig.  5.8, the two sets of delays follow the same pattern, the set of measured 
delays being a bit bigger because of system overheads not accounted for in our formulas. One 
important thing to notice in this chart is that delay increases when we move to the right into 
our clusters. Nodes 16 and 17 of the first cluster for example, have less delay than nodes 27 
and 28 of the last cluster. This should be taken into account by the WSN user when affecting 
tasks to nodes: sensors executing higher priority tasks should be affected to left-most clusters.  
 
In Fig.  5.9, we show how delay increases with the interference ratio in the network. Similarly 
to what we presented in section  5.3.1, we consider level 2 nodes and we start from the initial 
configuration where all nodes are interference free, and we increase the interference 
occurrences until we reach the point where all nodes are in interference. We present 3 cases 
corresponding to three different network densities. We notice that delay increases with both 
density and interference ratio. 
 
For 28 nodes in the network (i.e. for the initial configuration), with a ratio of 30% of 
interferences, the delay increases from its initial value of 260 ms to 280 ms, than it increases 
to 290 ms with 65% interferences, and it starts to increase faster once it exceeds the 65% ratio 
until it reaches the 95% ratio with a delay of 350 ms. The reason that delay does not increase 
always at the same rate as the interference ratio is related to the fact that not every occurrence 
of interference will have the same result on the superframe length as explained in section 
 5.3.1. For 35 nodes the delay starts with a higher value of 400 ms, than it increases to 440 ms 
with 30% interferences, 480 ms with 65% interferences, and finally a delay of 530 ms with a 
ratio of 95% of interference. For 40 nodes in the network, delay starts from a value of 610 ms 
with 35% of interference, and reaches a value of 730 ms for 95% of interference. 
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Fig.  5.9 Relationship between the interference ratio in the network and delay 
5.4   Discussion 
In this chapter, we completed the mapping process we started in chapter 4, by using the 
superframe length to compute the bandwidth ratio allocated and the delay experienced by 
each node in the network. The bandwidth allocation ratio was computed in two cases: in the 
initial configuration, and when the network is extended with new nodes. Since the superframe 
contains free time slots due to the fact the number of slots required on higher levels is less 
than the number of slots required on the lower levels (as explained in section  5.1.2), a number 
of nodes could be added to the network without highly increasing the superframe length, 
thanks to the reuse of free time slots. We learned that for a better reuse of time slots, new 
nodes should be added in less dense clusters, converging to a balanced tree. 
 
The delay was computed based on the position of the node in the superframe and the position 
of the node that delivers its data. Since the superframe length varies with the four cases 
presented in chapter 4, the delay calculation is done also in each one of them. While 
calculating delay we learned that delay experienced at the left-most clusters is less than delay 
experienced at the right most ones, because data from left-most clusters is delivered before 
data from right-most clusters (according to the design of the superframe), which should be 
taken into account when affecting tasks to nodes: higher priority tasks should be affected to 
left-most clusters. We learned also that for lower levels in the superframe where there are free 
slots and where a node could be affected to one of several possible slots, it is always better to 
schedule nodes on the right-most slots, in order to minimize delay. 
   
We concluded this chapter with simulations that validate our previously presented formulas, 
and highlight the relationships between density, topology, bandwidth, and delay. 
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Etude d’un Cas d’Utilisation: Application de vidéo 
surveillance 
L’une des applications émergentes pour les RCSF est la vidéo surveillance. Des capteurs sont 
déployés pour effectuer la surveillance dans des bâtiments, des aéroports ou dans des 
infrastructures critiques.  
 
Pour valider notre approche et montrer son utilité, nous prenons un cas d’utilisation d’un 
RCSF pour la vidéo-surveillance, inspiré du monde réel, où des capteurs sont déployés pour 
surveiller un environnement de travail. Les capteurs peuvent être déployés dans les bureaux et 
dans les corridors, captant des données et les envoyant à un agent de contrôle qui analyse ces 
données et réagit en conséquence. Le réseau consiste de 24 capteurs et une station de base et 
présente deux cas d’interférences entre des clusters voisins.  
 
Le réseau est d’abord transformé en réseau de clusters, et cela en ajoutant une couche logique 
au dessus du réseau physique où les clusters regroupent les nœuds voisins ayant le père en 
commun. Le réseau est modélisé ensuite sous forme d’un arbre en clusters de profondeur 3. 
Les formules montrées dans les chapitres précédents sont utilisées pour calculer la longueur 
de la supertrame (en prenant en compte les interférences) et ensuite la bande passante et le 
délai pour des nœuds choisis. On démontre comment en connaissant la bande passante et le 
délai correspondant à la densité et la topologie actuelle, un utilisateur peut savoir, a priori, si 
cette configuration va satisfaire les besoins en QoS de son application.  
 
Nous supposons que les nœuds produisent des trames vidéo avec trois résolutions possibles : 
basse, moyenne et haute résolution, et pour chaque résolution nous pouvons avoir trois 
qualités de compression possibles : mauvaise, moyenne et bonne qualité. Nous montrons 
ensuite comment partant du couple <densité, topologie>, c.à.d. de la configuration choisie par 
l’utilisateur, nous calculons la bande passante correspondante et nous présentons à 
l’utilisateur, à l’aide de graphes, les résolutions et les qualités qui seront supportés avec cette 
bande passante, et pour quelle fraîcheur de données. Nous faisons fait pareil pour le délai et 
nous montrons à l’utilisateur les résolutions et les qualités qui seront supportés en prenant en 
compte le délai maximal permis pour que l’application fonctionne correctement. Nous 
cherchons aussi la relation entre la densité, la fraîcheur de données et la résolution des 
données. Nous présentons comment une diminution au niveau de la densité du réseau va 
entraîner une diminution dans  la longueur de la supertrame, donnant ainsi à l’utilisateur deux 
options : soit il utilise le surplus de bande passante pour augmenter la fraîcheur des données, 
soit il l’utilise pour augmenter la résolution des données.   
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6  Use case study: Video 
Surveillance application 
One of the recently emerging applications for WSN is video surveillance. Sensors are 
being deployed to perform surveillance for buildings, airports, subways, or critical 
infrastructures. Recently, countries are investing a lot in this domain, in order to 
preserve national security and to prevent from terrorist attacks. 
 
Because of its cheap (no wiring) and easy deployment, a wireless sensor network could 
be deployed to perform video surveillance activities, like in an office space for example. 
WSN could be one way to the video surveillance system to increase gathered 
information about its environment, by placing the wireless video sensors in the most 
optimal location to deliver the best view of an office for example, rather than where it is 
easiest to wire. A video sensor could be deployed in every office, and in between, to 
provide the detailed information to the control system about office security via video 
streams. The control system which could be an Intrusion Detection System (IDS) for 
example, is in charge of taking decisions about the nature of these observations. If the 
IDS decides that a set of video streams at a given moment represents a security threat or 
an intrusion, it could alarm the security personnel in the building, or it could contact the 
nearest police station. 
6.1   Use case description 
Now, we take a closer look to our video surveillance application. This application 
consists of a number of scattered wireless video sensors, monitoring offices and 
hallways, and forwarding this data to the sink, where there is a control agent receiving 
this data, analyzing it and acting accordingly. This is shown in Fig.  6.1. We have a 
wireless sensor deployed in every office on the floor, in addition to sensors in hallways, 
in order to ensure a full coverage for the whole area. The whole application consists of 
24 video sensors and one sink.  
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Fig.  6.1 WSN with the corresponding radio range for each video sensor 
As we notice, there are many overlapping radio range areas, and many occurrences of 
the known “hidden node” problem, like between nodes 12, 23, and 24. Therefore, in 
order to avoid collisions, we partition our network into logical clusters, where nodes 
sharing the same neighborhood geographically and having the same father are grouped 
together in the same cluster (Fig.  6.2). Hereby, nodes 12, 23, and 24, sharing the same 
neighborhood, are grouped in the same logical cluster where a TDMA scheduling is 
applied. Now the network consists of logical clusters, where each clusterhead receives 
data from sensors in its cluster, and forwards it to its father until it reaches the sink.  
 
We notice however (Fig.  6.2), two cases of interference between neighboring nodes 
belonging to different clusters: 
 
 Between node 14 and node 15, where node 14 which belongs to the upper-left 
cluster is too close to node 15 which belongs to the upper-right cluster, and thus 
nodes 14 and 15 are in each other radio range, which is the case of interference 
described in section  4.1.3.2. 
 
 Between node 20 and node 21, where node 20 which belongs to the lower-right 
cluster is too close to node 21, which belongs to the lower-left cluster, and thus 
nodes 20 and 21 are in each other radio range, which is the case of interference 
described in section  4.1.3.2. 
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Fig.  6.2 WSN with the corresponding logical clusters 
 
Fig.  6.3 Tree-based clustered architecture 
These cases of interference should be taken into account by allocating extra time slots 
for interfering nodes to prevent them from transmitting at the same time. This is 
achieved using the corresponding formulas described in section 4.4.3.2.   
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The next step consists in bringing this network to a known form we are able to work 
with. Obviously, this network could be modeled as a three-level tree-based clustered 
architecture, depicted in Fig.  6.3. In this model, the communication schema between 
sensors in Fig.  6.1 is fully preserved.  
 
In the following, we compute the superframe length, the bandwidth allocated for each 
node in this application, and the delay experienced by each of them. The bandwidth and 
delay will be used later in section  6.5   to explore the relationships between the different 
QoS parameters.  
6.2   Superframe length computation 
In this application, intermediate sensors on the way to the sink are video sensors (c.f. 
Fig.  6.2), which means they perform sensing along with relaying data. We intend to 
perform both intra-cluster and inter-cluster optimization in this example to obtain the 
most optimized superframe length. For the sake of simplicity, we proceed into the four 
steps explained in section  4.1.3.  
6.2.1 Step one: No optimizations are performed. Sensing is done by leaf 
nodes only.  
In the first step, each node is allocated one slot in the superframe and sensing is done by 
leaf nodes only. The superframe depicted in Fig.  6.4 is composed of 3 equal parts: 12 
time slots for transmitting 12 flows from 12 leaf nodes, 12 time slots for level 2 clusters 
to transmit the incoming flows from leaf nodes, and 13 time slots for level 1 clusters to 
transmit incoming flows from level 2 nodes to the sink. 
 
 
Fig.  6.4 TDMA superframe, no optimizations 
Hereby, the total length of the superframe is obtained by formula (3.4):  
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6.2.2 Step two: Intra-level optimization. Sensing is done by leaf nodes only 
Clusters are taken into consideration in this case. In each cluster, nodes take turns in 
sending data only to their CH, there is no peer communications. We notice that there are 
two cases of interference between nodes 14 and 15, and nodes 20 and 21. These cases 
correspond to the case identified in section  4.1.3.2-a: same level nodes in interference 
with each other. In order to avoid potential collisions on the corresponding CH, nodes 
14 and 15 should not be transmitting at the same time, thus extra slots should be 
reserved for this purpose. This is depicted in Fig.  6.5. We notice that nodes 14 and 15 
for example, are allocated 2 different time slots to transmit while they could have used 
the same slot if it was not an interference situation. 
 
 
Fig.  6.5 Reduced TDMA superframe due to intra-level optimization 
In order to compute the total superframe length, we should compute each part of the 
superframe first:  
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3Length   is computed using formula 3.7 which takes into account the additional slots 
reserved in order to obtain an interference-free superframe, and formula (3.6) that 
computes ( )',CCInterf :  
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Since levels 1 and 2 are interference-free, 1Length and 2Length  are computed using 
formula (3.5): 
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6.2.3 Step three: Intra-level and inter-level optimizations. Sensing is done 
by leaf nodes only 
Now we consider both inter-level and intra-level optimizations in order to further reduce 
the superframe length. Since there are no interferences between level 2 clusters, than 
level 3 clusters could transmit simultaneously with level 1 clusters, if the condition in 
formula (3.13) is met. The superframe in this case is depicted in Fig.  6.6. 
 
 
Fig.  6.6 Optimized TDMA superframe due to intra-level and inter-level optimizations 
The superframe length is computed as follows using formula (3.13): 
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6.2.4 Step four: Intra-level and inter-level optimizations. Intermediate 
nodes are able to sense data. 
Since intermediate sensors on the way to the sink are video sensors (c.f. Fig.  6.2), they 
perform sensing along with relaying data. Therefore, additional slots must be reserved 
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for intermediate nodes to transmit their video flows. The superframe is shown in Fig. 
 6.7. 
 
 
Fig.  6.7 TDMA superframe in the general case 
The superframe length is computed using formula (3.15): 
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6.3   Bandwidth allocation 
Now that we have the superframe length, we can compute the bandwidth ratio allocated 
for each node k in the network by dividing the number of slots reserved for that node by 
the superframe length. We distinguish the following cases: 
 
i) If the node is a leaf node, the number of flows it transmits is equal to 1. 
  
The bandwidth ratio allocated for each leaf node k in this case is computed using 
formula (4.1): 
 
( ) ( )( ) ( )
27
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−
LengthLength
kSkCHNskB . 
 
So if we are using a channel bit rate of 54 Mbps, e.g. node 20 will have a bandwidth of 
MbpsMbps 227/54 = .  
 
ii) If the node k is an intermediate node, the number of flows it transmits is equal to 
( )( ) ( )kSkCHNs +−1 .  
 
128 
First let’s take any level 2 node, e.g. node 8, since they all have the same number of 
children and hence the same allocated bandwidth. The number of flows transmitted by 
node 8 is equal to: 
 
( )( ) ( ) ( ) ( ) 312888 321 =+=+=+− SCNsSCHNs flows. Note that since all nodes in the 
network all video sensors and are performing sensing, ( ) 1, =∈∀ kSnetworkk . 
 
The bandwidth ratio allocated for node 8 (or any other level 2 node in this example) is 
computed using formula (4.1): 
 
( ) ( )( ) ( )
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Length
SCHNsB . 
 
Thus for a channel bit rate of 2 Mbps for example, node 8 will have a bandwidth of 
MbpsMbps  6
27
354 =× .  
 
Let’s take now any level 1 node, e.g. node 2, since all level 1 nodes have the same 
number of children and hence the same allocated bandwidth. The number of flows 
transmitted by node 2 is equal to: 
 
( )( ) ( ) ( ) ( ) 413222 221 =+=+=+− SCNsSCHNs flows.  
 
The bandwidth ratio allocated for node 2 (or any other level 1 node in this example) is 
computed using formula (4.1): 
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Thus for a channel bit rate of 2 Mbps for example, node 2 will have a bandwidth of 
MbpsMbps  8
27
454 =× . 
6.4   Delay calculation 
The delay experienced by any node k in the network is given by formula (4.9): 
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where Length  is computed using formula (3.15), h is the corresponding level of node 
k, ( )kCPos  is the position for k in the superframe and ( )kOffset  (computed using 
formula 4.10) is the position of the node delivering data to the sink in the last part of the 
superframe. 
 
Let’s compute the delay experienced by a leaf node, e.g. node 16. As depicted in Fig. 
 6.8, node 16 transmits its data on the 2nd time slot in the second part of the superframe. 
Data transmitted by node 16 is delivered to the sink by node 2 on the 6th time slot 
( )( )16Offset
 in the seond part of the superframe.  
 
The offset is computed as follows (using formula 4.10): 
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Since 12 mod 32 mod ==h , the delay experienced by node 16 is computed using the 
second formula from rule (4.9): 
 
( ) ( ) ( ){ } ( ) ( ) ( ) ( ){ } ( )
( )
slots.  time196327
2
33212
2
316 2
2
1
1
1
1
=++×
−
+−=
++×
−
+−=
==
kOffsetCNsMaxLengthhkCPosCNsMaxDelay i
Nc
ii
Nc
iInterm
 
The total delay that node 16 may experience in the worst case is: 
 
46192719 =+=+=+= LengthDelayDelayDelay IntermSrcTotal time slots. 
 
So if the frame transmitted has a size of 500 Kb for example, a time slot would have a 
length of 9.25 ms, and the delay experienced by node 16 is equal to: 425.025.946 =× s. 
 
 
Fig.  6.8 Delay experienced by leaf node 16 
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6.5   Relationship between QoS parameters 
In the previous chapter, we explained how given the topology and the density of the 
network, our formulas could compute the bandwidth ratio allocated for any node in the 
network, and the delay experienced by it. This knowledge would help the user know, a 
priori, if the network with its current configuration would support its application, or if 
not, what configurations it does support. In the following, we show how knowing the 
bandwidth ratio allocated and the delay experienced by any node would inform the 
network user what data resolutions will be supported, and in what quality level. We 
show also how a decrease in the network density would increase data freshness or data 
resolution, so the user would choose the configuration that suits him best. 
 
For this purpose, we assume that sensors produce raw RGB video frames, with three 
possible resolutions: a low resolution of 320x240, a medium resolution of 480x360, and 
a high resolution of 640x480, and for each resolution there are three possible 
compression qualities (e.g. using MPEG-4, or H.263): bad, average and good, at a color 
depth of 8 bits for each channel (i.e. 24 bits for three channels: Red, Green and Blue). 
The size of a video frame depends on its resolution and its quality (i.e. the compression 
ratio). The different frame sizes are shown in Table  6.1.  
Table  6.1 Frame sizes for different resolutions and different compression ratios 
 Frame size  Compressed data 
Resolution Uncompressed 
raw data 
Bad quality 
50:1 
Average quality 
30:1 
Good quality 
10:1 
320x240 1843.2 Kb 36.86 Kb 61.44 Kb 184.32 Kb 
480x360 4147.2 Kb 82.94 Kb 138.24 Kb 414.72 Kb 
640x480 7372.8 Kb 147.45 Kb 245.76 Kb 737.28 Kb 
6.5.1 Relationship between data freshness and bandwidth 
In this section, we show how knowing the bandwidth allocated for a node would help 
the user visualize what level of application quality (video quality in this example) he or 
she should expect from this node, with the current network configuration. 
 
We take leaf nodes as an example. First, we compute the bandwidth allocated for a leaf 
node. The allocated bandwidth ratio for a leaf node is computed in section  6.3  , and it is 
equal to 
27
1
. Therefore, if we have a channel bitrate of 54 Mbps, a leaf node is 
allocated: MbpsMbps 2
27
154 ≈× .  
 
In Fig.  6.9, we present the various amounts of data freshness, i.e. the number of frames 
per second (fps), along with the corresponding bandwidth needed to support each. A 
low resolution of 320x240 is depicted for three different compression ratios: bad 
quality, average quality, and good quality. The horizontal line corresponds to the 
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bandwidth allocated for a leaf node in this configuration, thus all frame rates values that 
are below this line could be supported by this given bandwidth. We notice that for bad 
quality frames we could have more than 35 fps in data freshness, while for average 
quality frames data freshness drops to 32.55 fps, and to 10.58 fps in the good quality 
mode. 
 
 
Fig.  6.9 Relationship between data freshness and bandwidth in low resolution 
We present the same relationship between bandwidth and data freshness in Fig.  6.10 
and Fig.  6.11 for the medium 480x360 resolution and the high 640x480 resolution 
respectively.  
 
In Fig.  6.10, we notice that for bad quality frames we could have data freshness up to 
24.11 fps, while for average quality frames data freshness drops to 14.46 fps, and to 
4.82 fps in the good quality mode. 
 
In Fig.  6.11, we notice that for bad quality frames we could have data freshness up to 
13.56 fps, while for average quality frames data freshness drops to 8.13 fps, and to 2.71 
fps in the good quality mode. 
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Fig.  6.10 Relationship between data freshness and bandwidth in medium resolution 
 
Fig.  6.11 Relationship between data freshness and bandwidth in high resolution 
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Given all the possibilities presented above, the user would choose the configuration that 
suits him the best, according to his own needs. If the user is more interested in fresher 
data, then the low resolution of 320x240 with bad or medium frame quality would be 
convenient.  This corresponds to the case where the user is more interested in the target 
movement than its shape or its details. Similarly, if the user is more interested in the 
target details, then he should choose a medium or a high resolution configuration with 
average or good frame quality which will impose lower data freshness.  
6.5.2 Relationship between density, data freshness and data resolution 
In this section, we explore the relationship between network density, data freshness, and 
data resolution. We show how when network density decreases (e.g. by putting some 
nodes to sleep), the superframe length also decreases and the remaining nodes would 
have more allocated bandwidth, thus the user will have two options:  
 
 Extra bandwidth is used to transmit data more frequently, i.e. increase data freshness 
(by increasing the amount of fps). 
 
 Extra bandwidth is used to transmit data in higher resolution. 
 
We start with the first option. In Fig.  6.12, we present the relationship between density 
and data freshness in the low resolution configuration. When the network density 
decreases, the superframe length also decreases, and nodes are allowed to transmit data 
more frequently leading to better data freshness. We notice how for the bad quality 
frames, data freshness went from 54.25 fps to 66.58 fps, while it went from 32.55 fps to 
39.95 fps for the average quality frames, and from 10.85 fps to 13.31 fps for the good 
quality frames, leading to an increase of 22.72 % in data freshness.  
 
In Fig.  6.13, we present the relationship between density and data freshness in the 
medium resolution configuration. We notice how for the bad quality frames, data 
freshness went from 24.11 fps to 29.59 fps, while it went from 14.46 fps to 17.75 fps for 
the average quality frames, and from 4.82 fps to 5.91 fps for the good quality frames, 
leading to an increase of 22.72 % in data freshness.  
 
Now we present the second option, where the extra bandwidth could be used to transmit 
data in higher resolution.  
 
In Fig.  6.14, we present the relationship between density and data resolution for a data 
freshness of 3 fps. We show how when we decrease density, the superframe length also 
decreases, leading to a better data resolution. For 15 fps data freshness, the bandwidth 
ratio allocated for a leaf node would support low resolution data frames for a density of 
24 nodes, then medium resolution frames for a density of 23 and 22 nodes, and finally 
high resolution frames for a density of 21, 20 and 19 nodes. 
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Fig.  6.12 Relationship between density 
and data freshness in low resolution  
 
 
Fig.  6.13 Relationship between density 
and data freshness in medium resolution 
 
 
Fig.  6.14 Relationship between density and data resolution for a data freshness of 15 fps 
6.5.3 Relationship between delay, data resolution, and data compression 
ratio 
In this section, we explore the relationship between delays experienced according to the 
three different data resolutions. For each resolution, three data compression ratios are 
tested, and the user acceptable delay is shown as a horizontal line in Fig.  6.15. We 
assume the acceptable delay for the user is 500 ms.  
 
We take as an example a leaf node: node 16. The delay for node 16 is computed in 
section  6.4  , and it is equal to 46 time slots. In order to compute the delay experienced 
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by node 16, we have to compute the length of one slot. We assume that each data slot 
consists of the transmission time of one video frame. The size of a video frame depends 
on its resolution and its quality (i.e. the compression ratio). The different frame sizes are 
shown in Table  6.1. In Fig.  6.15, we present the different data resolutions along with the 
different compression ratios, and the corresponding delay in each case. All values below 
the horizontal line are supported by the actual network configuration. In this 
configuration, the user could choose among the following:  
 
 bad quality frames in low data resolution, 
 bad quality frames in medium data resolution, 
 bad quality frames in high data resolution (data freshness of 13.56 fps), 
 average quality frames in low data resolution, 
 average quality frames in medium data resolution, 
 average quality frames in high data resolution (data freshness of 8.13 fps), 
 good quality frames in low data resolution, 
 good quality frames in medium data resolution (data freshness of 4.82 fps), 
 
All of the above respect a delay constraint of less than 500 ms, so the user could choose 
one of them depending on the desired data freshness: a low resolution stream with bad 
quality frames would allow obviously fresher data than a low resolution stream with 
good quality frames or a high resolution stream with low quality frames. 
  
 
Fig.  6.15 Relationship between data resolution, data compression ratio, and delay 
By presenting the supported data resolutions along with the different frame quality 
levels, the user will know what data resolutions with which quality will be supported, 
and could hence take a decision about whether keeping the actual network configuration 
or changing it to something more convenient. 
136 
6.6   Conclusion 
In this chapter, we presented a use case of a real-world WSN-based video surveillance 
application. First, the network is partitioned into logical clusters where each cluster has 
a clusterhead that collects data from its child, and forwards it along with its own sensed 
data to its father. The process is repeated until the data reaches the sink. The given 
topology presented two occurrences of the same-level interfering nodes case, so extra 
slots were allocated to prevent them from using the same slots in the superframe and 
hence causing collisions at the respective receivers. The superframe length was then 
computed in the four different cases presented in chapter 4, and it equaled 27 time slots 
in the general case. Once the superframe length computed, we calculate the bandwidth 
allocated ratio for each level, and we calculate the delay experienced by a leaf node in 
the general case, thus completing the QoS mapping process. In order to explain the 
utility of this mapping, we explored the relationships between several QoS parameters: 
data resolution, data freshness, density, bandwidth and delay. The mapping of the 
couple <density, topology> to bandwidth and delay will help the network user to know, 
a priori, if the current network configuration (i.e. the current density and topology) 
would support its application, and for what quality levels. For this purpose, we defined 
several data resolutions with different levels of frame quality, and we explored the 
relationship between the bandwidth (previously computed) and the supported data 
resolutions, and frames quality. The user would be able to know from the beginning, 
what are the video resolutions and frames quality will be supported by the network in its 
current configuration. We explore also the relationship between density, data freshness 
and data resolution. We discuss how a decrease in network density will decrease the 
superframe length, providing the user with two options: using the extra bandwidth to 
increase data freshness, or using the extra bandwidth to increase data resolution. We end 
this chapter by exploring the relationship between delay, data freshness and data 
resolution, while showing the user what configuration (i.e. what data resolution with 
which data freshness) would be supported with the current delay.  
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Conclusion et Perspectives 
La prolifération des applications multimédia et temps-réel distribuées, comme les 
applications militaires ou de surveillance, ont abouti à de nouveaux défis dans le monde 
des réseaux, comme la gestion des ressources de bout-en-bout et la gestion des 
ressources système de couche-en-couche. Ces systèmes demandent un certain niveau de 
QoS et ils attendent avoir l’information à temps, sinon celle-ci ne sert plus à rien et elle 
est rejetée.  
 
A cause de l’architecture en couches – typique pour les systèmes distribués – les  
exigences de QoS peuvent varier d’un niveau à l’autre. Ainsi, les exigences de QoS au 
niveau utilisateur (ex. résolution de données et fraîcheur de données) sont exprimées en 
d’autres termes que les exigences au niveau réseau (ex. bande passante et délai), et la 
traduction de l’un à l’autre est alors nécessaire. Dans cette thèse, nous avons présenté la 
dérivation des exigences de QoS dans un Réseau de Capteur Sans Fil hiérarchique en 
clusters, basé sur TDMA. Nous avons choisi TDMA qui évite naturellement les écoutes 
passives, qui constituent des sources majeures de perte d’énergie dans les RCSF. De 
l’autre coté, les réseaux hiérarchiques en clusters permettent le déploiement de réseaux 
denses, facilement gérables et pouvant passer à l’échelle. 
1. Contributions 
Pour garantir un certain niveau de QoS dans un système distribué, il faut effectuer une 
procédure de traduction entre les exigences de QoS sur les différents niveaux. Notre 
contribution c’était essentiellement de traduire la densité pour une topologie donnée qui 
est une exigence au niveau utilisateur, en bande passante et délai, qui sont des exigences 
au niveau réseau. L’étude sur les intergiciels conçus pour les RCSF a montré que la 
plupart ne fournissent pas de support pour la QoS, ce qui nous a motivés d’emprunter 
cette piste. Une des méthodes pour implémenter le support de QoS est la dérivation de 
QoS, une procédure toujours considérée comme étant compliquée et spécifique à 
l’application. 
 
Nous avons remarqué que le choix du protocole MAC a un effet direct sur la bande 
passante et le délai, alors nous avons procédé avec le QoS mapping en deux phases. En 
premier lieu, nous avons calculé la longueur de la supertrame TDMA pour une densité 
et une topologie données. La densité du réseau est considérée comme une exigence de 
QoS de niveau utilisateur car elle est directement liée à d’autres paramètres comme la 
fraîcheur de données ou la résolution de données. Nous avons présenté le calcul de la 
longueur de la supertrame dans quatre cas, du cas non optimisé au cas le plus optimisé.  
 
En calculant la longueur de la supertrame, un autre problème est apparu : les 
interférences. Nous avons remarqué que les interférences entre les nœuds voisins dans 
des clusters voisins peuvent arriver, entraînant de possibles collisions sur les pères 
respectifs. Par suite, nous avons identifié touts les cas d’interférence, et nous avons 
calculé le nombre de slots à ajouter à la supertrame pour obtenir une communication 
sans interférences. 
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Une fois la longueur de la supertrame calculée, nous complétons la procédure en 
établissant la relation entre la longueur de la supertrame pour une topologie donnée 
(exprimée en termes de densité) et la bande passante et le délai. Nous calculons la bande 
passante dans la configuration initiale et quand le réseau est étendu par de nouveaux 
nœuds et nous montrons comment la position du nœud ajouté a un impact direct sur la 
longueur de la supertrame et par conséquent sur la bande passante.  
 
Ensuite, nous nous sommes intéressé à calculer le délai subi par les nœuds 
intermédiaires. Nous avons constaté que le délai est directement lié à la longueur de la 
supertrame, donc nous avons effectué le calcul du délai dans les quatre cas identifiés. 
Pour chaque cas, le délai est calculé en se basant sur la position du nœud source dans la 
supertrame et la position du nœud qui délivre les données à la station de base. Tout a été 
validé à l’aide de simulations. 
 
Nous avons conclu notre travail par une étude d’un cas d’utilisation d’une application 
de vidéo-surveillance où on a montré l’utilité de notre approche dans des situations de la 
vie réelle. Nous avons montré comment des exigences de QoS au niveau utilisateur 
comme la fraîcheur de données et la résolution de données peuvent être traduites en 
bande passante et délai. Nous avons présenté des graphes qui aident l’utilisateur à 
choisir la configuration qui convient à ses besoins. 
2. Leçons acquises 
Notre travail dans le domaine des systèmes distribués et plus spécifiquement sur le QoS 
mapping dans les RCSF nous a apporté nombre de leçons dans le domaine des réseaux, 
de la QoS et des systèmes distribués. D’abord, l’étude que nous avons menée sur les 
intergiciels pour les RCSF nous a donné un bon aperçu sur les systèmes distribués, leurs 
architectures et leurs différentes couches. De même, cette étude nous a montré les 
particularités des RCSF qui fait que les RCSF sont dans une catégorie à part. Le travail 
effectué sur le QoS mapping a démontré la complexité d’une telle procédure et sa 
dépendance du protocole MAC et de la topologie du réseau. Un mécanisme générique 
de QoS mapping qui marche dans toutes les situations semble être très compliqué et un 
minimum d’informations doit exister pour que cette procédure soit complétée 
correctement. Dans le même contexte, nous avons constaté que le problème de 
l’interférence est très commun dans les réseaux denses comme les RCSF et il doit être 
pris en compte pour éviter les collisions. Ce problème peut être résolu en ajoutant de 
slots en plus sur la supertrame, pour les nœuds en interférence, ce qui mène à une 
supertrame plus longue, moins de bande passante et plus de délai. En calculant la bande 
passante, nous avons aussi remarqué qu’elle ne change pas régulièrement en étendant le 
réseau et que la position du nœud ajouté affecte directement la longueur de la 
supertrame, et par conséquent la bande passante. Nous avons appris aussi que le délai 
est affecté par la position du nœud source dans la supertrame et que le choix de 
l’ordonnancement a un impact direct sur le délai. 
3. Perspectives 
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Dans cette thèse, nous avons traité quelques problèmes, mais il en reste un bon nombre 
qu’on peut traiter dans l’avenir. Les perspectives pour cette thèse peuvent être les 
suivantes : 
 
 Effectuer le QoS mapping dans des RCSF basés sur d’autres protocoles MAC. Il 
pourrait être intéressant d’étudier le QoS mapping avec des protocoles MAC avec 
contention comme 802.11 e. 
 
 Effectuer le QoS mapping dans différentes topologies, comme les topologies plates 
ou les topologies hiérarchiques mixtes. Un mécanisme de QoS mapping qui est 
indépendant de la topologie serait très intéressant à développer, sachant que cela 
serait très dur à accomplir surtout avec un protocole MAC sans contention comme 
TDMA. Dans ce cas, un protocole avec contention serait plus convenable, mais la 
QoS va être sûrement affectée. La garantie de QoS avec ces protocoles sera 
probabiliste. 
 
 La supertrame dans notre approche est calculée avec des formules, mais 
l’ordonnancement de la supertrame est fait manuellement. Une piste possible est 
d’implémenter des mécanismes qui effectuent l’ordonnancement de la supertrame 
automatiquement, en choisissant pour chaque nœud la position optimale dans la 
supertrame qui maximise la bande passante en parallélisant les transmissions si c’est 
possible et qui minimise le délai (comme on l’a expliqué ci-dessus). La complexité 
de la tâche augmente quand on prend les interférences en compte et quand de 
nouveaux nœuds sont ajoutés au réseau. La position des nœuds ajoutés doit être 
aussi vérifiée pour qu’ils ne causent pas d’interférences et doit être prise en compte 
dans l’ordonnancement. 
 
 Chercher les relations entre d’autres paramètres QoS comme l’énergie ou la durée 
de vie du réseau au niveau utilisateur et la bande passante et délai au niveau réseau. 
Il serait intéressant peut-être de tester plusieurs protocoles MAC en prenant 
l’énergie en compte, pour obtenir le mécanisme de QoS mapping le plus efficace au 
niveau énergie qui garantit les besoins en QoS tout en maximisant la durée de vie du 
réseau. 
 
 
140 
  141 
Conclusion and Perspectives 
 
The tremendous proliferation of distributed multimedia and real-time applications such 
as security or military applications, has led to a new set of challenges in networking, 
including management of network resources end-to-end, and management of system 
resources layer-to-layer. Those systems require a certain level of QoS and expect to 
have it on time, or the information will lose its meaning and will be discarded.  WSN 
are no exception. For example, the user of a WSN-based video-surveillance application 
should be able to require a certain data resolution for the generated video frames, and 
certain data freshness. An intrusion should be reported within a time interval; otherwise 
the system could suffer from severe consequences. In such systems, QoS support 
becomes a need.  
 
Due to the layered architecture of distributed systems, QoS requirements could vary 
from a level to another. Thus, user level QoS requirements (e.g. data resolution and data 
freshness) would be expressed in different terms than network level QoS requirements 
(e.g. bandwidth and delay), and a mapping from the former to the latter is needed. In 
this thesis, we presented the QoS mapping in TDMA-based hierarchical clustered WSN. 
We chose TDMA since it was proven to be very suitable for networks with scarce 
resources since it naturally avoids overhearing and idle listening, which are major 
sources of energy waste in wireless networks. On the other hand, hierarchical clustered 
architecture allows the deployment of dense networks, making them more scalable and 
easier to manage.  
1. Contributions 
As mentioned above, in order to guarantee a certain level of QoS in a distributed 
system, a mapping process should be performed between QoS requirements on the 
different levels. Our main contribution was to perform the process of QoS mapping in a 
TDMA-based hierarchical clustered WSN, between the network density for a given 
topology (a user level QoS requirement), and bandwidth and delay (network level QoS 
requirements). The review over middleware designed for WSN which revealed the lack 
for QoS support in nearly most of the surveyed systems, was the main reason we went 
into the area of QoS in WSN. One way to implement QoS support is by performing QoS 
mapping, a process always considered as complex and application-specific.  
 
We noticed that the choice of the MAC protocol had a direct impact on bandwidth and 
delay for a node in the network, thus we dealt with QoS mapping by proceeding in two 
phases. First, we computed the TDMA superframe length given the topology, and the 
density of the network. The density of the network is considered as a user level QoS 
parameter since it directly related to other parameters like data freshness or data 
resolution. We presented the superframe length computation according to four cases, 
from the non-optimized superframe case to the most optimized: no optimization, intra-
level optimization, intra-level optimization and inter-level optimization, intra-level 
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optimization and inter-level optimization with the ability for intermediate nodes to sense 
data. 
 
While computing the superframe length, another issue emerged: interference. We 
noticed that interferences between neighboring nodes in neighboring clusters could 
occur, leading to possible collisions on the corresponding clusterheads. Therefore, we 
identified all cases of interferences, and we computed the number of extra time slots we 
should allocate in the superframe, in order to obtain an interference free communication.  
 
Once we computed the superframe length, we complete the mapping process by 
establishing the relation between the superframe length for a given topology, expressed 
in terms of density on one hand, and bandwidth and delay on the other. We computed 
the bandwidth ratio in both the initial configuration and when the network is extended 
with new nodes, and we showed how the position of the added node has a direct impact 
on the superframe length and hence on the allocated bandwidth.  
 
Next, we were interested in computing the medium access delay experienced at the 
intermediate nodes. We noticed that delay is directly related to the length of the 
superframe, thus the delay calculation was done in all four cases presented above. For 
each case, the delay was computed based on the position of the source node in the 
superframe, and the position of the node that delivers its data to the sink. All of the 
above was calculated using formulas validated later in simulations. 
 
We concluded our work with a case study of a video-surveillance application, where we 
showed why our approach is interesting in real life situations. We showed how user 
level QoS parameters such as data freshness and data resolution could be mapped to 
bandwidth and delay, and we presented data charts that help the user decide what 
configuration he should choose, according to his own needs. 
2. Lessons learned 
Our work in the distributed systems area and more specifically in the QoS mapping in 
WSN has taught us many lessons in the networking domain, the QoS domain and the 
distributed systems domain. First, our review over middleware for WSN has given us a 
profound insight into the distributed systems domain, their architecture, and their 
different layers. Besides, this review shed a light on the particularities of WSN, and the 
main aspects which make them different from other kinds of wireless networks, and has 
taught us which approaches suit best which characteristics. Next, the review over QoS 
support in networks has shown us the diversity of this process, and how it could be 
implemented in many different ways. Particularly, the work we have done on QoS 
mapping demonstrated the complexity of such a process, and its dependency on both the 
underlying network MAC protocol, and the network topology. A generic QoS mapping 
mechanism that works with any architecture and for any situation seems to be very hard, 
and minimum information is required for this process to be properly completed. In the 
same context, we have acquired the fact that the interference problem is a very common 
issue in dense networks like WSN, and it should be taken into account or collisions 
occur and the network would not function properly. This problem should be solved by 
allocating extra slots in the superframe for interfering node, leading to a longer 
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superframe, less bandwidth and more delay. While computing the bandwidth ratio we 
had also learned that bandwidth does not change regularly while extending the network 
and that the position of the added node affects directly the superframe length, and 
consequently the bandwidth. We learned also that delay is affected by the position of 
the source node in the superframe, and that the scheduling choice has a direct impact on 
delay.  
3. Perspectives 
In this thesis, we solved some problems, but there are still a number of issues that could 
be dealt with in the future. The perspectives for this thesis could be the following: 
 
 Performing the QoS mapping in a WSN based on other kinds of MAC protocols. 
It could be interesting to explore the QoS mapping issue with contention-based 
protocols such as 802.11e. 
 
 Performing the QoS mapping in different topologies, such as flat topologies or 
tree-based non-clustered topologies. A QoS mapping that works for any kind of 
topology would be something very interesting to investigate, although it would be 
very hard to accomplish given a schedule-based protocol such as TDMA. A 
contention-based protocol seems more suitable in this case, however QoS would 
be severely affected since only probabilistic guarantees could be made with such 
protocols. 
 
 Exploring the relationships between other QoS parameters such as the energy or 
network lifetime on the user level, and bandwidth and delay on the network level. 
It could be interesting to test several MAC protocols with respect to the energy 
issue, in order to obtain the most energy efficient QoS mapping process that 
guarantee the required QoS for the user while minimizing the energy consumption 
and extending the network lifetime.  
 
 The superframe length in our approach is computed via formulas, while the 
scheduling of the superframe was done manually. One possible track is to 
implement mechanisms that perform the superframe scheduling automatically, 
while choosing for each node the most optimal position in the superframe that 
maximizes the bandwidth ratio by parallelizing transmissions when possible, and 
minimizing delay (as explained earlier). The complexity of this task increases 
when taking the interferences into account, and when the network is extended with 
new nodes. The position of the new added nodes should be also checked whether 
it causes new interferences, and thus should be taken into account when 
scheduling. 
144 
 
 
 
  145 
Bibliography 
 
[ABR 85] N. Abramson, "Development of the ALOHANET", IEEE Transactions on 
Information Theory, Vol. 31, No. 2, pp. 119–123, 1985. 
[ADL 03] S. Adlakha, S. Ganeriwal, C. Schurgers, and M. Srivastava, "Poster Abstract: 
Density, accuracy, delay and lifetime tradeoffs in Wireless sensor networks – A 
multidimensional design perspective", ACM SenSys, Nov. 2003 - Los Angeles, USA. 
[AKK 05] K. Akkaya and M. Younis, "A survey on routing protocols for wireless 
sensor networks", Ad Hoc Networks Journal, Vol. 3, No. 3, pp. 325–349, 2005. 
[AKY 02] F. Akyildiz, W. Su, Y. Sankasubramaniam, and E. Cayirci, "Wireless Sensor 
Networks: A Survey", Computer Networks, Vol. 38, No. , pp. 393–422, 2002. 
[ARI 03] T. Arici, B. Gedik, Y. Altunbasak, and L. Liu, "PINCO: a Pipelined In-
Network Compression Scheme for Data Collection in Wireless Sensor Networks", 12th 
International Conference on Computer Communications and Networks, Oct. 2003 - 
Dallas, USA. 
[BAR 08] G. Barrenetxea, F. Ingelrest, G. Schaefer, and M. Vetterli, "Wireless Sensor 
Networks for Environmental Monitoring: The SensorScope Experience", 20th IEEE 
International Zurich Seminar on Communications, 2008 - Zurich, Switzerland. 
[BEL 01] P. Bellavista, A. Corradi, R. Montanari, and C. Stefanelli, "An Active 
Middleware to Control QoS Level of Multimedia Services", 8th IEEE Workshop on 
Future Trends of Distributed Computing Systems, Nov. 2001 - Bologna, Italy. 
[BHA 07] D. Bhatia, L. Estevez, S. Rao, "Energy Efficient Contextual Sensing for 
Elderly Care", 29th Annual International Conference of the IEEE Engineering in 
Medicine and Biology Society, Aug. 2007 - Lyon, France. 
[BON 01] P. Bonnet, J. E. Gehrke, and P. Seshadri, "Towards sensor database systems", 
2nd International Conference on Mobile Data Management, Jan. 2001 - Hong Kong. 
[CHE 04] D. Chen, and P.K. Varshney, "QoS support in wireless sensor networks: a 
survey", International Conference on Wireless Networks, Jun. 2004 - Las Vegas, USA. 
[CHO 03] C. Chong, and S.P. Kumar, "Sensor networks: evolution, opportunities, and 
challenges", Proceedings of IEEE, Vol. 91, No. 8, pp. 1247-1256, 2003. 
[CUR 05] C. Curino, M. Giani, M. Giorgetta and A. Giusti, "TinyLIME: bridging 
mobile and sensor networks through middleware", the 3rd IEEE International 
Conference on Pervasive Computing and Communications, Mar. 2005 - Hawaï, USA. 
[DAT 07] S. Datta, and T. Woody, Business 2.0 Magazine, February 2007 issue. 
[DOE 07] "Wireless Temperature Sensors for Improved HVAC Control", DOE/EE-
0319, 2007 - Washington, USA. 
[EMB 03] Ember Corporation, "Reliable wireless networks for industrial systems", 
White paper, 2003. 
146 
[EST 99] D. Estrin, R. Govindan, J. Heidemann, and S. Kumar, "Next century 
challenges: Scalable coordination in sensor networks", International Conference in 
Mobile Computing and Networking, Aug. 1999 - Washington, USA. 
[FOK 05] C. Fok, G. Roman, and C. Lu, "Mobile agent middleware for sensor 
networks: an application case study", Fourth International Symposium on Information 
Processing in Sensor Networks, Apr. 2005 - Los Angeles, USA. 
[FRO 04] J. Frolik, "QoS Control for Random Access Wireless Sensor Networks", 
IEEE Wireless Communications and Networking Conference, Mar. 2004 - Georgia, 
USA. 
[GAY 03] D. Gay, P. Levis, R. von Behren, M. Welsh, E. Brewer, and D. Culler, "The 
nesC Language: A Holistic Approach to Networked Embedded Systems", the ACM 
SIGPLAN Conference on Programming Language Design and Implementation, Jun. 
2003 - San Diego, USA. 
[GEL 85] D. Gelernter, "Generative communication in Linda", ACM Computing 
Surveys, Vol. 7, No. 1, pp. 80-112, 1985. 
[HAD 06] S. Hadim, and N. Mohamed, "Middleware: Middleware Challenges and 
Approaches for Wireless Sensor Networks", IEEE Distributed Systems Online, Vol. 7, 
No. 3, pp. 1, Mar. 2006. 
[HED 88] S. Hedetniemi, and A. Liestman, "A Survey of Gossiping and Broadcasting in 
Communication Networks", Networks, Vol. 18, No. 4, pp. 319-349, 1988. 
[HEI 00] W. Heinzelman, A. Chandrakasan, and H. Balakrishnan, "Energy-efficient 
communication protocol for wireless microsensor networks", 33rd Hawaii International 
Conference on System Sciences, Jan. 2000 - Hawaii, USA. 
[HEI 00-a] W. Heinzelman, A. Chandrakasan, and H. Balakrishnan, "Energy-efficient 
communication protocol for wireless microsensor networks", 33rd Hawaii International 
Conference on System Sciences, Jan. 2000 - Hawaii, USA. 
[HEI 00-b] W. Heinzelman, "Application specific protocol architectures for wireless 
networks", PhD Thesis, 2000 - MIT. 
[HEI 04] W. Heinzelman, A. Murphy, H. Carvalho, and M. Perillo, "Middleware to 
Support Sensor Network Applications", IEEE Network, Vol. 18, No. 1, pp. 6-14, 2004. 
[HEI 99] W. R. Heinzelman, J. Kulik, and H. Balakrishnan, "Adaptive Protocols for 
Information Dissemination in Wireless Sensor Networks", ACM International 
Conference on Mobile Computing and Networking, Aug. 1999 - Washington, USA. 
[HEN 06] K. Henricksen, and R. Robinson, "A Survey of Middleware for Sensor 
Networks: State-of-the-Art and Future Directions", MidSens’06, 2006 - Melbourne, 
Australia. 
[HIL 00] J. Hill, et al., "System architecture directions for networked sensors", ACM 
SIGOPS operating systems review, Sep. 2000 - Kolding, Denmark. 
[HOI 04] A. El-Hoiydi and J.-D. Decotignie, "WiseMAC: An ultra low power MAC 
protocol for multi-hop wireless sensor networks", the First International Workshop on 
Algorithmic Aspects of Wireless Sensor Networks, Lecture Notes in Computer Science, 
LNCS 3121, 2004 - pp. 18-31. 
  147 
[HON 99] J. W. Hong, J. Kim, and J. Park, "A Corba-Based Quality of Service 
Management Framework for Distributed Multimedia Services and Applications", IEEE 
Network , Vol. 13, No. 2, pp. 70-79, Apr. 1999. 
[HU 06] F. Hu, C. May and X. Cao, "Data aggregation in Distributed Sensor Networks: 
Towards an Adaptive Timing Control", 3rd International Conference on Information 
Technology: New Generations, Apr. 2006 - Las Vegas, USA. 
[HUA 97] J. Huard and A. A. Lazar, "On QoS Mapping in Multimedia Networks", 21st 
IEEE International Computer Software and Application Conference, Aug. 1997 - 
Washington, USA. 
[IEEE 03] LAN/MAN Standards Committee of the IEEE Computer Society. IEEE 
Standard for Information technology–Telecommunications and information exchange 
between systems – Local and metropolitan area networks – Specific requirements – Part 
15.4, Wireless Medium Access Control (MAC) and Physical Layer (PHY) 
Specifications for Low Rate Wireless Personal Area Networks (LR-WPANs), Oct. 
2003. 
[INT 00] C. Intanagonwiwat, R. Govindan, and D. Estrin, "Directed diffusion: a 
scalable and robust communication paradigm for sensor networks", the 6th Annual 
ACM/IEEE International Conference on Mobile Computing and Networking, Aug. 
2000 - Boston, USA. 
[IYE 03] R. Iyer, and L. Kleinrock, "QoS Control for Sensor Networks", International 
Conference on Communications, May 2003 - Alaska, USA. 
[KOU 06] A. Koubaa, M. Alves, E. Tovar, "Modeling and Worst-Case Dimensioning of 
Cluster-Tree Wireless Sensor Networks", the 27th IEEE International Real-Time 
Systems Symposium, Dec. 2006 - Rio de Janeiro, Brazil. 
[KRI 02] B. Krishnamachari, D. Estrin, and S. Wicker, "Modelling Data-Centric 
Routing in Wireless Sensor Networks", IEEE INFOCOM, Jun. 2002 - New York, USA. 
[KUW 07] M. Al-Kuwaiti, N. Kyriakopoulos, and S. Hussein, "QoS Mapping: A 
framework model for mapping network loss to application loss", IEEE International 
Conference on Signal Processing and Communications, Nov. 2007 - Dubai, UAE. 
[LE 07] H. LE, H. Guyennet, and V. FELEA, "OBMAC: An Overhearing Based MAC 
Protocol for Wireless Sensor Networks", the International Conference on Sensor 
Technologies and Applications, Oct. 2007 - Valencia, Spain. 
[LEV 02] P. Levis, and D. E. Culler, "Maté: a Tiny Virtual Machine for Sensor 
Networks", Architectural Support for Programming Languages and Operating Systems, 
Dec. 2002 - San Jose, USA. 
[LI 03] S. Li, S. Son, and J. Stankovic, "Event Detection Services Using Data Service 
Middleware in Distributed Sensor Networks", the 2nd International Workshop 
Information Processing in Sensor Networks, Apr. 2003 - Palo Alto, USA. 
[LIA 07] P. Liang, L. Shan, P. Xing, Z. Dong, and X. Nong, "A Delay Sensitive 
Feedback Control Data Aggregation Approach in Wireless Sensor Network", 
International Conference on Computational Science, May 2007 - Beijing, China. 
[LIM 03] H. A. Duran-Limon, G. S. Blair, A. Friday, T. Sivaharan, and G. Samartzidis, 
"A Resource and QoS Management Framework for a Real-Time Event System in 
148 
Mobile Ad Hoc Environments", 9th IEEE International Workshop on Object-Oriented 
Real-Time Dependable Systems, Oct. 2003 - Anacapri, Italy. 
[LIN 06] X. Lin, J. Zhou, and C. Mu, "Collective Real-Time QoS in Wireless Sensor 
Networks", International Conference on Wireless Communications, Networking and 
Mobile Computing, Sep. 2006 - Wuhan, China. 
[LIU 03] T. Liu, and M. Martonosi, "Impala: A Middleware System for Managing 
Autonomic, Parallel Sensor Systems", the ninth ACM SIGPLAN symposium on 
Principles and practice of parallel programming, Jun. 2003 - California, USA. 
[LIU 03-a] T. Liu, and M. Martonosi, "Impala: A Middleware System for Managing 
Autonomic, Parallel Sensor Systems", the ninth ACM SIGPLAN symposium on 
Principles and practice of parallel programming, Jun. 2003 - California, USA. 
[LIU 03-b] B. Liu, P. Ray, S. Jha, "Mapping Distributed Application SLA to Network 
QoS Parameters", 10th International Conference on Telecommunications, Feb. 2003 - 
Papeete, Tahiti. 
[LIU 04] B. Liu, and D. Towsley, "A study on the Coverage of Large-Scale Sensor 
Networks", the 1st IEEE Int. Conf. on Mobile Ad-Hoc and Sensor Systems, Oct. 2004 - 
Florida, USA. 
[MAD 05] S. Madden, M. J. Franklin, J. M. Hellerstein, and W. Hong, "TinyDB: An 
acquisitional query processing system for sensor networks", ACM Transactions on 
Database Systems, Vol. 30, No. 1, pp. 122–173, 2005. 
[MAG 03] E. Magli, M. Mancin, and L. Merello, "Low complexity video compression 
for wireless sensor networks", International Conference on Multimedia and Expo, Jul. 
2003 - Baltimore, USA. 
[MAH 06] I. Mahgoub, and M. Ilyas, "Sensor Network Protocols", CRC press, 2006. 
[MAI 02] A. Mainwaring, J.Polastre, R. Szewczyk, D. Cullerr, and J. Anderson, 
"Wireless Sensor Networks for Habitat Monitoring", 1st ACM International Workshop 
on Wireless Sensor Networks and Applications, 2002 - Atlanta, USA. 
[MAL 04] D. Malan et al., "CodeBlue: An Ad Hoc Sensor Network Infrastructure for 
Emergency Medical Care", Technology and Best Practices Seminar, May 2004 - 
Boston, USA. 
[MAM 05] Z. Mammeri, "Framework for parameter mapping to provide end-to-end 
QoS guarantees in IntServ/DiffServ architectures", Computer Communications, Vol. 28, 
No. 9, pp. 1074-1092, Jun. 2005. 
[MAN 01] A. Manjeshwar and D.P. Agarwal, "TEEN: a routing protocol for enhanced 
efficiency in wireless sensor networks", 1st International Workshop Parallel Distributed 
Computing Issues Wireless Networks Mobile Computing, Apr. 2001 - San Francisco, 
USA. 
[MAN 02] A. Manjeshwar and D.P. Agarwal, "APTEEN: a hybrid protocol for efficient 
routing and comprehensive information retrieval in wireless sensor networks", the 16th 
International Parallel and Distributed Processing Symposium, Apr. 2002 - Florida, 
USA. 
  149 
[MAR 04] K. Martinez, J. K. Hart, R. Ong, "Environmental Sensor Networks", IEEE 
Computer, Vol. 37, No. 8, pp. 50-56, 2004. 
[MAR 05-a] P.J. Marron, "Middleware Approaches for Sensor Networks", Summer 
School on WSNs and Smart Objects, Sep. 2005 - Dagstuhl, Germany. 
[MAR 05-b] P. J. Marrón, D. Minder, A. Lachenmann, and K. Rothermel, "TinyCubus: 
An Adaptive Cross-Layer Framework for Sensor Networks", Information Technology, 
Vol. 47, No. 2, pp. 87-97, 2005. 
[MAS 07-a] W. Masri, and Z. Mammeri, "Middleware for Wireless Sensor Networks: A 
Comparative Analysis", International Workshop on Advanced Topics in Network 
Computing, Technology, and Applications, Sept. 2007 - Dalian, China. 
[MAS 07-b] W. Masri, and Z. Mammeri, "Middleware for Wireless Sensor Networks: 
Approaches, Challenges, and Projects", IEEE International Conference on Signal 
Processing and Communications , Nov. 2007 - Dubai, UAE. 
[MAS 08-a] W. Masri, and Z. Mammeri, "QoS mapping in TDMA tree based clustered 
WSN between accuracy, density, and bandwidth", International Conference on 
Communication Theory, Reliability, and Quality of Service, Jul. 2008 - Bucharest, 
Romania. 
[MAS 08-b] W. Masri, and Z. Mammeri, "On QoS mapping in TDMA based Wireless 
Sensor Networks", IFIP Conference on Personal Wireless Communications, Sep. 2008 - 
Toulouse, France. 
[MAS 09] W. Masri, and Z. Mammeri, "Mapping Density to Bandwidth in Tree-based 
Wireless Sensor Networks", Telecommunications System Journal, to appear, 2009. 
[MIC 08] Microsoft Corporation, http://msdn.microsoft.com/netframework/, last 
accessed in Apr. 2008. 
[MIG 03] M. A. de Miguel, "QoS Modeling Language for High Quality Systems", 8th 
IEEE International Workshop on Object-Oriented Real-Time Dependable Systems, Jan. 
2003 - Guadalajara, Mexico. 
[MIG 04] M. A. de Miguel and M. T. Higuera, "Runtime Management of Quality 
Specification for QoS-aware components", 30th EUROMICRO Conference, Sep. 2004 - 
Rennes, France. 
[MIS 08] S. Misra, M. Reisslein, and G. Xue, "A Survey of Multimedia Streaming in 
Wireless Sensor Networks", IEEE Communications Surveys & Tutorials, Vol. 10, No. 
4, pp. 18 - 39, 2008. 
[MOL 06] M. Molla, and S. Iqbal Ahamed, "A Survey of Middleware for Sensor 
Network and Challenges", the International Conference on Parallel Processing 
Workshops, Aug. 2006 - Ohio, USA. 
[MUR 01] A. L. Murphy, G. P. Picco, and G.-C. Roman, "LIME: A middleware for 
physical and logical mobility", the 21st Int. Conf. on Distributed Computing Systems, 
Apr. 2001 - Phoenix, USA. 
[OMG 04] Object Management Group, The Common Object Request Broker: 
Architecture and Specification, 3.0, Mar. 2004. 
150 
[PAZ 08] T. Pazynyuk, J. Li, G. S. Oreku, and L. Pan, "QoS as Means of Providing 
WSNs Security", 7th International Conference on Networking, Apr. 2008 - Cancun, 
Mexico. 
[PER 01] C. E. Perkins, "Ad Hoc Networking", Addison-Wesley, 2001. 
[POT 00] G.J. Pottie, and W.J. Kaiser, "Wireless integrated network sensors", 
Communications of the ACM, Vol. 43, No. 5, pp. 51-58, 2000. 
[Qi 03] H. Qi, Y. Xu, and X. Wang, "Mobile-Agent-Based Collaborative Signal and 
Information Processing in Sensor Networks", IEEE, Vol. 91, No. 8, pp. 1172-1183, 
2003. 
[RAG 98] C. S. Raghavendra and S. Singh, "PAMAS – Power Aware Multi-Access 
Protocol with Signalling for Ad Hoc Networks", ACM Computer Communication 
Review, Vol. 27, No. 3, pp. 5–26, 1998. 
[RAJ 03] V. Rajendran, K. Obraczka, and J.J. Garcia–Luna–Aceves, "Energy-efficient, 
collision-free medium access control for wireless sensor networks", ACM SIGMOBILE 
International Conference in Embedded Networked Sensor Systems, Nov. 2003 - Los 
Angeles, USA. 
[RAV 05] S. Ravula, J.E. Kim, B. Petrus and C. Stoermer, "Position Paper: Quality 
Attributes in WSN", the 3rd IEEE Workshop on Software Technologies for Future 
Embedded and Ubiquitous Systems, May 2005 - Seattle, USA. 
[ROD 03-a] J. Rodriguez, Z. Mammeri, and P. Lorenz, "CORBA Extensions to Support 
QoS-Aware Distributed Systems", International Conference on Information Networking 
, Feb. 2003 - Jeju Island, Korea. 
[ROD 03-b] J. Rodriguez, Z. Mammeri, and P. Lorenz, "Using CORBA Notification 
Service and RSVP to provide end-to-end QoS guarantees", 10th International 
Conference on Telecommunications, Feb. 2003 - Papete, Tahiti. 
[ROH 08] C. Röhrig and S. Spieker, "Tracking of Transport Vehicles for Warehouse 
Management using a Wireless Sensor Network", IEEE/RSJ International Conference on 
Intelligent Robots and Systems, Sept. 2008 - Nice, France. 
[ROM 02] K. Römer, O. Kasten and F. Mattern, "Middleware Challenges for Wireless 
Sensor Networks", ACM SIGMOBILE Mobile Computing and Communication 
Review, Vol. 6, No. 4, pp. 59-61, Oct. 2002. 
[ROM 04] K. Römer, "Programming paradigms and middleware for sensor networks", 
GI/ITG Workshop on Sensor Networks, Feb. 2004 - Karlsruhe, Germany. 
[SCH 00] D. C. Schmidt, V. Kachroo, Y. Krishnamurthy, and F. Kuhns, "Developing 
Next-Generation Distributed Applications with QoS-Enabled DPE Middleware", IEEE 
Communications Magazine, Vol. 38, No. 10, pp. 112-123, Oct. 2000. 
[SCH 98] J. L. Schoeneman, "Authenticated tracking and monitoring system (ATMS) 
tracking shipments from an Australian uranium mine", 39th Inst. Nuclear Materials 
Management Annual Meeting, 1998 - Springfield, USA. 
[SHA 06] M. Sharifi, M. A. Taleghan, and A. Taherkordi, "A Middleware Layer 
Mechanism for QoS Support in WSN", 5th International Conference on Networking, 
April 2006 - Mauritius. 
  151 
[SHI 04] E. Shi and A. Perrig, "Designing secure sensor networks", IEEE Wireless 
Communications, Vol. 11, No. 6, pp. 38–43, 2004. 
[SLE 73] D. Slepian and J. Wolf, "Noiseless coding of correlated information sources", 
IEEE Trans. Inform. Theory, Vol. 19, No. 4, pp. 471 - 480, Jul. 1973. 
[SOH 00] K. Sohrabi, J. Gao, V. Ailawadhi, and G. J. Pottie, "Protocols for Self-
Organization of a Wireless Sensor Network", IEEE Personal Communications, Vol. 7, 
No. 5, pp. 16-27, Oct. 2000. 
[SOU 04] E. Souto, G. Guimaraes, and G. Vasconcelos, "A message-oriented 
middleware for sensor networks", the 2nd Workshop on Middleware for Pervasive and 
Ad-hoc Computing, Oct. 2004 - Ontario, Canada. 
[SRI 00] C. Srisathapornphat, C.Jaikaeo, and C.C. Shen, "Sensor Information 
Networking Architecture", International Workshops on Parallel Processing, Aug. 2000 - 
Toronto, Canada. 
[SUN 08] Sun Microsystems, http://www.labo-sun.com/resource-fr-essentiels-836-0-
java-j2ee-ejb-3-les-entreprise-java-bean-version-3-javabeans-.htm, last accessed in Apr. 
2008. 
[SUT 04] S. Suthon, H. Pung, and L. Zhou, "QMan: An Adaptive End-to-End QoS 
Management Architecture", 12th IEEE International Conference on Networks, Nov. 
2004 - Singapore. 
[TAR 08] S. Tarannum et al., "Consolidate and Advance: An Efficient QoS 
Management Technique in Heterogeneous Wireless Sensor Networks", IEEE 
International Conference on Signal processing, Communication and Networking, Jan. 
2008 - Tamilnadu, India. 
[TEC 03] Technology Review Magazine (MIT), February 2003 issue. 
[TIL 02] S. Tilak, N. B. Abu-Ghazaleh, and W. Heinzelman, "Infrastructure tradeoffs 
for sensor networks", 1st ACM International workshop on Wireless sensor networks 
and applications, Sep. 2002 - Alaska, USA. 
[WAG 03] R. Wagner, R. Nowak, and R. Baraniuk, "Distributed image compression for 
sensor networks using correspondence analysis and super-resolution", IEEE 
International Conference on Image Processing (ICIP), Sept. 2003 - Barcelona, Spain. 
[XIN 06] L. Xing, and A. Shrestha, "QoS Reliability of Hierarchical Clustered Wireless 
Sensor Networks", IEEE International Performance Computing and Communications 
Conference, Apr. 2006 - Phoenix, USA. 
[YE 02] W. Ye, J. Heidemann, and D. Estrin, "An Energy-Efficient MAC Protocol for 
Wireless Sensor Networks", INFOCOM, June 2002 - New York, USA. 
[YU 01] Y. Yu, R. Govindan, and D. Estrin, "Geographical and Energy Aware Routing: 
A Recursive Data Dissemination Protocol for Wireless Sensor Networks", Technical 
Report UCLA/CSD-TR-01-0023, University of California at Los Angeles, May 2001 - 
California, USA. 
[YU 04] Y. Yu, B. Krishnamachari, and V. K. Prasanna, "Issues in designing 
middleware for wireless sensor networks", IEEE Network Magazine, Vol. 8, No. 1, pp. 
15-21, 2004. 
152 
[ZHO 06] J. Zhou, and C. Mu, "Density Domination of QoS Control with Localized 
Information in Wireless Sensor Networks", 6th International Conference on ITS 
Telecommunications, Jun. 2006 - Chengdu, China. 
 
