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Introduction
A network can be conveniently modelled as a graph G = (V , E). A classic measure of the fault tolerance of a network is the edge-connectivity (G). In general, the larger (G) is, the more reliable the network is. For (G) (G) , where (G) is the minimum degree of G, a graph G with (G) = (G) is said to be maximally edge connected, or -optimal for simplicity.
For further study, Esfahanian and Hakimi proposed the concept of restricted-edge-connectivity [5, 6] . An edge set S ⊂ E is said to be a restricted-edge-cut if G − S is disconnected and every component of G − S has at least two vertices. The restricted-edge-connectivity of G, denoted by (G), is the cardinality of a minimum restricted-edge-cut of G. It is shown by Wang and Li that the larger (G) is, the more reliable the network is [13] . In [6] , the authors proved that (G) (G) holds for any graph G of order at least 4 which is not isomorphic to the star K 1,n−1 , where
Generally, an edge set S ⊂ E is called a k-restricted-edge-cut if G − S is disconnected and every component of G − S has at least k vertices. The k-restricted-edge-connectivity of G, denoted by k (G), is defined as the cardinality of a minimum k-restricted-edge-cut. Then, 1 (G) = (G) and 2 (G) = (G). For simplicity, a k-restricted-edge-cut is abbreviated as a k -cut. Not all connected graphs have k -cuts [2, 6, 15] . Those graphs which do have k -cuts are said to be k -connected. In view of recent studies in this aspect, the larger k is, the more reliable the network is [10, 11, 13] . So, we expect k (G) to be as large as possible. Clearly, the optimization of k (G) requires an upper bound first.
For 
Then, 1 (G) = (G) and 2 (G) = (G). So, the upper bounds for (G) and (G) can be rewritten as k (G) k (G) for k = 1, 2. It has been shown by Bonsma et al. that 3 (G) 3 (G) holds for any 3 -connected graph G [2] . In [15] , the authors showed the following. 
Many researchers have studied various degree conditions which are sufficient for a graph to be -optimal and/or -optimal [1, 3, 4, 7, 9, 10, 14] . The classic one in this aspect was due to Chartrand, who showed that a graph with (G) |V (G)|/2 is -optimal [3] . In [9] , Lesniak proved that in a connected graph G, if d(u) + d(v) n − 1 holds for any pair of nonadjacent vertices u and v , then G is -optimal. Wang and Li proved in [14] that in a connected graph G, if d(u) + d(v) n + 1, for any pair of nonadjacent vertices u and v , then G is -optimal. The latter two conditions are known as Ore-type conditions. In Section 2, we will generalize these results for k -optimal graphs.
Restricted-edge-connectivity is closely related with the concept of isoperimetric-edge-connectivity. The k-isoperimetric-edge-connectivity is defined as
Clearly, k (G) exists for any k |V |/2. We will assume |V | 2k throughout this note. Let
Hamidoune et al. studied k -optimal vertex-transitive graphs in [8] . In Section 3, we will give some degree conditions for k to be optimal.
Sufficient conditions for k -optimal graphs
The concepts of fragment and atom play an important role in the study of optimally edge-connected graphs.
In [12] , Ueffing andVolkmann showed that for a 2 -connected graph G which is not 2 -optimal, r 2 (G) max{3, (G)}. In [2] , Bonsma et al. showed that for a 3 -connected graph G which is not 3 -optimal, r 3 (G) max{4, (G) − 1}. In this section, we first generalize these results for r k (G), from which we draw a sufficient condition to guarantee the optimality of k (G). Then, we give an Ore-type condition.
For a vertex v ∈ V (G), N G (v) is used to denote the set of vertices adjacent to v in G.
Let W ⊂ U be a vertex set with |W | = k and G[W ] connected (this is possible since G[U ] is connected). Denote by ε(W ) the number of edges in
we have
and thus
Corollary 2.2. Let G be a connected graph of order n. If (G) n/2
Proof. Clearly, k (G) + 1, and thus k (G) k (G) by Theorem A. Furthermore, since r k (G) n/2 , it follows from Theorem 2.1 and the degree condition that the equality holds.
For an edge set S ⊆ E(G) and a vertex v ∈ V (G), set

S(v) = {e ∈ S : e is incident with v}.
For a vertex set U ⊆ V (G), S(U ) = v∈U S(v).
Lemma 2.3. Suppose G is a k -connected graph, and U is a k -fragment of G. Let W be a subset of U with |W | = k and
G[W ] being connected. Set S = [U, U ]. If k (G) < k (G), then there exists a vertex v ∈ N G[U ] (W ) with |S(v)| k − 1. Proof. Suppose, to the contrary, that |S(v)| k for any v ∈ N G[U ] (W ). Then, k (G) |[W, W ]| = |S(W )| + |[W, N G[U ] (W )]| |S(W )| + k|N G[U ] (W )| |S(W )| + v∈N G[U ] (W ) |S(v)| v∈U |S(v)| = |S| = k (G), a contradiction.
Theorem 2.4. Let k be a positive integer, and G a connected graph on n 2k vertices. Suppose that
d(u) + d(v) n + 2k − 3,
for every pair of nonadjacent vertices u and v in G. Then G is k -optimal.
Proof. It is easy to observe that, for all U ⊂ V (G) with |U | = k and G[U ] being connected, G − U is also connected under our requirement on degree sum. Hence, G must have k -cuts and k (G) k (G) .
Claim 1. U * is a clique in G.
Otherwise, there is a pair of nonadjacent vertices u and v in U * with
contradicting the degree condition.
Claim 2. |U * | k.
Suppose, to the contrary, that
Also by Lemma 2.3, there must be a vertex
contradicting the degree condition again. Hence, u is adjacent to every vertex in U * . But then, |S(u)| |[{u}, U * ]| k. This contradiction establishes the theorem.
Sufficient conditions for k -optimal graphs
. By a similar method as in Section 2, the following results can be shown.
Theorem 3.1. Let G be a connected graph with minimum degree (G) and at least 2k vertices. If G is not
Theorem 3.3. Let G be a connected graph on n 2k vertices. Suppose that
for every pair of nonadjacent vertices u and v in G. Then G is k -optimal.
Proposition 3.4. Let G be a connected graph of order at least
. By a similar deduction as in Lemma 2.3, it can be seen that for any subset W ⊂ U with |W |=k, 
The result follows. Proof. Otherwise, consider a k -atom U, we have
a contradiction.
Concluding remark
In this note, we derived some sufficient conditions for a graph to be k -optimal and/or k -optimal. These conditions are all best possible in the following sense: for i = 1, 2, let G (i) = K t (t k + 1) with V (G (i) ) = {v (1) l to v (2) l , v (2) l+1 , . . . , v (2) l+k−2 for l = 0, 1, . . . , t − 1, where '+' is comprehended as modulo t. Then, the resulting graph G is (t + k − 2)-regular with order 2t. Furthermore, by an easy calculation, k (G) = k (G) = t (k − 1) < k(t − 1) =
