We discuss the available functions of the prototype Chinese Sketch Engine (CSE) as well as the robustness of language-independent adaptation of Sketch Engine. We conclude by discussing how Chinese-specific linguistic information can be incorporated to improve the CSE prototype.
Introduction
The accessibility to large scale corpora, at one billion words or above, has become both a blessing and a challenge for NLP research. How to efficiently use a gargantuan corpus is an urgent issue concerned by both users and corpora designers. Adam Kilgarriff et al. (2004) developed the Sketch Engine to facilitate efficient use of corpora. Their claims are two folded: that genuine linguistic generalizations can be automatically extracted from a corpus with simple collocation information provided that the corpus is large enough; and that such a methodology is easily adaptable for a new language. The first claim was fully substantiated with their work on BNC. The current paper deals with the second claim by adapting the Sketch Engine to Chinese.
Online Chinese Corpora: The State of the Arts

Chinese Corpora
The first online tagged Chinese corpus is
Academia Sinica Balanced Corpus of Modern
Chinese (Sinica Corpus), which has been web-accessible since November, 1996. The current version contains 5.2028 million words (7.8927 million characters). The corpus data was collected between 1990 and 1996 (CKIP, 1995 /1998 
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Several existing linguistically annotated corpus of Chinese, e.g. Penn Chinese Tree Bank (Xia et al., 2000) , Sinica Treebank (Chen et al., 2003) , Proposition Bank Palmer, 2003, 2005) and Mandarin VerbNet (Wu and Liu, 2003) , suffer from the same problem. They are all extremely labor-intensive to build and typically have a narrow coverage. In addition, since structural assignment is theory-dependent and abstract, inter-annotator consistency is difficult to achieve. Since there is also no general consensus on the annotation scheme in Chinese NLP and linguistics, building an effective interface for public use is almost impossible.
The Sketch Engine offers an answer to the above issues.
Initial Implementation and Design of the Sketch Engine
The Sketch Engine is a corpus processing system developed in 2002 (Kilgarriff and Tugwell, 2002; Kilgarriff et al., 2004) . The main components of the Sketch Engine are KWIC concordances, word sketches, grammatical relations, and a distributional thesaurus. In its first implementation, it takes as input basic BNC (British National Corpus, (Leech, 1992) ) data: the annotated corpus, as well as list of lemmas with frequencies. In other words, the Sketch Engine has a relatively low threshold for the complexity of input corpus.
The Sketch Engine has a versatile query system. Users can restrict their query in any sub-corpus of BNC. A query string may be a word (with or without POS specification), or a phrasal segment. A query can also be performed using Corpus Query Language (CQL). The output display format can be adjusted, and the displayed window of a specific item can be freely expanded left and right. Most of all, the Sketch Engine produces a Word Sketch (Kilgarriff and Tugwell, 2002) that is an automatically generated grammatical description of a lemma in terms of corpus collocations. All items in each collocation are linked back to the original corpus data. Hence it is similar to a Linguistic Knowledge Net anchored by a lexicon (Huang et al., 2001) .
A Word Sketch is a one-page list of a keyword's functional distribution and collocation in the corpus. The functional distribution includes: subject, object, prepositional object, and modifier. Its collocations are described by a list of linguistically significant patterns in the language. Word Sketch uses regular expressions over POS-tags to formalize rules of collocation patterns, e.g. (2) is used to retrieve the verb-object relation in English:
The expression in (2) Gigaword into Sketch Engine, all the simplified characters were converted into traditional characters, and the texts were segmented and POS tagged using the Academia Sinica segmentation and tagging system (Huang et al., 1997 ). An array of machine was used to process the 1.12 million characters, which took over 3 days to perform. 
Evaluation and Future Developments
An important feature of the prototype of the Chinese Sketch Engine is that, in order to test the robustness of the Sketch Engine design, the original regular expression patterns were adopted with minimal modification for Chinese. Even though both are SVO languages with similar surface word order, it is obvious that they differ substantially in terms of assignment of grammatical functions. In addition, the Sinica tagset is different from the BNC tagset and actually has much richer functional information.
These are the two main directions that we will pursue in modification and improvement of the Chinese Sketch Engine.
Word Boundary Representation
Word breaks are not conventionalized in Chinese texts. This poses a challenge in Chinese language processing. The Chinese Sketch Engine inserted space after segmentation, which helps to visualize words. In the future, it will be trivial to allow the conventional alternative of no word boundary markups. However, it will not be trivial to implement fuzzy function to allow searches for non-canonical lemmas (i.e. lemmas that are segmented differently from the standard corpus). 
Sub-Corpora Comparison
Conclusion
In this paper, we introduce a powerful tool for extraction of collocation information from large scale corpora. Our adaptation proved the cross-lingual robustness of the Sketch Engine. In particular, we show the robustness of the Sketch Engine by achieving better results through fine-tuning of the collocation patterns via integrating available grammatical knowledge.
