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Abstract
Most video person re-identification (re-ID) methods are
mainly based on supervised learning, which requires cross-
camera ID labeling. Since the cost of labeling increases
dramatically as the number of cameras increases, it is diffi-
cult to apply the re-identification algorithm to a large cam-
era network. In this paper, we address the scalability issue
by presenting deep representation learning without ID in-
formation across multiple cameras. Technically, we train
neural networks to generate both ID-discriminative and
camera-invariant features. To achieve the ID discrimina-
tion ability of the embedding features, we maximize fea-
ture distances between different person IDs within a cam-
era by using a metric learning approach. At the same time,
considering each camera as a different domain, we apply
adversarial learning across multiple camera domains for
generating camera-invariant features. We also propose a
part-aware adaptation module, which effectively performs
multi-camera domain invariant feature learning in different
spatial regions. We carry out comprehensive experiments
on three public re-ID datasets (i.e., PRID-2011, iLIDS-VID,
and MARS). Our method outperforms state-of-the-art meth-
ods by a large margin of about 20% in terms of rank-1 ac-
curacy on the large-scale MARS dataset.
1. Introduction
Person re-identification (re-ID) [55, 27, 46, 5, 44, 35,
51, 39, 4] aims to match IDs of a person-of-interest across
multiple distinct camera views. These days video-based re-
ID [9, 43, 24, 56, 49, 12, 45] has been extensively stud-
ied in video surveillance systems for public safety. Among
the re-ID methods, supervised learning approaches lead
to substantial performance improvement. However, anno-
tating person IDs across multiple cameras entails signifi-
cantly high labor costs. This time-consuming labeling work
makes re-identification systems hard to be applied in real-
world situations since the cost increases dramatically as the
Figure 1: We map the features of people extracted from
Imagenet pre-trained neural networks to a 2-D space using
t-SNE [30]. The numbers in different colors denote cam-
era domains. It shows that a large domain gap induces the
cluster within a camera, which implies that controlling the
camera domain gap is important to improve the ID discrim-
ination ability of re-identification systems.
number of cameras increases. Therefore, a line of work
[33, 41, 6, 22, 47, 48, 46] focuses on unsupervised re-ID
approaches that propose to learn ID-discriminative feature
representations without cross-camera person ID labeling.
The major obstacle of unsupervised person re-
identification is camera domain discrepancy generated
by the difference of viewpoint and background as shown in
Fig. 1. Recent studies focus on training a model from an
additional labeled source dataset and transfer the knowl-
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edge to unlabeled target camera domains [5, 33, 42] or
iteratively updating a training set using reliable top-K sam-
ples across multiple-camera domains [27, 47, 46, 23, 48].
However, performance degradation occurs while transfer-
ring knowledge between different domains. Also, adopting
top-K sampling is hard to select reliable samples when the
camera domain gap is large. Therefore, even though the
aforementioned two groups show promising performance
in small camera systems [43, 13], the nature of imperfect
translation and domain locality degrades the performance
of large camera systems [53, 54].
The main motivation of this paper is to construct a
feature space that considers the relationship of all cam-
eras without information transfer between camera domains.
To this end, we propose a simple yet effective approach,
named Parts-Aware camera Domain Alignment Learning
(PADAL). With a carefully designed architecture, we first
maximize the distance between different ID features at each
camera domain by using a metric learning approach. While
maintaining a feature discrimination ability, we obtain the
domain-invariant features by adopting the concept of do-
main adversarial learning [16, 37]. Note that our work dif-
fers from conventional domain adaptation methods in the
point that every camera domain has a different number of
IDs. This is because not all people move through all cam-
eras in the system. For example, considering a four-camera
system in a real application, it is possible that a person
moves through cameras 1, 2, and 4 but does not appear in
the camera 3.
To further improve the effect of multi-camera domain
alignment, we propose a Part-aware Adaptation Module
(PAM). Most images used in person re-identification are
obtained by the detection algorithm [7] or hand labeling.
Therefore, it is natural that each body part is located in a
similar area in the re-ID images. For example, head, torso,
and legs usually appear on the top, middle, and bottom part
of images, respectively. We leverage this prior informa-
tion to reduce camera domain discrepancy. Technically, we
make the clusters of the similar spatial features from the
embedding feature maps by using the unsupervised cluster-
ing algorithm (i.e., K-means). According to the locations
of clustered spatial features, we assign a specialized part-
domain discriminator for each cluster. We find that aligning
part features more effectively generates camera-invariant
features than aligning global features.
To sum up, our main contributions can be summarized
as follows: 1) We propose a novel learning scheme for un-
supervised video person re-identification, named PADAL,
which aims to construct the embedding space that repre-
sents camera-invariant and ID-discriminative features. 2)
To enhance the effectiveness of PADAL, we present a Part-
aware Adaptation Module (PAM) to effectively minimize
the discrepancy from multiple camera domains by align-
ing part-level distributions. 3) We conduct extensive exper-
iments on three public video-based person re-ID datasets
(PRID-2011 [13], iLIDS-VID [43], and MARS [53]). Our
experimental results show that PADAL is more effective
on a large camera setting than other methods, which is
an advantage to a real-world application. The proposed
method improves video re-ID performance on the large-
scale MARS dataset up to 20% in rank-1 accuracy.
2. Related Work
2.1. Supervised Person Re-ID
Following the recent success of deep learning in various
fields [20, 19, 49, 12, 45, 55], person re-ID recently has
attracted attention due to the importance of video surveil-
lance systems. In the supervised person re-ID setting
[9, 56, 24, 43, 49, 12, 45, 55], one can use cross-camera la-
bel information for training the model which learns camera-
invariant features. To more effectively use the cross-camera
labels, [36] proposes the training method that leverages
attribute annotations on a person image. Other studies
that use part information [44, 35, 51, 39] and attention
mechanism [34, 25] also improve the performance of re-
identification. However, supervised re-identification meth-
ods require time-consuming labeling work, which is hard to
be applied to large-scale camera surveillance systems.
2.2. Unsupervised Person Re-ID
The large amount of effort required for supervised learn-
ing leads to the study of unsupervised re-ID [33, 41, 6, 22,
47, 23, 48, 27, 46]. The major obstacle of unsupervised per-
son re-identification is camera domain discrepancy gener-
ated by the difference of viewpoints and backgrounds. The
existing unsupervised re-ID approaches for overcoming the
discrepancy problem can be divided into two groups. The
first group [5, 33, 42] proposes to train a model from an
additional labeled source dataset and transfers the knowl-
edge to unlabeled target camera domains. However, perfor-
mance degradation occurs while transferring knowledge to
different domains and their methods also require an addi-
tional labeling cost for the source dataset. The other group
[27, 47, 46, 23, 48] suggests to iteratively update a training
set using reliable top-K samples across multiple-camera do-
mains. Unfortunately, a large domain gap would cause the
strategy to select different ID samples, which is incorrect.
Even though the aforementioned two groups of work show
promising performance in small camera systems (PRID-
2011 [13] and iLIDS-VID [43]), the nature of imperfect
translation and domain locality degrades the performance of
large camera systems (MARS [53] and Market-1501 [54]).
Compared to previous work, our method shows a signifi-
cant performance gain as the number of cameras increases
in video surveillance systems, which is appropriate for real-
world situations. Moreover, we do not use labeled datasets,
which is a big advantage in terms of scalability.
2.3. Domain Adaptation
Domain adaptation [16, 37] handles domain discrepancy
between the labeled source data and the unlabeled target
data. Before the deep learning era, a number of methods
[10, 29] attempt to decrease domain discrepancy with hand-
crafted features. With the success of deep learning methods,
Maximum Mean Discrepancy (MMD) minimization [1, 28]
and domain adversarial learning [8, 40] have achieved im-
pressive performance on the domain adaptation tasks. Re-
cently, domain adaptation has been actively studied due to
the data scarcity problem in classification [1, 28, 38], seg-
mentation [3, 14, 15, 40], and detection [2, 17]. In this pa-
per, we apply the concept of domain adversarial learning to
unsupervised video re-ID. Note that our work differs from
conventional domain adaptation methods, which assumes
the same number of source and target classes. Compared to
these studies, a person randomly appears on each camera so
that we do not assume every camera domain has the same
number of person IDs. Also, previous works mainly focus
on the classification, segmentation, and detection, which is
not a retrieval problem. Multi-adversarial domain adapta-
tion [32] recently proposed to consider the multimode struc-
tures underlying the data distribution. However, they still
consider only the source-target domains, which is not ap-
plicable in multi-camera domain alignment learning.
3. Methodology
Our goal is to train a network to extract ID features which
are invariant to camera domains while preserving an ID dis-
crimination ability. The proposed approach consists of three
main parts as follows: 1) For accurate ID classification, the
network extracts features that have a large distance between
different IDs. To this end, we adopt a metric learning ap-
proach. 2) Multi-camera domain invariant feature learning
generates camera-invariant ID features. 3) Moreover, we
observe that considering person parts during multi-domain
alignment induces more effective domain alignment perfor-
mance.
After training, the network extracts features from given
query/gallery tracklets (i.e., a sequence of person images),
and the features are compared by the Euclidean distance for
ranking. Our approach can be applied not only to person re-
identification but also to various multi-domain tasks with
prior information of an input image.
3.1. Problem Formulation
Video person re-identification (re-ID) [9, 43] is a task
of searching the given probe person in the gallery video
sets. Since each camera has different camera parameters
and viewpoints, we set each camera to a different domain.
Figure 2: Illustration of two versions of aligning multi-
camera domains: Accuracy-guaranteed MDIFL and
Memory-efficient MDIFL. Even though Accuracy-
guaranteed MDIFL shows better performance than
Memory-efficient MDIFL, the memory requirement in-
creases in O(n2), where n is the number of cameras.
Adding our PAM to Memory-efficient MDIFL fills
the performance gap without the significant memory
consumption.
We denote C = {1, · · · , Nc} as camera domain set, each
domain contains a different tracklet set Ti = {1, · · · , NTi},
i ∈ C. Here, Nc and NTi are the number of cameras
and the number of tracklets in camera i, respectively. Let
D = {(I(i,j), Y(i,j))NTij=1}Nci=1 represent the tracklet-label
pairs for network training, where I(i,j) is the j-th track-
let from the i-th camera and Y(i,j) is the ID label in the
form of one-hot-vectors. Usually, supervised person re-
identification methods exploit ID information between cam-
eras to find the camera-invariant feature of tracklets. Com-
pared to these methods, our work aims to train the network
without ID information between cameras.
3.2. Improving an ID Discrimination Ability
Even though there is no ID information across multi-
ple cameras, the network can learn ID-discriminative fea-
ture representation. We adopt a metric learning approach
for each camera domain, which shares a common feature
space. The information that we require for metric learning
is whether each tracklet is from the same or different per-
son in one camera. Therefore, in each camera domain, we
randomly assign the different labels to each tracklet. For ex-
ample, considering that the tracklet label 1 in camera 1 and
2, Y(1,1) and Y(2,1) might not represent the same person.
Technically, we first embed the input space S into the
feature space F regardless of its camera domain by using
a common feature extractor network f : S → F . Then
embedding features in the space F are projected onto other
feature spaces Gi according to the camera domain i ∈ C.
Here, we use the fully-connected layer gi : F → Gi, i.e.,
matrix multiplication, for linear projection. Since pseudo-
labels are assigned to tracklets in each camera domain, we
can calculate the cross-entropy loss of samples in the space
Gi. We minimize an ID-discriminative loss Lid which is
defined as follows:
Lid(I(i,j)) = − 1
NTi
∑
p∈Ti
Y p(i,j)log(gi(f(I(i,j))))
p. (1)
In our work, the order of pseudo-labeling does not af-
fect on the performance of re-identification since we min-
imize the cross entropy function regarding samples in the
dedicated space Gi. Note that we use features in the space
F during the test stage. Without using cross-camera per-
son ID information, the trained feature extractor f has an
ID discrimination ability in the space F . Nevertheless, mis-
alignment of camera domains still degrades re-identification
performance (see Fig. 5).
3.3. Learning to Align Camera Domains
The key contribution of this paper is proposing effec-
tive Multi-camera Domain Invariant Feature Learning (MD-
IFL), which enforces the feature extractor f(·) to generate
the similar ID features across all camera in the space F .
We apply the concept of domain adversarial learning to im-
plement MDIFL by considering the two characteristics of
person re-ID. First, in video surveillance systems, there are
usually more than two camera domains, which is hard to ap-
ply the conventional source to target domain adaptation ap-
proach. Therefore, when designing a domain discriminator,
we should consider the scalability of the re-identification
system. Second, we can utilize the prior information of a
structured person image obtained by the detection algorithm
[7] or hand labeling. We first introduce two versions of
MDIFL and then explain our Part-aware Adaptation Mod-
ule (PAM).
Accuracy-guaranteed MDIFL. We design the cam-
era domain discriminator h(u,v)(·) between every pair of
domains, where u 6= v and u, v ∈ {1, · · · , Nc}. Note
that both h(u,v)(·) and h(v,u)(·) represent the same cam-
era domain discriminator. For instance, considering a re-
identification system with three cameras, the network re-
quires three discriminators, i.e., h(1,2)(·), h(1,3)(·), and
h(2,3)(·). We formulate an adversarial loss function for an
input tracklet I(i,j) from camera domain i as follows:
La(I(i,j)) = −
∑
k 6=i
log(h(i,k)(f(I(i,j)))). (2)
Accuracy-guaranteed MDIFL shows higher performance
than a memory-efficient version since it uses more resources
to distinguish camera domains. However, cross-domain
discriminators for n cameras have a memory complex-
ity O(n2), which limits the number of cameras for video
Figure 3: We observe that spatially-clustered parts have a
smaller domain gap compared to global information. We
map the global and parts features to a 2-D space by using
t-SNE [30]. The element number displayed on t-SNE de-
notes camera domain. Since we use the video sequence for
re-identification, we can get reliable person features by av-
eraging features along the time axis.
surveillance systems. For example, as shown in Fig. 2, the
6 camera system requires 15 discriminators (6C2) for train-
ing domain invariant features.
Memory-efficient MDIFL. To effectively implement
MDIFL, we design a camera discriminator to take the
ID features of multiple domains with shared parameters.
Therefore, a number of the cross-domain discriminators can
be compressed into one multi-domain discriminator. The
discriminator produces the output as the probability of each
domain.
We know the camera domain of each input tracklet I(i,j)
from camera i so that we can define the camera domain label
Di ∈ RNc in the form of one-hot-vectors. Therefore, the
objective function for MDIFL with a single discriminator is
formulated as follows:
Lm(I(i,j)) = −
∑
c∈C
Dci log(h(f(I(i,j))))
c. (3)
We observe that designing a multi-domain discrimina-
tor requires a performance-memory trade-off by our exper-
iments. The proposed Lm(I(i,j)) leads f(·) to generate
inter-camera invariant ID features.
3.4. Part-aware Adaptation Module
Previous domain adaptation methods consider image-
level alignment (i.e., using the average-pooled feature) for
image classification tasks and pixel-level alignment for se-
mantic segmentation tasks. However, aligning image or
pixel-level features might not be the optimal choice for fea-
ture alignment regarding structured images such as person
images. This is because each body part has a different fea-
ture distribution with respect to multiple camera domains.
Figure 4: Illustration of the network architecture. We first embed tracklets into the feature space F . In this space, we increase
the distance between the different ID features in the same camera domain (orange) by minimizing the loss Lid. At the same
time, we reduce the distance between the same ID features across different camera domains (green) by minimizing the loss
Lmp. Our PAM clusters similar spatial features to generate masks and then sort the order of masks. Finally, the feature
distribution of each part is aligned by a specialized camera domain discriminator.
Moreover, we observe that spatially-clustered parts have a
smaller domain gap between different cameras compared to
the global information of the image as shown in Fig. 3.
Therefore, we suggest to cluster similar spatial features and
independently align these features. Note that we explain the
PAM based on the assumption that we use memory-efficient
MDIFL.
To cluster similar spatial features into K clusters from
embedding feature X ∈ RH×W×C , we use the K-means
clustering algorithm. Based on clustered locations, we gen-
erate the person part mask Mk ∈ RH×W , where k ∈
{1, · · · ,K}. Since using the K-means algorithm does not
consider label order, we design a sorting algorithm. Inter-
estingly, we observe that clustered features construct a hor-
izontal line as shown in Fig. 7. Using this observation,
we sort the masks based on the y coordinate (i.e., height)
of the centroid of the mask. Then specialized part-domain
discriminators hk(·) take masked feature maps as an in-
put. Each specialized part-domain discriminator consists of
fully-convolutional layers so that it produces the pixel-wise
probability regarding the camera domain. We can formulate
the discriminator loss as follows:
Lmp(I(i,j)) = −
∑
k,h,w,c
M
(h,w)
k D
(h,w,c)
i log(h
k(Mk⊗X(i,j)))(h,w,c),
(4)
where ⊗ represents a masking operation.
We show that setting K to 3 achieves the best perfor-
mance in our experiment section. This is related the fact
that head, torso, and legs usually appear on the top, middle,
and bottom part of an image, respectively. We illustrate our
PAM in Fig. 4. In the same way, PAM can be applied to
accuracy-guaranteed MDIFL.
3.5. Network Architecture and Training
Baseline Network. We illustrate our network in Fig. 4.
For a fair comparison with previous methods, we adopt the
ResNet-50 [11] model pre-trained on ImageNet as our ID
feature extractor f(·|θf ). Every intra-camera ID classifier
gi(·|θgi) consists of a single fully-connected layer followed
by a softmax layer. The GRL [8] layer changes the gradi-
ents sign of featureX to negative when back-propagation is
performed.
Camera Domain Discriminator. To consider the part
feature distributions, we adopt fully-convolutional layers,
which maintain spatial information. Specifically, the dis-
criminator network consists of 3 convolutional layers with a
kernel 3×3, a stride of 1, and a zero-padding of 1. The chan-
nel size of each convolution layer is {2048, 512, 256, Nc},
where Nc is the number of camera domains. We use Leaky
ReLU parameterized by 0.2 for the activation function.
Network Training. We build our work based on domain
adversarial learning, which consists of two-phase learning.
In the first phase, the feature extractor f(·|θf ) learns to gen-
erate embedding features that confuse a domain discrimina-
tor. In the second phase, the domain discriminator h(·|θh)
is trained to distinguish between source and target domains.
Specifically, we train the parameters θf of the feature
extractor to maximize the discriminator loss Lmp in eq. 4
(or we can use variants of the MDIFL loss: La, Lm, and
Lap). Also, the parameters θg of fully-connected layers for
ID-discriminative learning are trained to minimize Lid (eq.
1). On the other hand, the parameters θh of the camera
domain discriminators are learned by minimizing the loss
Lmp. The training objective for unsupervised person re-
Methods PRID-2011 (#CAM = 2) iLIDS-VID (#CAM = 2) MARS (#CAM = 6)
Rank 1 5 10 20 1 5 10 20 1 5 10 20 mAP
Salience [52] 25.8 43.6 52.6 62.0 10.2 24.8 35.5 52.9 - - - - -
STFV3D [26] 27.0 54.0 66.3 80.9 19.1 38.8 51.7 70.7 - - - - -
FV3D [26] 38.7 71.0 80.6 90.3 25.3 54.0 68.3 87.3 - - - - -
DVDL [18] 40.6 69.7 77.8 85.6 25.9 48.2 57.3 68.9 - - - - -
GRDL [22] 41.6 76.4 84.6 89.9 21.7 42.9 56.2 71.6 19.3 33.2 41.6 46.5 9.6
SMP [27] 80.8 96.0 98.3 99.3 33.2 55.7 64.4 72.5 23.9 35.8 - 44.9 10.5
DGM+IDE [47] 56.4 81.3 88.0 89.9 36.2 62.8 73.6 82.7 36.8 54.0 61.6 68.5 21.3
RACE [46] 50.6 79.4 84.8 91.8 19.3 39.3 53.3 68.7 43.2 57.1 62.1 67.6 24.5
TAUDL [23] 49.4 78.7 - 98.9 26.7 51.3 - 82.0 43.8 59.9 - 72.8 29.1
PADALmp (Ours) 67.3 87.8 93.7 97.1 34.4 55.4 67.1 83.2 61.7 77.7 83.4 87.9 48.3
PADALa (Ours) - - - - - - - - 63.3 80.8 85.7 89.8 51.7
Supervised [50] 85.2 97.1 98.9 99.6 60.2 84.7 91.7 95.2 71.2 85.7 91.8 94.3 -
Table 1: Performance evaluation on the three unsupervised video re-ID datasets: PRID-2011 (two cameras), iLIDS-VID (two
cameras), and MARS (six cameras). Here, we denote the accuracy-guaranteed and the memory-efficient version with PAM
as PADALa and PADALmp, respectively. 1st and 2nd best results are indicated in red and blue colors respectively.
Loss K Rank-1 Rank-5 Rank-20 mAP
Lid - 42.9 63.6 78.8 30.6
Lid + La - 63.3 80.8 89.8 51.7
Lid + Lm - 52.9 69.6 83.5 38.5
Lid + Lmp
1 55.0 72.7 84.3 42.0
2 61.5 77.4 88.0 48.0
3 61.7 77.7 87.9 48.3
4 59.8 77.8 87.9 47.1
5 57.6 75.3 87.3 45.3
Table 2: Ablation study on the MARS dataset. We present
the performance of the network with respect to the loss
functions.
identification can be formulated as follows:
L(I(i,j)) = Lid(I(i,j))− λLmp(I(i,j)), (5)
where λ is a hyperparameter for balancing the two loss
functions. Based on eq. 5, we find the parameters θˆf , θˆg, θˆh
at a saddle point:
(θˆf , θˆg) = argmin
θf ,θg
L(I(i,j)). (6)
θˆh = argmax
θh
L(I(i,j)). (7)
In our work, we use the gradient reversal layer (GRL) [8]
for implementation. During the test stage, the network em-
beds query/gallery tracklets to the feature space F , and the
features are compared by the Euclidean distance for rank-
ing.
4. Experiments
Implementation Details. To train the network, we uti-
lized the Adam optimizer [21] with a weight decay 5×10−4.
We used the learning rate of 0.00035 and decayed the learn-
ing rate by 0.1 every 200 training steps. Note that all train-
ing images were resized to 224 × 112. The whole pipeline
was implemented by using the Pytorch framework [31] on
two NVIDIA Titan Xp GPUs.
Datasets. To show the generality of our method, we re-
port the performance on three public video re-ID datasets:
PRID-2011 [13], iLIDS-VID [43], and large-scale MARS
[53]. People in the PRID-2011 dataset are captured by two
disjoint cameras with a large domain gap. It contains 385
and 749 people video tracks in camera A and camera B,
respectively. Following the previous protocol, 178 people
(i.e., 89 people for each training and testing respectively)
with no less than 27 frames were used for evaluation. The
iLIDS-VID dataset is collected from two non-overlapping
cameras located in an airport hall. Three hundred people
video tracks are sampled in each camera (i.e., 150 people
for each training and testing respectively). MARS is a large-
scale dataset with non-overlapping six cameras. It contains
1,261 person IDs, 625 for training and 636 for testing. Since
MARS has multiple tracklets per ID in a camera, we as-
sign the same pseudo-ID for multiple tracklets regarding
one person.
Evaluation Metric. We use CMC scores for evaluating
all datasets. Additionally, we compute mean Average Pre-
cision (mAP) for the 6-camera MARS dataset.
4.1. Comparison with State-of-the-art Methods
We compare PADALa (accuracy-guaranteed version),
PADALm (memory-efficient version), and PADALmp
Figure 5: Visualization of the feature space F in terms of person ID (top row) and camera ID (bottom row). Here, we use
the samples from the MARS test set. In the initial phase, we observe that samples in the same camera domain are located
in the similar regions ( 1© red circles). With ID-discriminative feature learning (Section 3.2), the network can learn ID-
discriminative feature representations. However, the misalignment of camera domains is still observed in the feature space
( 2© blue circles). To overcome the problem, we propose MDIFL so that we can align the multiple camera domains.
(memory-efficient version + PAM) with state-of-the-art
methods, including Salience [52], STFV3D [26], FV3D
[26], DVDL [18], GRDL [22], SMP [27], DGM [47],
RACE [46], TAUDL [23] on PRID-2011 [13], iLIDS-VID
[43], and large-scale MARS [53] datasets in Table 1. The
results demonstrate that: (1) For small camera datasets
(PRID-2011 and iLIDS-VID), our approach achieves com-
parable performance with state-of-the-art methods. SMP
[27] shows the better performance on the PRID-2011
dataset than ours, however, it shows the lower perfor-
mance on the MARS dataset. This is because the top-K
sampling strategy selects reliable neighbors when a small
camera domain gap exists, but not in a large camera do-
main gap. (2) For the multiple-camera dataset (MARS),
our method achieves state-of-the-art performance with a
large margin. Specifically, our PADALa exceeds the re-
cent methods (e.g., TAUDL [23] and RACE [46]) on the
MARS dataset by 19.5% (63.3-43.8) in rank-1 accuracy and
22.6% (51.7-29.1) in mAP. Also, our memory-efficient ver-
sion PADALmp outperforms these methods by 17.9% (61.7-
43.8) in rank-1 accuracy and 19.2% (48.3-29.1) in mAP.
Recall that one can choose between two versions, PADALa
and PADALmp, depending on the size of the camera net-
work system. In Fig. 2, we show that PADALmp is easy-to-
expand to a video surveillance system with a large number
of cameras. (3) The other methods are mainly based on the
comparison of the feature distance between samples from
Methods R1 R5 R10 R20 mAP
Baseline 42.9 63.6 71.3 78.8 30.6
2-domains × 3 45.4 66.6 73.5 79.4 33.3
3-domains × 2 51.5 70.5 77.6 83.3 38.1
6-domains × 1 55.0 72.7 79.1 84.3 42.0
Table 3: The performance of partial-domain alignment on
the MARS dataset. We use PADALmp with K = 1 for
the experiment. “m-domains × n” denotes n multi-domain
discriminators, which of each domain classifier aligns m
camera domains.
different camera domains. These methods show promising
performance in a small camera system but not in a large
camera network due to the uncertainty from computing dis-
tance between different camera domains. Our method ad-
dresses this problem by adopting a direct domain alignment
approach with adversarial learning, which is applicable to
large camera systems.
4.2. Analysis of the Proposed Method
Ablation Study. In Table 2, we show the effect of
different configurations: PADALa (Lid + La), PADALm
(Lid+Lm), and PADALmp (Lid+Lmp). Clearly, PADALa,
PADALm, and PADALmp achieve the higher performance
than Baseline (Lid), which demonstrates that adversar-
Figure 6: Histogram of the feature distance. We visualize
same-person and different-person feature distance obtained
from 15 combinations of camera domains in the MARS
dataset.
Figure 7: Visualization of the clustered parts by our PAM.
Different colors and numbers represent different part labels.
ial learning for aligning multi-camera domain gaps im-
proves the discrimination ability of re-identification sys-
tems. Moreover, we observe that the accuracy-guaranteed
version, which exploits multiple cross-domain discrimina-
tors, shows better performance than the memory-efficient
version (52.9 % vs. 63.3 %). The performance of
PADALmp varies according to the value of the cluster num-
ber K.
Analysis of a Multi-Domain Discriminator. To further
validate the importance of domain alignment in person re-
identification, we partially aligned the feature distributions
between manually selected camera domains. Specifically,
we aligned the ID features across 2- or 3-camera domains
by using multi-domain discriminators. Table 3 shows that
the rank-1 accuracy is improved from 42.9 to 55.0 as align-
ing more camera domains during the network training. The
Figure 8: The performance of PADALmp according to the
number of clusters K on the MARS dataset. Strict (blue
line) denotes the method that leverages uniformly divided
features along the vertical line.
ID Fragment Rate (%) R1 R5 R20 mAP
Baseline
0 42.9 63.6 78.8 30.6
10 39.5 58.9 74.3 26.8
30 34.4 53.2 69.5 23.6
50 31.2 52.3 67.1 22.8
PADALmp (K=1)
0 55.0 72.7 84.3 42.0
10 52.3 72.0 83.5 39.9
30 51.5 71.5 83.0 39.2
50 50.2 70.6 82.4 38.5
Table 4: Model robustness analysis of ID fragment rates on
the MARS dataset.
experimental results show that: 1) There is domain discrep-
ancy between different camera domains, which degrades
the performance of the re-ID network. 2) Our MDIFL re-
duces the camera-domain discrepancy with domain adver-
sarial learning.
Visualization of Feature Space. As shown in Fig.
5, we visualize the t-SNE of features in the space F .
Here, we compare the network with the initialize state, ID-
discriminative feature learning, and our PADALmp method.
The result shows that MDIFL effectively aligns the camera
domains. Furthermore, we visualize the histogram of the
feature distance in Fig. 6, which illustrates that our PADAL
enhances the ID discrimination ability.
The Effect of Cluster Number in PAM. In our PAM,
we clustered the similar spatial features into K groups by
using the K-means clustering algorithm (see Fig. 7). We ob-
serve that the number of cluster K affects the performance
as shown in Fig. 8. The experimental results show that set-
ting K > 3 degrades the performance, which means that
a large cluster number can distract the discrimination abil-
ity of the network. We also experimented on the common
approach that uniformly divides the feature map along the
vertical line. The result shows that the adaptive clustering
enhances the performance of domain adversarial learning.
Model Robustness Analysis. In real-world situations,
the tracklet of one person in a camera can be divided by
background clutters and occlusion. Therefore, the pseudo-
labeling method within a camera might contain an ID du-
plication problem. In our experiment, we observe that us-
ing domain adversarial learning can reduce the performance
degradation from the ID duplication problem. In Table 4,
we randomly selected person IDs and divided the track-
let of one person into two tracklets with different IDs. As
the ID fragment rate increases 0% to 50%, rank-1 accuracy
decreases by 11.7% (42.9-31.2) and 4.8% (55.0-50.2), re-
spectively. This is because aligning multi-camera domains
works as a regularization, where one person’s tracklet might
be separated in some camera, but not in other cameras.
5. Conclusion
In this paper, we have proposed a multi-camera do-
main feature learning approach for unsupervised person re-
identification. We maximize feature distances between dif-
ferent person IDs within a camera by using a metric learning
approach. At the same time, we apply domain adversarial
learning across multiple camera views for minimizing cam-
era domain discrepancy. To further enhance Multi-camera
Domain Invariant Feature Learning (MDIFL), we suggest
the Part-aware Adaptation Module (PAM), which takes the
advantage of the spatial information of human body parts.
We carry out comprehensive experiments on several pub-
lic datasets (i.e., PRID-2011, iLIDS-VID, and MARS) and
show the superiority of our PADAL.
References
[1] F. M. Cariucci, L. Porzi, B. Caputo, E. Ricci, and S. R.
Bul. Autodial: Automatic domain alignment layers. In IEEE
International Conference on Computer Vision, pages 5077–
5085, 2017.
[2] Y. Chen, W. Li, C. Sakaridis, D. Dai, and L. Van Gool. Do-
main adaptive faster r-cnn for object detection in the wild. In
IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 3339–3348, 2018.
[3] Y. H. Chen, W. Y. Chen, Y. T. Chen, B. C. Tsai, Y. C.
Frank Wang, and M. Sun. No more discrimination: Cross
city adaptation of road scene segmenters. In IEEE Inter-
national Conference on Computer Vision, pages 1992–2001,
2017.
[4] S. Choi, S. Lee, Y. Kim, T. Kim, and C. Kim. Hi-cmd: Hier-
archical cross-modality disentanglement for visible-infrared
person re-identification. arXiv preprint arXiv:1912.01230,
2019.
[5] H. Fan, L. Zheng, C. Yan, and Y. Yang. Unsupervised person
re-identification: Clustering and fine-tuning. In Transactions
on Multimedia Computing, Communications, and Applica-
tions, pages 14(4), 83, 2018.
[6] M. Farenzena, L. Bazzani, A. Perina, V. Murino, and
M. Cristani. Person re-identification by symmetry-driven ac-
cumulation of local feature. In IEEE Conference on Com-
puter Vision and Pattern Recognition, pages 2360–2367,
2010.
[7] P. F. Felzenszwalb, R. B. Girshick, D. McAllester, and D. Ra-
manan. Object detection with discriminatively trained part-
based models. In IEEE transactions on pattern analysis and
machine intelligence, pages 1627–1645, 2009.
[8] Y. Ganin and V. Lempitsky. Unsupervised domain adap-
tation by backpropagation. In International Conference on
Machine Learning, 2018.
[9] N. Gheissari, T. B. Sebastian, and R. Hartley. Person reiden-
tification using spatiotemporal appearance. In IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
1528–1535, 2006.
[10] B. Gong, Y. Shi, F. Sha, and K. Grauman. Geodesic flow
kernel for unsupervised domain adaptation. In IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
2066–2073, 2012.
[11] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning
for image recognition. In IEEE Conference on Computer
Vision and Pattern Recognition, pages 770–778, 2016.
[12] L. He, J. Liang, H. Li, and Z. Sun. Deep spatial feature re-
construction for partial person re-identification: Alignment-
free approach. In IEEE Conference on Computer Vision and
Pattern Recognition, pages 7073–7082, 2018.
[13] M. Hirzer, C. Beleznai, P. M. Roth, and H. Bischof. Person
re-identification by descriptive and discriminative classifica-
tion. In Scandinavian conference on Image analysis, pages
91–102, 2011.
[14] J. Hoffman, E. Tzeng, T. Park, J. Y. Zhu, P. Isola, K. Saenko,
A. Efros, and T. Darrell. Cycada: Cycle-consistent adversar-
ial domain adaptation. In International Conference on Ma-
chine Learning, 2018.
[15] W. Hong, Z. Wang, M. Yang, and J. Yuan. Conditional gen-
erative adversarial network for structured domain adaptation.
In IEEE Conference on Computer Vision and Pattern Recog-
nition, pages 1335–1344, 2018.
[16] J. Huang, A. Gretton, K. Borgwardt, B. Schlkopf, and A. J.
Smola. Correcting sample selection bias by unlabeled data.
In Advances in neural information processing systems, pages
601–608, 2007.
[17] N. Inoue, R. Furuta, T. Yamasaki, and K. Aizawa. Cross-
domain weakly-supervised object detection through progres-
sive domain adaptation. In IEEE Conference on Computer
Vision and Pattern Recognition, pages 5001–5009, 2018.
[18] S. Karanam, Y. Li, and R. J. Radke. Person re-identification
with discriminatively trained viewpoint invariant dictionar-
ies. In IEEE International Conference on Computer Vision,
pages 4516–4524, 2015.
[19] Y. Kim, S. Choi, H. Lee, T. Kim, and C. Kim. Rpm-net: Ro-
bust pixel-level matching networks for self-supervised video
object segmentation. In The IEEE Winter Conference on Ap-
plications of Computer Vision, pages 2057–2065, 2020.
[20] Y. Kim, S. Kim, T. Kim, and C. Kim. Cnn-based semantic
segmentation using level set loss. In 2019 IEEE Winter Con-
ference on Applications of Computer Vision (WACV), pages
1752–1760. IEEE, 2019.
[21] D. P. Kingma and J. Ba. Adam: A method for stochastic
optimization. arXiv preprint arXiv:1412.6980, 2014.
[22] E. Kodirov, T. Xiang, Z. Fu, and S. Gong. Person re-
identification by unsupervised l1 graph learning. In Euro-
pean Conference on Computer Vision, pages 178–195, 2016.
[23] M. Li, X. Zhu, and S. Gong. Unsupervised person re-
identification by deep learning tracklet association. In Euro-
pean Conference on Computer Vision, pages 737–753, 2018.
[24] S. Li, S. Bak, P. Carr, and X. Wang. Diversity regu-
larized spatiotemporal attention for video-based person re-
identification. In IEEE Conference on Computer Vision and
Pattern Recognition, pages 369–378, 2018.
[25] W. Li, X. Zhu, and S. Gong. Harmonious attention network
for person re-identification. In IEEE Conference on Com-
puter Vision and Pattern Recognition, pages 2285–2294,
2018.
[26] K. Liu, W. Ma, B.and Zhang, and R. Huang. A spatiotem-
poral appearance representation for viceo-based pedestrian
re-identification. In IEEE International Conference on Com-
puter Vision, pages 3810–3818, 2015.
[27] Z. Liu, D. Wang, and H. Lu. Stepwise metric promotion for
unsupervised video person re-identification. In IEEE Inter-
national Conference on Computer Vision, pages 2429–2438,
2017.
[28] M. Long, Y. Cao, J. Wang, and M. I. Jordan. Learning trans-
ferable features with deep adaptation networks. In arXiv
preprint arXiv:1502.02791., 2015.
[29] M. Long, G. Ding, J. Wang, J. Sun, Y. Guo, and P. S. Yu.
Transfer sparse coding for robust image representation. In
IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 407–414, 2013.
[30] L. V. D. Maaten and G. Hinton. Visualizing data using t-sne.
In Journal of machine learning research, pages 2579–2605,
2008.
[31] A. Paszke, S. Gross, S. Chintala, G. Chanan, E. Yang, Z. De-
Vito, Z. Lin, A. Desmaison, L. Antiga, and A. Lerer. Auto-
matic differentiation in pytorch. 2017.
[32] Z. Pei, Z. Cao, M. Long, and J. Wang. Multi-adversarial
domain adaptation. In Thirty-Second AAAI Conference on
Artificial Intelligence, 2018.
[33] P. Peng, T. Xiang, Y. Wang, M. Pontil, S. Gong, T. Huang,
and Y. Tian. Unsupervised cross-dataset transfer learning for
person re-identification. In IEEE International Conference
on Computer Vision, pages 1306–1315, 2016.
[34] J. Si, H. Zhang, C. G. Li, J. Kuen, X. Kong, A. C. Kot,
and G. Wang. Dual attention matching network for context-
aware feature sequence based person re-identification. In
IEEE Conference on Computer Vision and Pattern Recog-
nition, pages 5363–5372, 2018.
[35] C. Su, J. Li, S. Zhang, J. Xing, W. Gao, and Q. Tian. Pose-
driven deep convolutional model for person re-identification.
In IEEE International Conference on Computer Vision,
pages 3960–3969, 2017.
[36] C. Su, S. Zhang, J. Xing, W. Gao, and Q. Tian. Deep
attributes driven multi-camera person re-identification. In
European conference on computer vision, pages 475–491,
2016.
[37] M. Sugiyama, M. Krauledat, and K. R. Mller. Covariate shift
adaptation by importance weighted cross validation. In Jour-
nal of Machine Learning Research, pages 985–1005, 2007.
[38] B. Sun and K. Saenko. Deep coral: Correlation alignment for
deep domain adaptation. In European Conference on Com-
puter Vision Workshop, pages 443–450, 2016.
[39] Y. Sun, L. Zheng, Y. Yang, Q. Tian, and S. Wang. Beyond
part models: Person retrieval with refined part pooling (and
a strong convolutional baseline). In European Conference on
Computer Vision Workshop, pages 480–496, 2018.
[40] Y. H. Tsai, W. C. Hung, S. Schulter, K. Sohn, M. H.
Yang, and M. Chandraker. Learning to adapt structured out-
put space for semantic segmentation. In IEEE Conference
on Computer Vision and Pattern Recognition, pages 7472–
7481, 2018.
[41] J. Wang, X. Zhu, S. Gong, and W. Li. Transferable joint
attribute-identity deep learning for unsupervised person re-
identification. In IEEE Conference on Computer Vision and
Pattern Recognition, pages 2275–2284, 2018.
[42] J. Wang, X. Zhu, S. Gong, and W. Li. Transferable joint
attribute-identity deep learning for unsupervised person re-
identification. In IEEE Conference on Computer Vision and
Pattern Recognition, pages 2275–2284, 2018.
[43] T. Wang, S. Gong, X. Zhu, and S. Wang. Person re-
identification by video ranking. In European Conference on
Computer Vision, pages 688–703, 2014.
[44] L. Wei, S. Zhang, H. Yao, W. Gao, and Q. Tian. Glad:
Global-local-alignment descriptor for pedestrian retrieval. In
25th ACM international conference on Multimedia, pages
420–428, 2017.
[45] S. Xu, Y. Cheng, K. Gu, Y. Yang, S. Chang, and
P. Zhou. Jointly attentive spatial-temporal pooling networks
for video-based person re-identification. In IEEE Interna-
tional Conference on Computer Vision, pages 4733–4742,
2017.
[46] M. Ye, X. Lan, and P. C. Yuen. Robust anchor embedding for
unsupervised video person re-identification in the wild. In
European Conference on Computer Vision, pages 170–186,
2018.
[47] M. Ye, A. J. Ma, L. Zheng, J. Li, and P. C. Yuen. Dy-
namic label graph matching for unsupervised video re-
identification. In IEEE International Conference on Com-
puter Vision, pages 5142–5150, 2017.
[48] H. X. Yu, A. Wu, and W. S. Zheng. Cross-view asymmetric
metric learning for unsupervised person re-identification. In
IEEE International Conference on Computer Vision, pages
994–1002, 2017.
[49] J. Zhang, N. Wang, and L. Zhang. Multi-shot pedestrian re-
identification via sequential decision making. In IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
6781–6789, 2018.
[50] J. Zhang, N. Wang, and L. Zhang. Multi-shot pedestrian re-
identification via sequential decision making. In IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
6781–6789, 2018.
[51] L. Zhao, X. Li, Y. Zhuang, and J. Wang. Deeply-learned
part-aligned representations for person re-identification. In
IEEE International Conference on Computer Vision, pages
3219–3228, 2017.
[52] R. Zhao, W. Ouyang, and X. Wang. Unsupervised salience
learning for person re-identification. In IEEE Conference
on Computer Vision and Pattern Recognition, pages 3589–
3593, 2013.
[53] L. Zheng, Z. Bie, Y. Sun, J. Wang, C. Su, S. Wang, and
Q. Tian. A video benchmark for large-scale person re-
identification. In European Conference on Computer Vision,
pages 868–884, 2016.
[54] L. Zheng, L. Shen, L. Tian, S. Wang, J. Wang, and Q. Tian.
Scalable person re-identification: A benchmark. In IEEE
International Conference on Computer Vision, pages 1116–
1124, 2015.
[55] Z. Zhong, L. Zheng, Z. Zheng, S. Li, and Y. Yang. Camera
style adaptation for person re-identification. In IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
5157–5166, 2018.
[56] J. Zhou, B. Su, and Y. Wu. Easy identification from better
constraints: Multi-shot person re-identification from refer-
ence constraints. In IEEE Conference on Computer Vision
and Pattern Recognition, pages 5373–5381, 2018.
