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ABSTRACT 
We prove two results concerning positive completions of partial positive matrices. 
First, we give a parametrization of all positive invertible completions of a partial 
positive matrix having as support a chordal graph, along a fixed increasing chordal 
sequence. Then, a formula for the determinant of each completion is obtained in 
terms of the associated parameters. As an application, we obtained a proof of a 
conjecture of W. W. Barrett, C. R. Johnson, and L. Rodman regarding an inheritance 
principle for chordal graphs. 
1. INTRODUCTION 
The question of which partial Hermitian matrices may be completed to 
positive matrices was analysed in the paper [8]. Chordal graphs (already 
arising in connection with perfect Gaussian elimination-see [12]> provide an 
answer, and in the process of completion the notion of increasing chordal 
sequence plays the central role (see Section 2 for precise statements and 
definitions). 
Our purpose is to point out some properties of these increasing chordal 
sequences. Thus, in Theorem 3.1 we obtain a parametrization of all positive 
invertible completions of a given partial matrix admitting such completions, 
along a fixed increasing chordal sequence. The parameters are complex 
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numbers of modulus strictly less than 1. Then, in Theorem 4.6, a formula for 
computing the determinant of each completion is obtained in terms of the 
associated parameters. 
As an application of our results we obtain a proof of an inheritance 
principle which is conjectured in [g&-its statement is Theorem 5.1 in our 
paper. Finally, in Proposition 5.4 a stronger version of this inheritance 
principle is presented. 
2. PRELIMINARIES 
This section contains a review of the basic definitions and results that will 
be used in this paper. Thus, ideas involved in the proofs will appear from the 
very beginning and a certain completeness will attained in the end. 
2.1. Positive Matrices 
Results on the positivity of matrices have been known for a long time. We 
mention here only the recent papers [ll] and [2] and recall a few facts 
concerning the structure of positive matrices as presented in [2]. In the 
following, a Hermitian matrix is called positive if all its eigenvalues are 
greater than or equal to zero. By T * we denote the adjoint of a matrix T. T 
is called a contraction if I- T *T is positive; in this case, it makes sense to 
define the defect matrix of T, D, = (I - T *T)‘/‘. 
Consider now a positive invertible block matrix 
M=(Sijll<i,j<n}, (2.1) 
where Sij is an n, X nj matrix with complex entries. Without loss of 
generality, we can suppose Sii = 1 for i = 1,. . . , n. 
We state a result from [2] in a simpler version which will be sufficient for 
our purposes. 
PROPOSITION 2.1. To any positive invertible block-matrix M of the j&m 
(2.1) is associated a unique family of contractions & = (Gij 11 G i < j < n). 
The connection between Sij and Gij has the form 
‘i,i+l = Gi,i+, (2.2) 
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D cj-l.j’ (2.3) 
where Cij are certain matrices whose form does not interest us here. 
However, it is worthwhile mentioning that in (2.3) Sij actually depends 
only on the parameters (Gmk 1 i < m < k < j}. This remark plays a central role 
in the proof of Theorem 3.1. 
As a main consequence of the relations (2.2) and (2.3) we will use in this 
paper the following formula [2, Proposition 1.71: 
det M = n det DE,j. 
l<i<j<n 
(2.4) 
As a consequence of (2.4) we obtain a variant of the Fischer-Hadamard 
inequality. Thus, for A c (1,. . . , n} we denote by M(A) the principal subma- 
trix of M subordinate to the index set A, and for A = 11,. . , m), B = (k, . . . , n), 
l<k<m<n,weget 
detM= 
det M(A) det M(B) 
n det D’lj det M(A ,-l B) ’ (2.5) 
l<igk-I 
m+l<j<n 
Finally, for matrices with scalar entries we use the notation M = (Sij 11 < 
i,j<n},andif M is positive and invertible, we denote by {gij 11 Q i < j < n} 
its parameters given by Proposition 2.1; moreover, by (2.4), ]g,,] < 1. 
2.2. Chordal Graphs 
For all the terminology and results concerning chordal graphs we follow 
here the book [i’]. 
Let G = (V, E) be an undirected graph, where V is a finite set (usually, 
V=(l,2,..., n}) and E is a symmetric irreflexive binary relation on V. V is 
the set of vertices, and E is the set of edges. 
We denote by Adj(u) the adjacency set of o, i.e., w E Adj(u) if and only 
if (0, w) E E. Two edges are adjacent if they share a common endpoint. 
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Given a subset A 5 V, we define the s&graph induced by A as C, = 
(A,E,), where E,={(~,~)EE/xEA and YEA}. For VGA, we denote 
Adj,(v) = Adj(v)n A. 
The replete graph with rr vertices is usually denoted by K,, and it is 
the graph with the property that every pair of distinct vertices is adjacent. A 
subset A c V is a clique if it induces a complete graph. 
A cycle of length r is a sequence of vertices [ vO, ol,. . . , v,, v,] such that 
(ui_,,vi)E E, i=1,2 )‘.., r, and Co,., v,> E E-the notation [ ] designates an 
ordering of the involved vertices. A graph G is called chordal (or triangu- 
Zated) if every cycle of length strictly greater than 3 possesses a chord, i.e. an 
edge joining two nonconsecutive vertices of the cycle. A basic notion 
connected with chordal graphs is the perfect vertex el~minat~on scheme (or 
perfect scheme&see [12, lo], 13, 71; an ordering u =[vr,vs,. ..,u,] of the 
vertices of G is a perfect scheme if each set Xi = (cj E Adj(u,>l j > i} is 
complete. If we say that a vertex v of G is s~rnpZ~c~a~ when Adj(v) is a 
clique, then o is a perfect scheme if and only if each oi is a simplicial vertex 
of the induced graph G,, ,,,,,, c,,l. 
We will need some results in the theory of chordal graphs. 
First, a result of Dirac ([3], or Lemma 4.2 in [7]). 
LEMMA 2.2. Every chordal graph G has a simplicial vertex, and ay G is 
not a clique, then it has two nonadjacent simplicial vertices. 
Next, a result of Fulkerson and Gross ([6], or Theorem 4.1 in [7]) 
regarding the connection between chordal graphs and perfect schemes. 
THEOREM 2.3. An undirected graph is chordal if and o&y if it has a 
pelfect scheme, and any simplicial vertex can start a perfect scheme. 
2.3. latex Con~pleti~s 
By a partial matrix we mean a square array in which some entries are 
specified (i.e., they are known complex numbers) and the others are unspeci- 
fied, A completion of a partial matrix is a specification (also with complex 
numbers) of the unspecified entries. By a partial positive matrix we mean a 
partial matrix Ma = {sij 11 < i, j g n) whose diagonal is specified (with posi- 
tive numbers), and such that if sij is specified then so is sji, with sji = 8,,, 
and each of its specified principal submatrices is positive. 
The graph G(M,) associated to a positive partial matrix it& = {sij 11 g 
i, j < n} has the vertices {1,2,. . . , n} and an edge between i and j if and only 
if sij is specified in M,. 
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A remarkable connection between chordal graphs and positive partial 
matrices was established in [8, Theorem 71. 
THEOREM 2.4. Every partial positive matrix with associated graph G has 
a positive completion if and only G is chmdal. 
The core of this result is the existence of an (increasing) chordal 
sequence of G = (V, E), i.e. a sequence of chordal graphs Gj = (V, Ej), 
j=O,l ,. . ., t, such that G, = G, G, is the complete graph, and each Gj is 
obtained from Gj_i by adding exactly one new edge. In this way, Gj 
contains exactly one maximal clique which is not a clique in G,_ r. Conven- 
tionally, Vj denotes the unique maximal clique in G, which is not a clique 
in G,_i. 
Another result in [8], generalizing a result in [4], is the so-called maxi- 
mum determinant principle asserting the existence of a unique positive 
completion such that its determinant is the maximum of the determinants of 
all positive extensions of the given partial matrix. 
3. PARAMETRIZING ALONG CHORDAL SEQUENCES 
In this section we describe a parametrization of all positive invertible 
completions of a partial positive matrix. In view of our purpose, there is no 
loss of generality in assuming that any positive partial matrix we take into 
account has the elements on the diagonal equal to 1 and every principal 
submatrix of it with specified elements is invertible. These assumptions will 
be maintained throughout this paper. 
We can state and prove now the main result of this section. 
THEOREM 3.1. Let M, be a partial positive matrix, and let G = G(M,,) 
be its associated graph, which is supposed to be chordal. Fix a chordal 
sequence G,, G,, . . , G, of G. Then, any positive invertible completion of MO 
is uniquely determined by a set (g(u,,vj)) j = l,..., t] of complex numbers 
with Ig(uj, vj)l < 1, where (uj, vj) denotes the edge added to Gj_ 1 in order to 
obtain Gj. 
Proof. Given a set {g(u,, vj) ( j = 1,. . . , t} of complex numbers with 
Ig(Uj, Vj)I < 1, we complete the matrix MO in the following way: after a 
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reordering of Vi, if necessary, the partial matrix associated to Vi, denoted by 
M,(V,), has a banded structure, i.e., it can be written in the form 
where A, B, C, D, E are matrices with specified entries, such that the block 
matrices 
are positive and invertible by the assumed properties of Ma, and s,,,,~ is the 
unknown element. Consequently, g( u 1, 0 1) determines through Proposition 
2.1 a positive invertible completion of M,(V,). This process can be repeated 
for j=2,..., t, and finally one gets a positive invertible completion of Ma, 
M = M(lg(uj, Uj) I j = 1,. . . ) t)). 
Conversely, let a positive invertible completion M of Ma be given. The 
fact that the maximal cliques V, where we completed the unspecified 
positions in the process described above are uniquely determined by the 
given chordal sequence of G permits us to associate to M, again by 
Proposition 2.1, a uniquely determined set of parameters {g(uj,uj)( j = 
1,. .,t} with Ig(uj,uj)l < 1 for j = 1,. . .,t. n 
As the parameters (g(uj,uj)l j = 1,. . .,t) depend on the fixed chordal 
sequence of G, we call them the parameters of M along the underlying 
chordal sequence. 
4. DETERMINANTAL FORMULAE 
In this section we obtain a formula for the determinant of each positive 
invertible completion of a given partial positive matrix in terms of the 
parameters associated along a fixed chordal sequence. 
Let M, be such a partial positive matrix, and G = G(M,) its associated 
graph (of course, G is different from the complete graph). In order to 
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illustrate our method we begin with a particular case. Take a perfect scheme 
u =[+.., u,] of G = (V, E), and construct a chordal sequence of G in the 
following way: Define A, = {ok, . . . , u,), and recall that we defined X, = 
(oj E Adj(u,) 1 j > k). Let R be the least integer for which A, is a clique. 
Then AR _ 1 is partitioned as 
A,_, = (OR-I) U XR-IU &-I, 
where B, _ 1 is the complement of {uR _ i) U Xn _ 1 in A R - 1. 
If B,_,=[w,,..., ws], where the order is that in u, then we define 
E, = E u Ko,_,, w,)], E, = E, U (u~_~, w,_,k.. . , Es = Es-, U 
((v~_~, wl)}. Further, for k = 2 ,..., R -I, 
AR-k = {o~_~} U XR-~ u BR-k> 
where BR_k is the complement of {u,_,)U X,_, in AR-k. 
Keeping in BR_k the same order as in u, we continue to define the 
chordal sequence by successively connecting each vn_k with the vertices in 
B,_,, but taken in the reverse order. As IT is a perfect scheme of G, Xn_k is 
a clique for any k = 1,. . . , R - 1, and this assures that a chordal sequence of 
G is obtained in this way. It will be referred to as the chordal sequence of G 
associated to CT. 
We can obtain now our main result for the case of chordal sequences 
associated to perfect schemes. 
PROPOSITION 4.1. Let a be a pe7fect scheme of G, and let Go,G,,...,G, 
be the chordal sequence of G associated to u. Let M be a positive invertible 
completion of M,, and {g(u,, uj) 1 j = 1,. . . , t) be the parameters of M along 
the chordal sequence associated to u. Then 
Proof. Let u=[ui,..., on] be the given perfect scheme of G. 
Suppose that B, =[rl,..., x,], and consider the ordering 
(4.2) 
where the order in Adj(v,) is arbitrary-we keep the same notation as in the 
above construction of the chordal sequence of G associated to u. Using the 
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formula (2.5) for the matrix M written with respect to the order (4.21, we 
successively get 
det M(V-(r,)) 
detM=[l-Ig(u,,xP)IZ] detM(V_Ix,,v ,) detM({o,Y...,oJ) 
1 
detM(V-(x,, u,})detM(V-{Xp,xp-,J) 
’ detM(V-{x Y,D,))detM(V-(xp,x,-,,v,)) 
detM((or,...,u,J) 
X 
det M(f4 UAdj(d) 
det M(Adj( u,)) 
det M({v,,...,o,}). 
The induced graph G,,2,,3 .,,,, =.) is also chordal, and [u,, . . . , o,] is a 
perfect scheme of it. So we can continue in this way, to obtain 
&-I det iW({u,} u X,) 
Xl-I det M( X,) 
detM({oa,....u,l) 
m=l 
But now GfaR,._.,o,) is the complete graph by the de~nition of R, and the 
formula 
n 
detM({ua,...,o,]) = n 
det ~(I~,1 uX,> 
m=R det M( X,) 
is obvious. On the other hand, ((~~,~)lm=l,...,R--l, WE&U **’ U 
B, _ 1 = (( uj, uj) 1 j = 1,. . . , t), and now (4.1) fohows. I 
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COROLLARY 4.2. The product 
n detM((dUX,) 
D(M,o;MJ = n 
m=l det W X,, 1 
is the same for any perfect scheme u = [v,, . . . , u,] of G and any positive 
invertible completion M of M,, and represents the maximum determinant, 
denoted from now on by D(M,), over the determinants of all positive 
completions of M,. 
Proof. Let cr =[vi,.... v,] be a perfect scheme of G. Let M be a 
positive invertible completion of M,. In view of the way formula (4.1) was 
obtained, and by the remark concerning the dependence on parameters in 
Proposition 2.1, it follows that D(M,a; MO) does not depend on the parame- 
ters {g(uj,vj)]j = l,..., t) of M along the chordal sequence of G associated 
to cr. Consequently, D(M, u; M,) does not depend on M, and we can denote 
it by D(a;M,). 
By (4.0, 
and as ]g(uj,vj)l < 1 for j = l,..., t, the maximum of det M over the positive 
completions of M, is attained only by the positive completion M" corre- 
sponding to the parameters g(uj, vj) = 0, j = 1,. . . , t. For this completion, 
(4.1) gives 
detM’= D(a;M,). 
Consequently, by the maximum determinant principle in [8], D(o; MO) 
does not depend on cr. n 
REMARK 4.3. In the product expressing D(M,), a cancellation process 
can take place. The remaining factors were determined in [I] in the following 
way. By a result of Walter, Gavril and Buneman (see [7, Theorem 4.8]), for 
the chordal graph G = (V, E) associated to MO, there exists a tree T = 
(V(T), E(T)) whose vertex set is the set of maximal cliques of G such that 
each of the induced subgraphs TVcTj, (v E V) is connected, where V(T), is 
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the set of those maximal cliques containing 0. The main result in [l] asserts 
that 
n det M,(W) 
WMO) = 
w E V(T) 
n detM,(W n W’) 
(W,W’)E E(T) 
-the notation keeps our conventions, because the principal submatrix of M, 
subordinate to W f V(T) consists only of specified elements. 
It is not our purpose here to discuss the cancellation process, but we can 
illustrate it on an example. Take G = (V, E), where V = (1,2,3,4,5,61 and 
E = ((1,4), (I, 5>, (1,6), (2,3), (2,6), (3,5), f3,6), (4,5), (461, (5,6)]. Then 
V(T) = (W, = (I,4,5,6), W, = {3,5,6), Ws= (2,3,6)}, 
u = [1,2,3,4,5,6] is a perfect scheme of G, and by Corollary 4.2, for any 
positive invertible completion M of M, we can compute 
NM*) = 
detM((l,4,5,6))detM((2,3,6})det~(~3,5,6)) 
det M((4,5,6)) det M((3,6)) det M((5,6)) 
x 
det M((4,5,6))detM((5,6))det M((6)) 




which is exactly the formula of Barrett and Johnson in [l]. 
Before passing to the general case of (4.1), we discuss two more exam- 
ples. 
EXAMPLE 4.4. We show that there are chordal sequences which are not 
associated to perfect schemes. Take G = (V, E) with V = (1,2,3,4) and E = 0. 
Take u =[u,,u,,u,,o,], an arbitrary perfect scheme of G. Then A, = {u,), 
A, = (o,, u,), A, = Iv,, u3, uq]. 
INHERITANCE PRINCKPLES FOR CHORDAL GRAPHS 135 
Further, B, ={u,), B, = {u,,u,), and this shows that the associated 
chordal sequence is given by E, = E U{(~a,t?& E, = E, U{(U,,O& E, = 
E, u{(u~, u,)}, and so on. But it is possible to start a chordal sequence of G 
with E, = E u (Co,, v,)), E, = E, U ((u,, ~a>), E, = E, U {(u,, u,)), and this 
chordal sequence of G is not associated to a perfect scheme of G. 
EXAMPLE 4.5. Take a chordal graph G = (V, E) with four vertices, and a 
partial positive matrix Ma having G as associated graph. Take an arbitrary 
chordal sequence G,, G,, . . . , G, of G, and a positive invertible completion M 
of M,. Let Igtuj,uj)lj = l,..., t) be the parameters of M along the fixed 
chordal sequence of G. Then 
This formula can be directly verified for all possible cases. Let us 
illustrate with the graph G = (V, E) with E = {(1,2), (1,3), (1,4)), which is 
the only graph with four vertices that is not a proper interval graph. [A graph 
is called a proper ~~te~~l graph if it may be identified with a set of intervals 
on the real line such that no interval is contained in another, and an edge 
(i, j) occurs if and only if interval i and interval j intersect.] 
For the considered graph there exists exactly one chordal sequence (up to 
a reordering of vertices) given by E, = E U {(2,3)), E, = E, U ((2,4)), E, = 
E, ~((3,4)). Let g&3), g(2,4), g(3,4) be the parameters of M along this 
chordal sequence. Using (2.5) we get 
detM=[l-Ig(3,4)[‘] 
detM({1,2,3))detM((1,2,4}) 
det M( fL2)) 
xdetM((1,2})detM({1,3})detM({1,4}), 
which is exactly the required formula. 
Now we can state the main result of this section. The point of the proof is 
a splitting process based on the Fischer-Hadamard type formula (2.5). We 
postpone the detailed proof to the Appendix. 
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THEOREM 4.6. Let MO be a positive partial matrix with chordal associ- 
ated graph G = G(M,). Let G,,G,, . . ., G, be a fired chordal sequence of G. 
1 
Consider a positive invertible completion M of M,, and let {g(uj, vj) 1 j = 
, . . . , t} be the parameters of M along the fixed chordal sequence. Then the 
following formula holds: 
(4.3) 
5. INHERITANCE PRINCIPLES 
The first inheritance (or permanence) principle was proved in [5] for the 
band matrices studied in [4]. In f9] th e relevance of this principle to chordal 
graphs was pointed out, and the following result was conjectured by Barrett, 
Johnson and Rodman, which now is a consequence of Theorem 4.6. 
THEOREM 5.1. For a chordal graph G, every &horda~ sequence G = 
G,,G,,..., G, = K n of G has the following inheritance property. For every 
postal positive matrix MO with G as associated graph, const~ct a (uniq~) 
sequence of partial positive matrices as follows: Mj is obtained from Mj_ 1 by 
completing the (uj, vj> entry in such a way that its principal s&matrix 
subordinate to Vj is the maximum determinant completion of MO(Vi _ , >. Then 
the last matrix M, in the sequence is the maximum determinant positive 
~on~p~etion uf M,. 
Proof. Completing the (zcj,uj) entry in the partial positive matrix 
M,(L$ 1> for j = 1,. . . , t is exactly the completion process considered in 
Theorem 3.1 for the fixed chordal sequence of G and applied to the matrix 
M,. Let {g(uj,uj)l j = l,..., t) be the parameters of M, along the fixed 
chordal sequence of G. By (2.4) we have to choose g(uj, uj)= 0 at every 
step in order to obtain the principal submatrix of Mj subordinate to Vj as the 
maximum determinant completion of M,(Vj_,). So M, has the parameters 
g(plj, ojl = 0, j = 1,. . . , t, along the fixed chordal sequence of G. 
On the other hand, by (4.3) in Theorem 4.6, the maximum determinant 
positive completion MO of M, has the parameters g”(uj, vj’i> = 0, j = 1,. . . , t, 
along the same fixed chordal sequence of G. In other words, M, = MO. n 
Another variant of the inheritance principle can be obtained using the 
following result (see [7], Lemma 2). 
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LEMMA 5.2. Let G = (V, E) and G’ =(V, E’) be two ch~~Z graphs 
with E s E’ and I E’I > I El + 2, where I El denotes the cu~dinali~ of E. Then 
there exists a chordal graph G” =(V, E”) with E 5 E” s E’. 
Proof. By induction on n = IV]. For n = 4 we can simply verify the 
statement of the lemma. Suppose it to be true for any graph with at most 
n-lvertices,andnowletG=(V,E)andG’=(V,E’)with]V]=n, EsE’, 
and IE’I >, IE!-t-2. 
Let[v l,. . . , VJ be a perfect scheme of G. There are two possibilities: 
A. G(“2,. .‘.lj,,) + qi,,. . ,o,)* If Gttil ,,.., .,=W-ioIl,& and Gt’Lj, ,_.., L: )= 
(V-Iv,], I?I), then, by the induction hypothesis, there exists a chordal grl?ph 
G” =(V-{ui], Et’) with 8 s 8” 5 I?‘. In case GIOZr..,,ti.) has only one more 
edge than G(,,,....ti,)> we can take G”= G(‘ti,,.,,,, ). We now construct G” by 
adding to V-{ul) the vertex 21~ and to E” all the edges in G having vi as 
an endpoint. Taking a perfect scheme [ wa, . . . , w,] of G “, we remark that 
[DjW2,..., wn] is a perfect scheme of GM, and by Theorem 2.3, G” is a 
chordal graph satisfying the required properties. 
B. G. (Q ,..., 0”) = Gi”, ,..., C,)’ In this case, by Dirac’s Lemma 2.2 there 
exists one more simplicial vertex in G starting another perfect scheme of G 
satisfying condition A. n 
First, we obtain an extension of Lemma 4 in [8]. 
PROPOSITION 5.3. Let two chordal graphs G = (V, E) and G’ = (V, E’) 
with E s E’ be given. Then there exists a sequence of ~~~~ graphs 
G = G,,G,, . . . , G, = G’ such that Gi is obtai~d by adding exactly one edge 
to Gj_,, forazZj=l,..., s. 
Proof. This is a consequence of Lemma 5.2. n 
In analogy with the case G’ = K,, we call a sequence of chordal graphs 
satisfying the requirement of Proposition 5.3 a ch~da~ sequence connecting 
G to G’. 
Finally, let Md = {s& 11~ i, j < n) be a partial positive matrix, and M, = 
{sij 11~ i, j Q n} a partial positive submatrix of M& i.e., MO is a partial 
positive matrix in its turn, but having more unspecified elements than M& 
and sij = s$ for the specified elements. Let G’ = (V, E’) and G = (V, E) be 
the associated graphs of Mg and MO respectively, which are supposed to be 
chordal. 
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Then E s E’. Take a chordal sequence G = G,,G,, . . . ,G, = G’ connect- 
ing G to G’, and let G’ f= G&, Gi,. . . ,C; = K, be a chordal sequence of G”. 
Then G = G,, G,, . . . , G, = G’ = G& Gi,. . . ,Gi = K, is a chordal sequence 
of G. 
Fix a positive invertible completion M of M& Of course, M can be also 
viewed as a positive invertible completion of MO. So, let (g’(uj, oj) I j = 
I,. . . ,t) be the parameters of M along the chordal sequence G&. . . ,G; of G’, 
and {g(uj,uj)l j=I,..., s + t) be the parameters of M along the chordal 
sequence G,,Gt,. . .,G,,Gf, . . . , G; of G. The next result establishes the 
connection between D(M,) and IX&@. 
PROPOSITION 5.4. With the above notation, the product 
is the same for any chordal sequence connecting G to G’ and any positive 
i~ue~~~le ~~nplet~on M of MO, and 
(5.1) 
Proof. In view of the dependence on parameters in Proposition 2.1, the 
numbers g(uj, of), j = 1,. . . , s, do not depend on the chosen positive comple- 
tion M of Ma. By the same remark, we have that g’(uj,uj)= g(uj, uj) for 
j > s. Then, by Theorem 4.6, 
and 
Consequently, the formula (5.1) holds and the product 
does not depend on the chosen chordal sequence connecting G to G’. II 
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APPENDIX. PROOF OF THEOREM 4.6 
We prove (4.3) by induction on the number of vertices of G. For n G 4 
we can verify the formula directly (see Example 4.5) and assume the 
statement of Theorem 4.6 is true for any partial positive matrix for which the 
associated graph has at most rr - 1 vertices. 
Fix a partial positive matrix M, such that G = G(M,) has n vertices. 
Moreover, fix a chordal sequence G = G,,G,, . . . ,G, = K, of G and a 
positive invertible completion M = {sij 11 Q i, j < nl of M,. 
Let {g(uj,Ojuj)l j=l,..., t} be the parameters of M along the fixed 
chordal sequence. Define for 0 g m < t the partial positive matrices 
Mo(G,,,> = {sij(~*(G~)) I1 Q i, j G nZ by 
Sij( M,( G,,)) = sij 
if (i, j) E E,, 
unspecified otherwise 
(4.4) 
Of course, M,(G,) = Ma, M,(G,) = M, and M is a positive invertible 
compIetion of any M,,(G,,>, 0 < m < t. Moreover, G,n is the associated graph 
of M,(G,), and G,,,, Gtn+ ,, . . . , G, is a chordal sequence of G,. The parame- 
ters of M, viewed as a positive invertible completion of M,(G,,), along this 
chordal sequence are obviously (g(u,, oj) I j = m + 1,. . . , t). 




Rut we can show that 
detM(V-{u,})detM(V-{u,)) 
detM(V-(u,,o,}) 
= D(%(G,-1)). (4.6) 
Indeed, [u,,u,,(V-(u,,v,})] is a perfect scheme of G,_,, where the order in 
V-{u,,~,} is arbitrary, and (4.6) is a consequence of Corollary 4.2. From 
(4.5) and (4.6) it results that 
detM=[l-Ig( +e,,\*] D(&(G,-1)). (4.7) 
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Suppose now that we have proved the formuIa 
detM= [I+( u&)/2] *.* [l-lg(Uk+l~ot+*)12]D(MO(GL)) (4.8) 
for every m< k <t-I, where 0 <m <t. We will show that the same 
formula holds for m - 1. 
Let [Ok,..., u,] be a perfect scheme of G,_,. There are two possibilities. 
In this case, the vertices u,, and v, are not simultaneously adjacent to 
o, in G,n_-l, because vr is simplicial in G,%_,. As a first consequence, oi 
remains simplicial also in G,, and by Theorem 2.3 we find a perfect scheme 
[zji,tuz ,..., w,J of G,. 
Now, denote by c,, 0 f m < t, the induced graph (G,,,&,, ,__., t’,,j. In 
particular, [ v2, . . . , en] remains a perfect scheme of G, _ 1 and [ w2,. . . , w,] 
remains a perfect scheme of G,. Moreover, some of these graphs may 
coincide. Taking into account those consecutive coinciding graphs only once, 
we obtain a chordal sequence G = G,, . . . , et, = K,_, of G, where G?,,_r 
and b,, remain consecutive, but possibly at other positions in the sequence. 
Despite this fact, we keep the same notation for them. 
Further, denote by & the principal submatrix of M subordinate to 
(V s, . . . , v,,}~ Then 8, = &,(G,), where we use the same convention (4.41, is 
a partial positive matrix with associated graph G. Q can be viewed as a 
positive invertible completion of &a; let f&ujrvj)f j = 1,. . ., t’f be the 
parameters of Q along the chordal sequence G,, G,, . . . , C?,,. 
By a previous remark, ( g(uj, uj> I j_= m,, . . . , t ‘1 are the parameters of i%?, 
as a positive invertible completion of M,(G, _ ,I, along the chordal sequence 
em-,,&,... ,G,, of G,,,_i; and {~(uj,oj)lj=m+l,...,t’) are the parame- 
ters of A, as a positive invertible completion of d,(C,), along the chordal 
sequence G,, cS,_ r,. . . ,Gt, of G,n. By the induction hypothesis, 
detti= fi [l-!t(tlj,vj)l”]D(s,(e,,_,)) 
j=m 
and 
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As l&(ui, uj)l < 1 for j = 1,. . . ,t’, we deduce 
But now, the main point is the following: as another consequence of the 
fact that u, and v, are not simultaneously adjacent to ui in G,_ i, the 
unique maximal clique in G, which is not a clique in G,_ 1 is also 
the unique maximal clique in G,, which is not a clique in G,,_ i. In view of 
the dependence on parameters in Proposition 2.1, this means that 
and we obtain the formula 
By Corollary 4.2, Equation 
- Ithhd4n) I”] m&l(~m-1)). 




det M( ( wS} u X,) n det M( ( us} u X,) 




As [u,,u,,..., ~“1 and [q,~,,..., w”] are perfect schemes in G,_, and G,,, 
respectively, we multiply both sides of (4.10) by 
detWWA4bd) 
det M(Adj( u,)) ’ 
and by Corollary 4.2, we obtain 
&%(G,))= [~-IR(~,,~,)~~]D(M,(G,-,)). (4.11) 
Equation (4.8) was supposed to be true for k = m. Using (4.11), we 
obtain the same formula (4.8) for the required case k = m - 1. 
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B. 
By Dirac’s Lemma 2.2, the only remaining possibility is that U, and v, 
are the only two simplicial vertices of G,_ 1. We show that in this case 
G, = K,, so that this situation can occur only for m = t, a case already 
covered in (4.7). 
By Lemma 3 in [8], G, has one more maximal clique which is not a 
clique in G, _ i, containing both U, and 21,. As U, and v, are simplicial 
vertices, this clique is exactly V, = {urn, v,,,,Adjo__,(U,,,)nAdjo__ (v,,)). 
Excepting the cliques W, = (U,,Adjo,_,<u,>} and W, = {v,,,,Adjc,_$v,,,)], 
the other maximal cliques in G, _ i remain maximal cliques in G,. 
Now, we prove that it is not possible for both W, and W, to remain 
maximal cliques in G,. Indeed, assuming the contrary, we use the simple 
remark that in a chordal graph a vertex is simplicial if and only if it is 
contained into exactly one maximal clique, in order to obtain that G,, has no 
simplicial vertex, thus contradicting the chordality of G,. Consequently, we 
can suppose that W, is not a maximal clique in G, (and so, 0, is also a 
simplicial vertex in G,). As the only clique in G, which can contain W, is 
V,,,, it follows that Adjo__ c Adjo__l(u,l. 
Now, we prove that also W, is not a maximal clique in G,. Suppose it is, 
so U, is not a simplicial vertex of G,. By Dirac’s Lemma 2.2, we search for 
a second simplicial vertex v of G,, nonadjacent to v,. Let W be the unique 
maximal clique in G, containing v. As W # V,,, because v is not adjacent to 
V m, it follows that v is also simplicial in G,_,, a contradiction, which shows 
us that either G,, = K, or W, is not a maximal clique in G,. 
Supposing the latter case holds, we get that Adj,“,-l(u,) = Adj,__l(v,,). 
Finally, supposing that G, is different from K,, we search, again by Dirac’s 
Lemma 2.2 for a simplicial vertex v of G,, v @ V,,,. Then the unique 
maximal clique in G, containing v was the unique maximal clique in G,_, 
containing v, a contradiction, which shows that, in any case, G, = K,. 
From the analysis of the two cases A and B it follows that the formula 
(4.8) holds for any k ~{0,1,. . ., t - 1). In particular, for k = 0, this is exactly 
the required formula (4.3). 
Note added in proof After the submission of this paper, the authors 
found that Theorem 5.1 was proved independently by W. W. Barrett, C. R. 
Johnson, and M. Lundquist in [13] by different methods. 
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