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CHAPITRE 1
Introduction
Le trafic global ve´hicule´ sur l’Internet connaˆıt une croissance inou¨ıe. Alors que le trafic
annuel repre´sentait de´ja` 1,5 zettaoctets 1 en 2017, le constructeur CISCO pre´voit qu’il aura
au triple´ en 2022 pour atteindre 4,8 zettaoctets [44]. Une telle e´volution s’explique a` la
fois par la de´mocratisation des acce`s au re´seau, par l’e´mergence de l’Internet des Objets
(Internet of Things (IoT)), et par de profonds changement des usages de l’Internet. L’e´tude
met ainsi en e´vidence deux autres tendances. La premie`re porte sur l’augmentation im-
pressionnante de l’usage de mobiles et des e´quipements sans fils pour acce´der aux contenus
(d’apre`s Cisco, le trafic mobile repre´sentera 71% du trafic IP global en 2022) alors que le
trafic fixe qui constituait la moitie´ du trafic de l’Internet en 2017 repre´sentera moins d’un
tiers du trafic IP total en 2022. La seconde tendance porte sur le changement important
dans les usages de l’Internet et en particulier la progression importante de la part du trafic
vide´o qui repre´sentera 80% du trafic Internet en 2022 (dont 22% du trafic Internet seront
des vide´os Ultra HD et 57% des vide´os HD). Or, la diffusion de la te´le´vision en nume´rique
et l’e´volution vers l’ultraHD impliquent maintenant la transmission de volumes de donne´es
encore plus importants.
Au fil du de´veloppement de l’Internet, les infrastructures re´seaux ont e´volue´ vers de
plus hauts de´bits et de meilleures couvertures. La fibre, qui avait permis d’augmenter
la capacite´ des re´seaux cœur, a e´te´ de´ploye´e dans les re´seaux d’acce`s. Ces mesures ont
aide´ a` faire face a` l’augmentation des volumes de trafic qui suivait jusqu’a` il y a peu
une courbe de croissance exponentielle mais elles ne suffiront pas pour garder un fonc-
tionnement acceptable de l’Internet. Il est ne´cessaire d’adopter une meilleure gestion des
ressources re´seau (bande passante, capacite´ de calcul et de stockage des e´quipements dans
les cœurs de re´seaux, etc.). A` l’heure actuelle, l’Internet fonctionne sur un mode appele´
Best Effort [37] : aucune garantie de service ou de performance n’est offerte. Par conse´quent
les ope´rateurs surdimensionnent leurs re´seaux, afin d’offrir un service correct a` leurs usa-
gers, n’utilisant qu’une partie de leur bande passante. Or, soutenir les pre´visions de trafic
annonce´es en gardant ce fonctionnement simple du re´seau implique des investissements
massifs et une augmentation conside´rable de la capacite´ des re´seaux. L’alternative pour
re´duire le surdimensionnement du re´seau est de lui permettre de mieux ge´rer son trafic
en introduisant des me´canismes de qualite´ de service (Quality of Service (QoS)), soit par
re´servation de ressource, soit par des techniques d’inge´nierie de trafic. L’importance du tra-
1. 1 zettaoctet = 1021 octets
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fic vide´o (surtout les vide´o live) et des trafics interactifs (comme la voix sur IP et les jeux)
rend l’introduction de QoS dans les re´seaux de plus en plus ine´luctable. La mise en œuvre
des paradigmes de QoS n’est pas simple, ce qui a conside´rablement freine´ leur utilisation
et les ont confine´s principalement a` un usage interne dans les syste`mes autonomes.
Paralle`lement, les dix dernie`res anne´es ont vu l’e´mergence de nouvelles architectures
visant a` automatiser la gestion des re´seaux tout en la rendant dynamique. Ces solutions re-
posent sur une informatisation du re´seau qui devient programmable graˆce a` l’architecture
Software Defined Network (SDN) et la virtualisation des fonctions re´seaux. Ces propo-
sitions sont toujours en cours de de´finition et seule leur utilisation pour la cre´ation de
re´seaux prive´s virtuels (Virtual Private Network (VPN)) d’entreprise est timidement pro-
pose´e sous le terme de Software-Defined networking in a Wide Area Network (SD-WAN).
Les autres usages ne sont pas encore ope´rationnels dans les re´seaux car ils impliquent des
changements plus profonds au niveau de leur architecture.
Ainsi, l’Internet est sur le point de subir une transformation majeure afin de soutenir
la forte augmentation de trafic et les changements d’usages tant dans les re´seaux mobiles,
IoT que dans les re´seaux fixes. Cela implique une meilleure utilisation des ressources et de
rendre les re´seaux programmables pour pouvoir en automatiser la gestion et les adapter
dynamiquement aux besoins des clients/applications. Ceci est vrai a` la fois pour les re´seaux
fixes et mobiles et tends a` transformer le paradigme Best Effort de l’Internet en un Internet
programmable et des re´seaux dont le comportement doit etre hautement pre´visible, voire
de´terministe, pour des flux importants et exigeants en terme de QoS.
1.1 Les the´matiques aborde´es
Apre`s une the`se dans le domaine des syste`mes distribue´s [39][42][43] en 2000, j’ai re-
joint l’IMT Atlantique (anciennement Te´le´com Bretagne et ENST Bretagne) en 2001 pour
travailler sur des solutions de routage contraint et d’optimisation de l’utilisation des res-
sources afin de garantir la qualite´ de service dans les re´seaux.
Je me suis inte´resse´e dans un premier temps a` des me´canismes base´s sur la re´servation
de ressources [33][8][9][6] et a` la mesure de la qualite´ de service dans les re´seaux [41][15][16]
[12][2]. Je me suis ensuite oriente´e vers les proble`mes de routage contraint et les techniques
d’inge´nierie de trafic graˆce auxquelles un administrateur est en mesure d’optimiser l’ache-
minement du trafic et l’utilisation des ressources dans son re´seau [27][28][29][31][30]. J’ai
tout d’abord aborde´ ces proble`mes pour les re´seaux d’ope´rateurs et a` l’e´chelle de l’Inter-
net [4][5]. En particulier, la recherche de chemins contraints dans l’Internet suppose une
coope´ration des diffe´rents ope´rateurs implique´s. Ce proble`me est NP-Complet du fait de la
structure meˆme d’Internet qui est compose´ de plus de 65000 syste`mes autonomes 2. Outre
le facteur d’e´chelle, chaque syste`me autonome est souverains dans ses choix de gestion et
peut eˆtre vus comme une boˆıte noire acheminant du trafic entre ses points d’entre´es et
ses points de sortie. Cette the´matique a fait l’objet de plusieurs the`ses (S. Lahoud, G.
Bertrand et R. Jacquet) et un post-doctorat (M. Saidi) [38].
Mes travaux sont a` la fois d’ordre architectural et protocolaire. Ils s’appuient sur l’utili-
sation de me´thodes d’optimisation adapte´es au routage dans les re´seaux. La formalisation
des proble´matiques de routage sous forme de programmes line´aires permet de proposer des
solutions optimales lorsque la complexite´ du proble`me le permet, des approximations ou
des heuristiques. L’e´tude des protocoles et des architectures de re´seaux permet de concevoir
des solutions re´alistes et pouvant eˆtre mises en œuvre dans les re´seaux par exemple avec
2. Chiffre obtenu en septembre 2019 sur le site https://www.cidr-report.org/as2.0/
Plan du manuscrit 9
l’inge´nierie de trafic. Des travaux de standardisation sont actuellement mene´s a` l’Internet
Engineering Task Force (IETF) pour proposer un nouveau paradigme de routage, par
exemple le routage par segment qui a pour objectif de simplifier les me´canismes dans
les cœurs de re´seaux. Prometteur, le routage par segment simplifie la mise en œuvre de
l’inge´nierie de trafic dans les re´seaux. En appliquant les techniques d’optimisation, nous
avons pu proposer des solutions re´alistes pour construire un routage a` partir de segments
facilitant la mise en place du routage contraint (the`se de R. Guedrez) [19][20][17].
La pertinence des solutions propose´es est fortement lie´e aux types de contraintes de-
vant eˆtre respecte´es par le routage. Si dans un premier temps j’ai porte´ mon attention
sur les flux en transit chez les ope´rateurs, j’ai ensuite e´tendu les types de contraintes
conside´re´es a` diffe´rents contextes. Graˆce a` plusieurs projets de recherche Agence Natio-
nale de la Recherche (ANR) ou re´gionaux, j’ai pu appliquer des techniques d’optimisation
pour re´pondre a` des besoins spe´cifiques (tels que ceux des re´seaux sur puce (Network on
Chip) ou d’applications multime´dia et de diffusion de la vide´o). L’acheminement de flux
multime´dia ne´cessite en ge´ne´ral une bande passante minimum et de la re´gularite´ dans
l’acheminement des flux pour e´viter un rendu hache´ ou temporairement suspendu chez
les utilisateurs [3][32][13]. L’acheminement de flux multime´dia a donne´ lieu a` plusieurs
travaux car la nature des contraintes prises en compte est inhe´rente au type d’applications
multime´dia conside´re´es. Nous avons pousse´ ces contraintes a` l’extreˆme en nous inte´ressant
a` la diffusion de flux vide´o en direct (live) [26][14][21].
Depuis 2014, je travaille e´galement sur l’optimisation des ressources dans les re´seaux
de capteurs, des re´seaux soumis a` des contraintes de ressources extreˆmement fortes. J’ai
participe´ a` l’e´tude de me´canismes pour mettre en œuvre des communications de´terministes
dans des re´seaux de capteurs industriels (the`se de P. Thubert) [36][11][25]. Le de´terminisme
a pour but de respecter des contraintes de de´lai d’acheminement et de limitation des
pertes lors de l’acheminement du trafic sur des e´quipements ayant des ressources limite´es.
Re´cemment, j’ai utilise´ des techniques d’inge´nierie de trafic, d’optimisation et de routage
contraint pour re´duire la consommation e´nerge´tique d’infrastructures de re´seaux de cap-
teurs dans les villes intelligentes. J’ai propose´ une solution de de´chargement des donne´es
sur des smartphones effectuant des mesures par crowdsensing [10]. Le but e´tant d’augmen-
ter la dure´e de vie de ces infrastructures qui sont ge´ne´ralement alimente´es par batterie.
La mise en œuvre de solutions pour garantir une qualite´ de service aux flux applicatifs
requiert une coordination globale des comportement des e´quipements. Ce qui devait eˆtre
fait manuellement auparavant peut maintenant eˆtre automatise´ graˆce a` l’e´mergence de
l’architecture SDN rendant les re´seaux programmables. De plus, les re´cents efforts de
virtualisation des fonctions re´seaux (Network Functions Virtualisation (NFV)) offrent de
nouveaux me´canismes pour pousser l’utilisation de l’inge´nierie de trafic jusqu’a` pouvoir
proposer une adaptation dynamique d’infrastructures de re´seaux virtualise´es. J’explore ces
nouveaux me´canismes depuis 2015 dans le cadre de la the`se de Ce´dric Morin et d’une mise
a` disposition dans l’IRT B <> COM .
1.2 Plan du manuscrit
Dans ce manuscrit, je pre´sente une partie de mes travaux avec pour fil conducteur l’uti-
lisation de techniques d’inge´nierie de trafic et l’optimisation du routage dans les re´seaux
pour permettre une meilleure gestion des ressources et faire face aux imminentes et pro-
fondes e´volutions de l’Internet. Dans le chapitre 2, nous aborderons les solutions permet-
tant de garantir un niveau de service dans les re´seaux, nous verrons que des solutions
existent a` tous les niveaux des couches protocolaires. Si les applications peuvent contri-
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buer a` ame´liorer la QoS, elles ne peuvent qu’atte´nuer les artefacts survenant lors des
communications. Elles doivent donc s’appuyer sur des architectures ou des protocoles per-
mettant de modifier le comportement Best Effort de l’Internet. Dans le chapitre 3, nous
nous inte´resserons a` la garantie de QoS de bout en bout dans l’Internet et en particu-
lier aux respects de contraintes de QoS multiples en inter-domaine. Nous verrons que ce
proble`me complexe ne´cessite une coope´ration entre les syste`mes autonomes qui peut eˆtre
difficile a` mettre en œuvre dans un environnement concurrentiel. Les solutions propose´es
n’ont pas e´te´ adopte´es par les ope´rateurs re´seaux pour plusieurs raisons, la principale e´tant
sans doute la complexite´ de la coordination a` mettre en place et le manque de maturite´
du marche´. Cependant, l’e´volution des re´seaux vers une automatisation de gestion graˆce a`
SDN et les nouveaux paradigmes d’Iaas (Infrastructure as a Service), de Naas (Network as
a Service) et de Paas (Platform as a Service) introduits par la 5G ont permis de de´velopper
la virtualisation des re´seaux (NFV) et leur adaptation aux besoins d’applications ou de
secteurs d’activite´s particuliers. Nous verrons dans le chapitre 4 que les re´centes propo-
sitions faites dans les organismes de standardisation ame`nent de nouvelles solutions pour
garantir de la QoS au sein des syste`mes autonomes. La question de l’adaptation de ces
me´canismes au contexte inter-domaine est de nouveau pertinente afin d’offrir des garantie
de QoS a` large e´chelle. La virtualisation des re´seaux offre de plus la perspective promet-
teuse de pouvoir mutualiser une infrastructure physique entre plusieurs re´seaux virtualise´s
tout en adapter leur structure aux besoins spe´cifiques des clients. Je pre´senterai dans le
chapitre 5 mon projet de recherche pour les anne´es a` venir qui s’appuie sur ces nouvelles
architectures pour re´pondre aux de´fis lance´s par l’augmentation du trafic et des exigences
des usagers en terme de service et de re´activite´, que ce soit dans les re´seaux cœurs ou dans
le contexte des villes intelligentes.
Plan du manuscrit 11
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Figure 1.1 – Re´sume´ d’activite´
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CHAPITRE 2
Au-dela` de l’Internet Best Effort : la QoS
Pour garder un fonctionnement acceptable de l’Internet, il est ne´cessaire d’adopter une
meilleure gestion des ressources re´seau (bande passante, capacite´ de calcul et de stockage
des e´quipements dans les cœurs de re´seaux, etc.). En particulier, l’e´mergence de nouveaux
usages de consommation de me´dia sur les mobiles, l’expansion de l’Internet des Objets et
l’e´volution des contenus vers la haute de´finition (HD) (voire l’ultraHD ou 4K) impliquent
la transmission de volumes de donne´es encore plus importants. Soutenir les pre´visions de
trafic suppose des investissements massifs et une augmentation conside´rable de la capacite´
des re´seaux. Ceci peut eˆtre atte´nue´ en rationalisant l’utilisation du re´seau graˆce a` des
me´canismes de garantie de qualite´ de service ou d’inge´nierie de trafic qui visent a` attribuer
des ressources aux flux de fac¸on diffe´rentie´e.
A l’heure actuelle, l’Internet fonctionne sur un mode appele´ Best Effort [37] : aucune
garantie de service ou de performance n’est offerte. Par conse´quent les ope´rateurs surdi-
mensionnent leurs re´seaux, afin d’offrir un service correct a` leurs usagers. Le passage de
cet Internet sans garantie vers un Internet efficace et respectant les contraintes de qualite´
de service des applications est un proble`me difficile qui mobilise de nombreux acteurs de-
puis des de´cennies. Des solutions sont envisageables au niveau du re´seau lui-meˆme, qu’elles
soient protocolaires ou architecturale, mais e´galement au niveau des applications. En parti-
culier, les applications de diffusion vide´o ont des besoins fort de re´gularite´ d’acheminement
des flux et une re´sistance aux pertes. Elles utilisent des tampons pour stocker un nombre
minimum de trames avant de pouvoir jouer un flux afin de re´duire l’impact de la gigue du
re´seau. Cependant ces solutions ne suffisent pas et ne sont qu’un des e´le´ments de´ploye´s
pour assurer un service de diffusion correct.
Ce chapitre aborde un e´ventail de solutions possibles pour ge´rer efficacement l’achemi-
nement de donne´es a` travers le re´seau. En prenant des cas d’usage extreˆmement contrai-
gnants, il montre que des actions peuvent eˆtre mene´es a` diffe´rents niveaux : au niveau ap-
plicatif, au niveau transport et au niveau re´seau. Le premier cas d’usage, particulie`rement
exigeant, est la diffusion de vide´os live (en direct) qui doit respecter des bornes de de´lais
ou de gigue. Nous montrons ici que des solutions applicatives et au niveau du transport
peuvent ame´liorer la gestion de tels flux. Le second cas d’usage s’inte´resse a` l’achemine-
ment des donne´es de l’IoT dans les villes intelligentes et les usines, des re´seaux disposant
de ressources faibles et finies.
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2.1 La QoE et la QoS pour les applications multime´dia
La proble´matique d’offrir des garanties de service a` des applications ne´cessitant des
transfert de donne´es sur le re´seau ge´ne`re souvent des discussions anime´es au sujet de la
distinction entre qualite´ de service et qualite´ d’expe´rience. Dans leur article [64], Fiedler
et al. de´finissent la qualite´ de l’expe´rience comme le lien entre d’une part la perception,
l’expe´rience et les attentes des utilisateurs, et d’autre part les performances des applica-
tions et du re´seau, ge´ne´ralement exprime´e par des parame`tres de qualite´ de service. Les
travaux effectue´s lors de collaborations avec Gwendal Simon, Xavier Corbillon, Ramon
Aparicio-Pardo, Nicolas Kuhn, Jiayi Liu, Catherine Rosenberg et Patrice Houze´ sur le
transfert de flux multime´dia (surtout les flux en direct) m’ont permis d’aborder a` la fois
la qualite´ de service et la qualite´ d’expe´rience. En particulier, l’acheminement des flux
multime´dia est exigeant du point de vue de plusieurs contraintes : la bande passante, le
de´lai d’acheminement, la gigue (c’est a` dire la variation entre les de´lais d’acheminement de
paquets succcessifs). Les utilisateurs des services vide´o en ligne sont sensibles a` la qualite´
globale de la vide´o a` l’e´cran, mais aussi, et surtout, a` d’autres facteurs, notamment la la-
tence entre la ge´ne´ration vide´o et la lecture des vide´os en direct. Bien que l’ame´lioration de
la qualite´ de la vide´o perc¸ue ait e´te´ bien e´tudie´e par la communaute´ multime´dia, l’impact
du retard, de la latence et de la remise en me´moire tampon n’a pas rec¸u une attention
aussi significative. Les technologies de streaming adaptatif, qui ont e´te´ largement adopte´es
ces dernie`res anne´es, contribuent a` ce manque de conside´ration puisque les fournisseurs
recommandent ge´ne´ralement l’introduction de de´lais supple´mentaires importants.
2.1.1 Les CDNs : une solution architecturale
L’introduction des re´seaux a` diffusion de contenus Content Delivery Network (CDN)
dans l’architecture de l’Internet depuis une vingtaine d’anne´es a contribue´ a` ame´liorer
l’acheminement des flux vide´os en rapprochant les contenus des usagers. Cependant, la
croissance du trafic vide´o sur Internet pose un re´el proble`me de capacite´ dans les CDN.
Les technologies de streaming s’adaptant au de´bit offert par le re´seau, telles que la norme
Dynamic Adaptive Streaming over HTTP (DASH), renforcent ce proble`me dans l’infra-
structure CDN de base, car fournir une seule vide´o signifie fournir plusieurs repre´sentations
ou qualite´s pour un meˆme contenu pour un de´bit binaire agre´ge´ qui est ge´ne´ralement
supe´rieur a` 10 Mbps. Dans l’article [32], nous avons explore´s de meilleurs compromis entre
le couˆt de l’infrastructure CDN et la qualite´ d’expe´rience (Quality of Experience (QoE))
des utilisateurs finaux pour les applications de diffusion vide´o en streaming ”live”. Dans le
sce´nario conside´re´, l’infrastructure CDN est sous-dimensionne´e, ce qui signifie qu’il n’est
pas possible de transmettre toutes les repre´sentations des contenus demande´s aux serveurs
de pe´riphe´rie. Notre objectif e´tait de maximiser la QoE pour la population des utilisa-
teurs finaux he´te´roge`nes malgre´ le manque de ressources dans les e´quipements CDN in-
terme´diaires. Nous avons montre´ que les mode`les the´oriques ante´rieurs base´s sur les de´bits
e´lastiques ne conviennent pas a` ce contexte. Nous avons propose´ un mode`le de diffusion
en continu discret centre´ sur l’utilisateur ou` la satisfaction des utilisateurs finaux est lie´e
au contexte et ou` un flux doit eˆtre diffuse´ dans son inte´gralite´ ou ne pas eˆtre diffuse´ du
tout. Pour cela, nous avons formule´ le proble`me sous la forme d’un programme line´aire en
entiers (Integer Linear Programming (ILP)) qui permet d’obtenir une livraison optimale
graˆce a` une superposition de livraison multi-arbres. L’e´valuation de l’ILP a montre´ les
avantages de ce mode`le. Nous avons ensuite conc¸u un syste`me pratique en revisitant les
trois principaux algorithmes imple´mente´s dans le CDN : l’assignation de l’utilisateur au
serveur, le placement du contenu et la livraison du contenu. Puis, nous avons utilise´ un
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simulateur re´aliste a` grande e´chelle, pilote´ par des traces, pour e´tudier les performances
de notre syste`me. En particulier, nous avons montre´ que la population des utilisateurs
est raisonnablement bien desservie (les trois quarts de la population ne subissent pas de
de´gradation) meˆme lorsque l’infrastructure est gravement sous-dimensionne´e (moins de la
moitie´ de l’infrastructure requise).
2.1.2 Des solutions au niveau applicatif
Nous nous sommes inte´resse´s aux limitations apporte´es par le re´seau lui meˆme et en
particulier l’impact de la bande passante sur la livraison des flux vide´o. Dans [21], nous
nous sommes inte´resse´s au streaming de flux vide´os en direct a` faible latence. Notre but
e´tait de minimiser la latence entre le moment ou` une nouvelle image vide´o est ge´ne´re´e
a` la source et le moment ou` elle est joue´e sur l’e´cran de l’utilisateur final. Nous avons
propose´ une imple´mentation de la diffusion vide´o en multi-chemin au niveau applicatif,
qui exploite les informations fournies dans la dernie`re version des normes de diffusion vide´o.
Notre imple´mentation de lecteur vide´o profite du multi-chemin pour permettre la lecture de
vide´od transporte´es par Transmission Control Protocol (TCP) avec une latence infe´rieure
a` 100 ms. En initiant le transport en multi-chemin du coˆte´ client, notre me´canisme est
compatible avec les e´quipements re´seau existants et ne ne´cessite aucun changement ni au
niveau du serveur, ni au niveau des middlebox.
Lorsque le de´bit binaire vide´o est supe´rieur a` la bande passante re´seau disponible, le
flux vide´o subit une perte de paquets en raison des paquets qui doivent eˆtre abandonne´s.
L’application peut contribuer a` fournir un service correct meˆme quand les conditions du
re´seau ne permettent pas de les transmettre toutes avec la qualite´ de service requise graˆce
a` une politique de se´lection des donne´es a` acheminer. Dans [14] nous avons propose´ une
strate´gie proactive de filtrage de paquets pouvant eˆtre mise en œuvre dans un serveur de
streaming (ou un proxy re´seau). Cette strate´gie vise a` bloquer volontairement (et a` ne
pas transfe´rer) certains paquets quand le re´seau n’offre pas assez de bande passante. Le
de´fi consiste a` de´cider quels paquets bloquer pour que la qualite´ de la vide´o coˆte´ client
soit maximise´e par rapport a` la bande passante disponible. Les propositions pre´ce´dentes
cherchaient a` utiliser les me´ta-informations issues de l’encodage vide´o ou a` pre´-traiter les
donne´es multime´dia. Notre objectif e´tait de concevoir une strate´gie simple, qui n’utilise
que les me´tadonne´es vide´o disponibles a` partir du conteneur de fichiers vide´o. Nous avons
de´montre´ sur un ensemble de vide´os High Efficiency Video Coding (HEVC) que notre algo-
rithme le´ger de filtrage de paquets fonctionne aussi bien que des strate´gies plus complexes.
De plus, la qualite´ vide´o reste e´leve´e malgre´ un grand nombre de paquets bloque´s, tandis
qu’une se´lection ale´atoire de paquets perdus entraˆıne une baisse significative de la qualite´.
2.1.3 L’acheminement par des chemins multiples : une solution de la
couche transport
Cependant, les applications ne permettent pas toujours l’acheminement se´lectif des
donne´es, impliquant que toute donne´e ge´ne´re´e doit eˆtre rec¸ue. Les solutions doivent alors
venir du re´seau. Nous nous sommes inte´resse´s aux protocoles de transport spe´cifiquement
conc¸us pour permettre une communication plus rapide et plus stable en exploitant si-
multane´ment plusieurs chemins re´seau, en particulier le protocole Multi-Path Transmis-
sion Control Protocol (MPTCP). Ils offrent un de´lai de transmission moyen e´leve´, une
fiabilite´ trop stricte et occasionnent des phe´nome`nes fre´quents de blocage des vide´os
(proble`me de ”head-of-line blocking”) entraˆınant des chutes de de´bit brusques, ce qui
les rends mal adapte´s aux exigences du streaming vide´o. Dans [13], nous avons aborde´s
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cette inade´quation en introduisant un planificateur multi-couches, qui exploite les infor-
mations des couches application et transport pour re´organiser la transmission des donne´es
et hie´rarchiser les parties les plus importantes de la vide´o. Nous avons explore´ des so-
lutions d’inge´nierie de trafic afin de choisir les chemins emprunte´s dans le re´seau. Notre
proposition s’applique a` la fois aux services en direct (”live”) et aux services a` la demande.
Nous avons fait une analyse the´orique des potentiels de notre ordonnanceur multi-couche
graˆce a` un ILP et propose´ une imple´mentation base´e sur des interactions re´alistes entre les
couches. Nous avons montre´ que les technologies disponibles permettent la mise en œuvre
de ce planificateur multi-couches sans trop d’effort. La comparaison entre les performances
du planificateur multi-couches optimal et celles d’un planificateur traditionnel a permis
de justifier notre motivation a` mettre en œuvre un planificateur multi-couches dans la
pratique. Les utilisateurs be´ne´ficient non seulement des avantages inhe´rents a` l’utilisation
de MPTCP (comme une meilleure re´silience aux de´faillances de chemin), mais aussi d’une
meilleure QoE qu’avec le planificateur traditionnel.
Au cours de ces travaux sur l’acheminement des flux multime´dia, nous avons e´value´
l’impact de plusieurs me´triques re´seaux : la bande passante disponible, le de´lai de transfert
des vide´os et propose´ des solutions ope´rant au niveau applicatif mais e´galement au niveau
du transport des donne´es (CDN, protocole de transport multi-chemin).
Les diffe´rentes solutions propose´es ont e´te´ de´finies pour le cas d’usage particulier du
streaming vide´o du fait de son important volume (82% du trafic Internet global en 2022 1),
cependant on ne peut ne´gliger les autres types de trafic, en particulier celui de l’Internet
des Objets qui aura la plus forte progression.
2.2 La QoS pour l’Internet des objets
Avec plus de 7 milliards d’objets connecte´s a` Internet de nos jours, et le double at-
tendu en 2022 1, l’Internet des Objets pose de nouveaux de´fis aux ope´rateurs de re´seaux,
en particulier lorsqu’il s’agit de prendre en compte les contraintes des objets connecte´s.
La plupart de ces appareils sont mis en œuvre par des syste`mes mate´riels ayant des res-
sources extreˆmement contraintes. Les nœuds de ces re´seaux sont en ge´ne´ral des capteurs
ayant une e´nergie limite´e (ils sont le plus souvent alimente´s par pile), une faible puissance
de traitement et une me´moire de taille re´duite. De plus, ils communiquent par le biais de
connexions sans fil assujetties a` la perte [108]. D’un autre coˆte´, ils ont un faible couˆt de pro-
duction, peuvent eˆtre tre`s petits et leur alimentation par pile permet une large gamme de
cas d’utilisation tels que les re´seaux de surveillance et de controˆle urbains [113], la se´curite´
industrielle, le controˆle et la surveillance des communications [94] ou la domotique [87].
Ces re´seaux de capteurs sont de´ploye´s pour assurer des missions de surveillance ou de
de´clenchement de seuils d’alertes parfois critiques et souvent dans des environnements qui
rendent les communications difficiles.
Au cours de diffe´rentes coope´rations, j’ai conside´re´ la prise en compte de ces contraintes
dans deux types de re´seaux IoT diffe´rents. D’une part les re´seaux IoT industriels graˆce a`
l’encadrement de la the`se de Pascal Thubert et a` des collaborations avec Georgios Papa-
dopoulos, Nicolas Montavont et Thomas Watteyne. D’autre part les re´seaux IoT dans les
villes intelligentes a` travers une collaboration avec Vale´rie Issarny (INRIA@Sillicon Val-
ley) (en particulier lors de mon se´jour d’e´tudes a` l’Universite´ de Berkeley en 2016-2017),
Franc¸oise Sailhan, Nikolaos Georgantas, Benjamin Billet et Georgios Bouloukakis.
1. https://www.cisco.com/c/en/us/solutions/collateral/service-provider/
visual-networking-index-vni/white-paper-c11-741490.html
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2.3 Le de´terminisme dans les re´seaux IoT industriels
Les communications d’applications critiques telles que le controˆle des processus indus-
triels, le re´seau intelligent ou l’automatisation des ve´hicules reposent sur une fiabilite´ des
communications de bout en bout proche de 100% et sur la ponctualite´ de la livraison
des donne´es. Par exemple, quatre pertes conse´cutives dans une boucle de controˆle d’auto-
matisation industrielle peuvent suffire pour arreˆter une chaˆıne de production. Selon [94]
et [119], les industriels ont de´fini six classes d’applications classe´es en trois cate´gories :
les applications de se´curite´ (classe 0) ne tole`rent pas de latence supe´rieure a` 10ms, les
applications de controˆle (classes 1 a` 3) supportent des temps de latence maximum compris
entre 10 ms et 100 ms et les applications de surveillance (classes 4 et 5) dont le temps de
latence maximum est de 100 ms en moyenne. Par conse´quent, l’Internet des objets indus-
triel (IIoT) requie`rt des re´seaux mettant en œuvre des latences tre`s faibles pour une partie
des flux de donne´es proches d’un comportement de´terministe qu’IP ne sait pas offrir dans
son e´tat actuel. Or, les IIoT sont des re´seaux de faible puissance et sujets aux pertes. Ils
font partie des Low Power and Lossy Networks (LLN), une famille des re´seaux de´die´s aux
communications avec des ressources limite´es. Bien que la fiabilite´ des connexions puisse
eˆtre ame´liore´e en introduisant la diversite´ spectrale par saut de fre´quence, elle ne prote`ge
pas contre les de´faillances.
Un certain nombre d’efforts de normalisation ont e´te´ entrepris pour permettre la mise
en place d’un re´seau industriel sans fil base´ sur IP. Le standard IEEE 802.15.4-2015,
publie´ en 2016, vise a` fournir de la qualite´ de service aux re´seaux sans fil de type indus-
triel. En particulier il traite les pertes de paquets dues aux interfe´rences externes [91] et
les e´vanouissements par trajets multiples (multipath fading)[112] en de´finissant le proto-
cole TimeSlotted Channel Hopping (TSCH) qui tire parti de la diversite´ des chemins et
des fre´quences disponibles dans le re´seau. Il de´finit un ordonnanceur qui planifie chaque
communication en pre´-se´lectionnant un ensemble de nœuds et une fre´quence. Le temps
est divise´ en tranches horaires (d’une dure´e standard de 10 ms), des timeslots, pendant
lesquelles chaque nœud peut soit recevoir ou transmettre un paquet sur une fre´quence
donne´e, soit se mettre en sommeil pour e´conomiser l’e´nergie. L’ordonnancement des com-
munications, en attribuant a` certains flux de la bande passante et l’acce`s au canal de
communication, peut eˆtre assimile´ a` un me´canisme de re´servation de ressources. Ainsi,
TSCH facilite l’e´mergence d’un LLN de´terministe car, sans perte et retransmission, le
temps de transfert d’une donne´e entre deux nœuds est calculable.
Le groupe de travail IPv6 over the TSCH mode of IEEE 802.15.4e (6TiSCH) de l’IETF
de´finit un ensemble de protocoles permettant l’utilisation d’IPv6 au-dessus de la couche
MAC. Le but est d’he´riter des capacite´s avance´es d’Internet Protocol version 6 (IPv6) pour
les mettre en œuvre dans des environnements de type industriel. En particulier, 6TiSCH
fournit une couche re´seau statistiquement multiplexe´e base´e sur IPv6 (IPv6 over Low-
Power Wireless Personal Area Networks (6LoWPAN)) et sur la technologie IEEE802.15.4-
TSCH. La planification des communications utilise´e dans 6TiSCH favorise la ponctua-
lite´ des livraisons de donne´es tout en re´duisant les interfe´rences. Bien que 6TiSCH offre
un me´canisme d’acquittement et de retransmission des donne´es perdues pour assurer un
transport fiable, les retransmissions occasionne´es retardent leur re´ception a` la destination.
Le groupe DetNet de l’IETF a pour but la normalisation d’un service re´seau proche du
de´terminisme pour des applications ayant des exigences tre`s strictes en matie`re de qua-
lite´ de service. Pour ce faire, il se concentre sur trois me´canismes [65] : l’e´vitement de la
congestion, le routage explicite et la re´plication, et l’e´limination des paquets.
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2.3.1 Le de´terminisme graˆce a` la coope´ration et l’inge´nierie de trafic
Dans le contexte des communications ordonnance´es, les temps de transfert des donne´es
sont calculables, sous re´serve d’e´viter les retransmissions dues aux pertes de paquets.
L’acheminement sur des chemins multiples est un moyen de garantir la livraison des pa-
quets dans un de´lai borne´. Dans le cadre de la the`se de Pascal Thubert et de l’article [36]
nous avons propose´ un me´canisme de collaboration, nomme´ Leapfrog, pour ame´liorer la
fiabilite´ du re´seau en tirant parti de la redondance native du support radio pour permettre
une diversite´ (spatiale) supple´mentaire dans le plan de donne´es. Le principe est d’effectuer
des transmissions paralle`les sur deux chemins calcule´s au pre´alable et de mettre en œuvre
une e´coute passive de promiscuite´ entre les chemins. Les deux chemins sont choisis de fac¸on
a` garantir que les nœuds d’un chemin sont a` une distance leur permettant d’entendre des
transmissions effectue´es par des nœuds de l’autre chemin.
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Figure 2.1 – Emission multi-chemins
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Figure 2.2 – Ecoute passive des communications du chemin 1
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Figure 2.3 – Timeslots ou` E est en e´tat d’e´veil pour e´couter le trafic
Ce sce´nario est illustre´ par la figure 2.1 : les deux chemins paralle`les entre la source
S et la destination D sont {S − A − B − C − D} et {S − E − F − G − D}. Selon les
me´canismes de re´plication et d’e´limination propose´s par DetNet, une trame devant eˆtre
transfe´re´e de S a` D est re´plique´e en S pour eˆtre envoye´e sur chacun des chemins, charge
a` D d’e´liminer la copie rec¸ue en second. Nous avons propose´ que les nœuds augmentent
leur chance de recevoir une copie de la trame en e´coutant passivement les communications
de leurs voisins. Ainsi, le nœud E, voisin de S et A, est en mesure d’e´couter l’envoi de la
trame fait par S vers A (voir figure 2.2). Ce me´canisme permet d’augmenter la fiabilite´ du
re´seau, en effet une perte survenant lorsque S envoie la trame a` E en empruntant le second
chemin ne perturbe pas la transmission de la trame en multi-chemin, E ayant de´ja` capte´
la copie de la trame envoye´e de S vers A. Notre proposition permet donc de fiabiliser la
transmission sans occasionner de re´e´mission des paquets perdus. Cela suppose d’indiquer
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aux nœuds qu’ils doivent se re´veiller afin d’e´couter passivement des communications que
leurs voisins e´mettent (voir figure 2.3). Dans la pratique, les nœuds devront se re´veiller lors
des timeslots de l’ordonnancement (schedule) correspondant aux communications de leurs
voisins pendant lesquels ils seraient en e´tat de sommeil pour une communication classique.
Cependant, un nœud qui aurait acquis la copie de la trame par e´coute passive n’a plus
besoin de se re´veiller pour le timeslot qui lui permettait de la re´cupe´rer dans l’ordonnan-
cement d’origine. Les re´sultats de simulation montrent que Leapfrog re´duit la latence de
bout en bout par rapport a` l’approche base´e sur la retransmission tout en maintenant une
gigue faible. Leapfrog permet d’assurer un tre`s haut niveau de de´terminisme mais aug-
mente la consommation d’e´nergie puisque les nœuds peuvent eˆtre amene´s a` traiter deux
fois le meˆme paquet de donne´es. Il faut donc coupler ce me´canisme avec une planification
plus fine des re´plications et e´liminations de paquets sur plusieurs chemins afin de diminuer
l’impact de Leapfrog sur la consommation d’e´nergie.
Nous avons e´value´ le me´canisme sur la topologie de la figure 2.4 par simulation en
utilisant le plugin RealSim3 sur Cooja pour simuler la variation de la qualite´ des liens radio.
Pour chaque simulation, le sce´nario attribue diffe´rentes qualite´s aux liaisons qui peuvent
ensuite eˆtre de´grade´es (par exemple avec un Packet Delivery Ratio (PDR) infe´rieur a` 20%),
entraˆınant des perturbation pour la communication avec les nœuds voisins. Pour souligner
la robustesse de l’approche Leapfrog, nous alternons successivement l’e´tat des liens de
chaque nœud de l’e´tat de´faut a` l’e´tat de mauvaise qualite´ toutes les deux minutes. Nous
avons simule´ ce comportement sur tous les nœuds interme´diaires dans l’ordre suivant :
ID2, ID5, ID6, ID3, ID4 et ID7.
La figure 2.5 illustre la re´duction de 28%, 41%, 46% et 54% du de´lai moyen de bout
en bout des transmissions de paquets (qui comprend le temps de propagation du paquet
et le de´lai de retransmission potentiel) par rapport aux approches base´es sur la retrans-
mission avec IEEE802.15.4-TSCH (c’est-a`-dire RT2, RT4, RT6 et RT8 pour 2, 4, 6 ou
8 retransmissions). La figure 2.6 permet d’e´valuer la pertinence de Leapfrog pour l’ache-
minement de´terministe en repre´sentant la gigue (calcule´e comme la diffe´rence entre les
heures d’arrive´e des paquets conse´cutifs a` destination) observe´e par les paquets transmis.
Avec Leapfrog, la gigue est stable et faible (600 ms en moyenne) alors que les solutions
avec retransmission ont une gigue 58%, 71%, 77% et 84% plus e´leve´e pour RT2, RT4,
RT6 et RT8 (avec une valeur moyenne de 5000 ms pour RT8). Les bons re´sultats de RT0
s’expliquent par le fait que la gigue n’est calcule´e que sur les paquets rec¸us (comme le
montre le PDR sur la figure 2.7). L’analyse du PDR, donne´e dans la figure 2.7, comple`te
cette analyse. Pour chaque cas, la perte de paquets est calcule´e comme 1− PDR (aucune
perte de paquets correspond a` un PDR de 100% ). Leapfrog de´montre des performances
PDR similaires aux approches base´es sur la retransmission car, dans sa version actuelle,
Leapfrog ne fait pas de retransmission.
Mise en œuvre du routage multi-chemin et de la supervision
Dans le cadre de la the`se de Pascal Thubert, nous avons travaille´ sur un me´canisme
d’inge´nierie de trafic permettant a` la fois d’indiquer le chemin que les paquets doivent
suivre et faire la supervision des chemins dans le re´seau. Le me´canisme Bit Index Explicit
Replication - Traffic Engineering (BIER-TE), en cours de standardisation a` l’IETF, permet
d’indiquer a` chaque nœud s’il doit re´pliquer, e´liminer ou simplement transmettre un paquet
tout en respectant l’ordonnancement des timeslots mis en place pour la transmission des
donne´es dans le re´seau.
BIER-TE s’inspire du protocole de transfert multicast Bit Index Explicit Replica-
tion (BIER) propose´ a` l’IETF [114]. Tous deux de´finissent une information protocolaire
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(a) (b)
Figure 2.4 – Qualite´ de la liaison re´seau
e´mule´e avec le plugin RealSim (a) et
exemple de liaisons faibles en ID4 (b)
Figure 2.5 – Average end-to-end delay :
source ID8 to sink ID1.
Figure 2.6 – Average end-to-end jitter :
source ID8 to sink ID1.
Figure 2.7 – Packet delivery ratio perfor-
mance.
appele´e bitmap pour indiquer comment le paquet doit eˆtre transfe´re´. Dans BIER, le bit-
map est ajoute´ aux paquets de donne´es multicast dans un en-teˆte BIER. Chaque bit de´fini
dans le bitmap correspond a` une destination spe´cifique qui doit recevoir le paquet. Un bit
du bitmap est mis a` 1 si le paquet doit eˆtre transfe´re´ vers la destination associe´e, 0 sinon.
Comme BIER, BIER-TE introduit un bitmap pour piloter le transfert du paquet. Cepen-
dant, pour re´pondre aux besoins d’un routage explicite, il existe une diffe´rence majeure
sur la signification de ce bitmap : dans BIER-TE, chaque bit du bitmap repre´sente une
adjacence entre deux nœuds. Ceci permet a` BIER-TE d’imple´menter le transfert saut par
saut de fac¸on explicite ou implicite. BIER-TE s’appuie donc sur un controˆleur pour cal-
culer des chemins complexes et attribuer un index de bits a` chaque adjacence. En outre,
le controˆleur doit installer une table de transfert d’index de bits Bit Index Forwarding
Table (BIFT) dans chacun des nœuds pour indiquer comment transfe´rer un paquet en
fonction du bitmap qu’il transporte, comme repre´sente´ dans la figure 2.1.
Ces travaux offrent de nouvelles perspectives pour des outils d’exploitation, d’admi-
nistration et de maintenance (Operations, Administration and Maintenance (OAM)) qui,
base´s sur BIER-TE, permettent de nouveaux degre´s de controˆle et de trac¸abilite´ dans
un re´seau de´terministe. Pour cela, nous avons propose´ un nouvel algorithme de routage
multi-chemin qui tire parti de la diversite´ des routes en dupliquant le flux de donne´es
sur des chemins diffe´rents et congruents, c’est-a`-dire la re´plication et l’e´limination des
paquets (nomme´ Packet Replication and Elimination (PRE)). Le me´canisme a e´te´ mis
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en œuvre sur OpenWSN, une imple´mentation open-source d’une pile 6TiSCH comple`te
base´e sur les standards IoT (IEEE 802.15.4-TSCH, IPv6, 6TiSCH, IPv6 Routing Protocol
for Low-Power and Lossy Networks (RPL), Constrained Application Protocol (CoAP)).
L’e´tude des performances de BIER-TE lorsqu’il est combine´ avec TSCH a montre´ que le
de´terminisme peut eˆtre atteint ce qui est essentiel lorsque la latence requise est limite´e et
ne permet qu’une seule retransmission.
Les expe´rimentations mene´es confirment que BIER-TE est une solution prometteuse
pour mettre en œuvre la communication de´terministe [36][25]. Bien entendu, le routage
explicite et la re´plication/e´limination de paquets ont un couˆt en termes de timeslots et
d’e´nergie. Nous avons donc exploite´ la possibilite´ d’e´couter passivement les communica-
tions des autres nœuds du re´seau pour augmenter les chances des nœuds de recevoir les
messages, ce qui vise a` e´quilibrer les transmissions supple´mentaires occasionne´es par la
re´plication et l’e´limination des donne´es envoye´es. Ainsi, la combinaison de BIER-TE avec
TSCH et le mode`le de collaboration Leapfrog re´duit le couˆt e´nerge´tique de l’achemine-
ment fiable des donne´es. L’ajout d’un controˆleur de type SDN (Software Defined Net-
working) [11] permet la mise en œuvre d’une boucle de controˆle pour aider a` re´duire le
couˆt de BIER-TE en n’autorisant la re´plication que lorsqu’une protection renforce´e de la
communication est ne´cessaire.
2.4 La gestion du routage des re´seaux IoT dans les villes
intelligentes
Les sections pre´ce´dentes montrent que les applications peuvent jouer un roˆle inte´ressant
pour atte´nuer les proble`mes de qualite´ de service des re´seaux mais que les efforts pour of-
frir un service de qualite´ doivent porter sur l’architecture et les protocoles, en particulier
lorsque les exigences sont fortes comme dans le cadre du streaming vide´o ou des trans-
missions dans l’Internet des objets industriel. Cependant lorsqu’il s’agit de re´seaux IoT,
le respect de la qualite´ de service ne peut pas se faire au de´triment de la consommation
d’e´nergie.
En particulier, nos villes deviennent chaque jour plus intelligentes graˆce au de´ploiement
de services nume´riques tels que l’e´clairage intelligent, la surveillance de la pollution envi-
ronnementale, la gestion de l’e´nergie et des de´chets, le stationnement intelligent, et plus
encore (Figure 2.9). Les services urbains intelligents reposent en grande partie sur les in-
frastructures de l’IoT urbain. Au minimum, les objets connecte´s sont des capteurs qui
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Figure 2.9 – Usages des re´seaux WSN dans la ville intelligente
effectuent des mesures et les envoient via le re´seau de capteurs sans fil sous-jacent (Wi-
reless Sensor Network (WSN)) a` un serveur Internet pour une analyse plus approfondie.
Or, en raison de contraintes de de´ploiement dans l’environnement urbain, les objets sont
souvent alimente´s par pile et leur dure´e de vie est donc fortement lie´e a` la consommation
en e´nergie de leurs communications.
2.4.1 La proble´matique de consommation d’e´nergie dans les re´seaux IoT
urbains
L’une des raisons de l’e´puisement rapide de l’e´nergie des nœuds du WSN vient de l’uti-
lisation du protocole RPL[115] pour construire et maintenir les adjacences des nœuds. RPL
est un protocole a` vecteur de distance conc¸u pour fonctionner sur des centaines de nœuds
en construisant un graphe acyclique oriente´ vers la destination (Destination Oriented Di-
rected Acyclic Graph (DODAG)). Chaque noeud RPL contribue a` la cre´ation du DODAG
de manie`re distribue´e en choisissant son rang et son parent pre´fe´re´ pour transmettre les
messages vers le puits racine du WSN (relie´e a` Internet). Le rang est une me´trique calcule´e
dynamiquement et constamment mise a` jour pendant la dure´e de vie du re´seau RPL. Il
de´finit la distance virtuelle entre le nœud et la racine du DODAG. Cette distance peut
eˆtre calcule´e selon diffe´rents types de mesures (par exemple le nombre de sauts, la qualite´
des liens, le temps de retransmission pre´vu, etc.). Une fois le DODAG cre´e´, les donne´es
sont transmises de manie`re convergecast par le chemin le plus court par rapport a` une
fonction d’objectif de´finie par RPL prenant en compte une ou plusieurs me´triques. Par
conse´quent, si l’on ne´glige le trafic de controˆle en arrie`re-plan et la fonction de capteur,
un nœud WSN passera son e´nergie a` envoyer ses donne´es et a` relayer le trafic de ses en-
fants vers son parent pre´fe´re´. La re´duction de la consommation d’e´nergie des protocoles
de routage dans les re´seaux WSN a fait l’objet d’un travail conside´rable [90]. Plusieurs
travaux portent sur l’optimisation de la consommation d’e´nergie de RPL. Parmi les so-
lutions existantes, [72] proˆne l’utilisation d’une me´trique repre´sentant l’e´nergie disponible
des nœuds. La re´duction de la consommation d’e´nergie moyenne est assure´e par la se´lection
des trajets ayant le budget e´nerge´tique disponible le plus e´leve´. Cependant, l’impact de
cette me´trique tre`s dynamique sur la gestion du DODAG n’est pas ne´gligeable et cre´e une
grande instabilite´ de routage due aux changements fre´quents des parents pre´fe´re´s.
Une autre fac¸on de re´duire la consommation d’e´nergie due au routage des donne´es
dans le WSN est d’introduire des puits supple´mentaires qui sont capables d’absorber et
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d’envoyer une partie du trafic par leur propre connexion Internet. En effet, la transmis-
sion de donne´es a` un puits supple´mentaire n’augmente pas la consommation d’e´nergie de
l’expe´diteur. Au contraire, il s’agit d’e´conomiser l’e´nergie du nœud parent et des nœud
anceˆtres en diminuant le volume de donne´es qu’ils relaieraient autrement vers la racine du
WSN. Un puits supple´mentaire bien place´ peut re´duire la consommation d’e´nergie due au
relayage et ainsi augmenter la dure´e de vie du re´seau. Plusieurs articles tirent parti des
techniques de re´seau tole´rant aux de´lais (Delay-Tolerant Networking (DTN)) pour mettre
en œuvre la collecte de donne´es avec des puits mobiles. Les techniques diffe`rent selon les
contraintes qui sont e´tablies en ce qui concerne la mobilite´ et la disponibilite´ des puits
([85][50]).
En outre, les infrastructures urbaines de l’IoT servent principalement a` la surveillance
a` long terme des zones urbaines, alors qu’elles sont moins adapte´es au suivi de l’expe´rience
des citoyens. La mesure mobile participative (crowdsensing), effectue´e graˆce a` des smart-
phones, des te´le´phones mobiles intelligents, est un moyen efficace de recueillir une grande
quantite´ de donne´es sur l’environnement urbain et d’e´valuer l’expe´rience des citoyens. Ce-
pendant, la diversite´ des smartphones et l’he´te´roge´ne´ite´ des capteurs embarque´s/connecte´s
rendent la corre´lation des observations recueillies plus difficile [73][22]. Nous pensons que
les infrastructures IoT en milieu urbain (les WSN urbains) et les appareils de mesures
participatives (que nous appellerons crowdsensors pour faire court) doivent fonctionner
conjointement de manie`re a` : (1) ame´liorer la qualite´ des observations sur l’environnement
urbain et (2) augmenter la dure´e de vie des infrastructures IoT urbaines.
D’une manie`re similaire aux solutions base´es sur les DTN, notre travail s’appuie sur
des nœuds mobiles servant de puits pour re´duire la consommation d’e´nergie des nœuds du
WSN due au relayage des messages. Dans [40], au lieu d’ajouter des puits de´die´s, les infra-
structures IoT urbaines (des WSN de´ploye´s dans la ville) coope`rent avec des applications
de crowdsensing que les villes promeuvent de plus en plus et que les usagers adoptent au
nom de l’engagement citoyen. Nous nous sommes plus particulie`rement inte´resse´s au cas
d’usage de la mesure de la pollution sonore (illustre´ par la figure 2.10), inspire´ de l’appli-
cation Ambiciti 2 avec laquelle les utilisateurs contribuent a` la surveillance de l’exposition
individuelle et collective a` la pollution sonore urbaine. L’application effectue des mesures
de bruit et les envoie vers un serveur pour le stockage et l’agre´gation des donne´es. Notre
solution e´tend encore la contribution du smartphone pour qu’il offre en plus un service
de communication a` l’infrastructure de l’IoT. Le smartphone agit alors comme un puits
supple´mentaire qui recueille les donne´es des capteurs voisins, alors qu’il se de´place au long
de la zone de couverture du WSN. Les smartphones des utilisateurs volontaires relaient une
partie des mesures effectue´es par les nœuds du WSN, ce qui re´duit la charge des re´seaux
IoT urbains et prolonge leur dure´e de vie.
Afin de pouvoir fonctionner, notre me´canisme ne´cessite que les les smartphones soient
capapbles de communiquer avec les capteurs ce qui n’est pas imple´mente´ actuellement
en ge´ne´ral. Pour ce faire, les smartphones devraient avoir une interface re´seau pour se
connecter aux nœuds du WSN (par exemple en Zigbee, 802.15.4 ou Bluetooth Low Energy
(BLE)). Bien qu’a` l’exception de BLE, la plupart des smartphones n’inte`grent pas encore
les principales interfaces supporte´es par WSN, nous conside´rons que cela va e´voluer avec
le temps. Nous pensons que le manque de compatibilite´ est moins un proble`me technique
qu’un proble`me e´conomique puisque les smartphones imple´mentant IEEE Std 802.15.4
n’ont pas encore rencontre´ leur marche´. Nous avons donc conside´re´ que la communication
directe entre l’infrastructure IoT et les smartphones n’est pas un point de blocage et
sera disponible a` l’avenir. De plus, dans notre cas d’utilisation l’utilisateur te´le´charge
2. http://ambiciti.io/
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Figure 2.10 – Cas d’usage de la mesure de pollution sonore
une application de crowdsensing. Par conse´quent, l’appareil de l’utilisateur a obtenu les
informations d’identification et les autorisations ne´cessaires pour soumettre des donne´es
au serveur avec des conditions de se´curite´ suffisante. Notre but n’est pas de de´velopper
des conside´rations sur les questions de se´curite´, celles ci e´tant de´ja` expose´es dans [69].
Nous avons adopte´ les principes de l’inge´nierie du trafic pour prolonger la dure´e de vie
du re´seau, en combinant les trois approches suivantes :
— E´quilibrage de charge.
Nous profitons du maillage du WSN pour mettre en place de l’e´quilibrage de charge
dans l’infrastructure de mesure urbaine. Contrairement au routage RPL classique,
le trafic est re´parti entre plusieurs parents pour re´duire la consommation d’e´nergie
sur le chemin vers la racine du WSN, ce qui conduit a` e´tudier comment un nœud
devrait re´partir son trafic sortant entre ses parents. De meˆme, nous e´valuons la
quantite´ de donne´es que chaque nœud peut relayer pour ses enfants. Il faut noter
que nous ne nous concentrons pas sur le moment auquel les donne´es doivent eˆtre
transmises mais plutoˆt sur un proble`me de routage de flux qui ne prend pas en
compte l’ordonnancement.
— Optimisation du routage.
Nous calculons le pourcentage de trafic a` envoyer a` chaque parent pour maximiser
la dure´e de vie du re´seau.
— Introduction des puits mobiles.
Nous prenons en compte les nœuds mobiles de crowdsensing qui circulent dans la zone
de de´ploiement de l’infrastructure urbaine de mesure. Nous nous concentrons plus
particulie`rement sur la quantite´ de donne´es qu’un nœud mobile devrait recueillir pour
prolonger la dure´e de vie de l’infrastructure. Nous mode´lisons en outre le de´placement
des puits mobiles en de´finissant un puits comme un nœud ayant une dure´e de pre´sence
limite´e (et donc une capacite´ de transmission correspondante) dans des endroits ou`
le puits mobile reste potentiellement suffisamment longtemps pour pouvoir mettre
en œuvre les e´changes (typiquement des arreˆts de bus, des feux de circulations et
des passages pie´tons, ou des restaurants).
Nous avons de´fini un programme line´aire pour calculer une strate´gie de routage qui
de´termine pour chaque nœud le pourcentage de trafic qu’il doit acheminer vers chacun
de ses voisins - y compris un puits mobile si disponible - dans sa zone de couverture, de
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Figure 2.11 – Exemple de topologie de WSN urbain
manie`re a` maximiser la dure´e de vie du re´seau. Nous avons choisi la de´finition la plus
stricte de la dure´e de vie du re´seau : elle se termine de`s qu’un des capteurs du WSN est
a` court d’e´nergie. Les de´tails du programme line´aire et de l’algorithme de routage qui
l’utilise sont donne´s dans [40] dont la figure 2.12 pre´sente quelques re´sultats.
Optimal Lifetime SPF
LB North and south path comparison
Figure 2.12 – Sensor lifetime analysis
Les re´sultats des simulations effectue´es montrent la validite´ de l’approche et le gain en
longe´vite´ du WSN. En particulier, notre programme line´aire permet de prolonger la dure´e
de vie des nœuds les plus proches de la racine du WSN (ceux qui s’e´puisent en premier
avec le routage RPL classique). Ainsi une solution simple de partage de charge permet de
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solliciter d’avantage les nœuds a` une distance 2 de la racine alors que la solution faisant
intervenir les puits mobiles prolonge suffisamment la dure´e de vie du re´seau pour e´puiser
l’ensemble des nœuds (mis a` part les feuilles qui ne font pas de relayage). Ceci se traduit
dans nos simulations par une multiplication de la dure´e de vie du re´seau par 4 ou 7 en
fonction des positions des puits mobiles. Notre travail ouvre e´galement plusieurs questions
de recherche. L’un de ces proble`mes est lie´ a` la strate´gie d’e´quilibrage de charge propose´e
qui ne´cessite de transformer le me´canisme de routage traditionnel pour introduire une
table avec routage permettant de faire un partage de charge e´voluant dans le temps. Dans
le cadre des WSN alimente´s par pile, la quantite´ d’e´nergie disponible est finie et peut
eˆtre e´value´e avant de concevoir la strate´gie de routage. La nouvelle table de routage d’un
nœud devrait donc pouvoir indiquer la quantite´ de trafic qu’il doit envoyer a` chacun de ses
parents et peut le laisser libre d’arbitrer l’envoi vers chacun d’eux en fonction par exemple
des conditions radio actuelles ou d’un ordonnancement des communications (avec TSCH
par exemple). Bien qu’une telle table de routage soit plus grande que la table actuelle, elle
peut atte´nuer l’impact des de´faillances temporaires de nœuds ou de liens.
2.5 Conclusion
Ce chapitre a pre´sente´ diffe´rent travaux portant sur l’e´tude de l’impact de contraintes
fortes de qualite´ de services, en particulier dans les flux qui prennent de plus en plus
d’importance dans les re´seaux (vide´o et IoT). Lors de ces travaux, nous avons pu aborder
des solutions applicatives qui peuvent atte´nuer les proble`mes de qualite´ de service dans les
re´seaux. Cependant, nous avons pu constater que les solutions applicatives ne suffisent pas
et que des solutions architecturales et protocolaires sont ne´cessaires. S’il existe cependant
des architectures et des protocoles permettant d’ame´liorer le comportement du re´seau en
terme de garantie de service, ces solutions sont souvent complique´es ou impliquent une
complexite´ de gestion induisant des couˆts d’exploitation importants. Nos travaux sur la
QoS pour les re´seaux IoT montrent l’inte´reˆt d’utiliser la diversite´ de routage offerte par
les re´seaux, ce qui implique une gestion beaucoup plus complexes du routage et un recours
a` l’inge´nierie de trafic.
De plus, prendre en compte une contrainte de qualite´ de service unique ne suffit pas.
La re´ponse apporte´es jusqu’a` pre´sent e´tait essentiellement de prendre en compte une
contrainte sur la bande passante, faisant l’hypothe`se que les de´lais et les pertes observe´es
par les flux sont minimes quand le re´seau est peu charge´. Cette hypothe`se n’est plus suf-
fisante lorsque l’on conside`re des applications exigeantes telles que le streaming de flux
vide´o en direct ou les boucles de controle des usines. Prendre en compte efficacement la
qualite´ de service impose de conside´rer en meˆme temps plusieurs contraintes pour effec-
tuer une inge´nierie de trafic pertinente. Comme nous le verrons dans le chapitre 3, la
prise en compte des contraintes multiples est un proble`me difficile. En outre, pour eˆtre
efficace, l’inge´nierie de trafic ne´cessite de repenser le plan de routage dans sa globalite´ et
d’avoir une vision comple`te de la topologie et des matrices de trafic. Ceci renforce l’inte´reˆt
des ope´rateurs de re´seaux pour les solutions plus centralise´es. L’e´volution depuis quelques
anne´es vers l’automatisation des re´seaux et leur gestion plus informatise´e avec l’e´mergence
de Software Defined Networking et la virtualisation des re´seaux vont en ce sens, comme
nous le verrons dans le chapitre 4 et la suite de nos travaux.
CHAPITRE 3
La se´lection de chemin avec des contraintes multiples dans l’Internet
3.1 Introduction
Bien qu’offrir de la QoS dans l’Internet soit un enjeu suffisamment strate´gique pour
avoir suscite´ de nombreux travaux depuis plusieurs de´cennies, ce n’est toujours pas pos-
sible de nos jours. L’une des raisons majeure vient de la structure meˆme de l’Internet qui
interconnecte aujourd’hui plus de 65000 syste`mes autonomes 1. Le RFC 1930 [70] de´finit
un syste`me autonome (Autonomous System (AS)) comme un ensemble de routeurs ad-
ministre´ par une entite´ unique qui utilise un ou plusieurs protocoles de routage interne
(Interior Gateway Protocol (IGP)), des me´triques pour router des paquets et un protocole
de routage externe (Exterior Gateway Protocol (EGP)) pour acheminer des paquets vers
d’autres AS 2.
La notion de syste`me autonome permet de mettre en œuvre une architecture a` deux
niveaux : un niveau externe pour le routage dans l’Internet (entre les AS) et un niveau
interne pour le routage a` l’inte´rieur de l’AS. Ceci garantit les trois proprie´te´s essentielles
pour un me´canisme inter-domaine : l’autonomie, la confidentialite´ et la scalabilite´. Tout
AS dispose d’une autonomie de gestion et de´cide de l’organisation de ses re´seaux internes
ainsi que des protocoles utilise´s, en particulier les protocoles de routage et les me´triques
associe´es. Un syste`me autonome est donc vu des autres AS comme une boite noire ayant
des points d’entre´e et de sortie connecte´s au reste de l’Internet. La proprie´te´ de confiden-
tialite´ garantit que le comportement interne, les performances et la topologie des re´seaux
d’un AS (qui sont des information sensibles) ne sont pas de´voile´es en dehors de l’AS. La
proprie´te´ de scalabilite´ garantit le passage a` l’e´chelle de tout me´canisme inter-domaine
qui doit pouvoir s’adapter a` l’augmentation constante du nombre d’AS.
Au sein d’un AS (en intra-domaine), l’administrateur peut mettre en place une poli-
tique de qualite´ de service pour garantir les performances de ses re´seaux vis a` vis d’une
me´trique de qualite´ de service. Cela se complique lorsque la QoS doit eˆtre offerte de
bout-en-bout dans l’Internet car cela fait intervenir plusieurs domaines. Le respect d’une
contrainte de QoS impose que cette me´trique soit e´value´e et respecte´e de fac¸on cohe´rente
par l’ensemble des domaines traverse´s sur le chemin entre la source et la destination. Or,
1. source : http://www.cidr-report.org/as2.0/#General_Status (visite´ en septembre 2019)
2. Par la suite, nous nous re´fe´rons indiffe´remment aux zones de routage autonomes avec les termes AS
ou domaines
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pour des raisons de confidentialite´ ou pour pre´server l’e´volutivite´ des protocoles de rou-
tage, les informations sur la topologie et les performance des re´seaux internes sont confine´e
a` l’AS [109]. Ceci rend le calcul de chemins avec garantie de QoS traversant plusieurs do-
maines (inter-domaine) plus complexe et requiert une coope´ration entre les AS concerne´s.
Il faut partager la contrainte de bout-en-bout entre les AS qui sont ensuite responsables
d’assurer leur part de garantie de service. Cela ne´cessite un me´canisme scalable capable de
mettre en place cette coope´ration critique (la de´faillance d’un des AS peut entraˆıner le non
respect du contrat de service global), tout en respectant les proprie´te´ de confidentialite´ et
d’autonomie de chaque AS.
Restreindre le proble`me de routage avec garantie de QoS a` une seule me´trique (telles
que le de´lai ou le couˆt d’acheminement) n’est pas satisfaisant. Un fournisseur de ser-
vice Internet a besoin de pouvoir calculer des solutions de routage garantissant plusieurs
me´triques a` la fois. Les me´triques conside´re´es dans les re´seaux sont en ge´ne´ral additives,
concaves ou multiplicatives. Une me´trique est additive si sa valeur pour un chemin est
obtenue en ajoutant la me´trique de chaque lien composant le chemin (par exemple le de´lai,
la distance ou le couˆt). Une me´trique est concave lorsqu’elle indique une valeur minimale
respecte´e par tous les liens composant le chemin (par exemple la bande passante). Une
me´trique multiplicative est le produit de la me´trique de chaque lien composant le che-
min (par exemple le taux de perte). L’utilisation du logarithme permet de transformer
les me´triques multiplicatives en me´triques additives. La garantie vis a` vis d’une me´trique
concave est mise en œuvre en e´laguant les liens qui ne pourraient pas la respecter. Le
routage est alors calcule´ sur une topologie ne comportant que des liens ayant les res-
sources suffisantes. Apre`s un tel e´lagage, les proble`mes de calcul de chemin respectant
des contraintes de qualite´ de service ne conside`rent que des me´triques additives. Par la
suite, nous nous inte´ressons a` deux proble`mes en particulier : le proble`me MCP (Multi-
Constrained Path) eet le proble`me le proble`me MC0P (Multi-Constrained Optimal Path).
Les travaux pre´sente´s dans ce chapitre ont e´te´ mene´s a` l’occasion des the`ses de Gilles
Bertrand (soutenue en 2008) et de Romain Jacquet (soutenue en 2015) ainsi que de
coope´rations avec Emmanuelle Anceaume, Alberto Blanc, Yann Busnel, Paul Lajoie-
Mazenc, Samer Lahoud et Miklos Molnar. Nous nous sommes inte´resse´s au proble`me de
recherche de chemins respectant plusieurs contraintes de QoS en inter-domaine. Dans un
premier temps, la suite des domaines sollicite´s pour la recherche du chemin est connue, ce
qui simplifie le proble`me mais re´duit l’espace des solutions possibles. Nous avons propose´
un algorithme exact, une heuristique et e´galement une solution approche´e. Dans un second
temps, nous avons conside´re´ que la se´quence des domaines sollicite´s n’est plus connue et
nous avons propose´ un me´canisme pour explorer un ensemble de domaines restreint autour
du plus court chemin. Dans ce cadre, les algorithmes peuvent proposer plusieurs chemins
faisant intervenir des se´quences de domaines diffe´rentes. Le choix du chemin a` mettre en
œuvre rele`ve de la source. Afin de l’aider a` choisir un chemin ayant de bonnes chances de
respecter effectivement la QoS demande´e, nous avons propose´ un me´canisme de re´putation
attribuant une note a` chaque domaine en fonction de son respect des contraintes de QoS
lors des demandes ante´rieures. La combinaison de ces contribution constitue un syste`me
global capable de proposer a` une source un ensemble de chemin pouvant transporter un
trafic tout en garantissant un ensemble de me´triques de qualite´ de service.
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3.2 Le proble`me de routage multi-contraint
Le calcul d’un chemin soumis a` de multiples contraintes avec des poids inde´pendants
et additifs est un proble`me difficile meˆme a` l’inte´rieur d’un seul domaine. Le proble`me de
base s’appelle le proble`me du chemin multi-contraint (Multi-Constrained Path (MCP))
et consiste a` rechercher un chemin re´alisable qui satisfasse un ensemble des contraintes
donne´, alors que la recherche d’un chemin optimal est appele´ proble`me du chemin optimal
multi-contraint (Multi-Constrained Optimal Path (MCOP)) [81].
3.2.1 Les proble`mes MCP et MCOP
Pour re´soudre les proble`mes MCP et MCOP, on repre´sente le re´seau par un graphe
dirige´ G = (V,E) pour lequel l’ensemble des sommets V repre´sente l’ensemble des nœuds
du re´seau et l’ensemble des arcs E repre´sente l’ensemble des liens du re´seau. Les me´triques
de QoS correspondent a` des poids additifs et positifs note´s wk, k = 1..K pour chaque
arc e ∈ E (avec au moins un des poids non nul). L’ensemble des chemins entre deux
nœuds s et d est de´signe´ par Ps→d et chaque chemin p est associe´ a` K poids de´note´s
wk(p) ≡
∑
e∈pwk(e), k = 1..K. Une fonction de longueur c(p) peut eˆtre associe´e au chemin
p soumis aux contraintes K. Cette longueur est utilise´e pour de´terminer le meilleur chemin
(c’est-a`-dire le chemin le plus court en fonction de la longueur conside´re´e). La fonction de
longueur de chemin la plus approprie´e, de´finie dans [124], exprime la valeur critique du
chemin par rapport aux contraintes :
c(p) = max
i=1..K
(wi(p)
Wi
)
(3.1)
Intuitivement, c(p) permet de se´lectionner le chemin le plus e´loigne´ de la violation
des contraintes. Avec cette fonction de longueur, un chemin est re´alisable si et seulement
si c(p) ≤ 1. Les deux proble`mes fondamentaux MCP et MCOP sont formule´s comme
suit [78][81]. Toute solution du proble`me MCP est appelle´ chemin faisable.
Proble`me. MCP (Multi-Constrained Path)
Soit une source s et d’une destination d, K contraintes Wk, k = 1..K, trouver un chemin
p ∈ Ps→d tel que wk(p) ≤Wk, pour k = 1..K.
Proble`me. MCOP (Multi-Constrained Optimal Path)
Soit une source s et d’une destination d, K contraintes Wk, k = 1..K, trouver un chemin
re´alisable p∗ ∈ Ps→d tel que pour tout autre chemin re´alisable p ∈ Ps→d, c(p∗) ≤ c(p).
3.2.2 La notion de dominance et la Pareto-optimalite´
La solution du proble`me MCP peut ne pas eˆtre unique car il peut y avoir de nombreux
chemins faisables entre deux nœuds. On peut les classer selon une fonction de longueur
comme dans le proble`me MCOP, en particulier la notion de dominance, souvent appele´
Pareto-optimalite´ [106] permet de re´duire l’espace des chemins conside´re´s (en e´liminant
les chemins domine´s) pour ne garder que les chemins pouvant conduire a` des solutions
inte´ressantes.
De´finition 1. La notion de dominance
Un chemin p est domine´ s’il existe un chemin p′, ayant la meˆme source et destination, tel
que wk(p
′) ≤ wk(p) pour tous les poids wk conside´re´s, avec k ∈ [1..K] et tel qu’il existe un
k ∈ [1..k] pour lequel wk(p′) < wk(p). Dans ce cas, nous dirons que p′ domine p.
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Figure 3.1 – Exemple de calcul de la dominance des chemins faisables
Si nous reprenons l’exemple donne´ dans la Figure 3.1, parmi les quatres chemins fai-
sables, deux sont domine´s. Ainsi, {s−R1−R3−R4−R7−R9− d} de longueur ( 610 ) est
domine´ sur la seconde me´trique par {s−R1−R3−R4−R5−R8− d} de longueur ( 65 )
et sur les deux me´triques par le chemin {s − R2 − R6 − R7 − R9 − d} de longueur ( 56 ).
De meˆme, le chemin {s − R2 − R6 − R7 − R8 − d} de longueur ( 711 ) est domine´ par les
chemins {s−R1−R3−R4−R5−R8−d} de longueur ( 65 ), {s−R2−R6−R7−R9−d}
de longueur
(
5
6
)
et {s − R1 − R3 − R4 − R7 − R9 − d} de longueur ( 610 ). En revanche,
{s−R1−R3−R4−R5−R8− d} de longueur ( 65 ) et {s−R2−R6−R7−R9−Rd} de
longueur
(
5
6
)
sont non-domine´s. {s−R2−R6−R7−R9−d} est meilleur pour la premie`re
me´trique mais la situation est inverse´e pour la seconde me´trique, aucun des deux chemin
n’est meilleur que l’autre sur l’ensemble des me´triques.
3.3 MCP et MCOP en inter-domaine
Wang et Crowcroft ont prouve´ dans [111] que le proble`me de routage multi-contraint
est NP-difficile, ils montrent e´galement que les proble`mes MCP et MCOP sont en fait
tous deux NP-complets si les me´triques additives conside´re´es sont inde´pendantes. La
re´fe´rence [124] donne un aperc¸u des me´thodes de calcul de chemins a` contraintes mul-
tiples. Les solutions du proble`me MCP peuvent eˆtre trouve´es par des algorithmes de force
brute (par exemple la recherche en profondeur avec retours en arrie`re). Cependant, com-
plexite´ de calcul des proble`mes MCP et MCOP fait que la complexite´ temporelle des algo-
rithmes de force brute augmente de fac¸on exponentielle (dans les pires cas), ce qui a suscite´
la proposition d’heuristiques (par exemple dans [99][75][78]) et de plusieurs algorithmes
d’approximation ([117][118]). Dans [123][125], Kuipers et Van Mieghem affirment que le
comportement NP-complet du proble`me MCP n’apparaˆıt que dans des graphes construits
avec des poids soigneusement choisis. Ne´anmoins, des travaux ulte´rieurs montrent que
dans la plupart des cas, les proble`mes de calcul de chemins multi-contraints applique´s
aux re´seaux peuvent eˆtre re´solus avec pre´cision [123][125]. Par la suite, la communaute´ de
recherche a e´galement explore´ l’utilisation de me´taheuristiques pour re´soudre le proble`me
de routage multi-contraint, comme les algorithmes ge´ne´tiques [98], la recherche tabu [116],
et les colonies de fourmis [71].
Dans [105], De Neve et Van Mieghem ont publie´ un algorithme exact appele´ Self
Adaptive Multi-Constrained Routing Algorithm (SAMCRA). Cet algorithme re´sout le
proble`me MCOP en explorant tous les chemins non domine´s, entre un nœud source s et
un nœud de destination d, puis renvoie la solution optimale selon une fonction de longueur
non line´aire. TAMCRA [59] est une version heuristique de SAMCRA ne gardant que k (un
entier pre´de´fini) chemins faisables et non domine´s en chaque noeud. Bien que SAMCRA
et ses algorithmes de´rive´s soient efficaces pour la recherche de chemin multi-contraint,
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ils ne conside`rent qu’un contexte de domaine unique et doivent eˆtre adapte´s au contexte
inter-domaine.
3.3.1 Le choix de la se´quence des domaines conside´re´s
Les proble`mes MCP et MCOP sont plus complique´s a` re´soudre en inter-domaine. Du
fait des proprie´te´s d’autonomie, de confidentialite´ et de scalabilite´, la recherche de che-
min avec QoS garantie en inter-domaine doit eˆtre distribue´e. Pour des raisons de simpli-
cite´, nous savons suppose´ que le calcul du chemin vient apre`s une e´tape pre´liminaire qui
de´termine la se´quence des AS traverse´s. Cette hypothe`se est un compromis entre la qualite´
et la complexite´ de la solution globale. Le calcul de la se´quence des domaines et le calcul
du chemin lui-meˆme peuvent eˆtre conside´re´s comme un proble`me d’optimisation conjoint.
Cependant cela ne´cessite de tenir compte a` la fois des contraintes du calcul de la se´quence
des domaines (principalement soumis a` des contraintes politiques et commerciales) et du
calcul de chemins (soumis a` des contraintes de performance), augmentant la complexite´ du
calcul. Pour simplifier le proble`me, nous calculons la se´quence des domaines au pre´alable
meˆme si cela ne garantit pas d’atteindre des solutions globalement optimales.
3.3.2 La division des proble`mes MCP et MCOP en inter-domaine
Nous avons applique´ les principes de SAMCRA au calcul de MCP inter-domaines :
chaque domaine calcule des chemins faisables non domine´s depuis ses nœuds d’entre´e jus-
qu’a` la destination de la requeˆte. Cela nous permet de transformer le proble`me Inter-MCP
en un proble`me MCP spe´cifique pour chaque domaine traverse´.
La figure 3.2 repre´sente la division en deux parties des proble`mes MCP et MCOP en
inter-domaine : un calcul des chemins possibles interne a` chaque AS (intra-domaine) puis
une phase de propagation et de se´lection des chemins possibles de bout-en-bout (inter-
domaine).
AS0 AS1
AS2 AS3
s
d
Inter-domain level
AS0 AS1
AS2 AS3
s
d
Intra-domain level
Figure 3.2 – De´composition des niveaux inter- et intra-domaine
Dans le proble`me intra-domaine, les entite´s de calcul se basent sur leur vision de
l’e´tat du domaine afin de trouver un chemin entre deux nœuds de l’AS (des nœuds de
bordure pour les AS de transit) qui satisfasse des contraintes donne´es tout en optimisant
une fonction objectif.
Le proble`me inter-domaine repose sur une phase de propagation et de combinai-
son des repre´sentations abstraites des chemins calcule´s dans la phase intra-domaine. Les
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AS y sont vus comme des boites noires interconnecte´es par des nœuds de bordure et dis-
posant d’une entite´ de calcul capable d’effectuer des calculs de chemins complexes et de
communiquer avec les entite´s de calculs d’autres AS.
3.3.3 Approches en ligne (online) ou autonome (offline)
Nous avons propose´ deux approches, dites en ligne (online) et autonomes (offline), pour
re´soudre le proble`me des MCP inter-domaines.
L’approche de calcul en ligne consiste a` servir les demandes de calcul de chemin a`
la vole´e. L’avantage de cette approche est que pour re´pondre aux demandes, les entite´s de
calcul de chemins utilisent les informations les plus re´centes de l’e´tat du re´seau. Cependant,
ces entite´s sont sensibles au facteur d’e´chelle (en particulier aux arrive´es fre´quentes de
demandes de calcul).
Alternativement, avec l’approche de calcul autonome, chaque domaine calcule de
fac¸on pe´riodique une repre´sentation agre´ge´e de son e´tat : un ensemble de portions de
chemins qui permet aux domaines voisins de calculer efficacement des chemins de bout-
en-bout. L’avantage d’une approche autonome est que les ope´rations de calcul de la
repre´sentation du domaine ne sont pas re´pe´te´es pour chaque requeˆte ; ainsi, le de´lai total
d’e´tablissement du chemin est re´duit. Cependant, le calcul du chemin peut s’appuyer sur
une connaissance obsole`te de l’e´tat du re´seau.
Ces approches distribue´es reposent sur trois blocs de base :
1. la formulation d’un proble`me par domaine,
2. un algorithme qui re´sout le proble`me par domaine,
3. une me´thode de propagation et de combinaison des re´sultats de calcul par domaine
pour de´terminer le cheminement de bout-en-bout.
Nous avons formule´ le proble`me inter-domaine en une combinaison de proble`mes lo-
caux par domaine dans le but de re´partir les ope´rations de calcul du chemin entre les
domaines traverse´s. Dans cette de´composition, l’efficacite´ des chemins inter-domaines cal-
cule´s de´pend du re´sultat des calculs locaux. Ainsi, la conception des proble`mes par domaine
est guide´e par la recherche de portions de chemin qui me`nent a` une solution inter-domaine
efficace sans violer les proprie´te´s de confidentialite´ et de scalabilite´. Par conse´quent, le
processus de calcul inte`gre une me´thode d’e´valuation de la qualite´ des chemins calcule´s
par chaque domaine reposant sur le concept de dominance. Cela permet de simplifier les
ope´rations de calcul en e´cartant tre`s toˆt des portions de chemin ne pouvant contribuer a`
la solution finale.
3.3.4 Proble`me intra-domaine
Les travaux ante´rieurs sur le proble`me des MCP intra-domaine [125] montrent que
pour calculer les MCP optimaux, les nœuds interme´diaires ne devraient me´moriser que
les chemins interme´diaires non domine´s re´alisables. En particulier, ce re´sultat nous per-
met de formuler les calculs MCP inter-domaines sous forme de proble`me par domaine :
chaque domaine doit calculer un ensemble bien choisi de chemins non domine´s re´alisables
pour permettre la se´lection de MCP inter-domaines efficaces. Nous avons propose´ deux
formulations diffe´rentes du proble`me par domaine.
Nous avons propose´ un nouvel algorithme de Dijkstra inverse (Reverse Dijkstra’s Algo-
rithm (RDA)) e´tendant [48] qui re´sout les proble`mes de MCP par domaine en me´morisant
tous les chemins non domine´s re´alisables a` partir de plusieurs sources jusqu’a` une destina-
tion. Dans l’approche en ligne, les routes faisables doivent eˆtre transmises de la destination
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Figure 3.3 – Calcul de chemin au sein d’un domaine
vers la source, ce qui justifie la nature inverse de l’algorithme. La figure 3.3 donne un aperc¸u
simplifie´ des ope´rations de notre algorithme : le but est de trouver les chemins re´alisables
non domine´s dans le domaine entre les nœuds d’entre´e 3 et 6, et les nœuds de sortie 5 et
7. Les contraintes conside´re´es sont les suivantes : W1 ≤ 15 et W2 ≤ 18.
L’algorithme utilise une structure de file d’attente qui contient les chemins les plus
courts de chaque nœud interme´diaire. Supposons que la file d’attente soit initialise´e avec
deux chemins des nœuds 5 et 7 jusqu’a` une destination d exte´rieure au domaine. Notre
RDA e´tendu exe´cute une boucle. Lors de chaque ite´ration, il choisit un chemin p de la
file d’attente dont les poids sont les plus e´loigne´s des contraintes. L’algorithme relaˆche p,
ce qui signifie qu’il e´value les poids des chemins des nœuds voisins de la source qui ont
p comme suffixe. L’algorithme ajoute les chemins de´couverts a` la file d’attente s’ils sont
re´alisables et ne sont domine´s par aucun chemin de´ja` pre´sent dans la file d’attente, puis il
e´limine de la file d’attente tout chemin domine´ par l’un des nouveaux chemins. La boucle
s’exe´cute tant que la file d’attente contient au moins un e´le´ment qui n’a pas e´te´ relaˆche´
ou jete´. Puisque l’algorithme n’e´carte aucune voie faisable non domine´e, il garantit de
trouver les solutions aux proble`mes de MCP par domaine, si elles existent. Sa terminaison
est garantie parce que l’algorithme relaˆche un chemin a` chaque ite´ration de la boucle et
que le nombre de chemins dans un domaine est fini. A la fin de l’ite´ration, l’algorithme a
trouve´ les chemins non domine´s re´alisables a` partir des nœuds d’entre´e 3 et 6.
3.3.5 Proble`me inter-domaine : propagation et combinaison des re´sultats
La proce´dure de calcul du chemin inter-domaine propage et combine les segments
re´sultant du calcul intra-domaine de chaque AS, pour constituer l’ensemble des chemins
possibles de bout-en-bout pour une requeˆte spe´cifique. La figure 3.4 illustre les ope´rations
des proce´dures de propagation et de combinaison mettant en œuvre l’algorithme Back-
ward Recursive PCE-based Computation (BRPC). Le domaine de destination annonce au
domaine amont un ensemble de chemins vers la destination et leurs performances. Chaque
domaine analyse l’information propage´e pour de´terminer les chemins qu’il annoncera aux
domaines voisins en amont. Cette ope´ration consiste a` combiner les re´sultats du proble`me
par domaine et les chemins annonce´s par les domaines en aval. Enfin, le domaine source
de´termine les chemins de bout-en-bout re´alisables pour sa demande graˆce aux annonces
de chemins rec¸ues.
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Figure 3.4 – Calcul de chemin inter-domaine avec W1 ≤ 15 et W2 ≤ 18
3.4 Des algorithmes de calcul des chemins en inter-domaine
lorsque la suite de domaines est donne´e
3.4.1 ID-MCP : une solution exacte offline
Nous avons tout d’abord e´labore´ un algorithme capable de fournir une solution exact
au proble`me MCOP. Dans [7], nous avons propose´ ID-MCP (Inter Domain MCP), le
premier algorithme capable de re´soudre de fac¸on exacte et distribue´e le proble`me MCP
en inter-domaine quel que soit le nombre de contraintes conside´re´. Notre solution de´finit
les calculs par domaine du proble`me MCP inter-domaine pour chaque domaine verse´. Le
re´sultat de ces calculs par domaine est un ensemble de chemins que notre algorithme
utilisera pour trouver un chemin de bout-en-bout re´alisable. De ce fait, nous transformons
le proble`me Inter-MCP en un proble`me MCP spe´cifique pour chaque domaine traverse´.
Pour les ope´rations par domaine d’ID-MCP, nous avons utilise´ RDA pour me´moriser tous
les chemins non domine´s re´alisables a` moyen terme.
Par construction, ID-MCP offre des garanties de performance prouvables. En particu-
lier, il garantit de trouver un chemin satisfaisant les contraintes de la demande si un tel
chemin existe. De plus, comme ID-MCP calcule tous les chemins faisables non domine´s, il
offre a` la source l’opportunite´ de se´lectionner le chemin qui fournit la plus grande marge de
performance par rapport aux contraintes de la demande si elle le souhaite. Cette fonction
est inte´ressante pour maximiser les chances qu’un chemin calcule´ puisse eˆtre configure´ avec
succe`s, car l’e´tat du re´seau peut changer entre le calcul d’un chemin et sa configuration.
Bien que la complexite´ de cet algorithme reste raisonnable sur des topologies assez
petites (25 nœuds), la complexite´ des calculs MCP a` l’inte´rieur d’un domaine de´pend du
nombre maximum de chemins me´morise´s pour un seul nœud. Nous avons propose´ plusieurs
strate´gies pour ame´liorer les temps d’exe´cution de notre algorithme. La premie`re solution,
pID-MCP utilise la notion de pre´-calcul pour simplifier le travail de l’algorithme, puis nous
avons propose´ une solution heuristique (kID-MCP) et une solution approche´e (aID-MCP)
pre´sente´es dans les sections suivantes.
3.4.2 Des algorithmes pour une solution plus rapide
pID-MCP : une solution exacte avec pre´calcul
Le pre´-calcul consiste a` pre´parer a` l’avance des chemins ou des portions de chemins qui
peuvent eˆtre utilise´s plus tard pour chercher des chemins de bout-en-bout. Cela permet
de re´duire la charge de calcul sur les e´le´ments du re´seau et les temps de re´ponse des
algorithmes de recherche de chemins en re´utilisant les chemins pre´-calcule´s mais aussi
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d’ame´liorer la fiabilite´ du re´seau en pre´-calculant les chemins de de´tours a` utiliser en cas
de panne.
Dans un sche´ma de pre´-calcul, le routage avec qualite´ de service est effectue´ en deux
phases : la premie`re phase, exe´cute´e hors ligne, calcule a` l’avance des chemins faisables
pour diffe´rentes classes de service. Les re´sultats des calculs obtenus (qui peuvent eˆtre vus
comme des offres globale d’acheminement offertes par l’AS) sont stocke´s dans une base de
donne´es pour une utilisation ulte´rieure. La seconde phase intervient lorsqu’une demande
de QoS arrive, il suffit de choisir l’une des solutions pre´-calcule´es disponibles dans la
base de donne´e. Par exemple, lorsque l’on traite des demandes de qualite´ de service avec
des contraintes de de´lai, la premie`re phase peut pre´-calculer des chemins re´alisables pour
un large e´ventail de contraintes de de´lai possibles, tandis que la deuxie`me phase doit
simplement se´lectionner un chemin approprie´ a` partir de l’ensemble pre´-calcule´, c’est-a`-
dire trouver la concate´nation de portions pre´-calcule´es dont la somme des de´lais partiel
reste infe´rieur a` la contrainte. Cependant, d’autres calculs peuvent eˆtre effectue´s pour
conside´rer des me´triques plus pre´cises. Le temps d’exe´cution de la deuxie`me phase a un
impact imme´diat sur les performances de la solution ; il est donc hautement souhaitable
de maintenir sa complexite´ de calcul aussi faible que possible.
Le pre´-calcul a e´te´ introduit pour le routage QoS par Orda et Sprintson dans [88]
mais plusieurs algorithmes ont e´te´ propose´s dans la litte´rature. Les strate´gies de pre´-calcul
jouent en ge´ne´ral sur la fac¸on de conside´rer les multiples contraintes, soit en les traitant
inde´pendamment, soit en les combinant en une me´trique unique et ainsi pouvoir appliquer
un algorithme de calcul plus simple. Par exemple, CDP (Clustering-based distributed
pre-computation for Quality of Service routing) pre´-calcule un ensemble de chemins non
domine´s en utilisant une technique de partitionnement (voir [56]) pour diminuer la taille
de la table de routage. Dans [57], MEFPA (Multi-constrained Energy Function-based Pre-
computation Algorithm) pre´-calcule plusieurs plus courts chemins a` partir de chaque nœud
dans le re´seau en minimisent respectivement les diffe´rentes combinaisons de poids des
liens dans une fonction de longueur line´aire. NM-MCP (Normal Measure-based Multiple
Constrained Path) [121] pre´-calcule k chemins primaires a` l’avance, ou` k est le nombre de
poids des liens.
En outre, graˆce a` la proprie´te´ d’autonomie, chaque domaine choisit les algorithmes
utilise´s en interne, y compris pour le pre´-calcul. Il e´tait donc particulie`rement important
de concevoir un me´canisme MCP avec pre´-calcul polymorphe pouvant ope´rer dans une
situation ou` les domaines peuvent utiliser des algorithmes de pre´-calcul he´te´roge`nes.
Dans [4], nous avons propose´ pID-MCP, qui correspond a` ID-MCP avec du pre´-calcul
et kpID-MCP, une version heuristique de pID-MCP qui, inspire´ de TAMCRA, ne me´morise
que k chemins non domine´s a` chaque nœud du domaine. Lors de la re´ception d’une
demande, la combinaison des segments de chemin pre´-calcule´s est effectue´e en ligne de
manie`re ordonne´e ou inde´pendante. La combinaison ordonne´e progresse de la destination
vers la source. Dans la strate´gie inde´pendante, chaque domaine peut combiner ses donne´es
pre´-calculs a` n’importe lequel de ses voisins, obtenant ainsi une structure agre´ge´e. Le pre´-
calcul et la se´lection de chemin de bout-en-bout sont donc totalement de´corre´le´s . Ainsi, les
pre´-calculs effectue´s dans les domaines sont inde´pendants de la se´quence du domaine : c’est
l’une des contributions de ce travail qui renforce l’autonomie des domaines. Des domaines
ayant des accords plus forts (comme une alliance, cf. section 3.5.1) peuvent adopter une
strate´gie de collaboration plus pousse´e et pre´-calculer une combinaison inde´pendante de
leurs portions de chemins pour cacher leur topologie et eˆtre vus comme un seul domaine.
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kID-MCP : la version heuristique de ID-MCP
L’algorithme kID-MCP [6] est une adaptation de TAMCRA. Il ressemble a` ID-MCP
sauf que, pour chaque nœud, on ne me´morise au maximum que k e´le´ments attache´s a` ce
nœud dans la file d’attente de calcul. kID-MCP re´duit a` la fois la complexite´ de l’algorithme
et la surcharge de signalisation introduite par les e´changes d’informations entre domaines
en bornant a` k le nombre de MCP retenus pour chaque nœud jusqu’a` la destination.
En, particulier, cela permet de re´duire le nombre de chemins communique´s aux autres
domaines pour chaque nœud d’entre´e.
Pour choisir les chemins qui sont retenus, kID-MCP conside`re la longueur de che-
min non line´aire c(p) (voir l’e´quation 3.1). L’heuristique kID-MCP repre´sente des cas in-
terme´diaires entre l’algorithme me´morisant chaque chemin faisable non domine´ (ID-MCP)
et kID-MCP, k=1 (au maximum un chemin est me´morise´ pour chaque noeud).
L’e´valuation analytique et l’e´tude des simulations pre´sente´es dans [6] mettent en e´vidence
l’excellente performance de cette proposition : kID-MCP trouve des chemins satisfaisant
les contraintes dans la plupart des situations et passe bien a` l’e´chelle. Cela montre que de
tels algorithmes (ayant une complexite´ raisonnable) peuvent eˆtre utilise´s pour de´terminer
des MCP inter-domaines dans la pratique, sans sacrifier la QoS des chemins, ce qui ouvre
des perspectives inte´ressantes pour le routage QoS inter-domaine et l’inge´nierie de trafic.
aID-MCP : l’approximation de ID-MCP
L’heuristique kID-MCP permet de rechercher plus rapidement des solutions au proble`me
MCP mais ne donne aucune indication sur la qualite´ des solutions e´ventuellement de´livre´es.
Afin d’avoir un meilleur compromis entre la vitesse de re´ponse de l’algorithme et la qua-
lite´ des solutions trouve´es, nous avons propose´ aID-MCP, un algorithme d’approximation
qui fournit une solution proche de l’optimum. Or, pour que notre algorithme soit une
approximation (1 + ), il doit :
1. garantir que, parmi les chemins re´alisables, la valeur de la fonction objectif pour le
chemin retourne´ ait un facteur d’au plus (1 + ) avec la valeur optimale de cette
fonction,
2. borner son temps d’exe´cution par un polynoˆme de l’ordre de la taille d’encodage de
l’instance de proble`me.
En particulier, nous nous sommes inte´resse´s aux Fully Polynomial-Time Approxima-
tion Schemes (FPTASs) car ils fournissent des (1 + )-approximations dont la complexite´
temporelle est borne´e par un polynoˆme de l’ordre de la taille de l’instance du proble`me et
de 1 , pour tout  ∈ R. Or dans [120], Yuan montre que les instances de proble`me MCP avec
une valeur re´elle et K − 1 entier peuvent eˆtre re´solues en temps polynomial. Ce re´sultat a
e´te´ repris par la communaute´ et a donne´ naissance a` des techniques pour transformer des
instances de proble`mes ge´ne´raux de MCP en instances spe´cifiques avec des poids entiers.
Nous avons adapte´ les techniques d’approximation qui ont e´te´ de´veloppe´es pour le
proble`me MCP [67] au proble`me MCP en inter-domaine. Nous avons de´fini le proble`me
par domaine et l’objectif d’approximation pour le proble`me de bout-en-bout.
Approximation du le proble`me par domaine Nous avons choisi d’utiliser la me´thode
de rounding and scaling pour re´duire la complexite´ de des calculs par domaine en mettant
a` l’e´chelle et en arrondissant les poids des liens et les contraintes graˆce a` un parame`tre
θ ∈ R qui de´termine la pre´cision de l’approximation. Ainsi le proble`me de MCP devient
un proble`me de Mcpp (Multi-Constrained Path with Positive rounding). MCP et Mcpp
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ne sont pas e´quivalents, la re´solution du proble`me de Mcpp au lieu du proble`me original
introduit une perte de performance quantifiable qui de´pend de la valeur du parame`tre de
transformation θ.
Cette formulation par domaine permet de trouver un chemin inter-domaine re´alisable
qui ve´rifie la premie`re contrainte W1 et qui minimise maxk∈[2..K]wk(p).
Approximation de la recherche de chemin contraints de bout-en-bout En nous
appuyant sur le proble`me d’approximation par domaine, nous avons propose´ un algorithme
d’approximation de recherche de chemins de bout-en-bout soumis a` des contraintes mul-
tiples en inter-domaine nomme´ aID-MCP. Les de´tails de la de´marche (les pseudo-codes,
analyses et preuves) sont pre´sente´s dans le manuscrit de the`se de Gilles Bertrand [51].
Evaluation des algorithmes
Nous avons valide´ ces approches par simulation. Dans un premier temps, nous avons
compare´ les re´sultats des algorithmes pID-MCP, kID-MCP, kID-MCP, k=1 et kpID-MCP
(k > 1) a` ceux de l’algorithme exact ID-MCP sur plusieurs topologies (voir le de´tail dans la
the`se de Gilles Bertrand [51]). Les re´sultats pre´sente´s ici ont e´te´ obtenus sur les topologies
LaticeSL (voir figure 3.5) avec une distribution uniforme des poids de lien intra-domaine
et inter-domaine avec 10 ≤ wk ≤ 1023, k = 1..K ou k = 1..K − 1, et LaticeFM (Full
mesh) qui reprend les trois domaines de LaticeSL mais dont chaque nœud d’un domaine
est connecte´ a` chaque nœud du domaine suivant et du domaine pre´ce´dent de la chaˆıne. Les
topologies Latice introduisent une grande diversite´ de chemins, pe´nalisant les algorithmes
exacts en augmentant significativement leur complexite´ temporelle. En particulier, dans la
topologie LatticeFM(25,3) le nombre de liens inter-domaines est extreˆmement important
(chaque domaine est connecte´ par 625 liens inter-domaines). Cette topologie a e´te´ conc¸ue
pour illustrer un inconve´nient des algorithmes base´s sur pID-MCP : le fait qu’ils doivent
me´moriser dans ce cas un grand nombre de chemins.
Domaine1 Domaine2 Domaine3
s
d
Figure 3.5 – Topologie fictive LaticeSL(25,3) comportant 3 domaines identiques de 25
nœuds
Les re´sultats ont montre´ l’efficacite´ de nos algorithmes mais aussi que diffe´rents ope´rateurs
peuvent utiliser des algorithmes de pre´-calcul diffe´rents sans remettre en question le calcul
de bout-en-bout du chemin.
Le taux de re´ussite absolu (Absolute Success Rate - ASR) correspond au pourcentage
de re´ussite des algorithmes pour trouver un chemin re´alisable lorsqu’une solution existe
(Comme ID-MCP et pID-MCP sont exacts, leur ASR est de 100%). Le taux de re´ussite
(Success Rate - SR) est le pourcentage de re´ussite des algorithmes pour trouver un chemin
re´alisable pour les demandes conside´re´es. Lorsque le nombre de demandes simule´es n’est
pas fourni explicitement, cela signifie qu’il est suffisamment important pour fournir des
re´sultats statistiquement significatifs. Le nombre de chemins retourne´s par les algorithmes
est indique´ par #P. Les deux algorithmes exacts retournent tous les chemins non domine´s
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re´alisables de bout en bout, donc #P(ID-MCP)=#P(pID-MCP). Le nombre de chemins
retourne´s par kpID-MCP peut de´passer k, car les segments calcule´s par un domaine sont
combine´s a` ceux des domaines en aval. Notre imple´mentation de kID-MCP, k = 1 retourne
un chemin unique par requeˆte. Le couˆt (C) est la valeur la plus faible de la fonction de
longueur de chemin (selon la me´trique de SAMCRA) parmi les chemins calcule´s, donc,
il prend la meˆme valeur pour tous les algorithmes exacts. Nous de´finissons une fonction
de longueur de chemin supple´mentaire c′ comme µi=1..K
(
wi
W
)
, ou` µ de´signe l’ope´rateur
arithme´tique moyen. Nous appelons couˆt multidimensionnel (MC) la valeur de c′ pour le
chemin de bout en bout calcule´ avec la valeur la plus basse de c′. MC permet d’e´valuer
la qualite´ des trajectoires retourne´es en conside´rant l’ensemble des me´triques, alors que
C indique leur qualite´ par rapport a` la me´trique la plus restrictive. Les couˆts (C et MC)
des chemins ne sont pris en compte que pour les requeˆtes pour lesquelles heuristiques et
algorithmes exacts parviennent a` trouver un chemin re´alisable, de sorte que la comparaison
des algorithmes est significative.
Nous de´rivons la complexite´ temporelle relative des algorithmes de la mesure du nombre
maximum (α) de chemins relie´s a` un nœud et me´morise´s dans la file de calcul. La valeur α
donne e´galement une indication de la complexite´ spatiale des algorithmes. Par de´finition,
α(kID-MCP, k=1) = 1.
Avec des contraintes laˆches
(49100, 49100)
T
pour SL et (3000, 3000)
T
pour FM
SR [%] C [%] MC [%] α #P
Lattice SL FM SL FM SL FM SL FM SL FM
ID-MCP 100 100 19.2 13.9 18.7 11.4 10 7 7 3
pID-MCP 100 100 19.2 13.9 18.7 11.4 5 52 7 3
kpID-MCP, k=3 100 100 19.3 26.8 18.8 23.8 3 3 6 1
kID-MCP, k=1 100 100 19.5 13.9 19 11.9 1 1 1 1
Avec des contraintes strictes
(9800, 9800)
T
pour SL et (400, 400)
T
pour FM
SR [%] C [%] MC [%] α #P
Lattice SL FM SL FM SL FM SL FM SL FM
ID-MCP 66 56 89.3 72 86.5 60.1 8 2 5 1
pID-MCP 66 56 89.3 72 86.5 60.1 5 8 5 1
kpID-MCP, k=3 66 50 89.4 72 86.5 60.1 3 3 4 1
kID-MCP, k=1 64 56 89.8 72 87.9 60.1 1 1 1 1
Table 3.1 – Re´sultats des simulations pour les topologies LatticeSL et LatticeFM
Le Tableau 3.1 presente les re´sultats de simulation pour les topologies LatticeSL(25,3)
(SL) et LatticeFM(25,3) (FM) avec des contraintes laˆches ou strictes. Ces re´sultats illus-
trent l’inconve´nient de pID-MCP lorsque la connectivite´ inter-domaines est importante.
Comme pre´vu, dans la topologie LatticeSL α pour ID-MCP est supe´rieur a` α pour pID-
MCP, alors que dans la topologie LatticeFM α pour ID-MCP est beaucoup plus bas que
pour pID-MCP. Ceci souligne la ne´cessite´ de limiter α dans l’algorithme pID-MCP et
justifie l’heuristique kpID-MCP. Dans la topologie LatticeSL kpID-MCP, k=3 donne de
meilleurs re´sultats (valeur infe´rieure de C et MC) que kID-MCP, k=1. Cependant, on
constate l’inverse pour la topologie LatticeFM. Ce proble`me est re´solu en permettant des
valeurs plus grandes de α dans kpID-MCP.
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3.4.3 Discussion de l’hypothe`se d’une suite d’AS connue au pre´alable
Dans cette section, nous avons vu un ensemble d’algorithme permettant de trouver
des chemins respectant des contraintes multiples de bout-en-bout en inter-domaine. Bien
que le proble`me soit NP-complet, nous avons propose´ un algorithme exact exe´cute´ offline
(ID-MCP) et une variante plus rapide utilisant du pre´-calcul (pID-MCP), une solution
approche´e (aID-MCP) et deux heuristiques (kID-MCP et kpID-MCP).
Un des enjeux de la recherche de chemin en inter-domaine est de limiter la suite de
domaines interroge´s et d’obtenir au moins un chemin possible dans un temps raisonnable.
Cela ne´cessite un compromis entre le nombre de domaines explore´s, la rapidite´ des algo-
rithmes et la qualite´ des chemins obtenus. Nos algorithmes (comme ceux de la litte´rature)
ont en commun la ne´cessite´ de connaˆıtre a` priori la suite des domaines implique´e dans
le chemin. S’il semble raisonnable dans un premier temps de choisir le plus court chemin
d’AS entre une source et une destination pour trouver une solution, il n’est pas force´ment
le meilleur pour garantir de la QoS. Ceci nous a pousse´ a` relaˆcher cette hypothe`se et a`
conside´rer que la suite des domaines implique´s n’est plus connue.
3.5 MCP lorsque la suite de domaines conside´re´e n’est pas
fixe´e
Se limiter a` la recherche de chemins pouvant garantir une QoS demande´e en explorant
uniquement les AS traverse´s par le plus court chemin entre une source et une destination
pose plusieurs proble`mes. Premie`rement, si les politiques d’interconnexion le permettent,
cette suite d’AS est sollicite´e pour la plupart des flux entre ces deux nœuds du re´seau.
Deuxie`mement, certaines applications ont besoin d’utiliser plusieurs chemins, disjoints
afin de re´sister aux pannes. Relaˆcher la contrainte sur la pre´de´termination de la suite d’AS
a` traverser peut aider a` trouver des chemins moins charge´s (disjoints ou non) ou ayant les
ressources disponibles ne´cessaires pour re´pondre a` une demande de transmission avec une
QoS garantie. Explorer l’ensemble des AS composant l’Internet permettrait de trouver le
meilleur chemin pour une fonction objectif donne´e mais ne passe pas a` l’e´chelle. Il faut
donc un compromis entre la qualite´ de la solution et le nombre de domaines sollicite´s.
Nous avons mene´ des travaux en ce sens lors de la the`se de Romain Jacquet. Le but de la
the`se e´tait de proposer une me´thode pour de´terminer une suite d’AS pertinente a` interroger
pour trouver des chemins respectant des contraintes de QoS. Pour des raisons e´videntes
de passage a` l’e´chelle, il est exclu de solliciter l’ensemble des AS qui composent l’Internet.
Il s’agit donc de´terminer un sous-ensemble des AS de l’Internet qui sera conside´re´ lors
de la recherche de chemin. Nous verrons dans la section suivante que nous avons cherche´
a` e´tendre la zone de recherche dans un voisinage de´termine´ du plus court chemin pour
augmenter le nombre de chemins potentiels.
3.5.1 MCP base´ sur la notion de voisinage en inter-domaine
Nous avons propose´ SANP (Sub-Graph Algorithm for finding feasible Non dominated
Path) [23], un algorithme qui peut re´soudre le proble`me ge´ne´ral de MCP en respectant la
confidentialite´ et l’autonomie des AS alors que la se´quence des AS implique´s dans le calcul
n’est pas connue. Il construit un sous-graphe d’AS autour de la route entre la source et
la destination se´lectionne´e par les protocoles de routage. Ce sous-graphe est utilise´ pour
calculer un ensemble de chemins non domine´s re´alisables entre la source et la destination.
Pour re´soudre les proble`mes de scalabilite´ qu’un tel me´canisme peut comporter, nous avons
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mis en place deux heuristiques qui limitent la taille du sous-graphe. Lors de l’e´valuation
de SANP, nous avons compare´ les chemins trouve´s avec tous les chemins faisables non do-
mine´s qui existent dans le graphe. Nos simulations montrent que SANP trouve un nombre
raisonnable de chemins proches de la solution optimale.
Le principe de SANP est d’explorer un espace plus grand que la suite d’AS traverse´s
par le plus court chemin entre la source et la destination. Le choix des AS implique´s dans
le calcul repose sur la notion de voisinages combine´s dans un sous-graphe qui sera explore´
par SANP (voir la figure 3.6).
De´finition 2. De´finition de la notion de voisinage
Soit G = (V,E) un graphe d’AS, le voisinage du nœud i est l’ensemble Ni = {V ′i ∪ i, E′i}
ou` V ′i = {x|d(i, x) ≤ r0, x ∈ V } et E′i = {e|e(j, k) ∈ E, j ∈ V ′i , k ∈ V ′i } ou` d(i, j) est la
longueur (nombre de sauts) du chemin le plus court entre les nœuds i et j, et e(j, k) est le
lien entre les nœuds j et k.
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Figure 3.6 – Voisinages de l’AS4
Chaque nœud (repre´sentant maintenant un AS) peut aise´ment calculer son voisinage
a` l’aide de plusieurs techniques, par exemple par une inondation limite´e de l’information
de l’e´tat de lien. L’algorithme SANP suppose que tous les nœuds connaissent et mettent a`
jour re´gulie`rement leur voisinage respectif. Il suppose e´galement que le re´seau sous-jacent
est capable d’acheminer les paquets vers n’importe lequel des nœuds du re´seau.
Fonctionnement de l’algorithme SANP
Un nœud source s souhaitant e´tablir un chemin avec des garanties QoS avec un nœud
destination d envoie une requeˆte a` d. d envoie alors un message contenant le sous-graphe
de son voisinage vers s. Lorsqu’il progresse dans le re´seau (en suivant le chemin dicte´ par
les protocoles de routage), chaque AS traverse´ fusionne son propre voisinage avec le sous-
graphe ve´hicule´ par le message. Ainsi, le sous-graphe s’e´toffe jusqu’a` ce que le message
atteigne la source. A ce stade, la source dispose donc d’un sous-graphe contenant a` la
fois elle-meˆme et la destination. s peut alors calculer un ensemble de chemins faisables
non domine´s dans ce sous-graphe graˆce a` un algorithme, par exemple un des algorithmes
pre´sente´s dans la section 3.4. La figure 3.7 montre un exemple de construction du sous-
graphe pour chercher un chemin de s a` d quand le rayon r0 = 1.
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Sous-graphe utilise´ par l’algorithme MCP
Figure 3.7 – Construction du sous-graphe des voisinages entre d et s avec r0 = 1
Nous avons e´value´ les performances de SANP par simulation. [23] pre´sente l’approche
SANP et montre qu’il est toujours capable de trouver des chemins non domine´s, lorsqu’ils
existent. Il est possible d’augmenter le nombre et la qualite´ des chemins trouve´s par SANP
en augmentant le rayon des voisinages utilise´ pour calculer le sous-graphe, mais meˆme
pour des valeurs raisonnablement petites du rayon (4 ou 5) les re´sultats sont assez bons.
Dans le cadre de la the`se de Romain Jacquet [74], nous avons e´galement de´veloppe´ des
heuristiques pour limiter la taille du sous-graphe en bornant le nombre de nœuds garde´s a`
chaque e´tape. Nous avons propose´ plusieurs me´thodes pour choisir les nœuds a` garder dans
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le sous-graphe, par exemple en ne gardant que les nœuds de plus haut degre´ (l’intuition
e´tant qu’ils apportent plus de diversite´ que des nœuds moins bien connecte´s).
Recherche de chemins a` QoS garantie en pre´sence d’alliances d’AS
Le nombre d’AS dans l’Internet est tre`s important et ne cesse de croˆıtre, de plus
certains d’entre eux ont une couverture ge´ographique non disjointe. Il est donc concevable
qu’un certain nombre d’AS de´cide de former des alliances (ou des fe´de´rations) pour mieux
re´pondre a` des demandes de chemins a` QoS garantie. Plusieurs travaux ont de´ja` propose´
diffe´rentes variantes d’un tel syste`me [49][84][82][96][95]. Nous de´finissons une alliance
comme un groupe d’AS qui se font confiance et qui acceptent de partager des politiques
commerciales et/ou techniques, a` l’instar de ce qui a e´te´ propose´ par le projet ETICS 3
(Economics and Technologies for Inter-Carrier Services). E´tant donne´ le nombre d’AS dans
l’Internet, nous supposons qu’ils cre´eront plus d’une alliance, chaque AS n’appartenant
qu’a` une seule alliance et certains AS restant inde´pendants. Les offres publie´es par une
alliance sont un exemple d’association collaborative (”open association”) telle que de´finie
par le projet ETICS. Une offre d’alliance est la composition (ou la juxtaposition) de
plusieurs offres AS au sein de l’alliance. Nous avons conside´re´ que l’alliance dispose de
plusieurs possibilite´s d’instancier ses offres, donc chaque offre est valable pour une pe´riode
assez longue (au moins de l’ordre de quelques jours, si ce n’est des semaines ou des mois)
et son couˆt peut eˆtre calcule´ a` l’avance.
Contrairement aux travaux pre´ce´dents qui traitent de la recherche de chemins de QoS
au sein d’une alliance unique, nous avons propose´ ACQA, une extension de l’algorithme
SANP, capable de trouver des chemins de QoS de bout-en-bout impliquant plusieurs AS
et/ou alliances.
Repre´sentation des alliances
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Alliance des AS AS2, AS3, AS5, AS6
Figure 3.8 – Repre´sentation de la topologie des AS avec alliance
Nous avons repris la repre´sentation d’un AS par un graphe dans lequel toutes les inter-
faces de ses nœuds de bordure sont inter-connecte´es. Ces liens intra-domaine repre´sentent
les offres (Service Level Agreement - SLA) publie´es par les AS (pour rappel, ils ne repre´sentent
pas la topologie interne de l’AS). Le graphe d’alliance G0 = (V0, E0) dans lequel les nœuds
repre´sentent soit des AS soit des alliances (voir la figure 3.8) est construit a` partir du
graphe G = (V,E) repre´sentant l’interconnexion des AS. Un nœuds de bordure d’alliance
est un nœud appartenant a` l’alliance et connecte´ a` un nœud de bordure d’un AS exte´rieur a`
3. https://cordis.europa.eu/project/rcn/93071_en.html
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l’alliance. Nous repre´sentons une alliance par un graphe maillant comple`tement ses nœuds
de bordure. Comme les AS, les alliances publient des offres (offres d’alliance) qui de´crivent
ce que des clients peuvent demander pour faire transiter des flux entre deux nœuds de
bordure de l’alliance.
Comparaison entre ACQA et SANP
ACQA reprend l’ide´e de base de SANP et construit un sous-graphe d’une re´gion limite´e
autour d’un chemin d’AS (en ge´ne´ral le plus court) de la destination a` la source graˆce a`
la notion de voisinage. [24] expose comment ACQA e´tend SANP pour pouvoir traiter les
alliances et pre´sente l’e´valuation par simulation et la comparaison des deux algorithmes.
Il montre qu’ACQA surpasse SANP car les chemins qu’il trouve ont tendance a` dominer
les chemins trouve´s par SANP (en se basant sur la distance ge´ne´rationnelle (generational
distance) [110] et la me´trique zitzler [122] me´triques). Les bonnes performances d’ACQA
peuvent eˆtre justifie´es par le fait que les alliances ont une coope´ration plus pousse´e que
des AS inde´pendants. Ainsi, les AS de l’alliance sont capables de partager (dans une
certaine mesure) plus d’informations sur leur topologie et leurs me´triques. Cela permet
de calculer des chemins plus pre´cis et potentiellement d’offrir une plus grande diversite´ de
chemins. Pourtant, cette solution est aussi scalable que SANP, e´tant donne´ que le nombre
de nœuds dans le sous-graphe est du meˆme ordre de grandeur dans ACQA et SANP.
Quelle que soit la configuration (avec ou sans alliance), la source obtient un ensemble de
chemins faisables capables de garantir les contraintes de QoS e´nonce´es. Le choix du chemin
retenu lui incombe. Maintenant que la se´quence d’AS n’est pas fixe´e, la source obtient des
chemins potentiels passant par des ensembles diffe´rents d’AS. Le choix peut s’appuyer sur
des politiques de partenariat, de tarification ou sur tout autre indicateur. Lorsque l’on
conside`re la garantie de QoS, il nous semble important de pouvoir avoir une estimation
du se´rieux des AS vis a` vis du respect des garanties de service annonce´es. Pour cela, nous
avons travaille´ sur un me´canisme de re´putation donnant une indication sur le se´rieux des
AS et sur leur respect des garanties de QoS vendues par le passe´.
3.5.2 Me´canisme de re´putation pour le choix des AS implique´s dans le
calcul de chemin
L’un des principaux obstacles au de´ploiement de garanties de qualite´ de service de
bout-en-bout dans l’Internet est qu’il ne´cessite la coope´ration de syste`mes autonomes.
Souvent, les utilisateurs finaux ne sont pas connecte´s au meˆme ope´rateur et tous les AS
implique´s dans la communication entre ces deux parties doivent promettre et de´livrer la
QoS souhaite´e. Les me´canismes que nous avons propose´s dans ce chapitre se concentrent
uniquement sur le calcul de chemins contraints en inter-domaines et supposent que chaque
AS est preˆt a` contribuer au mieux de ses capacite´s pour acheminer le trafic. Cependant, la
re´ussite de la se´lection et de l’e´tablissement d’un chemin ne signifie pas que les diffe´rentes
entite´s implique´es sur ce chemin se comporteront comme annonce´, ou que la QoS promise
sera effectivement livre´e. Ces de´faillances peuvent re´sulter soit de changements inattendus
dans les re´seaux sous-jacents (par exemple une de´faillance de liaison ou une augmentation
inattendue du trafic), soit de comportements malveillants (par des AS non coope´ratifs).
Une possibilite´ pour de´tecter les chemins peu fiables est de s’appuyer sur des me´canismes
de re´putation qui aident a` identifier les AS qui violent souvent les garanties de QoS qu’ils
promettent. Les me´canismes de re´putation tendent a` eˆtre un outil efficace pour encou-
rager la confiance et la coope´ration dans les syste`mes distribue´s dans lesquels les entite´s
(c’est-a`-dire les utilisateurs, les domaines, les ope´rateurs) ont un comportement ration-
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nel [60]. En fournissant les moyens d’e´valuer chaque entite´ implique´e, un me´canisme de
re´putation agre`ge ces notations et en de´duit les scores de re´putation publiquement dispo-
nibles calcule´s avec une fonction bien spe´cifie´e. Ainsi, les entite´s qui acquie`rent une bonne
re´putation sont celles qui fournissent des services corrects aux autres et qui honorent les
engagements qu’elles ont pris. Des me´canismes de re´putation ont de´ja` e´te´ propose´s pour
exploiter les connaissances locales d’un AS donne´ afin de de´terminer s’ils peuvent faire
confiance a` leurs voisins [83], mais, dans la mesure de nos connaissances, aucun n’avait e´te´
propose´ pour recueillir les connaissances du syste`me sur les voies fiables - et non fiables.
Dans leur environnement hautement concurrentiel, il est possible qu’un ensemble non
ne´gligeable d’AS tentera de tromper ses clients, que ce soit par collusion ou non. Ils peuvent
e´galement essayer d’attirer plus de trafic qu’ils ne peuvent raisonnablement traiter, ou
d’obtenir un type particulier de trafic. Lorsqu’un AS ne respecte pas ses engagements, il
est important que les utilisateurs finaux soient conscients d’un tel e´chec afin de choisir
des chemins de routage fiables vis a` vis des promesses de QoS. Les utilisateurs pre´fe´reront
tre`s probablement e´viter de traiter avec des AS qui ne peuvent pas livrer la QoS promise.
Cependant, l’identification fiable et correcte des AS vertueux et des AS inde´licats est un
ve´ritable de´fi. La raison en est que chaque AS est clairement incite´ a` blaˆmer les autres
afin d’e´viter les conse´quences ne´gatives de ses e´checs. Meˆme si chaque AS correspond a`
une entreprise bien identifie´e, des comportements inde´licats existent. Par conse´quent, il
est obligatoire de fournir un me´canisme utilisable et capable de de´courager un AS ou
une collusion d’AS de promettre des garanties de qualite´ de service inte´ressantes sans les
de´livrer. Empeˆcher les AS de rejeter la responsabilite´ de leurs propres e´checs sur les autres
est une condition ne´cessaire pour un routage inter-domaines avec garantie de QoS.
Dans [1], nous avons pre´sente´ les avantages que les me´canismes de re´putation peuvent
offrir au routage inter-domaine avec QoS afin de produire un environnement ou` la confiance
entre les AS et l’utilisateur final prospe`re. Nous avons identifie´ les proprie´te´s requises lors
de l’utilisation d’un tel me´canisme dans notre contexte, cartographie´ des briques de base
et propose´ un me´canisme de re´putation pour le routage inter-domaines garantissant les
exigences de qualite´ de service.
3.6 Conclusion
Nous avons vu qu’offrir de la qualite´ de service aux flux est un proble`me qui peine a`
trouver des solutions. Bien que des me´canismes de re´servation de ressource et d’inge´nierie
de trafic existent, ils sont en ge´ne´ral confine´s a` un AS. Or la garantie de QoS vis a` vis
d’applications est ne´cessaire de bout-en-bout. Cela requiert une coope´ration entre tous les
AS implique´s sur le chemin des flux. Ainsi, un premier enjeu est de disposer a` la fois de
me´canismes intra- et inter-domaines qui respectent les proprie´te´s de confidentialite´, d’au-
tonomie et de scalabilite´ inhe´rentes aux protocoles inter-domaines. De plus, se contenter
de garantir les flux face a` une me´trique de QoS (de´lais, perte, bande passante, couˆt, ...) est
re´ducteur, les ope´rateurs ont besoin de pouvoir prendre en compte plusieurs me´triques en
meˆme temps, ce qui rend le proble`me extreˆmement complexe. Dans ce chapitre, nous avons
pre´sente´ les proble`mes MCP (Multi-Constrained Path) et MCOP (Multi-Constrained Op-
timal Path) qui visent a` calculer des chemins multi-contraints dans les re´seaux. Nous avons
propose´ plusieurs algorithmes pour adapter ce proble`me au contexte inter-domaine et pro-
pose´ un me´canisme en deux e´tapes qui se´pare les actions a` effectuer en intra-domaine et
la phase de combinaison de ces calculs locaux pour obtenir un calcul inter-domaine. Nous
avons propose´ un algorithme exact, deux heuristiques et une approximation quand la suite
des AS implique´s est connue a` l’avance. Nous avons e´galement propose´ une adaptation de la
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solution exacte et d’une heuristique dans le cas ou la suite des domaines n’est pas indique´e
au pre´alable. Pour ne pas interroger tous les AS de l’Internet, ces solutions explorent un
voisinage du plus court chemin d’AS entre la source et la destination du flux. Nous avons
adapte´ ces propositions pour des AS inde´pendants ou regroupe´s sous forme d’alliances.
Nous avons enrichi ce travail avec un me´canisme de re´putation pour aider l’e´metteur de
la demande de chemin a` choisir le chemin a` e´tablir (parmi les diffe´rentes propositions de
chemins faisables) en se basant sur la faculte´ des AS a` respecter leurs engagements par
le passe´. La combinaison de ces propositions offre un me´canisme global qui pourrait eˆtre
utilise´ avec les protocoles actuellement disponibles dans l’Internet. Cependant cela repose
sur la capacite´ des AS a` ge´rer efficacement la QoS a` l’inte´rieur de leurs re´seaux graˆce a`
l’inge´nierie de trafic. Dans le chapitre 4, nous montreront que l’e´volution vers l’automati-
sation de la gestion des re´seaux et leur virtualisation offre de nouvelles possibilite´s pour
ge´ne´raliser le recours a` l’inge´nierie de trafic mais que la dimension inter-domaine reste
proble´matique et constitue une perspective de recherche a` venir (voir le chapitre 5).
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CHAPITRE 4
La qualite´ de service par inge´nierie de trafic dans les re´seaux
programmables
Les nouvelles normes 5G qui e´mergent (telles que des de´bits de pointe e´leve´s, un de´bit
de donne´es e´leve´ pour l’utilisateur ou une latence tre`s faible) obligeront sous peu les four-
nisseurs de service re´seau a` mettre en place un controˆle fin et dynamique des parame`tres
de QoS (bande passante, latence, perte ou gigue). Les re´seaux traditionnels sont confronte´s
a` de nombreuses difficulte´s pour tenter de re´pondre a` ces besoins. Le protocole DiffServ
est utilise´ pour ge´rer la qualite´ de service des trafics en fonction de leurs exigences et de
leur nature : les transferts de fichier sont sensibles aux pertes mais peu a` l’augmentation
du de´lai d’acheminement, contrairement aux trafics de voix ou de vide´o live qui sont sen-
sibles aux de´lais mais pourront supporter un nombre raisonnable de pertes graˆce a` des
me´canismes d’encodage et de de´codage plus robustes. Reposant sur la de´finition de classes
de services et un dimensionnement au pre´alable des ressources re´seau attribue´es a` chaque
classe, ce me´canisme ne modifie pas le routage mis en œuvre et les flux continuent a` em-
prunter le plus court chemin alors que des chemins alternatifs permettant de be´ne´ficier de
la qualite´ de service demande´e peuvent exister.
4.1 La mise en œuvre de la qualite´ de service dans les cœurs
de re´seaux
L’inge´nierie de trafic vise a` changer ce comportement en permettant aux administra-
teurs de ge´rer finement la fac¸on dont les flux sont achemine´s au sein de leur re´seau. Plus
largement, l’inge´nierie de trafic permet d’optimiser le fonctionnement du re´seau selon des
fonctions objectif de´termine´es par l’administrateur, ce qui en fait une solutions essentielle
pour implanter une politique garantissant la QoS. Ce me´canisme repose sur un routage
spe´cialement calcule´ pour mettre en œuvre la politique du re´seau. Le proble`me est formalise´
sous forme de proble`mes d’optimisation en faisant appel a` des approches et des algorithmes
en ligne et/ou hors ligne issus de disciplines comme la the´orie des graphes, la recherche
ope´rationnelle, la the´orie des files d’attente, ou encore de la programmation line´aire. Ces
strate´gies doivent ensuite eˆtre de´ploye´es et applique´es sur le re´seau. Pour cela, des proto-
coles de routages et des me´canismes de transport de donne´es (par exemple OSPF, IS-IS et
MPLS) ont e´te´ de´cline´s en version supportant l’inge´nierie de trafic (OSPF-TE, IS-IS-TE,
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MPLS-TE) afin de conside´rer des me´triques plus complexes que le nombre de saut ou le
de´bit des interfaces des e´quipements. L’e´tablissement des chemins et la re´servation de res-
sources sont ensuite de´clenche´s a` l’aide du protocole de signalisation Resource Reservation
Protocol (RSVP) ou Resource Reservation Protocol - Traffic Engineering (RSVP-TE), sa
version supportant l’inge´nierie de trafic. Cependant RSVP-TE consomme une quantite´ im-
portante des ressources des e´quipements du re´seau dans de grands re´seaux mettant en place
de nombreux chemins par inge´nierie de trafic : de la me´moire pour stocker et maintenir des
millions d’e´tats, mais aussi des cycles de processeurs pour traiter ces e´normes tables d’e´tats
et synchroniser les protocoles de controˆle. Apre`s un rede´marrage d’un nœud, le nombre de
messages e´change´s pour repeupler les tables d’e´tat peut provoquer une congestion dans
les nœuds et par conse´quent augmenter le temps de convergence du re´seau. L’impact sur
les ressources et la complexite´ de gestion et de configuration des informations d’inge´nierie
du trafic a e´te´ un frein majeur a` l’utilisation de ces techniques. Or l’e´volution vers des
offres de services plus dynamiques et personnalise´es a re´cemment impose´ de nouveaux
travaux de simplification globale du plan de controˆle des re´seaux d’ope´rateurs conduisant
a` l’apparition du routage par segment (Segment Routing (SR)).
4.2 Inge´nierie de trafic simplifie´e par le routage par segment
Re´cemment standardise´ par le groupe de travail SPRING a` l’IETF, le routage par
segments est une architecture instancie´e sur les plans de donne´es Multi-Protocol Label
Switching (MPLS) (MPLS Segment Routing (SR-MPLS)) et IPv6 (IPv6 Segment Routing
(SR-IPv6)), offrant un plan de controˆle simple en reposant sur le concept de routage par
la source. Nos travaux sur Segment Routing sont le fruit d’une collaboration avec Olivier
Dugeon (Orange Labs) et Samer Lahoud dans le cadre de la the`se de Rabah Guedrez et,
e´tant destine´s aux re´seaux d’ope´rateurs, ils portent sur l’utilisation de Segment Routing
sur un plan de donne´es SR-MPLS.
L’ide´e de Segment Routing est de simplifier le fonctionnement dans le cœur de re´seau : le
nœud d’entre´e de´termine la route a` suivre pour chaque paquet et encode les instructions de
relayage dans l’en-teˆte du paquet. Tel un pie´ton demandant son chemin, un paquet obtient
une suite d’instructions lui disant quoi faire a` chaque intersection (tourner a` gauche ou a`
droite, aller tout droit) pour atteindre sa destination. La diffe´rence avec le fonctionnement
classique du routage est que les e´quipements interme´diaires (dont les routeurs en cœur de
re´seau) n’ont plus de de´cision locale a` prendre pour transmettre le paquet vers le prochain
saut. A` la place, ils exe´cutent une instruction d’acheminement place´e dans l’en-teˆte du
paquet comme le montre la figue 4.1 : pour atteindre R10, le paquet P1 doit traverser les
e´quipements R3, R6 et R8 alors que P2 doit passer par R5.
L’avantage majeur est l’e´limination des e´tats (tables de routage) stocke´s pour chaque
flux par les routeurs de cœur de re´seau. Dans Segment Routing, ces e´tats par flux ne
sont maintenus que par les nœuds d’entre´e du re´seau, concentrant la complexite´ sur les
e´quipements de pe´riphe´rie du re´seau. Un chemin est directement utilisable par n’importe
quel routeur sans ne´cessiter de configuration/signalisation pre´alable, contrairement au
fonctionnement de MPLS Traffic Engineering (MPLS-TE) pour lequel un tunnel doit
eˆtre installe´ et entretenu a` l’aide de protocoles tels que RSVP-TE. De plus, l’architecture
Segment Routing e´tend les protocoles de routage interne de´ja` de´ploye´s (OSPF, IS-IS et
BGP Link State) pour e´changer des informations Segment Routing, re´voquant le besoin
d’un protocole de distribution d’e´tiquettes tel que Label Distribution Protocol (LDP) ou
RSVP-TE.
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Figure 4.1 – Exemple de routage par la source strict en rouge, laˆche en bleu
4.2.1 Expression de chemins dans SR-MPLS
Apre`s avoir de´termine´ le chemin a` suivre, le nœud d’entre´e encode ce chemin en une
se´quence de segments a` parcourir. Un segment peut repre´senter un nœud, une liaison, une
adjacence de peering pour Border Gateway Protocol (BGP), un chemin MPLS (Label
Switch Path (LSP)), ou meˆme un service. Chaque segment individuel est associe´ a` une
instruction de transfert correspondante dans le plan de donne´es (par exemple POP, PUSH,
SWAP). Ainsi, un chemin de routage de segment (Segment Routing Path (SRP)) est com-
pose´ d’une succession d’identifiants de segment (Segment IDentifier (SID)). L’architecture
Segment Routing de´finit plusieurs types d’identifiants de segment dont nous n’e´voquons
que les deux principaux :
— Un Node-SID est un identifiant unique global dans le domaine Segment Routing
affecte´ a` un nœud spe´cifique. Dans sa table de routage, chaque nœud dispose d’une
entre´e pour chaque Node-SID du domaine. Lorsqu’un nœud rec¸oit un paquet ayant
un Node-SID comme SID actif, il transfe`re le paquet sur le chemin donne´ par le
protocole de routage interne (IGP).
— Un Adj-SID identifie une adjacence, c’est-a`-dire l’interface a` utiliser pour atteindre
un routeur voisin. Il est utilise´ pour forcer le transfert de paquets a` utiliser une
interface de sortie spe´cifique de l’e´quipement courant.
Dans SR-MPLS, un chemin est code´ comme une pile d’e´tiquettes. Les SRP peuvent
eˆtre exprime´s exclusivement avec des Node-SIDs, des Adj-SIDs, des Adj-SIDs globaux (an-
nonce´s dans le re´seau) ou une combinaison de ces types de SID. Ils peuvent eˆtre exprime´s
avec un routage par la source stricte ou laˆche (”loose”) :
— Un SRP est dit strict si tous les liens et nœuds que le paquet va traverser sont
indique´s par des Adj-SIDs, ce qui produit une pile d’e´tiquettes correspondant exac-
tement au chemin demande´. C’est le cas du paquet P2 dans la figue 4.1 qui porte la
pile d’e´tiquettes suivante : (Adj-SID R1−R3, Adj-SID R3−R6, Adj-SID R6−R8,
Adj-SID R8−R10) pour aller de R1 a` R10.
— Un SRP est dit laˆche si son en-teˆte ne contient qu’un sous-ensemble des liens et
nœuds que le paquet va traverser. Pour encoder le chemin, l’approche laˆche n’utilise
que des Node-SIDs. Deux Node-SIDs successifs dans l’en-teˆte peuvent ne pas eˆtre
voisins. Pour aller de l’un a` l’autre, on utilise le plus court chemin pre´vu par l’IGP.
Cette portion de chemin sera amene´e a` changer si la me´trique IGP entre ces deux
nœuds change, la pile d’e´tiquettes ne repre´sentera alors plus le chemin initialement
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calcule´ par le nœud Segment Routing d’entre´e. Par exemple, un encodage laˆche du
chemin a` emprunter par le paquet P1 dans la figue 4.1 sera exprime´ par la pile
d’e´tiquettes (Node-SID R5) pour aller de R1 a` R10. Ceci n’est valable que si le
chemin de´sire´ correspond bien au chemin le plus court entre les Node-SID indique´s
(R1, R5, R10), ce qui ne convient pas si le chemin souhaite´ e´tait (R1, R2, R5, R7,
R10).
Un SRP encode´ avec des Adj-SID globaux peut eˆtre strict ou laˆche : il est strict si tous
les liens que le paquet doit traverser sont liste´s dans la pile d’e´tiquettes, laˆche sinon.
4.2.2 MSD : la limitation de la taille de la pile de label dans SR-MPLS
Afin d’obtenir un traitement de paquets a` la vitesse du lien, les constructeurs de
mate´riel utilisent des circuits inte´gre´s spe´cifiques aux applications (ASIC) conc¸us pour
exe´cuter des taˆches spe´cifiques de manie`re tre`s efficace mais qui sont limite´s vis a` vis de
la taille et du type d’ope´rations qu’ils peuvent traiter. Les routeurs actuellement sur le
marche´ ont une limitation sur le nombre d’e´tiquettes qu’ils sont capables ajouter a` un
en-teˆte de paquet MPLS.
Dans Segment Routing, cette limitation est connue sous le nom de Maximum SID
Depth (MSD). Aujourd’hui, le MSD est faible, bornant en ge´ne´ral le nombre d’e´tiquettes
maximum a` 5 (mais pouvant aller de 3 a` 10 suivant les routeurs). La longueur du SRP
varie en fonction du diame`tre du re´seau, des exigences de qualite´ de service et de la
disponibilite´ des ressources re´seau. Par conse´quent, la pile d’e´tiquettes pour exprimer un
SRP peut eˆtre tre`s grande et potentiellement violer le MSD du routeur d’entre´e, empeˆchant
l’utilisation de ces chemins en Segment Routing. L’effet du MSD est donc de re´duire le
nombre de chemins exploitables dans le re´seau, ce qui conduit a` une utilisation sous-
optimale des ressources disponibles. Par conse´quent, il est ne´cessaire de disposer d’un
algorithme d’encodage efficace pour minimiser la taille de la pile d’e´tiquettes.
4.2.3 Les algorithmes SR-LEA et SR-LEA-A pour le calcul d’une pile
minimale d’e´tiquettes pour un SRP strict
Un re´seau d’ope´rateur peut eˆtre compose´ de centaines, voire de milliers de nœuds,
augmentant conside´rablement la taille des en-teˆtes de paquets et rendant l’utilisation d’un
encodage strict incompatible avec la contrainte du MSD (en particulier pour les chemins
longs). Bien qu’il soit le pire des sce´narios pour l’encodage de SRP, le codage strict peut
eˆtre indispensable pour accomplir certaines taˆches telles que l’exploitation, l’administration
et la maintenance (OAM). Nous avons propose´ deux algorithmes de codage de SRP qui
expriment une pile d’e´tiquettes par une composition de Node-SIDs et de Adj-SIDs. Notre
algorighme Segment Routing paths Label Encoding Algorithm (SR-LEA) calcule la pile
d’e´tiquettes minimale lorsque les Adj-SID sont annonce´s comme segments locaux (comme
c’est le cas dans les de´ploiements actuels de Segment Routing). Toutefois, les normes
indiquent que les Adj-SID peuvent e´galement eˆtre annonce´s comme des segments globaux.
Nous avons donc propose´ l’algorithme SR-LEA-A qui adapte SR-LEA en ce sens.
L’algorithme SR-LEA
L’algorithme prend en entre´e le chemin initial exprime´ sous la forme d’une liste d’adresses
IP, calcule´e au pre´alable (manuellement, par une entite´ centralise´e telle qu’un controˆleur
SDN, ou par un e´le´ment de calcul de chemin (Path Computation Element (PCE)) [97]).
La pile d’e´tiquettes re´sultante est une combinaison de Node-SIDs et de Adj-SIDs locaux
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repre´sentant exactement le chemin initialement calcule´ dans l’e´tat actuel du re´seau. SR-
LEA comporte deux e´tapes principales :
— le splicing : le SRP est divise´ en une succession de plus courts chemins (les sous-
chemins)
— l’expression des sous-chemins : chaque sous-chemin compose´ d’au moins trois nœuds
est remplace´ par le Node-SID du dernier nœud, tandis que chaque sous-chemin de
deux nœuds est remplace´ par le Adj-SID entre ces deux nœuds.
Dans le meilleur cas, le SRP demande´ suit le plus court chemin IGP, SR-LEA ge´ne`re alors
une pile ne contenant que le Node-SID du nœud de sortie.
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Figure 4.2 – Encodage de P avec un chemin strict
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Figure 4.4 – avec SR-LEA-A
Les figures 4.2, 4.3 et 4.4, montrent le re´sultat de l’encodage du chemin P avec un SRP
strict, avec SR-LEA et avec SR-LEA-A. L’encodage avec SR-LEA est obtenu graˆce aux
e´tapes suivantes :
— P est de´compose´ en sous-chemins {(PE1,P2,P3),(P3,P7),(P7,P6,PE5)}.
— Chaque sous-chemin est remplace´ par le SID approprie´ :
— {PE1,P2, P3} e´tant compose´ de trois nœuds, il est remplace´ par le Node-SID de P3,
— {P3,P7} e´tant compose´ de deux nœuds, il est remplace´ par le Adj-SID P3-P7,
— {P7,P6,PE5} e´tant compose´ de trois nœuds, il est remplace´ par le Node-SID de PE5.
La pile d’e´tiquettes re´sultante est [P3, P3−P7, PE5]. Au moment du routage, un paquet
suit le chemin le plus court pour atteindre P3 en utilisant le Node-SID de P3. En P3,
l’Adj-SID P3-P7 est utilise´e. En P7, le Node-SID de PE5 permet d’acheminer le paquet
par le plus court chemin IGP pour atteindre PE5. PE5 enle`ve cette dernie`re e´tiquette
avant de transmettre le paquet IP a` CE2 (voir la figure 4.3).
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L’algorithme SR-LEA-A
Les spe´cifications de l’architecture de Segment Routing pre´voient qu’une adjacence
puisse eˆtre annonce´e comme un segment global et donc eˆtre routable dans le domaine
Segment Routing. Les nœuds transfe`rent alors le paquet par leur plus court chemin IGP
vers le nœud annonc¸ant l’Adj-SID global, puis celui-ci le relaye par l’interface de sortie
associe´e. SR-LEA-A adapte SR-LEA pour prendre en compte des Adj-SID globaux. La
de´composition du chemin en sous-chemins reste identique, seule l’expression des sous-
chemins change : la succession d’un sous-chemin de taille 3 par un sous-chemin de taille
2 sera code´e en n’utilisant que l’Adj-SID global de l’adjacence entre le dernier nœud du
premier sous-chemin et le premier nœud du second.
Dans l’exemple de la figure 4.4, P3 annonce aux autres nœuds du re´seau son adjacence
avec P7 par un Adj-SID global. P a e´te´ de´compose´ en sous-chemins {(PE1,P2, P3),
(P3,P7), (P7,P6, PE5)}. Avec SR-LEA-A, les deux sous-chemins {(PE1,P2, P3), (P3,
P7)} sont encode´s en utilisant le Adj-SID global P3-P7. La pile d’e´tiquettes pour le chemin
P est donc [P3-P7, P5]. Lors du routage, le paquet est achemine´ par le plus court chemin
pour atteindre P3. P3 retire l’e´tiquette P3-P7 et transfert le paquet par l’interface qui le
relie a` P7. P7 transfert alors le paquet en utilisant le Node-SID de PE5 par le plus court
chemin IGP pour atteindre le nœud PE5.
Evaluation de performance de SR-LEA et SR-LEA-A
Nous avons e´value´s la performance des algorithmes SR-LEA et SR-LEA-A sur plu-
sieurs topologies de re´seaux SNDlib [89]. Nous avons de´termine´ les chemins optimaux
pour satisfaire une matrice de la demandes donne´e par la re´solution d’un proble`me de
multicommodity flow. Ces chemins stricts sont ensuite encode´s par des Adj-SID, par SR-
LEA et par SR-LEA-A. Pour chaque topologie, nous avons calcule´ la taille moyenne de
la pile d’e´tiquettes et le pourcentage de chemins re´seau encode´s en respectant un MSD
de 5 e´tiquettes. L’ensemble des re´sultats sont consultables dans [19] et re´sume´s dans la
figure 4.5. Nous avons constate´ que l’encodage strict produit des piles pouvant atteindre
jusqu’a` 14 e´tiquettes. Le pourcentage de chemins exprimables peut alors eˆtre tre`s faible,
par exemple, seuls 37% des chemins sont utilisables avec Segment Routing pour la topolo-
gie Germany50. SR-LEA re´duit la taille de la pile d’e´tiquettes de 52% a` 65% par rapport
a` l’encodage strict (le gain observe´ varie en fonction de la conception et du diame`tre du
re´seau). Par conse´quent, SR-LEA augmente conside´rablement le nombre de chemins utili-
sables (a` 97% pour la topologie Germany50). Cependant, le codage de la pile d’e´tiquettes
a` l’aide de SR-LEA-A donne les meilleurs re´sultats en re´duisant la taille moyenne des
piles d’e´tiquettes de 57% a` 67% par rapport a` l’encodage strict et augmente le nombre de
chemins utilisables a` 99% pour Germany50.
Bien que les algorithmes propose´s soient tre`s efficaces pour re´duire la taille de la pile
d’e´tiquettes et atte´nuer l’impact du MSD, ils n’e´liminent pas le proble`me car il reste des
chemins qui ne peuvent pas eˆtre exprime´s avec une pile d’e´tiquettes respectant le MSD.
Pour re´soudre comple`tement le proble`me du MSD, nous avons e´tudie´ la fragmentation
des SRP en utilisant le Targeted-SID (TSID), un nouveau type de segment assigne´ a` une
portion du SRP.
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Figure 4.5 – Evaluation des performances de SR-LEA et SR-LEA-A
4.2.4 Le Targeted SID (TSID) et l’approche par segmentation des che-
mins
Afin de rendre tous les chemins du re´seau exprimable par Segment Routing en respec-
tant la contrainte du MSD, nous avons propose´ une solution de fragmentation des chemins
dans [20] reposant sur l’utilisation d’un nouveau type de segment : le TSID. Un TSID
peut eˆtre vu comme un identifiant de segment temporaire qui sera remplace´ par une pile
de segment dans le nœud sachant l’interpre´ter. Un TSID est donc associe´ a` une sous-pile
d’e´tiquettes qui de´crit une portion de chemin. Il est installe´ sur des nœuds spe´cifiques du
re´seau. Comme l’Adj-SID, un TSID est local a` un nœud. Dans cette approche, la pile
d’e´tiquettes initiale exprimant le SRP est de´coupe´e en plusieurs piles, remplace´es par un
TSID.
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Label Forwarding Information Base de P7
Figure 4.6 – Exemple de TSID
Conside´rons le re´seau illustre´ par la figure 4.6. Le re´seau doit acheminer deux flux f1
(en rouge) et f2 (en bleu) de 100 Mo a` destination de CE2, le flux f1 est envoye´ par CE1
alors que le flux f2 est e´mis par CE3. Le calcul des chemins respectant la bande passante
demande´e donne les piles suivantes :
— [PE1 − P7, P7 − P12, P12 − P13, P13 − P14, P14 − P11, P11 − P10, P10 − PE4]
pour le flux f1,
— [PE2−P8, P8−P7, P7−P12, P12−P13, P13−P14, P14−P11, P11−P10, P10−
PE4] pour le flux f2.
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L’encodage strict de ces SRPs ne peut pas eˆtre utilise´ avec MSD limite´ a` 5. L’administra-
teur installe donc le TSID TSID1 pour le sous-chemin P = [P12−P13, P13−P14, P14−
P11, P11 − P10] dans le nœud P7, utilisable pour les deux flux. Ceci se traduit par une
nouvelle entre´e dans la base de donne´e des e´tiquettes (Label Forwarding Information Base
- LFIB) de P7 et par les codage de piles d’e´tiquettes suivant :
— [PE1− P7, TSID1, P10− P4] pour le flux f1,
— [PE2− P8, P8− P7, TSID1, P10− P4] pour le flux f2.
L’introduction du TSID1 permet de pouvoir exploiter les chemins choisis. Ainsi, en
cre´ant autant de TSID que ne´cessaire, on peut obtenir une taille de pile d’e´tiquettes
respectant le MSD. Cependant, les TSID doivent eˆtre pre´-installe´s sur le re´seau avant que
le trafic ne soit achemine´ sur les SRPs.
Conside´rations architecturales
L’architecture Segment Routing a e´te´ conc¸ue pour e´viter l’installation d’e´tats dans
les nœuds du re´seau et ainsi re´duire la complexite´ du plan de controˆle. L’ajout de la pile
d’e´tiquettes dans l’en-teˆte des paquets e´vite la mise en place de signalisation et permet
de supprimer les protocoles RSVP-TE et LDP. Bien que l’introduction des TSID aille a`
l’encontre du principe de suppression des e´tats a` maintenir dans les e´quipements de cœur
du re´seau, cela reste un compromis inte´ressant pour pouvoir exprimer tous les chemins
possibles dans le re´seau sans violer la contrainte du MSD, en attendant l’e´volution des
e´quipements. Afin de limiter l’impact des TSID sur la gestion du re´seau, nous avons
cherche´ a` minimiser le nombre de nœuds pour lesquels un nouvel e´tat doit eˆtre introduit
en proposant un algorithme d’optimisation pour re´duire le nombre de TSID installe´s.
Optimisation de l’installation de TSID
Les nœuds SR-MPLS maintiennent conside´rablement moins d’e´tats par rapport au
fonctionnement traditionnel de MPLS. Toutefois, l’approche de segmentation des che-
mins ajoute un surcouˆt a` l’architecture Segment Routing. Les TSID sont des entre´es
supple´mentaires dans la table de routage des nœuds, sachant que chaque nœud peut avoir
a` maintenir une base de donne´es des TSID si les TSID sont annonce´s dans l’IGP.
Une solution pour atteinuer ce proble`me est d’introduire un controˆleur SDN et/ou un
serveur PCE et une base de donne´es locale pour l’inge´nierie de trafic (Traffic Enginee-
ring Database (TED)) pour indiquer la disponibilite´ des ressources. Le PCE maintient
e´galement une base de donne´es des TSID, ce qui permet de re´utiliser des TSID existants
pour les futurs SRP. Pour cela, nous avons propose´ l’architecture de´crite dans [17]. Lors-
qu’une requeˆte atteint le PCE, il calcule un chemin respectant les contraintes spe´cifie´es en
fonction des informations contenues dans la TED. Le chemin calcule´ est ensuite envoye´ au
module d’encodage qui de´cide si un TSID est ne´cessaire ou non. Pour installer les TSID, le
PCE maintient une session Path Computation Element communication Protocol (PCEP)
avec tous les nœuds du re´seau.
Dans [20], nous avons cherche´ a` re´soudre les deux proble`mes d’optimisation suivants :
— re´duire le nombre global de TSID installe´s,
— re´duire le nombre de sessions PCEP dans le re´seau.
Nous avons propose´ deux programmes line´aires hors ligne. Les deux mode`les prennent
un ensemble de chemins en entre´e et s’appuient sur la matrice de trafic existante. Un
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ensemble re´aliste de chemins est ge´ne´re´ en re´solvant le proble`me multi-commodity flow
pour un re´seau donne´ et une matrice de trafic donne´e.
Nous avons e´galement propose´ deux algorithmes en ligne, appele´s OTO pour Online
TSID Optimization :
— OTO pour la minimisation des TSID favorise la re´utualisation des TSID existants.
Il n’en cre´e de nouveaux que s’il n’existe aucune solution pour re´duire le chemin
demande´ avec les TSID disponibles,
— OTO pour la minimisation des sessions PCEP favorise les solutions qui ne´cessitent
l’installation de TSID sur les nœuds qui maintiennent de´ja` une session PCEP active
avec le PCE tout en favorisant l’utilisant de TSID existants.
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Figure 4.7 – Evaluation de l’utilisation des TSID
Ces algorithmes en ligne, plus pratiques avec des matrices de trafic inconnues, sont
base´s sur les deux mode`les hors ligne. La figure 4.7 pre´sente une comparaison des per-
formances des diffe´rentes solutions propose´es pour exprimer les chemins des topologies
e´tudie´es lorsque le MSD est limite´ a` 5. Nous avons compare´ le nombre de TSID cre´e´s
pour chaque topologie dans le pire cas (l’installation en ligne de TSID sans optimisation)
par rapport a` la solution optimale calcule´e au pre´alable graˆce a` un programme line´aire
donnant le nombre minimal de TSID ne´cessaires pour exprimer chaque chemin de la to-
pologie en respectant le MSD. Nous comparons ces re´sultats a` ceux obtenus avec OTO et
avec une combinaison de OTO et SR-LEA. En fait, l’algorithme OTO n’est appele´ que si
l’algorithme SR-LEA ne parvient pas a` calculer une pile d’e´tiquettes de taille infe´rieure au
MSD. Les re´sultats expe´rimentaux montrent l’efficacite´ des deux variations de l’algorithme
OTO qui atteignent des performances proches de celles des mode`les hors ligne. En parti-
culier, le couplage de l’algorithme OTO avec SR-LEA permet de re´duire conside´rablement
le nombre de TSID installe´s. Nous avons effectue´ des tests similaires pour e´valuer les per-
formances de nos propositions face a` la re´duction de sessions PCEP. Ces re´sultats sont
de´taille´s dans [20].
Dans ces travaux, nous avons propose´s des solutions pour mettre en œuvre l’inge´nierie
de trafic plus simplement avec l’utilisation du Segment Routing. En particulier, nous avons
conc¸u des me´canismes pour les grandes topologies, graˆce a` diffe´rents encodage de la pile
de labels, afin de contourner la limitation des mate´riels disponibles qui ne peuvent traiter
que des piles de labels de faible taille. Ces propositions sont transitoires et le`vent un frein
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Figure 4.8 – L’architecture SDN
essentiel au de´ploiement de l’architecture Segment Routing dans les re´seaux actuels. Bien
qu’a` terme nous pouvons espe´rer que le parc des e´quipements pourra traiter des piles de
labels de taille raisonnable, le proble`me du MSD persistera tant que tous les e´quipements
limitants n’auront pas e´te´ remplace´s, rendant nos me´canismes indispensables pendant ces
anne´es de transition.
4.3 Garantie de QoS dans un re´seau programmable
Les ope´rateurs re´seaux ont recours a` l’inge´nierie de trafic pour faire face a` la croissance
du trafic et a` des besoins de qualite´ de service de plus en plus pressants. L’e´volution de
la standardisation d’architectures tels que Segment Routing facilite la mise en place d’un
routage optimisant une politique de gestion du re´seau pour soulager les plus courts chemins
traditionnellement utilise´s par les protocoles de routage interne. Cependant, cela ne´cessite
l’introduction de nouveaux e´le´ments (tels que le PCE), plus intelligents pour surveiller la
disponibilite´ des ressources et faciliter les calculs d’optimisation du routage et l’installation
des routes choisies.
Au cours des dernie`res anne´es, l’apparition de l’architecture SDN a permis d’aller plus
loin dans l’automatisation de la gestion des re´seaux en les rendant programmables [45].
Elle introduit une couche de controˆle dans laquelle l’intelligence des routeurs est de´porte´e,
simplifiant les e´quipements du plan de donne´e et les de´diant au relayage des paquets (voir
figure 4.8).
Le plan de controˆle est organise´ autour d’un e´le´ment appele´ controˆleur. Son roˆle est
de calculer les routes a` mettre en œuvre pour chaque flux et a` envoyer les instruction de
configuration aux e´quipements du plan de controˆle. Une fois configure´s, ils sont ensuite
en mesure de relayer le trafic, appliquant ainsi une politique de routage de´cide´e par le
controˆleur.
Le controˆleur SDN e´tant logiquement centralise´ (bien qu’il puisse eˆtre distribue´ pour
des raisons de scalabilite´ par exemple), il dispose d’une vision holistique de la topologie
du re´seau et des ressources (bande passante, de´lai de liaison, CPU...). Ceci ouvre une
perspective inte´ressante lorsqu’il s’agit de mettre en place des chemins a` QoS garantie.
Avec cette perception globale, le plan de controˆle est capable de re´soudre les proble`mes
de routage contraint de bout-en-bout, sans avoir a` faire face aux proble`mes de latence
des calculs et de convergence des re`gles de routage, inhe´rents aux re´seaux distribue´s. Cela
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permet une gestion fine des ressources du re´seau par le controˆleur SDN et apporte une
solution e´le´gante pour ge´rer efficacement la QoS dans les re´seaux et par extension en
inter-domaine.
Nous avons explore´ ces nouvelles possibilite´s dans le cadre d’une collaboration avec
l’IRT B <> COM 1 (dans lequel je suis partiellement de´tache´e) et dans le cadre de la
the`se CIFRE de Ce´dric Morin avec la socie´te´ Telediffusion de France (TDF) 2, fournisseur
d’infrastructures re´seaux spe´cialise´s dans les services de transmissions pour la radio, la
te´le´vision, et plus largement, les acteurs du multime´dia. Dans cette e´tude, nous nous
sommes appuye´s sur un cas d’usage concret apporte´ par TDF (repre´sente´ dans la figure 4.8)
pour offrir dynamiquement des garanties de QoS personnalise´es a` leurs clients. Les clients
adressent une requeˆte d’acheminement de trafic spe´cifiant la quantite´ de bande passante
souhaite´e pendant une pe´riode de temps limite´e. Cette situation peut se produire lorsqu’un
client souhaite organiser un transfert de donne´es massif et ponctuel entre deux centres de
donne´es, ou lorsqu’un client (tel qu’un stade, un the´aˆtre ou tout autre acteur de l’industrie
e´ve´nementielle) a besoin d’une connexion temporaire entre son emplacement et un centre
de donne´es. Actuellement, les parame`tres pris en charge sont la bande passante, le nombre
de sauts ou le couˆt, mais des limites sur la latence ou les pertes de paquets peuvent eˆtre
ajoute´es par la suite.
4.3.1 Le module STEM (SDN Traffic Engineering Management)
Dans [35], nous avons identifie´ les possibilite´s offertes par SDN pour mettre en place des
me´canismes de QoS. Nous avons propose´ le module SDN Traffic Engineering Management
(STEM), inte´gre´ au plan de controˆle, qui fournit une allocation de bande passante a` la
vole´e pour les utilisateurs, sans intervention de l’ope´rateur. Cette solution pour garantir la
QoS a` tout moment et fournir une allocation de bande passante a` travers un re´seau SDN
implique l’utilisation d’un e´le´ment de calcul de chemin (PCE) pour identifier les chemins
approprie´s et re´server les ressources dans le plan de donne´es.
Le module STEM interpre`te les demandes de cre´ation de tunnel et les transmet au PCE
qui calcule un chemin dans le re´seau qui puisse satisfaire la demande. STEM traduit ce che-
min en re`gles de flux transmises au controˆleur. Le controˆleur SDN applique les re`gles de flux
dans les commutateurs du plan de donne´es. Ces commandes sont rec¸ues et interpre´te´es par
les e´quipements du re´seau (commutateurs ou routeurs). On peut noter que ce me´canisme
est compatible avec les approches de garanties de QoS base´es sur la re´servation de res-
source tel que DiffServ mais e´galement avec l’inge´nierie de trafic, le controˆleur de´cidant
du chemin emprunte´ par les paquets et configurant tous les e´quipements concerne´s dans
le plan de donne´es.
4.3.2 L’e´valuation des ressources disponibles dans SDN
La se´lection d’un chemin satisfaisant des contraintes de QoS oblige le plan de controˆle
a` maintenir une repre´sentation pre´cise des ressources disponibles du re´seau. Dans la
litte´rature, la plupart des solutions s’appuient sur les techniques de collecte de statis-
tiques pour construire et mettre a` jour pe´riodiquement leurs connaissances du trafic en
cours d’acheminement et des ressources consomme´es [76][102]. Or la fluctuation constante
de la charge de trafic implique des mises a` jour fre´quentes de ces informations, condui-
sant a` une augmentation importante du trafic de controˆle [58]. En plus de son impact sur
le temps de re´ponse des commutateurs, une interrogation excessive des statistiques pour
1. https://b-com.com/fr
2. https://www.tdf.fr
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e´valuer les conditions du re´seau ge´ne`re une charge de travail lourde pour le controˆleur et
exige beaucoup de puissance de calcul. Enfin, le temps de re´action du syste`me ne garantit
pas que les contrats de QoS seront respecte´s a` tout moment, en particulier entre deux in-
terrogations. Ces aspects ne sont en ge´ne´ral pas pris en compte car la plupart des travaux
ante´rieurs ne conside`rent que les petites topologies avec des de´bits re´duits.
Bien que la litte´rature sur ce sujet soit tre`s importante pour les re´seaux traditionnels,
peu de solutions ont e´te´ adapte´es a` l’architecture SDN. Les approches propose´es sont soit
re´actives, soit proactives. Les approches re´actives sont base´es sur des me´thodes d’adapta-
tion a` la de´tection des pe´nuries de ressources. Elles exploitent en ge´ne´ral la diversite´ des
chemins : plusieurs chemins sont pre´-calcule´s pour un flux donne´, afin qu’il puisse pas-
ser rapidement de l’un a` l’autre lorsque la QoS n’est plus respecte´e. Il en re´sulte soit un
surdimensionnement, soit une qualite´ de service non garantie. Des approches proactives
peuvent eˆtre mises en œuvre par la re´servation de ressources [53].
Nous avons adopte´ une approche proactive : puisque le plan de controˆle de´cide des
chemins emprunte´s par tous les trafics, le PCE est en mesure de me´moriser les ressources
alloue´es a` chacun et n’a pas besoin de sonder syste´matiquement les e´quipements du re´seau
pour connaˆıtre les ressources dont ils disposent. Cette me´thode repose sur l’efficacite´ du
controˆle d’admission pour assurer que le flux respecte bien les caracte´ristiques de la de-
mande et donc les spe´cifications qui ont permis le dimensionnement du re´seau devant
l’acheminer. Il s’agit de mesurer les caracte´ristiques du flux entrant (le de´bit moyen par
exemple) et si besoin d’effectuer soit une mise en conformite´ (en retardant certains paquets
pour lisser son de´bit moyen ou en rejetant les paquets en exce`s), soit de marquer le trafic
supple´mentaire comme moins prioritaire. Pour cela, on utilise ge´ne´ralement des files d’at-
tente, qui permettent de fac¸onner et de prioriser le trafic, de partager la bande passante et
de controˆler la latence, et des seaux a` jeton (token bucket), qui vont mesurer le de´bit du
flux et e´valuer sa conformite´. Pour re´pondre aux proble`mes de passage a` l’e´chelle, STEM
utilise un nombre pre´de´fini de files d’attente. La flexibilite´ du me´canisme est assure´e par
la classification du trafic a` l’aide de l’outil de comptage Meter, un e´le´ment qui permet de
mesurer et de controˆler la fre´quence des paquets arrivant sur une interface re´seau [79].
Le calcul du chemin
La figure 4.9 pre´sente l’architecture du dispositif dans lequel nous avons principalement
adapte´ le plan de controˆle.
L’un de nos objectifs e´tant d’e´viter l’interrogation constante des e´quipements pour
la collecte de statistiques, nous gardons une trace des ressources alloue´es. La couche de
controˆle s’appuie ainsi sur un PCE a` e´tat (stateful) [55] pour se´curiser les ressources
re´serve´es aux flux. Comme un PCE sans e´tat (stateless), il ge`re une TED, la base de
donne´es utilise´e en inge´nierie du trafic, et l’utilise pour effectuer des calculs de chemins.
Cependant, un PCE sans e´tat n’enregistre pas les changements de ressources en fonction
des calculs effectue´s. Par conse´quent, les ressources utilise´es peuvent eˆtre affecte´es plusieurs
fois lors des calculs, de sorte que la qualite´ de service n’est plus assure´e lorsque le chemin est
effectivement e´tabli. Au contraire, un PCE a` e´tat me´morise les ressources potentiellement
alloue´es en enregistrant les routes calcule´es et les exigences de qualite´ de service associe´es.
Ce me´canisme, plus couˆteux, garantit que la meˆme ressource ne sera pas alloue´e deux fois
(a` moins que la surre´servation ne soit explicitement autorise´e), quitte a` ne pas prendre en
compte des ressources qui pourraient au final eˆtre disponibles si un chemin calcule´ n’est
pas mis en œuvre. Il ne´cessite e´galement un suivi des demandes et du cycle de vie de
chaque flux. Notre PCE, travaillant au niveau d’un domaine, calcule le chemin graˆce a`
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Figure 4.9 – Architecture de gestion de l’inge´nierie de trafic et de QoS
l’algorithme de Dijkstra lorsque la demande ne comporte qu’une seule contrainte de QoS
et SAMCRA [106] lorsqu’elle spe´cifie des contraintes multiples.
L’imple´mentation et l’efficacite´ du module STEM sont de´taille´s dans [35]. Nous y
pre´sentons la plate-forme re´alise´e pour e´valuer notre solution base´e sur l’utilisation de
l’outil meter inte´gre´ a` OpenFlow 1.3, le controˆleur OpenDaylight (ODL) et un switch
mate´riel PICA8.
Lors de ces travaux, nous avons pu constater que l’architecture SDN est une re´elle op-
portunite´ pour ge´ne´raliser l’utilisation de l’inge´nierie de trafic dans la gestion des re´seaux.
Ceci constitue un pas important vers la garantie de QoS et une utilisation plus fine des
ressources du re´seau. En particulier dans le contexte de de la 5G et des offres Infrastructure
as a Service (IaaS) ou Platform as a Service (PaaS), pour lesquelles la cre´ation dynamique
et automatique de chemins pour acheminer les donne´es est incontournable. Cependant cela
ne constitue qu’un des e´le´ments ne´cessaires pour ces nouveaux paradigmes qui reposent sur
la virtualisation des fonctions re´seau. Outre la garantie de la QoS lors de l’acheminement
des donne´es, il s’agit maintenant de s’assurer que le de´ploiement des fonctions re´seaux
virtualise´es respecte un ensemble de contraintes, comme nous le verrons dans la section
suivante.
4.4 La virtualisation des re´seaux
L’e´mergence de la 5G s’accompagne de nouveaux cas d’usages base´s sur la virtualisation
des re´seaux. En particulier, l’architecture MANO de´finie a` l’ETSI est une re´ponse aux
besoin des fournisseurs de service re´seau pour offrir des infrastructures (IaaS), des re´seaux
(Network as a Service (NaaS)) et des plateformes (PaaS) adapte´es a` un besoin exprime´
par leur client. Le but est de baˆtir des infrastructures virtuelles personnalise´es de fac¸on
dynamique et automatique tout en mutualisant leur infrastructure re´seau physique pour
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de multiples clients. La grande diversite´ des services offerts par les re´seaux d’aujourd’hui
repose sur le de´ploiement d’un grand nombre de middlebox (tels que les firewalls, proxies ou
load balancers), rendant les re´seaux plus complexes et plus difficiles a` ge´rer. Le nouveau
paradigme de NFV [46] aborde ces questions en transformant les middlebox physiques
traditionnelles en logiciels fonctionnant sur des serveurs ge´ne´riques. Entre autres avantages,
les fonctions re´seaux virtualise´es (VNF) brisent la de´pendance vis-a`-vis des fournisseurs,
permettent des mises a` jour fre´quentes, re´duisent les couˆts d’installation et de gestion et
introduisent une flexibilite´ en termes d’e´volutivite´ et de placement.
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VNF Manager (VNFM)
Virtualized Infrastructure
Manager(s) (VIM)
Service, VNF
and Infrastruc-
ture description
NFV Management and Orchestration
OSS/BSS
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Figure 4.10 – Architecture de MANO de l’ETSI [63]
Le standard NFV-Management and Orchestration (MANO) (voir figure 4.10) [63] in-
troduit une nouvelle architecture pour ge´rer le de´ploiement de VNF et l’instanciation
services re´seaux (Network Service (NS)) base´e sur des fonctions d’orchestration de ser-
vice assure´es par le Network Functions Virtualisation Orchestrator (NFVO), de gestion
de fonctions re´seaux virtualise´es par le Virtual Network Function Manager (VNFM) et de
gestion d’une infrastructure virtualise´e par le Virtualized Infrastructure Manager (VIM).
Les demandes des clients sont relaye´es par l’Operations Support System/Business Support
System (OSS/BSS) vers le NFVO qui se charge de re´aliser le service re´seau, de´compose´
en un graphe ou une chaˆıne de VNF. Pour cela, le NFVO interagit avec le VNFM pour le
choix des VNF et avec le VIM pour les de´ployer dans l’infrastructure virtuelle (Network
Functions Virtualisation Infrastructure (NFVI)).
Le proble`me de placement d’un graphe de VNF dans le NFVI, appele´ Virtual Network
Function Graph Placement Problem (VNFGPP) ou Network Function Chain Placement
Problem (VNFCPP) pour le placement d’une chaˆıne de VNF, suscite de nombreuses publi-
cations [68]. Les approches diffe`rent en fonction de la formulation exacte du proble`me, du
contexte et des aspects qu’il optimise. Dans les datacenters, les travaux (par exemple [100])
cherchent en ge´ne´ral une solution de placement de VNF afin de minimiser la consomma-
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tion d’e´nergie tout en ignorant les contraintes de liaison telles que les de´lais, puisque les
serveurs sont physiquement co-localise´s. Dans les re´seaux e´tendus, une premie`re approche
du VNFCPP consiste a` traiter se´pare´ment le chaˆınage et le placement des VNF. Dans [47],
l’optimisation est priorise´e : d’abord pour effectuer l’optimisation sur les liens, puis sur les
nœuds. De meˆme, [101] identifie le chemin le plus court entre la source et la destination de la
chaˆıne avant d’y placer les VNF. Une variante consiste a` conside´rer que les VNF sont de´ja`
installe´es, le proble`me devient donc de faire correspondre le graphe de VNF a` un ensemble
d’instances de VNF existantes et a` conside´rer et l’acheminement des nouvelles requeˆtes
par cette chaˆıne correcte de VNF existantes [61]. D’autres approches tendent a` simplifier
le proble`me ge´ne´ral. Par exemple, [52] ignore les contraintes des nœuds (comme le CPU)
pour se concentrer sur le couˆt des liens. Peu de contributions conside`rent le proble`me dans
toute son ampleur, surtout dans des architectures faisant intervenir plusieurs fournisseurs
d’infrastructures virtuelles (cas multi-tenant) qui n’est en ge´ne´ral pas traite´.
Paralle`lement, l’e´mergence de la 5G conduit a` la cre´ation de nouveaux services re´seau,
avec des contraintes de trafic et de latence accrues. En raison de leur proximite´ avec les
utilisateurs finaux, les ressources pe´riphe´riques sont cruciales pour atteindre des exigences
de latence ultra faibles, mais leur rarete´ impose une gestion prudente. Ainsi, malgre´ la
promesse de flexibilite´ et d’e´volutivite´ de NFV, nous devons nous concentrer sur les res-
sources pe´riphe´riques en plus de celles du cloud [92]. Le placement de VNF en exploitant les
re´seaux edge a de´ja` e´te´ propose´ dans [54][47] et [93] mais sans examiner particulie`rement
l’influence de la topologie et de la distribution des ressources sur les performances de
l’algorithme.
Dans le cadre de la the`se de Ce´dric Morin, nous e´tudions le de´ploiement dynamique
et a` la demande de nouveaux services re´seaux a` l’aide de l’architecture MANO et de
la virtualisation des fonctions re´seaux. Nous avons propose´ une strate´gie d’optimisation
visant a` maximiser l’acceptation de nouveaux NS et l’avons formalise´e comme un proble`me
de ILP. Nous avons propose´ une analyse approfondie de sa performance en fonction des
demandes et des caracte´ristiques topologiques quand l’orchestrateur et l’infrastructure
virtualise´e appartiennent a` une meˆme entite´ (cas mono-tenant). Puis, nous avons propose´
une heuristique base´e sur l’abstraction re´seau pour ge´rer a` la fois les de´fis de la complexite´
des calculs et de l’environnement multi-tenant, lorsque l’infrastructure et les fonctions
d’orchestrations appartiennent a` deux acteurs diffe´rents (voire concurrents).
4.5 Le placement de chaˆıne de fonctions re´seaux virtualise´es
dans des re´seaux edge et de cœur
A` la demande d’un client, le NFVO doit placer un service re´seau (de´crit par un graphe
ou une chaˆıne de VNF) dans le re´seau a` la vole´e. Le NFVO traite les demandes une a` une,
au fil de leur arrive´e, sans avoir connaissance des demandes futures. Dans nos travaux nous
avons conside´re´ principalement le placement d’une chaˆıne de VNF mais nos mode`les sont
facilement adaptables pour placer un graphe de VNF plus complexe. Une chaˆıne de VNF
se caracte´rise par ses points physiques d’entre´e et de sortie (qui peuvent eˆtre identiques),
une succession de VNF et deux types de contraintes : sur les capacite´s des nœuds (le CPU
et la me´moire) et sur les capacite´s des liens (le de´lai et la bande passante). Certaines
VNF (par exemple les pare-feux, les encodeurs et les de´codeurs) peuvent faire varier la
bande passante requise pour les liens entre les VNF de la chaˆıne. La latence requise peut
e´galement eˆtre diffe´rente entre deux VNF quand le service offert par certaines VNF tole`re
des retards, alors que d’autres non. Par conse´quent, les besoins en bande passante et en
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de´lai sont conside´re´s a` la fois de bout-en-bout (pour l’ensemble du service) et localement
(entre les VNF).
Le placement de VNF e´tant limite´ par les capacite´s des nœuds et des liaisons, la to-
pologie et la distribution des ressources dans le re´seau sont susceptibles de jouer un roˆle
important. Nous conside´rons deux types d’architectures, comme le montre la Figure 4.11.
Les architectures plates 3, repre´sentatives des re´seaux centraux, ne contiennent qu’un
seul niveau de nœuds. Les architectures edge (de´crites dans [47]) sont compose´es de 3
couches : coeur, agre´gation et acce`s et sont bien adapte´es pour e´tudier les contraintes de
faible latence entre VNF. Outre la re´partition spatiale de l’architecture, la re´partition
des ressources entre les nœuds pourrait e´galement constituer un aspect important du
proble`me. Dans les architectures edge, les ressources entre les nœuds ne sont pas uni-
forme´ment re´parties : les nœuds centraux ont des ressources plus e´leve´es que les nœuds
d’agre´gation, eux-meˆmes ayant plus de ressources que les nœuds d’acce`s. Dans les topo-
logies plates, cependant, la distribution peut eˆtre plus ale´atoire, selon l’emplacement des
principaux datacenters
Nous abordons le VNFCPP axe´ sur la maximisation de l’acceptation du nouveau NS
dans une architecture dans laquelle l’orchestrateur met en œuvre une coope´ration totale
avec l’infrastructure. Par conse´quent, nous re´servons les ressources en priorite´ sur les liens
et les nœuds ou` elles sont abondantes, en les pre´servant la` ou` elles sont rares pour des
demandes futures avec des exigences potentiellement plus fortes. Nous introduisons donc
un couˆt P (X) correspondant a` l’inverse des ressources X restantes (CPU, stockage ou
bande passante). Cela a pour effet de rendre plus couˆteuse l’installation d’une VNF (res-
pectivement d’un chemin) sur un nœud (respectivement un lien) avec peu de ressources.
Nous avons formalise´ cette strate´gie comme un proble`me de programmation line´aire en
nombres entier (ILP) de´taille´ dans [34]. La fonction objectif de l’ILP cherche a` minimiser
une somme ponde´re´e de la bande passante, du CPU et du stockage utilise´s pour instancier
la chaˆıne de VNF.
3. Ces architectures se trouvent a` http://sndlib.zib.de
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Evaluation de l’ILP
Nous avons e´value´ l’ame´lioration apporte´e par notre ILP en le comparant a` une solution
de base qui ne prend en compte que la bande passante. Nous avons compare´ le nombre
moyen de services re´seau instancie´s par simulation avec le solveur Gurobi et un Intel Xeon
E5-2630 ayant 12 cœurs logiques pour 2000 requeˆtes quand le re´seau est proche de la
saturation. Nous avons se´lectionne´ cinq topologies de cœur de re´seau disponnibles dans
SDNLib : Atlanta, Brain, Cost, Germany50 et Giul39 et nous avons conc¸u deux topologies
de type edge : Edge51 et Edge39 (voir la figure 4.11).
Figure 4.12 – Performance de l’ILP compare´e a` la strate´gie n’optimisant que la bande
passante
La figure 4.12 repre´sente l’impact de la re´partition des ressources a` l’aide des trois
sce´narios suivants. Dans le sce´nario de faible concentration des ressources (L ), tous
les nœuds ont 80 unite´s CPU et 100 unite´s de stockage et tous les liens ont 1000 unite´s de
bande passante. Nous noterons qu’il est peu probable que cela se produise dans la re´alite´
car les datacenters de cœur de re´seau ont beaucoup plus de capacite´ que les datacenters
pe´riphe´riques. Les autres sce´narios se concentrent sur des topologies avec un nombre com-
parable de nœuds et de liens : Edge39, Edge51, Giul39 et Germany50. Le montant total des
ressources du re´seau est le meˆme que dans le sce´nario L, mais la re´partition des ressources
des nœuds change. Les nœuds sont cate´gorise´s en nœuds d’acce`s, d’agre´gation et de cœur
(ce qui est imme´diat pour Edge39 et Edge51). Nous classons les nœuds de Giul39 (resp.
Germany50) en se´lectionnant le meˆme nombre de nœuds dans chaque cate´gorie qu’avec
Edge39 (resp. Edge51) en fonction de leur caracte`re central. La centralite´ la plus e´leve´e
correspond aux nœuds centraux puisque les nœuds de grande capacite´ sont susceptibles
d’eˆtre place´s a` des endroits strate´giques du re´seau. Dans le sce´nario de concentration
moyenne (M), chaque cate´gorie de nœud dispose de 33 % du montant total des ressources
du re´seau alors que dans le sce´nario de haute concentration (H) les nœuds de cœur,
d’agre´gation et d’acce`s de´tiennent respectivement 60%, 30% et 10% du montant total des
ressources.
Les observations montrent l’efficacite´ de l’ILP face a` la solution ne conside´rant que
la bande passante, surtout lorsque la concentration des ressources est e´leve´e, ce qui est
la situation la plus courante en pratique (les nœuds d’acce`s ont des ressources limite´es
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alors que les ressources du datacenter de cœur sont souvent conside´re´es comme infinies).
Ceci confirme notre hypothe`se initiale : il est crucial d’e´pargner des nœuds avec peu de
ressources afin de ne pas rejeter de futurs NS ayant de fortes exigences de latence en
raison d’un manque de ressources suffisamment proches les satisfaire. L’absence d’impact
du type topologique (plat ou en bordure) s’explique par leur petite taille : la longueur
du trajet d’un nœud d’acce`s a` un nœud central est assez similaire. Enfin, on constate que
meˆme pour une concentration e´leve´e, l’ame´lioration me´diane reste infe´rieure a` 5%, alors
que l’ame´lioration moyenne se situe entre 5% et 10%.
L’ILP propose´ permet de prendre en compte les ressources edge et de les exploiter de
fac¸on plus pertinentes lorsque l’orchestrateur a une vision exacte des ressources expose´es
par le VIM. Cela est possible lorsque ces deux e´le´ments appartiennent a` une meˆme entite´
mais n’est pas re´aliste dans le cas d’usage ge´ne´ral de la 5G. Dans la section suivante, nous
nous inte´ressons a` l’une des contributions de la 5G qui permet de de´ployer des services
re´seaux sur des infrastructures virtuelles offertes par plusieurs acteurs.
4.6 Le placement de fonctions re´seaux virtualise´es dans des
architectures complexes
Dans l’architecture MANO, le NFVO de´cide ou` placer et comment connecter les VNF,
en se basant sur les informations topologiques fournies par le VIM. Ensuite, les VIMs
re´servent des ressources dans l’infrastructure virtuelle en fonction de la de´cision de place-
ment et le VNFM peut installer et exploiter le VNF. Dans une architecture mono-tenant,
le NFVO et le VIM sont exploite´s par le meˆme fournisseur de service re´seau. Ce n’est pas
le cas dans une architecture multi-tenant dans laquelle le service d’orchestration et l’in-
frastructure appartiennent a` des entite´s diffe´rentes, voire concurrentes. Le NFVO sollicite
alors un ou plusueurs VIMs appartenant a` d’autres fournisseurs pour implanter des VNF
dans leur infrastructure. Le VNFCPP tel qu’il est de´crit dans la section pre´ce´dente suppose
la pleine coope´ration de chaque entite´ et la mise a` disposition du MVNO d’informations
pre´cises sur les ressources disponibles dans l’infrastructure. Ceci n’est pas possible dans une
architecture multi-tenant ou` les VIMs peuvent eˆtre re´ticents a` divulguer des informations
confidentielles telles que leur topologie a` des entite´s concurrentes. Les VIMs pre´senteront
plutoˆt une abstraction de leur re´seau au NFVO. Nous avons introduit un calcul en deux
e´tapes pour prendre en compte les architectures multi-tenant. Premie`rement, le NFVO
effectue le placement sur les topologies abstraites propose´es par les VIMs, ce qui donne
lieu a` un premier placement ”gros grain” des VNF. Ensuite, chaque VIM concerne´ doit a`
son tour exe´cuter l’algorithme pour de´terminer le placement final dans son infrastructure
et mettre a` jour son graphe abstrait et la consommation des ressources.
4.6.1 L’abstraction topologique
Au fil des ans, l’abstraction de la topologie des re´seaux a motive´ de nombreux travaux
de recherche [103], utilise´s par exemple pour le routage en inter-domaine. Cependant,
comme ils ne conside`rent pas le placement de VNF, ces travaux ne tiennent pas compte
des ressources des nœuds. Pour eˆtre efficace, l’abstraction doit afficher un compromis entre
la pre´cision de l’information (pour permettre au NFVO de calculer un chemin correct) et
la fac¸on de masquer les de´tails internes du NFVI.
Les principales abstractions pour une topologie de re´seau sont le nœud unique, l’e´toile
et le maillage complet [86]. L’approche du nœud unique n’est pas assez pre´cise et l’ap-
proche par maillage ne repre´sente pas les ressources du nœud. De plus, le calcul d’un
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maillage complet pour chaque placement de VNF candidat est impossible a` effectuer en
un temps raisonnable. Nous sommes donc concentre´s sur la division du re´seau en sous-
re´seaux, ou clusters, chacun repre´sente´ par une abstraction asyme´trique en e´toile ponde´re´e.
La division en sous-re´seaux peut suivre des divisions administratives pre´existantes ou un
algorithme spe´cifique. Nous avons utilise´ l’algorithme pre´sente´ dans [66] qui identifie les
clusters en fonction de la me´trique de betweenness des liens. Le compromis porte a` pre´sent
sur le nombre de sous-re´seaux a` conside´rer et leur taille pour obtenir l’abstraction la plus
repre´sentative tout en assurant la non-divulgation des e´le´ments confidentiels. La taille des
clusters est arbitraire et doit optimiser a` la fois le temps de calcul et la qualite´ d’abstrac-
tion.
Chaque cluster est repre´sente´ par une topologie abstraite en e´toile comprenant un nœud
central (noyau) relie´ par des liens abstraits (rayons) aux nœuds de bordure du cluster, eux-
meˆmes relie´s aux clusters voisins. Le nœud ayant la plus grande centralite´ dans le cluster
(c’est-a`-dire le plus facile a` atteindre de n’importe quel point du cluster, en moyenne)
devient le noyau. Il est le dimensionne´ par la somme de toutes les ressources des nœuds
qui ne sont pas a` la frontie`re du cluster. Les parame`tres de chaque rayon sont de´termine´s
en exe´cutant plusieurs algorithmes de Dijkstra entre le nœud frontie`re du rayon et le
noyau en se concentrant sur un parame`tre a` la fois. Malgre´ sa simplicite´, [77] a montre´
l’efficacite´ de cette approche agressive (sugge´re´e dans le contexte du routage traditionnel
par [86]). Nous y avons ajoute´s des liaisons supple´mentaires en conservant les liens reliant
les nœuds de bordure du sous-re´seau pour faciliter la transition d’un cluster a` l’autre. Par
construction, le noyau central devient un nœud tre`s attractif pour la fonction objectif,
cachant potentiellement un grand nombre de nœuds d’acce`s avec peu de ressources. Nous
atte´nuons ce proble`me en rede´finissant chaque prix comme e´tant le prix le plus bas pour
cette ressource parmi les nœuds que repre´sente le noyau.
4.6.2 L’heuristique dans une architecture mono-tenant
Le VNFCPP est NP-complet [54], de sorte que les temps de calcul peuvent devenir
insupportables lorsque la taille du re´seau ou de la chaˆıne de VNF augmente. Nous avons
e´tendu la technique d’abstraction au sce´nario multi-tenant pour de´finir une heuristique
qui fonctionne avec toute forme de VNFCPP. Lorsque la topologie est trop grande pour
exe´cuter l’ILP, le NFVO divise artificiellement sa vue topologique en plusieurs clusters de
taille limite´e. Notez que le processus d’abstraction peut se faire hors ligne si la topologie
ne varie pas rapidement dans le temps. L’exe´cution de l’ILP sur des topologies abstraites
donne une premie`re solution de placement qui associe chaque cluster a` un ensemble de
VNF a` he´berger. Cela correspond au premier placement fait par le NFVO qui permet de
re´partir les Virtual Network Function (VNF) sur les NFVI ge´re´es par les diffe´rents VIM
sollicite´s. L’algorithme transforme ces re´sultats en parame`tres et exe´cute l’ILP une seconde
fois sur chaque cluster de la topologie abstraite, ce qui correspond au travail effectue´ par
chaque VIM pour placer les VNF qui lui ont e´te´ attribue´es. Comme l’ILP initial n’est pas
modifie´, cette heuristique peut eˆtre applique´e a` n’importe quelle variante du VNFCPP.
Evaluation de l’heuristique
Nous avons e´value´ l’efficacite´ de notre heuristique en utilisant le meˆme environnement
que dans la section 4.5. Nous avons conside´re´ une large gamme de tailles de topologies edge
(base´e sur la Figure 4.11), appele´es edgeN, compose´es de nœuds de cœur N , de groupes
N de nœuds d’agre´gation interconnecte´s par le noyau avec 2 ∗N + 1 nœuds d’agre´gation
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Figure 4.13 – Ratio d’acceptation cumulatif de l’heuristique par rapport a` une solution
holistique
re´partis en deux couches dans chaque groupe, et de 4∗N nœuds d’acce`s connecte´s a` chaque
nœud d’agre´gation.
Pour analyser la performance de l’heuristique par rapport a` l’ILP introduit en sec-
tion 4.5, nous avons divise´ le re´seau en clusters compose´s d’un maximum de 100 e´le´ments
lorsque chaque requeˆte tente de placer 10 VNF. Chaque nœud posse`de 80 unite´s CPU et
60 unite´s de stockage, et chaque liaison posse`de 800 unite´s de bande passante. La compa-
raison du taux d’acceptation cumulatif de l’heuristique lorsque le re´seau est vide (premie`re
requeˆte) et juste avant la saturation du re´seau montre l’efficacite´ de l’heuristique puisque
nous obtenons un ratio de performance entre 93% et 96% entre la premie`re requeˆte et
le point de saturation du re´seau. Lorsque le re´seau est vide, le taux d’acceptation de la
premie`re demande n’est que de 96 % en raison de l’agressivite´ de notre me´thode d’abstrac-
tion de topologie qui peut conduire a` proposer des chemins attrayants qui ne peuvent pas
eˆtre instancie´s dans le NFVI. Ces re´sultats sont repre´sente´s dans la figure 4.13. L’analyse
des temps de calcul de l’heuristique et de l’ILP holistique montre que, bien que les dure´es
d’exe´cution soient comparables sur de petites instances, le temps d’exe´cution de l’heuris-
tique reste stable lorsque la taille du re´seau augmente. Nous avons augmente´ la taille des
re´seaux, double´ le nombre de VNF a` placer et permis a` l’heuristique de former des clusters
pouvant atteindre 3000 nœuds, mettant ainsi en e´vidence que notre heuristique peut ge´rer
des proble`mes a` grande e´chelle sans faire face a` des temps de calcul plus longs.
4.7 Conclusion
Dans ce chapitre nous avons aborde´ l’automatisation de la gestion de la qualite´ de
service dans les re´seaux graˆce a` l’inge´nierie de trafic, aux architectures SDN et de vir-
tualisation des re´seaux. Les re´centes e´volutions sur ce sujet permettent maintenant de
pallier aux principaux proble`mes qui faisaient obstacle au de´ploiement a` large e´chelle de
la garantie de QoS pour des flux clients. En particulier, le Segment Routing offre une so-
lution e´le´gante pour appliquer des politiques de routages de´cide´es graˆce a` des techniques
d’inge´nierie de trafic sans impliquer les couˆts de gestion et la complexite´ du protocole de
re´servation de ressources utilise´ jusqu’a` pre´sent. Cependant, les e´quipements actuellement
de´ploye´s dans les re´seaux empeˆchent la migration des re´seaux vers le routage par seg-
ment en raison de leur capacite´ limite´e a` ge´re´e des piles de labels dans les re´seaux MPLS.
Nous avons propose´ plusieurs algorithmes pour contourner ce proble`me, y compris dans
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des re´seaux de grande taille graˆce a` la de´finition de programmes line´aires pour re´duire
l’encodage des chemins de fac¸on a` respecter le MSD. Pour eˆtre efficace, l’automatisation
de l’inge´nierie de trafic doit s’appuyer sur des e´quipements tels que le PCE, capable d’ef-
fectuer des calculs d’optimisation plus complexes mais ne´cessitant une vision globale et
pertinente des ressources du re´seau. Nous avons donc exploite´ les nouvelles possibilite´s
offertes par l’architecture SDN qui permet l’automatisation de la gestion des re´seaux en
les rendant programmables. Couple´s a` la virtualisation des re´seaux (graˆce a` l’architecture
MANO), ces nouveaux paradigmes offrent la possibilite´ de de´ployer des services re´seaux
adapte´s aux besoins des applications de fac¸on dynamique. Pour cela, il est ne´cessaire de
disposer d’algorithmes de placement de chaˆınes de fonctions re´seau virtualise´es permettant
une gestion fine des ressources afin de satisfaire le plus grand nombre de demandes.
Nous avons formule´ ce proble`me sous forme d’ILP capable de prendre en compte a` la
fois les contraintes des services re´seaux (de´lais et bande passante) et les contraintes des
nœuds du re´seau (capacite´ de calcul et de stockage). Bien qu’elle offre une solution utili-
sable dans des environnements mono-tenant (lorsque l’orchestrateur et le re´seau virtualise´
appartiennent a` la meˆme entite´), cette approche se heurte a` des proble`mes de performance
et ne peut eˆtre applique´e dans des environnements plus ge´ne´raux. Nous avons ainsi propose´
une heuristique, base´e sur notre ILP, qui permet a` la fois de passer a` l’e´chelle mais sur-
tout de traiter le cas des re´seaux multi-tenant (quand l’orchestrateur sollicite des re´seaux
virtualise´s appartenant a` des entite´s tierces pour de´ployer des services re´seaux). A` notre
connaissance au moment de la re´daction de ce manuscrit, la prise en compte des proble`mes
de confidentialite´ des environnements multi-tenant n’a pas e´te´ aborde´e dans la litte´rature.
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CHAPITRE 5
Bilan et perspectives
La garantie de qualite´ de service dans les re´seaux est un sujet re´current depuis plus de
vingt ans qui n’a toujours pas trouve´ de solution totalement satisfaisante. L’augmentation
de la bande passante dans les re´seaux a longtemps e´te´ vue comme une me´thode suffisante
pour obtenir un service re´seau correct. Elle est de moins en moins adapte´e pour faire face
aux nouveaux usages (et en particulier l’importance du trafic vide´o) et aux contraintes
lie´es aux re´seaux d’acce`s.
Les organismes de standardisation ont impose´ la the´matique de la qualite´ de service
dans leurs standards depuis de nombreuses anne´es. L’IETF a propose´ des architectures et
des protocoles pour permettre de garantir la qualite´ du service re´seau par la re´servation de
ressource (i.e. IntServ, DiffServ) ou par l’inge´nierie de trafic (i.e. MPLS-TE, RSVP-TE).
Dans ce manuscrit, nous avons aborde´ la prise en compte de la qualite´ de service dans les
re´seaux fixes et dans les re´seaux de capteurs (urbains et industriels). Les outils employe´s
pour cela sont d’ordre architectural, protocolaire et utilisent des me´thodes d’optimisation
par programmes line´aires afin d’agir sur le routage et d’offrir des garanties de qualite´ de
service aux flux du re´seau. Nous avons vu que garantir de la qualite´ de service dans les
re´seaux ne´cessite d’intervenir a` plusieurs niveaux du mode`le OSI : au niveau application, au
niveau transport et au niveau re´seau. Meˆme si les applications et l’adaptation du transport
des flux peuvent contribuer a` ame´liorer la qualite´ de service ou la qualite´ d’expe´rience
ressentie par les utilisateurs, il est ne´cessaire de traiter la qualite´ de service au niveau du
re´seau.
Le proble`me se complique encore si l’on conside`re plusieurs me´triques de QoS ou si l’on
souhaite garantir la QoS sur un chemin faisant intervenir plusieurs syste`mes autonomes.
Or, le domaine des re´seaux subit actuellement une mutation profonde graˆce a` l’e´mergence
de la gestion automatise´e des re´seaux et leur virtualisation. Les re´seaux de´finis de fac¸on
logicielle (Software Defined Networks - SDN), en se´parant les fonctions d’acheminement
des fonctions de controˆle, changent la gestion des re´seaux et la rendent automatisable et
programmable, facilitant le recours a` une inge´nierie de trafic a` large e´chelle. En paralle`le,
l’ave`nement de la virtualisation des re´seaux et de la 5G a amene´ de nouveaux cas d’usages
tels que l’IaaS (Infrastructure as a Service), PaaS (Platform as a Service) et le slicing qui
visent a` offrir un re´seau adapte´ a` un client ou a` un cas d’usage particulier avec des niveaux
de controˆle diffe´rents. Ces e´volutions conduisent a` ne plus voir les re´seaux comme des infra-
structures sur lesquels implanter des services mais comme des infrastructures permettant
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d’implanter dynamiquement des re´seaux virtualise´s et adapte´s soit aux besoins de clients
soit a` des services re´seaux particuliers. Nous verrons dans les sections suivantes que mes
perspectives de recherches visent a` permettre une de´finition dynamique et automatique de
re´seaux virtualise´s adapte´s a` un (ou plusieurs) comportement(s) donne´(s).
5.1 Vers des re´seaux dynamiques et automatise´s offrant des
garanties de QoS
5.1.1 Me´thodes d’abstraction des ressources des re´seaux virtualise´s
La virtualisation des services re´seaux est un des paradigmes centraux de la 5G. Le
standard MANO (voir Chapitre 4), introduit un gestionnaire d’infrastructure virtualise´e
(le VIM) et un orchestrateur (le NFVO) pour ge´rer la mise en œuvre de nouveaux ser-
vices re´seaux. La section 4.5 aborde les proble´matiques lie´es au placement des fonctions
re´seaux virtualise´es (VNF) dans les infrastructures de re´seaux virtualise´es en conside´rant
deux cas. Dans le premier, les fonctions d’orchestration de service re´seau et de gestion de
l’infrastructure virtualise´e appartiennent a` une meˆme entite´ (appele´ cas mono-tenant), ce
qui garantit une coope´ration totale entre le NFVO et le VIM. Cependant, ce cas n’est
pas ne´cessairement repre´sentatif de la majorite´ des situations. En effet, l’un des inte´reˆts
lie´s a` la virtualisation des re´seaux est de permettre l’apparition d’acteurs plus petits dans
le monde des ope´rateurs (a` l’instar des MVNO - mobile virtual network operator - pour
la te´le´phonie mobile), capables de mettre en œuvre de services re´seaux au dessus d’in-
frastructures ge´re´es par des ope´rateurs tiers. Dans ce second cas, nomme´ multi-tenant, le
NFVO et le VIM n’appartiennent pas a` la meˆme entite´ et ne partagent donc pas librement
leurs connaissances. L’heuristique propose´e dans la section 4.5 offre une premie`re re´ponse
a` ce proble`me en construisant une vision abstraite de l’infrastructure offerte par le VIM
au NFVO. Nous avons propose´ une abstraction simple base´e sur une partition des nœuds
du re´seau en fonction de leur betweenness, c’est a` dire du nombre de plus courts chemins
du re´seau auxquels ils appartiennent. Cependant, cette approche classique n’est peut eˆtre
pas la meilleure, il faut e´tudier les me´thodes d’abstraction d’infrastructures virtua-
lise´es permettant au VIM d’offrir au NFVO une vision de la topologie de l’infrastructure
ne divulguant pas d’informations sensibles tout en e´tant assez pre´cise pour permettre au
NFVO de faire des calculs pertinents d’implantation de service re´seau. Nous avions effleure´
un proble`me similaire dans le chapitre 3 avec le calcul local des chemins internes a` un AS
soumis a` de multiples contraintes de QoS. Nous avions contourne´ la difficulte´ en utilisant
une notion d’offres pour repre´senter les ressources disponibles dans le re´seau. Cela reste
utilisable dans le cadre d’une architecture MANO multi-tenant en prenant pour hypothe`se
que les VIMs sont capables d’exposer au NFVO des offres d’acheminement ou d’implanta-
tion de VNFs qui repre´sentent une vision abstraite des ressources disponibles. Cependant
l’architecture MANO en de´finissant le VIM a introduit un e´le´ment avec lequel le NFVO
peut ne´gocier les ressources a` mobiliser dans l’infrastructure. Cela ouvre de nouvelles pos-
sibilite´s qu’il faut prendre en compte dans la me´thode d’abstraction des ressources des
infrastructures virtualise´es.
5.1.2 Prise en compte des proprie´te´s inter-domaines dans l’archtecture
MANO
Dans le chapitre 3 nous avons vu les difficulte´s lie´es aux me´canismes ope´rant entre
plusieurs syste`mes autonomes. En particulier le fait que ces me´canismes doivent respec-
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ter les proprie´te´s d’autonomie, de confidentialite´ et de scalabilite´. Nous retrouvons ces
proble´matiques lors de la mise en œuvre de services re´seaux dans un contexte multi-tenant.
La prise en compte du multi-domaine (inter-domaine) dans les me´canismes re´seau reste
complexe et d’actualite´ dans les architectures multi-tenant et dans les architectures des
re´seaux qui apparaˆıtront dans les prochaines anne´es. Ceci est accentue´ par l’e´mergence
de la 5G et du concept de slice. Le document [62] montre qu’il existe diffe´rentes varia-
tions sur la de´finition du terme slice. L’ETSI de´finit la notion de slice (ou de slice re´seau)
comme la description d’un re´seau logique adapte´ a` un service et compose´ de diffe´rents
e´le´ments, ressources et fonctions de re´seau physique ou virtuel. Les slices sont construites
en silo, en utilisant des ressources virtualise´es inde´pendantes mais partageant la meˆme in-
frastructure physique. Les me´canismes utilise´s pour ge´rer les slices et les services re´seaux
doivent respecter les trois proprie´te´s de l’inter-domaine car un service re´seau peut eˆtre mis
en œuvre en faisant intervenir plusieurs infrastructures virtualise´es. L’e´tude de l’impact
des proprie´te´s des protocoles inter-domaine prend ainsi une nouvelle dimension. Dans les
efforts de standardisation mene´s en particulier a` l’IETF sur les protocoles de l’Internet, la
prise en compte de la dimension inter-domaine qui n’e´tait pas prioritaire (sauf pour BGP)
est maintenant essentielle. Ainsi, depuis quelques anne´es, les me´canismes de routage dans
les re´seaux fixes sont adapte´s pour pouvoir transporter des attributs permettant de choi-
sir des routes en inter-domaine. Par exemple, il est maintenant possible de propager les
identifiants utilise´s pour le routage par segment (voir la section 4.2) vers les domaines
voisins graˆce a` BGP-LS, simplifiant la prise en compte de la qualite´ de service dans le
routage en inter-domaine. L’inte´gration de l’architecture MANO dans les re´seaux de l’In-
ternet ouvre la voie a` une meilleure prise en compte de calculs distribue´s inter-domaines
de chemins garantissant des contraintes de qualite´ de service, ce qui est une perspective
d’e´tudes importante pour la suite de mes travaux.
5.2 Vers la cre´ation de re´seaux virtualise´s personnalisables
L’une des promesses majeures de la virtualisation des re´seaux est la possibilite´ de
de´finir des infrastructures de communications personnalise´es afin de de´ployer de nouveaux
services facilement et a` couˆt raisonnable. Pour cela, les architectures SDN et MANO offrent
de nouveaux moyens de controˆle et d’automatisation de la gestion des re´seaux qui rem-
placent les interventions physiques d’e´quipes pour de´ployer des e´quipements re´seaux par
des de´ploiements logiciels, re´duisant le temps et la complexite´ de cre´ation d’un re´seau
adapte´ a` un besoin client. De meˆme, l’automatisation du controˆle du re´seau rend mainte-
nant la ge´ne´ralisation de l’inge´nierie de trafic possible. Un controˆleur SDN est nativement
capable de programmer les e´quipements re´seaux pour qu’ils mettent en œuvre des poli-
tiques d’inge´nierie de trafic. Tout cela ouvre la possibilite´ de de´finir en un temps re´duit une
infrastructure re´seau virtualise´e adapte´e aux besoins d’un service re´seau. Cette adaptation
du re´seau est mis en avant dans la 5G pour inte´grer de nouveaux cas d’usage et s’adapter
aux besoins de secteurs e´conomiques varie´s.
Cependant, de nouveaux verrous e´mergent d’un tel concept. En particulier, la cre´ation
de slice a` la demande (ou Slice as a Service) implique l’adaptation de l’infrastructure de
re´seau virtuelle graˆce au de´ploiement dynamique de fonctions re´seaux virtualise´es aux en-
droits les plus adapte´s, mettant l’accent sur la gestion des ressources lors du placement des
VNF. Les travaux effectue´s jusqu’a` maintenant ont mis en e´vidence la complexite´ d’une
gestion fine de ces ressources. Les demandes de placement de service e´tant traite´es au fur et
a` mesure de leur arrive´e, les choix de placement ne sont pas optimaux. Si l’heuristique pro-
pose´e dans la section 4.6 offre une premie`re solution, elle doit eˆtre e´toffe´e pour prendre en
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compte la mutualisation des VNF (lorsque le service le permet) et la re´optimisation des pla-
cements de fonctions. Comme pour le routage dans les re´seaux classique, la re´optimisation
du placement des fonctions virtuelles implique des verrous importants. Le premier est le
calcul de la re´optimisation, c’est a` dire d’un nouveau placement des VNF qui a pour but
de mieux utiliser les ressources. Ce proble`me, s’il est e´galement exprime´ graˆce a` des mode`les
de programmation line´aires, diffe`re d’un placement originel car le but est ge´ne´ralement de
de´placer le moins de VNF possible afin de minimiser l’impact de la re´optimisation sur les
services rendus. Le second verrou est lie´ a` la mise en œuvre de la re´optimisation qui
suppose l’instantiation de nouveaux composants de VNF et le reroutage du trafic avant
la destruction de la solution initiale. Ce principe, appele´ make before break, vise a` assurer
la continuite´ du service y compris en phase de migration des VNFs. Le troisie`me verrrou
concerne l’e´valuation de l’e´tat du re´seau avant la re´optimisation. Afin d’eˆtre efficace, le
nouveau placement des VNFs doit tenir compte d’une vision a` jour des ressources dis-
ponibles ou consomme´es dans le re´seau. Cela ne´cessite des fonctions de monitoring
adapte´es au contexte des fonctions virtualise´es. Le monitoring est e´galement utilise´
pour quantifier l’aptitude du re´seau a` accepter de nouvelles demandes de services tout au
long de la vie du re´seau.
5.3 Gestion de topologies e´phe´me`res
Le de´ploiement a` la demande de slices repose sur la cre´ation et l’adaptation d’une
topologie virtualise´e de re´seau s’adaptant aux besoins de´finis par des utilisateurs, des
services ou des applications. Graˆce aux architectures SDN et NFV, il est maintenant
envisageable de de´ployer un re´seau personnalise´ a` la demande et de le de´truire en fin
d’utilisation. Cela ouvre la voie a` de nouveaux cas d’usage tel que la de´finition de re´seaux
e´phe´me`res : des re´seaux de´die´s a` courte dure´e de vie, capables de passer a` l’e´chelle et de
s’adapter rapidement a` un changement de la demande. Ainsi, le re´seau 5G est en cours de
virtualisation pour s’adapter a` la charge du trafic de fac¸on re´active en de´ployant a` la vole´e
certains composants. Cela illustre la reconfiguration a` chaud et l’adaptation dynamique a`
la charge d’un re´seau ayant une grande dure´e de vie graˆce a` l’ajout ou a` la destruction de
fonctions virtualise´es ayant une dure´e de vie re´duite pour re´pondre a` un besoin ponctuel.
Ces e´volutions re´centes vont avoir un impact important sur les re´seaux au niveau ar-
chitectural et protocolaire mais e´galement sur les usages, en particulier dans les environne-
ments urbains (baˆtiment, routes,...) qui, en devenant intelligents et connecte´s, permettant
le calcul et la fourniture de nouveaux services a` la population. La ville intelligente est donc
un terrain d’expe´rimentation ide´al pour mettre en e´vident les avantages d’une gestion dy-
namique et automatique de services re´seaux virtualise´s. La cre´ation de re´seaux de´die´s lors
d’e´ve`nements sportifs ou culturels est un autre exemple mettant en lumie`re la de´finition
de re´seaux e´phe´me`res : des re´seaux temporaires ayant une dure´e de vie courte, proche
de celle de l’e´ve`nement pour lesquels ils sont de´ploye´s. Dans une architecture classique,
le de´ploiement de re´seaux e´phe´me`res couˆte cher et ne´cessite une pre´paration importante.
Graˆce a` l’automatisation des re´seaux et a` la virtualisation, la mise en place de tels re´seaux
se traduit par la re´servation de ressources offertes par une infrastructure virtualise´e pour
y installer les VNFs ne´cessaires au fonctionnement des services re´seaux. Or, la gestion des
infrastructures physiques et virtualise´es est complexe et ne´cessite une bonne connaissance
des ressources utilise´es, des services implante´s et surtout des ressources disponibles. L’ar-
chitecture MANO peut offrir les fonctionnalite´s ne´cessaires mais manque de maturite´. Il est
donc ne´cessaire d’e´tudier la cre´ation de re´seaux e´phe´me`res afin d’en e´valuer la complexite´
et les performances.
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5.3.1 Re´silience de ces infrastructures de communication
La capacite´ de de´ployer des VNFs rapidement offre de nouvelles possibilite´s pour ga-
rantir les proprie´te´s de connexite´ des re´seaux ne´ce´ssaires a` la plupart des protocoles. Un
cas d’usage est la garantie de la re´silience des infrastructures de communication, y compris
en cas de catastrophe (naturelle ou non). En particulier, il est essentiel d’aider les e´quipes
de secours arrivant sur les lieux d’un sinistre, par exemple en partageant les informa-
tions recueillies par les capteurs citoyens ou urbains. Cela ne´cessite une infrastructure de
communication globale regroupant les donne´es issues des infrastructures fixes ou mobiles
de´ploye´es dans la ville ou par les particuliers. Or les infrastructures existant avant la catas-
trophe ont pu eˆtre conside´rablement fragilise´es ou endommage´es. Il s’agit alors en premier
lieu de reconstruire une infrastructure re´seau re´siliente a` partir des e´le´ments subsistants. Il
faut pouvoir e´valuer l’e´tat de la topologie actuelle et la consolider, si besoin, en pre´voyant
le de´ploiement rapide de nouveaux relais pour le routage des informations. Le verrou tech-
nologique est donc de recre´er une infrastructure ope´rationnelle a` partir d’e´le´ments varie´s
et parfois isole´s.
Dans la litte´rature, plusieurs travaux conside`rent l’utilisation de robots ou de drones
pour recre´er une topologie connexe, d’autres proˆne le de´ploiement rapide de communi-
cations satellites pour relier les portions d’infrastructure re´seau reste´es intactes. Nous
proposons de tirer e´galement partie des capacite´s de relayage des communication et des
capteurs des smartphones des personnes pre´sentes sur les lieux. Le routage peut alors uti-
liser l’inge´nierie de trafic et s’appuyer a` la fois sur SDN et le routage par segment pour
ame´liorer la re´silience du syste`me de de´tection d’e´ve´nements lie´s au sinistre. En effet, Seg-
ment Routing et son routage par la source permet de mettre en œuvre des strate´gies de
routage efficaces et des techniques d’allocation des ressources approprie´es dans les nœuds
qui ne sont pas compatibles avec SDN. Ces travaux futurs s’inscrivent dans la continuite´
des travaux mene´s sur le routage dans l’IoT, sur le segment routing et sur la virtualisation
des re´seaux.
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Re´sume´
Le trafic global ve´hicule´ sur l’Internet connaˆıt une croissance inou¨ıe du fait des pro-
fonds changement des usages (Internet des Objets (IoT), le trafic vide´o, ...). A` l’heure
actuelle, l’Internet fonctionne sur un mode appele´ Best Effort (sans garantie de service ou
de performance) reposant sur le surdimensionnent des re´seaux ope´rateurs qui ne suffira
pas pour garder un service acceptable de l’Internet. L’alternative est de mieux ge´rer le
trafic graˆce aux me´canismes de qualite´ de service (QoS) et d’inge´nierie de trafic.
Ce manuscrit fait une synthe`se de mes travaux de recherche, a` la fois d’ordre archi-
tectural et protocolaire, avec pour fil conducteur l’utilisation de techniques d’inge´nierie
de trafic et la formalisation des proble`mes de routage sous forme de programmes line´aires
pour permettre une meilleure gestion des ressources et faire face aux imminentes e´volutions
profondes de l’Internet. J’ai porte´ mon attention sur les flux en transit chez les ope´rateurs
et dans diffe´rents contextes (les applications multime´dia et de diffusion de la vide´o, les
re´seaux de capteurs ou les villes intelligentes).
Paralle`lement, l’e´mergence des architectures Software Defined Networking (SDN) et la
virtualisation des fonctions re´seaux (NFV) visant a` automatiser la gestion des re´seaux tout
en la rendant dynamique introduit de nouveaux me´canismes pour pousser l’utilisation de
l’inge´nierie de trafic jusqu’a` pouvoir proposer une adaptation dynamique d’infrastructures
de re´seaux virtualise´es. Cela offre la perspective prometteuse de pouvoir mutualiser une
infrastructure physique entre plusieurs re´seaux virtualise´s tout en adapter leur structure
aux besoins spe´cifiques des clients.
Summary
The global traffic carried on the Internet is experiencing unprecedented growth due
to profound changes in usage (Internet of Things (IoT), video traffic, etc.). At present,
the Internet operates in a mode called Best Effort (without any guarantee of service or
performance) based on the overprovisioning of the operator networks that will not be
sufficient to maintain an acceptable Internet service. The alternative is to better manage
traffic through quality of service (QoS) and traffic engineering mechanisms.
This manuscript summarizes my research work, both architectural and protocol-based,
with the use of traffic engineering techniques and the formalization of routing problems by
linear programs to enhance resource management and to cope with the imminent profound
changes in the Internet. I have focused on transit flows among operators and in different
contexts (multimedia applications and live broadcasting , sensor networks or smart cities).
At the same time, the emergence of Software Defined Networking (SDN) and Network
Function Virtualization (NFV) architectures to automate network management while ma-
king it dynamic introduces new mechanisms to push the use of traffic engineering to the
point where it is possible to propose a dynamic adaptation of virtualized network infra-
structures. This promising evolutions offer the opportunity to share a physical infrastruc-
ture between several virtualized networks while adapting their structure to the specific
needs of customers.
