We present a novel approach to nonlinear constrained Tikhonov regularization from the viewpoint of optimization theory. A second-order sufficient optimality condition is suggested as a nonlinearity condition to handle the nonlinearity of the forward operator. The approach is exploited to derive convergence rates results for a priori as well as a posteriori choice rules, e.g., discrepancy principle and balancing principle, for selecting the regularization parameter. The idea is further illustrated on a general class of parameter identification problems, for which (new) source and nonlinearity conditions are derived and the structural property of the nonlinearity term is revealed. A number of examples including identifying distributed parameters in elliptic differential equations are presented.
Introduction
In this paper, we discuss a robust method for solving ill-posed nonlinear operator equations
where g δ ∈ H denotes the noisy data, with its accuracy relative to the exact data g † = K(u † ) (u † ∈ X is the exact solution) measured by the noise level δ = g † − g δ . Here the nonlinear operator K : X → H is Fréchet differentiable, and the spaces X and H are Hilbert spaces.
In practice, the unknown coefficient u may be subjected to pointwise constraint, e.g., u ≥ c almost everywhere. This is especially true for distributed coefficient estimation in differential equations to ensure the well-definedness of the operator K, see, e.g., [1, 13, 3] for relevant examples. We denote the constraint set by C ⊂ X, and assume that it is closed and convex and u † ∈ C. To obtain an accurate yet stable approximation, we employ the now classical approach of minimizing the following Tikhonov functional
where the two terms are the fidelity incorporating the information in the data g δ and a regularization for stabilizing the problem, respectively. A faithful choice of the fidelity depends on the statistics of noises corrupting the data [5] . The penalty is chosen to reflect a priori knowledge (such as smoothness) and constraint on the expected solutions, and nonsmooth penalties may also be adopted.
Necessary optimality system
By letting t → 0 + , we obtain the necessary optimality condition
Now let ∂ψ(u) denote the subdifferential of the convex functional ψ at u, i.e., ∂ψ(u) = {ξ ∈ X * : ψ(ũ) ≥ ψ(u) + ξ,ũ − u ∀ũ ∈ X}.
Consequently, it follows from (3) and the convexity of ψ that if there exists an element ξ η ∈ ∂ψ(u η ) and let
then we have    φ ′ (u η , g † ) + ηξ η − ηµ η = 0, µ η , u − u η ≥ 0 ∀u ∈ C, ξ η ∈ ∂ψ(u η ).
(4)
Thus, µ η ∈ X * serves as a Lagrange multiplier for the constraint C, cf. [24, Thm. 3.2] . If ψ ′ (u η ) ∈ X * exists, then ξ η = ψ ′ (u η ) and thus
. In a more general constrained optimization, the existence of µ η ∈ X * is guaranteed by the regular point condition [24, 17] . The inequality (4) is the first-order optimality condition. We refer to [24, 17] for a general theory of second-order conditions (see also Lemma 2.1).
Source and nonlinearity conditions
Henceforth we focus on problem (2) . We will propose a new nonlinearity condition based on a secondorder sufficient optimality condition. To this end, we first introduce the second-order error E(u,ũ) of the operator K [17] defined by
which quantitatively measures the degree of nonlinearity, or pointwise linearization error, of the operator K, and will be used in deriving our nonlinearity condition. We also recall the first-order necessary optimality condition for u η (cf., (4))
where µ η is a Lagrange multiplier for the constraint C. In view of the differentiability of the penalty, the Lagrange multiplier µ η is explicitly given by
. Now we can derive a second-order necessary optimality condition for problem (2) .
to a finite constant c r . We would like to point out that the constant c r may be made very large to accommodate the nonlinearity of the operator K. The only possibly indefinite term is w, E(u, u † ) . Hence, the analysis of w, E(u, u † ) is key to demonstrating the nonlinearity condition (10) for concrete operator equations.
Remark 2.2. On the nonlinearity condition (10), we have the following two remarks.
(1) In case of constrained Tikhonov regularization, we may have w = 0, which results in w, E(u, u † ) = 0 and thus the nonlinearity condition (10) automatically holds. For example, if C = {u : u ≥ c}, with c being a positive constant, and u † = c is the exact solution (i.e., g † = K(u † )), then w = 0 and µ † = u † satisfy the source condition (9) . Moreover, if the set {µ † = 0} has a positive measure, then the term µ † , u − u † provides a strictly positive contribution to (10) . These are possible beneficial consequences due to the presence of constraints.
(2) A classical nonlinearity condition [8] reads
There are several other nonlinearity conditions. A very similar condition [11] is given by
It has been used for analyzing iterative regularization methods. Clearly, it implies (10) for c r > (c E w ) 2 . We note that it implies (8) after applying Young's inequality.
The following lemma shows that the proposed nonlinearity condition (10) is much weaker than the classical one, cf. (11) . Similarly one can show this for condition (12) . Therefore, the proposed approach does cover the classical results. Lemma 2.2. Condition (11) implies condition (10).
Proof. A direct estimate shows that under condition (11), we have
Moreover, if there exists some ǫ ′ > 0 independent of η such that the second-order sufficient optimality condition (8) holds for all u ∈ C, then the propagation error u δ η − u η satisfies
Proof. The minimizing property of the approximation u η and the relation g
and meanwhile, by invoking Young's inequality, we have
. This shows the first assertion. Next we turn to the propagation error u δ η − u η . We use the optimality of the minimizer u δ η to get
Upon substituting the optimality condition of u η (cf. (5)), i.e.,
into (13), we arrive at
Now the second-order error E(u δ η , u η ) and the Cauchy-Schwarz inequality yield
Consequently, we have
Finally, the second-order sufficient optimality condition (8) implies
This completes the proof of the lemma.
Applications to choice rules
In this part, we illustrate the utility of the proposed nonlinearity condition (10) for analyzing selection rules, i.e., a priori rule, discrepancy principle [26] , balancing principle [19, 15, 14] and Hanke-Raus rule [10] , in deriving either a priori or a posteriori error estimates. The a posteriori error estimates seem new for nonlinear problems. Also a first consistency result is provided for the balancing principle.
A priori parameter choice & discrepancy principle
First, we give a convergence rates result for a priori parameter choices.
Theorem 3.1. Under conditions (9) and (10), we have the following estimates
Proof. In view of the optimality of the minimizer u δ η and the source condition (9), we have
With the help of the second-order error E(u,ũ), we deduce
Now from the nonlinearity condition (10) and the Cauchy-Schwarz and Young's inequalities, we obtain
where we have made use of the inequality
Using Young's inequality again and the fact that
Meanwhile, by ignoring the term
This concludes the proof of the theorem.
Therefore, the a priori choice η ∼ δ achieves a convergence rate O(δ and for the residual K(u δ η ) − g † , respectively, which coincide with that for the classical nonlinearity condition (11) [8] .
Next we illustrate the proposed approach for the popular discrepancy principle due to Morozov [26] , i.e., we determine an optimal parameter η by: for some constant c m ≥ 1
The principle is very useful if a reliable estimate of the noise level δ is available. The rationale is that the accuracy of the solution u δ η should be consistent with that of the data (in terms of residual). The consistency of the principle is well-known, and also it achieves a convergence rate O(δ 1 2 ) under the classical nonlinearity condition (11) [8] . The following result shows that the (weaker) nonlinearity condition (10) can reproduce the canonical convergence rate O(δ 1 2 ). We would like to remark that the principle can be efficiently implemented by either the model function approach or quasi-Newton method [20] . Theorem 3.2. Let conditions (9) and (10) be fulfilled, and η * be determined by principle (14) . Then the solution u δ η * satisfies the following estimate
Proof. The minimizing property of u δ η * and the defining relation (14) imply
Upon utilizing the source condition (9) and the second-order error E(u δ η * , u † ), we deduce
Now the nonlinearity condition (10) yields
where we have used the triangle inequality and (14) as follows
The desired estimate follows immediately from these inequalities.
Two heuristic rules
Next we apply the proposed approach to deriving a posteriori error estimates for two heuristic selection rules, i.e., balancing principle [19, 14] and Hanke-Raus rule [10, 7] . These rules were originally developed for linear inverse problems and recently also for nonsmooth models [18, 14] , but their nonlinear counterparts have not been studied. The subsequent derivations rely crucially on Lemma 2.3, and thus invoke the second-order sufficient optimality condition (8).
Balancing principle
There are several rules known under the name balancing principle [15, Sect. 2.2]. The variant under consideration is due to [14] , which has been successfully applied to a variety of contexts, including nonsmooth penalties [14] . It chooses an optimal regularization parameter η * by minimizing
where
is the value function, and γ > 0 is a fixed constant. We refer to [14] for fine properties of the function F (η). Generically, for the fidelity φ(u, g δ ) and penalty ψ(u), it is equivalent to augmented Tikhonov functional J(u, λ, τ ) recently derived from Bayesian paradigm [19] 
which maximizes the posteriori probability density p(u, τ, λ|g δ ) ∝ p(g δ |u, τ )p(u, τ, λ) with the scalars τ (noise precision) and λ (prior precision) both having Gamma distributions. Here the parameter pairs (α 0 , β 0 ) and (α 1 , β 1 ) are closely related to the scale/shape parameters in the Gamma distributions. The approach determines the regularization parameter η by η = λτ −1 , and in the case of β 0 = β 1 = 0, the selected parameter η * satisfies rule (15) with the free parameter γ being fixed at the ratio α1 α0 [14] . The name of the rule originates from the fact that the selected parameter η * automatically balances the penalty ψ(u) = u 2 with the fidelity φ(u, g δ ) = K(u) − g δ 2 through the balancing relation
This relation also shows clearly the role of the parameter γ as a balancing weight. First, we give an a posteriori error estimate for the approximation u δ η * . Theorem 3.3. Let the conditions in Lemma 2.3 be fulfilled, η * be determined by rule (15) , and δ * = K(u δ η * ) − g δ be the realized residual. Then the following estimate holds
Proof. By the triangle inequality, we have the error decomposition
This together with the nonlinearity condition (10) yields
i.e.,
Next we estimate the propagation error u δ η * − u η * . The minimizing property of the selected parameter
The desired estimates follows from the choice c = max(2
We note that both δ and δ * are naturally bounded, so the constant c in Theorem 3.3 can be made independent of max(δ, δ * ). The estimate provides an a posteriori check of the selected parameter η * : if the realized residual δ * is far smaller than the expected noise level, then the prefactor
2 (η * ) might blow up, and hence, one should be very cautious about the reliability of the approximation x δ η * . Despite a posteriori error estimates for the principle, its consistency remains unaddressed, even for linear inverse problems. We make a first attempt to this issue. First, we show a result on the realized residual δ * .
Lemma 3.1. Let the minimizer η * ≡ η * (δ) of rule (15) be realized in (0, K 2 ). Then there holds
Proof. By virtue of [14, Thm. 3 .1], the balancing equation (16) is achieved at the local minimizer η * . Consequently, it follows from (16) and the optimality of the selected parameter η * that
for anyη ∈ [0, K 2 ]. However, with the choiceη = δ and by the optimality of the minimizer u δ η , we have
Hence, by noting the condition γ > 0 and the a priori bound η * ∈ [0, K 2 ], we deduce that the rightmost term in (17) tends to zero as δ → 0. This shows the desired assertion.
We can now state a consistency result. 
together with the injectivity of the operator K implies u * = u † . Since every subsequence has a subsequence converging weakly to u † , the whole sequence converges weakly to u † . This concludes the proof of the theorem.
Hence, the balancing principle is consistent provided that there exists a known upper bound on the solution u † , which is often available from physical considerations. This provides partial justification of its promising empirical results [14] . In view of the uniform bound on the sequence {η * (δ)} in the defining relation (15) , {η * (δ)} naturally contains a convergent subsequence. However, it remains unclear whether the (sub)sequence {η * (δ)} will also tend to zero as the noise level δ vanishes.
Hanke-Raus rule
The Hanke-Raus rule [10, 7] is based on error estimation: the squared residual K(u δ η ) − g δ 2 divided by the regularization parameter η behaves like an estimate for the total error (cf. Theorem 3.1). Hence, it chooses an optimal regularization parameter η by
We have the following a posteriori error estimate for the rule (18).
Theorem 3.5. Let the conditions in Lemma 2.3 be fulfilled, η * be determined by rule (18) , and δ * = K(u δ η * ) − g δ = 0 be the realized residual. Then for any small noise level δ, there holds
Proof. As in the proof of Theorem 3.3, we deduce that the error u η * − u † satisfies
Next we estimate the error u δ η * − u η * . The definitions of η * and δ * indicate
. By takingη = δ in the inequality and noting Lemma 2.3, we deduce
Using again Lemma 2.3, we arrive at the following estimate
After setting c = max(2
, the desired assertion follows from these two estimates and the triangle inequality.
A class of nonlinear parameter identification problems
Now we revisit the source condition (9) and nonlinearity condition (10) for a general class of nonlinear parameter identification problems. The features of the source and nonlinearity conditions are illuminated by utilizing the specific structure of the adjoint operator K ′ (u † ) * . Then we specialize to problems with bilinear structures, and show the unnecessity of the source representer w for (numerically) evaluating the nonlinearity term w, E(u, u † ) . Here we shall focus on derivations in an abstract setting, and refer to Section 5 for concrete examples.
A general class of parameter identification problems
Generically, nonlinear parameter identification problems can be described by e(u, y) = 0,
where e(u, y) : X × Y → Y * denotes a (differential) operator which is differentiable with respect to both arguments u and y, and the derivative e y is assumed to be invertible. The notation y(u) ∈ Y refers to the unique solution to the operator equation e(u, y) = 0 for a given u, and the operator C is linear and bounded. Typically, the operator C represents an embedding or trace operator.
To make the source condition (9) more precise and tangible, we compute the derivative K ′ (u)δu (with the help of the implicit function theorem) and the adjoint operator K ′ (u) * . Observe that the derivative y ′ (u)δu of the solution y(u) with respect to u in the direction δu satisfies e u (u, y(u))δu + e y (u, y(u))y ′ (u)δu = 0, from which follows the derivative formula
Consequently, we arrive at the following explicit representation
Obviously, the adjoint operator K ′ (u) * is given by
and the remaining steps proceed identically.
In the rest, we further specialize to the case where the operator equation e(u, y) = 0 assumes the form A(u)y − f = 0.
A lot of parameter identification problems for linear partial differential equations (systems) can be cast into this abstract model, e.g., the second-order elliptic operator A(u)y = −∇·(a(x)∇y)+b(x)·∇y +c(x)y with the parameter u being one or some combinations of a(x), b(x) and c(x). Then upon denoting the derivative of A(u) with respect to u by A ′ (u), we have e u (u, y(u))δu = A ′ (u)δuy(u) and e y (u, y(u)) = A(u).
The derivative A ′ (u)δuy(u) can be either local (separable) or nonlocal. For example, in the former category, A(u)y = (−∆ + u)y with A ′ (u)δuy(u) = y(u)δu. The case A(u)y = −∇ · (u∇y) with A ′ (u)δuy(u) = −∇ · (δu∇y(u)) belongs to the latter category. The local case will be further discussed in Section 4.2. Consequently, the (new) source and nonlinearity conditions respectively simplify to Now the source condition K ′ (u † ) * w = u † implies that the source representer w is given by w = u † ǫ(1−2u † ) . Therefore, the nonlinearity term w, E(u, u † ) is given by w, E(u, u † ) = −u measured on a near-field boundary Γ. Consequently, we have K(u) = γ Γ ychoice rules, including discrepancy principle, balancing principle and Hanke-Raus rule, and thus it is useful in analyzing Tikhonov models. The structures of the source condition and nonlinearity condition were discussed for a general class of nonlinear parameter identification problems, especially more transparent source and nonlinearity conditions were derived. It was found that for bilinear problems, the source representer w in the crucial nonlinearity term w, E(u, u † ) actually does not appear. The theory was illustrated in detail on several concrete examples, including three exemplary parameter identification problems for elliptic differential equations. It was shown that the proposed nonlinearity condition can be much weaker than the classical one, and the crucial term w, E(u, u † ) can admit nice structures that are useful for deriving error estimates.
