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Abstract. Braverman and Finkelberg recently proposed the geometric Satake correspon-
dence for the affine Kac–Moody groupGaff [Braverman A., Finkelberg M., arXiv:0711.2083].
They conjecture that intersection cohomology sheaves on the Uhlenbeck compactification of
the framed moduli space of Gcpt-instantons on R4/Zr correspond to weight spaces of rep-
resentations of the Langlands dual group G∨aff at level r. When G = SL(l), the Uhlenbeck
compactification is the quiver variety of type sl(r)aff , and their conjecture follows from the
author’s earlier result and I. Frenkel’s level-rank duality. They further introduce a con-
volution diagram which conjecturally gives the tensor product multiplicity [Braverman A.,
Finkelberg M., Private communication, 2008]. In this paper, we develop the theory for the
branching in quiver varieties and check this conjecture for G = SL(l).
Key words: quiver variety; geometric Satake correspondence; affine Lie algebra; intersection
cohomology
2000 Mathematics Subject Classification: 17B65; 14D21
Contents
1 Introduction 2
2 Partial resolutions 4
2.1 Quiver varieties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Face structure on the set of stability conditions . . . . . . . . . . . . . . . . . . . 8
2.4 Nonemptiness of Msζ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Partial resolutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.6 Stratum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.7 Local structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.8 Example: Levi factors of parabolic subalgebras . . . . . . . . . . . . . . . . . . . 14
3 Instantons on ALE spaces 16
3.1 ALE spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Sheaves and instantons on ALE spaces . . . . . . . . . . . . . . . . . . . . . . . . 18
4 Crystal and the branching 21
5 Convolution algebra and partial resolution 22
5.1 General results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.2 The restriction to a Levi factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
?This paper is a contribution to the Special Issue on Kac–Moody Algebras and Applications. The full collection
is available at http://www.emis.de/journals/SIGMA/Kac-Moody algebras.html
2 H. Nakajima
5.3 Restriction to the affine Lie algebra of a Levi factor . . . . . . . . . . . . . . . . . 26
6 MV cycles for the double affine Grassmannian of type A 29
A Level-rank duality 32
A.1 Weight multiplicities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
A.2 Tensor product multiplicities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
References 36
1 Introduction
In [22, 24] the author showed that the top degree homology group of a Lagrangian subvariety L
in a quiver variety M has a structure of an integrable highest weight representation of a Kac–
Moody Lie algebra g. In a subsequent work [26] the author showed that the equivariant K-
homology group of L has a structure of an `-integrable highest weight representation of the
quantum loop algebraUq(Lg) (e.g., the quantum affine algebra if g is of finite type, the quantum
toroidal algebra if g is of affine type). As an application, the characters of arbitrary irreducible
representations of Uq(Lg) were computed in terms of the intersection cohomology (IC for short)
groups associated with graded/cyclic quiver varieties (= the fixed point set in the quiver variety
with respect to C∗/cyclic group action), and hence analogs of Kazhdan–Lusztig polynomials.
This result cannot be proved by a purely algebraic method. See [28] for a survey.
The quiver variety M is defined as a geometric invariant theory quotient of an affine varie-
ty µ−1(0) by a product of general linear groups with respect to a particular choice of a stability
condition ζ, a lift of an action to the trivial line bundle over µ−1(0). Let us denote M by Mζ
hereafter to emphasize a choice of a stability condition. We can consider other stability condi-
tions. For example, if we choose the trivial lift ζ = 0, then we get an affine algebraic varietyM0.
It has been studied already in the literature, and played important roles. For example, we have
a projective morphism pi0,ζ : Mζ → M0, and L is the inverse image pi−10,ζ (0) of a distinguished
point 0 ∈ M0. Moreover M0 has a natural stratification parametrized by conjugacy classes of
stabilizers, and their IC complexes give the restriction multiplicities of the aboveUq(Lg)-module
to Uq(g).
In this paper we study a more general stability condition ζ• whose corresponding varietyMζ•
sits between Mζ and M0: the morphism pi factorizes Mζ
piζ•,ζ−−−→ Mζ•
pi0,ζ•−−−→ M0. Under a mild
assumption, Mζ• is a partial resolution of singularities of M0, while Mζ is a full resolution.
Then we show that the top degree cohomology group of pi−10,ζ•(0) with coefficients in the IC
complex of a stratum of Mζ• gives the restriction multiplicities of an integrable highest weight
representation to a subalgebra determined by ζ•. This follows from a general theory for repre-
sentations constructed by the convolution product [3], but we identify the subalgebras with the
Levi subalgebra of g or the affine Lie algebra of the Levi subalgebra for certain choices of ζ•
(see Theorems 5.6, 5.15). (For a quiver variety of finite or affine type, they exhaust all choices
up to the Weyl group action.)
This work is motivated by a recent proposal by Braverman and Finkelberg [4, 5] on a conjec-
tural affine Kac–Moody group analog of the geometric Satake correspondence. (See also a recent
paper [6] for the affine analog of the classical Satake correspondence.) The ordinary geomet-
ric Satake correspondence says that the category of equivariant perverse sheaves on the affine
Grassmannian G(K)/G(O) associated with a finite dimensional complex simple Lie group G is
equivalent to the category of finite dimensional representations of the Langlands dual group G∨,
so that IC sheaves of G(O)-orbits correspond to irreducible representations. Here K = C((s)),
O = C[[s]]. If we would have the affine Grassmannian for the affine Kac–Moody group Gaff
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(hence called the double affine Grassmannian), then it should correspond to representations of
the affine Kac–Moody group G∨aff . It is not clear whether we can consider IC sheaves on the dou-
ble affine Grassmannian Gaff(K)/Gaff(O) or not, but Braverman and Finkelberg [4, 5] propose
that the transversal slice of a Gaff(O)-orbit in the closure of a bigger Gaff(O)-orbit should be the
Uhlenbeck partial compactification of the framed moduli space of Gcpt-instantons1 on R4/Zr
(more precisely on S4/Zr = R4 ∪ {∞}/Zr), where r is the level of the corresponding represen-
tation of G∨aff . Here Gcpt is the maximal compact subgroup of G.
When G = SL(l), the Uhlenbeck partial compactification in question is the quiver varietyM0
of the affine type A(1)r−1 = sl(r)aff . As mentioned above, the representation of sl(r)aff can be
constructed from M0 in the framework of quiver varieties. The level of the representation is l.
Now the proposed conjectural link to the representation theory of G∨aff = PGL(l)aff is provided
by the theory of quiver varieties composed with I. Frenkel’s level rank duality [9] between
representations of sl(r)aff with level l and of sl(l)aff with level r:
transversal slice in
double affine Grassmannian for SL(l)aff
[4, 5]
??
// representations of PGL(l)aff of level rOO
level-rank duality

moduli space of SU(l)-instantons on R4/Zr
quiver variety of type sl(r)aff
[22, 24] // representations of sl(r)aff of level l
In fact, the existence of this commutative diagram is one of the sources of Braverman and Fin-
kelberg’s proposal, and has been already used to check that the intersection cohomology group
of the Uhlenbeck compactification has dimension equal to the corresponding weight space [4].
One of the most important ingredients in the geometric Satake correspondence is the convo-
lution diagram which gives the tensor product of representations. Braverman and Finkelberg [5]
propose that its affine analog is the Uhlenbeck compactification of the framed moduli space of
Gcpt-instantons on the partial resolution X of R4/Zr1+r2 having two singularities of type R4/Zr1
and R4/Zr2 connected by P1. Now again for G = SL(l), the Uhlenbeck compactification is the
quiver variety Mζ• (see Section 3). Since the tensor product of a level r1 representation and
a level r2 representation corresponds to the restriction to (sl(r1)⊕ sl(r2))aff under the level-rank
duality, their proposal can be checked from the theory developed in this paper.
Let us explain several other things treated/not treated in this paper. Recall that Kashiwara
and Saito [13, 33] gave a structure of the crystal on the set of irreducible components of L,
which is isomorphic to the Kashiwara’s crystal of the corresponding representation of Uq(g). In
Section 4 we study the branching in the crystal when Mζ• corresponds to a Levi subalgebra gI0
of g corresponding to a subset I0 of the index set I of simple roots. From a general theory
on the crystal, the gI0-crystal of the restriction of a Uq(g)-representation to the subalgebra
Uq(gI0) ⊂ Uq(g) is given by forgetting i-arrows with i /∈ I0. Each connected component
contains an element corresponding to a highest weight vector. An irreducible component of L is
a highest weight vector in the gI0-crystal if and only if it is mapped birationally onto its image
under piζ•,ζ (see Theorem 4.1).
One can also express the branching coefficients of the restriction from Uq(Lg) to Uq(L(gI0))
in terms of IC sheaves on graded/cyclic quiver varieties, but we omit the statements, as a reader
can write down them rather obviously if he/she knows [26] and understands Theorem 5.6.
In Section 6 we check several statements concerning the affine analogs of Mirkovic´–Vilonen
cycles for G = SL(r), proposed by Braverman–Finkelberg [5].
1By the Hitchin–Kobayashi correspondence, proved in [1] in this setting, the framed moduli space of Gcpt-
instantons on S4/Zr is isomorphic to the framed moduli space of holomorphic G-bundles on P2/Zr = (C2∪`∞)/Zr.
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In Appendix A we review the level-rank duality following [11, 31]. The results are probably
well-known to experts, but we need to check how the degree operators are interchanged.
After the first version of the paper was submitted, one of the referees pointed out that the
restriction to a Levi subalgebra of g was already considered by Malkin [19, § 3] at least in the
level of the crystal. Thus the result in Section 4 is not new. But the author decided to keep
Section 4, as it naturally arises as a good example of the theory developed in this paper.
2 Partial resolutions
2.1 Quiver varieties
Suppose that a finite graph is given. Let I be the set of vertices and E the set of edges. Let
C = (cij) be the Cartan matrix of the graph, namely
cij =
{
2− 2(the number of edges joining i to itself) if i = j,
−(the number of edges joining i to j) if i 6= j.
If the graph does not contain edge loops, it is a symmetric generalized Cartan matrix, and we
have the corresponding symmetric Kac–Moody algebra g. We also define aij = 2δij − cij . Then
A = (aij) is the adjacency matrix when there are no edge loops, but not in general.
In [22, 24] the author assumed that the graph does not contain edge loops (i.e., no edges
joining a vertex with itself), but most of results (in particular definitions, natural morphisms,
etc) hold without this assumption. And more importantly we need to consider such cases in
local models even if we study quiver varieties without edge loops. See Section 2.7. So we do not
assume the condition.
Let H be the set of pairs consisting of an edge together with its orientation. So we have
#H = 2#E. For h ∈ H, we denote by i(h) (resp. o(h)) the incoming (resp. outgoing) vertex
of h. For h ∈ H we denote by h the same edge as h with the reverse orientation. Choose and
fix an orientation Ω of the graph, i.e., a subset Ω ⊂ H such that Ω ∪ Ω = H, Ω ∩ Ω = ∅. The
pair (I,Ω) is called a quiver.
Let V = (Vi)i∈I be a finite dimensional I-graded vector space over C. The dimension of V is
a vector
dimV = (dimVi)i∈I ∈ ZI≥0.
We denote the ith coordinate vector by ei.
If V 1 and V 2 are I-graded vector spaces, we define vector spaces by
L(V 1, V 2) def=
⊕
i∈I
Hom(V 1i , V
2
i ), E(V
1, V 2) def=
⊕
h∈H
Hom(V 1o(h), V
2
i(h)).
For B = (Bh) ∈ E(V 1, V 2) and C = (Ch) ∈ E(V 2, V 3), let us define a multiplication of B
and C by
CB
def=
∑
i(h)=i
ChBh

i
∈ L(V 1, V 3).
Multiplications ba, Ba of a ∈ L(V 1, V 2), b ∈ L(V 2, V 3), B ∈ E(V 2, V 3) are defined in the
obvious manner. If a ∈ L(V 1, V 1), its trace tr(a) is understood as ∑i tr(ai).
For two I-graded vector spaces V , W with v = dimV , w = dimW , we consider the vector
space given by
M ≡M(v,w) ≡M(V,W ) def= E(V, V )⊕ L(W,V )⊕ L(V,W ),
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where we use the notation M(v,w) when the isomorphism classes of I-graded vector spaces
V , W are concerned, and M when V , W are clear in the context. The dimension of M is
tv(2w+(2I−C)v), where I is the identity matrix. The above three components for an element
of M will be denoted by B =
⊕
Bh, a =
⊕
ai, b =
⊕
bi respectively.
When the graph has no edge loop and corresponds to the symmetric Kac–Moody Lie algeb-
ra g, we consider v, w as weights of g by the following rule: v =
∑
i viαi, w =
∑
iwiΛi, where
αi and Λi are a simple root and a fundamental weight respectively.
The orientation Ω defines a function ε : H → {±1} by ε(h) = 1 if h ∈ Ω, ε(h) = −1 if h ∈ Ω.
We consider ε as an element of L(V, V ). Let us define a symplectic form ω on M by
ω((B, a, b), (B′, a′, b′)) def= tr(εB B′) + tr(ab′ − a′b).
Let G ≡ Gv ≡ GV be an algebraic group defined by
G ≡ Gv ≡ GV def=
∏
i
GL(Vi),
where we use the notation Gv (resp. GV ) when we want to emphasize the dimension (resp. the
vector space). Its Lie algebra is the direct sum
⊕
i gl(Vi). The group G acts on M by
(B, a, b) 7→ g · (B, a, b) def= (gBg−1, ga, bg−1)
preserving the symplectic structure. The space M has a factor
Mel def=
⊕
h:o(h)=i(h)
C idVo(h) (2.1)
on which G acts trivially. This has a 2-dimensional space for each edge loop, and hence has
dimension
∑
i(2− cii) in total.
The moment map vanishing at the origin is given by
µ(B, a, b) = εB B + ab ∈ L(V, V ), (2.2)
where the dual of the Lie algebra of G is identified with L(V, V ) via the trace.
We call a point (B, a, b) in µ−1(0) (or more generally M(V,W )) a module. In fact, it is really
a module of a certain path algebra (with relations) after Crawley-Boevey’s trick in [8, the end
of Introduction] (see also Section 2.4), but this view point is not necessary, and a reader could
consider this is simply naming.
We would like to consider a ‘symplectic quotient’ of µ−1(0) divided by G. However we cannot
expect the set-theoretical quotient to have a good property. Therefore we consider the quotient
using the geometric invariant theory. Then the quotient depends on an additional parameter
ζ = (ζi)i∈I ∈ ZI as follows: Let us define a character of G by
χζ(g)
def=
∏
i∈I
(det gi)
−ζi .
Let A(µ−1(0)) be the coordinate ring of the affine variety µ−1(0). Set
A(µ−1(0))G,χ
n
ζ
def= {f ∈ A(µ−1(0)) | f(g · (B, a, b)) = χζ(g)nf((B, a, b))}.
The direct sum with respect to n ∈ Z≥0 is a graded algebra, hence we can define
Mζ ≡Mζ(v,w) ≡Mζ(V,W ) def= Proj
(⊕
n≥0
A(µ−1(0))G,χ
n
ζ
)
.
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This is the quiver variety introduced in [22]. Since this space is unchanged when we replace χ
by a positive power χN (N > 0), this space is well-defined for ζ ∈ QI . We call ζ a stability
parameter.
When W = 0, the scalar subgroup C∗ id acts trivially on M, so we choose the parameter ζ
so that
∑
i ζi dimVi = 0, and take the ‘quotient’ with respect to the group PG
def= G/C∗ id and
the character χ : PG→ C∗.
Since G acts trivially on the factor (2.1), we have the factorization
Mζ =Mel ×Mnormζ , (2.3)
where Mnormζ is the symplectic quotient of the space of datum (B, a, b) satisfying tr(Bh) = 0 for
any h with i(h) = o(h).
2.2 Stability
We will describe Mζ as a moduli space. We also introduce Harder–Narasimhan and Jordan–
Ho¨lder filtrations, for which we need to add an additional variable ζ∞ ∈ Q to the stability
parameter ζ ∈ QI . We write ζ˜ = (ζ, ζ∞) ∈ QIunionsq{∞}. Let
ζ˜(V,W ) def=
∑
i∈I
ζi dimVi + ζ∞(1− δW0),
θζ˜(V,W )
def=
ζ˜(V,W )
1− δW0 +
∑
i∈I dimVi
,
where δW0 is 1 if W = 0 and 0 otherwise, and we implicitly assume V 6= 0 or W 6= 0 in the
definition of θζ˜(V,W ).
Definition 2.4. (1) Suppose a module (B, a, b) ∈M(V,W ) is given. We consider an I-graded
subspace V ′ in V such that either of the following two conditions is satisfied:
(a) V ′ is contained in Ker b and B-invariant,
(b) V ′ contains Im a and is B-invariant.
In the first case we define the submodule (B, a, b)|(V ′,0) ∈M(V ′, 0) by putting B|V ′ on E(V ′, V ′)
(and 0 on L(0, V ′)⊕L(V ′, 0) = 0). We define the quotient module (B, a, b)|(V/V ′,W )∈M(V/V ′,W )
by putting the homomorphisms induced fromB, a, b on E(V/V ′, V/V ′), L(W,V/V ′), L(V/V ′,W )
respectively. In the second case we define the submodule (B, a, b)|(V ′,W ) ∈ M(V ′,W ) and the
quotient module (B, a, b)|(V/V ′,0) ∈M(V/V ′, 0) in a similar way. We may also say (V ′, 0) (resp.
(V ′,W )), (V/V ′,W ) (resp. (V/V ′, 0)) a submodule and a quotient module of (B, a, b) in the
case (a) (resp. (b)). When we want to treat the two cases simultaneously we write a submodule
(V ′, δW ) or a quotient module (V,W )/(V ′, δW ), where we mean δW is either 0 or W .
(2) A module (B, a, b) ∈M(V,W ) is ζ˜-semistable if we have
θζ˜(V
′, δW ) ≤ θζ˜(V,W ), (2.5)
for any nonzero submodule (V ′, δW ) of (B, a, b).
We say (B, a, b) is ζ˜-stable if the strict inequalities hold unless (V ′, δW ) = (V,W ).
We say (B, a, b) is ζ˜-polystable if it is a direct sum of ζ˜-stable modules having the same
θζ˜-value.
The function θζ˜ is an analog of the slope of a torsion free sheaf appearing in the definition
of its stability. We have the following property analogous to one for the slope.
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Lemma 2.6. Let (V ′, δW ) be a submodule of (B, a, b) and (V,W )/(V ′, δW ) be the quotient.
Then
θζ˜(V
′, δW ) ≤ (resp. ≥,=)θζ˜(V,W )⇐⇒ θζ˜((V,W )/(V ′, δW )) ≥ (resp. ≤,=)θζ˜(V,W ).
The ζ˜-(semi)stability condition is unchanged even if we shift the stability parameter ζ˜ by
a vector c(1, 1, . . . , 1) ∈ QIunionsq{∞} with a constant c ∈ Q. Therefore we may normalize so that
θζ˜(V,W ) = 0 by choosing c = −θζ˜(V,W ). We then take the component ζ ∈ QI after this
normalization and then define Mζ as in the previous subsection. Moreover if W = 0, the
additional component ζ∞ is clearly irrelevant, and the normalization condition θζ˜(V,W ) = 0
just means
∑
i ζi dimVi = 0. Therefore we can also apply the construction in the previous
subsection.
Conversely when ζ ∈ QI and I-graded vector spaces V , W are given as in the previous
subsection, we define ζ˜ by the following convention: If W 6= 0, take ζ∞ so that θζ˜(V,W ) = 0.
If W = 0, then we have assumed
∑
ζi dimVi = 0. So we just put ζ∞ = 0. Once this convention
becomes clear, we say ζ-(semi)stable instead of ζ˜-(semi)stable.
Example 2.7. (1) Under this convention and the assumption ζi > 0 for all i ∈ I, the inequali-
ty (2.5) is never satisfied for a nonzero submodule of the form (V ′, 0). Also (2.5) is always
satisfied for a submodule (V ′,W ). Therefore the ζ-stability is equivalent to the nonexistence
of nonzero B-invariant I-graded subspaces V ′ =
⊕
V ′i contained in Ker b (and in this case
ζ-stability and ζ-semistability are equivalent). This is the stability condition used in [24, 3.9].
(2) Let ζi = 0 for all i. Then any module is ζ-semistable. A module is ζ-stable if and only if
it is simple, i.e., has no nontrivial submodules.
We recall Harder–Narasimhan and Jordan–Ho¨lder filtrations. We need to fix ζ˜ ∈ QIunionsq{∞}
and do not take the normalization condition θζ˜ = 0 as we want to compare θζ˜-values for various
dimension vectors.
Theorem 2.8 ([32]). (1) A module (B, a, b) has the unique Harder–Narasimhan filtration:
a flag of I-graded subspaces
V = V 0 ⊃ V 1 ⊃ · · · ⊃ V N ⊃ V N+1 = 0
and an integer 0 ≤ kW ≤ N such that
(a) (B, a, b)|(V k+1,δk+1W ) is a submodule of (B, a, b)|(V k,δkW ) for 0 ≤ k ≤ N , where δkW = W
for 0 ≤ k ≤ kW and 0 for kW + 1 ≤ k ≤ N + 1,
(b) the quotient module grk(B, a, b)
def= (B, a, b)|(V k,δkW )/(V k+1,δk+1W ) is ζ˜-semistable for 0 ≤
k ≤ N and
θζ˜(gr0(B, a, b)) < θζ˜(gr1(B, a, b)) < · · · < θζ˜(grN (B, a, b)).
(2) A ζ˜-semistable module (B, a, b) has a Jordan–Ho¨lder filtration: a f lag of I-graded sub-
spaces
V = V 0 ⊃ V 1 ⊃ · · · ⊃ V N ⊃ V N+1 = 0
and an integer 0 ≤ kW ≤ N such that
(a) the same as (a) in (1),
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(b) the quotient module grk(B, a, b)
def= (B, a, b)|(V k,δkW )/(V k+1,δk+1W ) is ζ˜-stable for 0 ≤ k ≤ N
and
θζ˜(gr0(B, a, b)) = θζ˜(gr1(B, a, b)) = · · · = θζ˜(grN (B, a, b)).
Moreover the isomorphism class of
⊕
grk(B, a, b) is uniquely determined by that of (B, a, b).
Let Hsζ (resp. H
ss
ζ ) be the set of ζ-stable (resp. ζ-semistable) modules in µ
−1(0) ⊂M.
We say two ζ-semistable modules (B, a, b), (B′, a′, b′) are S-equivalent when the closures of
orbits intersect in Hssζ .
Proposition 2.9. (1) ([14]) Mζ is a coarse moduli space of ζ-semistable modules modulo S-
equivalences. Moreover, there is an open subset Msζ ⊂ Mζ , which is a fine moduli space of
ζ-stable modules modulo isomorphisms.
(2) ([14]) Two ζ-semistable modules are S-equivalent if and only if their Jordan–Ho¨lder fil-
tration in Theorem 2.8(2) have the same composition factors. Thus Mζ is a coarse moduli space
of ζ-polystable modules modulo isomorphisms.
(3) (See [22, 2.6] or [24, 3.12]) Suppose w 6= 0. Then Msζ , provided it is nonempty, is smooth
of dimension tv(2w−Cv). If w = 0, then Msζ , provided it is nonempty, is smooth of dimension
2− tvCv.
The S-equivalence class of a point (B, a, b) ∈ µ−1(0)∩Hssζ will be denoted by [B, a, b], and is
considered as a closed point in Mζ .
We recall the following result [22, 3.1, 4.2]:
Theorem 2.10. SupposeMsζ =Mζ . ThenMζ is diffeomorphic to a nonsingular affine algebraic
variety.
2.3 Face structure on the set of stability conditions
Fix a dimension vector v = (vi). Let
R+
def= {θ = (θi)i∈I ∈ ZI≥0 | tθCθ ≤ 2} \ {0},
R+(v)
def= {θ ∈ R+ | θi ≤ vi for all i ∈ I},
Dθ
def= {ζ = (ζi) ∈ QI | ζ · θ = 0} for θ ∈ R+,
where ζ · θ = ∑i ζiθi. When the graph is of Dynkin or affine type, R+ is the set of positive
roots, and Dθ is the wall defined by the root θ ([12, Proposition 5.10]). In general, R+ may be
an infinite set, but R+(v) is always finite.
Lemma 2.11 (cf. [22, 2.8]). Suppose Msζ(v, 0) 6= ∅. Then v ∈ R+.
This is clear from the dimension formula Proposition 2.9(3) as dimMsζ(v, 0) must be non-
negative.
The set R+(v) defines a system of faces. A subset F ⊂ RI is a face if there exists a disjoint
decomposition R+(v) = R0+(v) unionsqR++(v) unionsqR−+(v) such that
F = {ζ ∈ RI | ζ · θ = 0 (resp. > 0, < 0) for θ ∈ R0+(v) (resp. R++(v), R−+(v))}.
When we want to emphasize that it depends on the dimension vector v, we call it a v-face.
A face is an open convex cone in the subspace {ζ ∈ RI | ζ · θ = 0 for θ ∈ R0+(v)}. A face is
called a chamber (or v-chamber) if it is an open subset in RI , i.e., R0+(v) = ∅. The closure of F
is
F = {ζ ∈ RI | ζ · θ = 0 (resp. ≥ 0, ≤ 0) for θ ∈ R0+(v) (resp. R++(v), R−+(v))}.
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Lemma 2.12. Suppose W 6= 0.
(1) (cf. [22, 2.8]) Suppose ζ is in a chamber. Then ζ-semistability implies ζ-stability, and
hence Msζ(v,w) =Mζ(v,w).
(2) (cf. [30, 1.4]) If two stability parameters ζ, ζ ′ are contained in the same face F , ζ-stability
(resp. ζ-semistability) is equivalent to ζ ′-stability (resp. ζ ′-semistability).
(3) Suppose stability parameters ζ, ζ• are contained in F and F • respectively. If F • ⊂ F ,
then
(a) a ζ-semistable module is ζ•-semistable,
(b) a ζ•-stable module is ζ-stable.
Proof. (1) For given V ,W , we define ζ˜ = (ζ, ζ∞) with θζ˜(V,W ) = 0 as before. Suppose
that (B, a, b) is ζ˜-semistable, but not ζ˜-stable. We take a Jordan–Ho¨lder filtration as in Theo-
rem 2.8(2). Since δkW/δk+1W 6= 0 only for one k in 0, . . . , N , we have a k with δkW/δk+1W = 0
from the assumption N ≥ 1. As the quotient module grk(B, a, b)=(B, a, b)|(V k,δkW )/(V k+1,δk+1W )
is ζ˜-stable, its dimension vector dimV k − dimV k+1 (with the ∞-component is 0) is in R+(v)
by Lemma 2.11. Moreover, by the condition in the Jordan–Ho¨lder filtration, we have
θζ˜(grk(B, a, b)) = θζ˜(V,W ).
The right hand side is equal to 0 by our convention, and the left hand side is equal to ζ ·(dimV k−
dimV k+1) up to scalar. This contradicts with our assumption that ζ is in a chamber.
(2) We define ζ˜, ζ˜ ′ as before. Suppose that (B, a, b) ∈ µ−1(0) ⊂M(v,w) is ζ˜-semistable and
is not ζ˜ ′-semistable. We take the Harder–Narasimhan filtration for (B, a, b) with respect to the
ζ˜ ′-stability as in Theorem 2.8(1). We have N ≥ 1 from the assumption.
Consider first the case when there exists 0 ≤ k ≤ kW − 1 with θζ˜′(grk(B, a, b)) < 0. Then
θζ˜′(grl(B, a, b)) < 0 for any 0 ≤ l ≤ k. On the other hand from the ζ-semistability of (B, a, b),
we have θζ˜((V,W )/(V
k, δkW )) ≥ 0 by Lemma 2.6. Therefore there exists at least one l in
[0, k] with θζ˜(grl(B, a, b)) ≥ 0. We further take a Jordan–Ho¨lder filtration of grl(B, a, b) to find
ζ˜ ′-stable representations V ′ with ζ′·dimV ′/∑dimV ′i = θζ˜′(V ′, 0) = θζ˜′(grl(B, a, b)) < 0. Note that
grl(B, a, b), and hence V ′ has 0 in theW -component. Since θζ˜(grl(B, a, b)) ≥ 0, we can take V ′ so
that ζ·dimV ′/∑dimV ′i = θζ˜(V ′, 0) ≥ 0. As dimV ′ ∈ R+(v), this contradicts with the assumption
that ζ and ζ ′ are in the common face.
The same argument leads to a contradiction in the case when there exists kW + 1 ≤ k ≤ N
with θζ˜′(grk(B, a, b)) > 0. Since N ≥ 1 and θζ˜′(V,W ) = 0, at least one of two cases actually
occur. Therefore (B, a, b) is ζ ′-semistable.
Suppose further that (B, a, b) is ζ-stable. We want to show that it is also ζ ′-stable. Assume
not, and take a Jordan–Ho¨lder filtration of (B, a, b) with respect to the ζ ′-stability. Either
of gr0(B, a, b) and grN (B, a, b) has the W -component 0. Suppose the first one has the W -
component 0. We have ζ′·dim(V/V 1)/∑dimVi/V 1i = θζ˜′(gr0(B, a, b)) = 0. On the other hand, the
ζ-stability of (B, a, b) implies ζ·dim(V/V 1)/∑dimVi/V 1i = θζ˜(gr0(B, a, b)) > 0. This contradicts
with the assumption. The same argument applies to the case when grN (B, a, b) has the W -
component 0. Therefore (B, a, b) is ζ ′-stable.
(3) Take a sequence {ζn} in F converging to ζ•. Take a nonzero submodule (S, δW ) of
(B, a, b). (a) From the ζ-semistability and (2), we have θζ˜n(S, δW ) ≤ θζ˜n(V,W ) for any n.
Taking limit, we get θζ˜•(S, δW ) ≤ θζ˜•(V,W ). Therefore (B, a, b) is ζ•-semistable. (b) We assume
(S, δW ) 6= (V,W ). From the ζ•-stability, we have θζ˜•(S, δW ) < θζ˜•(V,W ). Then θζ˜n(S, δW ) <
θζ˜n(V,W ) for sufficiently large n. Therefore (B, a, b) is ζn-stable. By (2) it is also ζ-stable. 
Remark 2.13. WhenW = 0, we need to modify the definitions of faces and chambers: Replace
RI by {ζ | ζ · v = 0}, and R+(v) by R+(v) \ {v}. Then the same proof works.
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From this lemma, we can define the ζ-(semi)stability for ζ ∈ RI , not necessarily in QI , as it
depends only on the face containing ζ.
2.4 Nonemptiness of Msζ
For most of purposes in our paper, Lemma 2.11 is enough, but we can use a rotation of the hyper-
Ka¨hler structure and then apply Crawley-Boevey’s result [8] to get a necessary and sufficient
condition for Msζ(v,w) 6= ∅. This will be given in this subsection.
Suppose that the graph (I, E) does not have edge loops. We thus associate a Kac–Moody
Lie algebra g to (I, E). We fix a dimension vector w = (wi) ∈ ZI≥0, which is considered as
a dominant weight for g. Let (I˜ , E˜) be a graph obtained from (I, E) by adding a new vertex ∞
and wi edges between ∞ and i. The new graph (I˜ , E˜) defines another Kac–Moody Lie algebra
which we denote by g˜. We denote the corresponding Cartan matrix by C˜. This new quiver was
implicitly used in Section 2.2.
Lemma 2.14. Let α∞ denote the simple root corresponding to the vertex ∞. Let V be the direct
sum of root spaces g˜α of g˜, where α is of the form α = −
∑
i∈I miαi − α∞. Let g act on V by
the restriction of the adjoint representation. Then V is isomorphic to the irreducible integrable
highest weight representation V (w) with the highest weight vector f∞ of weight w. In particular,
the root multiplicity dim g˜α is equal to the weight multiplicity of α|h in V (w), where h is the
Cartan subalgebra of g.
Proof. From the definition we have
[ei, f∞] = 0, [hi, f∞] = wif∞ for i ∈ I.
Moreover g˜α is a linear span of the elements of the form
[fi1 , [fi2 , [. . ., [fik−1, [f∞, [fik , [. . . [fis−1, fis ] . . . ]]︸ ︷︷ ︸
=x
]] . . . ]]] = −[fi1 , [fi2 , [. . ., [fik−1, [x, f∞]] . . . ]]]
for i1, i2, . . . ∈ I. This means that V is a highest weight module. We also know V is integrable
by [12, 3.5]. Now the assertion follows from [12, 10.4]. 
Theorem 2.15. (1) Suppose W = 0 and consider a dimension vector v with ζ · v = 0. Then
Msζ(v, 0) 6= ∅ if and only if the following holds:
• v is a positive root, and p(v) > ∑rt=1 p(β(t)) for any decomposition v = ∑rt=1 β(t) with
r ≥ 2 and β(t) a positive root with ζ · β(t) = 0 for all t,
where p(x) = 1− 12 txCx.
(2) Suppose w 6= 0. Then Msζ(v,w) 6= ∅ if and only if the following holds:
• w − v is a weight of the integrable highest weight representation V (w) of the highest
weight w, and tv(w − 12Cv) > tv0(w − 12Cv0) +
∑r
t=1 p(β
(t)) for any decomposition v =
v0 +
∑r
t=1 β
(t) with r ≥ 1, w − v0 is a weight of V (w), and β(t) a positive root with
ζ · β(t) = 0 for all t.
Remark 2.16. For more general pairs of parameters (ζ, ζC), it seems natural to expect that the
existence of ζ-stable module B with µ(B, a, b) = ζC is equivalent to the above condition with
ζ · β(t) = 0 replaced by ‘ζ · β(t) = 0 and ζC · β(t) = 0’.
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Proof. (1) A ζ-stable module with µ = 0 corresponds to a point satisfying the hyper-Ka¨hler
moment map (µR, µ) = (ζ, 0), which correspond a 0-stable module (i.e., a simple module) with
µ = ζ after a rotation of the complex structures. Then by [8, Theorem 1.2] such a simple module
exists if and only if the above condition holds.
(2) For the givenw we construct the quiver (I˜ , E˜) as above. We consider the dimension vector
v˜ = v+α∞ and define the stability parameter ζ˜ = (ζ, ζ∞) by ζ ·dimv+ζ∞ = 0. ThenMsζ(v,w)
is isomorphic to the quiver variety Ms
ζ˜
(v˜, 0) associated with (I˜ , E˜) [8, the end of Introduction].
Therefore we can apply the criterion in (1) together with the observation Lemma 2.14. We first
note that
p(v˜) = 1− 12 tv˜C˜v˜ = tv
(
w − 12Cv
)
.
Also if we have a decomposition v˜ =
∑
β(t), one of β(t) has 1 in the entry ∞, and other β(t)’s
have 0 in the entry ∞. We rewrite the former as v0 + α∞, and identify the latter with positive
roots for (I, E). Now the assertion follows from (1). 
2.5 Partial resolutions
Let ζ, ζ• ∈ RI as in Lemma 2.12(3). Then we have a morphism
piζ•,ζ : Mζ →Mζ•
thanks to Lemma 2.12(3)(a). By Lemma 2.12(3)(b) it is an isomorphism on the preimage
pi−1ζ•,ζ(M
s
ζ•).
If further ζ◦, ζ• are as in Lemma 2.12(3), ζ, ζ• are also, and we have piζ•,ζ = piζ•,ζ◦ ◦ piζ◦,ζ .
Since 0 is always in the closure of any face, we always have a morphism pi0,ζ• : Mζ• →M0 for
any ζ•. There always exists a chamber C containing ζ• in the closure. If we take a parameter ζ
from C, we have piζ•,ζ : Mζ →Mζ• . And we have pi0,ζ = pi0,ζ• ◦piζ•,ζ . Since ζ is in a chamber, we
haveMζ =Msζ , and henceMζ is nonsingular. It is known thatMζ is a resolution of singularities
of M0 in many cases (e.g., if Msζ 6= ∅ (see [22, Theorem 4.1])). In these cases, Mζ• is a partial
resolution of singularities of M0.
When the stability parameters are apparent from the context, we denote the map piζ•,ζ simply
by pi.
2.6 Stratum
We recall the stratification on Mζ considered in [22, Section 6], [24, Section 3].
Suppose that (B, a, b) is ζ-polystable. Let us decompose it as
V ∼= V 0 ⊕ (V 1)⊕v̂1 ⊕ · · · ⊕ (V r)⊕v̂r ,
(B, a, b) ∼= (B0, a0, b0)⊕ (B1)⊕v̂1 ⊕ · · · ⊕ (Br)⊕v̂r , (2.17)
where (B0, a0, b0) ∈ µ−1(0) ∩M(V 0,W ) is the unique factor having W 6= 0, and Bk ∈ µ−1(0) ∩
E(V k, V k) (k = 1, . . . , r) are pairwise non-isomorphic ζ-stable modules and v̂k is its multiplicity
in (B, a, b). (See [22, 6.5], [24, 3.27].)
The stabilizer Ĝ of (B, a, b) is conjugate to
{idV 0} ×
r∏
k=1
(GL(v̂k)⊗ idV k) .
Conversely if the stabilizer is conjugate to this subgroup, the module has the decomposition
above.
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We thus have a stratification by G-orbit type:
Mζ =
⊔
(Ĝ)
(Mζ)(Ĝ),
where (Mζ)(Ĝ) consists of modules whose stabilizers are conjugate to a subgroup Ĝ of G.
A list of strata can be given by Theorem 2.15 in principle, but to use this result, we need to
know all roots, and it is not so easy in general. The following definition was considered in [26,
2.6.4] to avoid this difficulty and concentrate only on the stratum with w 6= 0.
Definition 2.18. A stratum (Mζ)(Ĝ) is regular if it is of the formM
s
ζ(v
′,w)×{⊕i∈I S⊕(vi−v′i)i }
for a v′ = (v′i), where Si is the module with C on the vertex i, and 0 on the other vertices and
B = 0. Here we assume ζi = 0.
A point x ∈Mζ(v,w) is regular if it is contained in a regular stratum.
If the graph is of finite type, all strata in M0(v,w) are regular. This was proved in [22, 6.7],
but it also follows from Theorem 2.15, as p(x) = 0 for a real root x.
2.7 Local structure
Let ζ, ζ• be as in Lemma 2.12(3). We examine the local structure of Mζ• (resp. Mζ) around
a point x (resp. pi−1ζ•,ζ(x)) in this subsection. This has been done in [22, Section 6], [26, Sec-
tion 3.2], but we explain the results in a slightly different form.
Let us take a representative (B, a, b) of x, which is ζ•-polystable. We consider the complex
(see [24, (3.11)])
C • : L(V, V ) α−→ E(V, V )⊕ L(W,V )⊕ L(V,W ) β−→ L(V, V ),
α(ξ) = (Bξ − ξB)⊕ (−ξa)⊕ (bξ), β(C, d, e) = εBC + εCB + ae+ db, (2.19)
where α is the infinitesimal action of the Lie algebra of GV on M, and β is the differential of
the moment map µ at (B, a, b).
Suppose that (B, a, b) is decomposed into a direct sum of ζ•-stable modules as in (2.17).
Then Kerβ/ Imα is the symplectic normal denoted by M̂ in [22, Section 6], [26, Section 3.2].
The complex C • decomposes as C • =
⊕r
k,l=0(C
•
k,l)
⊕v̂k v̂l with
C •k,l : L(V
k, V l) α−→ E(V k, V l)⊕ L(W,V l)⊕δk0 ⊕ L(V k,W )⊕δ0l β−→ L(V k, V l)
where L(W,V l) appears in case k = 0 and L(V k,W ) in case l = 0. We also put v̂0 = 1. Then
it is easy to show that Kerα = 0 unless k = l 6= 0 and Kerα = C id for k = l 6= 0, and
the similar statement for Cokerβ: Note that Kerα is the space of homomorphisms between
ζ•-stable modules, and Cokerβ is its dual. Then a standard argument, comparing θζ˜•-values of
Ker ξ and Im ξ of a homomorphism ξ and using Lemma 2.6, implies the assertion. We remark
that a complex used often in [24] (see (2.27)) is an example of C •kl where V
k is Si, a module
with C on the vertex i ∈ I, and 0 on the other vertices and B = 0.
We construct a new graph with Î = {1, . . . , r} with the associated Cartan matrix Ĉ = (ĉkl)
by ĉkl
def= 2δkl−dimKerβ/ Imα for the complex C •kl. This is equal to the alternating sum of the
dimensions of terms, i.e., = tvkCvl by the above discussion. Note âkl = âlk. We also put
Vˆk
def= Cv̂k , Wˆk
def= Kerβ/ Imα for C •k0,
and consider M(Vˆ , Wˆ ) defined for the new graph with the Î-graded vector spaces Vˆ , Wˆ .
The stabilizer Ĝ of (B, a, b) is naturally isomorphic to
∏
k∈Î GL(Vˆk). It acts on M(Vˆ , Wˆ ).
Quiver Varieties and Branching 13
We have the moment map µ̂ : M(Vˆ , Wˆ ) → L(Vˆ , Vˆ ) ∼= Lie(Ĝ)∗. We consider the quotient
M̂0(Vˆ , Wˆ ) = µ̂−1(0)//Ĝ, where the stability parameter is 0. We also consider M̂ζ(Vˆ , Wˆ ),
where the stability parameter ζ is considered as a R-character χζ of Ĝ through the inclu-
sion Ĝ ⊂ G. There is a morphism pi : M̂ζ(Vˆ , Wˆ ) → M̂0(Vˆ , Wˆ ). Then [26, 3.2.1] Mζ•(V,W ),
around x = [B, a, b] a point corresponding to (B, a, b), is locally isomorphic to a neighbourhood
of 0 in M̂norm0 (Vˆ , Wˆ ) × T , where M̂norm0 (Vˆ , Wˆ ) is as in (2.3), T is the product of the trivial
factor M̂el(Vˆ , Wˆ ) (see (2.1)) and Wˆ0 = Kerβ/ Imα for the complex C •00 which is isomorphic to
the tangent space T[(B0,a0,b0)]Mζ•(V 0,W ). We also have a lifting of the local isomorphism to
Mζ(V,W ) and M̂ζ(Vˆ , Wˆ ), and hence the following commutative diagram:
Mζ(V,W ) ⊃ pi−1(U) Φ˜−→∼= pi
−1(Uˆ)× U0 ⊂ M̂normζ (Vˆ , Wˆ )× T
pi
y ypi×id
Mζ•(V,W ) ⊃ U Φ−→∼= Uˆ × U0 ⊂ M̂
norm
0 (Vˆ , Wˆ )× T
∈ ∈
x 7→ 0
(2.20)
Note that the factor T is the tangent space to the stratum (Mζ•(V,W ))(Ĝ) containing x. (Re-
mark: [26, 3.2.1] states this result for ζ• = 0, but the same proof works. To see that the
stability parameter for M̂ζ• becomes 0, we note also that the restriction of the character χζ•
to Ĝ is trivial.)
The following formula will be useful:
ŵk −
∑
l 6=0
ĉklv̂l = tvk(w −Cv). (2.21)
Remark 2.22. The Cartan matrix Ĉ = (ĉkl) is given by the formula ĉkl = tvkCvl, where
vk = dimV k. Suppose that the original graph is of affine type. Then C is positive semidefinite
and the kernel is spanned by δ. Therefore vk with tvkCvk = 0 is a multiple of δ, hence ĉkl = 0
for any l ∈ Î. This means that a connected component of the graph (Î , Ĉ) is either a graph
of affine or finite type (without edge loops), or a graph with a single vertex and a single edge
loop (i.e., the Jordan quiver). If the original graph is of finite type, then we only get a graph of
finite type as C is positive definite.
As an application, we obtain the following:
Proposition 2.23 (cf. [22, 6.11], [24, 10.4, 10.11]). Let ζ, ζ• be as above and consider
pi : Mζ(V,W ) → Mζ•(V,W ). We further assume that ζ is in a chamber so that Mζ(V,W ) is
nonsingular.
(1) Take a point x in a stratum (Mζ•)(Ĝ). If pi
−1(x) 6= ∅, then we have
dimpi−1(x) ≤ 12
(
dimMζ(V,W )− dim(Mζ•)(Ĝ)
)
.
(2) Replace the target of pi by the image, hence consider pi : Mζ(V,W ) → pi(Mζ(V,W )). It
is semismall with respect to the stratification pi(Mζ(V,W )) =
⊔
(Mζ•)(Ĝ) where Ĝ runs over the
conjugacy classes of subgroups of GV such that (Mζ•)(Ĝ) is contained in pi(Mζ(V,W )).
Proof. (1) This was proved under the assumption Msζ•(V,W ) 6= ∅ in [22, 6.11], but its proof
actually gives the above. The point of the proof was that the fiber pi−1(0) is a subvariety
in M̂ζ(Vˆ , Wˆ ) (divided by the trivial factor (2.1)), which is an affine algebraic manifold by
Theorem 2.10.
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(2) By (2.20) and the subsequent remark, for each stratum (Mζ•)(Ĝ), the restriction of pi to
the preimage pi−1((Mζ•)(Ĝ)) is a fiber bundle. Moreover, by (1), there exists a stratum (Mζ•)(Ĝ)
such that dim(Mζ•)(Ĝ) = dimMζ(V,W ). Therefore we have dimpi(Mζ(V,W )) = dimMζ(V,W ).
Hence (1) implies the assertion. 
Remark 2.24. In [24, 10.11] we claimed a stronger statement that all strata are relevant in the
statement (2) of Proposition 2.23 when the graph is of finite type. This follows from the above
observation (1) and the fact that pi−1(0) is exactly half-dimensional in M̂ζ(Vˆ , Wˆ ) if the graph
does not contains edge loops [22, 5.8].
Now consider the case when the graph is of affine type. By the above observation (1),
it is enough to show that the fiber pi−1(0) in M̂normζ (Vˆ , Wˆ ) → M̂norm0 (Vˆ , Wˆ ) is exactly half-
dimensional. It is clearly enough to prove this assertion for each connected component of the
graph (Î , Ĉ). Since it is known when the component has no edge loops, it is enough to consider
the case when the component is the Jordan quiver. Since the trivial factor M̂el(Vˆ , Wˆ ) is 2-
dimensional (except for the trivial case Vˆ = 0), this means dimpi−1(0) = dim M̂ζ(Vˆ , Wˆ )/2− 1.
This is known. (See [25, Exercise 5.15] and the references therein.) Therefore all strata are
relevant also in the affine case.
For general quivers, the author does not know whether the same result holds or not.
2.8 Example: Levi factors of parabolic subalgebras
We give an example of a face, which will be related to the restriction to the Levi factor of a
parabolic subalgebra.
Consider the chamber C = {ζ ∈ RI | ζi > 0 for all i ∈ I}. This corresponds to the stability
condition ζ in Example 2.7(1). A face F contained in the closure C is of a form
F = {ζ• ∈ RI | ζ•i = 0 (resp. > 0) for i ∈ I0 (resp. I+)}
for a disjoint decomposition I = I0 unionsq I+. We allow the cases I0 = ∅, i.e., F = C, ζ• = ζ and
I0 = I, i.e., ζ• = 0. We have
Mζ(v,w)
piζ•,ζ−−−→Mζ•(v,w)
pi0,ζ•−−−→M0(v,w).
Let us describe strata of Mζ•(v,w) in this example.
Proposition 2.25. (1) The strata are of the form
Msζ•(v
0,w)× (M0)(Ĝ), (2.26)
where v−v0 is supported on I0, and (M0)(Ĝ) is a stratum of M0(v−v0, 0) for the subgraph I0,
extended to the whole graph by 0.
(2) If Msζ•(v
0,w) 6= ∅, we have 〈hi,w − v0〉 ≥ 0 for i ∈ I0.
We say a weight λ is I0-dominant if 〈hi, λ〉 ≥ 0 for all i ∈ I0.
Proof. (1) A closed point in Mζ•(v,w) is represented by a ζ•-polystable module. Let B ∈
Msζ•(v
′, 0) be its component with W = 0. As we have the constraint ζ• ·v′ = 0, our choice of ζ•
implies that v′ is supported on I0. Thus ζ•-stable modules are 0-stable (i.e., simple) modules
for the subgraph I0, extended by 0.
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(2) is implicitly proved in Section 2.7. Let us make it more apparent. Consider the complex
C •kl for a point [B, a, b] ∈ Msζ•(v0,w) and Si, a module with C on the vertex i ∈ I0, and 0 on
the other vertices and B = 0. Explicitly it is given by (see [24, (4.2)]):
Vi
αi−→
⊕
h:i(h)=i
Vo(h) ⊕Wi βi−→ Vi, (2.27)
αi
def=
⊕
i(h)=i
Bh ⊕ bi, βi
def=
[ ∑
i(h)=i
ε(h)Bh ai
]
. 
Lemma 2.28 (cf. [24, 4.7]). Let ζ• as above. Fix i ∈ I0. If (B, a, b) is ζ•-stable, then either
of the following hold :
(a) W = 0 (hence a = b = 0), and B is the simple module Si.
(b) The map αi is injective and βi is surjective.
Since W = 0 is excluded in (b), this gives the proof of the proposition.
Proof. This is a standard argument. The kernel of αi gives a homomorphism from Si to
(B, a, b). Since both are ζ•-stable and have the same θ
ζ̂• (both are 0), the homomorphism is
either 0 or an isomorphism. Similarly the cokernel of βi is the dual of the space of homomor-
phisms from (B, a, b) to Si. Thus we have the same assertion. 
Let us consider the restriction of pi0,ζ• to the closure of the stratum Msζ•(v
0,w) × (M0)(Ĝ)
(in Mζ•(v,w)). It fits in the commutative diagram
Msζ•(v
0,w)× (M0)(Ĝ)
κ←−−−− Mζ•(v0,w)× (M0)(Ĝ)
pi0,ζ•
y ypi0,ζ•×id
M0(v,w)
κ′←−−−− M0(v0,w)× (M0)(Ĝ)
(2.29)
where the horizontal arrows are given by ([B, a, b], [B′]) 7→ [(B, a, b) ⊕ B′]. They are finite
morphisms. The upper horizontal arrow κ is an isomorphism on the preimage of Msζ•(v
0,w)×
(M0)(Ĝ). This means that a study of a stratum can be reduced to the special case when it is of
the form Msζ•(v
0,w).
For a general graph, we can use Theorem 2.15 in principle, but to apply this result, we need
to know all roots, and it is not so easy in general. Therefore we restrict ourselves to the case
when the graph is of affine type from now until the end of this section.
Proposition 2.30 (cf. [24, 10.5, 10.8]). Suppose the graph is of affine type and w 6= 0.
(1) Suppose I0 = I and tδw = 1. Then Msζ•(v,w) = ∅ unless v = 0.
(2) Suppose otherwise. Then Msζ•(v,w) 6= ∅ if and only if w − v is an I0-dominant weight
of the irreducible integrable highest weight module V (w).
Proof. (1) We have ζ• = 0 in this case.
Let us first give a proof based on the interpretation ofMs0(v,w) as moduli of vector bundles.
Let Γ be the finite subgroup of SL2(C) corresponding to the graph via the McKay correspon-
dence. Then Ms0(v,w) parametrizes framed Γ-equivariant vector bundles over P2 [25]. Since w
is 1-dimensional, it parametrizes line bundles. As the existence of the framing implies c1 = 0,
the line bundles are trivial. In particular, we have v = 0.
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Let us give another proof by using Theorem 2.15. The weights w − v of the level 1 repre-
sentation V (w) are of the form w − v0 − nδ, where w − v0 ∈ W ·w, n ∈ Z≥0. (Here W is the
affine Weyl group.) Then
tv
(
w − 12Cv
)
= tv0
(
w − 12Cv0
)
+ n = tv0
(
w − 12Cv0
)
+ np(δ).
This violates the inequality in Theorem 2.15 unless n = 0. But we also know that w − v0 is
dominant by Lemma 2.28. Hence w − v0 = w, i.e., v0 = 0.
(2) This is proved in [24, 10.5, 10.8] in the special case I0 = I. The argument works in
general. We will give another argument based on Theorem 2.15 in a similar situation later
(Proposition 3.8), we omit the detail here. 
3 Instantons on ALE spaces
Quiver varieties were originally introduced by generalizing the ADHM description of instantons
on ALE spaces by Kronheimer and the author [16]. In this section we go back to the origi-
nal description and explain partial resolutions in terms of instantons (or sheaves) on (possibly
singular) ALE spaces.
3.1 ALE spaces
We review Kronheimer’s construction [15] of ALE spaces briefly in our terminology.
We consider the untwisted affine Lie algebra of type ADE. Let 0 ∈ I be the vertex corre-
sponding to the simple root, which is the negative of the highest weight root of the corresponding
simple Lie algebra. Let I0
def= I \ {0}. Let δ be the vector in the kernel of the affine Cartan
matrix whose 0-component is equal to 1. Such a vector is uniquely determined. Let Gδ be the
complex Lie group corresponding to δ as in Section 2.1. Choose a parameter ζ◦ ∈ RI from the
level 0 hyperplane {ζ ∈ RI | ζ · δ = 0}. Let us denote the corresponding quiver varietyMζ◦(δ, 0)
for the parameter ζ◦ by Xζ◦ . This space is called an ALE space in the literature. We have a
morphism
pi0,ζ◦ : Xζ◦ → X0 (3.1)
from the construction in Section 2.5.
If we take ζ◦ from an open face F in the level 0 hyperplane, i.e., it is not contained in any
real root hyperplane Dθ, then Xζ◦ is nonsingular by Remark 2.13. Kronheimer [15] showed
(a) X0 is isomorphic to C2/Γ, where Γ is the finite subgroup of SL2(C) associated to the affine
Dynkin graph,
(b) (3.1) is the minimal resolution of C2/Γ, if ζ◦ is taken as above.
For a later purpose we take a specific face F ◦ with the above property and a parameter ζ◦
as
F ◦ def= {ζ◦ ∈ RI | ζ◦ · δ = 0 and ζ◦i > 0 for i 6= 0}.
By the Weyl group action, any open face in the level 0 hyperplane is mapped to F ◦.
A face F • in the closure of F ◦ is of the form
F • = {ζ• ∈ RI | ζ• · δ = 0, ζ•i = 0 (resp. > 0) for i ∈ I00 (resp. I+0 )}
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for a disjoint decomposition I0 = I00 unionsq I+0 . We allow the cases I00 = ∅, i.e., ζ• = ζ◦ or I00 = I0,
i.e., ζ• = 0. From the construction in Section 2.5 we have
Xζ◦
piζ•,ζ◦−−−−→ Xζ•
pi0,ζ•−−−→ X0 ∼= C2/Γ.
Kronheimer also showed that (see [15, Lemma 3.3])
(c) Xζ• is a partial resolution of C2/Γ having singularities of type C2/Γ′ for some different
Γ′ ⊂ SL2(C).
In fact, we can describe singularities of Xζ• explicitly. Recall that the exceptional set of
the minimal resolution (3.1) consists of an union of the complex projective line. By [23] each
irreducible component Ci naturally corresponds to a nonzero vertex i ∈ I0 as follows: Ci consists
of data B having a quotient isomorphic to Si, a module with C on the vertex i, and 0 on the
other vertices. It is clear that B is ζ•-semistable, but not ζ•-stable. Then the curves Ci with
i ∈ I00 are contracted under the morphism Xζ◦
piζ•,ζ◦−−−−→ Xζ• .
In order to show that piζ•,ζ◦ does not contract further curves, we give the following more
precise classification:
Lemma 3.2. A ζ•-stable point B ∈ µ−1(0) ⊂ M(v, 0) satisfying the normalization condition
ζ• · v = 0 is of one of the following three forms:
(a) a point in Xζ◦ \
⋃
i∈I00 Ci,
(b) v is a coordinate vector ei for an i ∈ I00 , or
(c) v is δ−αh, where αh is the highest root vector of a connected component of the sub-Dynkin
diagram I00 .
In cases (b), (c) the corresponding ζ•-stable point is unique up to isomorphisms.
Let C be the set of components of the sub-Dynkin diagram I00 . LetBc denote (the isomorphism
class of) a ζ•-stable representation corresponding to a component c ∈ C in (c). Then the S-
equivalence class xc of Bc ⊕
⊕
i∈c S
⊕(αh)i
i defines a point in Xζ• , where (αh)i is the i
th-entry
of αh. If c is a Dynkin diagram of type ADE, Xζ• has a singularity of the corresponding type
around xc. This is an example of the description in Section 2.7. The new graph has vertices
Î = c unionsq {0} with the Cartan matrix ĉij = cij if i, j ∈ c, ĉ0i = −t(δ − αh)Cei = tαhCei if i ∈ c,
and ĉ00 = 2. This is a graph of affine type.
Proof of Lemma 3.2. Consider the criterion in Theorem 2.15. Since our graph is of affine
type, we have p(x) = 1 if x is an imaginary root (i.e., x = mδ with m ≥ 1) and p(x) = 0 if x is
a real root. Therefore if v is imaginary root, the condition is equivalent to v = δ. This is the
case (a). If v is a real root, then the condition is that v cannot have a nontrivial decomposition
v =
∑
t β
(t) with ζ• · β(t) = 0. Then it is clear that we have either (b) or (c).
Next show that a ζ•-stable point is unique in case (b), (c). It is clear in the case (b). Consider
the case (c). We apply an argument used by Mukai for the case of rigid sheaves on a K3 surface:
Let B, B′ be ζ•-stable points with the underlying I-graded vector space V of dimension vector
δ − αh. We consider the complex
L(V, V ) α−→ E(V, V ) β−→ L(V, V ),
α(ξ) = Bξ − ξB′, β(C) = ε(BC − CB′).
Since the alternating sum of dimensions is 2, we cannot have both α is injective and β is
surjective. If α is not injective, we have a nonzero homomorphism ξ from the module B to B′.
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Then considering submodules Ker ξ ⊂ B and Im ξ ⊂ B′, the ζ•-stability of B and B′ imply
Ker ξ = 0 and Im ξ = B′. Therefore B and B′ are isomorphic. If β is not surjective, we consider
β∗ ∈ L(V ∗, V ∗) ∼= L(V, V ) instead, we get the same assertion.
Finally consider the case v = δ. By Lemma 2.12(3b) and the subsequent remark B is ζ◦-
stable. So B corresponds to a point [B] in Xζ◦ . Therefore it only remains to determine which
point in Xζ◦ is ζ•-stable.
If B is not ζ•-stable, we consider a Jordan–Ho¨lder filtration to find a proper quotient which
is ζ•-stable. By the above discussion, the quotient must have the dimension vector ei with i ∈ I00
or δ − αh. But in the latter case, B contains a submodule with the dimension vector ei with
i ∈ I00 . This is impossible for the ζ◦-stability, as ζ◦ · ei > 0. Thus B has the quotient with
the dimension vector ei with i ∈ I00 . In particular, β above is not surjective, and hence B is
contained in the exceptional component Ci by [23, Proof of 5.10]. On the other hand, if B is
in Ci, β is not surjective, and it has a quotient with dim = ei. It is not ζ•-stable. Therefore
ζ•-stable points are precisely in Xζ◦ \
⋃
i∈I00 Ci. 
Remark 3.3. It is not so difficult to prove the criterion in Theorem 2.15 directly without
referring to a general result [8] in this particular example. The detail is left for a reader as an
exercise.
3.2 Sheaves and instantons on ALE spaces
Let ζ◦, ζ• be as in the previous subsection. We consider the corresponding quiver varieties
Mζ◦(v,w), Mζ•(v,w) for w 6= 0. By the main result of [16], the former space Mζ◦(v,w) is
the Uhlenbeck (partial) compactification of framed instantons on Xζ◦ . Since we do not need
to recall what instantons or their framing mean in this paper, we refer the definitions to the
original paper [16]. Rather we use a different (but closely related) description in [30]. We
first compactify Xζ◦ to an orbifold Xζ◦ by adding `∞
def= P1/Γ. It is obtained by resolving the
(isolated) singularity at 0 of P2/Γ. ThenMsζ◦(v,w) is a fine moduli space of framed holomorphic
orbifold vector bundles (E,Φ), where Φ is an isomorphism between E|`∞ and (ρ ⊗ OP1)/Γ for
a fixed representation ρ of Γ. Here ρ corresponds to the vector w via the McKay correspondence:
wi is the multiplicity of the irreducible representation ρi in ρ. And v corresponds to Chern classes
of E. Since the explicit formula is not relevant here, we refer to [30, (1.9)] for an interested reader.
Let us consider Mζ◦(v,w) which is a partial compactification of Msζ◦(v,w). Its closed point
is represented by an S-equivalence class of ζ◦-semistable points, and hence a direct sum of ζ◦-
stable point all having θζ◦ = 0. By [16, Proposition 9.2(ii)] (or [30, 4.3] for a detailed argument)
such a point is of a form (B, a, b) = (B′, a′, b′)⊕x1⊕x2⊕· · ·⊕xk, where (B′, a′, b′) ∈Msζ◦(v0,w)
with w 6= 0 and xi ∈Mζ◦(δ, 0) corresponds to a point in the ALE space Xζ◦ . It is also a special
case of Lemma 3.2 with I00 = ∅. Therefore Mζ◦(v,w) is written as
Mζ◦(v,w) =
⊔
k≥0
Msζ◦(v − kδ,w)× SkXζ◦ , (3.4)
where SkXζ◦ is the kth symmetric product of Xζ◦ . AsMsζ◦(v−kδ,w) is the framed moduli space
of orbifold holomorphic vector bundles on Xζ◦ with a smaller second Chern number, the above
description means that Mζ◦(v,w) is the Uhlenbeck (partial) compactification of Msζ◦(v,w).
Let us apply the results in Section 2.7 in this situation. In order to give a decomposition (2.17)
we need to introduce a finer stratification for the symmetric power:
SkXζ◦ =
⊔
|λ|=k
SkλXζ◦ ,
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where λ = (λ1 ≥ λ2 ≥ · · · ≥ λl > 0) is a partition of k and SkλXζ◦ consists of those configurations
of form
∑l
n=1 λn[xn] for xn distinct. If we take a module from a stratumM
s
ζ◦(v−kδ,w)×SkλXζ◦ ,
the corresponding graph is Î = {1, . . . , l = l(λ)}, with ĉkk′ = 0. This is the disjoint union of
l = l(λ) copies of the edge loop. We have Wˆk = C
twδ. ThereforeMζ◦(v,w) is locally isomorphic
to CdimM
s
ζ◦ (v−kδ,w) ×∏lk=1M0(Cλk ,Ctwδ), where M0( , ) is the quiver variety associated with
the Jordan quiver, a single vertex and a single edge loop, which is known to be the Uhlenbeck
partial compactification for C2 [25].
Next consider the stability parameter ζ•. By Lemma 3.2 we have
Mζ•(v,w) =
⊔
Msζ•(v
0,w)× S|λ|λ
[
Xζ◦ \
⋃
i∈I00
Ci
]
×
{⊕
c∈C
(
B⊕ncc ⊕
⊕
i∈c
S⊕mii
)}
, (3.5)
where c runs over the set C of connected components of the sub-Dynkin diagram I00 with the
highest root αch, and Bc is a ζ
•-stable module with the dimension vector δ − αch, which is
unique up to isomorphisms. (See Lemma 3.2.) We have an obvious constraint v = v0 + |λ|δ +∑
i∈I00 miei +
∑
c nc(δ − αch).
This space can be considered as the partial Uhlenbeck compactification of the framed moduli
space of instantons on the orbifold Xζ• by a simple generalization of the result in [16]. The
factorMsζ•(v
0,w) parametrizes holomorphic orbifold vector bundles (i.e., reflexive sheaves), and
Sk
[
Xζ◦ \
⋃
i∈I00 Ci
]
are unordered points with multiplicities. These are usual factors appearing
in the Uhlenbeck compactification. The second factor is the length of a 0-dimensional sheaf
Q supported on Xζ◦ \
⋃
i∈I00 Ci. The last factor B
⊕nc
c ⊕
⊕
i∈c S
⊕mi
i is new, and corresponds to
a representation of the local fundamental group around the singular point xc, which is a finite
subgroup Γc corresponding to the sub-Dynkin diagram c via the McKay correspondence, i.e.,
i ∈ c corresponds to a nontrivial irreducible representation, and Bc corresponds to the trivial
representation, which usually corresponds to the 0-vertex. It corresponds to a 0-dimensional
sheaf Q supported at xc, but we encode not only its length, but also the Γc-module structure.
From the argument in [30] (after modified to the case of Xζ•), we see that the morphism
piζ•,ζ◦ is given in each stratum of (3.4) by
Msζ◦(v
0,w) 3 (E,Φ) 7→ ((piζ•,ζ◦)∗(E)∨∨,Φ) ∈Msζ•((v0)′,w),
SkXζ• 3
∑
λn[xn] 7→
∑
ξn /∈
⋃
Ci
λn[piζ•,ζ◦(xn)],
and the remaining factor
⊕
c∈C
(
B⊕ncc ⊕
⊕
i∈c S
⊕mi
i
)
is determined so that the map preserve the
dimension vector v.
Let us apply the local description in Section 2.7 in this situation. Take a point x from the
stratum of the above form. Then the graph Î is the disjoint union of l = l(λ) copies of Jordan
quivers and the affine graphs corresponding to the connected components c of C (i.e., we add the
0-vertex to c). The dimension vectors v̂, ŵ have λi, twδ in the components for Jordan quivers.
The components for the affine graph attached to c are
v̂ : (nc, (mi)i∈c), ŵ :
(
t(δ − αch)(w −Cv0), (w −Cv0)
∣∣
c
)
, (3.6)
where the first components are the entries for the 0-vertex, and ( )|c means taking the com-
ponents in c. In particular the entries of ŵ must be nonnegative. This follows from the same
argument as in the proof of Proposition 2.25(2) and Lemma 2.28. We consider the complex C •kl
in Section 2.7 for [B, a, b] ∈Msζ•(v0,w) and Bc, Si.
Following [30] we take the chamber C containing ζ with
ζi = ζ◦i for i 6= 0, ζ · δ is a sufficiently small negative number. (3.7)
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Then C contains ζ◦ in its closure. Therefore we have a morphism piζ◦,ζ : Mζ →Mζ◦ . The main
result of [30] says that Mζ is a fine moduli space of framed torsion free sheaves (E,Φ), where
Φ is as above. (In particular, E is locally free on `∞.) By its proof the morphism piζ◦,ζ is given
by the association
(E,Φ) 7→ ((E∨∨,Φ), len(E∨∨/E)),
where E∨∨ is the double dual of E, which is locally free as Xζ◦ is a nonsingular surface, and
len(E∨∨/E) is the length of E∨∨/E considered as a configuration of unordered points in Xζ◦
counted with multiplicities. ThisMζ is called the Gieseker partial compactification of the framed
moduli Msζ◦ of locally free sheaves on the ALE space Xζ◦ .
Strictly speaking we cannot take ζ independently from v. When v becomes larger, we need
to take ζ closer and closer to ζ◦. In particular, we cannot specify ζ when we move v (as we will
do in Section 5). Since it is cumbersome to use different notation for ζ for each v, we simply
denote all parameters by ζ.
In summary we have four spaces and morphisms between them:
Mζ
piζ◦,ζ−−−→Mζ◦
piζ•,ζ◦−−−−→Mζ•
pi0,ζ•−−−→M0,
whereMζ is the Gieseker partial compactification on Xζ◦ , andMζ◦ ,Mζ• ,M0 are the Uhlenbeck
partial compactification on Xζ◦ , Xζ• , X0 = C2/Γ respectively.
Proposition 3.8 (cf. [24, 10.5, 10.8]). (1) Suppose tδw = 1. Then Msζ•(v,w) 6= ∅ if and
only if w − v is in the Weyl group orbit of w and satisfies
t(δ − αch)(w −Cv) ≥ 0 for c ∈ C, tei(w −Cv) ≥ 0 for i ∈ I00 .
(2) Suppose tδw ≥ 2. Then Msζ•(v,w) 6= ∅ if and only if w−v is a weight of the irreducible
integrable highest weight module V (w) and the above inequalities hold.
Proof. One can give a proof along arguments in [24, 10.5, 10.8], but we use Theorem 2.15 here.
IfMsζ•(v,w) 6= ∅, then w−v is a weight of the irreducible integrable highest weight module
by Theorem 2.15(2). Moreover two inequalities hold, as we have explained why ŵ has nonneg-
ative entries. If tδw = 1, the second proof of Proposition 2.30 shows w − v ∈ W · w is also
necessary.
For the converse, we check the criterion in Theorem 2.15. From our choice of ζ•, a positive
root β(t) with ζ• · β(t) = 0 is one of the following:
(a) mδ for m > 0,
(b) mδ + α for m ≥ 0, α ∈ ∆(I00 )+, or
(c) mδ − α for m > 0, α ∈ ∆(I00 )+,
where ∆(I00 )+ is the set of positive roots of the subroot system I
0
0 . We have
t(mδ)(w −Cv) = mtδw ≥ 1, t(mδ + α)(w −Cv) ≥ 0, t(mδ − α)(w −Cv) ≥ 0
from the assumption. Then
tv
(
w − 12Cv
)− tv0 (w − 12Cv0)−∑ p(β(t))
=
∑
t
tβ(t)(w −Cv)−#{t | β(t) ∈ Z>0δ}+ 12
(∑
tβ(t)
)
C
(∑
β(t)
)
is nonnegative. Suppose that this is 0. Then we must have tδw = 1 and all β(t) are δ. This case
is excluded in (1) from the assumption that w− v is the Weyl group orbit of w. (See the proof
of Proposition 2.30.) 
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4 Crystal and the branching
In this section2, we assume the graph has no edge loops. Then it corresponds to a symmetric
Kac–Moody Lie algebra g. Let ζ, ζ• as in Section 2.8. We have the decomposition I = I0 unionsq I+.
We have the Levi subalgebra gI0 ⊂ g corresponding to the subdiagram I0. Take and fix w 6= 0.
This is identified with a dominant integral weight
∑
iwiΛi of g.
Let Lζ(v,w) ⊂ Mζ(v,w) be the subvariety pi−10,ζ (0). It is a Lagrangian subvariety [22, 5.8]
if Mζ(v,w) 6= ∅. Let IrrLζ(v,w) be the set of irreducible components of Lζ(v,w) and let
IrrLζ(w) be their disjoint union
⊔
v IrrLζ(v,w). Kashiwara and Saito [13, 33], based on an
earlier construction due to Lusztig [18], constructed a g-crystal structure on IrrLζ(w) which
is isomorphic to the crystal of the irreducible representation V (w) of the quantum enveloping
algebra Uq(g) with the highest weight w. (See [27] for a different proof.)
We do not recall the definition of the crystal and the construction in [13, 33] except two key
ingredients, which are the weight and a function, usually denoted by εi: If Y ∈ IrrLζ(w), then
wt(Y ) = w − v. We consider the complex (2.27) for a generic element (B, a, b) in Y . Then we
have εi(Y ) = codim Imβi. Note also that 〈hi,wt(Y )〉 is the alternating sum of the dimensions
of terms in (2.27), where the middle term contribute in +.
From a general theory on the crystal, the gI0-crystal of the restriction of V (w) to the subal-
gebra Uq(gI0) ⊂ Uq(g) is given by forgetting i-arrows with i /∈ I0. Each connected component,
which is isomorphic to the crystal of an irreducible highest weight representation of Uq(gI0) has
the unique element Y corresponding to the highest weight vector. It is characterized by the
property εi(Y ) = 0 for any i ∈ I0. We will give its geometric characterization.
Let Lsζ•(v,w)
def= Msζ•(v,w) ∩ pi−10,ζ•(0). Since piζ•,ζ is an isomorphism on the preimage of
Msζ•(v,w) (see Section 2.5), this can be identified with pi
−1
ζ•,ζ(M
s
ζ•(v,w))∩Lζ(v,w). The latter
is an open subvariety in Lζ(v,w). Hence Lsζ•(v,w) is of pure dimension with dimL
s
ζ•(v,w) =
dimMsζ•(v,w)/2. Let IrrL
s
ζ•(v,w) be the set of irreducible components of L
s
ζ•(v,w). From
what is explained above, this is a subset of IrrLζ(v,w) consisting of those Y which intersect
with the open subset pi−1ζ•,ζ(M
s
ζ•(v,w)).
Theorem 4.1. The set of irreducible components Y ∈ IrrLζ(v,w) with εi(Y ) = 0 for any i ∈ I0
is identified with IrrLsζ•(v,w).
Corollary 4.2. The multiplicity of the irreducible highest weight module VI0(w′) of Uq(gI0) in
the restriction of V (w) is equal to the number of Y ∈ ⊔v IrrLsζ•(v,w) such that the restriction
of wt(Y ) to I0 is w′.
Note that the restriction of wt(Y ) to I0 is dominant for Y ∈ IrrLsζ•(v,w) thanks to Lem-
ma 2.28.
The theorem follows from the following:
Lemma 4.3. Suppose that x = [B, a, b] ∈Mζ(V,W ) is regular. Then Imβi = Vi for all i ∈ I0
if and only if (B, a, b) is ζ•-stable.
This was proved in [26, 2.9.4] (which was essentially a collection of arguments in [24]) in the
special case I = I0. The same proof works in general. We reproduce the proof for the sake of
a reader.
Proof. The ‘if’ part follows from Lemma 2.28 as the case (a) is excluded as we assumedW 6= 0.
The ‘only if’ part: Since (B, a, b) is ζ•-semistable by Lemma 2.12 we take its Jordan–Ho¨lder
filtration in Theorem 2.8. We must have kW = N , as the submodule V kW+1 violates the ζ-
stability otherwise. Therefore if N 6= 0, gr0(B, a, b) has the W -component 0, therefore it is
2As we mentioned in the introduction, the results of this section was already obtained by Malkin [19].
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0-stable module for the subgraph I0 extended to the whole graph by 0. But the regularity
assumption implies that it must be Si for i ∈ I0. In particular, βi is not surjective. 
Note that Y ∈ IrrLζ(v,w) is mapped into the closure of the stratum
Msζ•(v
′,w)×
⊕
i∈I0
S
⊕εi(Y )
i
 with v′ = v −∑
i∈I0
εi(Y )ei
by the morphism piζ•,ζ .
5 Convolution algebra and partial resolution
We assume the graph has no edge loops and the stability parameters are either ζ, ζ• as in Sec-
tion 2.8 or as in Section 3.2 (and assume the graph is of an affine type).
5.1 General results
We fix w and consider unions of quiver varieties Mζ(v,w), Mζ•(v,w), M0(v,w) over va-
rious v’s. For M0 and Mζ , they were introduced in [26, Section 2.5]:
M0(w)
def=
⋃
v
M0(v,w), Mζ(w)
def=
⊔
v
Mζ(v,w),
where we take the union inM0(v,w) with respect to the closed immersionM0(V,W ) ⊂M0(V ⊕
V ′,w) induced by the extension by 0 to the component V ′. (In [26, Section 2.5] this was denoted
by M0(∞,w).) These are infinite unions of varieties (of various dimensions), but there is no
difficulty as we can work on finitely many v’s in any of later constructions.
For Mζ• we mimic this construction. For ζ• in Section 2.8 we consider the closed immersion
Mζ•(V,W ) ⊂Mζ•(V ⊕V ′,w) with an I0-graded (instead of I-graded) vector space V ′ and take
the union. For ζ• in Section 3.2 we similarly consider Mζ•(V,W ) ⊂Mζ•(V ⊕ V ′,w) where V ′
is a direct sum of various Si and Bc’s in (3.5). This union is compatible with the morphism
pi0,ζ• in either cases. We have the induced morphism pi0,ζ• : Mζ•(w) → M0(w). We also have
piζ•,ζ : Mζ(w)→Mζ•(w).
Let Zζ•,ζ(w)
def= Mζ(w) ×Mζ• (w) Mζ(w) and similarly for Z0,ζ(w). These are union of var-
ious subvarieties Zζ•,ζ(v1,v2;w) or Z0,ζ(v1,v2;w) in Mζ(v1,w) ×Mζ(v2,w), where the fiber
product is defined over a space Mζ•(v,w) or M0(v,w) with some large v compared with
v1, v2. By Proposition 2.23 Z0,ζ(v1,v2;w), Zζ•,ζ(v1,v2;w) are at most half dimensional in
Mζ(v1,w)×Mζ(v2,w). Moreover Zζ•,ζ(v1,v2;w) is a subvariety of Z0,ζ(v1,v2;w). The latter
space was introduced in [24] as an analog of the Steinberg variety appearing in a geometric
construction of the Weyl group.
We consider the top degree Borel–Moore homology groupsHtop(Zζ•,ζ(w)) andHtop(Z0,ζ(w)).
More precisely the former is the subspace
′∏
v1,v2
HdimCMζ(v1,w)×Mζ(v2,w)(Zζ•,ζ(v
1,v2;w),Q),
of the direct products consisting elements (Fv,v′) such that
1) for fixed v1, Fv1,v2 = 0 for all but finitely many choices of v2,
2) for fixed v2, Fv1,v2 = 0 for all but finitely many choices of v1.
Similarly for the latter.
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Since Mζ(v,w) is smooth, we have an associative algebra structure on Htop(Zζ•,ζ(w)) and
Htop(Z0,ζ(w)) with the unit given by the sum of diagonals inMζ(v,w)×Mζ(v,w) for various v.
We have an injective algebra homomorphism
Htop(Zζ•,ζ(w))→ Htop(Z0,ζ(w)). (5.1)
We can analyze irreducible representations of these algebras and the branching rules with
respect to the above homomorphism by a general theory in [7] based on [3]. We prepare several
notations and concepts, and then state the result.
For a point x in a stratumM0(w)(Ĝ) ofM0(w) let dx(v,w)=dimCMζ(v,w)−dimCM0(w)(Ĝ)
and Htop(pi−10,ζ (x)) be the direct sum of the cohomology groups of the fibers pi
−1
0,ζ (x) ∩Mζ(v,w)
of the degree dx(v,w). By the convolution product Htop(pi−10,ζ (x)) is a Htop(Z0,ζ(w))-module.
The cohomology vanishes in degree above dx(v,w) and has a basis by dx(v,w)-dimensional
irreducible components in degree dx(v,w) by Proposition 2.23, and does not vanish in dx(v,w)
if the graph is of finite or affine type by Remark 2.24.
For a simple local system φ on M0(w)(Ĝ) (i.e., an irreducible representation of the funda-
mental group ofM0(w)(Ĝ)), let IC(M0(w)(Ĝ), φ) be the corresponding intersection cohomology
complex.
The fundamental group ofM0(w)(Ĝ) acts onHtop(pi
−1
0,ζ (x)) by monodromy. It is a permutation
of the above basis elements. We have a decomposition Htop(pi−10,ζ (x)) =
⊕
φ ⊗ V
(Ĝ),φ
into the
direct sum of simple local system φ tensored with the multiplicity vector space V
(Ĝ),φ
. A pair
(M0(w)(Ĝ), φ) of a stratum M0(w)(Ĝ) and a simple local system φ on it is relevant for pi0,ζ if
V
(Ĝ),φ
6= 0. Then we have the decomposition theorem
(pi0,ζ)∗(CMζ(w)[dim]) =
⊕
IC(M0(w)(Ĝ), φ)⊗ V(Ĝ),φ,
where CMζ(w)[dim] is the direct sum
⊕
v CMζ(v,w)[dimMζ(v,w)]. We also know [7, 8.9.8] that
Htop(Z0,ζ(w)) ∼=
⊕
EndC(V(Ĝ),φ). (5.2)
Thus {V
(Ĝ,φ)
| ((M0)(Ĝ), φ) is relevant for pi0,ζ} is the set of isomorphism classes of irreducible
representations of Htop(Z0,ζ(w)).
We have similar formulas for piζ•,ζ : Mζ(w)→Mζ•(w). We denote by (Ĥ) a conjugacy class
of GL(V ) corresponding to a stratum ofMζ•(w). Similar to above we can define Htop(pi−1ζ•,ζ(y)),
which is a Htop(Zζ•,ζ(w))-module for y ∈Mζ•(w)(Ĥ).
If we decompose the direct image of IC(Mζ•(w)(Ĥ), ψ) as
(pi0,ζ•)∗(IC(Mζ•(w)(Ĥ), ψ)) =
⊕
IC(M0(w)(Ĝ), φ)⊗ V
(Ĥ),ψ
(Ĝ),φ
(5.3)
with the multiplicity vector space V (Ĥ),ψ
(Ĝ),φ
, we have the following branching rule from the double
decomposition formula (see [3, 1.11])
ResV
(Ĝ),φ
=
⊕
V
(Ĥ),ψ
(Ĝ),φ
⊗ V
(Ĥ),ψ
, (5.4)
where Res is the restriction functor from Htop(Z0,ζ(w))-modules to Htop(Zζ•,ζ(w))-modules via
the injective homomorphism (5.1). Since V
(Ĥ),ψ
are pairwise non-isomorphic, V (Ĥ),ψ
(Ĝ),φ
is the
multiplicity space HomHtop(Zζ•,ζ(w))(V(Ĥ),ψ,ResV(Ĝ),φ).
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Note also that V (Ĥ),ψ
(Ĝ),φ
is the φ-isotypical component of Htop(pi−10,ζ•(x), IC(Mζ•(w)(Ĥ), ψ))[dy]
the top degree cohomology of pi−10,ζ•(x) with the coefficient in the shifted IC sheaf, where dy =
dimMζ(w) − dimMζ•(w)(Ĥ). (More precisely we consider the degree ‘top’ and dy for each v
separately.) See [3, 1.10].
5.2 The restriction to a Levi factor
Let us consider the case when ζ, ζ• are as in Section 2.8 in this subsection.
In [24] we constructed an algebra homomorphism
U(g)→ Htop(Z0,ζ(w)).
The homomorphism was given on generators by
ei 7→
∑
v2
[P(v2,w)], fi 7→
∑
v2
±[ωP(v2,w)], h 7→
∑
v
〈h,w − v〉[∆(v,w)],
where P(v2,w) is the ‘Hecke correspondence’ parametrizing pairs ([B1, a1, b1], [B2, a2, b2]) such
that (B1, a1, b1) is a submodule of (B2, a2, b2) with the quotient isomorphic to Si, a module
with C on the vertex i, and 0 on the other vertices, ω is the exchange of factors of Mζ(v1,w)×
Mζ(v2,w) and ∆(v,w) is the diagonal in Mζ(v,w) ×Mζ(v,w). The ±-sign in the definition
of fi is not important in the discussion below, so its precise definition is omitted. From this
definition it is clear that we have an algebra homomorphism
U(gI0 + h)→ Htop(Zζ•,ζ(w)),
where h is the Cartan subalgebra of g and gI0 is the Levi factor corresponding to the subset
I0 ⊂ I.
We must be careful when we apply the result in the previous subsection, as this homomor-
phism is not an isomorphism.
Remark 5.5. Later we consider the case when g is an affine Lie algebra. Our affine Lie
algebra, as in [12], contains the degree operator d. It is mapped to
∑
v〈d,w − v〉[∆(v,w)] =
−∑v v0[∆(v,w)], where 0 is the special vertex of the affine graph as in Section 3.1.
Let us denote by IC(Mζ•(w)(Ĥ)) the IC sheaf corresponding to the trivial local system.
Theorem 5.6. Let V g(λ) (resp. V (gI0+h)(λ)) denote the irreducible integrable highest weight
module of g (resp. gI0 + h) with the highest weight λ. Then we have
(pi0,ζ•)∗(IC(Msζ•(v
0,w))) =
⊕
v′
HomgI0+h(V
(gI0+h)(w−v0), V g(w−v′))⊗IC(Ms0(v′,w))
⊕
⊕
(IC sheaves associated with non-regular strata).
Proof. LetM0(w)(Ĝ) be a stratum ofM0(w). Take a point x ∈M0(w)(Ĝ). The decomposition
Htop(pi−10,ζ (x)) =
⊕
φ ⊗ V
(Ĝ),φ
in the previous subsection is a decomposition of a g-module.
SupposeM0(w)(Ĝ) is regular, i.e., =M
s
0(v
′,w) for some v′. Then it is known that Htop(pi−10,ζ (x))
is an irreducible integrable representation of g with the highest weight vector [x] ∈ Htop(pi−10,ζ (x)∩
Mζ(v′,w)) [24, 10.2], where x can be considered as a point in Mζ(v′,w) as pi0,ζ : Mζ(v′,w)→
M0(v′,w) is an isomorphism on the preimage of Ms0(v′,w). In particular, V(Ĝ),φ = 0 unless φ
is the trivial local system in this case.
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Similarly if a stratum Mζ•(w)(Ĥ) is of the form M
s
ζ•(v
0,w) for some v0, then Htop(pi−1ζ•,ζ(y))
is the irreducible integrable representation V (gI0+h)(w − v0) if y ∈ Msζ•(v0,w). The highest
weight vector is [y] as above.
Consider a stratum Mζ•(w)(Ĥ) which contains IC(M
s
0(v
′,w)) in the decomposition (5.3).
We can write it as Msζ•(v
0,w) × (M0)(Ĥ′) as in (2.26). We consider the diagram (2.29). Since
κ is a finite birational morphism, we have
IC(Msζ•(v
0,w)× (M0)(Ĥ′)) = κ∗
(
IC(M(v0,w)) IC((M0)(Ĥ′))
)
,
and hence
(pi0,ζ•)∗IC(Msζ•(v0,w)× (M0)(Ĥ′)) = κ′∗
(
(pi0,ζ•)∗IC(M(v0,w)) IC((M0)(Ĥ′))
)
.
Since κ′ is also a finite morphism, this contains only IC sheaves on nonregular strata unless the
second factor (M0)(Ĥ′) is trivial. Hence (5.4) now becomes
ResV g(w − v′) =
⊕
v0
V w−v
0
w−v′ ⊗ V (gI0+h)(w − v0), (5.7)
where V w−v
0
w−v′ is the multiplicity of IC(M
s
0(v
′,w)) in the decomposition of (pi0,ζ•)∗(IC(Msζ•(v
0,
w))) in (5.3). Thus V w−v
0
w−v′ = HomgI0+h(V
(gI0+h)(w − v0), V g(w − v′)). Note here that
V (gI0+h)(w − v0) are non-isomorphic for different v0. 
We assume the graph is of affine type until the end of this subsection. This is because we
know the structure of Htop(pi−10,ζ (x)) for a point x from a nonregular stratum only in affine type.
We further suppose I0 6= I to avoid the trivial situation pi0,ζ• = id. We thus have
Mζ•(w) =
⊔
v
Msζ•(v,w), (5.8)
where v is such that w − v is an I0-dominant weight of V (w).
Let us consider pi0,ζ : Mζ(w)→M0(w). The stratification of M0(w) induced from (3.5) is
M0(w) =
⊔
Ms0(v
′,w)× S|λ|λ (C2 \ {0}/Γ). (5.9)
The criterion forMs0(v
′,w) 6= ∅ was given in Proposition 2.30. Take a point x from the stratum
Ms0(v
′,w) × S|λ|λ (C2 \ {0}/Γ) with λ = (λ1, . . . , λl) (l = l(λ)), and consider the inverse image
under pi0,ζ : Mζ(v,w)→M0(v,w). Then Î is the disjoint union of I and l copies of the Jordan
quiver. The dimension vectors are
v̂ = (v − v′ − |λ|δ, λ1, . . . , λl), ŵ = (w −Cv′, tδw, . . . , tδw),
where the first parts are the I-components and the remaining l entries are the Jordan quiver
components. In particular pi−10,ζ (x) is isomorphic to the product of pi
−1
0,ζ (0) (⊂ Mζ(w − Cv′))
and pi−10,ζ (0) (⊂ Mnormζ (λi, tδw)) (i = 1, . . . , l), where the latter are the quiver varieties associa-
ted with Jordan quivers. It is known that the latter’s are irreducible and half-dimensional in
Mnormζ (λi,
tδw). (See [25, Exercise 5.15] and the references therein.) Thus Htop(pi−10,ζ (x)) is
isomorphic to the tensor product of Htop(pi−10,ζ (0)) and C[
∏
i pi
−1
0,ζ (0)(⊂ Mnormζ (λi, tδw))]. The
affine Lie algebra g acts trivially on the second factor (or more precisely the degree operator d
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acts by −λi by Remark 5.5), so Htop(pi−10,ζ (x)) is isomorphic to V g(w− v′ − |λ|δ). In particular,
we get
(pi0,ζ)∗(CMζ(w)[dim]) =
⊕
v′,λ
IC(Ms0(v
′,w)× S|λ|λ (C2 \ {0}/Γ))⊗ V g(w − v′ − |λ|δ).
Note that the argument also shows that nontrivial local systems do not appear in the direct
summand as for regular strata. Moreover, the closure of S|λ|λ (C
2\{0}/Γ)) has only finite quotient
singularities, and hence is rationally smooth: IC(S|λ|λ (C
2 \ {0}/Γ))) = C
S
|λ|
λ (C2\{0}/Γ))
[dim],
where dim means dimS|λ|λ (C
2 \ {0}/Γ)).
Hence we have
Theorem 5.10. Suppose the graph is of affine type and I0 6= I. Then
(1) The strata of Mζ•(w) and M0(w) are given by (5.8), (5.9) respectively. The criterion of
the nonemptiness of Msζ•(v,w), M
s
0(v,w) is given in Proposition 2.30.
(2) We have
(pi0,ζ•)∗(IC(Msζ•(v
0,w))) =
⊕
v,λ
IC(Ms0(v
′,w)) C
S
|λ|
λ (C2\{0}/Γ))
[dim]
⊗C Hom(gI0+h)(V
(gI0+h)(w − v0), V g(w − v′ − |λ|δ)).
Remarks 5.11. (1) Suppose I0 = ∅ and hence ζ = ζ•, Msζ(v0,w) = Mζ(v0,w). Then the
above implies that the restriction of H∗(pi−10,ζ (0)) to a g-module decomposes as⊕
v,λ
H∗(i!0IC(M
s
0(v,w)))⊗ V g(w − v − |λ|δ),
where i0 : {0} →M0(w) is the inclusion. This is nothing but [28, Theorem 5.2].
(2) It is known that H∗(pi−10,ζ (0)) is the tensor product of g-modules corresponding to ones
with w = Λµp for various µp ∈ [0, r − 1]. (See the proof of [26, 14.1.2].) If we further assume g
is of affine type A(1)r−1 = sl(r)aff , then those g-modules can be computed by various means. For
example, we use Proposition 2.30 to findMs0(v,Λµp) = ∅ unless v = 0. Therefore H∗(pi
−1
0,ζ (0)) is
isomorphic to
⊕
λ V
g(Λµp −|λ|δ). The direct sum of 1-dimensional spaces for each partition λ is
isomorphic to the Fock space of the Heisenberg algebra. Thus this is isomorphic to the restriction
of the highest weight representation V gl(r)aff (Λi) of gl(r)aff to sl(r)aff . (See Section A.) Combined
with (A.6) we find that H∗(i!0IC(Ms0(v,w))) is isomorphic to V sl(l)aff (λ)µ. This observation was
used in [4] to confirm a (weak form) of the conjecture proposed there in type A.
5.3 Restriction to the affine Lie algebra of a Levi factor
Let us consider the case in Section 3.2. The analysis is almost the same as in the previous
subsection.
The stratification of M0(w) was already given in (5.9). The fiber pi−10,ζ (x) of a point x in the
stratum Ms0(v
′,w)× S|λ|λ (C2 \ {0}/Γ) (see (5.9)) is isomorphic to the integrable highest weight
representation V g(w − v′ − |λ|δ) of the affine Lie algebra g. Strictly speaking, this result does
not follows directly from [24] as the generic stability parameter ζ used there is different from
the one used here. Rather it is the one in Section 2.8. Therefore Htop(pi−10,ζ (x)), a priori , only
has an h-module structure. Let us denote the generic parameter ζ in the previous subsection
by ζ+.
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Lemma 5.12. Let us fix v and consider pi−10,ζ (x) ⊂Mζ(v,w) and pi−10,ζ+(x) ⊂Mζ+(v,w). There
is a graded vector space isomorphism H∗(pi−10,ζ (x)) ∼= H∗(pi−10,ζ+(x)) (which is canonical in the way
explained during the proof ). In particular, Htop(pi−10,ζ (x)) is isomorphic to V
g(w − v′ − |λ|δ) as
an h-module.
By (5.2) Htop(Z0,ζ(w)) has an induced homomorphism from U(g).
Proof. We know that pi−10,ζ (x) ⊂Mζ(v,w) is isomorphic to the product of pi−10,ζ (0) ⊂Mζ(v−v′,
w − cv′) and pi−10,ζ (0) ⊂ Mnormζ (λi, tδw) (i = 1, . . . , l) as in the previous subsection. The same
holds for ζ+. The latter factors are the same for our ζ and ζ+, so we need to worry about the
first factor. We know that the inclusion pi−10,ζ (0) ⊂ Mζ(v − v′,w − Cv′) and one for ζ+ are
homotopy equivalences [22, 5.5], and the C∞-structure of Mζ(v − v′,w −Cv′) is independent
of the choice of generic parameter ζ. In particular, we get the first assertion. Since this is the
weight space, we have the second assertion. 
There is another way to construct an isomorphism H∗(pi−10,ζ (x)) ∼= H∗(pi−10,ζ+(x)). Let us
sketch the construction. We introduce the complex parameter ζC ∈ CI and consider the
quotients of µ−1(CI) by G associated with the stability parameters ζ, ζ+ and 0. Let us de-
note the corresponding variety by Nζ(v,w), etc. The morphisms pi0,ζ : Nζ(v,w) → N0(v,w),
pi0,ζ+ : Nζ+(v,w) → N0(v,w) become small , and the pushforward of the constant sheaves
CNζ(v,w)[dim], CNζ+ (v,w)[dim] are both the IC sheaf of the closure of N
s
0(v,w). Therefore
both H∗(pi−10,ζ (x)) and H∗(pi
−1
0,ζ+
(x)) are the stalk of IC(Ns0(v,w)) at x, hence are isomorphic.
Moreover as Htop(Z0,ζ(w)) is isomorphic to EndDb(M0(w))((pi0,ζ)∗(CMζ(w)[dim]) ([7, 8.9.6]), this
construction also gives a natural isomorphism Htop(Z0,ζ(w)) ∼= Htop(Z0,ζ+(w)) respecting the
convolution product. This kind of construction is well-known in the geometric construction of
the Springer correspondence (see [17]). And N0(v,w) is an analog of the Beilinson–Drinfeld
Grassmannian in the double affine Grassmannian.
Remark 5.13. It is probably possible to define a homomorphismU(g)→ Htop(Z0,ζ(w)) also for
this ζ more directly. When w is of level 1, this can be done by combining the Heisenberg algebra
representation on the cohomology group of Hilbert schemes of points [25] and the Frenkel–
Kac construction [12, § 14] (see [10]). Furthermore, it defines the same representation on
Hmid(Mζ(w)) ∼= Hmid(Mζ+(w)) as one in [24] if the graph is of affine type A [21].
Since V g(w − v′ − |λ|δ) is not irreducible as an h-module, the previous argument showing
that V
(Ĝ),φ
= 0 unless φ is the trivial local system does not work. But we can deduce it from
the corresponding vanishing for ζ+ in the previous subsection. This can be done (at least) in
two ways. One is to use the reflection functor [29] to construct an isomorphism Mζ(v,w) →
Mζ+(v′,w) (for an appropriate v′). It is compatible with pi0,ζ , pi0,ζ+ , so the assertion follows.
The second one is to use Nζ as above. Then both (pi0,ζ)∗(CMζ(v,w)[dim]), (pi0,ζ+)∗(CMζ+ (v,w))
are obtained from the above IC sheaf IC(Ns0(v,w)) by the restriction. Therefore they are
isomorphic.
Next consider piζ•,ζ . The stratification of Mζ•(w) induced from (3.5) is
Mζ•(w) =
⊔
Msζ•(v
0,w)× S|µ|µ
[
Xζ◦ \
⋃
i∈I00
Ci
]
, (5.14)
where µ is a partition.
Take a point y from the stratum of the form in (5.14). The fiber pi−1ζ•,ζ(y) is isomorphic to
the product of pi−10,ζ (0) ⊂ Mζ(ŵc) (c ∈ C) and pi−10,ζ (0) ⊂ Mnormζ (µi, tδw) (i = 1, . . . , l). Here ŵc
is the entries corresponding to c in (3.6), and Mζ(ŵc) is the quiver variety for the affine graph
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corresponding to c. Let (gI00 )aff be the affine Lie algebra of the Levi factor gI00 of the finite
dimensional Lie algebra gI0 . Then Htop(pi
−1
ζ•,ζ(y)) is the integrable highest weight representation
V
(g
I00
)aff+h(w−v0−|µ|δ). More precisely it is the direct product of the integrable highest weight
representation for the affine Lie algebra corresponding to c with the highest weight ŵc for c ∈ C.
Note that each factor has level tδw, independent of c, thus the affine Lie algebra (gI00 )aff contains
only the one dimensional central extension even if gI00 has several simple factors.
As in the case of pi0,ζ we need an explanation of the ((gI00 )aff + h)-module structure on
Htop(pi−1ζ•,ζ(y)). It can be done in two ways as above. We still need to compare it with the
g-module structure considered for pi0,ζ . It is clear that the h-module structure is compatible in
either ways. But the author does not know how to compare the g-module and (gI00 )aff -module
structure. Therefore the equality (5.7) holds only as h-modules. Practically it is enough for our
purpose as integrable highest weight representations are determined by their characters. Thus
we get
Theorem 5.15. (1) The strata of Mζ•(w) and M0(w) are given by (5.14), (5.9) respectively.
The criterion of the nonemptiness of Msζ•(v,w), M
s
0(v,w) is given in Proposition 3.8.
(2) If we define V v
0,µ
v′,λ by
(pi0,ζ•)∗
(
IC(Msζ•(v
0,w)) C
S
|µ|
µ
[
Xζ◦\
⋃
i∈I00
Ci
][dim])
=
⊕
v′,λ
IC(Ms0(v
′,w)) C
S
|λ|
λ (C2\{0}/Γ))
[dim]⊗ V v0,µv′,λ ,
we have⊕
v0,µ
V v
0,µ
v′,λ ⊗ V
((g
I00
)aff+h)(w − v0 − |µ|δ) ∼= V g(w − v′ − |λ|δ).
Therefore
Hom(g
I00
)aff+h
(
V
((g
I00
)aff+h)(w − v0), V g(w − v′ − |λ|δ)) =⊕
µ
V
v0−|µ|δ,µ
v′,λ . (5.16)
Remarks 5.17. (1) By the same argument as in the proof of Theorem 5.6 we have V v
0,µ
v′,∅ = 0
unless µ = ∅. Therefore the right hand side of (5.16) contains only the single term V v
0,∅
v′,λ if
λ = ∅.
(2) We can determine the individual V v
0,µ
v′,λ from the branching coefficients. First we show
that that it is enough to consider the case µ = ∅. For a general µ, we use the diagram (2.29)
and argue as in the proof of Theorem 5.6. We need to compute
κ′∗
(
(pi0,ζ•)∗IC(Msζ•(v
0,w)) (pi0,ζ•)∗C
S
|µ|
µ
[
Xζ◦\
⋃
i∈I00
Ci
][dim]) ,
where the first pi0,ζ• is pi0,ζ• : Mζ•(v0,w)→M0(v0,w) and the second one is pi0,ζ• : S|µ|Xζ• →
S|µ|C2/Γ. The first pushforward is already known, as it is the case µ = ∅. The second
pushforward is easily computed as pi0,ζ• is semismall, both S|µ|Xζ• , S|µ|C2/Γ are rationally
smooth, and fibers can be described. Finally we can compute
κ′∗
(
IC(Msζ•(v
0,w)) C
S
|λ|
λ (C2\{0}/Γ)
 C
S
|λ′|
λ′ (C2\{0}/Γ)
)
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by calculating the degree of the map κ′ : S|λ|λ (C
2 \ {0}/Γ) × S|λ′|λ′ (C2 \ {0}/Γ) → S|λ|+|λ
′|
λ∪λ′ (C
2 \
{0}/Γ).
When we consider a string ‘v0 + Zδ’, there is a minimal element v0min such that Msζ•(v0min −
mδ,w) = ∅ for m > 0. Then the right hand side only has a single summand V v
0
min,∅
v′,λ if
v0 = v0min. Thus it is determined by the branching coefficient. For general v
0 = v0min +mδ, we
can determine V v
0,∅
v′,λ by induction on m, as summands appearing in the right hand side of (5.16)
are smaller.
(3) Suppose that g is of affine type A(1)r−1 = sl(r)aff and I
0
0 = I0 \ {r1} for some 1 ≤ r1 < r.
Then we have gI00
∼=sl(r1)⊕sl(r2) where r2=r−r1. By (A.9) the factor Hom((g
I00
)aff+h)(V
((g
I00
)aff+h)
(w − v0), V g(w − v′)) gives the tensor product multiplicity of V sl(l)aff (λ) in V sl(l)aff (λ1) ⊗
V sl(l)aff (λ2) for appropriate λ, λ1, λ2. This confirms the conjecture [5] that the convolution
diagram for the double affine Grassmannian realizing the tensor product is defined by the Uh-
lenbeck partial compactification of the framed moduli space of instantons on the orbifold Xζ• .
However it remains to be clarified how we should interpret summands λ, µ 6= ∅ to make a
‘categorical’ statement as in the usual geometric Satake correspondence.
(4) In view of the level-rank duality it is natural to expect that H∗(pi−10,ζ (0)) has a structure
of the Heisenberg algebra module commuting with the g-action. Since Mζ(w) is the framed
moduli space of torsion free sheaves on Xζ◦ , such a structure was constructed by the author [25,
Chapter 8] (see [2] for a higher rank generalization). When w is of level 1, one can check that
the Heisenberg algebra action commutes with the g-action mentioned in Remark 5.13, but it is
still open in higher level.
6 MV cycles for the double affine Grassmannian of type A
The Mirkovic´–Vilonen cycles (MV cycles in short) are certain subvarieties in the affine Grass-
mannian and are natural geometric basis elements of a weight space of an irreducible finite
dimensional representation of a finite dimensional simple Lie algebra [20]. Their conjectural
double affine Grassmannian analogs are proposed by Braverman and Finkelberg [5].
Via the level-rank duality (see (A.6)) their conjectural basis for V sl(l)aff (λ)µ also should give
a basis of the tensor product multiplicity space for gl(r)aff . Recall that the author introduced
a Lagrangian subvariety Z˜(w) in
⊔
vMζ(v,w) such that the set of its irreducible components
have a crystal structure isomorphic to the tensor product for sl(r)aff [27] (see also [19]). A simple
modification gives the tensor product for gl(r)aff . Then we show that those irreducible compo-
nents of (the modified version of) Z˜(w) intersecting with the open subvariety
⋃
pi−1(Ms0(v,w))
are exactly highest weight vectors. In particular, the number of such irreducible components is
equal to the weight multiplicity. Note also that those irreducible components are identified with
those of a Lagrangian subvariety in Ms0(v,w). The definition makes sense for the Uhlenbeck
compactification of the framed moduli of G-bundles for any G.
Remark 6.1. Together with the theory of the crystal base, we have the actual highest weight
vectors in the tensor product representation (instead of the tensor product crystal) parametrized
naturally by those irreducible components. But the fundamental classes of those irreducible
components are not necessarily highest weight vectors, when we realize the tensor product
representation as the homology group of Z˜(w) [27]. Note also that Z˜(w) makes sense only for
G = SL(l) (or GL(l)). We do not know a satisfactory natural way to remedy this flaw.
Let (I, E) be the graph of the affine type Ar−1. We number the vertices in the cyclic order
as usual starting from 0 to r − 1. We choose the cyclic orientation Ω, i.e., 0 → 1, 1 → 2, . . . ,
r − 2→ r − 1, r − 1→ 0. The corresponding Lie algebra g is sl(r)aff .
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We choose the stability parameter ζ as in Example 2.7(1). For I-graded vector spaces V ,
W with v = dimV , w = dimW we consider quiver varieties Mζ(v,w), M0(v,w). We further
choose a decomposition W = W 1 ⊕W 2 ⊕ · · · ⊕W l into 1-dimensional subspaces. (At the end
the definition of MV cycles depends only on the flag 0 ⊂ W 1 ⊂ W 1 ⊕W 2 ⊂ · · · ⊂ W .) In
particular, W p is concentrated at a degree µp ∈ I, i.e., dimW p = eµp . We define a 1-parameter
subgroup ρ0 : C∗ → GW by
ρ0(t) = tm1 idW 1 ⊕tm2 idW 2 ⊕ · · · ⊕ tml idW l
with m1  m2  · · ·  ml. We define a C∗-action on M(V,W ) and the induced actions on
Mζ(v,w), M0(v,w) by
Bh 7→
{
Bh if h ∈ Ω,
tBh if h ∈ Ω,
a 7→ aρ0(t)−1, b 7→ tρ0(t)b.
Let
Zζ(v,w)
def=
{
[B, a, b] ∈Mζ(v,w)
∣∣ lim
t→∞ t · [B, a, b] exists
}
.
By [27, § 8] Zζ(v,w) is a Lagrangian subvariety in Mζ(v,w). Let IrrZζ(v,w) denote the
set of irreducible components of Zζ(v,w). By [27, § 8], its disjoint union
⊔
v IrrZζ(v,w) has
a structure of sl(r)aff -crystal. Moreover it is isomorphic to the tensor product of the crystal⊔
vp IrrZζ(v
p,Λµp) by the same proof as [27, 4.6]. Here Zζ(vp,Λµp) is defined in the same way
as above applied to w = Λµp . (ρ(t) does not matter in this case.)
Thanks to the following lemma, we have isomorphisms:⊔
v
IrrZζ(v,w) ∼=
l⊗
p=1
(⊕
λp
Bsl(r)aff (Λµp)⊗ T−|λp|δ
)
, (6.2)
where λp runs over partitions. Here Bsl(r)aff (Λµp) denotes the crystal of the integrable highest
weight representation V sl(r)aff (Λµp), and T−|λp|δ is the crystal consisting of a single element with
weight −|λp|δ.
Lemma 6.3.
⊔
vp IrrZζ(v
p,Λµp) is isomorphic to
⊕
λpB
sl(r)aff (Λµp)⊗ T−|λp|δ.
We now introduce the analog of MV cycles:
Zs0(v,w)
def=
{
[B, a, b] ∈Ms0(v,w)
∣∣ lim
t→∞ t · [B, a, b] exists
}
.
Since pi = pi0,ζ is projective, we have Zs0(v,w) = pi(Zζ(v,w)) ∩Ms0(v,w). Since pi is an iso-
morphism on pi−1(Ms0(v,w)) (see Section 2.5), this can be further identified with Zζ(v,w) ∩
pi−1(Ms0(v,w)). Since pi−1(Ms0(v,w)) is an open subset, Zs0(v,w) is of pure dimension with
dim = dimMζ(v,w)/2. Its irreducible components are naturally identified with irreducible
components of Zζ(v,w) intersecting with pi−1(Ms0(v,w)).
Theorem 6.4. (1) Zs0(v,w) ∼= Zζ(v,w) ∩ pi−1(Ms0(v,w)) is of pure dimension with dim =
dimMζ(v,w)/2.
(2) Let Y0 be an an irreducible component of Zs0(v,w) and B(Y0) be the connected component
containing the closure of pi−1ζ,0(Y0). Then we have⊔
v
IrrZζ(v,w) ∼=
⊔
Y0∈
⊔
v IrrZ
s
0(v,w)
λ: partition
B(Y0)⊗ T−|λ|δ.
Furthermore B(Y0) is isomorphic to the crystal of the integrable highest weight module V sl(r)aff
(wtY0) so that Y0 is the highest weight vector.
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Since the crystal of V gl(r)aff (wtY0) is isomorphic to unionsqλB(Y0) ⊗ T−|λ|δ, we conclude that
IrrZs0(v,w) parametrizes a basis of Homgl(r)aff (V
gl(r)aff (w − v),⊗lp=1 V gl(r)aff (Λµp)) in (6.2).
Proof of Lemma 6.3. We considerM0(v,Λµp). Thanks to Proposition 2.30(1), the stratifica-
tion (3.5) is very simple in this case:
M0(v,Λµp) ∼=
⊔
λ,mi
S
|λ|
λ (C
2 \ {0}/Γ)×
{⊕
i
S⊕mii
}
,
where the summation runs over partitions λ and nonnegative integersmi with v = |λ|δ+
∑
miei.
In this description, the C∗-action is the induced action from the action t · (x, y) 7→ (x, ty) on C2.
Therefore the points where the limit exists when t→∞ are
⊔
λ,mi
S
|λ|
λ ((x-axis) \ {0}/Γ)×
{⊕
i
S⊕mii
}
.
From this description and the definition of the crystal structure, we know that the highest
weight vectors, i.e., those irreducible components Y with εi(Y ) = 0 for all i ∈ I, are closures of
pi−1(S|λ|λ ((x-axis)\{0}/Γ) inMζ(|λ|δ,Λµp). Note that this is irreducible as the punctual Hilbert
scheme is irreducible. Moreover the component of the crystal containing this highest weight
vector is isomorphic to the crystal of
⊔
vp IrrLζ(v
p,Λµp)⊗ T−|λ|δ. Thus we have
⊔
vp
IrrZζ(vp,Λµp) ∼=
⊕
λp
(⊔
vp
IrrLζ(vp,Λµp)
)
⊗ T−|λ|δ,
where Lζ(vp,Λµp)=pi−1(0). Since
⊔
vp IrrLζ(v
p,Λµp) is isomorphic to the crystal of V sl(r)aff (Λµp)
[13, 33, 27], we have the assertion. 
Proof of Theorem 6.4. (1) is already proved.
(2) Let us consider the stratification of M0(v,w) in (3.5):
M0(v,w) =
⊔
Ms0(v
0,w)× S|λ|λ (C2 \ {0}/Γ)×
{⊕
i∈I
S⊕mii
}
.
The points where the limit exists when t→∞ are
⊔
Zs0(v
0,w)× S|λ|λ ((x-axis) \ {0}/Γ)×
{⊕
i∈I
S⊕mii
}
as in the proof of Lemma 6.3. The highest weight vectors are of the closures of
pi−1(Y0 × S|λ|λ ((x-axis) \ {0}/Γ))
in Mζ(v0 + |λ|δ,w) where Y0 is an irreducible component of Zs0(v0,w). From the definition of
the crystal structure, the connected component containing the above vector is the tensor product
B(Y0)⊗ T−|λ|δ. This shows the first statement.
Again from the definition of the crystal structure, B(Y0) is isomorphic to the crystal
⊔
v
IrrLζ(v,w−v0), which is known to be isomorphic to the crystal of V sl(r)aff (w−v0) [13, 33, 27].
This shows the second statement. 
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A Level-rank duality
Our formulation follows [11, 31].
We denote the central extension of the loop Lie algebra by ŝl(r) while the affine Lie algebra is
denoted by sl(r)aff . The latter contains the degree operator d. Our notation is slightly different
from one in [4] and distinguishes weights of sl(r)aff and gl(r)aff .
A.1 Weight multiplicities
Let X, Y be finite dimensional vector spaces of dimensions l, r respectively. Let L (X ⊗ Y ) =
X⊗Y ⊗t1/2C[t, t−1]. Let F ≡ ∧∞/2L (X⊗Y ) be the semi-infinite wedge space, or the fermionic
Fock space. If we take a basis {xp} (p = 1, . . . , l) of X and {yi} (i = 1, . . . , r) of Y , L (X ⊗ Y )
has a basis {xp⊗yi⊗ tn} (p = 1, . . . , l, i = 1, . . . , r, n ∈ Z+1/2). We put a total ordering on the
basis elements by the lexicographic ordering, first read n, then p, finally i. Then F has a basis
v1 ∧ v2 ∧ v3 ∧ · · · , (A.1)
where vk = xpk⊗yik⊗tnk is a basis element in L (X⊗Y ) and we require that v1 > v2 > v3 > · · ·
and vk+1 is the next element of vk for k  0. We have the fermion operators ψip(n) and their
conjugate operators ψip(n) acting on F satisfying the Clifford algebra relations{
ψip(n), ψjq(m)
}
= 0 = {ψip(n), ψjq(m)} ,
{
ψip(n), ψjq(m)
}
= δijδpqδm+n,0.
The vacuum vector |0〉 ∈ F is the basis vector (A.1) where vk runs over all xp ⊗ yi ⊗ tn with
n < 0.
The basis vectors above are parametrized by Maya diagrams M of (l × r)-components:
M =
{
mip(n)
∣∣∣∣∣mip(n) =  or  (1 ≤ p ≤ l, 1 ≤ i ≤ r, n ∈ Z+ 1/2)mip(n) =  (resp. ) for n 0 (resp. n 0)
}
.
It can be visualized as
l boxes
{
· · ·
−3/2
︸ ︷︷ ︸
r boxes
−1/2 1/2 3/2
· · · .
The corresponding basis element (A.1) is determined so that v1 corresponds to the first 
reading from the right, v2 corresponds to the second, etc.
We define the degree operator d acting on F by
d(M) =
− ∑
n>0
mi,p(n)=
n+
∑
n<0
mi,p(n)=
n
M.
We have [d, ψip(n)] = nψip(n), [d, ψip(n)] = nψip(n).
We have commuting actions of ŝl(X)r, ŝl(Y )l (the scripts indicate the levels) and the Heisen-
berg algebra â given by
ŝl(X)r Jpq (n) (p 6= q), Jpp (n)− Jp+1p+1 (n) (p = 1, . . . , l − 1),
Jqp (n)
def=
l∑
i=1
∑
m
:ψip(n−m)ψiq(m) :,
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ŝl(Y )l J ij(n) (i 6= j), J ii (n)− J i+1i+1 (n) (i = 1, . . . , r − 1),
J ji (n)
def=
r∑
p=1
∑
m
:ψip(n−m)ψjp(m) :,
â J(n) def=
r∑
i=1
l∑
p=1
∑
m
:ψip(n−m)ψip(m) :=
r∑
i=1
J ii (n) =
l∑
p=1
Jpp (n),
where : : denotes the normal ordering, defined by : x(m)y(n) :def= x(m)y(n) (resp. y(n)x(m),
1/2(x(m)y(n) + y(n)x(m))) if n > m (resp. n < m, n = m). The degree operator d gives the
degree operators for ŝl(X), ŝl(Y ) and â.
The branching formula of F is as follows [11]:
F ∼=
⊕
λ∈Y rl
V ŝl(X)(λ)⊗ V ŝl(Y )(tλ)⊗H â|λ|. (A.2)
We need to explain the notation: The set Y rl of generalized Young diagram consists of sequences
λ = (λ1, . . . , λl) (λp ∈ Z, λ1 ≥ · · · ≥ λl) with the level r constraint λ1 − λl ≤ r. The size of λ is
|λ| =∑lp=1 λi. We define the Maya diagram M(λ) associated with λ by
mip(n) =
{
 if r(n− 12) + i ≤ λp,
 otherwise.
A generalized Young diagram λ defines a dominant weight of ŝl(X) of level r by
(r − λ1 + λl)Λ0 +
l−1∑
p=1
(λp − λp+1)Λp,
where Λp is the pth fundamental weight. We denote it by λ. Then V ŝl(X)(λ) is the corresponding
irreducible integrable highest weight module of ŝl(X). Conversely a dominant weight λ with
level r gives a generalized Young diagram unique up to shift: (λ1, . . . , λl) 7→ (λ1+k, . . . , λl+k).
The transposition t : Y rl → Y lr is defined by mpi(n)
def= mip(n), i.e., the transposition of
each (l × r) rectangle in the Maya diagram. Then tλ defines a dominant weight tλ of ŝl(Y ) of
level l. The corresponding representation is denoted by V ŝl(Y )(tλ).
Finally H âk denote the irreducible representation of â with charge k. Here the charge is the
eigenvalue of J(0) which counts the number of  in the region n > 0 minus the number of  in
n < 0.
The basis vector corresponding to the Maya diagramM(λ) (λ ∈ Y rl ) gives the highest weight
vector of V ŝl(X)(λ)⊗ V ŝl(Y )(tλ)⊗H â|λ| in the decomposition (A.2).
We have ŝl(Y )⊕â ∼= ĝl(Y ). We denote V ŝl(Y )(λ)⊗H â|λ| by V ĝl(Y )(tλ). Note that the ambiguity
of the shift disappears if we consider tλ as a weight for ĝl(Y ). Then (A.2) can be rewritten as
F ∼=
⊕
λ∈Y rl
V ŝl(X)(λ)⊗ V ĝl(Y )(tλ). (A.3)
Let λ ∈ Y rl and µ be a dominant weight of ŝl(X) of level r. Then the weight space V ŝl(X)(λ)µ
is isomorphic to
V ŝl(X)(λ)µ ∼= Homĝl(Y )l⊕ĥ(ŝl(X))
(
V ĝl(Y )(tλ)⊗ Cµ, F
)
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∼=
⊕
Hom
ĝl(Y )l⊕ĥ(ĝl(X))
(
V ĝl(Y )(tλ)⊗ Cµ, F
)
,
where ĥ(ŝl(X)) (resp. ĥ(ĝl(X))) is the Cartan subalgebra of ŝl(X) (resp. ĝl(X)), Cµ (resp. Cµ)
is its representation with weight µ (resp. µ), and
⊕
runs over all µ ∈ Y rl whose corresponding
ŝl(X)-weight is the given µ. According to µ, the space X decomposes into direct sum of 1-
dimensional eigenspaces, and hence we have
Hom
ĥ(ĝl(X))
(Cµ, F ) ∼=
l⊗
p=1
V ĝl(Y )(Λµp), (A.4)
where Λµp is the µthp -fundamental weight of ŝl(Y ) with µp understood modulo r, and V
ĝl(Y )(Λµp)
is V ŝl(Y )(Λµp)⊗H âµp . Thus we get
V ŝl(X)(λ)µ ∼=
⊕
Hom
ĝl(Y )l
(
V ĝl(Y )(tλ),
l⊗
p=1
V ĝl(Y )(Λµp)
)
.
However the right hand side is 0 unless |λ| = |µ|, so we have at most one µ contributing to ⊕.
On the other hand (|λ| mod l) is well-defined for λ. If µ is a weight of V ŝl(X)(λ), then we must
have |λ| ≡ |µ| (mod l). Hence we have exactly one µ with |λ| = |µ| and
V ŝl(X)(λ)µ ∼= Homĝl(Y )l
(
V ĝl(Y )(tλ),
l⊗
p=1
V ĝl(Y )(Λµp)
)
. (A.5)
Now we incorporate the degree operator. Recall that an irreducible highest weight module
V ŝl(X)(λ) of ŝl(X) has a lift to sl(X)aff = ŝl(X)⊕Cdŝl(X), which is unique if we fix the value of
〈dX , λ〉 [12, § 9.10]. The same is true for ĝl(Y ). We fix 〈dX , λ〉, 〈dY , tλ〉 (and hence the lifts of
V ŝl(X)(λ), V ĝl(Y )(tλ)) so that we have
d = dX ⊗ 1 + 1⊗ dY
in (A.3). This is possible since d gives the degree operator for ŝl(X) and ĝl(Y ). Therefore
〈dX , λ〉+ 〈dY , tλ〉 is equal to the eigenvalue of d for the highest weight vector vλ ⊗ vtλ, i.e., the
vector corresponding to the Maya diagram M(λ). Let us denote the eigenvalue by 〈d,M(λ)〉.
We also have d on (A.4), the restriction from that on F . Thus
⊗l
p=1 V
ĝl(Y )(Λµp) has a natural
lift to a gl(Y )aff -module. From the construction, it is the tensor product of lifts of factors
V ĝl(Y )(Λµp) and the eigenvalue of d for the highest weight vector
⊗
vΛµp is equal to that for
the vector corresponding to the Maya diagram M(µ), i.e., 〈d,M(µ)〉. Thus⊗lp=1 V ĝl(Y )(Λµp) is⊗l
p=1 V
gl(Y )aff (Λµp)⊗e〈d,M(µ)〉δY as a gl(Y )aff -module, if we define 〈dY ,Λµp〉 = 0 and the second
factor e〈d,M(µ)〉δY is the trivial ĝl(Y )-module with dY acting by the multiplication by 〈d,M(µ)〉.
Then the right hand side of (A.5) has the induced operator d, which is equal to dX in the left
hand side from the definition. Thus we can decompose both sides of (A.5) into eigenspaces of d:
V sl(X)aff (λ)µ ∼= Homgl(Y )aff
(
V gl(Y )aff (tλ+ tδY ),
l⊗
p=1
V gl(Y )aff (Λµp)
)
, (A.6)
where we have chosen a lift of µ to a weight of sl(X)aff and denoted it by the same notation,
and t = 〈dX , µ〉 − 〈d,M(µ)〉. We have the relation
〈dX , λ− µ〉 = −〈dY , tλ+ tδY 〉+ 〈d,M(λ)〉 − 〈d,M(µ)〉. (A.7)
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The above weights are related to those in the main body of the paper (Remarks 5.11) by
w =
∑
i
wiΛi =
l∑
p=1
Λµp , w − v =
∑
i
wiΛi − viαi = tλ+ tδY .
A.2 Tensor product multiplicities
We decompose as Y = Y1 ⊕ Y2 with dimYα = rα (α = 1, 2). Then we have L (X ⊗ Y ) ∼=
L (X ⊗ Y1)⊕L (X ⊗ Y2) and hence∧∞/2L (X ⊗ Y ) ∼= ∧∞/2L (X ⊗ Y1)⊗∧∞/2L (X ⊗ Y2).
We apply the decomposition (A.3) to both hand sides:⊕
λ∈Y rl
V ŝl(X)(λ)⊗ V ĝl(Y )(tλ) ∼=
⊕
λ1∈Y r1l
λ2∈Y r2l
V ŝl(X)(λ1)⊗ V ŝl(X)(λ2)⊗ V ĝl(Y1)(tλ1)⊗ V ĝl(Y2)(tλ2).
Hence
Hom
ŝl(X)r
(
V ŝl(X)(λ), V ŝl(X)(λ1)⊗ V ŝl(X)(λ2)
)
∼= Homŝl(X)r⊕ĝl(Y1)l⊕ĝl(Y2)l
(
V ŝl(X)(λ)⊗ V ĝl(Y1)(tλ1)⊗ V ĝl(Y2)(tλ2),
∧∞/2L (X ⊗ Y ))
∼=
⊕
Hom
ĝl(Y1)l⊕ĝl(Y2)l
(
V ĝl(Y1)(tλ1)⊗ V ĝl(Y2)(tλ2), V ĝl(Y )(tλ)
)
,
where the summation runs over all λ whose corresponding sl(Y )-weight is the given λ. Since
this is 0 unless |λ| = |λ1| + |λ2|, we only have a single summand as in the previous subsection,
and hence
Hom
ŝl(X)r
(
V ŝl(X)(λ), V ŝl(X)(λ1)⊗ V ŝl(X)(λ2)
)
∼= Homĝl(Y1)l⊕ĝl(Y2)l
(
V ĝl(Y1)(tλ1)⊗ V ĝl(Y2)(tλ2), V ĝl(Y )(tλ)
)
.
We can incorporate the degree operator after fixing the values of 〈dX , λ〉, 〈dX , λ1〉, 〈dX , λ2〉
as in the previous subsection. We have
Homsl(X)aff
(
V sl(X)aff (λ), V sl(X)aff (λ1)⊗ V sl(X)aff (λ2)
)
∼= Hom(gl(Y1)⊕gl(Y2))aff
(
V gl(Y1)aff (tλ1)⊗ V gl(Y2)aff (tλ2), V gl(Y )aff (tλ)
)
with the relation
〈dX , λ〉 − 〈dX , λ1〉 − 〈dX , λ2〉
= −〈dY , tλ〉+ 〈dY , tλ1〉+ 〈dY , tλ2〉+ 〈d,M(λ)〉 − 〈d,M(λ1)〉 − 〈d,M(λ2)〉.
We need to re-write this isomorphism in terms of sl(Y1)aff , sl(Y2)aff . Let a1 ⊂ gl(Y1),
a2 ⊂ gl(Y2) be the central subalgebras generated by
∑r1
i=1 J
i
i (0) and
∑r
i=r1+1
J ii (0) respec-
tively. Let â1, â2 be the corresponding Heisenberg subalgebras of ĝl(Y1), ĝl(Y2). We consider
the subalgebras
a0
def=
〈
J0(0) def= −r2
r1∑
i=1
J ii (0) + r1
r∑
j=r1+1
J jj (0)
〉
⊂ a1 ⊕ a2,
â0
def=
〈
J0(n) def= −r2
r1∑
i=1
J ii (n) + r1
r∑
j=r1+1
J jj (n)
〉
n∈Z
⊂ â1 ⊕ â2.
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We also put a0aff
def= â0 ⊕ Cd with the usual commutator relation. We have a1 ⊕ a2 = a0 ⊕ a,
where a is the subalgebra generated by J(0). Therefore
Hom(gl(Y1)⊕gl(Y2))aff
(
V gl(Y1)aff (tλ1)⊗ V gl(Y2)aff (tλ2), V gl(Y )aff (tλ)
)
(A.8)
∼= Homŝl(Y1)l⊕ŝl(Y2)l⊕â0⊕Cd
(
V sl(Y1)aff (tλ1)⊗V sl(Y2)aff (tλ2)⊗Ha
0
aff
−r2|λ1|+r1|λ2|, V
sl(Y )aff (tλ)
)
,
where the charge of a0aff is defined as the eigenvalue of J
0(0) and the eigenvalue of d for the
vacuum vector of Ha
0
aff
−r2|λ1|+r1|λ2| is set to be 0. This space is isomorphic to the space of vectors in
V sl(Y )aff (tλ) killed by U+(sl(Y1)aff)×U+(sl(Y2)aff), h−〈h, tλ1+tλ2〉 id (h ∈ h(sl(Y1))⊕h(sl(Y2))),
J0(n)− δ0n(−r2|λ1|+ r1|λ2|) (n ≥ 0) and d− 〈dY , tλ1〉 − 〈dY , tλ2〉 by assigning the image of the
tensor product of the highest weight vectors and the vacuum vector of a homomorphism.
Consider
Hom
ŝl(Y1)l⊕ŝl(Y2)l⊕a0⊕Cd
(
V sl(Y1)aff (tλ1)⊗ V sl(Y2)aff (tλ2), V sl(Y )aff (tλ)
)
.
This is isomorphic to the space of vectors as above, except that the condition for J0(n) is
required only for n = 0. This space is an â0-module, and is spanned by vectors obtained from
vectors in (A.8) applying various J0(n) for n < 0. But since [d, J0(n)] = nJ0(n), the condition
for d also implies that they must lie in (A.8). We get
Homsl(X)aff
(
V sl(X)aff (λ), V sl(X)aff (λ1)⊗ V sl(X)aff (λ2)
)
∼= Homŝl(Y1)l⊕ŝl(Y2)l⊕a0⊕Cd
(
V sl(Y1)aff (tλ1)⊗ V sl(Y2)aff (tλ2), V sl(Y )aff (tλ)
)
. (A.9)
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