SIGNAL-TO-NOISE RATIOS IN BANDPASS LIMITERS I. Introduction
Saturation, or limiting, may often take place in the bandpass amplifier stages of a radio receiver. Sometimes this limiting is inadvertent (as in the case of a much larger than usual input signal which overdrives an amplifier), while sometimes the bandpass stages are deliberately designed to limit (as in the case of most FM receivers). In any case, whether the limiting is inadvertent or deliberate, it is of interest to know quantitatively the action of the bandpass limiter.
The purpose of this report is to determine the relations between the output signal and noise and the input signal and noise for the case of a bandpass limiter for all values of the input signal-to-noise ratio. Previous studies have either considered the effects of noise alone as a limiter input (1); or, when a signal-plus-noise input was considered, either the action of the limiter was studied only in combination with that of a discriminator (2, 3, 4) or results were obtained only for large values of the input signal-to-noise ratio (5) .
The system to be considered here consists of a limiter followed by a bandpass filter, as shown in Fig. 1 . The input to this system is assumed to consist of an amplitudemodulated sine wave plus a noise wave x(t) = P(t) cos pt + N(t).
(
The input noise N(t) is assumed to be gaussian in nature and to have a narrow-band spectrum centered in the vicinity of the signal carrier frequency p/2r. The spectrum of the limiter output y(t) will consist of signal and noise terms centered on the angular frequencies +mp, where m = 0, 1, 2, .... The bandpass filter is assumed to have an ideal rectangular passband transfer characteristic which is centered on the fundamental angular frequency p. The filter passband is assumed to be wide enough to pass all of the limiter output spectrum centered about +p, but narrow enough to reject those parts of the spectrum centered on +mp (where m 1).
In the analysis to follow, we will obtain expressions for the autocorrelation function at the input to the bandpass filter, as well as expressions for the signal power and noise power at the output of the bandpass filter. From these expressions we will be able to determine the relation between the output signal-to-noise power ratio and the input signal-to-noise power ratio for all values of that input ratio.
Block diagram of the bandpass limiter.
II. General Analysis
Let us first consider the problem of determining the autocorrelation function of the limiter output y(t). This function is defined as the statistical average of y(t) y(t+T), i.e.
Ry(T)
(y(t) y(t+T)> av (2) and has been shown by Wiener (6) to be the Fourier transform of the spectral density.
Rice (7) and Middleton (8) have shown that if the output of a nonlinear device may be expressed as a unique function of its input
and if the input to that device is an amplitude-modulated sine wave plus gaussian noise, as in Eq. 1, then the autocorrelation function of the output of the nonlinear device may be expressed as
(hmk(t) hmk(t+T) av RN(T) cos mpT (4) m=O k=O
where the E are the Neumann numbers
where RN(T) is the auto correlation function of the input noise RN(T) <N(t) N(t+T)> av (6) and where the function hmk(t) is defined by m+k -
-00
In this defining equation for hmk(t), o r(N) is the variance (mean square about the mean) of the input noise, Jm is the m-th order Bessel function of the first kind, and f(ju) is the Fourier transform of the transfer characteristic of the nonlinear device
In our present study we wish to specify that the limiter transfer characteristic g(x)
be a nondecreasing odd function of its argument
g-
If we try to use this form of g(x) in Eqs. 7 and 8 directly, certain difficulties arise.
Because of the required form of g(x), the Fourier transform in Eq. 8 does not exist.
This difficulty may be circumvented, however, by defining the bilateral Laplace transform f(w) (refs. 9, 10) as f(w)-f+(w) + f (w) (10) where w is the complex variable w = v + ju (11) and where f+(w) and f (w) are the unilateral Laplace transforms 
The unilateral Laplace transforms f+(w) and f (w) have different regions of convergence in the w-plane, and, as we shall see later, each may have a singularity at the origin of that plane. Because of these different regions of convergence for f+(w) and f (w), we must in general employ two inversion integrals with separate integration contours in order to return to g(x) from f(w). For this reason, the single integral expression 7
for the function hmk(t) must be replaced by the sum of two contour integrals in this
where C+ is the contour along the imaginary axis of the w-plane with a possible indentation to the right of the origin, and C-is the contour along the imaginary axis with a possible indentation to the left of the origin.
If we now use the relation 14 between f+(w) and f (w), we obtain 
C+
Thus we see that, because of our assumed odd symmetry for the limiter transfer characteristic, the functions hmk(t) vanish whenever the sum of the indices m + k is even.
Using this extended definition for hmk(t), we may now use Eq. 4 to determine the autocorrelation function of the limiter output.
From this point on, we will for convenience assume that the input signal is unmodulated. That is, we will assume that
In this case, the functions hmk(t) are not functions of t. Therefore
The expression Eq. 4 for the limiter output autocorrelation function then simplifies to where Gy(o) is the so-called "two-sided" spectral density containing both positive and negative frequencies. The Fourier transform of Eq. 21 may be written as
where 6(X) is the unit impulse function (10) (Dirac delta function), and where kGN(w) is the Fourier transform of Rk(w). Successive applications of the convolution theorem (10) shows that kGN() may be expressed as the (k-l) fold convolution of GN(w) with itself. 00 oo
where GN(w) is the spectral density. of the input noise.
Now that we have obtained expressions for the autocorrelation function and the spectral density of the limiter output, we are in a position to consider the output of the bandpass filter. Because of this bandpass filter, not all of the terms in Eqs. 21 or 22
will appear at the system output. Of the various terms, only those in the vicinity of +p will appear at the filter output. The output signal autocorrelation function is therefore given by
and the signal output spectral density is
GSo(C) = h 1 0
The output signal power may be obtained by setting T equal to zero in Eq. 25
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The noise terms in the filter output may also be obtained by picking out those terms in Eqs. 21 and 23 which contribute only to the spectral region in the vicinity of ±p. In order to facilitate this determination, let us consider plots of kGN(w) for several values of the index k as shown in Fig. 2 . In this figure we have indicated the relative magnitudes of the various spectral contributions. We will consider the (N x N) terms and the (S x N) terms separately.
Examination of Eqs. 21 and 23 shows that only those (N x N) terms corresponding to odd values of k appear. From Fig. 2 , we then see that all of these terms contribute to the noise output from the bandpass filter. We may determine the filter output noise power due to these terms by setting T equal to zero in the appropriate terms in Eq. 21, and then multiplying each term in the resultant series by a factor representing the fraction of that term that appears at the filter output. From such a process, we find that the filter output noise power due to the interaction of the input noise with itself is given by
or upon cancelling 
The total filter output noise power is then given by the sum of the (N X N) terms and the (S X N) terms
The filter output signal-to-noise power ratio is defined as the ratio of the filter out- where S is given by Eq. 27 and N o is given by Eq. 32. In order to proceed further, we will have to assume a specific form for the limiter transfer characteristic g(x). From this transfer characteristic, we may then determine the coefficients hmk and substitute the result in the above expressions. where a is a scaling constant. Plots of g(x) for several values of n As may be seen from that figure, the case (n=l) corresponds to the while the case (n=oo) corresponds to the ideal symmetrical limiter.
The Fourier transform f+(w) of this transfer characteristic is are given in Fig. 3 . 
as the input noise has a bandpass spectrum. Then by using this result, and the fact that the input signal-to-noise power ratio is given by 
This result may now be substituted in the expressions 27, 29 and 32 in order to obtain the output signal and noise powers.
A partial check on our results may be obtained by considering the case (n=l). Now
for (m+k) odd and equal to or greater than 3. Therefore, all of the terms in Eq. 42 vanish except those corresponding to (m=l, k=O) and (m=0, k=l) which become in this 
These results are comforting in view of the fact that our "limiter" here is a linear amplifier with a power gain a . 
A plot of this output noise power is given in Fig. 4 as a function of (S/N)i.
Fig . 3 Plots of the transfer characteristics of several cases of the rooting limiter. 
Using the limiting result 52 in Eq. 49, we obtain for the output signal power 
Referring to the numerical calculations used to obtain Fig. 4 , we see that the error involved in Eq. 53 is less than ten percent when values of (S/N)i are less than about twotenths.
Using the limiting result 52 in Eq. 50, we obtain for the output noise power
A comparison of Eq. 54 with Eq. 50 shows that in the region of small (S/N)i, the dominant output noise is that due to direct feedthrough of the noise input to the limiter.
From Eqs. 53 and 54 we obtain
Thus we see that, for the ideal, symmetrical, bandpass limiter, the output signal-tonoise power ratio is directly proportional to the input signal-to-noise power ratio in the region of very small (S/N)i. This result differs radically from the familiar square-law behavior of detectors (7, 8) The ratio of output signal-to-noise power ratio to the input signal-to-noise power ratio as a function of the latter, for the case of the ideal, symmetrical, bandpass limiter.
to the input signal-to-noise power ratio for all values of the latter. A review of this analysis shows that this behavior is due primarily to the action of the bandpass filter following the limiter rather than to the symmetry of the limiter.
C. The Square-Rooter
Having considered the limiting cases (n=l) and (n=o) of the rooting limiter, we find it desirable to consider a case corresponding to some intermediate value of n. A case of some interest is the one in which (n=2). In this case, the limiter output is proportional to the square root of its input. This characteristic is plotted in Fig. 3 . Substitution of Eq. 57 in Eq. 64 gives for the output noise power for ( )i i
From these expressions, we obtain for 00 ( Ni i Thus, in the region of very large values of the input signal-to-noise power ratio, the output signal-to-noise power ratio is again found to be directly proportional to the input ratio. We see then, as in our previous cases, that the output signal-to-noise power ratio is essentially directly proportional to the input signal-to-noise power ratio for the case of the bandpass square-rooter.
IV. Conclusions
We have presented here an analysis of the relation between the output signal-to-noise power ratio and the input signal-to-noise power ratio for the case of a bandpass limiter. This analysis shows that, for this type of system, the output signal-to-noise power ratio is essentially directly proportional to the input signal-to-noise power ratio for all values of the latter. This type of behavior is due primarily to the fact that, in the systems studied here, the system output has been filtered so as to contain only those frequency components in the immediate vicinity of the input frequencies. 
