ABSTRACT. Let X be the blowup of a weighted projective plane at a general point. We study the problem of finite generation of the Cox ring of X. Generalizing examples of Srinivasan and Kurano-Nishida, we consider examples of X that contain a negative curve of the class H − mE, where H is the class of a divisor pulled back from the weighted projective plane and E is the class of the exceptional curve. For any m > 0 we construct examples where the Cox ring is finitely generated and examples where it is not.
INTRODUCTION
We work over an algebraically closed field k of characteristic zero.
Recall that the Cox ring of a normal projective variety X is (see [6] )
The variety X is a Mori Dream Space (MDS for short) if its Cox ring is a finitely generated k-algebra.
In this article we are mainly interested in the case where X is the blowup of a weighted projective plane at a general point, X = Bl t 0 P(a, b, c).
Determining for which triples (a, b, c) is X a MDS is a major open problem. It is known for small values of a, b, c, for example when a ≤ 4, a = 6, or abc < (a + b + c) 2 [9, 1] . For larger values of a, b, c we have only sporadic examples of MDS and non-MDS. For example, P(n, n + 1, n + 2) and P(n, n + 1, n + 3) are MDS [1] .
Cutkosky in [1] proved that the variety X as above is a MDS if and only if (1) X contains a negative curve different from the exceptional curve E; that is, an irreducible curve C = E such that C · C ≤ 0. (2) X contains a nonempty curve D disjoint from C.
A similar condition for X to be a MDS was also proved by Huneke [7] in terms of the homogeneous coordinate ring of P(a, b, c). Note that we call an irreducible curve C negative J. González-Anaya was supported by CONACyT scholarship 410172. J.L. González was supported by an NSERC Discovery grant.
even if its self-intersection number is 0. Such zero curves are included to cover all cases, for example Bl t 0 P 2 and blowups of toric varieties below.
We do not know any X that does not contain a negative curve C = E. When constructing examples, we study varieties X that do contain a negative curve and try to establish the existence or non-existence of the curve D disjoint from C. Infinite families of non-MDS were first constructed by Goto, Nishida and Watanabe [4] . The construction was later generalized in [3, 5] . In all these examples X contains a negative curve C in the class π * H − E, where π : X → P(a, b, c) is the projection, H is the class of a curve in P(a, b, c), and E is the class of the exceptional curve.
In the present article we are interested in finding examples of MDS and non-MDS among varieties X that contain a negative curve C having the class of the form π * H − mE for m ≥ 1. The motivation for this work comes from two sets of examples. Srinivasan in [9] considered the example Bl t 0 P(5, 77, 101), which is a MDS. Kurano and Nishida in [8] gave a family of examples of non-MDS, the simplest one of them being Bl t 0 P(16, 97, 683). Both of these examples contain a negative curve of class π * H − mE for m = 2. Our goal is to generalize these examples to arbitrary m ≥ 1.
We will take the toric point of view and construct the varieties X as follows. Let T = Spec k[x ±1 , y ±1 ] be the torus, and let C • ⊂ T be an irreducible curve that has multiplicity m at the point t 0 = (1, 1). We compactify T to a toric variety X ∆ by choosing a rational triangle ∆ ⊂ R 2 that contains the Newton polygon of the curve C • . Let C be the strict transform of C
• in the blowup X = Bl t 0 X ∆ . Then C has class of the form π * H − mE. Moreover, C is a negative curve if the area of ∆ is ≤ m 2 2 . Let us illustrate this construction with the examples of Srinivasan and Kurano-Nishida. In both cases we start with the curve C
• defined by the vanishing of the polynomial
This polynomial is irreducible and has multiplicity 2 at t 0 . Figure 1 shows the triangles that correspond to P(5, 77, 101) and P(16, 97, 683). Both triangles have area less than 2, hence C is a negative curve in X = Bl t 0 X ∆ . The first example is a MDS, the second one is not.
In order to generalize these examples to arbitrary m, we start with the equations defining the curves C
• . The family of polynomials ξ m is very regular. Formulas expressing ξ m+1 in terms of ξ m were already given by Kurano and Nishida [8] .
Next we put a triangle ∆ around the Newton polygon of ξ m and consider X = Bl t 0 X ∆ . Generalizing the example of Srinivasan, we have: 
.
Then ξ m defines a negative curve C in X = Bl t 0 X ∆ with class of the form π * H − mE. The variety X is a MDS.
Generalizing the examples of Kurano and Nishida: Theorem 1.3. Let m ≥ 1 and let ∆ be the triangle (see Figure 2 (B)) with vertices
where α, β are rational numbers satisfying
Then ξ m defines a negative curve C in X = Bl t 0 X ∆ with class of the form π * H − mE. The variety X is not a MDS.
A rational triangle ∆ defines a projective toric surface of Picard number 1. It is isomorphic to some P(a, b, c) if the primitive lattice point generators of the rays in the normal fan of ∆ also generate Z 2 .
Example 1.4. In Theorem 1.3 the numbers
satisfy the inequalities for any m ≥ 1. The normal fan of the polygon ∆ has rays generated by Figure 2 (B) with 0 ≤ β ≤
m+2
and α small enough so that the triangle has area ≤ m 2 2 , then X = Bl t 0 X ∆ is a MDS. Indeed, ξ m+1 defines a curve D in X that is disjoint from C.
PRELIMINARIES ABOUT TORIC VARIETIES AND COX RINGS.
Let X be a normal surface. We denote by Cl(X) the class group of X (Weil divisors modulo linear equivalence) and by N 1 (X) the R-vector space of numerical equivalence classes of curves in X. Every curve in X has a class in Cl(X) and its image in N 1 (X). We denote the intersection product of curves by C·D. This product is defined between classes in N 1 (X).
2.1. Weil divisors and rational triangles. Let X be a normal variety and D an integral Weil divisor in X. Recall that the sheaf O X (D) is defined so that its sections s on an open set U ⊆ X are rational functions f ∈ K(X) such that div(f) + D is effective on U. We define the vanishing locus V(s) of the section s as the support of the divisor div(f) + D. Notice that the sheaf O X (D) is invertible away from the support of D, and more generally, away from V(s) for any global section s. If two Weil divisors are linearly equivalent (that means, they have the same class in Cl(X)), then the corresponding sheaves are isomorphic.
Let X ∆ be a toric surface defined by a rational triangle. Recall that the class group Cl(X ∆ ) is generated by the torus-invariant divisors. If a toric Weil divisor D is ample, then it corresponds to a rational triangle ∆ D , with sides parallel to the sides of ∆ and each side satisfying an integrality condition. A side is integral if the line that contains the side also contains a lattice point. Two such ample Weil divisors are linearly equivalent if the corresponding triangles differ by an integral translation. The class group may have torsion, as two triangles may differ by a rational translation.
Let C
• ⊂ T be a curve and C ⊂ X ∆ its closure. Then C defines a Weil divisor in X ∆ and its class in Cl(X ∆ ) is the smallest triangle (with sides parallel to the sides of ∆) that contains the Newton polygon of an equation defining C
• . Such a triangle has all sides integral, as every side clearly contains a lattice point.
Let D be a divisor with class corresponding to a triangle ∆ ′ . Then the space of global sections of O X ∆ (D) is isomorphic to the space of Laurent polynomials with Newton polygon in ∆ ′ . Let P ∈ X ∆ be a T -fixed point, corresponding to a vertex of the triangle ∆. The divisor given by a global section of O X ∆ (D) does not pass through the point P if and only if the corresponding vertex of ∆ ′ is integral and the monomial corresponding to this vertex occurs with nonzero coefficient in the global section.
Cones of curves.
Let X = Bl t 0 X ∆ , where X ∆ is the toric variety defined by a rational triangle. We consider the dual cones NE(X) and
Let us generalize the result of Cutkosky mentioned in the introduction from P(a, b, c) to X ∆ . The proof is the same as in [1] .
Lemma 2.1. X is a MDS if and only if
(1) X contains a negative curve C different from the exceptional curve E.
Proof. The cone NE(X) has extremal rays ER ≥0 and γR ≥0 for some class γ = π * H − cE, c > 0. Here γ · γ ≤ 0 because otherwise γ would satisfy Kleiman's criterion for ampleness.
Assume that X is a MDS. Then NE(X) = NE(X), hence the ray γR ≥0 is generated by the class of a curve C, C · C ≤ 0. We may replace C with a component of C and assume that C is irreducible. This shows that X contains a negative curve C different from E.
Consider the extremal ray of Nef(X), δR ≥0 such that δ · γ = 0. Since X is a MDS, every nef divisor is semiample. By the lemma below, semiampleness of δ is equivalent to the existence of a curve D, with class on the ray δR ≥0 , such that D is disjoint from C.
Conversely, assume that the two conditions are satisfied. Again by the lemma below, D is semiample. Lemma 3 in [1] states that if H and D are semiample on a surface X, then the ring
is finitely generated. This implies that the Veronese subring of Cox(X), with degrees in Nef(X), is finitely generated. Any other effective divisor F intersects either E or C negatively, hence it contains E or C, and so either F − E or F − C is effective. Thus, adding the defining equations of E and C to the generators of the Veronese subring gives the generators of Cox(X).
Lemma 2.2. Let C be a negative curve in X with class
Consider the class
is semiample if and only if there exists a curve D of class nδ for some
Proof. Assume that δ is semiample. Then there exists an effective curve D in class nδ that does not have C as a component.
Conversely, assume that such a D exists. We need to show that the stable base locus of the divisor D is empty. If D has nonempty stable base locus, then this base locus must be contained in D.
is the pullback of a semiample divisor in X ∆ , and hence is semiample. Since D − nC has empty stable base locus, the stable base locus of D must be contained in C. However, C ∩ D is empty, hence D is semiample.
A FAMILY OF CURVES.
We give a proof of Theorem 1.1, generalizing it slightly. We use notation from [8] .
Consider the following polynomials in Z[x, y]:
Notice that f, g, h vanish at t 0 = (1, 1). 
in particular note that ξ 1 = g and ξ 2 = 1 + x − 3xy + x 2 y 3 . The Newton polygon of ξ m is shown in Figure 3 below. , where j is the y-coordinate of the point.
The proof of (1.b) and (1.c) is then straightforward using the identity n k
. The algebraic proof of these identities is quite cumbersome and not very helpful, so we present only a diagramatic proof for both in Figure 4 . of xξ m , respectively. In both cases the rest of the terms add up precisely to form ξ m+1 .
Proof of (2): To show (2) we argue by induction on m. Clearly f, g and h vanish to order 1 at t 0 . Indeed, f = −y(x−1)−(y−1) and g = −y
2 (x−1)−(1+y)(1−y). Now, assuming ξ m vanishes to order m at t 0 , the relation (1.b) (or equivalently (1.c)) implies ξ m+1 vanishes to order at least m + 1 at t 0 because both fξ m and x m h m+1 vanish to order m + 1. The vanishing order of ξ m+1 at t 0 is exactly m
Proof of (3): It follows immediately from the diagrammatic representation of the ξ m .
To prove (4), we first perform a change of coordinates and then apply Eisenstein criterion. Since ξ m is not divisible by x or y, it is irreducible in K[ As the proof of part (4) of the previous lemma shows, Eisenstein criterion is useful for proving irreducibility of a plane curve if we know the Newton polygon of its equation. The following lemma gives a sufficient condition for the irreducibility of a polynomial f(x, y) ∈ k[x, y] that applies to more general situations.
Lemma 3.2. Suppose that
where P is a lattice parallelogram Consider the situation in Theorem 1.2. Let C be the strict transform of the curve V(ξ m ) in X = Bl t 0 X ∆ . Let us first check that C is a negative curve in X. The class of C has the form π * (H) − mE, where H is the class corresponding to the triangle ∆. Now
By Lemma 2.1, it suffices to prove that X contains a curve D disjoint from C. We claim that if D is the strict transform in X of the curve
Let us first check that C · D = 0. Let h be the length of the vertical line segment in ∆ from the lower right vertex to the top edge. Since the similar line segment in the smallest triangle containing the Newton polygon of 1 − y has length 1, it follows that the class of
Clearly C is not a component of D (as the curves are different when restricted to the torus T ). This implies that C and D are disjoint.
5. CHARACTERISTIC p METHOD OF KURANO AND NISHIDA.
Bounding the degree of D.
Given a negative curve C in X, we are looking for a curve D that is disjoint from C. Kurano and Nishida [8] show how to determine a divisor class in which D must lie. We write a weaker version of their result in the toric language.
Consider X = Bl t 0 X ∆ , where X ∆ is the toric variety given by a rational triangle ∆. Let C ⊂ X be a negative curve defined by a polynomial ξ ∈ Z[x ±1 , y ±1 ]. Let the class of C be
for some H ∈ Cl(X ∆ ) and integer m > 0. Assume that π(C) passes through a T -fixed point P ∈ X ∆ . (It is not strictly necessary that P ∈ π(C), but it simplifies some proofs below.)
Let D be the class
for some H ′ ∈ Cl(X ∆ ) and integer n > 0 such that C · D = 0.
Let K be a field, either K = k or K = F p . We may consider the variety X as well as the polynomial ξ defined over K. In particular, C is a negative curve in X that passes through P, provided that char(K) = 0 or char(K) = p ≫ 0. With notation as above, define
The abbreviation HC stands for Huneke's Condition. The subscript K indicates that we consider X defined over K.
We list some properties of HC K that follow from the definition.
(1) HC k is nonempty if and only if X is a MDS over k. (2) HC K is closed under addition, hence a sub-semigroup of (Z >0 , +). This implies that there exists an integer l 0 ≥ 0 such that HC K ⊆ l 0 Z >0 and HC K = l 0 Z >0 for large numbers. (3) Since C · D = 0, the condition C ∩ V(ζ) = ∅ is equivalent to ζ not vanishing on C, which is equivalent to ζ not vanishing at the T -fixed point P ∈ C. Thus, HC K is defined algebraically as follows. Let H ′ correspond to a rational triangle ∆ ′ . Then l ∈ HC K if and only if there exists a polynomial ζ ∈ K[x ±1 , y ±1 ] with Newton polygon in l∆ ′ , vanishing to order ln at t 0 , and with a certain monomial occurring with nonzero coefficient in ζ. The monomial has the exponent given by the vertex of l∆ ′ corresponding to the T -fixed point P. (4) If l ∈ HC K , then O X (lD) is invertible near C because it has a global section that does not vanish at any point of C. ] that vanish to order ln at t 0 and have their Newton polygon contained in l∆ ′ . The condition of vanishing at t 0 is equivalent to the vanishing of partial derivatives up to degree ln − 1 at t 0 . This holds when char(K) = 0 or char(K) = p ≫ 0 (with l and n fixed). It follows that the space of global sections of O X (lD) is the kernel of an integer matrix M, where we view the matrix as a linear map K r → K s . The matrix can be put in the Smith normal form (the matrix becomes diagonal), and then it is clear that its kernel over K = k or K = F p for p ≫ 0 is equal to the kernel over Z tensored with K. In particular, the kernel has the same dimension over any such field.
Similarly, the condition that every global section of O X (lD) vanishes at the T -fixed point P is independent of the field K. It is equivalent to the condition that all global sections defined over Z vanish at P. Proof. Let ζ be a global section of O X (lD) giving l ∈ HC K . Consider the exact sequence of sheaves
Here we fix the sheaf O X ((l + m)D) and consider the sheaves O((l + m)D − nC) and O(mD) as subsheaves of sections vanishing to order n along C and along the divisor of ζ, respectively. Since the divisor of ζ does not intersect C, the exactness of the sequence is clear.
We claim that the sequence stays exact after applying the global section functor:
Let us prove that this claim implies the statement of the lemma. Indeed, if γ is a global section of O X ((l + m)D) giving l + m ∈ HC K , then we can write
. Let us check that g does not vanish at the point P ∈ C, hence giving m ∈ HC K . From γ(P) = 0 and ξ n (P) = 0 we get g(P) = 0. (Note that O X ((l + m)D) is invertible near P because it has a global section γ that does not vanish at P, hence it makes sense to evaluate sections of O X ((l + m)D) at P.)
To prove the equality of the spaces of global sections above, it suffices to show that
Here
where A = mH ′ − nH is nef on X ∆ (and even ample if C · C < 0). This follows from the fact that D lies in the cone of effective curves generated by [C] and E. Now
where the vanishing of H 1 (O X ∆ (A)) for a nef Q-Cartier divisor A on the toric variety X ∆ follows by the same argument as for nef Cartier divisors [2] . Proof. Assume that HC k is nonempty, l 0 ∈ HC k . Then also l 0 ∈ HC F p for p ≫ 0. We know that HC Fp ⊆ l p Z for some l p , and equality holds for large numbers. From l 0 , p ∈ HC Fp we get that l p |l 0 and l p |p, hence l p = 1 for p ≫ 0.
Fix a p ≫ 0. Since HC F p = Z for large numbers, l, l+m ∈ HC F p for l large. The previous lemma now implies that m ∈ HC Fp .
Since m ∈ HC Fp for all p ≫ 0, it follows that m ∈ HC k . Remark 5.4. Kurano and Nishida prove a stronger statement: with the assumption as in the proposition and m = 1 or 2, HC k is nonempty if and only if 1 ∈ HC k . In the situation considered below, where n = m + 1, this stronger statement for any m would follow from Kawamata-Viehweg vanishing
where A is an ample divisor in X ∆ . We need this vanishing theorem on the singular variety X in characteristic p. The vanishing theorem holds for toric varieties in any characteristic. However, here X is a blowup of a toric variety.
5.2.
Proof of Theorem 1.3. We will apply Proposition 5.3 to prove Theorem 1.3. The steps in the proof are the same as in [8] .
Let C be the curve in X defined by the polynomial ξ m . Then C has class
where H corresponds to the triangle ∆.
Let D be the class π * (H ′ ) − (m + 1)E, where H ′ corresponds to the triangle with sides parallel to the sides of ∆ and with base the interval [0, m] on the x-axis.
Let P be the torus fixed point corresponding to the lower left vertex of the triangle ∆. Note that the curve C passes through P. A curve of class lD does not pass through P if the constant coefficient of the equation of the curve is nonzero.
Lemma 5.5. C is a negative curve in X, C · C < 0, and C · D = 0.
Proof. To prove that C is a negative curve, we need to show that the triangle ∆ has area < m 2 2 , equivalently that α + β < 1/(m + 1). This can be checked by a direct computation from the inequalities satisfied by α and β. We set β = β(α) equal to the upper bound for β and find the maximum of the function α + β(α). There is a unique critical point on the given interval for α, namely at
.
One now checks that α + β < 1/(m + 1) at the critical point and at the two endpoints of the interval.
Comparing the triangles defining H and H ′ , we see that in N 1 (X)
In the proofs below we will consider triangles with sides parallel to the sides of ∆ and base an interval Proof. For any p ≫ 0 we need to find a polynomial ζ = ζ p that lies in degree [0, pm], vanishes to order p(m + 1) at t 0 , and has nonzero constant term. To construct it, begin by considering the relations (1.b) and (1.c) in Proposition 3.1. Write p = (m + 1)k + l, for some k ∈ Z ≥0 and 0 ≤ l ≤ m. Then
Then ζ p is constructed by redistributing the terms in equation 5.1:
We < β < 1, otherwise the degrees would not be as pictured. We will sharpen these bounds as we move forward.
The terms in the left hand side of equation (5.1) lie in the following degrees:
On the other hand, the degree in which the i-th summand of the right hand side of (5.1) lies is determined by the sum of the following degrees:
After some algebra, the i-th term in the right hand side of (5.1) lies in degree: . The circles represent a zoom in into the area of the figures they cover. We need to show that for p ≫ 0 there exists j ≥ 0 such that the i-th term of the sum lies in the same degree as (x m h m+1 ) p for i = 0, . . . , j and in the same degree as ξ p m+1 for i = j + 1, . . . , k. This is equivalent to:
After solving for j and substituting p = (m + 1)k + l, these inequalities become
where the terms (· · · ) depend on l, m, α and β but do not grow with k. The existence of j for large p (that means, large k) now follows from the strict inequality
which simplifies to the upper bound for β in the statement of Theorem 1.3. Note that the left hand side of the inequality is non-negative, hence we can choose j ≥ 0.
The upper bound for α, To show that the curves defined by ξ m m+1 and ζ in Bl t 0 (X ∆ ) are negative we need the area of the triangle ∆ to be smaller than m 2 (m+1) 2 2 , i.e., its height must be less than (m + 1) 2 .
The line spanned by the left edge of ∆ reaches the height (m + 1) 2 at the x-coordinate x L = m(m + 1) + m+1 m(m+1)+1
, while the right edge does it at x R = m(m + 1) + 1 m+2
. The height of the triangle is then smaller than (m + 1)
2 whenever x R < x L (see Figure 9) , that is, when 
