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Abstract
We propose a simple method to reduce a general p-form electrodynamics with re-
spect to the standard Gauss constraints. The canonical structure of the reduced theory
displays a p-dependent sign which makes the essential difference between theories with
different parities of p. This feature was observed recently in the corresponding quan-






The p-form electrodynamics is a simple generalization of an ordinary electrodynamics in 4-
dimensional Minkowski space-time M4 where the electromagnetic eld potential 1-form Aµ
is replaced by a p-form in D-dimensional space-time [1], [2]. The motivation to study such
type of theories comes e.g. from the string theory where one considers higher dimensional
objects (so called p-branes [3]) interacting with a gauge eld. p-branes are natural objects
which couple in a gauge invariant way to a p-form gauge potential and, therefore, they play
a role of elementary extended sources.
Recently the new input to study a p-form theory came from the electric-magnetic duality
which started to play a prominent role in theoretical physics in the 90. (see e.g. [4]). Now, in
order to have p-branes which carry both electric and magnetic charges (i.e. p-brane dyons)
the dimension of space-time has to be equal D = 2p + 2. It turns out [5], [6] that there is a
crucial dierence between p-form theories with dierent parity of p. Moreover, quantum me-
chanics implies the following quantization condition upon the electric and magnetic charges
(e1, g1) and (e2, g2) of any two dyons:
e1g2 + (−1)pe2g1 = nh , (1.1)
with an integer n. For odd p the above condition is a generalization of the famous Dirac
condition [7] but for even p it was observed only recently [8]{[11]. Again, a parity of p plays
a crucial role in (1.1).
The aim of the present paper is to show that this p-dependence is already present on
the level of a canonical structure of the underlying p-form theory. This feature is however
hidden in a standard formulation. Therefore, we propose a dierent approach. Because a
theory possesses a rich abelian gauge symmetry we propose to reduce it with respect to
the corresponding Gauss constraints. Such a reduction was proposed in the case of ordinary
electrodynamics (and linearized gravity) in [12] (it was applied to the variational formulation
of the electrodynamics of point-like charges in [13] and [14]). The method of this paper is a
straightforward generalization of [12] to a p-form case. We show that the reduced canonical
structure (see formula (4.28)) displays a p-dependent sign in a manner very similar to (1.1)
which shows that duality invariance, quantization condition and canonical structure are
closely related. We postpone the study of this relation to the next paper. It would be
also interesting to investigate relation between our approach and the standard two potential
formulation of a p-form theory (see e.g. [5] and [15]).
The present paper is organized as follows: in section 2 we introduce basic facts about
p-form electrodynamics and present its (unreduced) canonical structure in section 3. Then
in section 4 we describe a reduction procedure. As an example of a reduced p-form theory we
present a Maxwell-type theory in section 5 . All technical details and proofs are contained
in appendixes.
2 p-form electrodynamics
Consider a p-form potential A dened in the D = 2p + 2 dimensional Minkowski space-time
M2p+2 with the signature of the metric tensor (−, +, ..., +). The corresponding eld tensor
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is dened as a (p + 1)-form by F = dA:
Fµ1...µp+1 = ∂[µ1Aµ2...µp+1] , (2.1)
where the antisymmetrization is taken with a weight one, i.e. X[kl] := Xkl −Xlk. Having a
Lagrangian L of the theory one denes another (p + 1)-form G as follows:
Gµ1...µp+1 = −(p + 1)! ∂L
∂Fµ1...µp+1
. (2.2)
Now one may dene the electric and magnetic intensities and inductions in the obvious way:












where the indices i1, i2, ..., j1, j2, ... run from 1 up to 2p + 1 and i1i2...i2p+1 is the Levi-Civita
tensor in 2p+1 dimensional Euclidean space, i.e. a space-like hyperplane  in the Minkowski
space-time. The eld equations are given by the Bianchi identities dF = 0, or in components
∂[λFµ1...µp+1] = 0 , (2.7)
and the true dynamical equations d G = 0, or equivalently
∂[λ Gµ1...µp+1] = 0 , (2.8)




and ηµ1µ2...µ2p+2 is the covariantly constant volume form in the Minkowski space-time. Note,
that i1...i2p+1 := η0i1...i2p+1. In terms of electric and magnetic elds dened in (2.3){(2.6) the
eld equations (2.7){(2.8) have the following form:
∂0B
i1...ip = (−1)p 1
p!
i1...ipkj1...jp rkEj1...jp , (2.10)





i1...ipkj1...jp rkHj1...jp , (2.12)
ri1Di1...ip = 0 , (2.13)
where rk denotes the covariant derivative on  compatible with the metric ηkl induced from
M2p+2. The Levi-Civita tensor density satises 12...2p+1 = pg, with g = det(ηkl).
The eld equations (2.10){(2.13) may be rewritten using the language of dierentials
forms. Obviously D, B, E, H are p-forms on . Let us dene (p + 1)-forms:
D := ΣD , B := ΣB , (2.14)
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where \Σ" denotes the Hodge star on : for any k-form
(ΣX)i1...in−k :=
1
(n− k)! i1...in−kj1...jk X
j1...jk , (2.15)
with n = 2p + 1. With this notation one has:
_B = (−1)p dE , dB = 0 , (2.16)
_D = dH , dD = 0 . (2.17)
3 Canonical structure
The phase space P of gauge invariant congurations (D,B) or equivalently (D, B) is endowed
with the canonical structure. Using local coordinates (Di1...ip, Bj1...jp) the most general 2-





















Taking into account the eld equations (2.10) and (2.12) the hamiltonian vector eld XHp
























d2p+1y δDi1...ip(x) ^ δBj1...jp(y)i1...ipkj1...jprk G(x,y) , (3.5)
where G(x,y) denotes the Coulomb Green function in 2p + 1 dimensional Euclidean space,
i.e.
4 G(x,y) = −δ(2p+1)(x− y) . (3.6)
The formula (3.5) uses only gauge-invariant quantities. It may be, however, considerably
simplied by introducing a gauge potential. One solves (2.11) via:
Bi1...ip = i1...ipj1...jp+1rj1Aj2...jp+1 , (3.7)
4
which is the obvious generalization of B = rA from p = 1 electrodynamics. Now, modulo
gauge-dependent boundary term, the symplectic form reads:
Ωp = (−1)p
∫
d2p+1x δDi1...ip ^ δAi1...ip = (−1)p+1
∫
d2p+1x δGµ1...µp0 ^ δAµ1...µp . (3.8)









− (F ⇀↽ G)
]
, (3.9)
where F and G are functionals on P. Note, that Di1...ip and Bi1...ip are not arbitrary but they
have to satisfy the Gauss laws (2.11) and (2.13). The fundamental commutation relations
implied by (3.9) read:
fDi1...ip(x), Bj1...jp(y)gp = i1...ipkj1...jkrkδ(2p+1)(x− y) , (3.10)
fDi1...ip(x), Dj1...jp(y)gp = fBi1...ip(x), Bj1...jp(y)gp = 0 , (3.11)
with x,y 2 .
4 Reduction
The idea of this section is to nd a new set of electromagnetical variables using a philosophy
of \2p+1" decomposition (it is a straightforward generalization of [12]). These new variables
solve partially the Gauss constraints (2.11) and (2.13). Moreover, they are canonical with
respect to Ωp.
4.1 “2p+1” decomposition
The \2p+1" decomposition is based on the observation that the 2p+1 dimensional Euclidean
space  may be decomposed as follows:
 = S2p(1)R , (4.1)
where S2p(1) denotes 2p dimensional unit sphere and R represents \radial" direction. Let
us introduce spherical coordinates on :
xA = ϕA , A = 1, 2, ..., 2p , (4.2)
x2p+1 = r , (4.3)
where ϕ1, ϕ2, ..., ϕ2p denote spherical angles (to enumerate angles we shall use capital letters
A, B, C, ...) (for more details see Appendix A). Let ηkl denote the Minkowskian metric on 
and let λp denote the corresponding volume element, i.e. λp =
p
det ηkl (see (A.3)). Finally,
let A1...A2p denote the Levi-Civita tensor on S
2p(r) such that A1...A2p := rA1...A2p (we use
the same letter to denote the Levi-Civita tensors on  and S2p(r)). We shall denote by "j"
the covariant derivative dened by ηkl on  and by "jj" the covariant derivative on each
S2p(r) dened by the induced metric ηAB.
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4.2 Symplectic reduction
Let us consider the evolution of the p-form electromagnetic eld in the nite volume V 2 .
For simplicity we take V = K2p+1(0, R) (a (2p + 1) dimensional ball of radius R). Of course
one may take any V topologically equivalent to K2p+1(0, R) but then instead of spherical
coordinates one chooses coordinates adapted to V .















p δDri2...ip ^ δAri2...ip + δDA1...Ap ^ δAA1...Ap
)
. (4.4)
Using (3.7) one obtains




A1...ApjjB1 = p! δ C1...Cp[B1...Bp] (−1)p
[
∂rAC1...Cp − p ArC2...CpjjC1
]jjB1
, (4.6)
where we have used the following identity
i1...iNj1...jM i1...iN l1...lM = N ! δ
j1...jM
[l1...lM ]




with arbitrary N and M .
Now, to simplify our consideration, let us choose the following gauge conditions for a
p-form AA1...Ap and (p− 1)-form ArA2...Ap on each sphere S2p(r):
AA1...Ap jjA1 = 0 , A
rA2...Ap jjA2 = 0 . (4.8)
In such a gauge
A1...ApB1...Bp BA1...ApjjB1 = (−1)p+1p p! r−2 4p−1 ArB2...Bp , (4.9)
where 4p−1 is dened by:
4p−1 := (p− 1)!
[
r2rArA − (p2 − 1)
]
. (4.10)
This operator has a clear geometrical interpretation.
Lemma 1 r−24p−1 equals to the Laplace-Beltrami operator for (p−1)-forms X = (XA2...Ap)
on S2p(r) satisfying XA2...Ap jjA2 = 0, i.e.
r−24p−1X = (dd + dd)X = ddX . (4.11)
For proof see Appendix B. The factor r2 in (4.10) makes 4p−1 r-independent, i.e.
[4p−1, ∂r] = 0 . (4.12)
Lemma 2 The operator 4p−1 is invertible.
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For proof see Appendix B. Denoting by 4−1p−1 the inverse of 4p−1 we nally obtain:



































^ δQA2...Ap(1) . (4.16)
To reduce the second term in (4.4) observe that in the special gauge (4.8), AA1...Ap may be
expressed as follows:
AA1...Ap = A1...ApB1...Bp β
B2...BpjjB1 . (4.17)
Now, from (3.7)
BrB2...Bp = B2...BpC1...Cp+1 AC2...Cp+1jjC1 . (4.18)
Inserting (4.17) into (4.18) and using once more the gauge conditions (4.8) we obtain





4−1p−1 BrB2...Bp , (4.20)



















































A2...Ap ^ δQA2...Ap(2) . (4.25)
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^ δQA2...Ap(1) + (−1)p+1δ(2)A2...Ap ^ δQA2...Ap(2)
)
. (4.26)
Let us use more compact notation
X Y := XA2...ApYA2...Ap . (4.27)
Our result may be formulated as
Theorem 1 The reduced symplectic structure Ωredp has on the reduced phase space Predp :=
(Q(α),Π






δΠ(1)  ^δQ(1) + (−1)p+1δΠ(2)  ^δQ(2)
)
. (4.28)
The above theorem obviously implies














− (F ⇀↽ G)
]
. (4.29)
This formula leads to the following commutation relations:
fQA2...Ap(1) (x), (1)B2...Bp(y)gredp = δA2...Ap[B2...Bp] δ(2p+1)(x− y) , (4.30)
fQA2...Ap(2) (x), (2)B2...Bp(y)gredp = (−1)p+1δA2...Ap[B2...Bp] δ(2p+1)(x− y) , (4.31)
and the remaining brackets vanish.
4.3 Reconstruction
Now, could we reconstruct D and B in terms of Q’s and Π’s? The answer is positive by
virtue of the following reconstruction
Theorem 3 The variables (Q(α),Π
(α); α = 1, 2) contain the entire gauge-invariant infor-
mation about the fields Di1...ip and Bi1...ip.
Proof: we show that Q(1) and Π
(2) encode the information about D eld. Due to (4.14) it is
enough to show how to reconstruct the tangential part of D, i.e. DA1...Ap. Let us make the
following decomposition (see Appendix A):
DA1...Ap = U [A2...ApjjA1] + A1...ApB1...BpVB2...BpjjB1 . (4.32)
Lemma 3 The following identities hold:
r2DA1...Ap jjA1 = 4p−1 UA2...Ap , (4.33)
r2A1...ApB1...Bp D
A1...ApjjB1 = 4p−1 VB2...Bp . (4.34)
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For proof see Appendix B. Therefore
VB2...Bp = −p! r (2)B2...Bp . (4.35)
Now, to reconstruct UA2...Ap let us use (2.13).
Lemma 4 The Gauss constraints DkA2...Ap jk are equivalent to
∂r(r
2p DrA2...Ap) + r2pDA1A2...Ap jjA1 = 0 . (4.36)
The proof see Appendix B. Finally, due to (4.36)





In the same way one shows that Q(2) and Π
(1) reconstruct B eld. 2
4.4 Counting degrees of freedom








A p-form potential Ai1...ip on  has n
p
p independent components. However, due to a gauge
freedom
Ai1...ip ! Ai1...ip +r[i1(1)i2...ip] (4.39)




p−1 components but the
equation (4.39) is still invariant under

(1)
i1...ip−1 ! (1)i1...ip−1 +r[i1(2)i2...ip−1] . (4.40)
Therefore, some of the components of (1) may be gauged away via (2) which has npp−2
components. The same argument applies for (2) and one continues up to a 0-form p
carrying obviously only one component. Therefore, the total number of degrees of freedom
carried by Ai1...ip equals:
Np = n
p
p − npp−1 + npp−2 − ... + (−1)pnp0 . (4.41)


















Mp  Np (4.44)
and the equality holds only for p = 1. It means that for p > 1, Q(α) are not independent.
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Lemma 5 For p > 1, reduced variables Q(α) and Π
(α) satisfy the following constraints:
rA2QA2...Ap(α) = 0 , rA2(α)A2...Ap = 0 . (4.45)
The proof follows obviously from (2.11) and (2.13). Note, that these constraints are trivially
satised for p = 1.
5 Maxwell theory
The simplest p-form theory is of the Maxwell type, i.e. constitutive relations between induc-
tions (D, B) and intensities (E, H) are linear:
Di1...ip = Ei1...ip , Bi1...ip = H i1...ip . (5.1)
In such a case it is easy to rewrite eld equations (2.10) and (2.12) in terms of Q’s and Π’s.
Theorem 4 Equations (2.10) and (2.12) are equivalent to:
_Q
A2...Ap
(1) = −4p−1 A2...Ap(1) , (5.2)
_Q
A2...Ap












































_Q(α) = fQ(α), Hpgredp , (5.7)
_Π(α) = fΠ(α), Hpgredp , (5.8)
with the Poisson bracket dened in (4.29). One easily shows that the numerical value of
Hp is equal to the standard (i.e. obtained via the symmetric energy-momentum tensor)














A Geometry of S2p(r)
The relation between cartesian (y1, y2, ..., y2p+1) and spherical coordinates (x1, x2, ..., x2p+1)
introduced in (4.2){(4.3) reads as follows:
y1 = r sin ϕ2p sin ϕ2p−1... sin ϕ3 sin ϕ2 sin ϕ1 ,
y2 = r sin ϕ2p sin ϕ2p−1... sin ϕ3 sin ϕ2 cos ϕ1 ,
y3 = r sin ϕ2p sin ϕ2p−1... sin ϕ3 cos ϕ2 ,
...
y2p = r sin ϕ2p cos ϕ2p−1 ,
y2p+1 = r cos ϕ2p .





sin2 ϕl , k = 1, 2, ..., 2p− 1, (A.1)
η2p,2p = r
2 , ηrr = 1 . (A.2)
Therefore, the volume element
λp =
√




sinA−1 ϕA . (A.3)







AB = −r−1ηAB . (A.4)
Now, one easily nds the Riemann tensor on S2p(r):
RABCD = r
−2(ηACηDB − ηADηCB) , (A.5)
where ηAB denotes the induced metric on each S
2p(r). The corresponding Ricci tensor RAB








Finally, let A1...A2p denote the Levi-Civita tensor density on S
2p(r) such that
12...2p = λp .
Let X = XA1...Ap denote any p-form eld on S
2p(r). This eld may be decomposed as follows:
XA1...Ap = r[A1αA2...Ap] + A1...ApB1...BprB1βB2...Bp , (A.7)
Formula (A.7) follows from the Hodge theorem
X = dα + dβ 0 + h , (A.8)
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with α being a (p−1)-form, β 0 a (p+1)-form and h a harmonic p-form. Note, that there is no
harmonic term in (A.7) because the set of harmonic p-forms on S2p(r) is empty. Obviously,
β 0 = λ  β for some constant λ. To nd λ note, that for even dimensional Riemannian
manifolds the adjoint d of d reads:
d = −  d (A.9)
and,therefore, dβ 0 = −λ  d  β. Now, on a Riemannian n-dimensional manifold
  ωk = (−1)k(n−k)ωk , (A.10)
and hence for n = 2p,   β = (−1)p+1β. Therefore, dβ 0 = (−1)pλ  dβ which implies
λ = (−1)p.
B Proofs
B.1 Proof of Lemma 1
Consider any (p−1)-form X = (XA2...Ap) on S2p(r) such thatrA2XA2...Ap = 0. This condition
may be rewritten as
d X = 0 . (B.1)
Therefore, the Laplacian on X reduces to
(dd + dd)X = dd X . (B.2)
Due to (A.9), dd X may be calculated as follows:









































−rArA XA2...Ap + (−1)prAr[A2XA3...Ap]A
)
. (B.3)








Now, we use the following well known property of the Riemann tensor
[rA,rB]T C1...Ck = RC1DABT DC2...Ck + ... + RCkDABT C2...Ck−1D , (B.5)
which holds for any tensor eld T C1...Ck . Using (B.5) one has:











Using (A.5) one obtains
ηA2BRA3 CABX
CA4...ApA = r−2ηA2BηA3D(ηDAηCB − ηDBηCA)XCA4...ApA
= r−2XA2A4...ApA3 = r−2(−1)p+1XA2...Ap . (B.7)
Exactly the same result holds for the rst (p− 2) terms in (B.6). The last term
ηA2BRA CABX
A3...ApC = ηA2BRCBX
A3...ApC = r−2(−1)p(2p− 1)XA2...Ap , (B.8)
due to (A.6). Finally,
(−  d  dX)A2...Ap = (p− 1)!
[
rArA − r−2(p2 − 1)
]
XA2...Ap
= r−24p−1XA2...Ap . (B.9)
2
B.2 Proof of Lemma 2
It is a well known fact from the theory of cohomology that on Sn(r) the kernel of 4k is
nontrivial only for k = 0 and k = n. The p = 1 case (i.e. an ordinary electrodynamics
in M4) is special because 40 = r2rArA possesses zero modes which are simply constant
functions on S2(r). This problem was treated in [12].
2
B.3 Proof of Lemma 3
Let X = (XA1...Ap) be a p-form on S
2p(r). Due to the Hodge theorem (A.8) it may be
decomposed as follows:
XA1...Ap = r[A1αA2...Ap] + A1...ApB1...BprB1βB2...Bp , (B.10)
i.e. α and β are (p− 1)-forms on S2p(r):
X = dα + dβ . (B.11)
Let us choose a following \gauge condition" for α and β:
dα = dβ = 0 . (B.12)
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Now, taking into account (B.11) and Lemma 1 one obtains
dX = ddα = r−24p−1α (B.13)
and
dX = d  dβ = −ddβ = −4p−1β . (B.14)
Rewriting (B.13) and (B.14) in components on obtains:
r2XA1A2...Ap jjA1 =4p−1αA2...Ap , (B.15)
and




= A1...ApB1...BprB1XA1...Ap . (B.16)
2
B.4 Proof of Lemma 4
Dki2...ip jk = ∂kDki2...ip + ΓkkjD
ji2...ip + (p− 1) Γi2kjDkji3...ip , (B.17)
where the last term obviously vanishes. Therefore





















= r−2p ∂r(r2p DrA2...Ap) + DA1A2...Ap jjA1 . (B.19)
2
C Derivation of Maxwell equations










B1...BpA1...ApBB1...BpjjA1 = −4−1p−1A2...Ap(1) . (C.1)
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Now, for any tensor eld X ...A... one has:





To prove (C.3) note, that



















































due to Lemma 4. Finally,
_
(1)



















The same arguments apply for _(2). 2
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