Group sequential hypothesis testing is now widely used to analyze prospective data. If Monte Carlo simulation is used to construct the signaling threshold, the challenge is how to manage the type I error probability for each one of the multiple tests without losing control on the overall significance level. This paper introduces a valid method for a true management of the alpha spending at each one of a sequence of Monte Carlo tests. The method also enables the use of a sequential simulation strategy for each Monte Carlo test, which is useful for saving computational execution time. Thus, the proposed procedure allows for sequential Monte Carlo test in sequential analysis, and this is the reason that it is called 'composite sequential' test. An upper bound for the potential power losses from the proposed method is deduced. The composite sequential design is illustrated through an application for post-market vaccine safety surveillance data.
Introduction
Sequential statistical analysis is an important tool for detecting serious adverse events associated with a new commercialized drug but not detected during phase 3 of clinical trials [1] [2] [3] [4] [5] . In post-marked vaccine safety surveillance, the objective is to detect an increased risk for the occurrence of certain adverse events as early as possible. Sequential statistical analysis is an efficient way to repeatedly analyze the data as these accumulate along the time while keeping the type I error probability under the desired nominal significance level. Under the null hypothesis, if the drug/vaccine is safe, the relative risk associated with the monitored population is not greater than 1. In general, at each moment t i of time previously scheduled, for i = 1, … , G, the cumulative data are summarized through a test statistic. The test statistic at t i , say U t i , is then used for drawing a decision about accepting/rejecting the null hypothesis.
For some inferential problems, the shape of the probability distribution of U t i is unknown. In such cases, conventional Monte Carlo testing can be conducted to assess the theoretical p-value. A well-known property of the conventional Monte Carlo test is that for a single test, the nominal significance level is analytically guaranteed [6] . But, this property does not hold for the overall significance level if multiple conventional Monte Carlo tests are performed for a sequence of nonindependent test statistics. Li and Kulldorff [7] handled this problem by defining a flat Monte Carlo threshold for monitoring the maximum log-likelihood ratio over the G moments of test. Although simple and intuitive, the method of Li and Kulldorff [7] does not favor choosing different type I error probabilities for each individual test.
Because the different chunks of data are usually correlated among each other, the true management of the type I error probability of each single Monte Carlo test is a difficult task. But, it is worth offering a solution for this problem because the type I error management is valorous for the sequential analysis practice. For example, if only 10 people enter in the monitoring system in the very first test, then the statistical power is probably small even for large true relative risks. Thus, if the control of the overall significance level is imperative, it is more prudent to use a small amount of type I error probability for the first test in order to save a larger probability amount for future tests. Because of the cumulative data, subsequent tests are based on larger sample sizes; therefore, they can produce a better statistical power, for the same amount of type I error probability, than a first test based on a small sample such as of 10 people. But if, instead of statistical power, expected time to signal is the most important performance measure in the analysis, then the analyst may prefer to spend a larger amount of type I error probability in the initial tests than in later tests.
The point is how to define the threshold of a sequential analysis when Monte Carlo simulation is used to calculate the p-value in each of the several tests. In this paper, a valid Monte Carlo p-value is introduced in order to perform sequential analysis through Monte Carlo simulation. The method enables an arbitrary choice for the amount of type I error probability to be used in each look at the data. Additionally, the procedure guarantees a true control on the power loss followed by the Monte Carlo approach. For the cases where the calculation of the test statistic is computationally intensive, a sequential Monte Carlo simulation design can be adopted in order to save execution time in each individual test. Thus, the method is called 'composite sequential' because it favors to apply a sequential Monte Carlo design at each test of a sequential analysis. All results are valid for the general case of any test statistic.
The content of this material is organized in the following way: Section 2.1 presents an overview of the sequential analysis theory immersed in the post-market vaccine and drug safety surveillance context. Section 2.2 offers a description for both conventional and sequential Monte Carlo tests. A new method for true management of the type I error probability in each Monte Carlo test is described in Section 3.1. The performance of the new method, in terms of statistical power, is demonstrated in Section 3.2. Section 4 introduces the composite sequential procedure. An example of application is offered in Section 5 for vaccine safety surveillance data of adverse events after Pediarix vaccination (GlaxoSmithKline, Philadelphia, PA, USA).
Overview of sequential analysis and Monte Carlo testing
This section presents some definitions and notations involving the sequential analysis field and the Monte Carlo test approach. The sequential analysis subject is described in the context of post-market vaccine safety surveillance. These contents are necessary in the construction of the methods introduced in Sections 3 and 4.
Sequential analysis for drug/vaccine safety surveillance
Sequential analysis can be performed by a continuous or a group sequential fashion. Let U t be a non-negative stochastic process describing the number of adverse events appearing during the time interval (0, t]. Definition 1 (Group sequential analysis) For a set of constants A 1 , … , A G and a sequence
of times, a group sequential analysis design is any procedure that rejects the null hypothesis if
Definition 2 (Continuous sequential analysis) For a continuous real-valued function B(t), a continuous sequential analysis design is any procedure that rejects the null hypothesis if U t ⩾ B(t) for some 0 < t < L, where L is an arbitrary constant representing the maximum length of surveillance.
The thresholds A i and B(t) are established according to logistic/financial characteristics related to each specific application, and it may respond to some probabilistic requirements, such as a desired significance level, statistical power, and expected time to detect an elevated risk for the occurrence of an adverse event.
There is a number of group sequential methods currently available in the literature, but the two prominent methods, especially for clinical trials, are the Pocock test [8] and the O'Brien and Fleming test [9] . Although quite important for the sequential analysis field, these two methods are not described here in detail because, usually, they can be performed through analytical calculations, and then Monte Carlo is not needed.
For continuous sequential analysis, an important method is the maximized sequential probability ratio test (MaxSPRT). MaxSPRT was developed for the prospective rapid cycle vaccine safety surveillance and implemented by the Centers for Disease Control and Prevention-sponsored Vaccine Safety Datalink [10] , and it has been in use for monitoring increased risks of adverse events in post-market safety surveillance [1, 2, 4, 5]. In the vaccine safety surveillance context, C t is the random variable that counts the number of adverse events in a known risk window from 1 to W days after a vaccination that was administered in a period [0, t] . Commonly, under the null hypothesis, C t is supposed to have a Poisson distribution with mean t , where t is a known function of the population at risk, adjusted for age, gender, and any other covariates of interest. Under the alternative hypothesis, C t is Poisson with mean R t , where R is the unknown increased relative risk due to the vaccine. The MaxSPRT statistic is given by U t = ( t − c t ) + c t log(c t ∕ t ), when c t ⩾ t , and U t = 0, otherwise.
Maximized sequential probability ratio test is feasible only if t is known. In practice, t is usually estimated through observational information from historical data sets. But, if t is unknown, an alternative is to use the conditional MaxSPRT (cMaxSPRT) introduced by Li and Kulldorff [7] . Historical data have a determinant assignment in the cMaxSPRT. Consider the existence of two samples, one from a period previous to the surveillance beginning, called historical data, and a second sample, which by its turn is collected while the surveillance proceeds. Denote the total person time in the historical data by V, and use P k to denote the cumulative person time until the arrival of the kth adverse event from the surveillance population. Given fixed observed values for c and k, assume that V follows a Gamma distribution with shape c and scale 1∕ V , and P k Gamma-distributed with shape k and scale 1∕ P . Then, the cMaxSPRT test statistic, here denoted by U k , is expressed as follows:
Let K denote the maximum number of observed events to interrupt the surveillance without rejecting the null. The joint probability distribution ofŨ
can be formally obtained, but its cumulative density function is fairly complicated, and the intricacy increases rapidly with K. Then, Li and Kulldorff [7] suggested the use of Monte Carlo simulation to find a flat critical value, B(t) = CV, for the test statistic U = max {Ũ K } . Observe that the only random variable in U * k is the ratio P k ∕V. Because P k and V are Gamma distributed, the distribution of the ratio 0 P k ∕ 0 V does not depend on the unknown parameter 0 . Consequently, the cumulative distribution of U depends on the observed values c and k only. Thus, samples from U, for fixed (c, K), can be obtained by generating independent values from two Gamma distributions with shape c and scale 1, and with shape k and scale 1, respectively.
Maximized sequential probability ratio test and cMaxSPRT are based on a flat threshold in the scale of the log-likelihood ratio. But although simple and intuitive, the flat signaling threshold is not appropriate if one wants to ensure a rigorous control on the amount of alpha spending in each one of G group sequential tests.
An alternative way of defining the signaling threshold is based on the concept of 'alpha spending function' [11] . Basically, the alpha spending function dictates the amount of type I error probability that is to be used, or spent, at each one of the tests. Denote the single probability of rejecting the null hypothesis at the jth test by j , with j = 1, 2, … , G, then ∑ G j=1 j ⩽ , where is the overall significance level. Jennison and Turnbull [11] offer a rich review of the existing proposals to choose the shape of the alpha spending function. The alpha spending concept favors for great flexibility when planning a surveillance, but this concept can be difficult to use with Monte Carlo p-values. This is the problem addressed in Section 3. Aiming a friendly presentation of the solution, an overview of Monte Carlo testing appears to be necessary.
Monte Carlo testing
Let U denote a real-valued test statistic. When the shape of the probability distribution of U is unknown but samples of U can be obtained by simulation under the null hypothesis, a Monte Carlo design can be used to calculate the p-value. The null hypothesis is rejected if the Monte Carlo p-value is smaller than or equal to , where ∈ (0, 1) is a desired significance level. Monte Carlo testing can be broadly categorized into two different types: the conventional (n-fixed) Monte Carlo test and the sequential (random n) Monte Carlo test. The n-fixed Monte Carlo test was proposed by Dwass [12] , introduced by Barnard [13] , and extended by Hope [14] and Birnbaum [15] . Let u 0 denote an observed value of the test statistic U for a realized data set. Also, use U 1 , U 2 , … , U n−1 to denote a sample of test statistics generated by Monte Carlo simulation under the null hypothesis, where n is a predefined and arbitrary integer. The conventional Monte Carlo p-value is then calculated in the following way:
. Thus, the null hypothesis, H 0 , is to be rejected if P n ⩽ . A wellknown property of this n-fixed Monte Carlo test procedure is that it promotes a valid p-value, that is, If the process of simulating the test statistic is time consuming, the option is to adopt a sequential Monte Carlo design. Unlike the conventional approach, in the sequential approach, the total number of simulations is no longer a fixed number n, but, instead, it is a random variable. With a sequential procedure, the simulations are interrupted as soon as an evidence about accepting/rejecting H 0 is identified, and then a considerable amount of time can be saved in the simulation process. An optimal design for performing sequential Monte Carlo tests was introduced by Silva and Assunção [16] . Their proposal, denoted here by MC o , minimizes the expected number of simulations for any alternative hypothesis. MC o also ensures arbitrary bounds for potential power losses in comparison with the conventional Monte Carlo test. The MC o procedure plays a fundamental role in the construction of the composite approach introduced in Section 4; therefore, an overview of this optimal procedure is offered here. For this, define
where m is an arbitrary integer representing an upper bound for the number of simulations to be generated. The MC o method requires the calculation of the upper and the lower sequential risks, defined respectively by
where
To ensure the same power than the n-fixed Monte Carlo testing, the maximum number of simulations, m, has to be equal to (n − 1). The simulation is interrupted as soon as the decision function t turns out to be equal to 1 or 2. At the tth simulation, that is, after having simulated U 1 , U 2 , … , U t , the null hypothesis is not rejected if t = 1; it is rejected if t = 2, and the simulation process proceeds while t = 0, where
with u = ∕m and l = 0.001∕ ⌊ (m + 1)⌋. This test criterion ensures that the power loss, with respect to the n-fixed Monte Carlo test, is not greater than ( ×100)% [16] . Also, a valid p-value can be calculated for this sequential design. If t * is the number of simulations at the interruption moment, a valid sequential
The construction of a Monte Carlo design for group sequential analysis does not demand the use of sequential Monte Carlo designs like MC o . In fact, the management of arbitrary type I error probabilities at each one of the G tests can be handled with the n-fixed Monte Carlo design, and indeed, this is the mechanism used for constructing the new method introduced in the next section. MC o shall be necessary only for the composite sequential procedure introduced later with Section 4.
Conventional Monte Carlo test for group sequential analysis
Let G denote the maximum number of hypothesis tests scheduled for a group sequential analysis. This section introduces a valid design for an arbitrary management of the alpha spending at each of G n-fixed Monte Carlo tests.
A valid Monte Carlo alpha spending for sequential analysis
DefineŨ = (U 1 , … , U G ) , the G-dimensional vector of test statistics for sequential analysis, that is, the jth entry of this vector is a one-dimensional test statistic for the jth test, with j = 1, … , G, and 
Use x j to denote the observed value of X j for a given simulated sequence of vectorsũ 1 , … ,ũ m . The exact conditional p-value, associated with the jth test and denoted by P j , is given by
By construction, X j follows a binomial distribution with parameters (x j−1 , p j ), where p j is a realized value of P j and x 0 = m. A valid conditional Monte Carlo p-value for the jth test,P j , can be calculated as follows:
The null hypothesis is to be rejected at the jth test ifP j ⩽ j , where j ∈ (0, 1) is a threshold fixed by the user according to the desired alpha spending, j , planned for test j. Note that in the particular case of a nonsequential analysis, that is, G = 1,P 1 coincides with the conventional Monte Carlo p-value, and then it is sufficient to set 1 = for ensuring an actual alpha level test.
Observe that the event
then h j can be interpreted as a threshold in the scale of X j , where ⌊a⌋ is the greatest integer smaller than or equal to a, a ∈ R. Then, for G = 1, h 1 = h = ⌊ (m + 1) − 1⌋. If G > 1, the threshold h j is to be chosen in a way to comply with the desired alpha spending, j .
Given a sequence of observed conditional p-values, p 1 , … , p G , the overall probability of rejecting H 0 , denoted here by (p 1 , … , p G ), can be expressed as follows:
The probability of rejecting H 0 can be rewritten as a sum of G power spending terms in the following way:
The type I error probability associated with the jth test is calculated by integrating each one of the terms j (p 1 , … , p j ) with respect to the null probability measure FP j (p j |H 0 ) ofP j as follows: Therefore, the overall type I error probability is equal to
The distribution FP j (p j |H 0 ) is an important term for the calculation in expression (11) . For j = 2, … , G,
, and make
, where F 0,j is the probability distribution of U j under the null hypothesis. Now, everything is prepared for the assertion and proof of the theorem later.
Theorem 3.1
For any test statistic U j,i directed to a group sequential analysis, let P 1 , · · · , P G be a sequence of exact conditional p-values that can be analytically expressed according to (7) . Then, the joint probability distribution ofP G = (
, under the null hypothesis, is
The theorem offers the general shape for the joint probability distribution of the theoretical vector of exact p-values under the null hypothesis. Note that there are no assumptions for the marginal distribution of the U ′ j s or even for the joint distribution ofŨ.
Proof FP(p|H
From expression (11) and using Theorem 3.1, the exact alpha spending at test j can be calculated using the following expression:
0,j is a nondecreasing function with respect to j . Thus, a trivial numerical procedure, like the bisection method, will always give a feasible solution for j given an arbitrary j . The idea is to find out the largest value of j for which 0,j ⩽ j . Table I brings j solutions for some common parameterization choices. The values in this table were obtained under a uniform alpha spending, that is, j = ∕G, where is the overall desired significance level. The solutions were possible through the bisection method and Here, the alpha spending used for each group testing is j = ∕G.
implemented in the R software [17] . This table was built for m = 999, and the solutions for larger m values will differ only slightly in a way that does not affect the significance level in each test. Thus, the values shown in this table can be used for larger values of m such as 9999 or 99,999. The uniform alpha spending is a simple and intuitive choice for cases where the analyst has no practical concerns about the statistical performance of the analysis besides the global level of the sequential test. But, the Monte Carlo procedure introduced in this section is actually advantageous when the analyst indeed desires to establish a personalized, and maybe uncommon, alpha spending function. Many shapes can be designed for the alpha spending function given a maximum number G of tests and an overall level, and it depends on each problem according to financial, logistical, or ethical issues. For example, suppose that for G = 5 and = 0.05, the desired alpha spending is to be managed in the following way: 1 = 0.02, 2 = 0.015, 3 = 0.01, 4 = 0.003, and 5 = 0.002. In this setting, the associated thresholds are 1 = 0.02, 2 = 0.01767, 3 = 0.015345, 4 = 0.0096, and 5 = 0.0085.
Statistical power performance
The variability introduced by the Monte Carlo approach can lead to reductions in terms of statistical power with respect to the theoretical exact sequential test. This section develops an analytical expression to bound such potential power losses. This is possible by assuming a regular class of probability distributions for the exact conditional p-value.
A class of distributions for the conditional p-value.
By definition, the exact conditional p-value, expression (7), is a random variable. In order to study the performance of the sequential Monte Carlo test, Fay and Follmann [18] introduced a class of p-value distributions with shape of the form
where Φ(.) is the cumulative distribution function of a standard normal distribution and is the type II error probability. The rationale behind the use of this class is that among the possible real scenarios where (15) holds, one can find out regular distributions families like the cases where the test statistic either follows the standard normal distribution under the null hypothesis and an N( , 1) under the alternative, or a central
under the null hypothesis and a noncentral If the power function of a Monte Carlo test design is nonincreasing with p, the greatest power loss occurs when is equal to 0.5, that is, the worst case is H ,0.5 (p). To see this, let h(p) be a probability density function related to a member inside this class. Indexed by and , a particular member of this class is related to the following probability density function:
where Φ −1 is the inverse function of the standard normal cumulative distribution function Φ(⋅). The first derivative of h ,1− (p) with respect to p is equal to
where Z (⋅) is the density function of the standard normal distribution. For 1− ⩾ , we have h 0, 1) . If, for a fixed p, the Monte Carlo test is decreasing with p, then the worst case probability distribution H ,1− (p) is the one that maximizes h ,1− (p) for p = ; that is, the evaluation of the worse is made by finding out the value that maximizes h ,1− ( ) = exp
with respect to . Observe that because of the symmetry property of the normal distribution, the minimum value of ( Φ −1 ( ) ) 2 occurs for = 0.5 because Φ −1 (0.5) = 0; then, for any ⩽ 1 − , the analytical solution that maximizes h ,1− ( ), with respect to , is = 0.5.
Upper bounds for potential power losses.
Assume that the conditional probability distribution of P k , given P k−1 , … , P 1 , represented by F P k − , is shaped according to (15) . This assumption is adequate, for example, for the cases where U j is a Markovian stochastic process, that is, the conditional distribution of U j , given the pass, only depends on the observed statistic of the immediately predecessor test. Under these terms, it seems to be reasonable to assume that the same family of distribution is adequate for each of the conditional distributions. 
For evaluating the power difference between the Monte Carlo and the exact approaches, it is helpful to obtain the expression for the exact power of the kth test, denoted here by A,k , and which can be expressed by
where 0 = 0, F H ( k |a, b) is the Beta(a, b) distribution evaluated at k , and 1 , … , k are chosen in a way to ensure the desired alpha spending for the kth test. Thus, from (18) and (19), an upper bound for the power loss of the proposed Monte Carlo design is as follows:
Let 0,k be the type I error probability in the kth test, which is obtained by integrating the multivariate uniform (0, 1) k density, in the rejection region, for the kth test. For k = 1 and for an alpha spending of 1 , the value of 1 is 1 . For k = 2, 0,2 = ∫ 1 1 ∫ 2 0 dp 2 dp 1 = 2 (1 − 1 ) = 2 (1 − 1 ), ⇒ for an alpha spending of 2 , we have 2 = 2 ∕(1 − 1 ).
By recursive application of the previous reasoning, the alpha spending at the kth test, for k = 1, · · · , G, is given by
Then, if k is the alpha spending in the kth test, the value of k is explicitly obtained:
with 0 = 0. For the special case of a constant alpha spending, that is, j = ∕G = , and from expression (21), the tuning parameters j are given by
Each combination of and G leads to a particular value, which, by its turn, leads to particular values of a and b to be used in the approximating distributionH ,1− (p). For example, for = 0.05 and G = 1, the associated solution is a = 0.359 and b = 2.523, which gives an upper bound for the power loss equal to 0.0187. For G = 5 and j = ∕5, the solution is a = 0.3 and b = 7.6, which gives a power loss upper bound of 0.018.
If U j is computationally hard to obtain, a sequential strategy can be adopted in order to save execution time in each single Monte Carlo test. Complicated calculation as, for example, those involved in lengthy inferential procedures usually leads to the situation where the test statistic distribution is unknown and Monte Carlo is required. For example, the multivariate problem of finding spatial clusters of disease outbreak requires the use of computationally intensive testing procedures, like the flexibly shaped scan statistic proposed by Tango and Takahashi [19] . The execution time of the flexibly shaped scan can take as long as 2 weeks depending on the application. Another example is the tree-based scan statistic for database disease surveillance proposed by Kulldorff et al. [20] , which allows for the study of relation among many databases related to a sort of potential risk factors, and then it can take a long time to run. Computational speed is an important issue even today after the many advances in processing speed of computational resources. The big data analysis is an example of why saving execution time in numerical intensive procedures is still important. The next section is devoted to construct a method for performing sequential Monte Carlo tests in sequential analysis. The method favors to save execution time in computational intensive problems that might appear in practice.
On a composite approach: sequential Monte Carlo for sequential analysis
The composite sequential procedure introduced in this section is indicated for applications where computational time is a relevant issue. As already stressed earlier, the term 'composite' was chosen to emphasize that the method is a sequential procedure because of two different reasons: for each test, among a sequence of G tests, a sequential Monte Carlo test is considered. There is a lack in the literature concerning a comprehensive method of performing sequential Monte Carlo tests in the sequential analysis context. This composite scenario has already been treated by Jennison [21] , but his proposal was concerned only on saving execution time in a single test 
which is the random variable to be tracked in the kth test after the tth simulation. Now, the concept of sequential risk introduced in Section 2.2 is extended for the sequential analysis context. For c 0,t = min 
where x t,k−1 is the observed value of X t,k−1 for k = 1, · · · , G, with x t,0 = t. The optimal MC o procedure described in Section 2.2 can be applied in order to save execution time in the kth test. The power loss from such approach is not greater than 1%. The Monte Carlo simulation for the kth test is interrupted as soon as the decision function, t,k , is equal to 1 or 2. The null hypothesis is not rejected if t,k = 1, and H 0 is rejected if t,k = 2, where
with u = 0.01∕m and l,k = 0.001∕ ⌊ k (m + 1)⌋. The threshold k is chosen in a way to ensure the desired alpha spending, k . If t * is the number of simulations at the interruption moment, a valid conditional sequential p-value, for the kth sequential test, is given bȳ
Monitoring adverse events after vaccination
The composite sequential method is illustrated here through an application for real data. This application is meant to mimic a post-market vaccine safety surveillance analysis, and the test statistic adopted is the cMaxSPRT statistic.
Data description
This illustrative example uses a time series data of health insurance claims from the Centers for Disease Control and Prevention-sponsored Vaccine Safety Datalink project. The series has 82 weekly entries, where each entry counts the number of adverse events associated with neurological symptoms within 28 days after Pediarix vaccination, which is manufactured by GlaxoSmithKline. This vaccine, with a simple injection, protects children from five different diseases: diphtheria, tetanus, whooping cough, hepatitis B, and polio. Figure 1(A) shows the time series formed by these 82 observed counts of adverse events indexed by week.
Recall that the cMaxSPRT requires the existence of a historical data. Once the objective here is not actually to analyze this data set but to use it as a realistic scenario to illustrate the applicability of the composite sequential approach, the data set was divided in two subsamples, each with 41 entries, where the first batch of 41 observations is taking as the historical sample and the second subsample as the surveillance sample. The surveillance sample is represented with the dark down triangles shown in Figure 1 (A). Because these both samples came from the same population under the same vaccination, it is natural to expect that a test for H 0 ∶ V = P against H 1 ∶ V < P may not reject the null. We use this controlled application as a motivation to verify if the data presented some change with respect to the relative risk of having an adverse event during the weeks. An abrupt change in the cumulative cases occurred around 42nd week, and then it can be of interest to test if the relative risk after that point is increased.
Tuning parameters settings
The assumption of a Gamma distribution for P k implies an exponential distribution, with mean P , for each arrival time of the k independent adverse events. Because the distribution of the ratio P k ∕V, under H 0 , does not depend on P , the tth Monte Carlo value from the null distribution of U k can be obtained by generating k independent values from an exponential distribution with parameter 1∕ P = 1.
The sum of such generated values represents the tth Monte Carlo cumulative person time (P t,k ) for the surveillance period. Similarly, the sum of c independent values from an exponential distribution, with parameter 1∕ V = 1, represents the tth Monte Carlo cumulative person time (V t ) for the historical data. The values P t,k and V t are then used to calculate the tth Monte Carlo copy (U t,k ) of the cMaxSPRT statistic. The analysis considers a scenario with a maximum of five tests (G = 5) and an overall significance level of 0.05 ( = 0.05). To further explore the flexibility offered by the Monte Carlo method in which concerns the management of the type I error, instead of a simple uniform function, here, the non-naive alpha spending of the end of Section 3.1 is considered: 1 = 0.02, 2 = 0.015, 3 = 0.01, 4 = 0.003, and 5 = 0.002, which leads to the thresholds 1 = 0.02, 2 = 0.01767, 3 = 0.015345, 4 = 0.0096, and 5 = 0.0085. Each test presents less than 1% of power loss; then the overall power loss is bounded at 5%. For this application, m = 100, 000 and the threshold parameters are fixed according to Table (I) . For the group sequential design, assume that a test is to be performed after each chunk of four adverse events, which means that the maximum length of surveillance is K = 20.
Data analysis results
In the historical data, it was observed a total of c = 11 adverse events accumulated after v = 5. upper block (real scenario) of Table II , part I. The first four adverse events concentrated in a short persontime amount, equal to 0.183. This high frequency is reflected through a large observed value of U 0,4 = 5.297, which is the observed test statistic for the first group sequential test (j = 1). This result indicates that there may exist an inflation in the relative risk at some point after the last cases observed in the historical period. The first group sequential test (j = 1) is based on the Monte Carlo simulations U 1,4 , U 2,4 , and so on. For the calculations shown in this example, the simulations were possible by generating random numbers from an exponential distribution through the 'rexp' function of the R software. The simulated values were then combined in order to form the U t,4 according to the instructions given in the first paragraph of Section 5.2. The MC o signaling thresholds, u and l,4 , were not touched before t = 99, 999 in this first test, and the observed p-value was equal to 566∕100, 000 = 0.00566 (x 99999,4 = 565). Thus, because the observed p-value is smaller than the threshold 1 = 0.02, H 0 is to be rejected; that is, for a significance level of 0.02, we should conclude that P is greater than V .
From a practical perspective, the analyst should stop the sequential surveillance and conclude that H 0 is to be rejected. However, in order to further explore this application, fake data showing a different line shape are considered for the surveillance period. The trajectory of this new series of cumulative cases is represented with the symbol '×' in Figure 1(A) in the surveillance period. Note that the jumping after week 41 is not present in this fake series. The summary for the observed statistics from these new data is offered in the lower block (hypothetical scenario) of Table II , part I. To help with the understanding behind each step in this composite sequential analysis, Table II also presents, in part II, the first three Monte Carlo cumulative person-time values for both historical (V t ) and surveillance (P t,k j ) periods, as well as the related U t,k j . This information is used to obtain X t,j . For example, with j = 1, the X t,1 value is obtained by comparing the line labeled as U t,4 with the first value, 0.319, of the Hypothetical scenario of Table II. For the first test (k 1 = 4), CR u (t, k) turned out smaller than u = 0.01∕99, 999 = 10 −7 just after the 20-s simulated statistic, which returned x 22,1 = 6, leading to a p-value ofp 1 = x 22,1 ∕t * = 6∕22 ≈ 0.273. Thus, H 0 was not rejected at the first group sequential test. For the second test (k 2 = 8), CR u (t, k) turned out smaller than 10 −7 after the ninth simulated statistic with x 31,2 = 4. The observed p-value was p 2 = (x 31,2 )∕(x 22,1 + 9) = 4∕(15) =≈ 0.267. Tests number three (k 1 = 12), four (k 1 = 16), and five (k 1 = 20) also crossed the threshold ( u = 10 −7 ) before the simulation of number 99,999. Then, H 0 is not rejected with these fake data. Figure 1(B) shows the trajectory for the first hundred simulated values U 1,20 , U 2,20 , … , U 100, 20 . These values are used in the fifth sequential test (j = 5). Figure 1(C) presents the values of X t,5 = ∑ t i=1 I(U t,20 ⩾ 0.992) while it evolves with t.
Conclusions
Monte Carlo simulation was demonstrated to be a feasible approach for sequential analysis. The true control of the type I error probability associated with a sequence of tests is guaranteed. More importantly, such control is valid for any statistical dependence structure among the distributions of the test statistics calculated in each look at the data. Although inspired by the post-market vaccine safety surveillance problem, the method can be directly applied for sequential analysis of any other sort of problem. The real application shown in this paper is not an example of computationally intensive problem. The evaluation of the real gains with the composite design, in terms of expected signal time, should be explored for timeconsuming statistical tools, such as the tree-based scan statistic for database disease surveillance. This is a lack left for future studies.
