Supervised latent Dirichlet allocation (Supervised-LDA) [1] is a probabilistic topic model that can be used for classification. One of the advantages of Supervised-LDA over unsupervised LDA is that it can potentially learn topics that are inline with the class label. The variational Bayes algorithm proposed in [1] for inference in Supervised-LDA suffers from high computational complexity. To address this issue, we develop computationally efficient inference methods for Supervised-LDA. Specifically, we present collapsed variational Bayes and MAP inference for parameter estimation in Supervised-LDA. Additionally, we present computationally efficient inference methods to determine the label of unlabeled data. We provide an empirical evaluation of the classification performance and computational complexity (training as well as classification runtime) of different inference methods for the Supervised-LDA model and a classifier based on probabilistic latent semantic analysis.
INTRODUCTION
Latent Dirichlet allocation (LDA) [2] is an unsupervised latent variable model originally applied in the field of document modeling due to its ability to decompose documents into topics and uncover topics decomposition into words in a concise manner. As an unsupervised model, LDA can be used to perform dimensionality reduction by mapping the high dimensional bag-of-words representation to lower dimensional topic representation.
Recently, there has been a growing interest in supervised extensions of LDA for applications such as image classification [1, 3, 4] , document classification [5] [6] [7] , movie rating prediction [8] , named entity mining [7, 9] , and credit attribution in multi-labeled corpora [10] . In this paper, we focus on the supervised LDA model introduced in [1] (henceforth referred to as Supervised-LDA). The motivations for supervised topic models are multi fold. Supervised topic models can help in identifying topics specific to a particular class. In addition, probabilistic models are flexible, allowing simultaneous modeling of various types of information, for instance, the Supervised-LDA model can be readily extended to handle multiplelabels and additional information such as annotations or tags.
Despite the ability of topic models to produce a concise representation, parameter estimation in topic models remains a challenging task. In most cases, exact inference is intractable and hence, approximate inference methods are required. Inference methods for topic models can be broadly categorized into sampling based approaches and deterministic approximations. Recent work stresses * The first author performed this work while at Oregon State University. the importance of properly adapting the priors (hyperparameters) in LDA-based models [11, 12] . This can be addressed by optimizing the prior parameterization instead of using a fixed prior, a task which increases the computational complexity associated with inference in LDA-based models. Understanding the tradeoff between computational complexity and classification performance of the different inference methods for Supervised-LDA is key to identifying the most suitable inference algorithm for a particular application. While we present results only for the Supervised-LDA model, we believe that similar trends will hold for other labeled/discriminative topic models as well. For an excellent comparison of different inference methods such as variational Bayes (VB), collapsed Gibbs sampling (CGS), collapsed variational Bayes (CVB) and maximum a-posteriori (MAP) inference for (unsupervised) LDA, we refer to [12] .
Previous work in the Supervised-LDA model employed VB for inference [1] . We derive the MAP and CVB inference solutions for Supervised-LDA and study the effect of the choice of inference method for Supervised-LDA. While the extension of [12] to the supervised case might appear straightforward at first sight, several new aspects arise in the supervised case:
• Model based classification: The classification stage is completely new relative to LDA and requires the development of efficient inference techniques for classification of test documents.
• Classification accuracy: Supervised-LDA is evaluated in terms of classification accuracy rather than perplexity. It is not obvious which inference method leads to the best classification accuracy.
• Train vs Test computational complexity: While the training complexity of Supervised-LDA is similar to that of LDA, model based classification approach for Supervised-LDA requires significant additional computation in the test stage than LDA, and can be computationally intensive when the number of classes is large. We introduce a new classification approach to solve this problem.
In this work, we address the following question: Which inference method provides a good trade-off between classification accuracy and computational complexity for the Supervised-LDA model?
PROBLEM STATEMENT
The training data is assumed to be a collection of M documents along with their corresponding labels. The collection of Ni words for the i th document is denoted by wi = {wi1, . . . , wiN i } and the label associated with the i th document is denoted by yi. The entire corpus can then be represented by (W, Y) where 
DESCRIPTION OF THE MODEL -SUPERVISED LDA
Supervised-LDA [1] is a natural extension to the original LDA model [2] . The graphical model for Supervised-LDA is shown in Fig. 1 and the generative process is explained in Algorithm 1.
Algorithm 1 Generative process
The key difference between Supervised-LDA and LDA is that for each training document, we first draw the label y and then choose a class-dependent Dirichlet prior for the topic proportions. The Dirichlet prior over the document specific topic proportions is represented as a C × K matrix α, where the c th row of α matrix corresponds to the Dirichlet prior for class c. Note that we consider both α and β (defined in Table 1 ) to be asymmetric Dirichlet priors. The number of words in each document, Ni, is an ancillary variable and we assume that it is independent of the class c. The Supervised-
LDA model may also be viewed as a special case of models such as Labeled-LDA model [10] and Dirichlet-Multinomial Regression model [13] .
PARAMETER ESTIMATION IN SUPERVISED-LDA
Parameter estimation in Supervised-LDA is based on the maximum marginal likelihood principle. The marginal likelihood of the data, i.e., the likelihood of (W, Y) conditioned on the hyperparameters, is given by
where Z corresponds to the topic assignments of all the words in the training corpus. The above integral is intractable. Deterministic approaches (such as VB) replace the integral with a tractable lower bound. Sampling based approaches (such as CGS) approximate this integral (expectation) using an empirical (sample-based) average. The MAP estimation procedure approximates the integral by using point estimates of φ and θ (Z can be marginalized out) 1 . To the best of our knowledge, only VB inference has been explored earlier for the Supervised-LDA model [1] . We derive the update equations for MAP and CVB0 inference methods for the Supervised-LDA model. Not surprisingly, if we set all the Y to be equal (to 1) in our update equations, we recover the update equations for (unsupervised) LDA.
MAP estimation
The MAP estimate of θ and φ is given by
As shown in Appendix A, the objective function for MAP is given by
where B(·) denotes the multinomial beta function. Parameter estimation is performed by maximizing (2) w.r.t. θ, φ, α, and β in a coordinate ascent fashion. The updates for θ ik and φ kl are given by,
where k θ ik = 1, v φ kv = 1 and
Note thatθ,φ denote the values of θ, φ from the previous iteration.
Connection to NNMF
Note that (2) resembles the objective function of KL-divergence minimizing non-negative matrix factorization (NNMF) [15] , with additional regularization terms on θ, φ. The equivalence between EM updates for Probabilistic Latent Semantic Analysis (PLSA) [16] and KL-divergence minimizing NNMF updates in the unregularized case (i.e., α = 1, β = 1 in (2)), has been observed in [17] . In the EM algorithm for MAP solution in LDA [12] , the E-step involves the computation of γ wjk = P (zij|wij, θi) and the M-step involves maximization w.r.t. θ and φ. To ensure that γ wjk 's are valid probabilities, [12] impose the constraint α > 1, β > 1 in their MAP solution. Even if α < 1, β < 1, γ wjk can be valid probabilities if g ik ≥ 0 and h kl ≥ 0 in (4). Another subtle difference exists. In (2), the hyperparameters are optimized using Maximum likelihood (ML) estimation for Dirichlet distribution whereas in the MAP solution by [12] , the hyperparameters are optimized using ML for Polya distribution. The Polya distribution accounts for the number of words in the document (and hence the number of topic variables), whereas the Dirichlet distribution estimates α using the θ ′ i s and hence, does not account for document length in the hyperparameter estimation.
Collapsed Variational Bayes (CVB0)
In this section, we present the collapsed variational updates for Supervised-LDA. As in LDA, the collapsed variational distribution is assumed to factorize as follows 2 [12, 14] :
where q(zij) is a multinomial distribution with parameters given by q(zij = k) = γ ijk . The log marginal likelihood is lower bounded by the negative collapsed variational free energy [14, 18] , i.e.,
where the RHS denotes the negative collapsed variational free energy. Maximizing the zeroth order Taylor approximation to the negative collapsed variational free energy (hence the name CVB0), the updates for γ ijk are obtained as
2 To keep the notation uncluttered, we do not mention the variational parameters explicitly.
where
Note that in VB, a fully factorized variational distribution is assumed, i.e., q(Z, θ, φ) = i q(θi) ij q(zij) k q(φ k· ) and parameter estimation is performed by coordinate ascent on the negative variational free energy [1] . Upon convergence, the parameter estimates are computed usingφ kv ∝ (n kv + βv), where vφ kv = 1. Note that while MAP is inherently parallelizable i.e., the θi's for the documents can be updated in parallel, the collapsed inference methods are not inherently parallelizable.
CLASSIFICATION
For a test document wt, model-based classification is made using the MAP rule, i.e.,
Classification using VB
VB can be used to classify a test document as follows [1] 
Since the RHS is intractable, they compare the variational lower bounds for log p(wt, yt = c). The variational lower bound is computed as follows:
where q denotes the fully factorized variational distribution q(θt, zt) = q(θt) N t j=1 q(ztj). This approach requires recomputation of the variational lower bound for each possible value of yt, and can be computationally demanding when C is large. Next, we present the classification rules for MAP and CVB0.
Classification using MAP
We express p(yt|wt) as follows
Since the integral in (10) cannot be computed in closed-form, we propose to approximate it as follows
= arg max
where,
= arg max θ t log p(wt|θt) + log p(θt).
The approximation in (11) may be interpreted as a zeroth order version of Laplace approximation of the integral in (10) around θ Note that θ * t can be obtained by using an optimization similar to (2). Since yt is unobserved for test data, we have log p(θt) which is a mixture of Dirichlet distributions, instead of log p(θi|yi) used in training (2) . We treat yt as a latent variable and derive an EM algorithm to compute θ * t . The update rule is given by θ tk ∝ max(g tk , 0), where k θ tk = 1, and
Note thatθt denotes the value from the previous iteration. Note the similarity of (15) to (4) . Since yt is not observed, the (α ck − 1) term is weighted by P (yt =c|θt).
Classification using CVB0
We consider two classification rules for CVB0. First, we classify y * t using y * t = arg max c p(wt, yt = c).
Since the RHS is intractable, we use the collapsed variational lower bound for log p(wt, yt = c). The collapsed variational lower bound is computed using (9) , where the expectation is w.r.t the collapsed variational distribution, q(θt, zt) = q(θt|zt) N t j=1 q(ztj). We refer to this classifier as CVB0-1. Note that this can be computationally intensive when C is large. We introduce a second approach to alleviate this problem,
where n \tj kt = j ′ =j γ tj ′ k ,n·t denotes the value of n·t from the previous iteration andφ denotes the estimate of φ computed from the training data. We will refer to the second approximation as CVB0-2.
EXPERIMENTAL RESULTS
In the first experiment, we compare the classification accuracy and runtime achieved by MAP, CVB0, VB and PLSA for the Supervised-LDA model. We implemented CGS and observed that the runtime associated with CGS is significantly larger than the runtime associated with the other methods. In CGS, we need to compute the topic probabilities for each occurrence of a word (and not just every unique occurrence as in the other methods) as well as draw multiple topic samples before estimating the hyperparameters. Hence, we do not include the results obtained using CGS here.
Implementation details
All the methods were implemented in Matlab. We used similar vectorization techniques in all of our implementations. We plan to make our code publicly available in the near future.
Hyperparameter optimization for MAP
We restricted α ≥ 1, but did not impose any constraint on β. In our experiments, we used a log-barrier method with Newton update equations [19] to compute the optimum α, β in (2).
Hyperparameter optimization for CVB0
We used the fixed point updates in [20] to compute the ML estimates of Polya distribution.
Hyperparameter optimization for VB
As done by [1] , we optimize α, but set β to 1.
PLSA-NN
As observed by [21] , PLSA is equivalent to LDA when all the hyperparameters are set to 1. Hence, we used the same update equations as that of the MAP estimation, except that the hyperparameters are held constant at 1. Once the θ's have been obtained for the training as well as the test data, we use a k-nearest neighbor (k-NN) classifier with Euclidean distance metric for classifying the test documents. Following [22] , we set the number of nearest neighbors, k = 10.
Datasets
In this section, we describe the datasets used in our experiments. LabelMe: The first image classification dataset was used in [3] . The dataset consists of 1600 images from the LabelMe toolbox. There are totally eight classes. For each image, the Scale-invariant feature transform (SIFT) vectors are computed and then the SIFT vectors are clustered to obtain the codebook (size=158) representation. Each image contains 2401 SIFT vectors. The pre-processed dataset in bag-of-words format was made publicly available by [3] . More details regarding the dataset are available in [3] . We used three random train-test data splits for cross validation, each time dividing the data into 800 training documents and 800 test documents.
MSRC-v2:
We evaluate our algorithms on a subset of the MSRC-v2 dataset 3 . We used images belonging to eight groups (i.e., class labels), namely, 'book', 'grass, cow', 'tree, grass, sky', 'bike, building', 'sign', 'water, boat', 'aeroplane, grass, sky', 'road, building' resulting in a total of 240 images. We divided each image into 8 × 8 blocks and we cluster the blocks using k-means algorithm to create a codebook of size 160. Using this codebook, we create the bagof-words representation for each image. Again, we use 50% of the dataset for training and 50% of the dataset for testing. While we realize that it might be possible to use more sophisticated features, our goal here is to compare inference methods for classification rather than find good feature vector representations. Note that quite some overlap exists between the classes themselves.
Simulation details
We vary the number of topics and report the classification accuracy and runtime in each case. Note that, in practice, we are interested only in the performance at the optimal K (chosen based on a validation set) for each method. For each train-test data split, we try three random initializations and report the best classification accuracy and the total runtime. The total runtime is the sum of the runtimes for each random initialization, which is the sum of the time for training and the time for testing. We compute the mean and standard deviation of the results based on the 3 random train-test splits. The error bars in our graphs denote the variation amongst 3 random traintest splits for cross-validation. We train the model till the fractional change in log likelihood, given by abs[(llnew − ll old )/llnew], is less than a threshold (10 −6 in our experiments), with an additional limit on the maximum number of iterations (300 in our experiments).
Effect of the inference method on classification accuracy
The classification accuracy comparison is shown in Fig. 2 and Fig. 3 for the LabelMe and MSRC-v2 datasets respectively. We can observe that MAP provides comparable performance to VB, CVB0 in terms of classification accuracy in the LabelMe dataset. However, in the MSRC-v2 dataset, CVB0 outperforms MAP and performs quite similar to VB. The CVB0-2 classifier provides comparable performance to CVB0-1 classifier.
Computational complexity
The runtime comparison for the LabelMe and MSRC-v2 datasets are shown in Fig. 4 and Fig. 5 respectively. We observe that MAP provides considerable advantage in terms of runtime. The CVB0-2 classifier is significantly faster than CVB0-1. We observe the trend MAP < CVB0-2 < CVB0-1 < VB. To gain further insight, we consider the computational complexity of the updates and the implementation aspects. During the classification stage, CVB0-2 and MAP are roughly O(C) times faster than VB and CVB0-1. The computational complexity in the training stage for Supervised-LDA is similar to that of LDA (see Section 5 in [12] for a related discussion). Let U = i Ui, where Ui = |{v ∈ {1, 2, . . . , V }, nvi = 0}|, i.e., Ui denotes the number of unique words in the i th document. Note that usually U < V M . Let N = i Ni, where Ni denotes the number of words in the i th document, as defined in Table 1 . The training complexity per iteration is O(KU ) for MAP, CVB0 and VB and O(KN ) for CGS. As mentioned earlier, MAP updates for different documents can be parallelized while the collapsed inference methods such as CVB and CGS are not inherently parallelizable. VB is slower than CVB0-1 due to expensive digamma computations. In our experiments (not reported here), we have observed that CGS is slower than VB due to the large number of iterations required.
The computational complexity of PLSA and MAP seems to be comparable in these datasets. However, for classification using PLSA, we need to compute the nearest neighbor for the test data, which can be computationally intensive for large scale applications.
CONCLUSION
We presented MAP and CVB0 inference methods for the Supervised-LDA model. We introduced a computationally efficient classification algorithm for MAP and CVB0 that is scalable for datasets involving large number of classes. Additionally, this classification algorithm allows us to use Supervised-LDA as a supervised dimensionality reduction tool. We provided an empirical comparison of the classification accuracy and runtime of MAP, CVB0 to VB. The results indicate that, with proper hyperparameter tuning, CVB0 and VB can yield similar classification performance, while MAP yields a slightly lower performance. However, MAP is computationally very efficient and can provide speed-ups of over an order of magnitude compared to VB and CVB0. Based on our results, we advocate CVB0 parameter estimation with the CVB0-2 classifier for the Supervised-LDA model, since it provides a good tradeoff between classification accuracy and run time. Future work will explore the extension of our inference methods to more complex topic models that can handle annotations and multiple labels.
A. DERIVATION OF MAP OBJECTIVE FUNCTION
Based on the structure of the graphical model, we have
p(wi, θi, yi|α, φ).
Next, we derive the expressions for each term on the RHS of (17) . Let zi denote the respective topic assignments for each word in the vector wi. For each document, we can marginalize out all possible topic assignments, i.e., p(wi, θi, yi|α, φ) = z i P (wi|zi, φ)P (zi|θi) p(θi|yi, α)P (yi).
The first term in the RHS of the above equation can be simplified as
where nvi denotes the number of times word v occurs in the i th training document. Using the fact that p(θi|yi, α) and p(φ k,· |β) are Dirichlet distributions, we obtain (2).
B. DERIVATION OF CVB0 UPDATES
The RHS of (6) can be expanded as follows where k γ ijk = 1. Using the zeroth order Taylor approximation in the above expectations [12] , we obtain (7).
