Ⅰ. Introduction
There is a large literature examining the impact of inflation targeting (IT) on inflation performance at the aggregate level (e.g., Mishkin and Schmidt-Hebbel 2007, Choi et al. 2011) . The basic result in the empirical literature is that the adoption of IT is typically followed by a fall in both the level and volatility of macroeconomic measures of inflation such as the consumer price index, especially in emerging economies. Moreover, a fall in inflation persistence has often been noticed in IT countries, probably due to better-anchored inflationary expectations after an explicit announcement of an inflation target in the medium term. There is ample empirical evidence, however, of a significant degree of heterogeneity in the inflation dynamics of different economic sectors and different geographic regions (e.g., Bils and Klenow 2004, Beck et al. 2009 ). In fact, researchers looking at the impact of monetary policy actions have found substantially different responses to a common monetary policy across regions, with these differences often associated with regional differences in sectoral composition (e.g., Carlino and DeFina 1998). Furthermore, recent studies using sectoral data have documented heterogeneous effects of a switch in monetary policy regime on the dynamics of disaggregate inflation (e.g., Choi and O'Sullivan 2013) . In light of the possible interface between sectoral and regional effects, it would be instructive to examine the impact of a change in the monetary policy regime using data disaggregated along both these dimensions in identifying the channels through which the adoption of IT might influence the macro economy. Given that large and persistent differences in regional inflation dynamics poses challenges for a one-size-fits-all monetary policy, it is important for policy makers to understand what drives inflation differentials across various regions within a nation. Since the heterogeneity of regional inflation dynamics may stem from the segmentation of labor and product markets, examining this heterogeneity in the context of differences in behavior across products or sectors seems promising.
The main objective of this study is to explore the responses of inflation to a change in monetary policy regime at the disaggregate level in terms of both sectors and regions. To this end, we study the case of Korea with its official adoption of IT in 1998. 1) As an emerging market economy, Korea is an interesting country to study, especially given its degree of openness and its potential role as a case study for other Asian economies considering the adoption of IT or that recently adopted IT such as India. Moreover, the availability of city-level inflation data for various sectors over a reasonably long time span permits a rich analysis of the issues at hand, including the analysis of regional responses across various sectors. Although this is not the first study of the impact of IT adoption on Korea, we are not aware of another study that looks simultaneously at the variation across sectors and regions of the impact of the monetary regime change. 2) Kim and Park (2006) provide an excellent general overview of the effect of IT adoption on Korea, but they use aggregate headline inflation only. Tillmann (2013) studies extensively the impact of IT adoption at the regional level in Korea, but focuses on the response of inflation persistence at the aggregate level without considering sectoral-level developments. In general, these studies conclude that IT was successful in stabilizing inflation in Korea, but not much is known about the extent to which this stabilization was felt broadly at a disaggregate level. It seems therefore a step in the right direction to extend their analyses by looking at the behavior of regional price data across different sectors, especially in light of the growing interest in sectoral heterogeneity in recent studies (e.g., Carvalho and Nechio 2011) and the potential link between inflation differentials and welfare costs (e.g., Beck et al. 2009 ). In addition, our focus on geographic dispersion of inflation measures may help us gain additional insight on the regional integration in Korea, especially given the absence of city-level output data. That is, by investigating the impact of IT adoption on inflation measures for 30 cities across Korea, we attempt to shed light on whether the new monetary regime had an influence on intra-national economic integration. 1) Korea formally adopted inflation targeting in late 1997 when the Bank of Korea (BOK) law was revised to explicitly announce a target rate of inflation from April 1998 (see Kim and Park 2006) . At the outset, the country followed a version of IT known as flexible inflation targeting, with M3 still being used as an intermediate target, prior to becoming a "full-fledged" inflation targeter in 2001. Given that the impact on inflationary expectation formation is most likely to have occurred from the outset, we use April 1998 as the formal adoption date for our analysis. 2) A similar line of research looking at both regional and sectoral disaggregation has been conducted in a cross-national context among EU countries (e.g., Lunnemann and Matha 2004) , which differs from our focus on intra-national analysis.
Our analysis based on disaggregate data confirms that the adoption of IT in Korea had a significant effect on regional inflation dynamics, but in a markedly differing manner across sectors. The heterogeneity observed was much more pronounced across sectors than across regions. In sectors where price movements are dominated by quite forward-looking price-setting behavior, better anchoring of inflationary expectations with the adoption of IT played a bigger role and resulted in a greater response to the regime change. In contrast, in other sectors where prices are largely determined in global markets, inflation dynamics are governed primarily by external shocks and therefore are less responsive to the change in the domestic monetary policy regime. Between the broad sectoral sub-aggregates of commodities versus services, for instance, the change in both the level and volatility of inflation in the wake of IT adoption was much greater for services. For some commodity sectors, city-level inflation rates often fluctuated far outside the target range. This may reflect fundamental differences in the major determinants of the inflation processes in the various sectors. At the regional level,
we observe an overall decline in the cross-city dispersion of inflation but, again, there is considerable heterogeneity across sectors.
We also find that the IT adoption in Korea appears to have brought about changes in how inflationary expectations are formed and, in particular, how well-anchored these expectations are, as reflected in measures of inflation persistence. As claimed by Benati (2008) , the implementation of a stable monetary policy regime with a well-defined nominal anchor, such as IT, contributes to a decrease in inflation persistence in most developed countries. This finding is borne out in the aggregate data for Korea, with persistence falling after the adoption of IT. There was a wide variation across sectors, however, in the response of the city-level inflation, with inflation in some sectors becoming more persistent under IT. The cross-sector heterogeneity is also evident in measures of co-movements and synchronization among regional inflation rates based on spatial correlation and inter-city relative prices. This emphasizes the potential for gaining a richer understanding of the impact of IT adoption by looking beyond aggregate measures of inflation.
We further explore whether regional inflation is better explained by nationwide factors than city-specific factors by employing a factor model framework in which city-level inflation rates are decomposed into a common component, governed by a common national factor that drives co-movements in inflation across cities, and an idiosyncratic component specific to each city. In aggregate inflation, we find that about 75% of the variability of regional inflation can be explained by the common factor over the entire sample period, suggesting important commonality across cities in Korea. More importantly, the share of the common factor has slightly increased after the adoption of IT. This indicates that a larger part of the variation in regional inflation is explained by the national factor under the IT regime. At the disaggregate level, however, the share of the common factor varies widely across CPI sectors and it rose for some sectors in the wake of IT adoption, but fell for others. This implies that, under the new monetary regime, common national shocks played a more dominant role in the dynamics of inflation for some sectors but not for others. This may reflect the fact that regional inflation in some sectors responded less synchronously to aggregate shocks after IT as they believed the central bank would offset the impact of exogenous disturbances, while in other sectors the response of regional inflation to common national shocks becomes more homogeneous in the new monetary regime. When all sectors are taken into account, the share of common factor is below 15 percent, which is similar to what Boivin et al. (2009) found in the US data and Choi and O'Sullivan (2013) in the Canadian data. Moreover, this share is lower in the post-IT period, dropping from 13.3% to merely 10.0%, indicating that the common factor explain merely 10 percent of the variance of sectoral inflation under the IT regime. This is because sectoral inflation became less responsive to aggregate macro shocks as inflation expectations became better anchored under the IT regime and hence sector-specific shocks play a more dominant role in accounting for the variance in city-level inflation. We also find that the nationwide common factor has significantly different effects across cities in each CPI sector.
The pervasive evidence of heterogeneous responses in regional inflation to the adoption of IT across various sectors of the economy naturally raises the question as to what underlying sectoral characteristics might account for the different responses to the change in monetary regime. In turn, given the variation in the sectoral make-up of different regions of the country, sector-specific characteristics may also contribute to understanding variation in aggregate regional inflation. In view of the central role afforded to price stickiness in many theoretical models (e.g. Dornbusch 1976 , Aoki 2001 , we relate the extent to which prices are sticky in a particular sector to the nature of that sector's response to the adoption of IT.
We find that sectors with a higher degree of price stickiness experience a larger decline in inflation persistence under the IT regime, in line with the findings by Choi and O'Sullivan (2013) for Canada. This may reflect the more forward-looking behavior of firms in these sectors who are therefore more sensitive to a change in the monetary regime that impacts the formation of inflationary expectations.
The remainder of the paper is laid out as follows. Section 2 describes the data and provides a preliminary analysis of the heterogeneous patterns observed in the sub-aggregate inflation series. Section 3 extends this analysis using more formal econometric techniques, including structural break tests, an examination of the dynamic properties of the inflation series, and a look at spatial correlation based on a modified Moran's I. This section also delves into the heterogeneous response of regional inflation within the framework of common factor model analysis and via an examination of the behavior of inter-city relative prices. This is followed by an analysis of the role of price stickiness as a potential source of the observed heterogeneity. Section 4 concludes. The Appendix contains a detailed description of the data.
Ⅱ. The Data and Preliminary Analysis

Data
We use monthly indices of the overall consumer price index and its subaggregates for 30 cities 3) in Korea. We focus on two levels of disaggregation of the 
Preliminary Analysis
Table 1 presents summary statistics on inflation across cities and across sectors for the full sample period and for two sub-sample periods, using the official adoption date of IT (April 1998) as the breakpoint. The upper panel of Table 1 reports the mean inflation rate for each of the 30 cities along with the minimum and maximum rates observed across sectoral inflation series in the corresponding city. Over the whole sample period, 'Durable goods' (Item 7) and 'Oils' (Item 10)
were consistently the sectors that experienced the lowest and highest inflation rates in all 30 cities. Looking across the two sub-samples, we observe a notable -0.08 (7) 0.27 (7) 0.27 (7) 0.23 (7) 0.25 (7) 0.03 (7) 0.26 (7) 0.05 (7) -0.14 (7) 0.01 (7) -0.06 (7) -0.01 (7) -0.02 (7) 0.08 (7) -0.12 (7) 0.23 (7) -0.26 (7) -0.25 (7) 0.27 (7) 0.23 (7) -0.10 (7) 0.18 (7) -0.01 (7) 0.01 (7) 0.06 (7) 0.15 (7) 0.08 (7) 0.13 (7) -0.04 (7 0.52 (7) 0.44 (7) 0.82 (7) 0.10 (7) 0.10 (7) 0.06 (7) -0.16 (7) -0.32 (7) -0.20 (7) -0.11 (7) -0.23 (7) -0.31 (7) -0.26 (7) -0.16 (7) -0.16 (7) 0.26 (7) -0.40 (7) -0.96 (7) 0.82 (7) 0.51 (7) -0.14 (7) 0.26 (7) -0.20 (7) -0.20 (7) 0.21 (7) 0.32 (7) 0.18 (7) -0.38 (7) -0.22 (7) 0.09 (7) 10.27 (10) 10.89 (10) ( 7) 0.32 ( 7) 0.01 ( 7) 0.45 ( 7) 0.21 ( 7) -0.11 ( 7) 0.07 ( 7) 0.02 ( 7) 0.12 ( 7) 0.09 ( 7) 0.19 ( 7) -0.10 ( 7) 0.22 ( 7) -0.19 ( 7) 0.06 ( 7) 0.02 ( 7) 0.10 ( 7) -0.09 ( 7) -0.35 (12) 0.08 ( 7) 0.10 ( 7) 0.00 ( 7) 0.07 ( 7) 0.03 ( 7) 0.35 ( 7) 0.04 ( 7) -0.06 ( 7) 6.00 (10) 6.61 (10) 6.12 (10) 6.15 ( 4) Notes: Entries are the annualized monthly inflation rates. Entries inside square brackets and parenthesis respectively represent cities and disaggregate CPI items.
decline in mean inflation in each city after IT adoption. More significantly, the cross-city dispersion of mean inflation significantly dropped as well. The headline average city-level inflation rate for the pre-IT sample exhibits a wide variation from 5.29% (ULS) to 6.58% (DJN), while the range narrows in the post-IT period to between 2.64% (AND) and 3.06% (ULS). This decline in the cross-city dispersion of inflation may indicate that the change in monetary policy regime has contributed to intra-national convergence of city inflation rates in Korea.
The bottom panel of the table reveals considerable variation in regional inflation for each disaggregate CPI item. It is worth noting that disaggregate inflation is higher than the headline inflation rate in the majority of sectors (in 10 out of 14 disaggregate items) and that disaggregate inflation series display a larger variation across cities compared to the aggregate counterparts. These patterns are also apparent in each of the sub-sample periods under consideration.
Looking at 'Marine products' (Item 5) for example, the average inflation rate is 4.10% in Yeosu (YSU) and 7.24% in Jeonju (JEN). More interestingly, there is a marked reduction in mean inflation after IT adoption in almost all the series considered, consistent with a beneficial impact of IT. In headline inflation ('All items'), for instance, the mean inflation rate dropped from more than 6% in the pre-IT period to below 3% in the post-IT period. The significant fall in mean inflation is also observed in all disaggregate items under study, with the exceptions of 'Stock products' (Item 4) and 'Durable goods' (Item 7). Our results indicate that the decline in mean inflation is greater for services than for commodities. Whereas mean inflation for 'Commodities' (Item 1) has declined from 5.01% to 3.33%, that for 'Services' (Item 2) has dropped from 7.59% to 2.49%. This is in line with the recent finding by Choi and O'Sullivan (2013) that the adoption of IT in Canada exerted a stronger effect on the products whose prices are adjusted less frequently, such as services. It is also consistent with the stylized fact that less tradeable categories, such as services, are more responsive to a change in the domestic policy regime than commodities, such as 'Oils', whose price movements are largely influenced by global market developments. To view this through another lens, we look at the empirical densities of inflation series before and after IT adoption. 4) The BOK initially set a target inflation range of 8-10% which was drastically lowered to 2-4% in 1999 and it was re-adjusted to the range of 1.5-3.5% in 2000 before going back to the range of 2-4% in 2001. Since then, the BOK has maintained the medium-run inflation target around 3% with variable ranges between 2.0% and 4.0%. An essentially similar story is told in Figure 3 , which portrays the cross-city dispersion of inflation rates measured by the cross-sectional standard deviation over the sample period. While there is considerable heterogeneity across sectors in the measure of rolling spatial correlation among cities, a peak coinciding with the mid-1990s is observable in most sectors, reflecting the time of IT adoption. As can be seen from the plots, the dispersion of aggregate inflation across cities declined substantially in the late 1990s when the BOK adopted the new monetary policy regime. The decline in cross-city dispersion is not equally apparent in all CPI sectors, however, with a marked fall observed for manufacturing sectors such as 'Processed food' and 'Textile products' but no clear shift for sectors such as 'Agricultural products' and 'Stock products'.
Overall, our results strongly suggest that the adoption of IT contributed to a reduction in headline inflation at the regional level and to a reduction in the dispersion of city-level inflation. The nature and extent of the impact of IT adoption, however, is highly heterogeneous across sectors, with a clear distinction between the service and commodity sectors. This implies that aggregate inflation may mask huge cross-city differences in regional inflation dynamics at the sectoral level. A deeper understanding of the behavior of city-level disaggregate inflation series, therefore, may prove useful in deciphering the channels through which the change in monetary policy regime operated. To gain further insight into this issue, we next turn to more formal econometric analysis.
Ⅲ. Econometric Analysis of City-Level Inflation by Sector
The descriptive statistics discussed in the previous section imply that the adoption of IT has had a significant but heterogeneous impact on inflation dynamics at the regional level. Given the limited information in summary statistics, we build on our analysis by utilizing a range of more formal econometric methods: (i) structural break tests; (ii) measures of the dynamic properties of city-level inflation; (iii) common factor analysis; (vi) the degree of spatial correlation; and (v) intercity relative prices. We then investigate differences in the degree of price stickiness as a potential source of the heterogeneity observed across sectors.
Structural Changes in Inflation
We first look at whether a regime shift in monetary policy induces any structural shift in the dynamics of city-level inflation at both the aggregate and sectoral level. To the extent that a structural change in the mean of inflation reflects a shift in economic agents' perceptions of the policy target for inflation (e.g., Choi 2010, Kozicki and Tinsley 2001) , one may expect to see evidence of structural changes in the city-level sectoral series around the time of IT adoption.
The summary statistics presented in the previous section convincingly suggest a heterogeneous response across sectors to IT adoption and so it is of interest to see whether a structural break is present in some sectors but not in others. To this end, we utilize a battery of the popular multiple structural break tests developed by Bai and Perron (1998) in which break points were identified by applying the sequential multiple breakpoint test to the 30 city-level inflation series in each CPI sector under study. Specifically, we consider the following two structural change models to identify a structural break in either the level or persistence of the city-level inflation series. For the level of inflation, we use a pure structural change model,
where the breaks are assumed to be in the mean of inflation (  ). For the persistence of inflation we employ a partial structural change model of 5) The lag length (p) is selected by the AIC rule. Following the guidelines from Bai and Perron, the break is assumed not to occur during the initial 15% nor the final 15% of the sample period in testing for structural breaks. The maximum number of breaks is set to five and the minimum regime size is set to 5% of the sample. Robust standard errors are based on a quadratic spectral kernel HAC estimator with AR(1) prewhitening filters. 6) Structural break points for 14 disaggregate CPI series are also available upon request. in support of our prior argument. Moreover, in almost all the disaggregate CPI items, a number of break points emerge before and after the onset of the IT adoption, but their timing did not coincide across sectors. This is indicative of substantial heterogeneity of regional inflation dynamics across sectors even under the IT regime.
Dynamic Properties of Inflation Series
In the literature, an enormous effort has been devoted to the analysis of the dynamic properties of inflation, with particular emphasis being placed on volatility and persistence. Not surprisingly, the success of inflation targeting as a monetary policy framework is often assessed based on its impact on these dynamics. 7) Benati (2008) , for example, studied a number of industrialized countries and found a notable fall in inflation persistence in all the countries that have adopted IT. Since inflation persistence is known to reflect the formation of inflation expectations, such a decline in persistence under an IT regime is often attributed to a quick transition of inflation expectations formation from backwardlooking indexation to a forward-looking mechanism after the establishment of a Moreover, there is also some evidence that a change in monetary regime can impact regional differences in inflation persistence (e.g., Meller and Nautz 2009, Tillmann 2013) .
In this section, we evaluate the extent to which IT exerts a measurable influence on inflation volatility and persistence in Korean cities. We first measure the temporal volatility of each city-level inflation series using its standard deviation. The upper panel of Table 2 reports summary statistics for inflation volatility averaged across cities before and after IT adoption. For aggregate inflation, the adoption of IT is clearly associated with a marked reduction in volatility as the range of standard deviations across cities narrowed noticeably.
The fall in volatility was not uniform across all sectors, and indeed some sectors, 7) See, for example, Mishkin and Schmidt-Hebbel (2007) on the reduction of inflation volatility in countries that adopted IT and Altissimo et al. (2006) , Benati (2008) and Levin and Piger (2004) on the impact of monetary policy regime change on the persistence of the inflation process. sectors. Figure 5 shows five-year rolling standard deviations of the monthly inflation rate for the 30 cities, computed using a centered 61-month window, with the median, 25%, and 75% percentiles. Again, there is a notable decline and substantial cross-city co-movement in the volatility of aggregate inflation. The standard deviation plot clearly shows a sharp, almost discrete decline in city level inflation volatility around 1998, coinciding well with the official adoption date of IT. At the disaggregate level, however, the pattern varies substantially across sectors, with volatility in some sectors (e.g., 'Agricultural products' and 'Stock products') actually increasing over time. This supports our prior argument on the sectoral heterogeneity in the effect of IT. Focusing on the regional dimension, the left-hand panel of Table 3 shows that the volatility of aggregate inflation has decreased substantially after IT adoption in each of the 30 cities. Consistent with the evidence in Table 2 and Figure 5 , the variance reduction is particularly noticeable in 'Services' where, for example, the standard deviation of monthly inflation dropped in Ulsan (ULS) from 7.15 to 2.71 after IT adoption. Comparing the pre-and post-IT periods for each of the cities, we see that the volatility of monthly inflation for both 'Commodities' and 'Services' has fallen in every city.
The decline was much more pronounced for 'Services', however, indicating that the decline in the variance of aggregate inflation is largely attributable to reduced volatility in the 'Service' sector.
For inflation persistence, we use the reduced-form (intrinsic) persistence of each city-level inflation series measured by the of sum of autoregressive coefficients (SARC) in the AR(p) representation, More importantly, inflation persistence exhibits a significant fall after the adoption of IT. The fall in the MUB estimate is particularly noticeable for aggregate inflation, dropping drastically from 0.63 to 0.07 in the monthly inflation, supporting the popular view that anchoring inflation to an explicit that in some sectors, including aggregate inflation, persistence fell sharply in the late 1990s when IT was adopted. For other sectors, however, no such a notable decline is witnessed, with persistence either remaining stable or increasing after IT adoption, suggesting that the benefit of better-anchored expectations is not equally enjoyed by all sectors. To gain further insight on this issue at the city level,
we present in the right-panel of Table 3 persistence estimates for aggregate inflation and the commodity/services breakdown by city. The MUB estimates of 12-month aggregate inflation drop after IT adoption in the majority of cities (24 out of 30 cities). At the sectoral level, however, the picture somewhat changes.
Whereas every city has a lower inflation persistence in 'Services' under the IT regime, the persistence in 'Commodities' has decreased in less than half of the cities.
Overall, our results in this section confirm the findings of previous studies (e.g., Tillmann 2013) that IT adoption lowers volatility and persistence of aggregate inflation in Korea. At a disaggregate level, however, the impact is far from uniform. The heterogeneity is far more pronounced across sectors than across regions, with changes in the dynamics of the 'Services' sector inflation dominating the impact of IT adoption on aggregate inflation across the cities.
Impact of IT on Spatial Co-Movements of Inflation
We also explore whether and how a change in monetary policy regime affect the strength of co-movements among regional inflation rates. If IT reduces uncertainty about future price developments and anchors regional inflationary expectations towards a common targeted level, one may expect the degree of co-movement of regional inflation to increase under IT. Notwithstanding the abundance of research on IT, little attention has been paid to the effect of IT on the co-movement of regional inflation, especially at the sectoral level. As a notable exception, Tillmann (2013) studies the impact of IT adoption along the regional dimension in Korea. However, he focuses on the persistence of aggregate measures of regional inflation only and does not consider sector-specific data.
Using aggregate price data for 23 Korean cities and 9 provinces, the author concludes that the adoption of IT in Korea led to a much more homogeneous inflation process across regions as measured by the cross-regional standard deviation of persistence. In view of the non-negligible cross-sector heterogeneity observed, it would be informative to examine in more detail how the monetary policy regime change affects spatial co-movements of inflation at the sectoral level.
For this purpose, we first look at the co-movements of city-level inflation series using the following modified Moran's I statistic (e.g., Stock and Watson 2010), 
where   denotes city 's inflation rate at . This suggests that inflation movements in the commodities sector continued to be influenced by sector-specific global shocks, that would have a homogeneous impact across regions and contribute to co-movement in regional inflation rates in these sectors.
To throw additional light on this issue, we plot in Figure 8 the correlation of city-pair inflation rates against the physical distance between the cities both at the aggregate and disaggregate levels before and after IT adoption. Given the well-established role of geographical distance in market segmentation (e.g., Choi
and Choi 2014), it is conceivable that the correlation coefficient between regional inflation rates is negatively associated with physical distance, i.e., the dynamics of inflation are likely to differ more among city-pairs that are farther apart and hence they are likely to have a smaller correlation coefficient for city-level inflation. If IT is successful in establishing a nominal anchor, however, one may posit a weaker association between distance and regional inflation correlation 
Common Factor Model Analysis
In this section, we employ a common factor model framework to investigate whether regional inflation is better explained by nationwide factors than by city-specific factors under IT. The basic idea of a common factor model is to decompose the volatility of city-level inflation into two components: one reflecting nationwide common shocks that affect regions, and the other reflecting We consider the following prototypical factor representation, 8)
where   denotes either the aggregate or a sectoral inflation rate in city  in period ,   represents an individual fixed effect,   is common component, and   is an idiosyncratic error associated with idiosyncratic city-specific events or 8) Our approach closely follows the studies by Altissimo et al. (2009) and Reis and Watson (2010) who construct factor models based on sub-aggregate prices without including any other macroeconomic variables as in Boivin et al. (2009) . proposed by Greenaway-McGrevy et al. (2010) for the selection of the number of factors suggest that one factor is sufficient for all sectors under study.
The results from the factor analysis are reported in Table 4 , which summarizes the variance decomposition of aggregate inflation as well as sectoral inflation in the pre-and post-IT periods. For each CPI item, we estimate the factor model by using 30 city-level inflation rates so that idiosyncratic component captures city-specific component. Table 4 illustrates several interesting points. First, in the aggregate inflation, one common factor can explain about 75% of the variability of city-level inflation, suggesting considerable commonality across all cities at the aggregate level. 9) That is, only one-fourth of regional aggregate inflation volatility can be explained by city-specific factors. At the sectoral level, we notice substantial heterogeneity in the share of the common component across sectors. In the full sample period, more than 96% of the city-level inflation volatility is explained by the common factor in 'Oils'. By contrast, only 25% of the variation in city-level inflation is explained by common shocks in 'Marine products'. We also find that the nationwide common factor has significantly different effects across cities.
Except for 'Oils', the share of variance explained by the nationwide common factor varies substantially across cities within specific sectors. In 'Rental for housing', for instance, the portion of the common component is merely 8.8% in Jeju, while it is almost 70% in Daegu. Second, and more importantly, IT adoption appears to have brought about a change in the relative importance of the common component. Under the IT regime, the importance of the common factor has increased across cities in explaining inflation volatility. In the aggregate inflation series, for example, the explanatory power of the common factor increases slightly from 69.9% in the pre-IT period to 75.9% in the post-IT period. The increase in the common component share is consistent with our finding in the previous sections on the stronger co-movements of aggregate city-level inflation after IT adoption. Not surprisingly, the impact of IT on the share of common component is mixed at the sectoral level. Looking first at the coarser breakdown between 'Commodities' and 'Services', we see a significant increase in the relative importance of the common component for 'Commodities', but only a slight change for 'Services'. Within the twelve more finely disaggregate sectoral series,
9) The relatively high common component share looks a bit puzzling at first in view of the growing body of evidence in the literature (e.g., Boivin et al. 2009 , Mackowiak et al. 2009 ) that only a small portion of the variation in sectoral inflation is explained by aggregate common shocks. But, our finding can be easily reconciled with previous evidence because the former looks at the share of the common factor among regional inflation for a given CPI sector, while the latter focuses on the fraction of common factor among sectoral inflation in a given region or economy. Our result on sectoral heterogeneity is indeed in line with the low share of the common factor in sectoral inflation. Because the common factor is, by definition, common individual city inflation series, we view the change in the sensitivity (  ) to aggregate shocks as the possible culprit behind the drop in the common share. To investigate this, we implement regression analysis by relating sectoral inflation rates to the estimated common factor augmented with a time-dummy for IT adoption as follows.
where   represents the regional inflation rate for city  in time ,    denotes the common factor estimated from the full sample, and   is a time dummy variable which takes the value of one for     . This specification allows us to measure the effect of IT adoption on the sensitivity to common factor (  ). 10) 10) The parameter of interest is   which measures the change in the sensitivity of sectoral inflation to the common factor (  )associated with the adoption of IT. Using the properties of the group-mean estimator, Table 5 presents the regression results for disaggregate CPI items, along with aggregate inflation. We notice a significant dispersion in the sensitivity to common factor across disaggregate CPI items as the coefficient for    ranges from 0.569 in 'Rental for housing' to 0.981 in 'Oils'. This confirms our earlier argument that city-level inflation in some sectors is more responsive to the common factor than in others. Moreover, in the majority of sectors (10 out of 14),    takes a positive sign, implying that the sensitivity of city inflation to the common factor has increased after IT adoption as postulated earlier. In the aggregate inflation, however,    is positive but statistically insignificant. Taken together, the increase in the common component share under the IT regime can be attributable to the increased sensitivity of city inflation to common shocks in many CPI sectors.
In order to get a sense of magnitudes and to facilitate comparisons across sectors in the entire CPI, we estimate the following factor model by combining all disaggregate CPI sectors, 
where    denotes the inflation rate in city  for sector  at time . Figure 9 displays the estimates of the common component share from city inflation for all CPI sectors before (solid line) and after (dotted line) IT adoption. It is important to note that the share of the common component drops drastically to below 15 percent. That is, the common factor explains only a small amount of variability of regional inflation in Korea when all sectors are taken into account. Interestingly the low common factor share estimates are similar to what is found by Boivin et al. (2009) in the U.S. data and by Choi and O'Sullivan (2013) in the Canadian data.
And it is in line with the growing empirical literature (e.g. Boivin et al. 2009 , Altissimo et al. 2009 ) that the variance of sectoral inflation is attributable more to sector-specific shocks than to common aggregate shocks. The visual impression 
Impact of IT on Intercity Relative Prices
Another useful way to evaluate the impact of IT adoption on the dynamics of city-level inflation is to analyze the dynamic behavior of intercity relative prices. To the extent that the new monetary policy regime leads to a reduction in the dispersion of inflation across cities, one may expect that price differences between cities, or intercity relative prices, would be smaller and less persistent under the IT regime. For this reason, it would be intuitive to explore whether relative prices exhibit a faster convergence toward the mean after IT adoption.
Following standard practice in the literature (e.g., Cecchetti et al. 2002, Choi and Matsubara 2007) , intercity relative price between cities  and  is constructed as the following log price difference, 
where         and   denotes the logarithm of the consumer price indices in city  at time . There are 435 relative prices (=(30X29)/2) for each CPI item using every city as numeraire.
either no obvious shift (e.g., aggregate CPI and 'Oils') or a slight rightward shift ('Stock prices' and 'Eating out') in the distribution is noticed. It is therefore hard to draw any conclusive inference from our results with regard to the impact of IT adoption on intercity relative prices.
To gain further insight on this issue, we also compare the persistence of relative intercity prices across CPI items before and after IT adoption by employing the sum of autoregressive coefficients (SARC) () in eq.(1). A faster convergence speed of intercity relative prices after IT adoption implies that shocks affecting sectoral prices die out more quickly under the IT regime. The left-hand panel of Table 6 reports the estimation results from which a meaningful inference can be drawn.
Contrary to our prior expectations, persistence of relative prices has not decreased after IT adoption in the vast majority of sectors, nor in aggregate prices. To be specific, the 30-city average persistence of intercity differences in aggregate prices has risen from 0.921 (the corresponding half-life of 8.4 months) to 0.949 (the corresponding half-life of 13.2 months). A faster convergence speed of intercity relative prices under the IT regime is noticed in only two sectors, 'Textile products' and 'Other industrial products'. This result appears to support our earlier finding that co-movement in inflation across regions fell after IT for some of the disaggregate series, especially in the 'Services' sector.
Price Stickiness as a Potential Factor behind the Sectoral Heterogeneity
The core message of our analysis is the heterogeneous responses of sectoral inflation to IT, with the response of city-level inflation to the monetary policy regime change much more pronounced in some sectors than in others. An In this section, we examine whether and how this sectoral feature is closely associated with the patterns of sectoral inflation observed in the preceding sections. For the measure of price stickiness data for Korea, we borrow the raw data on the duration of unchanged prices from Park and Song (2013) which are reported in Table A .1 in the Appendix. The scatterplot in Figure 11 presents evidence on the role of price stickiness in explaining the heterogeneous response at the sectoral level. Specifically, we plot the duration of unchanged prices against the change in persistence of intercity relative prices after IT adoption as tabulated in Table 6 . As illustrated in the plot, there is a clear positive relationship between the two variables, indicating that more sticky price sectors tend to experience a larger increase in the persistence of intercity relative prices after IT adoption. That is, the price difference between two cities tends to persist longer under the IT regime in the sectors where prices are adjusted less frequently. This is consistent with the conventional wisdom that price stickiness leads to more persistent deviations in relative prices from PPP by impeding goods prices from adjusting quickly to shocks (e.g., Kehoe and Midrigan 2011) . The evidence on intercity relative prices is rather mixed, however. We find little evidence that IT adoption has exerted a meaningful impact on the city-pair price differences in terms of the level and its persistence.
Ⅳ. Concluding Remarks
A growing consensus has emerged in the literature regarding the importance of disaggregate analysis in the study of inflation dynamics. Inspired by this, we examined the impact of the adoption of IT on regional inflation dynamics using disaggregate sectoral price data for Korea. Our aims were to assess the regional inflation responses to the adoption of IT and to identify the sectors of the economy that were more sensitive to the change in the monetary regime. Given that heterogeneity of regional inflation dynamics may be due to the segmentation of labor and product markets, it is useful to examine how the heterogeneity of regional inflation differs across sectors before and after the monetary regime change. By looking at the response to IT across different regions for a multitude of sectors, therefore, we attempt to add to empirical findings in the existing
literature, allowing us to analyze more precisely the impact of IT on regional inflation.
At the aggregate level, our results in general confirm the findings of previous studies that a change in monetary regime that leads to better anchored inflationary expectations results in lower volatility and persistence in inflation. We also find that such a change leads to convergence of aggregate measures of regional inflation under IT, judging from a lower dispersion of mean inflation and persistence, and a higher share of a nationwide common factor in explaining the variability of aggregate regional inflation. The change in the national monetary policy framework in Korea had significant impact on the dynamics of city-level inflation, with the co-movement of aggregate regional inflation more influenced by a nationwide common factor under IT. By decomposing the fluctuations in aggregate regional inflation into a common and a sector-specific component, we found that about 75 percent of the variance of city-level inflation is explained by a nationwide common factor, although the portion drops to merely 10-13 percent when all CPI sectors are taken into account. More importantly, the common component share has slightly increased after IT adoption, in line with the popular view that the common factor captures aggregate shocks, such as a monetary policy regime change.
At the sectoral level, however, substantial heterogeneity exists in the response of city inflation rates across disaggregate CPI items, which would have been masked in the analysis at the aggregate level. For most of the changes we observe in the dynamics of regional inflation, we find that the aggregate effects are being driven primarily by sectors that fall into the 'Services' category. We posit that the impact of better anchored inflationary expectations is primarily on the less-traded services sectors of the economy, where the domestic monetary policy framework has a relatively larger influence compared with globally-traded commodities.
When it comes to the increased co-movement observed across regions under IT regime, however, it is the 'Commodities' sectors rather than 'Services' that are responsible, probably because services inflation becomes relatively more influenced by local factors once it has stabilized within the target range.
Our interpretation of these findings is that the impact of the monetary regime change in terms of expectation formation is primarily through sectors that are less-tradable -such as services (e.g., 'Rental for housing') rather than globally traded commodities such as 'Oils', whose inflation dynamics reflect global market developments. A rise in the share of common component across cities for commodities sectors is consistent with a more dominant role for these common global shocks in driving the dynamics of these sectors, in which city-specific shocks play a smaller role. We see that regional inflation in these sectors still moves quite a bit outside the IT target range (both above and below) after IT adoptionconsistent with an important role for factors beyond national monetary policy.
This also accords with the greater degree of co-movement observed in these commodity sectors across cities. In contrast, the co-movement of services inflation across cities has fallen after IT adoption, probably because services price are more heavily influenced by local factors like wage and rent.
We see two main policy lessons from this analysis. The first is that a successful implementation of an IT regime may not necessarily result in a greater degree of co-movement in regional inflation as is often perceived. Co-movements may become less synchronized in some sectors even as mean inflation becomes less dispersed and inflation persistence falls. Depending on the sectoral composition of the economy in question, therefore, increased co-movement in aggregate inflation across regions may not be observed even though the benefits of IT in anchoring expectations are present. The second lesson stems from the patterns of sectoral heterogeneity in our empirical results. It appears the benefits of IT in aggregate inflation come primarily from the impact on services rather than commodities inflation. As the services sectors in many economies become increasingly dominant, they may help enhance the role of domestic monetary policy framework to impact inflation dynamics and provide somewhat of a counter-balance to the increasingly globalized nature of the markets for many products. But, at the same time, the strength of co-movements among regional inflation rates may decrease once the goal of better anchored inflationary expectations is achieved. Notes: Population is in thousand people. Distance between Seoul and Jeju-Do is the distance between Gimpo airport and Jeju airport. income is the per capita gross regional product in thousand Korean won. 
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