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Let Xn denote the set of quadratic forms in n variables over a ﬁ-
nite ﬁeld Fq . We deﬁne the quadratic forms graph Quad(n,q,2+),
which has Xn as the vertex set, two vertices X and Y are ad-
jacent whenever the type of X − Y is 2+. Then every automor-
phism of Quad(n,q,2+) is of the form (1) (see the text), unless
n = 3 and q = 2. When n = 3 and q = 2, every automorphism
of Quad(n,q,2+) is either of the form (1) or a product of the
forms (1) and (2) (see the text). In the present paper, this result
is proved when n 3 and q = 2.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The graph of quadratic forms Quad(n,q) was introduced by Y. Egawa [3]. This graph has as ver-
tices all quadratic forms in n variables over Fq , and two vertices X and Y are adjacent whenever
rank(X − Y ) = 1 or 2. It is a distance-regular graph. When q is odd, the quadratic forms have their
symmetric matrix representation. Therefore, the automorphisms of Quad(n,q) can be traced back to
L.K. Hua [4]. He determined the automorphisms of the graph Sym(n, F ), which has as vertices all n×n
symmetric matrices over a ﬁeld F of characteristic not two, where two vertices A and B are adjacent
whenever rank(A − B) = 1. By Hua’s result, the automorphisms of Quad(n,q) can be determined [8].
Recently, Zhe-xian Wan [8] discussed the corresponding problem in the case of a ﬁeld of characteristic
two. A. Munemasa et al. [7] determined the automorphisms of the graph Quad(n,q) when q is even
and n 3 with (n,q) = (3,2). More information on the association scheme determined by Quad(n,q)
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360 C. Ma / Finite Fields and Their Applications 17 (2011) 359–372can be found in [1,2]. When n = 2 or n  3 and q  4, we have determined the automorphisms of
the quadratic forms graph Quad(n,q,2+), which has as vertices all quadratic forms in n variables over
a ﬁnite ﬁeld of characteristic two, two vertices X and Y are adjacent whenever the type of X − Y
are 2+ [5,6]. In the present paper, we deal with the corresponding problem for the case n 3, q = 2.
2. The quadratic forms graph Quad(n,q,2+) and its automorphisms
Let Fq be a ﬁnite ﬁeld with q elements, where q is a power of 2, and n  2 an integer. Let Mn
be the set of all n × n matrices over Fq , and Kn the set of all n × n alternate matrices over Fq . Two
matrices A and B ∈ Mn are said to be ‘congruent’ modulo Kn if A − B ∈ Kn . Thus, the set Mn is
partitioned into equivalent classes. The equivalent class containing A is denoted by [A]. It is well
known that there is a one-to-one correspondence between the quadratic forms in n variables and
equivalent classes such that
∑
i j ai jxix j corresponds to [A], where A = (aij) and aij = 0 for i > j. The
transformation of quadratic forms induced by T ∈ GLn(Fq) carries [A] into [T AT t ]. In the following,
we will identify a quadratic form with its corresponding matrix class, and simply denote the class [A]
by A. By a theorem of Dickson, any n × n matrix over Fq is ‘congruent’ to a matrix of one of the
following forms
(0 I(ν)
0
0(n−2ν)
)
,
⎛⎜⎝
0 I(ν)
0
1
0(n−2ν−1)
⎞⎟⎠ ,
⎛⎜⎜⎜⎝
0 I(ν)
0
α 1
α
0(n−2ν−2)
⎞⎟⎟⎟⎠ ,
where α is an element of Fq not belonging to N = {x2 + x | x ∈ Fq}, the blanks replace the omitted
zeros.
We say that the three matrices have the type (2ν + δ, ν), where δ = 0,1,2, respectively. Their
rank is deﬁned to be 2ν + δ. For simplicity, we write 2ν+ , 2ν + 1, and 2ν + 2− instead of (2ν,ν),
(2ν + 1, ν), and (2ν + 2, ν), respectively. Thus, the types of quadratic forms in n variables are
0,1,2+,2−,3,4+, . . . . The number of non-zero types is n + [n/2].
Let Xn be the set of all quadratic forms in n variables over Fq . We deﬁne the quadratic forms
graph Quad(n,q,2+), which has Xn as the vertex set, two vertices A and B are adjacent whenever
the type of A − B is 2+ .
Main Theorem. Suppose n  3 and q = 2. Let Quad(n,2,2+) be the quadratic forms graph in n variables
over F2 . Then every automorphism of Quad(n,2,2+) is of the form
X → Pt X P + Y , ∀X ∈ Xn, (1)
where P ∈ GLn(Fq), and Y ∈ Xn, n 4. When n = 3, there is an extra automorphism of the form(d a b
e c
f
)
→
(d a∗ b
e c
f
)
, (2)
where a∗ = a + b + c + f . Thus, every automorphism of Quad(n,2,2+) is either of the form (1) or a product
of the forms (1) and (2).
We have determined the automorphisms of Quad(n,q,2+) for the cases n = 2 and n  3, q  4
respectively [5,6]. In this paper, we are going to determined the automorphisms of Quad(n,q,2+) for
the case n 3, q = 2. In the following, we always assume that q = 2.
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It is clear that the transformations of the form (1) on Xn are automorphisms of Quad(n,q,2+). Let
G be the group generated by all the automorphisms of the form (1). Then G ⊆ Aut(Quad(n,q,2+)),
where Aut(Quad(n,q,2+)) denotes the group generated by all the automorphisms of Quad(n,q,2+).
Given X ∈ Xn , we write Γ (X) for the set of neighbors of X in Quad(n,q,2+). For a subset Y
of Xn , we deﬁne Γ (Y ) =⋂X∈Y Γ (X). For any X, Y ∈ Xn , we write X ∼ Y if X and Y are adjacent in
Quad(n,q,2+). Let
S = {{A1, A2, A3} ∣∣ Ai ∈ Xn, Ai ∼ A j, i = j, i, j = 1,2,3}.
Obviously, the group G induces naturally an action on S . Given a subset T of S , we denote the orbit
of T under G by G(T ) = {g(t) | t ∈ T , g ∈ G}, where g(t) is the image of t under g .
Lemma 3.1. (See [6].) Suppose
S = {{A1, A2, A3} ∣∣ Ai ∈ Xn, Ai ∼ A j, i = j, i, j = 1,2,3}.
Then S = G(S0) ∪ G(S1), where
S0 =
⎧⎪⎨⎪⎩0,
(0 1
0
0(n−2)
)
,
⎛⎜⎝
0 0 1
0 0
0
0(n−3)
⎞⎟⎠
⎫⎪⎬⎪⎭ ,
S1 =
⎧⎪⎨⎪⎩0,
(0 1
0
0(n−2)
)
,
⎛⎜⎝
0 0 1
0 1
1
0(n−3)
⎞⎟⎠
⎫⎪⎬⎪⎭ .
Lemma 3.2. (See [6].) Suppose n 3, q = 2. Then∣∣Γ (S0)∣∣= 2n − 3, ∣∣Γ (S1)∣∣= 2n−1 + 1.
Let
A =
(0 1
0
0(n−2)
)
, B =
⎛⎜⎝
0 0 1
0 0
0
0(n−3)
⎞⎟⎠ .
We deﬁne that
M(A) = {X ∈ Xn ∣∣ {0, A, X} ∈ G(S0)}.
By Lemma 3.1, there exists g ∈ G , which ﬁxes 0 and A, such that g(X) = B . So g is of the form X →
Pt X P , where P = ( D1 0
D2 D3
)
with D1 =
( 1 0
0 1
)
or
( 0 1
1 0
)
, D2 is an (n − 2) × 2 matrix and D3 ∈ GLn−2(F2).
Therefore,
M(A) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎝
a1 a2 a3 · · · an
0 0 · · · 0
0 · · · 0
. . .
...
⎞⎟⎟⎟⎟⎠ or
⎛⎜⎜⎜⎜⎝
0 a2 0 · · · 0
a1 a3 · · · an
0 · · · 0
. . .
...
⎞⎟⎟⎟⎟⎠
∣∣∣∣∣ ai ∈ F2, i = 1,2, . . . ,n,(a3, . . . ,an) = (0, . . . ,0)
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ .
0 0
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M(B) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
⎛⎜⎜⎝
b1 b2 b3 · · · bn
0 0 · · · 0
0 · · · 0
. . .
.
.
.
0
⎞⎟⎟⎠ or
⎛⎜⎜⎜⎜⎝
0 0 b3 0 · · · 0
0 b2 0 · · · 0
b1 b4 · · · bn
0 · · · 0
. . .
.
.
.
0
⎞⎟⎟⎟⎟⎠
∣∣∣∣∣ bi ∈ F2, i = 1,2, . . . ,n,(b2,b4, . . . ,bn) = (0,0, . . . ,0)
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ .
Obviously,
M(A) ∩ M(B) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎝
a1 a2 a3 · · · an
0 0 · · · 0
0 · · · 0
. . .
...
0
⎞⎟⎟⎟⎟⎠
∣∣∣∣∣ ai ∈ F2, i = 1,2, . . . ,n, (a4, . . . ,an) = (0, . . . ,0)ora4 = · · · = an = 0 and a2 = a3 = 1
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
∪
⎧⎪⎨⎪⎩
⎛⎜⎝
0 0 0
0 1
0
0(n−3)
⎞⎟⎠
⎫⎪⎬⎪⎭ .
By calculating, we get
n1 =
∣∣∣∣∣∣∣Γ
⎛⎜⎝
⎛⎜⎝
0 0 0
0 1
0
0(n−3)
⎞⎟⎠
⎞⎟⎠∩ M(A) ∩ M(B)
∣∣∣∣∣∣∣= 1,
n2 =
∣∣∣∣∣∣∣∣∣∣
Γ
⎛⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎝
a1 a2 a3 · · · an
0 0 · · · 0
0 · · · 0
. . .
...
0
⎞⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎠∩ M(A) ∩ M(B)
∣∣∣∣∣∣∣∣∣∣
=
{
2n − 14, (a4, . . . ,an) = (0, . . . ,0),
2n − 7, a1 = a2 = a3 = 1, a4 = · · · = an = 0,
2n − 8, a2 = a3 = 1, a1 = a4 = · · · = an = 0.
Clearly, n1 = n2 if n = 3. Suppose A ∈ Aut(Quad(n,q,2+)) with A(0) = 0, A(A) = A, A(B) = B . Then,
A(M(A) ∩ M(B)) = M(A) ∩ M(B). Furthermore, we have
A
⎛⎜⎝
⎛⎜⎝
0 0 0
0 1
0
0(n−3)
⎞⎟⎠
⎞⎟⎠=
⎛⎜⎝
0 0 0
0 1
0
0(n−3)
⎞⎟⎠
and A(H) = H , where
H =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎝
a1 a2 a3 · · · an
0 0 · · · 0
0 · · · 0
. . .
...
⎞⎟⎟⎟⎟⎠
∣∣∣∣∣ ai ∈ F2, i = 1,2, . . . ,n, (a4, . . . ,an) = (0, . . . ,0)ora4 = · · · = an = 0 and a2 = a3 = 1
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ .
0
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0 0 0
0 1
0
0(n−3)
⎞⎟⎠∼
⎛⎜⎝
1 1 1
0 0
0
0(n−3)
⎞⎟⎠ ,
we get
A
⎛⎜⎝
⎛⎜⎝
1 1 1
0 0
0
0(n−3)
⎞⎟⎠
⎞⎟⎠=
⎛⎜⎝
1 1 1
0 0
0
0(n−3)
⎞⎟⎠ .
Notice that⎧⎪⎨⎪⎩X ∈ H
∣∣∣∣ X 
⎛⎜⎝
1 1 1
0 0
0
0(n−3)
⎞⎟⎠
⎫⎪⎬⎪⎭=
⎧⎪⎨⎪⎩
⎛⎜⎝
0 1 1
0 0
0
0(n−3)
⎞⎟⎠ ,
⎛⎜⎝
1 1 1
0 0
0
0(n−3)
⎞⎟⎠
⎫⎪⎬⎪⎭ ,
we have
A
⎛⎜⎝
⎛⎜⎝
0 1 1
0 0
0
0(n−3)
⎞⎟⎠
⎞⎟⎠=
⎛⎜⎝
0 1 1
0 0
0
0(n−3)
⎞⎟⎠ .
Lemma 3.3. Suppose n 4, X, Y , Z ∈ Xn with {X, Y , Z} ∈ G(S0). Then, we have
A(X + Y + Z) =A(X) +A(Y ) +A(Z)
for anyA ∈ Aut(Quad(n,q,2+)).
Proof. From {X, Y , Z} ∈ G(S0), there exists g ∈ G such that X = g(0), Y = g(A), Z = g(B). By
Lemma 3.2, we have |Γ (S0)| = |Γ (S1)| if and only if n = 3. Therefore, {A(X),A(Y ),A(Z)} ∈ G(S0)
when n  4. Thus, there exists h ∈ G such that A(X) = h(0), A(Y ) = h(A), A(Z) = h(B). Hence,
h−1Ag ∈ Aut(Quad(n,q,2+)) ﬁxes 0, A and B . From the argument above Lemma 3.3, we have
h−1Ag(0+ A+ B) = 0+ A+ B . Notice that τ (X + Y + Z) = τ (X)+τ (Y )+τ (Z), ∀τ ∈ G , ∀X, Y , Z ∈ Xn .
In particular, we have that g(0+ A+ B) = X + Y + Z and h(0+ A+ B) =A(X)+A(Y )+A(Z). There-
fore, we have
A(X + Y + Z) =A(X) +A(Y ) +A(Z). 
Let d(X, Y ) denote the distance of two vertices X , Y in Quad(n,q,2+). Clearly, d(A(X),A(Y )) =
d(X, Y ) for arbitrary A ∈ Aut(Quad(n,q,2+)). By the theorem of Dickson, we obtain that d(X, Y ) is
determined by T (X − Y ), where T (X − Y ) denotes the type of X − Y .
Lemma 3.4. (See [6].) Suppose q = 2. For any two vertices X, Y ∈ Xn, d(X, Y ) = ν + 1 if T (X − Y ) = 2ν−,
2ν + 1 or 2(ν + 1)+ , except for the following cases:
(i) When T (X − Y ) = 1, d(X, Y ) = 2;
(ii) When T (X − Y ) = 2− , d(X, Y ) = 3.
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∣∣Γ (A) ∩ Γ (B)∣∣= {2n − 2, T (A − B) = 1,6, T (A − B) = 3,
18, T (A − B) = 4+.
Proof. From Lemma 3.4, we have d(A, B) = 2 for A, B ∈ Xn if and only if T (A − B) = 1,3 or 4+ . We
only give the proof of this lemma for the case T (A − B) = 3. The proof is similar for the other cases.
When T (A − B) = 3, there exists g ∈ G such that g(A) = 0 and g(B) = K , where
K =
⎛⎜⎝
0 1
0
1
0(n−3)
⎞⎟⎠ .
Therefore, we can assume that A = 0 and B = K . Suppose Y = ( U V
W
) ∈ Γ (0) ∩ Γ (K ), where U is a
quadratic form in 3 variables, V is a 3× (n− 3) matrix, and W is a quadratic form in n− 3 variables.
Clearly, the type of W is 0, 1 or 2+ .
When T (W ) = 1, there exists Q ∈ GLn−3(F2) such that Q tW Q =
( 1
0(n−4)
)
. Let h1 be the map that
takes X to Q t1XQ 1. Then h1 satisﬁes that h1 ∈ G , h1(0) = 0, h1(K ) = K and
h1(Y ) =
(U V1 V2
1
0(n−4)
)
, where Q 1 =
(
I(3)
Q
)
, (V1, V2) = V Q .
From h1(Y ) ∈ Γ (0), we get V2 = 0, V1 = 0. Let
U =
(u1 u2 u3
u4 u5
u6
)
, V1 = (v1, v2, v3)t .
When v1 = 1. Let h2 be the map that takes X to Q t2XQ 2. Then h2 satisﬁes that h2 ∈ G , h2(0) = 0,
h2(K ) = K and
h2h1(Y ) =
⎛⎜⎜⎜⎝
u1 0 0 1
u4′ u′5 v2
u′6 v3
1
0(n−4)
⎞⎟⎟⎟⎠ , where Q 2 =
⎛⎜⎜⎜⎝
1
1
1
u2 u3 1
I(n−4)
⎞⎟⎟⎟⎠ ,
u′4 = u4 + u2 + u2v2, u′5 = u5 + u2v3 + u3v2, u′6 = u6 + u3 + u3v3.
From h2h1(Y ) ∈ Γ (0), we have u1 = 0. Furthermore, we get u′4 = u′5 = u′6 = 0, h2h1(Y ) /∈ Γ (K ). Thus,
Y /∈ Γ (0) ∩ Γ (K ) when v1 = 1. Similarly, we can get Y /∈ Γ (0) ∩ Γ (K ) when v1 = 0, i.e., T (W ) = 1
is impossible when Y ∈ Γ (0) ∩ Γ (K ). Similar to the proof of the case T (W ) = 1, we can obtain that
T (W ) = 2+ when Y ∈ Γ (0) ∩ Γ (K ). The remainder of the proof is trivial. We omit it. 
4. The automorphisms of Quad(n,2,2+) for n 4
Proof of Main Theorem. Suppose A ∈ Aut(Quad(n,q,2+)). In the following, we are going to prove
that A is of the form (1), i.e., A ∈ G .
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A =
(0 1
0
0(n−2)
)
, B =
⎛⎜⎝
0 0 1
0 0
0
0(n−3)
⎞⎟⎠ .
Notice that 2n −3 = 2n−1+1 when n 4. Hence, {A(0),A(A),A(B)} ∈ G(S0). Thus, there exists g ∈ G
such that g(0) =A(0), g(A) =A(A), g(B) =A(B). After multiplying A by g−1, we can assume that
A(0) = 0, A(A) = A, A(B) = B.
Step 2. Let
M =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
a1 a2 · · · an
0 · · · 0
. . .
...
0
⎞⎟⎟⎠∣∣∣∣ ai ∈ F2
⎫⎪⎪⎬⎪⎪⎭ .
In this step, we are going to prove that A(M) = M .
From the argument above Lemma 3.3, we have A(M(A)) = M(A), A(M(B)) = M(B) and
A(H) = H , where
H =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎝
a1 a2 a3 · · · an
0 0 · · · 0
0 · · · 0
. . .
...
0
⎞⎟⎟⎟⎟⎠
∣∣∣∣∣ ai ∈ F2, i = 1,2, . . . ,n, (a4, . . . ,an) = (0, . . . ,0)ora4 = · · · = an = 0 and a2 = a3 = 1
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ ,
and
H˜ = Γ (H) ∩ (M(A) ∪ M(B))=
⎧⎪⎨⎪⎩A, B,
⎛⎜⎝
1 0 1
0 0
0
0(n−3)
⎞⎟⎠ ,
⎛⎜⎝
1 1 0
0 0
0
0(n−3)
⎞⎟⎠
⎫⎪⎬⎪⎭ .
Furthermore,
Γ (H ∪ H˜) =
{
0,
(
1
0(n−3)
)}
.
Clearly, A(H˜) = H˜ , A(H ∪ H˜) = H ∪ H˜ and A(Γ (H ∪ H˜)) = Γ (H ∪ H˜). From M = H ∪ H˜ ∪ Γ (H ∪ H˜),
we have A(M) = M .
Step 3. In this step, we are going to prove that A(X) = X for all X ∈ M .
By Lemma 3.3, M has an aﬃne space structure of dimension n over F2, and A induces a bijective
map from M to itself which carries lines into lines, planes into planes. Let
A
⎛⎜⎜⎝
x1 x2 · · · xn
0 · · · 0
. . .
...
⎞⎟⎟⎠=
⎛⎜⎜⎝
y1 y2 · · · yn
0 · · · 0
. . .
...
⎞⎟⎟⎠ .
0 0
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(y1 y2 · · · yn) = (x1x2 · · · xn)P + (b1b2 · · ·bn),
where P ∈ GLn(F2), and bi ∈ F2, i = 1,2, . . . ,n. Since A(0) = 0, we have b1 = b2 = · · · = bn = 0. Notice
that A( 1
0(n−1)
)= ( 1
0(n−1)
)
, A(A) = A, A(B) = B . Therefore, P is of the form ( I(3) 0
Q 2 Q 3
)
, where Q 2 is an
(n − 3) × 3 matrix and Q 3 ∈ GLn−3(F2). After multiplying A by the automorphism X → (P−1)t X P−1,
which is of the form (1), we can assume that A(X) = X for all X ∈ M .
Step 4. Let L = {Y ∈ Xn | T (Y ) = 1}. In this step, we are going to prove that A(Y ) = Y for any
Y ∈ L.
Suppose T (Y ) = 1. Then Y is of the form⎛⎜⎜⎝
y1
y2
. . .
yn
⎞⎟⎟⎠ .
Clearly, we have d(0,A(Y )) = d(0, Y ) = 2 by A(0) = 0. When y2 = · · · = yn = 0, Y ∈ M . By Step 3, we
have A(Y ) = Y . When (y2, . . . , yn) = (0, . . . ,0), by Lemma 3.4, we have T (A(Y )) = 1,3 or 4+ . Notice
that |Γ (0) ∩ Γ (Y )| = |Γ (0) ∩ Γ (A(Y ))|. By Lemma 3.5, we have T (A(Y )) = 1. From
T
⎛⎜⎜⎝
⎛⎜⎜⎝
x a1 · · · an−1
b1
. . .
bn−1
⎞⎟⎟⎠
⎞⎟⎟⎠= 2+
whenever x = 0, (a1, . . . ,an−1) = (0, . . . ,0), ai = bi , i = 1, . . . ,n − 1, we obtain that |Γ (Y ) ∩ M| =
|Γ (A(Y )) ∩ M| = 1. Furthermore, since Γ (Y ) ∩ M = Γ (A(Y )) ∩ M , we deduce that{
Y ,
(
1
0(n−1)
)}
= Γ (Γ (Y ) ∩ M)∩ L = Γ (Γ (A(Y ))∩ M)∩ L = {A(Y ),(1
0(n−1)
)}
.
So we have A(Y ) = Y when (y2, . . . , yn) = (0, . . . ,0).
Step 5. In this step, we are going to prove that A(X) = X for all X with d(0, X) = 1.
Suppose X = ( u U1U2 ) and d(0, X) = 1, where u ∈ F2, U1 is a 1×(n−1) matrix, and U2 is a quadratic
form in n− 1 variables over F2. Clearly, the type of U2 is 0, 1 or 2+ . The proof of the case U = 0 has
been completed in Step 3. In the following, we are going to consider the remaindering cases.
Let A(X) = ( v V1
V2
)
, where v ∈ F2, V1 is a 1 × (n − 1) matrix, and V2 is a quadratic form in n − 1
variables over F2. Since A(Y ) = Y for all Y ∈ M , we have Γ (X)∩M = Γ (A(X))∩M and |Γ (X)∩M| =
|Γ (A(X)) ∩ M|. From
∣∣Γ (X) ∩ M∣∣= {1, T (U2) = 1,
4, T (U2) = 2+,
∣∣Γ (A(X))∩ M∣∣= {1, T (V2) = 1,
4, T (V2) = 2+,
we have T (U2) = T (V2).
(i) When T (U2) = 1, there exist P , Q ∈ GLn−1(F2) such that U2 = Pt K P , V2 = Q t K Q , where
K =
(
1
0(n−2)
)
.
Thus,
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1
(P−1)t
)(
u U1
U2
)(
1
P−1
)
=
(
u U1P−1
K
)
,(
1
(Q −1)t
)(
u V1
V2
)(
1
Q −1
)
=
(
v V1Q −1
K
)
.
Notice that T (X) = 2+ . Therefore, u = 0 and U1P−1 = (1,0, . . . ,0). Furthermore, U1 = P1, U2 = Pt1P1,
where P1 is the ﬁrst row vector of P . Similarly, we have v = 0 and V1 = Q 1, V2 = Q t1Q 1, where Q 1 is
the ﬁrst row vector of Q . Let Z = ( 0 U1
0(n−1)
)
. Notice that Z ∈ M and A(Z) = Z . We have Γ (X)∩Γ (Z) =
Γ (A(X)) ∩ Γ (Z). From T (X − Z) = 1 and n  4, by Lemma 3.5, we get T (A(X) − Z) = 1. Hence,
U1 = V1. Thus we have A(X) = X when T (U2) = 1.
(ii) When T (U2) = 2+ , there exist two matrices P and Q such that U2 = Pt K P , V2 = Q t K Q ,
where
K =
(0 1
0
0(n−3)
)
, P , Q ∈ GLn−1(F2).
Suppose
( w W
0(n−1)
) ∈ Γ (X) ∩ M = Γ (A(X)) ∩ M , we obtain that
Γ (X) ∩ M =
{(
w W
0(n−1)
) ∣∣W = x1P1 + x2P2 + U1, w = x1x2 + u, xi ∈ F2, i = 1,2} ,
Γ
(A(X))∩ M = {(w W
0(n−1)
) ∣∣W = y1Q 1 + y2Q 2 + V1, w = y1 y2 + v, yi ∈ F2, i = 1,2} ,
where Pi and Q i are the i-th row vector of P and Q respectively. Notice that
{x1P1 + x2P2 + U1 | xi ∈ Fq, i = 1,2} = {y1Q 1 + y2Q 2 + V1 | yi ∈ F2, i = 1,2}
if and only if there exists a matrix
( a b
c d
) ∈ GL2(F2) such that(
P1
P2
)
=
(
a b
c d
)(
Q 1
Q 2
)
and
U1 + V1 ∈ {y1Q 1 + y2Q 2 | yi ∈ F2, i = 1,2}.
Suppose
U1 + V1 = eQ 1 + f Q 2.
Then
y1 = ax1 + cx2 + e, y2 = bx1 + dx2 + f .
From x1x2 + u = y1 y2 + v , we obtain that
ad + bc = 1, u + v = ef , cd + cf + de = 0, ab + af + be = 0.
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P1 = Q 2, P2 = Q 1 and U2 = P1t P2 = Q 2t Q 1 = V2. Thus, we get A(X) = X . If d = 1, then e = 0, f = 1.
Hence, u = v , U1 + V1 = Q 2, P1 = Q 2, P2 = Q 1 + Q 2. Notice that 0 ∈ Γ (X) ∩ M , we can assume that
U1 = k1P1 + k2P2. So we have
X =
(
1
Pt
)⎛⎜⎝
k1k2 k1 k2
0 1
0
0(n−3)
⎞⎟⎠(1 P
)
,
A(X) =
(
1
Pt
)⎛⎜⎝
k1k2 k1 + 1 k2
1 1
0
0(n−3)
⎞⎟⎠(1 P
)
.
Let
Y =
(
1
Pt
)⎛⎜⎝
k1
0
1
0(n−3)
⎞⎟⎠(1 P
)
.
Obviously, T (Y ) = 1. By Step 3, we have A(Y ) = Y . Thus, X ∼ Y and A(X)  Y , which leads to a
contradiction.
Summarizing the above argument, we obtain that b = c = 1, d = 0 and A(X) = X when a = 0. The
proof of the remaindering cases is similar to a = 0. We omit it.
Step 6. From above, we have proved that A(0) = 0 and A(X) = X for all X with d(0, X) = 1. In
the following, we proceed by induction on d(0, X) for arbitrary X ∈ Xn . Suppose A(X) = X for all X
with d(0, X)  ν . Let Y ∈ Xn with d(0, Y ) = ν + 1. By Lemma 3.4, we have T (Y ) = 2ν−,2ν + 1 or
2(ν + 1)+ . In the following, we are going to prove that A(Y ) = Y .
When T (Y ) = 2ν− (ν  2), there exists P ∈ GLn(F2) such that
Y = Pt
⎛⎜⎝
0 I(ν−2)
0
K
0(n−2ν)
⎞⎟⎠ P , where K =
⎛⎜⎝
0 1
0
1 1
1
⎞⎟⎠ .
Let
Yi = Pt
⎛⎜⎝
0 I(ν−2)
0
Ki
0(n−2ν)
⎞⎟⎠ P , i = 1,2,3,
where
K1 =
⎛⎜⎝
0 1 0 1
0 0 1
1 0
0
⎞⎟⎠ , K2 =
⎛⎜⎝
0 1 0 0
0 0 1
1 1
0
⎞⎟⎠ , K3 =
⎛⎜⎝
0 1 0 1
0 0 0
1 0
1
⎞⎟⎠ .
Since T (Y1) = T (Y3) = 2ν − 1, T (Y2) = 2ν+ , we have d(0, Yi) = ν , i = 1,2,3. By the induction hy-
pothesis, we have A(Yi) = Yi , i = 1,2,3. Further, (Y1, Y2, Y3) ∈ S0, Y = Y1 + Y2 + Y3. By Lemma 3.3,
we obtain that A(Y ) = Y .
C. Ma / Finite Fields and Their Applications 17 (2011) 359–372 369When T (Y ) = 2− , there exists P ∈ GLn(F2) such that Y = Pt K P , where
K =
⎛⎜⎝
0 0
0
1 1
1
⎞⎟⎠ .
Let Yi = Pt Ki P , i = 1,2,3, where
K1 =
⎛⎜⎝
0 0 0 1
0 0 1
1 0
0
⎞⎟⎠ , K2 =
⎛⎜⎝
0 0 0 0
0 0 1
1 1
0
⎞⎟⎠ , K3 =
⎛⎜⎝
0 0 0 1
0 0 0
1 0
1
⎞⎟⎠ .
Since T (Yi) = 3, we have d(0, Yi) = 2, i = 1,2,3. By the induction hypothesis, we have A(Yi) = Yi ,
i = 1,2,3. Further, it is easy to verify that (Y1, Y2, Y3) ∈ S0, Y = Y1 + Y2 + Y3. By Lemma 3.3, we
obtain that A(Y ) = Y .
When T (Y ) = 2ν + 1 (ν  1), there exists P ∈ GLn(F2) such that
Y = Pt
⎛⎜⎝
0 I(ν−1)
0
K
0(n−2ν−1)
⎞⎟⎠ P , where K = (0 10
1
)
.
Let
Yi = Pt
⎛⎜⎝
0 I(ν−1)
0
Ki
0(n−2ν−1)
⎞⎟⎠ P , i = 1,2,3,
where
K1 =
(0 1 1
0 0
0
)
, K2 =
(0 1 0
0 1
0
)
, K3 =
(0 1 1
0 1
1
)
.
Since T (Yi) = 2ν+ , we have d(0, Yi) = ν , i = 1,2,3. By the induction hypothesis, we have A(Yi) = Yi ,
i = 1,2,3. Further, (Y1, Y2, Y3) ∈ S0, Y = Y1 + Y2 + Y3. By Lemma 3.3, we obtain that A(Y ) = Y .
When T (Y ) = 1, the proof has been completed in Step 4.
When T (Y ) = 2(ν + 1)+ , from the above argument, clearly we have T (A(Y )) = T (Y ) = 2(ν + 1)+ .
Therefore, there exist P , Q ∈ GLn(F2) such that Y = Pt
( K
0(n−2ν−2)
)
P and A(Y ) = Q t( K
0(n−2ν−2)
)
Q ,
where
K =
⎛⎜⎝
0 I(ν)
0
0 1
0
⎞⎟⎠ .
Let
SY =
{
X ∈ Xn
∣∣ T (X) = 1, d(Y , X) = ν + 1},
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SY =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩P
t
⎛⎜⎜⎜⎜⎝
a1
. . .
a2ν
a2ν+1
a2ν+2
0(n−2ν−2)
⎞⎟⎟⎟⎟⎠ P
∣∣∣∣∣ a1aν+1 + · · · + aνa2ν + a2ν+1a2ν+2 = 0
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ .
Similarly, we have
SA(Y ) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩Q
t
⎛⎜⎜⎜⎝
b1
. . .
b2ν
b2ν+1
b2ν+2
0(n−2ν−2)
⎞⎟⎟⎟⎠ Q
∣∣∣∣∣ b1bν+1 + · · · + bνb2ν + b2ν+1b2ν+2 = 0
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
Since A ﬁxes all the quadratic forms with the type 1, we have SY = SA(Y ) . Therefore, Q t E(n)ii Q ∈ SY ,
i = 1, . . . ,2ν + 2, where E(n)ii denotes the n × n matrix whose (i, i)-entry is 1 and all other entries
are 0’s. Thus, we obtain that Q P−1 is of the form
( U1 0
U3 U2
)
, where U1 ∈ GL2ν+2(F2), U2 ∈ GLn−2ν−2(F2)
and U3 is an (n − 2ν − 2) × (2ν + 2) matrix over F2. Let Yi = Pt
( Ki
0(n−2ν−2)
)
P , i = 1,2,3, where
K1 =
⎛⎜⎝
0 I(ν)
0
x
0
⎞⎟⎠ , K2 =
⎛⎜⎝
0 I(ν)
0
0
x
⎞⎟⎠ ,
K3 =
⎛⎜⎝0 I
(ν) + E(ν)11
0
0 1
0
⎞⎟⎠ , x ∈ F2.
Clearly, T (Yi) = 2ν+ or 2ν + 1 for any x ∈ F2. By the induction hypothesis and the above argument,
we have A(Yi) = Yi and Yi ∈ Γ (Y ), i = 1,2,3 for any x ∈ F2. Hence, Yi ∈ Γ (A(Y )), i = 1,2,3 for any
x ∈ F2. Notice that Yi ∼A(Y ) if and only if(
Ki
0(n−2ν−2)
)
∼ (Q P−1)t ( K
0(n−2ν−2)
)(
Q P−1
)
,
i.e., Ki ∼ Ut1KU1, i = 1,2,3 for any x ∈ F2. From this, we obtain that Ut1KU1 = K by calculating.
Therefore, we have A(Y ) = Y for T (Y ) = 2(ν + 1)+ .
From above, we prove that A(X) = X for all X with d(0, X) = ν + 1. Thus, the proof of Main
Theorem is completed for the case n 4 and q = 2. 
5. The automorphisms of Quad(3,2,2+)
Lemma 5.1. (See [8].) Let S3(F2) denote the set of all 3× 3 symmetric matrices over F2 . Then every automor-
phism of the graph Sym(3, F2) is either of the form
X → Pt X P + S, ∀X ∈ S3(F2) (3)
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( x11 x12 x13
x12 x22 0
x13 0 x33
)
→
( x11 x12 x13
x12 x22 0
x13 0 x33
)
,
( x11 x12 x13
x12 x22 1
x13 1 x33
)
→
( x11 + 1 x12 + 1 x13 + 1
x12 + 1 x22 1
x13 + 1 1 x33
) (4)
where P ∈ GL3(F2) and S ∈ S3(F2).
Similar to the deﬁnition of Quad(n,q,2+), we can obtain the graph Quad(n,q,2−).
Lemma 5.2.When n = 3 and q = 2, the quadratic forms graph Quad(n,q,2−) is isomorphic to the symmetric
matrices graph Sym(3, F2). The map ψ :Quad(n,q,2−) → Sym(3, F2)(d a b
e c
f
)
→
( a a + b + d a + c + e
a + b + d b b + c + f
a + c + e b + c + f c
)
is an isomorphism.
Proof. Obviously, ψ :Quad(n,q,2−) → Sym(3, F2) is a bijective map. Let
S1 =
{(1 1 0
1 0
0
)
,
(0 0 0
1 1
1
)
,
(1 0 1
0 0
1
)
,
(1 0 1
1 1
1
)
,
(1 1 0
1 1
1
)
,
(1 1 1
1 0
1
)
,
(1 1 1
1 1
1
)}
,
S2 =
{(1
0
0
)
,
(0
0
1
)
,
(0
1
0
)
,
(0
1 1
1 1
)
,
(1 0 1
0 0 0
1 0 1
)
,
(1 1
1 1
0
)
,
(1 1 1
1 1 1
1 1 1
)}
.
Notice that S1, S2 are all the quadratic forms with the type 2− and all the symmetric matrices with
the rank 1 respectively. Furthermore, ψ(S1) = S2. From this, we deduce that A ∼ B in Quad(n,q,2−) if
and only if ψ(A) ∼ ψ(B) in Sym(3, F2) for any A, B ∈ Quad(n,q,2−). So this lemma is completed. 
By Lemmas 5.1 and 5.2, we deduce that:
Lemma 5.3.When (n,q) = (3,2), every automorphism of Quad(n,q,2−) is either of the form (1) or a product
of the forms (1) and (2).
Proof. Notice that the map ζ , which is of the form (2), ﬁxes the set S1. From this, we deduce that
every product of the forms (1) and (2) is an automorphism of Quad(n,q,2−). 〈G, ζ 〉 denotes the
group generated by G and ζ . Notice that G is a normal subgroup of 〈G, ζ 〉. Therefore, |〈G, ζ 〉| = 2|G|.
Similarly, |Aut(Sym(3, F2))| = 2|H|, where H denotes the group generated by all the automorphisms of
372 C. Ma / Finite Fields and Their Applications 17 (2011) 359–372the form (3). Obviously, |G| = |H|. By Lemma 5.2, we have |Aut(Quad(n,q,2−))| = |Aut(Sym(3, F2))| =
2|G|, i.e., Aut(Quad(n,q,2−)) = 〈G, ζ 〉. Thus, we complete the proof of this lemma. 
Proof of Main Theorem. By Lemma 3.4, we have that d(A, B) = 3 if and only if T (A − B) = 2−
in Quad(n,q,2+). From this, we deduce that Aut(Quad(n,q,2+)) ⊆ Aut(Quad(n,q,2−)). It is easy
to verify that every automorphism of Quad(n,q,2−) is an automorphism of Quad(n,q,2+). Thus,
Aut(Quad(n,q,2+)) = Aut(Quad(n,q,2−)). By Lemma 5.3, we complete the proof of Main Theorem. 
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