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Abstract. We apply nonabelian equivariant localization techniques to Yang-Mills theory on
the fuzzy sphere to write the partition function entirely as a sum over local contributions from
critical points of the action. The contributions of the classical saddle-points are evaluated
explicitly, and the partition function of ordinary Yang-Mills theory on the sphere is recovered
in the commutative limit.
1. Introduction
The formulation of field theories on noncommutative spaces is expected to incorporate to some
extent the effects of quantum gravity in a field theoretic framework (see e.g. [1, 2] for reviews,
and [3, 4] concerning the relation with gravity). Their quantization, however, is rather non-
trivial, due to a new phenomenon called UV/IR mixing. This problem appears to be very
generic in noncommutative field theories, both for scalar and for gauge field theories. In essence
it means that the ultraviolet divergences not only lead to the usual infinite renormalizations of
the masses and couplings, but also to new divergences in the infrared behaviour of propagators,
which are likely to signal new physics. It is therefore important to develop appropriate techniques
for the quantization of noncommutative field theories, and to find models which are well-defined
in order to avoid problems which are possibly associated to mathematical artifacts.
Fuzzy spaces provide a nice class of noncommutative spaces based on finite-dimensional
algebras of “functions”, with the same symmetries as their classical counterparts. This means
that field theory on fuzzy spaces is naturally regularized, but the regularization is compatible
with a geometrical symmetry group (in contrast to lattice field theory, for example). A large
family of such spaces is given by the quantization of coadjoint orbits O of a Lie group in terms
of certain finite matrix algebras ON . They are labelled by a noncommutativity parameter 1N ,
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and the classical space is recovered in the large N limit. The simplest example is the fuzzy
sphere S2N , which has been studied in great detail; see e.g. [5]–[9] and references therein. There
are also extensively studied four-dimensional examples, such as S2N × S2N and CP 2N [10]–[13].
In this article, we review the application of nonabelian localization techniques to Yang-
Mills theory on S2N developed in [14]. This provides, along with [15], one of the few examples
where noncommutative gauge theory can be solved exactly. We will explicitly evaluate the
partition function and show that it reduces to the expected one on the classical sphere S2 in the
limit N →∞.
2. Equivariant Localization and the Duistermaat-Heckman theorem
Let X be a compact 2n-dimensional symplectic manifold with symplectic two-form ω. Assume
that the circle group U(1) acts globally on X via symplectomorphisms, generated by a
Hamiltonian vector field V with
dH = −ιV ω = −ω(V,−) (2.1)
for some real-valued function H on X. The Duistermaat-Heckman theorem (see e.g. [16] and
references therein) then states that the classical partition function
Z =
∫
X
ωn
n!
e−βH (2.2)
is given exactly by the semi-classical approximation, i.e. by summing over all critical points Pi
of H:
Z =
∑
i
e−β H(Pi)
αi
. (2.3)
Here αi is the product of the weights of the representation of the U(1) action in the tangent
space at Pi, which is formally given by the equivariant Euler class eV (Pi) = pfaff dV (Pi) of
the normal bundle to the critical point set in X. As such, it is the fluctuation determinant
determined by integration over an infinitesimal neighbourhood of Pi.
The subject of this paper is the application of a generalization of this theorem to compute
the partition function of Yang-Mills theory on the fuzzy sphere. However, there are several
complications which require a more sophisticated version of the localization formula. First, the
global symmetry group U(1) is replaced by the gauge group, which is nonabelian and usually
infinite-dimensional; in the fuzzy case it becomes a finite-dimensional unitary group. Second,
the saddle-points are replaced by critical surfaces. These complications can be handled using
techniques from equivariant cohomology, following the method in [17] developed for ordinary
two-dimensional Yang-Mills theory. In fact, the formal treatment in [17] is realized in our
setting in a rigorous, finite-dimensional framework. We will also take advantage of some more
recent techniques in [18] which allow for the explicit evaluation of the contributions from the
classical solutions of the Yang-Mills equations of motion.
3. The fuzzy sphere
The fuzzy sphere S2N [5] is a matrix approximation of the usual sphere S
2. The algebra of
functions on S2, spanned by the spherical harmonics, is truncated at a given frequency. The
algebra then becomes the finite-dimensional algebra of N × N matrices. More precisely, let
N ∈ N, and let ξi, i = 1, 2, 3 be the N ×N hermitian coordinate generators of the fuzzy sphere
S2N
∼= MatN which satisfy the relations
ǫijk ξi ξj = i ξk and ξi ξ
i = 14
(
N2 − 1) 1lN (3.1)
where throughout repeated upper and lower indices are implicitly summed over. The
deformation parameter is 1N and S
2
N becomes the algebra of functions on the classical unit
sphere S2 in the limit N →∞. The quantum space S2N preserves the classical invariance under
global rotations as follows. The ξi generate an N -dimensional representation of the global SU(2)
isometry group. Under the adjoint action of SU(2), this representation decomposes covariantly
into p-dimensional irreducible representations (p) of SU(2) as
MatN ∼= (1)⊕ (3) ⊕ · · · ⊕ (2N − 1) , (3.2)
which are interpreted as fuzzy spherical harmonics. This decomposition defines a natural map
from S2N to the space of functions on the commutative sphere. The integral of a function f ∈ S2N
over the fuzzy sphere is given by the trace of f , which coincides with the usual integral on S2
Tr(f) =
N
4π
∫
S2
dΩ f (3.3)
where the above map is understood. Rotational invariance of the integral then corresponds to
invariance of the matrix trace under the adjoint action of SU(2).
Following [9], let us combine the generators ξi into a larger hermitian N ×N matrix
Ξ = 12 1lN ⊗ σ0 + ξi ⊗ σi (3.4)
where N = 2N , σ0 = 1l2, while
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 i
− i 0
)
and σ3 =
(
1 0
0 −1
)
(3.5)
are the Pauli spin matrices obeying
Tr (σi) = 0 and σi σj = δij σ0 + i ǫijk σ
k . (3.6)
One easily finds from (3.1) and (3.6) the identities
Ξ2 = N
2
4 1lN and Tr(Ξ) = N . (3.7)
Since ξi⊗σi is an intertwiner of the Clebsch-Gordan decomposition (N)⊗(2) = (N−1)⊕(N+1),
this implies that Ξ has eigenvalues ± N2 with respective multiplicities N± = N ± 1.
4. Gauge theory on the fuzzy sphere
4.1. Configuration space
We will now describe the gauge field degrees of freedom in our formulation. To elucidate the
construction in as transparent a way as possible, we begin with the abelian case of U(1) gauge
theory. To introduce u(1) gauge fields Ai on S
2
N , consider the covariant coordinates
Ci = ξi +Ai and C0 =
1
2 1lN +A0 (4.1)
which transform under the gauge group U(N) as Cµ 7→ U−1Cµ U for µ = 0, 1, 2, 3 and U ∈ U(N).
We can again assemble them into a larger N ×N matrix
C = Cµ ⊗ σµ . (4.2)
Generically these are four independent fields, and we have to somehow reduce them to two
tangential fields on S2N . There are several ways to do this. For example, one can impose the
constraints A0 = 0 and CiC
i = N
2−1
4 1lN as in [9], leading to a constrained hermitian multi-
matrix model describing quantum gauge theory on the fuzzy sphere which recovers Yang-Mills
theory on the classical sphere in the large N limit.
Here we will use a different approach and impose the constraints
C2 = N
2
4 1lN and Tr(C) = N (4.3)
which is equivalent to requiring that C has eigenvalues ± N2 with multiplicities N± = N ± 1. In
terms of the components of (4.2), this amounts to the constraints
CiC
i + C20 =
N2
4 1lN and i ǫi
jk Cj Ck + {C0, Ci} = 0 . (4.4)
We checked above that this is satisfied for Aµ = 0, wherein C = Ξ. We can then consider the
action of the unitary group U(2N) given by
C 7−→ U−1C U (4.5)
which generates a coadjoint orbit of U(2N) and preserves the constraint (4.3). The gauge fields
Aµ are in this way interpreted as fluctuations about the coordinates of the quantum space
S2N . The constraint (4.3) ensures that the covariant coordinates (4.2) describe a dynamical
fuzzy sphere. The gauge group U(N) and the global isometry group SU(2) of the sphere are
subgroups of the larger symmetry group U(2N). In particular, the generators of the gauge group
are given by elements of the form φ = φ0 ⊗ σ0.
We thus claim that a possible configuration space of gauge fields is given by the single
coadjoint orbit
O := O(Ξ) = {C = U−1 ΞU | U ∈ U(N )} (4.6)
where Ξ ∈ u(2N) is given by (3.4). Explicitly, dividing by the stabilizer of Ξ gives a
representation of the orbit (4.6) as the symmetric space O ∼= U(2N)/U(N + 1) × U(N − 1)
of dimension dim(O) = 2(N2 − 1). Therefore the orbit O captures the correct number of
degrees of freedom at least in the commutative limit N →∞, where the gauge fields Ai become
essentially tangent vector fields on S2N . This will be established in detail below. A similar
construction was given in [12] for the case of CP 2.
The tangent space to O(Ξ) at a point C is isomorphic to TCO ∼= u(N )/r, where
r = u(N+)⊕ u(N−) (4.7)
is the stabilizer subalgebra of Ξ. This identification is equivariant with respect to the natural
adjoint action of the Lie group U(N ). Explicitly, tangent vectors to O(Ξ) at C have the form
Vφ = i [C,φ] (4.8)
for any hermitian element φ ∈ u(N )/r,2 which are just the generators of the unitary group
U(N ) acting on O(Ξ) by the adjoint action. These actually describe vector fields on the entire
orbit space O(Ξ). Here and in the following we use the symbol C to denote both elements of
O(Ξ), as well as the matrix of overcomplete coordinate functions on O(Ξ) defined using the
embeddings O(Ξ) →֒ u(N ) →֒ CN 2 .
The generalization to nonabelian U(n) gauge theory is very simple. One now takes
N = 2nN (4.9)
2 With our conventions, the vector fields (4.8) are real.
and enlarges the matrix (3.4) to Ξ⊗ 1ln (which we continue to denote as Ξ for ease of notation).
The configuration space is given by the U(N ) orbit (4.6) with C2 = N24 1lN and
Tr(C) = nN . (4.10)
Then C has eigenvalues ± N2 of respective multiplicities n (N ± 1), and the configuration space
O = U(2nN)/U(nN+)× U(nN−) (4.11)
describes u(n)-valued gauge fields on S2N . Its dimension is given by
dim(O) = 2n2 (N2 − 1) . (4.12)
4.2. Yang-Mills action
We claim that the action
S = S(C) := Ng Tr (C0 − 12 1lnN )2 (4.13)
for C ∈ O reduces in the commutative limit N → ∞ to the usual Yang-Mills action on the
sphere S2. It can therefore be taken as a definition of the Yang-Mills action on the fuzzy sphere
S2N . We establish this explicitly below in the abelian case n = 1.
Consider the three-component field strength [9]
Fi := i ǫi
jk Cj Ck + Ci
= i ǫi
jk [ξj , Ak] + i ǫi
jkAj Ak +Ai (4.14)
where Ci = ξi + Ai as in (4.1). To understand its significance, consider the “north pole” of S
2
N
where ξ3 ≈ N2 x3 = N2 1lN (with unit radius), and one can replace the operators
i adξi −→ −εij ∂j := −εij ∂∂xj (4.15)
in the commutative limit for i, j = 1, 2. Hence upon identifying the classical gauge fields Acli
through
Acli = −εij Aj , (4.16)
the “radial” component F3 of the field strength (4.14) reduces in the commutative limit to the
standard expression
F3 ≈ ∂1Acl2 − ∂2Acl1 + i [Acl1 , Acl2 ] . (4.17)
The constraint (4.4) now implies
Fi + {C0 − 12 1lN , Ci} = Fi + {A0 , Ci} = 0 ,
{ξi , Ai}+A0 +AiAi +A0A0 = 0 . (4.18)
Since only configurations with A0 = O(
1
N ) have finite action (4.13) and ξ3 is of order N , this
implies that A3, F1 and F2 are of order
1
N at the north pole, with A1 and A2 finite of order 1.
In particular, only the radial component F3 survives the N →∞ limit, with
F3 = −{A0, C3} ≈ −N A0 . (4.19)
This analysis can be made global by considering the “radial” field strength Fr = x
i Fi, which
reduces to the usual field strength scalar on S2. The action (4.13) thus indeed reduces to the
usual Yang-Mills action in the commutative limit with dimensionless gauge coupling g, giving
S ≈ 1
N g
Tr(Fr)
2 ≈ 1
4π g
∫
S2
dΩ (Fr)
2 . (4.20)
4.3. Critical surfaces
The critical surfaces of the action (4.13) are easy to find. Since the most general variation of
C ∈ O is given by δC = [C,φ], the critical points satisfy
0 = Tr (δC0 (C0 − 12)) = Tr ([C,φ]C0) = −Tr (φ [C,C0]) (4.21)
for arbitrary φ ∈ u(N ). Hence they are given by solutions of the equation
[C0, C] = 0 . (4.22)
This agrees with the known saddle-points in the formulation of [9]. The equation [C0, Ci] = 0
together with C2 = N
2
4 1lN in (4.4) implies that
[Ci, Cj ] = i ǫijk (2C0) Ck ,
C20 =
N2
4
−
3∑
i=1
C2i . (4.23)
This means that Ci generates an SU(2)-module πnN given by a sum of irreducible
representations of (4.23) characterized by partitions ~n = (n1, . . . , nk) of the integer
nN = n1 + . . .+ nk , (4.24)
where ni ∈ N is the dimension of the i-th irreducible subrepresentation in the representation
πnN . Therefore each critical point is labelled (up to gauge transformations) by the set of
dimensions ni of the irreducible representations, supplemented by a “sign” which is defined
by si = sgn(C0(ni)) = ± 1 (in that irreducible representation) if C0(ni) 6= 0, and si = 0 if
C0(ni) = 0. We denote the collection of them by C(n1,s1),...,(nk,sk).
In particular, the “classical” saddle-points which in the commutative limit N → ∞ go over
to the saddle-points of classical Yang-Mills theory on S2 (often called instantons) are given by
the critical surfaces C(n1,1),...,(nn,1) with
ni = N −mi and
n∑
i=1
mi = 0 (4.25)
with small mi ∈ Z, for which
C0(ni) =
N
2(N−mi)
1lni ≈ 12 (1 + miN ) 1lni . (4.26)
Note that then
Tr(C0) =
nN
2
(4.27)
as required. It follows that the action (4.13) evaluated on these solutions is given by
S((n1, 1) , . . . , (nn, 1)) ≈ 1
4g
n∑
i=1
m2i , (4.28)
which is the usual expression [19, 20] for the classical action of U(n) Yang-Mills theory on
the sphere S2 with trivial gauge bundle evaluated on the two-dimensional instanton on S2
corresponding to a configuration of n Dirac monopoles of magnetic charges mi ∈ Z. Non-trivial
gauge bundles over S2 of first Chern class c1 ∈ Z are obtained by modifying the trace constraint
as in [14]. All other non-classical saddle-points such as fluxons are suppressed at least by factors
e−N g, reflecting the fact that their action becomes infinite in the commutative limit N →∞.
4.4. Partition function
We can now proceed to compute the partition function of quantum Yang-Mills theory on the
fuzzy sphere defined by the action (4.13) on the configuration space (4.6) of gauge fields. The
crucial aspect of the above formulation of U(n) Yang-Mills theory on S2N is that the space of
gauge fields O in (4.6) or (4.11) is a coadjoint orbit. This implies that it is in particular a
symplectic (and even Ka¨hler) space with symplectic two-form ω, which is given explicitly by the
usual Kirillov-Kostant construction
〈ω, Vφ ∧ Vψ〉 = i Tr (C [φ,ψ]) (4.29)
where Vφ, Vψ are tangent vectors to O as in (4.8).
After an irrelevant shift of the covariant coordinates (4.1) which is equivalent to working with
the reduced Yang-Mills action
S′ = S +
nN2
4g
, (4.30)
the partition function is defined by
Z ′ :=
1
vol(G)
( g
4π N
)dim(G)/2 ∫
O
dC exp
(
− Ng Tr (C20 )
)
=
1
vol(G)
(
g′
2π
)dim(G)/2 ∫
O
exp
(
ω − 12g′ Tr (C20 )
)
(4.31)
where we have used the fact that the symplectic volume form ωd/d!, with d := dimC(O), defines
the natural gauge invariant measure on O provided by the Cartan-Killing riemannian volume
form (up to some irrelevant normalization). This follows from the fact that the natural invariant
metric on O is a Ka¨hler form. We have divided by the volume of the gauge group G = U(nN)
with respect to the invariant Cartan-Killing form and by another normalization factor for later
convenience, and also introduced the rescaled gauge coupling
g′ =
g
2N
. (4.32)
We will now describe, following [17, 15], how the technique of nonabelian localization can be
applied to evaluate the symplectic integral (4.31) exactly.
We begin by using a gaussian integration to rewrite (4.31) as
Z ′ =
1
vol(G)
∫
g×O
[ dφ
2π
]
exp
(
ω − i Tr(C0 φ)− g
′
2 Tr (φ
2)
)
, (4.33)
where the euclidean measure for integration over the gauge algebra φ ∈ g = u(nN) is determined
by the invariant Cartan-Killing form. It is not hard to show that Hφ = Tr(C0 φ) is the moment
map for the action of the gauge group, which means that
dTr(C0 φ) = −ιVφω . (4.34)
Introduce the BRST operator
Q = d− i ιVφ , (4.35)
where d is the exterior derivative on Ω(O) and the contraction ιVφ acts trivially on φ. It preserves
the gradation if one assigns charge +2 to the elements φ of g, and it satisfies
Q2 = − i {d, ιVφ} = − iLVφ (4.36)
where LVφ is the Lie derivative along the vector field Vφ. Thus Q2 = 0 exactly on the space
ΩG(O) := (C[[g]]⊗ Ω(O))G (4.37)
consisting of gauge invariant differential forms on O which take values in the ring of symmetric
functions on the Lie algebra g.
By construction one has
Q(ω − i Tr(C0 φ)) = 0 (4.38)
using dω = 0 and (4.34), and
QTr (φ2) = 0 . (4.39)
Therefore, the integrand of the partition function (4.33) defines a G-equivariant cohomology
class in HG(O), and the value of Z ′ depends only on this class. The integral of any Q-exact
equivariant differential form in ΩG(O) over g×O is clearly 0, as is the integral of any ιVφ-exact
form even if its argument is not gauge invariant. Thus Z ′ is unchanged by adding any Q-exact
form to the action, which will fix a gauge for the localization. Hence we can replace it by
Z ′ =
1
vol(G)
∫
g×O
[ dφ
2π
]
exp
(
ω − i Tr(C0 φ)− g
′
2 Tr (φ
2) + t Qα
)
, (4.40)
which is independent of t ∈ R for any G-invariant one-form α on O, where
Qα = dα− i 〈α, Vφ〉 . (4.41)
The independence of (4.40) on the particular representative α ∈ Ω(O)G of its equivariant
cohomology class will play a crucial role in our evaluation of the partition function.
Expanding the integrand of (4.40) by writing exp(t dα) as a polynomial in t and using the
fact that the configuration space O is compact, it follows that for t → ∞ the integral localizes
at the stationary points of 〈α, Vφ〉 in g×O. By writing Vφ = Va φa, where φa is an orthonormal
basis of g∨, we have 〈α, Vφ〉 = 〈α, Va〉 φa and the critical points are thus determined by the
equations
〈α, Va〉 = 0 , (4.42)
φa d〈α, Va〉 = 0 . (4.43)
Since (4.43) is invariant under rescaling of φ and the Lie algebra g is contractible, the homotopy
type of the space of solutions in g×O is unchanged by restricting to φ = 0 and the saddle-points
reduce to the zeroes of 〈α, Va〉 in O.
Let us consider explicitly the invariant one-form α given by [17, 15]
α = − i Tr (C0 [C,dC]0) . (4.44)
We claim that the vanishing locus of 〈α, Va〉 in this case coincides with the critical surfaces of the
original Yang-Mills action (4.13) as found in Section 4.3. To see this, we note that the condition
0 = 〈α, Va〉 = Tr (C0 [C , [C,φa] ]0) = −Tr ([C,C0] [C,φa]) (4.45)
certainly holds whenever [C,C0] = 0. On the other hand, by setting φ = C0 it implies
0 = 〈α, Vφ〉 = −Tr ([C,C0]2) (4.46)
which by nondegeneracy of the inner product defined by the trace implies that [C,C0] = 0.
Therefore the action in (4.40) has indeed the same critical points as the Yang-Mills action (4.13).
Let us now explicitly establish, following [15], the localization of the partition function onto
the classical solutions of the gauge theory. Plugging (4.44) and (4.41) into (4.40) and carrying
out the integration over φ ∈ g gives
Z ′ =
1
vol(G)
∫
g×O
[ dφ
2π
]
exp
(
t dα+ ω
)
× exp
(
− i Tr(C0 φ)− g
′
2 Tr (φ
2)− i t Tr ([C , [C,C0] ]φ)
)
=
1
vol(G)
(
g′
2π
)dim(G)/2 ∫
O
exp
(
t dα+ ω
)
(4.47)
× exp
(
− 12g′ Tr (C20 ) + tg′ Tr (C0 [C , [C,C0] ]) − t
2
2g′ Tr ([C , [C,C0] ])
2
)
where we have used Tr(C [C,−]) = 0. The only configurations which contribute to (4.47) in the
large t limit are therefore solutions of the equation
[C , [C,C0] ] = 0 (4.48)
which implies as in [15] that
0 = Tr (C0 [C , [C,C0] ]) = −Tr ([C,C0]2) , (4.49)
giving [C,C0] = 0 as desired. Therefore the integral (4.47) receives contributions only from the
solutions of the Yang-Mills equations (4.22), which establishes the claimed localization.
The local geometry in g×O about each critical point determines the partition function as a
sum of local contributions involving the values of the Yang-Mills action evaluated on the classical
solutions. This is gotten by considering an equivariant tubular neighbourhoodN(n1,s1),...,(nk,sk) of
each critical surface C(n1,s1),...,(nk,sk) in g×O. Since the partition function (4.40) is independent of
t, we can consider its large t limit as above, and this limit will always be implicitly assumed from
now on. Let W be a compact subset of O with W ∩ C = ∅, where C := ⋃(ni,si) C(n1,s1),...,(nk,sk).
Then the integral overW in (4.47) has a gaussian decay in t→∞. This means that in expanding
exp(t dα + ω) into a finite sum of terms of the form ωp ∧ (t dα)m, we can disregard all terms
which contain ω since they will be suppressed by factors of 1t and vanish in the large t limit.
The only terms which survive the t → ∞ limit are those with p = 0,m = d, and the integral
therefore vanishes unless ω is replaced by dα, except at the saddle point where dα = 0. Then
one has
Z ′ =
1
vol(G)
∫
g×O
[ dφ
2π
]
exp
(
t (dα− i 〈α, Vφ〉)
)
exp
(
− i Tr(C0 φ)− g
′
2 Tr (φ
2)
)
(4.50)
in the vicinity of any critical point in which dα is nondegenerate.
5. Local geometry of the configuration space
To proceed with the explicit evaluation of the contributions from each critical surface
C(n1,1),...,(nk,1) to the partition function (4.50) for gauge theory on the fuzzy sphere, we need
to describe the local geometry of the configuration space O in the infinitesimal neighbourhoods
N(n1,s1),...,(nk,sk). This is achieved using the explicit form of the complex structure J on the
coadjoint orbits, together with equivariance under global SU(2) rotations.
5.1. Complex structure
Consider for fixed C ∈ O the map
J : u(N ) −→ su(N )
φ 7−→ 1N Vφ = iN [C , φ] (5.1)
where as always the tangent space TCO at C is viewed as a subspace of the ambient space
u(N ) ⊃ O. It is easy to check that it satisfies
J 3 = −J . (5.2)
The map J is the complex structure on TCO = im(J ). It provides the Cartan decomposition
corresponding to the symmetric space O:
u(N ) = ker(J ) ⊕ ker (J 2 + 1lN )︸ ︷︷ ︸
TCO
. (5.3)
Here r = ker(J ) = u(nN+)⊕ u(nN−) is the stabilizer subalgebra of the coadjoint orbit O.
Now consider the map
g −→ J (g) −→ J 2(g)
(pure gauge) (physical)
(5.4)
which defines subspaces J (g),J 2(g) of TCO. We denote with s ⊂ g the stabilizer of the
gauge transformations, with J (s) = 0. One can show [14] that for the vacuum solution
C = Ξ = 12 1lN + ξi ⊗ 1ln ⊗ σi, there is a splitting
TCO = J (g)⊕ J 2(g) (5.5)
while the structure of the generic critical surfaces is somewhat more complicated:
J (g⊖ h)⊕ J 2(g⊖ h)⊕ E0 ⊕ E1 = TCO (5.6)
where the subalgebra h is defined via
E0 = J (g) ∩ J 2(g) = J (h) = J 2(h) (5.7)
and E1 is an extra vector space. To determine the vector spaces E0, E1 explicitly, we need to
describe the decomposition under the global SU(2) symmetry. We will only sketch the resulting
structure and refer the interested reader to [14] for details.
5.2. SU(2)-equivariant decomposition at critical surfaces
The critical surface C(n1,1),...,(nn,1) defines SU(2) generators
Ji =
Ci
2C0
+
1
2
σi with [Ji, C] = 0 . (5.8)
We decompose everything under this action of SU(2). For the nN -dimensional representation
πnN : su(2)→ End(V ) one has
V ⊗ C2 =
( n⊕
i=1
(ni + 1)
)
⊕
( n⊕
i=1
(ni − 1)
)
(5.9)
so that
C =
N
2


n⊕
i=1
1l(ni+1) 0
0 −
n⊕
i=1
1l(ni−1)

 ⊂ u(N ) (5.10)
and
TCO ∼=
{( 0 X
X† 0
) ∣∣∣ X ∈ MatnN} ⊂ u(N ) . (5.11)
It follows that
TCO ∼=
n⊕
i,j=1
(ni + 1)⊗ (nj − 1) (5.12)
and
g ∼=
n⊕
i,j=1
(ni)⊗ (nj) . (5.13)
All this allows for the explicit computation of J , E0, E1 for the various critical surfaces
C(n1,1),...,(nn,1) as follows:
1) Vacuum surface C(N,1),...,(N,1)
The vacuum surface is the orbit through C = Ξ = 12 1lN + ξi ⊗ 1ln ⊗ σi. The stabilizer is
given by s = u(n) ⊂ g, and
g ∼= ((1) ⊕ (N + 1)⊗ (N − 1))⊗ u(n) (5.14)
gives
TCO = J (g)⊕ J 2(g) (5.15)
as in (5.5), which can be seen even by just counting dimensions.
2) Maximally non-degenerate critical surface C(n1,1),...,(nn,1)
For a generic critical surface C(n1,1),...,(nn,1) with n1 > n2 > . . . > nn one finds
g ∼=
n⊕
i,j=1
(ni)⊗ (nj) =
n⊕
i,j=1
((|ni − nj |+ 1)⊕ · · · ⊕ (ni + nj − 1)) . (5.16)
This gives
TCO = J (g⊖ h)⊕ J 2(g⊖ h)⊕ E0 ⊕ E1 (5.17)
as in (5.6) with
E1 =
⊕
i>j
(|ni − nj| − 1) and E0 =
⊕
i>j
(|ni − nj|+ 1) . (5.18)
6. Nonabelian localization at the vacuum surface
We will first consider the localization of the partition function (4.50) at the vacuum orbit
O0 := C(N,1),...,(N,1) = {g Ξ g−1 | g ∈ G} ∼= G/U(n) ⊂ O (6.1)
with gauge group G = U(nN) and stabilizer s = u(n).
6.1. Statement of result
Theorem 1. The contribution to the quantum partition function for U(n) Yang-Mills theory
on S2N from the vacuum moduli space O0 is given by
Z0 =
1
n!
1
(2π)n
2+n
∫
Rn
[ds] ∆(s)2 e−
g
4
P
i s
2
i . (6.2)
Here
∆(s) =
∏
i<j
(si − sj) = det
1≤i,j≤n
(sj−1i ) (6.3)
is the Vandermonde determinant, and we substituted back the original Yang-Mills action S
using the shift (4.30). The quantum fluctuation integral (6.2) is the standard expression [19] for
the contribution from the global minimum of the Yang-Mills action on S2 to the U(n) sphere
partition function. It arises from the trivial instanton configuration with vanishing monopole
charges mi = 0 in (4.25).
6.2. Proof of Theorem 1
Localization implies that we can restrict ourselves to a G-equivariant tubular neighbourhood
N0 = N(N,1),...,(N,1) of the critical surface, under the action of the gauge group G = U(nN).
The neighbourhood N0 has an equivariant retraction by a local equivariant symplectomorphism
onto the local symplectic model F0. This means that the tangent space to F0 at the vacuum
critical point C is given by TCO0⊕J 2(g⊖ s) ∼= J (g⊖ s)⊕J 2(g⊖ s) = TCO, and the symplectic
two-form on F0 is simply ω. In physical terms, the gauge fields are decomposed along the
vacuum moduli space O0 plus infinitesimal non-gauge variations in the subspace J 2(g⊖ s).
We need to introduce an explicit basis of TCO and of the dual space of one-forms Ω1(O).
According to (5.15), we take the basis of vector fields to be
Ji = J (g′i ) , J˜j = J 2(g′j) ∈ TC(O) (6.4)
where g′i is an orthonormal basis of g⊖ s. The dual basis of one-forms
λi , λ˜j ∈ Ω1(O) (6.5)
satisfy
〈λi , Jj〉 = δij , 〈 λ˜i , J˜j〉 = δij and 〈λi , J˜j〉 = 〈 λ˜i , Jj〉 = 0 . (6.6)
Now introduce functions fi = 〈α, Ji〉. One can show that 〈α,J 2(g)〉 = 0, which implies that the
localization one-form can be expanded as
α = fi λ
i (6.7)
with
dα = dfi ∧ λi + fi dλi . (6.8)
In particular, one has
(dα)d
d!
=
d∧
i=1
(
dfi ∧ λi
)
(6.9)
up to forms which vanish on-shell, and hence are killed by localization in the large t limit. Here
d = dimC(O) = n2 (N2 − 1) is the (real) dimension of the vacuum orbit O0.
We can now proceed with the evaluation of the local contribution to the partition function
(4.50) for t→∞:
Z ′0 =
1
vol(G)
∫
g×F0
[ dφ
2π
] td
d!
(dα)d e− i t 〈α,Vφ〉− i Tr(C0 φ)−
g′
2
Tr(φ2)
=
1
vol(G)
∫
g×F0
[ dφ
2π
]
td
d∧
i=1
(
dfi ∧ λi
)
e− iN t fi φ
i− i Tr(C0 φ)−
g′
2
Tr(φ2)
=
1
vol(G)
∫
s
[ dφ
2π
]
e− i Tr(C0 φ)−
g′
2
Tr(φ2) 1
Nd
∫
O0
d∧
i=1
λi . (6.10)
Here the fi integrals over the fibre J 2(g ⊖ s) have produced delta-functions setting φi = 0 in
g⊖ s. We can carry out the integral over the moduli space O0 in (6.10) by observing that
1
Nd
∫
O0
d∧
i=1
λi =
∫
G/S
d∧
i=1
ηi =
vol(G)
vol(S)
, (6.11)
where the pullbacks J ∗(λi) = ηi define left-invariant one-forms on the gauge group G.
To evaluate the remaining integral over the gauge stabilizer algebra s ∼= u(n) in (6.10), we
note that the integrand defines a gauge invariant function f : u(n) → R. It can therefore be
written using the Weyl integral formula as∫
u(n)
[dφ] f(φ) =
vol(U(n))
n! (2π)n
∫
Rn
[ds] ∆(s)2 f(s) , (6.12)
where the Vandermonde determinant is the Weyl determinant for U(n) arising as the jacobian
for the diagonalization of hermitian matrices on the left-hand side of (6.12). From (6.10)–(6.12)
we obtain
Z ′0 =
1
vol(S)
∫
s
[ dφ
2π
]
e− i Tr(C0 φ)−
g′
2
Tr(φ2)
=
1
n!
1
(2π)n2
∫
Rn
[ ds
2π
]
∆(s)2 e− i
N
2
P
i si−
g
4
P
i s
2
i (6.13)
where we used vol(S) = NN
2/2 vol(U(n)) with respect to the Cartan-Killing metric on s, since
S = U(n)⊗ 1lN . Applying the integral identity∫
Rn
[ds] ∆(s)2 e− i
N
2
P
i si+
i
4
P
i mi si−
g
4
P
i s
2
i
= e
−nN
2
−mN
4g
∫
Rn
[ds] ∆(s)2 e
i
4
P
i mi si−
g
4
P
i s
2
i (6.14)
where m =
∑
i mi allows us to finally write the partition function as in (6.2).
7. Nonabelian localization at maximally irreducible saddle points
We now turn to the opposite extreme and look at the local contribution to the partition function
(4.50) from a generic maximally non-degenerate critical surface. We denote this gauge orbit by
Omax(~n) := C(n1,1),...,(nn,1) = {g C g−1 | g ∈ U(nN − c1)} ∼= U(nN − c1)/U(1)n (7.1)
and assume that the integers n1 > n2 > · · · > nn are explicitly specified. Here we allow also
c1 6= 0 which describes sectors with non-vanishing U(1) monopole number.
7.1. Statement of result
Theorem 2. The contribution to the quantum partition function for U(n) Yang-Mills theory
on S2N from a maximally non-degenerate moduli space Omax(~n) is given by
Zmax =
(−1)n (n−1)/2 enN2/4g
(2π)n
2+n
∫
Rn
[ds] ∆(s)2 e−
i
2
N
P
i si−
g
4
P
i
ni
N
s2i . (7.2)
Setting s˜i :=
√
ni/N si in (7.2), we get
Zmax =
(−1)n (n−1)/2
(2π)n
2+n
Nn/2 enN
2/4g
n∏
k=1
√
nk
∫
Rn
[ds˜ ]
∏
k>l
(√
N
nk
s˜k −
√
N
nl
s˜l
)2
e
− i
2
P
i
r
N3
ni
s˜i−
g
4
P
i s˜
2
i
.
(7.3)
Completing the square of the gaussian function of s˜i in (7.3) identifies the Boltzmann weight of
the action (4.30) on the non-degenerate solution space C(n1,1),...,(nn,1). In the large N limit, we
substitute (4.25) with s˜i ≈ (1 + mi2N ) si. Neglecting terms of order 1N then reduces (7.3) to
Zmax ≈ ± e
nN2/4g
(2π)n2+n
∫
Rn
[ds] ∆(s)2 e−
i
2
N
P
i si e
i
4
P
i mi si−
g
4
P
i s
2
i , (7.4)
and an application of the integral identity (6.14) leads to the result
Zmax ≈ ± 1
(2π)n2+n
∫
Rn
[ds] ∆(s)2 e
i
4
P
i mi si−
g
4
P
i s
2
i . (7.5)
This can easily be generalized [14] to non-trivial U(1) monopole number, or Chern class
c1 = m =
∑
i mi. The form (7.5) coincides with the classical result [19] for the contribution
to the U(n) sphere partition function from the Yang-Mills instanton on S2 specified by the
configuration of magnetic monopole charges m1, . . . ,mn ∈ Z. In particular, using the standard
manipulation of [19] one can change integration variables in (7.5) to identify the anticipated
Boltzmann weight of the action (4.28).
7.2. Proof of Theorem 2
We want to compute the integral Z ′max in (4.50) over a local neighbourhood Nmax of Omax(~n),
which is independent of t in the large t limit. This is similar in spirit but technically more
involved than for the vacuum surface. We first need to find a suitable basis for the tangent
space TCO at the irreducible critical point C, using the splitting (5.17). The definition of the
basis Ji, J˜i introduced in (6.4) naturally extends to include the non-trivial subspaces E0, E1 in
this case with
Ji = J (g′i ) , J˜j = J 2(g′j) , Hi = J (h′i ) ∈ J (h) = E0 and Ki ∈ E1 , (7.6)
for g′i and h
′
i an orthonormal basis of g ⊖ h ⊖ s and of h ⊖ s, respectively. We define again
〈α,J (g′i )〉 = fi. The elements Ki are assumed to form an orthonormal basis of E1, orthogonal
to J (g)⊕ J 2(g).
E0 and E1 are naturally complex vector spaces, whose generators are embedded into the
tangent space decomposition (5.17) as
Ki =


0 0 0 0
0 0 Xi 0
0 X†i 0 0
0 0 0 0

 (7.7)
and similarly forHi. The complex structure is given by the map J , which amounts to multiplying
Xi by i . We accordingly take the real basis Ki to be ordered as {Ki} = {(K˜i,J (K˜i))}, and
similarly for Hi. As matrices, all of the generators Hi,Kj are hermitian. The corresponding
dual one-forms βi, γi are defined as usual by
〈βi , Hj〉 = δij and 〈γi , Kj〉 = δij (7.8)
with all other pairings equal to 0. One can show [14] that
dα = dfi ∧ λi + 12 Aij γi ∧ γj +Of (7.9)
where Of denotes contributions which vanish on-shell, and
Aij = 2 i Tr (Ki adC0(Kj)) (7.10)
is an antisymmetric matrix. One then has
(dα)d−d0
(d− d0)! = pfaff(A)
( 2d1∧
i=1
γi
)
∧
( d−d0−d1∧
j=1
dfj ∧ λj
)
+Of (7.11)
where d0 (resp. d1) is the complex dimension of the vector space E0 (resp. E1), and
pfaff(A) = ǫi1···i2d1 Ai1i2 · · ·Ai2d1−1i2d1 (7.12)
is the pfaffian of the antisymmetric matrix A = (Aij).
To proceed with the localization, we need to find the local geometry and define its symplectic
model. TheG-equivariant tubular neighbourhoodNmax of Omax(~n) has an equivariant retraction
(by a local equivariant symplectomorphism) onto the local symplectic model Fmax, defined to
be an equivariant symplectic vector bundle over Omax(~n) with fibre J 2(g⊖ h⊖ s)⊕E1 which is
a sub-bundle of the tangent bundle TO restricted to Omax(~n). Thus the tangent space to Fmax
is given by
TCOmax(~n)⊕J 2(g⊖ h⊖ s)⊕E1 ∼= E0 ⊕J (g⊖ h⊖ s)⊕J 2(g⊖ h⊖ s)⊕E1 = TCO , (7.13)
and the symplectic two-form on Fmax is simply ω. In physical terms, the gauge fields are split
along the moduli spaceOmax(~n), plus infinitesimal non-gauge variations belonging to J 2(g⊖h⊖s)
along with unstable modes in the subspace E1. Due to the presence of the localization form α in
the action, we can restrict ourselves to this model Fmax replacing Nmax. Identically to the case
of the vacuum surface in the previous section, the canonical symplectic integral over g×Nmax
will in this way reduce to an integral over s×Omax(~n).
We may now proceed to calculate
Z ′max =
1
vol(G)
∫
g×Nmax
[ dφ
2π
]
exp
(
ω + t (dα− i 〈α, Vφ〉)− i Tr(C0 φ)− g
′
2 Tr (φ
2)
)
=
1
vol(G)
∫
g×Omax(~n)×J 2(g⊖h⊖s)×E1
[ dφ
2π
] (t dα)d−d0
(d− d0)! ∧
ωd0
d0!
× e− i t 〈α,Vφ〉− i Tr(C0 φ)−
g′
2 Tr(φ
2)
=
1
vol(G)
∫
(g⊖h⊖s)⊕h⊕s
[ dφ
2π
]
pfaff(A)
×
∫
Omax(~n)×J 2(g⊖h⊖s)×E1
td−d0
( 2d1∧
i=1
γi
)
∧
( d−d0−d1∧
j=1
dfj ∧ λj
)
∧ ω
d0
d0!
× e− i t (N fi φi+〈α,Vφ′ 〉)− i Tr(C0 φ)− g
′
2
Tr(φ2) (7.14)
with φ′ ∈ h ⊕ s. In the second line we have used the fact that dα vanishes when evaluated on
the subspace E0, and therefore we need d0 powers of ω to yield a non-trivial volume form. Then
(t dα)d−d0 ∧ ωd0 is the only term which survives in the large t limit. We will modify this below
by adding a second localization form α′ in order to write the localization integral in the generic
form (4.50) without the symplectic two-form ω.
We can now evaluate the integrals in (7.14) over fi in the fibre J 2(g⊖h⊖s) and φi ∈ g⊖h⊖s
as in the previous section, which localizes for t → ∞ to an integral over the subspace E1 and
the gauge orbit Omax(~n) given by
Z ′max =
1
vol(G)
∫
h⊕s
[ dφ
2π
] pfaff(A)
Nd−d0−d1
∫
Omax(~n)×E1
td1
( 2d1∧
i=1
γi
)
∧
( d−d0−d1∧
j=1
λj
)
∧ ω
d0
d0!
× e− i t 〈α,Vφ〉− i Tr(C0 φ)− g
′
2
Tr(φ2) . (7.15)
The gauge invariant volume form for the integration domain whose tangent space is E0 is given
by the symplectic volume form ωd0/d0!, since dα vanishes on E0, but this will be modified below.
It remains to compute the integral over E1. Upon evaluating 〈α, Vφ〉 at second order on E1,
i.e. away from the critical surface, we will find below that this pairing becomes a quadratic
form which leads to a localization through a gaussian integral. However, to evaluate it explicitly
it is easier to first localize the integral over E0, which presently is a complicated non-gaussian
integral which does not admit a gaussian approximation at t→∞ and is difficult to evaluate in
a closed analytic form. But this can be done by adapting a trick taken from [18], which amounts
to adding a further suitable localization one-form α′, or equivalently a cohomologically trivial
form Qα′, to the action in (4.50). Indeed, we may compute Z ′max using any other invariant form
α′ which is homotopic to α on the open neighbourhood Nmax. The one-form α′ need only be
non-vanishing on E0 ⊂ Nmax, as the other integrals can be directly carried out.
In order to evaluate the integrals over E0 and h, following [18] we introduce an additional
localization term exp(t Qα′ ) in the partition function with
α′ := − 2N J dTr(C φ)
∣∣∣
E0
. (7.16)
The projection onto E0 is equivalent to projecting φ ∈ g onto h. This one-form is equivariant
on-shell, and it can be extended to the G-equivariant tubular neighbourhood Nmax of the critical
surface Omax(~n) as follows. On the tangent space J (g⊖ h⊖ s)⊕E0 of TOmax(~n) in (7.13) there
is an equivariant projection onto the subspace E0. In this way α
′ is properly defined on the local
model, and can hence be extended to Nmax. One could also define α′ = 2 iN χJ dTr(C φ)|E0
using a smooth G-invariant cutoff function χ with support near the given saddle-point and
χ = 1 in the tubular neighbourhood, which is globally well-defined over Nmax as an equivariant
differential form. Note that t1 α + t2 α
′ vanishes only on the original critical points for any
t1, t2 ∈ R with t1 6= 0, and no new ones are introduced. Then our previous computation (4.47)
would essentially go through, since α′ vanishes on J (g⊖ h⊖ s) and there are no critical points
where dχ 6= 0. It is therefore just as good a localization form to use as α is. It follows that the
modification of the canonical symplectic integral over Nmax given by
Z ′max =
1
vol(G)
∫
g×Nmax
[ dφ
2π
]
exp
(
ω + t1 Qα+ t2 Qα
′ − i Tr(C0 φ)− g
′
2 Tr (φ
2)
)
(7.17)
is independent of both t1, t2 ∈ R. Then α′ will localize the integral over h ⊂ g as well as the
integral over the unstable modes in E1, without the need to expand 〈α, Vφ〉 to higher order.
Let us first integrate over h. One can show [14] that the new localization form α′ satisfies
〈α′, Vhi〉 = 2Tr (Hi J (φ)) , (7.18)
with hi a basis of h. This produces a gaussian integral localizing h to the gauge stabilizer algebra
s ∼= u(1)n. Then
dα′ = 2 i
N2
A˜ij β
i ∧ βj and (dα
′ )d0
d0!
=
(
4 i
N2
)d0 pfaff(A˜ ) 2d0∧
i=1
βi , (7.19)
where A˜ij := Tr(Hi [s,Hj]) is an antisymmetric matrix and we have restricted to φ = s ∈ s
using the localization (see (7.22) below). Using the explicit description of the local geometry
given in Section 5, one finds
pfaff(A˜ ) = (− i )d0
√
det(M)
∏
k>l
(sk − sl)|nk−nl|+1 (7.20)
where Mij := 2Tr(HiHj) is a symmetric matrix. We can now evaluate the localization integral
∫
h
[ dφ
2π
]
td02
(dα′ )d0
d0!
e− i t2 〈α
′,Vφ〉 =
(
4 i
N2
)d0 ∫
h
[ dφ
2π
]
td02 pfaff(A˜ ) e
−2 i t2 φiMij φj
2d0∧
i=1
βi (7.21)
where φ = φi hi. The oscillatory gaussian integral is defined by analytic continuation t2 → t2− i ε
for a small positive parameter ε, which we are free to do as the partition function is formally
independent of t2. With this continuation understood and a suitable orientation of the vector
space h, we readily compute
∫
h
[ dφ
2π
]
td02
(dα′ )d0
d0!
e− i t2 〈α
′,Vφ〉 =
(
4 i
N2
)d0 ( 1
2π
)2d0 (− π2 i )d0 pfaff(A˜ )√det(M)
2d0∧
i=1
βi
=
i d0
(2π N2)d0
∏
k>l
(sk − sl)|nk−nl|+1
2d0∧
i=1
βi . (7.22)
This integral thus produces a measure on s which we will use below to perform the remaining
integral over the stabilizer.
Now that the φ-integration in (7.15) is localized onto s, we can proceed to evaluate the integral
over E1. This space has a basis Ki as introduced in (7.7). We need to evaluate 〈α, Vs〉 for s ∈ s
up to second order in the fluctuations about the critical point in E1, which is non-tangential
to the gauge orbit Omax(~n). For this, we introduce real linear coordinates xi, yi, i = 1, . . . , d1
on E1 such that a generic vector VΨ ∈ E1 is parametrized as VΨ = (xiKi , yi J (Ki)). Then
γi = dxi and γi+d1 = dyi for i = 1, . . . , d1. We can choose coordinates on TCO such that
Gij = 2 Tr (XiX
†
j ) is diagonal. One then finds
〈α, Vs〉 = −Tr (ads(VΨ) adC0(VΨ)) = (xi , yi) M˜ij(s)
(
xj
yj
)
(7.23)
to second order, where
M˜ij(s) = (sk − sl) ckl
(
G 0
0 G
)
ij
(7.24)
is a symmetric matrix and
ckl =
N
2
nl − nk
nk nl
. (7.25)
One finds similarly
pfaff(A) = 2d1
√
det (M˜ (s))
∏
k>l
(sk − sl)1−|nk−nl| . (7.26)
These pfaffians are the typical representatives of fluctuations in equivariant localization [16], as
discussed in Section 2. Using the analytic continuation t1 → t1 − i ε and a suitable orientation
of E1 as before, we can now evaluate the oscillatory gaussian integral
∫
E1
d1∏
i=1
dxi dyi td11 e
− i t1 〈α,Vs〉 =
(π
i
)d1 1√
det (M˜ (s))
. (7.27)
Finally, putting the results (7.15), (7.22), (7.26) and (7.27) together, we may evaluate the
large t1, t2 limit of the desired symplectic integral (7.17) to obtain
Z ′max =
1
vol(G)
∫
g×Fmax
[ dφ
2π
]
exp
(
d(t1 α+ t2 α
′ )− i 〈t1 α+ t2 α′, Vφ〉
)
× e− i Tr(C0 φ)− g
′
2
Tr(φ2)
=
1
vol(G)
(π
i
)d1 i d0
(2π N2)d0
∫
s
[ ds
2π
] ∏
k>l
(sk − sl)|nk−nl|+1 pfaff(A)√
det (M˜(s))
× 1
Nd−d0−d1
∫
Omax(~n)
( d−d0−d1∧
j=1
λj
)
∧
( 2d0∧
i=1
βi
)
e− i Tr(C0 s)−
g′
2
Tr(s2)
=
1
vol(G)
i d0−d1
(2π)d0−d1
n∏
k=1
√
nk
∫
Rn
[ ds
2π
]
∆(s)2 e− i Tr(C0 s)−
g′
2
Tr(s2)
× 1
Nd+d0−d1
∫
Omax(~n)
( d−d0−d1∧
j=1
λj
)
∧
( 2d0∧
i=1
βi
)
(7.28)
where we have transformed the integration over φ = s = diag(s1 1ln1 , . . . , sn 1lnn) ∈ s to an
integral over s = (s1, . . . , sn) ∈ Rn. We can carry out the integral over the moduli space
Omax(~n) by observing again
1
Nd+d0−d1
∫
Omax(~n)
( d−d0−d1∧
j=1
λj
)
∧
( 2d0∧
i=1
βi
)
=
∫
G/S
d+d0−d1∧
j=1
ηj =
vol(G)
vol(S)
, (7.29)
where J ∗(λi) = ηi are left-invariant one-forms on the gauge group G. Note that (7.29) includes
the integral over E0, and dimR(g⊖ s) = d + d0 − d1. We also have vol(S) =
∏
k 2π
√
nk in our
metric on s, since S =
∏
k U(1)⊗1lnk , and C0(ni) = N2ni 1lni . Using furthermore d0−d1 = n2−n
which is an even integer, we may then bring (7.28) into the form
Z ′max =
i n
2−n
(2π)n2+n
∫
Rn
[ds] ∆(s)2 e− i Tr(C0 s)−
g′
2
Tr(s2) (7.30)
which immediately leads to (7.2).
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