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Abstract
Synchronization in networks of discrete-time linear time-invariant systems is considered under rel-
ative actuation. Neither input nor output matrices are assumed to be commensurable. A distributed
algorithm that ensures synchronization via dynamic relative output feedback is presented.
1 Introduction
Theory on synchronization in networks of linear systems with general dynamics has reached a certain
maturity over the last decade; see, for instance, [7, 9, 6, 13, 1]. A significant part of this theory is founded
on the following setup. The nominal individual agent dynamics reads x˙i = Axi+Bui with yi = Cxi. And,
the signals available for decision are of the form zi =
∑
j aij(yi − yj), where the nonnegative scalars aij
describe the so-called communication topology. Within the boundary of this setup different approaches
have yielded various interesting solutions to the synchronization problem, where the universal goal is to
drive the agents’ states xi(t) to a common trajectory. E.g., communication delays are considered in [15],
 L2-gain output-feedback is employed in [2], distributed containment problem is studied in [4]. Among
many other works contributing to our wealth of knowledge are [5] on adaptive protocols, [8] on switching
topologies, and [14] on optimal state feedback and observer design.
Tank 2Tank 1 u12
Figure 1: Water tanks with a shared actuator (pump).
Despite their differences the above-mentioned works allow each agent to have its own independent
input ui. In this paper we shed this independence. Instead of each agent having its own input we look at
the case where each input (uij) is shared by a pair of agents (ith and jth systems) in the sense displayed
in Fig. 1. In particular, we consider the agent dynamics x+i = Axi +
∑
j Bijuij with yij = Cij(xi − xj),
where (i) the actuation is relative (i.e., Bijuij+Bjiuji = 0) and (ii) the signals available for decision read
zi =
∑
j C
T
ijyij . In our setup the input matrices Bij are allowed to be incommensurable in the sense that
there need not exist a common B satisfying Bij = aijB with scalar aij . In fact, two input matrices do not
even have to be of the same size. The same goes for the output matrices Cij . The problem we study here
is that of decentralized stabilization (of the synchronization subspace) by choosing appropriate inputs
uij based on the relative measurements yij . As a solution to this problem we construct a distributed
algorithm that achieves synchronization via dynamic relative output feedback.
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Let us now illustrate our setup on an example network. Consider the array of identical electrical
oscillators shown in Fig. 2, where each oscillator (of order 2p) has p nodes (excepting the ground node)
and the kth node of the ith oscillator is denoted by n
(i)
k . The actuation is achieved through current sources
while the measurements are collected through voltmeters. Each current source/voltmeter connects a pair
of nodes (belonging to two separate oscillators) with the same index number, say n
(i)
k and n
(j)
k . It is not
difficult to see that this architecture enjoys the form x˙i = Axi +
∑
j Bijuij with yij = Cij(xi − xj) and,
since each current source connects two nodes with the same index number, the actuation throughout the
network is relative. Furthermore, the input matrices Bij are incommensurable. For instance, while the
current source u32 connects n
(3)
1 and n
(2)
1 , the current source u12 connects n
(1)
p and n
(2)
p . Since for these
two current sources the indices (1 and p) of the nodes they are associated to are different, we cannot find
a scalar a that satisfies B12 = aB32. Likewise, the output matrices Cij too are incommensurable.
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Figure 2: Network of electrical oscillators.
We begin the remainder of the paper by providing the formal description of the array we study. After
that we present a distributed algorithm that generates control inputs through dynamic output feedback,
followed by our main (and only) theorem, which states that this algorithm with suitable parameter choice
achieves synchronization. To prove the theorem we first obtain the explicit expression of the closed-loop
system the array becomes under the algorithm. Once the righthand side of the closed loop is computed
we proceed to establish stability and thus complete the proof of the main result.
2 Array
Consider an array of q discrete-time linear time-invariant systems
x+i = Axi +
q∑
j=1
Bijuij (1a)
yij = Cij(xi − xj) ; i, j = 1, 2, . . . , q (1b)
where xi ∈ Rn is the state of the ith system with A ∈ Rn×n, x+i denotes the state at the next time
instant, uij = uji ∈ Rpij is the ijth input with Bij = −Bji ∈ Rn×pij , and yij = yji ∈ Rmij is the ijth
(relative) output with Cij = −Cji ∈ Rmij×n. We interpret the equality uij = uji as that uij and uji are
different notations for the same single variable. Same goes for the oneness of yij and yji. Note that we
have to have Bii = 0 and Cii = 0. Note also that the actuation is relative because Bijuij + Bjiuji = 0.
Hence the average of the states xav = q
−1
∑
xi evolves independently of the inputs driving the array, i.e.,
we have x+av = Axav. The ordered collections (Bij)
q
i,j=1 and (Cij)
q
i,j=1 are denoted by (B::) and (C::),
respectively. The value of the solution of the ith system at the kth time instant (k = 0, 1, . . .) is denoted
by xi[k]. The meanings of uij [k] and yij [k] should be clear.
The array (1) gives rise to the following single big system
x+ = Ax+Bu (2a)
y = Cx (2b)
2
where x = [xT1 x
T
2 · · · xTq ]T is the state, u = [uT12 uT13 · · · uT1q |uT23 uT24 · · · uT2q | · · · |uT(q−1)q]T is the
input, and y = [yT12 y
T
13 · · · yT1q | yT23 yT24 · · · yT2q | · · · | yT(q−1)q]T is the output. Clearly, we have
A = [Iq ⊗A]
where Iq ∈ Rq×q is the identity matrix (which we may also denote by I when its dimension is either clear
from the context or immaterial),
B = inc (B::) :=


B12 B13 · · · B1q 0 0 · · · 0 · · · 0
−B12 0 · · · 0 B23 B24 · · · B2q · · · 0
0 −B13 · · · 0 −B23 0 · · · 0 · · · 0
0 0 · · · 0 0 −B24 · · · 0 · · · 0
...
...
. . .
...
...
...
. . .
...
. . .
...
0 0 · · · 0 0 0 · · · 0 · · · B(q−1)q
0 0 · · · −B1q 0 0 · · · −B2q · · · −B(q−1)q


and
C = [inc (CT:: )]
T .
The notational choice “inc” has to do with that the structure of B resembles that of the incidence matrix
of a graph. Let Sn = range [1q⊗ In], where 1q ∈ Rq is the vector of all ones. The set Sn ⊂ (Rn)q is called
the synchronization subspace, whose orthogonal complement, the disagreement subspace, is denoted by
S⊥n . Let us construct the matrices one is all too familiar with
Wc = [B AB · · · An−1B] , Wo =


C
CA
...
CAn−1

 .
We have rangeWc ⊂ S⊥n and nullWc ⊃ Sn by construction. Now we define (relative) controllability and
(relative) observability concerning the array (1).
Definition 1 The array (1) (or the pair [A, (B::)]) is said to be controllable if rangeWc ⊃ S⊥n .
Definition 2 The array (1) (or the pair [(C::), A]) is said to be observable if nullWo ⊂ Sn.
Note that [A, (B::)] is controllable if and only if [(B
T
:: ), A
T ] is observable. Necessary and sufficient condi-
tions for controllability and observability (in the above sense) are reported in [12] and [11], respectively.
Henceforth we assume:
The array (1) is both controllable and observable.
In the next section we present a distributed synchronization algorithm that generates input signals
uij for the array (1) based on the measurements yij . This algorithm is meant to achieve convergence
‖xi[k]− xj [k]‖ → 0 for all pairs (i, j) and all initial conditions.
3 Algorithm
There are four design parameters to be chosen for the algorithm: the integers Nc, No ≥ n and the real
numbers τc, τo > 0. The variables employed are denoted by λi, xˆi, ξi ∈ Rn, and wij ∈ (Rpij )Nc for
i, j = 1, 2, . . . , q. The variables xˆi are purely discrete and their values at the kth discrete time instant is
denoted by xˆi[k]. The remaining variables, at each k, solve certain differential equations, the solutions of
which are denoted by λi[k, t), ξi[k, t), and wij [k, t) with t ∈ R being the continuous time variable. Now,
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the algorithm generating the control inputs uij [k] for the array (1) is as follows.
w˙ij [k, t) = −wij [k, t)− [Bij ABij · · · ANc−1Bij ]T (λi[k, t)− λj [k, t)) (3a)
λ˙i[k, t) = A
Nc xˆi[k] +
q∑
j=1
[Bij ABij · · · ANc−1Bij ]wij [k, t) (3b)
xˆi[k + 1] = Axˆi[k] +A
Noξi[k, τo) +
q∑
j=1
Bijuij [k] (3c)
ξ˙i[k, t) = −
No−1∑
ℓ=0
q∑
j=1
AℓTCTijCijA
ℓ(ξi[k, t)− ξj [k, t))
+
q∑
j=1
A(No−1)TCTij(yij [k]− Cij(xˆi[k]− xˆj [k])) (3d)
uij [k] = [ [0 · · · 0 1]︸ ︷︷ ︸
Nc terms
⊗Ipij ]wij [k, τc) (3e)
where, for all k, the initial conditions for integrations are set as
λi[k, 0) = 0 , ξi[k, 0) = 0 , wij [k, 0) = 0 .
As for xˆi, the initial conditions xˆi[0] can be chosen arbitrarily. Having described our algorithm, we can
now state what it does. Below is our main result.
Theorem 1 Consider the array (1) under the control inputs (3e). There exist real numbers τ¯c and τ¯o
such that if τc > τ¯c and τo > τ¯o, then the systems synchronize, i.e., ‖xi[k]− xj [k]‖ → 0 as k →∞ for all
pairs (i, j) and all initial conditions x1[0], x2[0], . . . , xq[0].
In the remainder of the paper we construct the proof of Theorem 1. To this end, we first obtain the
discrete-time closed-loop dynamics explicitly. Then we study its stability.
4 Closed loop
In this section we compute the closed-loop dynamics governing the system (2) under the algorithm (3).
Namely, we obtain explicit expressions for the matrices K and L which should appear as
x+ = Ax−BKxˆ (4a)
xˆ+ = Axˆ−BKxˆ+ L(y −Cxˆ) (4b)
where xˆ = [xˆT1 xˆ
T
2 · · · xˆTq ]T and xˆi are updated via (3c). We begin with K.
4.1 Gain K
We denote by eNc ∈ RNc the unit vector whose last entry is one, i.e., eNc = [0 · · · 0 1]T . Recall that the
vector 1q spans the synchronization subspace S1. Let S denote its normalization, i.e., S = 1q/√q and
hence STS = 1. Also, let D ∈ Rq×(q−1) be some matrix whose columns make an orthonormal basis for
S⊥1 . Note that DTD = Iq−1 and the columns of the matrix [D S] make an orthonormal basis for Rn. We
let D = [D ⊗ In] and S = [S ⊗ In]. The following identities are easy to show and find use in the sequel.
(i) DDT + SST = Iqn.
(ii) range [D ⊗ In] = S⊥n .
(iii) [ST ⊗ In]B = 0.
(iv) C[S ⊗ In] = 0.
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Recall that wij ∈ (Rpij )Nc are the variables in (3a). Note that Bij = −Bji yields w˙ij+wij = w˙ji+wji.
Then wij [k, 0) = wji[k, 0) implies wij [k, t) ≡ wji[k, t). This allows us to consider in our analysis only
wij with i < j. Now, let us partition wij as wij = [w
[Nc−1]T
ij w
[Nc−2]T
ij · · · w[0]Tij ]T with w[ℓ]ij ∈ Rpij .
Then gather w
[ℓ]
ij as w
[ℓ] = [w
[ℓ]T
12 w
[ℓ]T
13 · · · w[ℓ]T1q |w[ℓ]T23 w[ℓ]T24 · · · w[ℓ]T2q | · · · |w[ℓ]T(q−1)q]T to construct
w = [w[Nc−1]T w[Nc−2]T · · · w[0]T ]T . Also, let λ = [λT1 λT2 · · · λTq ]T where λi ∈ Rn are the variables in
(3b). Finally define
R = [B AB · · · ANc−1B] .
This new set of notation allows us to put the dynamics (3a)-(3b) into the following compact form[
w˙[k, t)
λ˙[k, t)
]
=
[ −I −RT
R 0
] [
w[k, t)
λ[k, t)
]
+
[
0
ANc xˆ[k]
]
, w[k, 0) = 0 , λ[k, 0) = 0 . (5)
Solving (5) allows us to obtain the inputs generated by the algorithm (3) because u[k] = w[0][k, τc).
Since we are not interested in the solution λ[k, t) let us consider another differential equation, which in
certain ways is more convenient:[
v˙[k, t)
µ˙[k, t)
]
=
[ −I −RTD
DTR 0
]
︸ ︷︷ ︸
Λ
[
v[k, t)
µ[k, t)
]
+
[
0
DTANc xˆ[k]
]
, v[k, 0) = 0 , µ[k, 0) = 0 (6)
where the size of the vector v is same as that of w and the vector µ is of appropriate size. We now make
a succession of simple observations that eventually lead us to an explicit expression for the gain K.
Lemma 1 We have DDTAℓB = AℓB for any integer ℓ ≥ 0.
Proof. Observe that
STAℓB = [ST ⊗ In][Iq ⊗A]ℓB
= [ST ⊗ In][Iq ⊗Aℓ]B
= Aℓ [ST ⊗ In]B︸ ︷︷ ︸
0
= 0 .
Therefore we can write
DDTAℓB = DDTAℓB+ S(STAℓB)
= (DDT + SST︸ ︷︷ ︸
I
)AℓB
= AℓB .
Hence the result. 
Lemma 2 Consider the differential equations (5) and (6). We have w[k, t) = v[k, t).
Proof. Consider (5). We can write
w¨ = −w˙ −RT λ˙
= −w˙ −RT (Rw +ANc xˆ) .
Also, w˙[k, 0) = −w[k, 0)−RTλ[k, 0) = 0. Hence the solution t 7→ w[k, t) should satisfy
w¨[k, t) + w˙[k, t) +RTRw[k, t) +RTANc xˆ[k] = 0 , w[k, 0) = 0 , w˙[k, 0) = 0 . (7)
Similarly, (6) implies
v¨[k, t) + v˙[k, t) +RTDDTRv[k, t) +RTDDTANc xˆ[k] = 0 , v[k, 0) = 0 , v˙[k, 0) = 0 . (8)
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Lemma 1 allows us to write
RTDDT =
(
DDT [B AB · · · ANc−1B])T
= [B AB · · · ANc−1B]T
= RT . (9)
Combining (7), (8), and (9) yields the result. 
Lemma 3 The matrix DTR is full row rank.
Proof. Suppose not. Then we can find a nonzero vector η ∈ (Rn)q−1 satisfying ηTDTR = 0. Let
ζ = Dη, which belongs to S⊥n due to range [D ⊗ In] = S⊥n . Also, ζ 6= 0 because η 6= 0 and D is full
column rank. Thence ζ /∈ Sn. This implies nullRT 6⊂ Sn due to RT ζ = 0. Hence rangeR 6⊃ S⊥n .
Consequently rangeWc 6⊃ S⊥n because rangeR ⊃ rangeWc thanks to Nc ≥ n. But rangeWc 6⊃ S⊥n
contradicts that the array (1) is controllable. 
Lemma 4 The matrix Λ defined in (6) is Hurwitz, i.e, all its eigenvalues are on the open left half-plane.
Proof. It is easy to see that ΛT +Λ ≤ 0. Therefore Λ is at least neutrally stable. In particular, it cannot
have any eigenvalues with positive real part. To show that it can neither have any eigenvalues on the
imaginary axis let us suppose the contrary. That is, assume jω with ω ∈ R is an eigenvalue of Λ. Then
we could find two vectors v1, v2, at least one of them nonzero, satisfying[ −I −RTD
DTR 0
] [
v1
v2
]
= jω
[
v1
v2
]
which yields v1 = −(1 + jω)−1RTDv2 and DTRv1 = jωv2. Note that v2 cannot be zero, for otherwise
v1 would also have to be zero and by assumption it cannot be that both are zero. Hence we combine the
two equations and write
[DTRRTD]v2 = − jω
1 + jω
v2 .
That is, v2 is an eigenvector of D
TRRTD. Since DTRRTD is a real symmetric matrix, its eigenvalues
are real. Therefore we have to have ω = 0. Thence [DTRRTD]v2 = 0, i.e., D
TRRTD is singular, which
however cannot be true because DTR is full row rank by Lemma 3. Hence Λ has no eigenvalue on the
imaginary axis, which completes the proof. 
Lemma 5 The matrix K in the closed-loop system (4) reads
K =
[
BTA(Nc−1)TD[DTRRTD]−1DTR − [eTNc ⊗ I] BTA(Nc−1)TD[DTRRTD]−1
]
×[I − eΛτc ]×
[
0
DTANc
]
.
Proof. Consider (6). It can be verified by direct substitution that the solution reads[
v[k, t)
µ[k, t)
]
= Λ−1[eΛt − I]
[
0
DTANc xˆ[k]
]
=
[
RTD[DTRRTD]−1DTR− I RTD[DTRRTD]−1
−[DTRRTD]−1DTR −[DTRRTD]−1
]
[eΛt − I]
[
0
DTANc
]
xˆ[k]
where Λ−1 exists because Λ is Hurwitz by Lemma 4 and [DTRRTD]−1 exists because DTR is full row
rank by Lemma 3. Using u[k] = w[0][k, τc) and Lemma 2 we can now write
Kxˆ[k] = −u[k]
= −w[0][k, τc)
= −[eTNc ⊗ I]w[k, τc)
= −[eTNc ⊗ I]v[k, τc)
= [eTNc ⊗ I]
[
RTD[DTRRTD]−1DTR− I RTD[DTRRTD]−1] [I − eΛτc ] [ 0
DTANc
]
xˆ[k] .
The result then follows since R[eNc ⊗ I] = ANc−1B. 
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4.2 Gain L
Having computed K of (4), we now focus on L. Let ξ = [ξT1 ξ
T
2 · · · ξTq ]T , where ξi ∈ Rn are the variables
in (3d), and define
Q =


C
CA
...
CANo−1

 .
This allows the dynamics (3d) to be compactly expressed as
ξ˙[k, t) = −QTQξ[k, t) +A(No−1)TCT (y[k] −Cxˆ[k]) , ξ[k, 0) = 0 . (10)
Finally, we define Γ = DTQTQD. Let us make a few observations before we attempt to solve (10).
Lemma 6 The matrix DTQT is full row rank.
Proof. This is a consequence of the observability of the array (1). See the dual result Lemma 3. 
Lemma 7 The matrix −Γ is Hurwitz.
Proof. The matrix Γ is symmetric positive semidefinite because we can write Γ = (QD)TQD. Also,
it is nonsingular because (QD)T is full row rank by Lemma 6. Hence Γ is symmetric positive definite.
Then −Γ is symmetric negative definite and consequently all its eigenvalues are real and strictly negative.
Hence the result. 
Lemma 8 We have DDTAℓTCT = AℓTCT for any integer ℓ ≥ 0.
Proof. Like Lemma 1. 
Lemma 9 The solution to (10) reads ξ[k, t) = DΓ−1[I − e−Γt]DTA(No−1)TCT (y[k]−Cxˆ[k]).
Proof. First note that the initial condition constraint ξ[k, 0) = 0 is satisfied. Now we show that this
ξ[k, t) also satisfies the differential equation. For compactness let β = A(No−1)TCT (y[k]−Cxˆ[k]). Note
that DDTβ = β and DDTQT = QT by Lemma 8. Hence putting our candidate solution into the
righthand side of (10) yields
−QTQξ[k, t) + β = −QTQDΓ−1[I − e−Γt]DTβ + β
= −DDTQTQD︸ ︷︷ ︸
Γ
Γ−1[I − e−Γt]DTβ + β
= −D[I − e−Γt]DTβ + β
= De−ΓtDTβ −DDTβ + β
= De−ΓtDTβ .
Now, by differentiating the candidate solution we obtain
ξ˙[k, t) =
d
dt
{
DΓ−1[I − e−Γt]DTβ}
= DΓ−1[Γe−Γt]DTβ
= De−ΓtDTβ
= −QTQξ[k, t) + β
which was to be shown. 
Lemma 10 The matrix L in the closed-loop system (4) reads
L = ANoDΓ−1[I − e−Γτo ]DTA(No−1)TCT .
Proof. Using (3c) and Lemma 9 we can write
xˆ[k + 1] = Axˆ[k]−BKxˆ[k] +ANoξ[k, τo)
= Axˆ[k]−BKxˆ[k] +ANoDΓ−1[I − e−Γτo ]DTA(No−1)TCT (y[k] −Cxˆ[k]) .
Comparing this to (4b) yields the result. 
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5 Stability
In the previous section we obtained the explicit expression for the righthand side of (4) by computing
the gains K and L. Now we study the behavior of the closed-loop system. Our goal is to show that
(under appropriate choices of the parameters τc, τo) for all initial conditions x[0] and xˆ[0] the solution
x[k] enjoys the convergence ‖x[k]‖Sn → 0, where ‖ · ‖Sn denotes the Euclidean distance to the subspace
Sn. By proving this convergence we will have established Theorem 1. For our analysis we borrow the
following result due to Kleinman [3].1
Proposition 1 Let N ≥ 1 be an integer, F ∈ Rn×n, G ∈ Rn×p, and rank [G FG · · · FN−1G] = n.
Then the matrix
H = F −GGTF (N−1)T
(
N−1∑
ℓ=0
F ℓGGTF ℓT
)−1
FN
is Schur, i.e., all the eigenvalues of H are on the open unit disc.
Define the reduced state xr = D
Tx and the error er = D
T (xˆ − x). Note that ‖xr‖ = ‖x‖Sn . Also,
define the following reduced parameters
Ar = D
TAD , Br = D
TB , Cr = CD , Kr = KD , Lr = D
TL .
Lemma 11 We have DTAℓ = DTAℓDDT for any integer ℓ ≥ 0.
Proof. Like Lemma 1. 
Note that Lemma 5 and Lemma 11 imply K = KDDT . Using the structural properties of our
matrices A, B, C emphasized in Lemmas 1, 8, and 11, we now proceed to obtain the dynamics for xr
and er. Consider (4a). We can write
x+r = D
Tx+
= DTAx −DTBKxˆ
= DTADDTx−DTBKDDT xˆ
= Arxr −BrKr(xr + er)
= [Ar −BrKr]xr −BrKrer .
As for er, the dynamics (4) yields
e+r = D
T (xˆ+ − x+)
= DT (Axˆ + L(Cx−Cxˆ)−Ax)
= [DTA−DTLC](xˆ− x)
= [DTADDT −DTLCDDT ](xˆ − x)
= [DTAD−DTLCD]DT (xˆ− x)
= [Ar − LrCr]er .
Hence the overall dynamics for the pair (xr, er) reads[
xr
er
]+
=
[
Ar −BrKr −BrKr
0 Ar − LrCr
]
︸ ︷︷ ︸
Φr
[
xr
er
]
. (11)
Next, we show that the block diagonal entries in (11) can be made Schur by choosing τc and τo large
enough. To this end, let us define the following (q − 1)n× (q − 1)n matrices.
θc(τ) = D
TB
[
BTA(Nc−1)TD[DTRRTD]−1DTR− [eTNc ⊗ I] BTA(Nc−1)TD[DTRRTD]−1
]
×[eΛτ ]×
[
0
DTANc
]
D
θo(τ) = D
TANoDΓ−1[e−Γτ ]DTA(No−1)TCTCD .
1Kleinman assumes that the matrix F is invertible. This assumption however is superfluous; see [10].
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Now we can write by Lemmas 1, 5, and 11
Ar −BrKr = Ar −DTBKD
= Ar −DTBBTA(Nc−1)TD[DTRRTD]−1DTANcD+ θc(τc)
= Ar −BrBTr A(Nc−1)Tr [DTRRTD]−1ANcr + θc(τc)
= Ar −BrBTr A(Nc−1)Tr
(
Nc−1∑
ℓ=0
AℓrBrB
T
r A
ℓT
r
)−1
ANcr︸ ︷︷ ︸
Hc
+ θc(τc) (12)
where we used DTR = [Br ArBr · · · ANc−1r Br] and Aℓr = DTAℓD. Similarly, by Lemmas 8, 10, and 11
we obtain
Ar − LrCr = Ar −DTLCD
= Ar −DTANoDΓ−1DTA(No−1)TCTCD+ θo(τo)
= Ar −ANor [DTQTQD]−1A(No−1)Tr CTr Cr + θo(τo)
= Ar −ANor
(
No−1∑
ℓ=0
AℓTr C
T
r CrA
ℓ
r
)−1
A(No−1)Tr C
T
r Cr︸ ︷︷ ︸
Ho
+ θo(τo) (13)
where we used DTQT = [CTr A
T
r C
T
r · · · A(No−1)Tr CTr ].
Lemma 12 There exists τ¯ > 0 such that the matrix [Hc + θc(τ)] is Schur for all τ > τ¯ .
Proof. By Lemma 3 the matrix [Br ArBr · · · ANc−1r Br] = DTR is full row rank. Then Hc is Schur by
Proposition 1. Recall that Λ is Hurwitz by Lemma 4. Therefore θc(τ) → 0 because eΛτ → 0 as τ →∞.
Now, since small perturbations on a square matrix mean small changes on its eigenvalues, we can find
ε > 0 such that [Hc + θ] is Schur for all ‖θ‖ < ε. Then, thanks to θc(τ)→ 0, we can choose some τ¯ > 0
such that ‖θc(τ)‖ < ε for all τ > τ¯ . Hence the result. 
Lemma 13 There exists τ¯ > 0 such that the matrix [Ho + θo(τ)] is Schur for all τ > τ¯ .
Proof. By Lemma 6 the matrix [CTr ArC
T
r · · · A(No−1)Tr CTr ] = DTQT is full row rank. Then HTo is
Schur by Proposition 1, meaningHo is also Schur. Lemma 7 tells us that −Γ is Hurwitz. Hence e−Γτ → 0
and, consequently, θo(τ)→ 0 as τ →∞. The rest is like the proof of Lemma 12. 
Our preparations for the proof of Theorem 1 are now complete:
Proof of Theorem 1. Consider the array (1) under the control inputs (3e) and arbitrary initial
conditions x1[0], x2[0], . . . , xq[0]. Let τ¯c > 0 be such that [Hc + θc(τ)] is Schur for all τ > τ¯c. Likewise,
let τ¯o > 0 be such that [Ho + θo(τ)] is Schur for all τ > τ¯o. Such τ¯c and τ¯o exist thanks, respectively, to
Lemma 12 and Lemma 13. Suppose now the parameters τc and τo in the algorithm (3) satisfy τc > τ¯c
and τo > τ¯o. Then, by (12) the matrix [Ar − BrKr] is Schur. Likewise, [Ar − LrCr] is Schur by (13).
Therefore the system matrix Φr in (11) is Schur because it is upper block triangular with Schur block
diagonal entries. This implies that the solution of the system (11) must converge to the origin regardless
of the initial conditions. In particular, we have xr[k]→ 0 as k →∞. Then the solution of the closed-loop
system (4) must satisfy ‖x[k]‖Sn → 0 because ‖x‖Sn = ‖DTx‖ = ‖xr‖. Clearly, ‖x[k]‖Sn → 0 means
‖xi[k]− xj [k]‖ → 0 as k →∞ for all pairs (i, j). Hence the result. 
6 Conclusion
In this paper we studied relatively actuated arrays of discrete-time linear time-invariant systems with
incommensurable coupling parameters. For this general class of arrays we presented a distributed al-
gorithm that achieved synchronization through dynamic output feedback. In the case we studied, even
though the array evolved in discrete time, part of the algorithm required integration in continuous time
so that the overall process remained decentralized. At this point it is not clear how to construct a purely
discrete-time algorithm for a discrete-time array. As for continuous-time arrays with incommensurable
input/output matrices, the problem of distributed synchronization under relative actuation seems still to
be open.
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