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Este trabajo considera la predicción en tiempo real de parámetros térmicos de una muestra sometida a radiación. Se 
estimaron la conductividad térmica y la capacidad calorífica. Se modeló el flujo volumétrico interno de calor uniforme 
y constante en el tiempo. Para resolver el problema inverso se usaron algoritmos de optimización global tales como el 
método de la espiral, el método de búsqueda en vórtice, el método de pesos ponderados, el método de enjambre de 
partículas unificado, el método de optimización del campo electromagnético y el método de búsqueda armónica de 
ancho auto-regulado. Los resultados muestran que todos los algoritmos empleados estiman correctamente estos dos 
parámetros siempre y cuando, la relación señal a ruido (SNR) de las muestras (simuladas en este trabajo) esté por 
encima de 30 [dB]. Por ende, para propósitos prácticos, si se dispone de un buen diseño experimental y una buena 
instrumentación, se podrían estimar con alta precisión estos parámetros en tiempo real. 
 






This work considers the real-time prediction of thermal parameters for a cylindrical sample heated in a uniform 
electromagnetic field. The thermal conductivity (𝑘) and the heat capacity (𝑐𝑝) were estimated for the present case. The 
inner volumetric electromagnetic flux radiation process was modeled as uniform and constant in time. The spiral 
optimization algorithm (SOA), the vortex search (VS), the weighted attraction method (WAM), the unified particle 
swarm optimization (UPSO), the electromagnetic field optimization (EFO) and the self-regulated fret-width harmony 
search algorithm (SFHS) were used to solve the ill-posed inverse problem. Results showed that all employed algorithms 
correctly estimated these two parameter only if the signal-to-noise-ratio of the measured samples (simulated in this 
work) were above of 30 [dB]. Therefore, for practical purposes, these parameters can be estimated in real-time if a 
good experimental design and a correctly specified electronic instrumentation are available. 
 
KEYWORDS: Parameter estimation, Microwave heating, Global optimization methods, Inverse problem. 
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1. INTRODUCCIÓN 
 
En muchos problemas de la ingeniería tales como la 
mecánica, la química, la electrónica o la aeroespacial, es 
de gran importancia la estimación de parámetros 
termodinámicos. Sin embargo, en algunos casos los 
métodos convencionales de estimación no proveen 
resultados satisfactorios ya que la industria moderna cada 
vez es más sofisticada. Lo que requiere que dichas 
estimaciones sean más precisas y en tiempo real [1]. 
Complementariamente, el calentamiento con microondas 
es un campo que desde su descubrimiento ha ido 
aumentando su popularidad [2], dentro de las ventajas 
potenciales de este calentamiento sobre los métodos 
convencionales se encuentran el reducido tiempo de 
procesado térmico del material y el calentamiento 
volumétrico, lo que permite que este sea uniforme dentro 
del sólido [3]. Ante estas ventajas, algunos 
investigadores han propuesto hacer uso de las 
microondas para la estimación de parámetros tales como 
las propiedades electromagnéticas del material [4], [5]. 
 
Por otra parte, un problema inverso puede verse como un 
procedimiento para estimar, a partir de una serie de 
observaciones, las principales causas que lo producen 
[6]. Una breve revisión de la literatura acerca de los 
problemas inversos para la estimación de parámetros 
muestra que en el trabajo de Dasa [7] se predijo la 
conductividad térmica y el coeficiente de temperatura 
superficial de una aleta hiperbólica haciendo uso de un 
algoritmo de optimización. Adicionalmente, Adamsyk 
[8] describió una técnica experimental combinada con la 
solución de un problema inverso para la estimación de la 
conductividad térmica de materiales isótropos y 
ortótropos haciendo uso de métodos clásicos de 
optimización tales como Levenberg-Mardquardt. Por 
otro lado, Huntul [9] realizó problemas inversos para la 
reconstrucción de la conductividad térmica dependiente 
del tiempo. Para ellos, usó los métodos de regularización 
de Tikhonov.  
 
Finalmente, Mohebbi [10] propuso una metodología para 
estimar parámetros tales como la conductividad térmica, 
el coeficiente de transferencia de calor y el flujo de calor 
de cuerpos con geometría irregulares haciendo uso de 
algoritmos de optimización basados en el gradiente. 
 
En vista de lo anterior, este trabajo considera un enfoque 
de problema inverso para la estimación de propiedades 
térmicas tales como la conductividad 𝑘 y la capacidad 
calorífica 𝑐𝑝 de un material, de geometría cilíndrica, que 
es sometido a radiación electromagnética y cuyo perfil de 
temperatura es conocido de antemano. Se asumieron que 
estas temperaturas fueron tomadas de múltiples sensores 
(i.e., 3) en posiciones dentro del sólido.  
 
Adicionalmente, para solucionar el problema inverso, se 
usaron técnicas de optimización moderna tales como los 
metaheuristicos. Esto es debido, principalmente, a su 
popularidad para solucionar de manera eficiente 
problemas de elevada complejidad [11]–[13].  
 
En este manuscrito se incluye una sección con una breve 
descripción de los algoritmos usados para la solución del 
problema inverso, a la vez que se declaran el problema 
directo e inverso, para finalizar con la solución del 
problema directo, así como con la forma en la que 
definimos el registro de temperaturas y la función 
objetivo (Sección 2). La Sección 3, por su parte, presenta 
los resultados más relevantes y su análisis. Finalmente, la 





En esta sección se muestra una breve descripción de los 
métodos metaheurísticos usados en este trabajo. La 
principal razón detrás de esta decisión fue probar 
distintas estrategias de optimización global modernas 
para solucionar este problema. Luego, se declaran los 
problemas directo e inverso y una vez realizado esto, se 
incluye la solución del problema directo y un análisis de 
cómo se obtuvieron las mediciones de temperatura. 
Finalmente, esta sección concluye con la definición de la 
función objetivo a resolver. 
 
2.1. Fundamentos de los algoritmos 
 
A continuación, se da una breve explicación de los 
algoritmos metaheurísticos usados en este trabajo: 
 
2.1.1. Método de la espiral. 
El algoritmo de la espiral (SOA) se basa en el 
comportamiento en espiral presente en la naturaleza tales 
como los frentes de presión y la vía láctea [14]. El 
algoritmo básico consta de cinco pasos, que se presentan 
en la Tabla 1. 
 
2.1.2. Método de la búsqueda en vórtice. 
El algoritmo de búsqueda en vórtice (VS) se basa en el 
comportamiento del flujo vertical de un fluido que se 
encuentra agitado [15]. El algoritmo básico consta de 
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2.1.3. Método de la atracción ponderada. 
El algoritmo de la atracción ponderada (WAM) se basa 
en el comportamiento de atracción gravitacional entre las  
partículas [16]. El algoritmo básico consta de cinco 
pasos, que se presentan en la  
Tabla 3. 
  
Tabla 1. Pseudocódigo del método de la espiral. 
Entrada: La función objetivo, el espacio de búsqueda y parámetros del algoritmo. 
Salida: Mejor punto 𝑥∗ que cumpla con el criterio de convergencia 
Paso 0. 
Inicialización del algoritmo. Establecer el número de espirales en el espacio solución, el 
número de iteraciones máximo, el ángulo de rotación y el radio de convergencia. 
Paso 1. 
Selección del centro de las espirales. Evaluar el punto inicial de cada espiral en la función 
objetivo. Luego, escoja la espiral con el valor mínimo como el centro de rotación. 
Paso 2. 
Rotación de las espirales. Rote las espirales restantes alrededor del centro escogido en el 
paso previo. 
Paso 3. 
Nueva selección del centro de las espirales. Evalúe el nuevo conjunto de puntos obtenidos 
del paso anterior en la función objetivo y escoja el valor mínimo con el nuevo centro de 
rotación. 
Paso 4. 
Verificación del criterio de frontera. Si el criterio de convergencia se satisface, detenga el 
algoritmo y muestre 𝑥∗. Si no, regrese al paso 2. 
Fuente. Elaboración propia. 
 
 
Tabla 2. Pseudocódigo del método de la búsqueda en vórtice. 
Entrada: La función objetivo, el espacio de búsqueda y parámetros del algoritmo. 
Salida: Mejor punto 𝑥∗ que cumpla con el criterio de convergencia 
Paso 0. 
Inicialización del algoritmo. Establecer el número de partículas en el espacio solución, el 
número de iteraciones máximo de iteraciones, el centro inicial y el radio inicial. Los últimos 
dos parámetros están basados en los límites del espacio de búsqueda. 
Paso 1. 
Distribución de las partículas. Genere partículas aleatoriamente usando una distribución 
normal alrededor del centro con desviación estándar igual al radio. 
Paso 2. 
Selección del nuevo centro y radio. Evalúe las partículas en la función objetivo. Luego, 
seleccione la mejor y establézcala como el nuevo centro. Después, reduzca el radio para la 
siguiente iteración acorde a la distribución gamma. 
Paso 3. 
Verificación del criterio de parada. Si el criterio de convergencia se satisface, detenga el 
algoritmo y muestre 𝑥∗. Si no, regrese al paso 1. 
Fuente. Elaboración propia. 
 
2.1.4. Método del enjambre de partículas unificado.  
Este algoritmo1 (UPSO) reúne dos variantes principales 
del PSO original [17] en un esquema unificado que 
combina las mejores características en cuanto a la 
exploración y la explotación dentro del espacio de 
                                                          
1Agradecimiento al grupo de investigación CEMOS y al 
M.Sc. Jorge Cruz por facilitar del código del algoritmo. 
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2.1.5. Método de optimización del campo 
electromagnético. 
 El algoritmo2 de la optimización del campo 
electromagnético (EFO) está inspirado en el 
comportamiento de los electroimanes con diferentes 
polaridades y toma ventaja del radio inspirado en la 
naturaleza conocido como el radio de oro [19]. El 
algoritmo básico consta de seis pasos, como muestra la 
Tabla 5. 
2.1.6. Método de la búsqueda armónica de ancho 
auto-regulado.  
Este algoritmo (SFHS) fue planteado originalmente por 
Geem et al. [20] y modificado por Amaya et al. [21]. Este 
algoritmo se basa en el proceso en el que los músicos 
buscan nuevas armonías para sus composiciones. La 
Tabla 6 muestra los siete pasos del algoritmo.  
 
Tabla 3. Pseudocódigo del método de la atracción ponderada. 
Entrada: La función objetivo, el espacio de búsqueda y parámetros del algoritmo. 
Salida: Mejor punto 𝑥∗ que cumpla con el criterio de convergencia 
Paso 0. 
Inicialización del algoritmo. Establecer el número de partículas en el espacio solución, el factor 
de atracción y el número de iteraciones máximo de iteraciones y explosiones. Además, 
establezca como cero la distancia inicial del movimiento. 
Paso 1. 
Evaluación de la función objetivo. Evalúe las soluciones candidatas en la función objetivo y 
asigne un factor de atracción a cada uno de ellos. 
Paso 2. 
Movimiento de las partículas. Calcule el centro de masa de las partículas y luego mueva las 
partículas hacia el centro basado en su movimiento previo y actual. 
Paso 3. 
Explosión. Si las partículas están muy cerca unas de otras haga una explosión (dispersar las 
partículas aleatoriamente). 
Paso 4. 
Verificación del criterio de parada. Si el criterio de convergencia se satisface, detenga el 
algoritmo y muestre 𝑥∗. Si no, regrese al paso 1. 
Fuente. Elaboración propia.
Tabla 4. Pseudocódigo del método del enjambre de partículas unificado. 
Entrada: La función objetivo, el espacio de búsqueda y parámetros del algoritmo. 
Salida: Mejor punto 𝑔𝑖 que cumpla con el criterio de convergencia 
Paso 0. 
Inicialización del algoritmo. Genere las partículas aleatoriamente dentro del espacio solución 
𝑥𝑖. Luego, defina 𝑗 vecindarios para las partículas basados en su índice 𝑖, y luego, evalúe en la 
función objetivo. 
Paso 1. 
Actualización de la velocidad. Calcule la velocidad de cada partícula a partir de la velocidad 
global y la velocidad local de cada partícula como se define en [18] y calcule las nuevas 
posiciones de estas. 
Paso 2. 
Evaluación de la función objetivo. Para cada partícula resultante evalúe la función objetivo y 
almacene la posición actual al igual que la mejor posición local de su vecindario 𝑙𝑗 y la mejor 
posición global 𝑔𝑗. 
Paso 3. 
Actualización de la posición. Compare la posición actual 𝑝𝑖  con la anterior 𝑝𝑖−1 y almacene la 
mejor. También, compare la mejor posición 𝑙𝑖 y 𝑔𝑖 con su valor anterior 𝑙𝑖−1 y 𝑔𝑖−1 y almacene 
el mejor. 
Paso 4. 
Verificación del criterio de parada. Si el criterio de convergencia se satisface, detenga el 
algoritmo y muestre 𝑔𝑖. Si no, regrese al paso 1. 
Fuente. Elaboración propia. 
                                                          
2Agradecimiento al grupo de investigación CEMOS y al 
M.Sc. (c). David Matajira por facilitar el código del 
algoritmo. 
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Tabla 5. Pseudocódigo del método de optimización del campo electromagnético. 
Entrada: La función objetivo, el espacio de búsqueda y parámetros del algoritmo. 
Salida: Mejor punto 𝑥∗ que cumpla con el criterio de convergencia 
Paso 0. 
Inicialización del algoritmo. Establecer el número de partículas electromagnéticas 𝐽 en el 
espacio solución, el número de electroimanes (dimensiones de la función objetivo) 𝐼,el número 
de iteraciones máximo de iteraciones, la tasa de cambiar un electroimán generado con un valor 
aleatorio 𝑅𝑟𝑎𝑡𝑒, la probabilidad de escoger una partícula electromagnética generada para el 
campo positivo 𝑃𝑠𝑟𝑎𝑡𝑒, la proporción de partículas para el campo positivo 𝑃𝑓𝑖𝑒𝑙𝑑 y la proporción 
para escoger partículas para el campo negativo 𝑃𝑛𝑒𝑔. 
Paso 1. 
Evaluación de la función objetivo. Genere las partículas electromagnéticas aleatorias en el 
espacio solución y evalúelas en la función objetivo. 
Paso 2. 
División en campos de las partículas. Ordene la población basado en la evaluación de la función 
objetivo (de mejor a peor) y divídalas en los tres campos (positivo, neutro y negativo). 
 
Paso 3. 
Verificación del criterio de parada. Si el criterio de convergencia se satisface, detenga el 
algoritmo y muestre 𝑥∗. Si no, continúe. 
 
Paso 4. 
Generación de la nueva partícula. Se genera una partícula electromagnética. Para cumplir con 
los criterios de diversidad y aleatoriedad existen dos formas para crear la nueva partícula. En la 
primera se genera la partícula aleatoriamente de las partículas existentes, si pasa el criterio 
𝑃𝑠𝑟𝑎𝑡𝑒 se establece como la partícula generada. Si no, la partícula generada se calcula de la 
ecuación de atracción definida en [19]. Sin embargo, una vez la partícula ha sido generada se 
evalúa el criterio 𝑅𝑟𝑎𝑡𝑒. Si se cumple, la se cambia un electroimán aleatoriamente de la partícula 




Selección de la nueva partícula. Se comparan la partícula generada y la peor partícula de la 
población. La peor se elimina, la otra se ubica dentro de la población acorde al valor que resulte 
de la evaluación en la función objetivo. Luego, continúe al paso 3. 
Fuente. Elaboración propia. 
 
 
2.2. Modelo del sistema 
 
En este trabajo consideramos un sólido de forma 
cilíndrica homogéneo e isotrópico de radio 𝑎 con 
densidad constante 𝜌 y calor específico 𝑐𝑝. La ecuación 
de calor expresada en coordenadas cilíndricas, 
asumiendo ninguna variación en los ejes (𝑧, 𝜃) y que la 
tasa de generación interna por unidad de volumen en el 
punto 𝑟 = 0 es constante de magnitud 𝑞0
′′′, se muestra en 
la ecuación (1), donde 𝛼 es la difusividad térmica del 
material, 𝑘 es la conductividad térmica del material y 𝑞0
′′′ 
es el flujo de calor generado en el sólido en el punto 𝑃(𝑟). 
Además, 𝑇(𝑟, 𝑡) es el perfil de temperatura y la relación 
que existe entre 𝛼 y 𝑘 esta dada por 𝛼 = 𝑘/𝜌𝑐. Las 
temperaturas en sus fronteras y las condiciones iniciales 



















0 < 𝑟 < 𝑎 
𝑡 > 0 
(1) 
𝑇(𝑟, 0) = 0 [°𝐶] 
0 < 𝑟 < 𝑎 
𝑡 = 0 
𝜕𝑇
𝜕𝑟




𝑟 = 0 
𝑡 > 0 
𝑇(𝑎, 𝑡) = 0 [°𝐶] 
𝑟 = 𝑎 
𝑡 > 0 
 
 
2.2.1. Declaración del problema directo.  
Es posible describir la distribución de la temperatura 
dentro de un cilindro calentado homogéneamente con 
microondas. Aquí, se asumen que todos los parámetros 
del modelo matemático son conocidos, incluyendo las 
condiciones iniciales y las condiciones de fronteras. 
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2.2.2. Declaración del problema inverso.  
Se puede estimar los parámetros tales como la 
conductividad térmica 𝑘 y la capacidad calorífica 𝑐𝑝 del 
material escogido como ejemplo (i.e., SiC). Para ello se 
requiere de mediciones de temperatura tomadas con uno 
o múltiples sensores (i.e., 3) localizados en posiciones 
exactas dentro del sólido.
Tabla 6. Pseudocódigo del método de búsqueda armónica de ancho auto-regulado. 
Entrada: La función objetivo, el espacio de búsqueda y parámetros del algoritmo. 
Salida: Mejor punto 𝑥∗ que cumpla con el criterio de convergencia 
Paso 0. 
Inicialización del algoritmo. Defina el tamaño de la memoria HMS, la tasa de consideración 
de la memoria HMCR, la tasa de ajuste del tono PAR y el número máximo de iteraciones 
NI. Y luego, genere una matriz inicial de valores aleatorios HM de tamaño [HMS x N]. 
Donde N es el número de dimensiones. 
Paso 1. 
Generación de la siguiente armonía etapa 1a. Genere un número aleatorio [0,1]. Si este es 
menor a HMCR continúe al paso 2, si no, genere un tono aleatoriamente para la primera 
dimensión y siga al paso 4. 
Paso 2. 
Generación de la siguiente armonía etapa 1b. Escoja el valor localizado en una fila 
aleatoria de HM y en la columna correspondiente a la dimensión que está siendo 
actualizada. 
Paso 3. 
Generación de la siguiente armonía etapa 2. Genere un número aleatorio [0,1]. Si este es 
menor a PAR, ajuste el tono usando la ecuación 𝑋𝑖
′ = 𝑋𝑖
′ + 𝑟. 𝐹𝑊. Donde 𝑟 es un valor 
entre [-1, 1]. Si no, mantenga el tono escogido en el paso 2. 
Paso 4. 
Generación de la siguiente armonía. Repita los pasos 2-4 para las dimensiones restantes. 
Una vez terminado de examinar todas las dimensiones continúe con el paso 5. 
Paso 5. 
Actualización de las armonías. Evalúe la nueva solución candidata. Si esta es mejor que la 
peor solución almacenada en HM, reemplace y elimine la mala. Si no, regrese al paso 1 y 
actualice el parámetro FW según [21].  
Paso 6. 
Verificación del criterio de parada. Si el número de iteraciones llega a su final, reporte el 
resultado obtenido y termine el proceso. Si no, regrese al paso 3. 
Fuente. Elaboración propia. 
 
2.3. Solución del problema directo 
 
Este problema dispone de una solución analítica en [22] 






















Donde, 𝜑𝑛 son las raíces positivas de 𝐽0(𝑎𝜑) = 0 
(2) 
 
En la Figura 1 se observa el perfil de temperatura para el 
caso en el que el sólido calentado es una muestra de 
Carburo de Silicio (SiC) [23]. En la Tabla 7 se detallan 
los parámetros de simulación. 
 
2.4. Mediciones de temperatura 
 
Debido al enfoque de simulación considerado para este 
trabajo, construimos mapas de temperatura sintéticos 
para simular las mediciones de temperatura que se darían 
en un escenario real.  
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Tabla 7. Parámetros usados para la solución del problema 
directo.  
Parámetro Valor Unidad 


















𝑡 0 - 30 [s] 
Fuente. Elaboración propia. 
 
 
Figura 1. Perfil de temperatura en función del radio y del 
tiempo para un cilindro con generación interna constante de 
magnitud 𝑞0
′′′. Los números sobre las curvas representan el 
tiempo en segundos [s]. Fuente. Elaboración propia. 
 
Para crear estas temperaturas sintéticas añadimos ruido 
blanco Gaussiano (WGN) a los valores teóricos de 
temperatura. Por tanto, asumimos como válidas las 
condiciones estadísticas expresadas por Beck [24], entre 
las que destacan: errores aditivos, no correlacionados y 
de distribución normal con media cero y desviación 
estándar constante.  
 
Es importante resaltar que la temperatura es una variable 
continua, pero que, al tomar mediciones con un sensor, 
esta señal se discretiza. Para construir las mediciones 
sintéticas se empieza midiendo la potencia de la señal 𝐸𝑠, 
como se muestra en la ecuación (3). Luego, se calcula el 
vector de ruido aleatorio 𝜂 como se muestra en la 
ecuación (4), donde el 𝑆𝑁𝑅 es la tasa de señal a ruido en 
[dB] y 𝜗 es un vector de números aleatorios con 
distribución normal. Finalmente, la temperatura medida 
?⃗⃗? se obtiene sumando los vectores de la temperatura 
teórica ?⃗⃗? y el ruido 𝜂 como se observa en la ecuación (5). 
A modo de brevedad los vectores ?⃗⃗?  y ?⃗⃗? se renombraron 
















∗ 𝜗 (4) 
 
?⃗⃗? = ?⃗⃗? + 𝜂 (5) 
 
Por otra parte, en la Figura 2 se observa un ejemplo de 
las temperaturas medidas ?⃗⃗?, con un sensor, en 𝑟 =0 [cm] 
para diferentes tiempos entre 0 y 30 [s] en comparación 
con la temperatura teórica ?⃗⃗?. Los sensores se simularon 
con dos niveles de 𝑆𝑁𝑅 (i.e., 10 y 30 [dB]) para observar 
el efecto que tendrá el nivel de ruido en la señal 
reconstruida. Por motivos de espacio no se incluyen las 
gráficas para los otros dos sensores ubicados en 𝑟 = 2.5 
y 5 [cm] 
 
Figura 2. Ejemplo de temperaturas medidas (sintéticas) con un 
sensor en el intervalo entre t=0 a 30 [s] para un SNR de 10 y 30 
[dB] en comparación con la temperatura teórica. Fuente. 
Elaboración propia. 
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2.5. Función objetivo 
 
La función objetivo es la norma cuadrada la cual se 
muestra en la ecuación (6), donde 𝑌 son las temperaturas 
medidas, y 𝑇 es la temperatura estimada por el modelo de 
la ecuación (2). 
 
 
𝑂𝐹1(𝑘, cp) = (𝑌 − 𝑇(𝑘, cp))
′






𝑘 > 0 








En esta sección, primero se muestran los parámetros 
usados en los algoritmos de optimización, luego se 
estiman los parámetros termodinámicos y por último 
realiza un análisis del rendimiento de los algoritmos. Los 
siguientes resultados se obtuvieron en un computador 
Intel Core i5 con sistema operativo Windows 7 de 64 bits 
y 6 [GB] de RAM.  
 
3.1. Parámetros de los algoritmos de optimización 
 
Los parámetros usados en los algoritmos de optimización 
se muestran en la Tabla 8. Estos parámetros fueron 
escogidos debido a que presentaron buenos resultados en 
pruebas preliminares sobre la función objetivo que por 
motivos de espacio no fueron incluidas en este 
documento. 
Tabla 8. Parámetros usados en los algoritmos de optimización, seleccionados con base en pruebas preliminares (omitidos por 
motivos de espacio). Nota: Los pararámetros 𝐼𝑚𝑎𝑥 se escriben en notación científica para reducir espacios en la tabla. 
Sigla SOA VS WAM UPSO EFO SFHS 
𝑁𝑝𝑎𝑟 20 10 10 40 20 10 
𝐼𝑚𝑎𝑥 ∗ 1e3 1e3 2e3 1e3 1e3 1e5 
𝑟 0.99 - - - - - 
𝜃 80° - - - - - 
𝑎0 - 1 - - - - 
𝑥 - 0.5 - - - - 
𝛼 - - 50 - - - 
𝜒 - - - 0.6 - - 
𝑐1 - - - 2 - - 
𝑐2 - - - 2.5 - - 
𝑢 - - - 0.5 - - 
𝑅𝑟𝑎𝑡𝑒 - - - - 0.3 - 
𝑃𝑠𝑟𝑎𝑡𝑒  - - - - 0.2 - 
𝑃𝑓𝑖𝑒𝑙𝑑  - - - - 0.1 - 
𝑁𝑓𝑖𝑒𝑙𝑑  - - - - 0.45 - 
𝐻𝑀𝐶𝑅 - - - - - 0.8 
𝑃𝐴𝑅 - - - - - 0.8 
Fuente. Elaboración propia. 
 
3.2. Determinación de los parámetros 𝒌 y 𝒄𝒑 
 
Para la determinación de los parámetros 𝑘 y 𝑐𝑝 se usaron 
los algoritmos metaheurísticos anteriormente descritos. 
Estos se ejecutaron 100 veces y los resultados obtenidos 
tales como el promedio, desviación estándar, mejor 
resultado, peor resultado y el error RMS de la señal 
reconstruida en relación con la señal original se 
sintetizaron en la Tabla 9. De esta tabla se puede resaltar 
que un valor bajo de SNR (i.e., 10 [dB]) conduce a un 
error en la estimación de los parámetros 𝑘 y 𝑐𝑝 cercano 
al 6 y 15%, pues debían ser 90 y 920, respectivamente 
(Tabla 7). Sin embargo, al aumentar el SNR a 30 [dB] se 
puede observar que el margen de error se reduce a 0.4 y 
0.1 %, respectivamente. Por otro lado, se puede concluir 
que todos los algoritmos convergieron a sus valores 
esperados debido a que sus errores RMS fueron cercanos 
a cero. Finalmente se puede observar que WAM fue el 
algoritmo que tuvo menos variabilidad en sus respuestas 
y que por el contrario EFO y UPSO fueron los que 
tuvieron la mayor. 
𝐸𝑟𝑟𝑜𝑟𝑅𝑀𝑆  = √
1
𝑛
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3.3. Análisis del rendimiento y precisión de los 
algoritmos 
 
En esta sección se lleva a cabo un análisis del 
rendimiento de los algoritmos usados en este trabajo, 
para ello se revisó el número de iteraciones que empleó 
cada algoritmo, al igual que el número de veces que se 
evaluó la función objetivo y se les calculó un parámetro 
asociado a la precisión haciendo uso de la ecuación (8). 
Estos resultados se sintetizaron en la Tabla 10. Es 
importante tener en cuenta que se consideró como acierto 
aquellos valores de 𝑘 y 𝑐𝑝 que se encontraban dentro de 
un intervalo de confianza del 5% con respecto al valor 
esperado. De esta tabla se puede observar que el 
algoritmo de VS fue el más eficiente en comparación con 
los otros algoritmos en cuanto al uso de iteraciones y 
evaluaciones de la función objetivo. Por otra parte, se 
observa que la precisión de los algoritmos para un SNR 
de 10 [dB] es de cero. Esto se debe a que este nivel de 
ruido representa una señal en donde éste es tan severo, 
que resulta imposible descifrar la medición correcta. Sin 
embargo, para un nivel de SNR de 30 [dB] la precisión 
fue superior al 97%. 
4. CONCLUSIONES 
 
En este artículo se analizaron técnicas alternativas para la 
estimación, en tiempo real, de la conductividad térmica 𝑘 
y de la capacidad calorífica 𝑐𝑝 de un material sometido a 
las microondas. Se encontró que todos los algoritmos de 
optimización seleccionados se pueden usar para este 
propósito siempre y cuando el nivel de ruido presente en 
las mediciones sea mínimo (SNR>30 [dB]). Esto 
significa que la estimación es altamente dependiente de 
la calidad del montaje experimental de medición y de la 
instrumentación electrónica usada. Si estos dos 
requerimientos se satisfacen, es posible estimar los 
parámetros en tiempo real sin la necesidad de montajes 
adicionales. Por otra parte, en el caso de los algoritmos 
de optimización se observó que todos convergieron a los 
valores esperados según el nivel de ruido presente en las 
mediciones. Sin embargo, al detallar el rendimiento de 
cada uno de ellos se puede observar que el algoritmo de 
VS aventaja considerablemente a los demás algoritmos 
en cuanto a iteraciones y evaluaciones de la función 
objetivo. Esto significa que emplea menos tiempo de 
cómputo con respecto a los demás. Finalmente, se puede 
observar que EFO y SFHS son los algoritmos con menor 
rendimiento debido a que emplean casi 5 y 377 veces más 
iteraciones y cerca de 8 y 377 veces más evaluaciones de 








Tabla 9. Parámetros estadísticos tales como el promedio, desviación estándar, mejor, peor y error RMS de los resultados 
obtenidos por los algoritmos de optimización en la función objetivo. Los datos de entrada de los algoritmos tenían un nivel 
de Señal a Ruido de 10 y 30 [dB], esto con el fin de simular los posibles efectos de los errores de los instrumentos de 
medición. 
 




Mejor Peor Error 
RMS 
Alg. 𝒌 𝐜𝐩 𝒌 𝐜𝐩 𝒌 𝐜𝐩 𝒌 𝐜𝐩 
SOA 84.4 1054.1 0.4 10.0 84.5 1051.8 81.7 1124.2 0.67 
VS 84.6 1050.9 0.3 7.0 84.6 1051.6 85.4 1028.8 0.67 
WAM 84.5 1051.8 0.0 0.0 84.5 1051.8 84.5 1051.8 0.67 
UPSO 84.6 1050.5 0.3 6.8 84.5 1051.8 86.6 1003.2 0.67 
EFO 84.6 1049.6 1.1 21.2 84.5 1051.8 95.6 839.6 0.67 
SFHS 84.5 1051.7 0.0 0.6 84.5 1051.8 84.4 1055.1 0.67 
 SNR = 30 [dB] 
SOA 90.4 919.3 0.4 9.2 90.5 916.8 87.3 990.0 0.14 
VS 90.5 916.5 0.2 3.9 90.5 916.9 90.8 916.3 0.14 
WAM 90.5 916.8 0.0 0.0 90.5 916.8 90.5 916.8 0.14 
UPSO 90.4 918.9 1.5 33.6 90.5 916.8 76.7 1236.5 0.14 
EFO 90.5 916.9 0.0 0.7 90.5 916.8 90.1 924.0 0.14 
SFHS 90.5 916.8 0.0 0.2 90.5 916.8 90.6 915.0 0.14 
Fuente. Elaboración propia. 
 
 
Figura 3. Figuras o tablas a dos columnas insertadas en cuadro de texto. Fuente. E aboración propia. 
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encontrado. Adicionalmente, UPSO, SOA y WAM 
emplearon iteraciones similares a las de VS, sin embargo, 
cada uno de ellos emplearon cerca de 6, 3 y 3 veces, más 
evaluaciones de la función objetivo, respectivamente, 
con respecto al mejor encontrado. Lo que los convierte 
aparentemente en estrategias inviables ya que en esta 
aplicación en particular se necesitan principalmente 
estrategias que reduzcan el costo computacional y con 
alto grado de precisión. 
 
Algunos trabajos futuros que pueden derivarse de esta 
investigación incluyen el análisis de diferentes materiales 
(con diferentes comportamientos), así como la inclusión 
de diferentes geometrías y de diferentes características 
para la fuente de irradiación. Todo esto con el fin de 
cubrir más escenarios y poder detectar condiciones en las 
que cada uno de los algoritmos utilizados en este trabajo 
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Tabla 10. Parámetros de rendimiento y eficiencia de los 
algoritmos tales como las iteraciones y evaluaciones de la 
función objetivo promedio junto con su desviación estándar. 
Así como la precisión (Prec.) obtenida de las 100 ejecuciones 
de cada algoritmo. 
 














SOA 423 82 8478 1649 0 
VS 266 84 2659 84 0 
WAM 6299 271 7577 3260 0 
UPSO 286 67 11731 2767 0 
EFO 1000 0 21000 0 0 
SFHS 96346 10165 96356 10165 0 
 SNR = 30 [dB] 
SOA 386 69 7733 1385 99 
VS 254 75 2541 750 100 
WAM 566 241 6825 2898 100 
UPSO 307 66 12597 2703 97 
EFO 1000 0 21000 0 100 
SFHS 95862 11018 95872 11018 100 
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