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Abstract
We study the behavior of the electromagnetic field of a medium presenting periodic microstruc-
tures made of bianisotropic material. We reconsider the classical multi-scale homogenization tech-
nique by giving a new approach based upon the periodic unfolding method. The limiting homo-
geneous constitutive law is thus rigorously justified both in the time domain and in the frequency
domain. In particular we show that the limit law differs from the initial one regarding the convolu-
tion term accounting for the memory effects.
 2004 Elsevier SAS. All rights reserved.
Résumé
On propose une justification rigoureuse de la loi de comportement limite d’un matériau électroma-
gnétique présentant une structure périodique bianisotrope. Cette étude est menée sur les formulations
temporelle, puis fréquentielle, des équations de Maxwell en appliquant la méthode de l’éclatement
périodique. Nous montrons en particulier que la loi limite comporte un terme de convolution supplé-
mentaire qui rend compte de certains effets de mémoire.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction
The question of replacing spatially periodic material with respect to Maxwell equations
presenting heterogeneous microstructures by a “new material” characterized by homoge-
neous parameters has been addressed long time ago as an challenging one (Bossavit [2],
El Feddi [7]). The objective of the micro–macro approach is twofold: on the one hand, by
replacing a problem with periodically varying coefficients by an homogeneous problem,
one can save computation time, and on the other hand by selecting an “optimal design”
of the microstructures one can improve the performance of the effective parameters of the
homogeneous equivalent material.
From a mathematical point of view, Maxwell equations with time-independent coef-
ficients have been recently studied by Wellander [8] with a “two-scale” approach and
by Barbatis [1] with two-scale and “compactness compensated” approaches. In this pa-
per we revisit this problem using the novel periodic unfolding method introduced by
D. Cioranescu, A. Damlamian and G. Griso in the abstract framework of stationary ellip-
tic equations [4]. The study is conducted in the general case of constitutive laws that take
into account bianisotropy and chiral symmetry, thermal and memory effects. The treatment
of time-dependent coefficients we consider here presents several technical difficulties and
yields a limit constitutive law different from the original one, in particular the convolution
operator that accounts for memory effects is replaced by a more complex Hilbert–Schmidt
operator.
The paper is organized as follows: in the first section we give the expression of the
generalized Maxwell equations for bianisotropic materials, in the second section we de-
rive the limiting homogenized evolution problem, finally in the third section we adopt the
frequency point of view by considering the stationary Maxwell equations and derive the
associated limit homogeneous model. For the sake of clearness all proofs are gathered in
Appendix A.
These results have been first presented in [3].
1.1. Equilibrium equations and constitutive law
We consider a time T > 0 and a domain Ω ⊂ R3 with Lipschitz boundary ∂Ω . Under
the action of exterior source (jE, jH), the electric field E and the magnetic field H are
solutions to the following evolution problem posed on (0, T )×Ω :{
d
dtD(t, x) = curlH(t, x)− jE(t, x),
d
dtB(t, x) = − curlE(t, x)− jH(t, x),
with the initial condition,
E(0, x) = E0(x), H(0, x) =H0(x) in Ω,
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n(x)×E(t, x) = 0 on [0, T ] × ∂Ω,
where n is the unit normal vector to ∂Ω . The electric displacement D and the magnetic
induction B are related to E and H by a constitutive law whose properties are described
below.
In the case of a linear dielectric media the general constitutive law takes the convolution
form: {
D(t, x) = (ε ∗E)(t, x),
B(t, x) = (µ ∗H)(t, x),
where the parameters are the permittivity ε and permeability µ of the material under study,
ε = ε0εrδ + σEY+ νE, µ = µ0µrδ + σHY+ νH,
ε0 is the permittivity of free space, εr the relative permittivity of the media, µ0 the per-
meability of free space, µr the relative permeability of the media, σE > 0 the electric
conductivity that characterizes the current density, νH is the magnetic susceptibility, the
other quantities are introduced for the sake of symmetry; as functions of time δ is the Dirac
distribution and Y the Heaviside function. When we use the expressions of ε,µ given
before we get the general form of the constitutive law:{
D(t, x) = ε0εr(x)E(t, x) +
∫ t
0 σ
E(x)E(τ, x)dτ + ∫ t0 νE(t − τ)E(τ, x)dτ,
B(t, x) = µ0µr(x)H(t, x) +
∫ t
0 σ
H(x)H(τ, x)dτ + ∫ t0 νH(t − τ)H(τ, x)dτ.
In the homogeneous case parameters ε and µ are independent of the space variable x ∈ Ω .
In the isotropic case parameters εr ,µr , σE, σH, νE, νH are scalars or diagonal matrices.
In this paper we study the general case of chiral materials whose constitutive law is sym-
metric in E and H, {
D= ε1 ∗E+ ε2 ∗H,
B= µ1 ∗E+µ2 ∗H,
where ε1, ε2,µ1,µ2 are of the same forms as ε and µ given previously.
To be able to take into account thermal effects we assume that all the parameters are
time-dependent. In the next section we rewrite the Maxwell equations in a more compact
form.
1.2. Generalized Maxwell equations
We introduce the following notations:
• j : (0, T )×Ω →R6, j = (jE, jH), is the exterior source,
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• M is the Maxwell operator
M :v = (v1, v2) ∈ L2
(
Ω;R6)→ Mv = ( curlv2− curlv1
)
,
• L is the operator associated to the most general constitutive law,
Lu(t, x) = A(t, x)u(t, x) +
t∫
0
G(t, s, x)u(s, x)ds,
where A,G are 6 × 6 matrices, not necessarily diagonal.
Hence the evolution problem reads:
d
dt (A(t, x)u(t, x) +
∫ t
0 G(t, s, x)u(s, x)ds) = Mu(t)− j (t) in (0, T )×Ω,
u(0, x) = u0(x) in Ω,
n(x)× u1(t, x) = 0 on (0, T )× ∂Ω.
(1)
Let us remark that matrix A contains the permittivity and permeability data and matrix G,
when it is under the form G(t, s, x) = B(s, x)+C(t − s, x), takes into account conduction
effects via matrix B and memory effects via matrix C.
The aim of this paper is to study the behavior of the electromagnetic field, solution
to problem (1), when the structure (that occupies the domain Ω) presents periodic mi-
crostructures leading to matrices (A,G) with oscillatory coefficients (with respect to the
space variable x). When the data A depends upon the time variable t we address this ques-
tion in the framework of a time-domain formulation. In the more classical situation of
time-independent data we consider the frequency-domain formulation.
2. Time-dependent formulation
2.1. Evolution problem
Let us state the appropriate functional framework to problem (1) by introducing some
definitions and assumptions. We denote:
• H(curl,Ω) = {v ∈ L2(Ω;R3); curlv ∈ L2(Ω;R3)} equipped with the norm ‖v‖2 =
|v|2 + | curlv|2,
• H0(curl,Ω) = {v ∈ H(curl,Ω); n(x)× v(x) = 0 in H−1/2(∂Ω;R3)},
• H(curl,div,Ω) = {v ∈ H(curl,Ω); divv ∈ L2(Ω)},
• H(curl,div 0,Ω) = {v ∈ H(curl,div,Ω); divv = 0},
• V (Ω) = H0(curl,Ω)×H(curl,Ω),
A. Bossavit et al. / J. Math. Pures Appl. 84 (2005) 819–850 823• S and D the following triangle and line,
S = {(t, s) ∈ [0, T ]2; s  t}, D = {(t, t); t ∈]0, T [},
• W1,p(S;X) = {φ ∈ Lp(S;X); ∂φ
∂t
∈ Lp(S;X), φ|D ∈ Lp(0, T ;X)},
• W2,p(S;X) = {φ ∈W1,p(S;X); ∂φ
∂t
∈W1,p(S;X), φ|D ∈ W 1,p(0, T ;X)}, where
X is a Banach space, the spaces W1,p(S;X) and W2,p(S;X) are respectively
equipped with the norms:
‖φ‖1,p;X =
∥∥∥∥∂φ∂t
∥∥∥∥
Lp(S;X)
+ ‖φ|D‖Lp(0,T ;X),
‖φ‖2,p;X =
∥∥∥∥∂φ∂t
∥∥∥∥
1,p;X
+ ‖φ|D‖W 1,p(0,T ;X).
In the sequel we assume that matrix A is symmetric and uniformly coercive, i.e., there
exists γ > 0 such that for all vector fields φ ∈R6,
∀(t, x) ∈ [0, T ] ×Ω, tφA(t, x)φ  γ |φ|2.
Hence we can establish the existence and uniqueness of the solution to problem (1).
Proposition 1. Let A ∈ W 2,1(0, T ;L∞(Ω;R36)) and G ∈W2,1(S;L∞(Ω;R36)) be two
matrices. With the initial condition u0 ∈ V (Ω) and the exterior source j ∈ W 1,1(0, T ;
L2(Ω;R6)). The problem,
d
dt (A(t, x)u(t, x) +
∫ t
0 G(t, s, x)u(s)ds) = Mu(t, x)− j (t, x) in (0, T )×Ω,
u(0, x) = u0(x) in Ω,
n(x)× u1(t, x) = 0 on (0, T )× ∂Ω,
has a unique solution u ∈ W 1,∞(0, T ;L2(Ω;R6)) ∩ L∞(0, T ;V (Ω)) that satisfies the
following bounds:
‖u‖L∞(0,T ;V (Ω)) +
∥∥∥∥dudt
∥∥∥∥
L∞(0,T ;L2(Ω;R6))
 c
(‖j‖W 1,1(0,T ;L2(Ω;R6)) + ∥∥u0∥∥V (Ω)).
The regularity of the solution is therefore,
u ∈ C1([0, T ];L2(Ω;R6))∩C0([0, T ];V (Ω)).
Remark. It is important to note that when the matrix G reads G(t, s) = B(s) +C(t − s)
with B ∈ W 1,1(0, T ;L∞(Ω;R36)), C ∈ W 1,1(0, T ;L∞(Ω;R36)), the solution u of prob-
lem (1) satisfies the more precise bound:
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∥∥∥∥dudt
∥∥∥∥
L∞(0,t;L2(Ω;R6))
 c0ec1t
{‖j‖W 1,1(0,T ;L2(Ω;R6)) + ‖u0‖V (Ω)}.
This will allow, in Section 3, the study of the frequency formulation.
2.2. Conservation law
In the case of “perfect” media with constitutive law D = εE, B = µH, the electromag-
netic energy density defined by E(t, x) = (E(t, x) · D(t, x) +H(t, x) · B(t, x))/2 satisfies
the evolution law:
∂E
∂t
+ (curlE ·H−E · curlH) = −E · jE.
This yields, when the current density jE vanishes, the conservation law:∫
Ω
∂E
∂t
(t, x)dx = 0,
∫
Ω
E(t, x)dx =
∫
Ω
E(0, x)dx.
In the framework of this study, which takes into account more complexity in the constitu-
tive law, we can still write a conservation law as follows (see Remark (i) of the proof of
Proposition 1):
1
2
∫
Ω
A(t)u(t) · u(t)+ 1
2
t∫
0
∫
Ω
dA
dt
(s)u(s) · u(s)ds +
t∫
0
t1∫
0
∫
Ω
∂G
∂t
(t1, s)u(s) · u(t1)ds dt1
+
t∫
0
∫
Ω
G(s, s)u(s) · u(s)ds +
t∫
0
∫
Ω
j (s) · u(s)ds = 1
2
∫
Ω
A(0)u0 · u0. (2)
2.3. Homogenization
Now we consider a material whose periodic structure is characterized by an elementary
microstructure with size α > 0 supposed to go to zero (the “small parameter” generally
denoted by ε in the literature, is denoted here by α to avoid any confusion with permittivity
ε). The constitutive parameters (Aα,Gα) and the data (uα,0, jα) that depend on α, are
supposed to have the regularity needed by Proposition 1. Hence, for α > 0, we obtain a
family of electromagnetic fields uα (indexed by α) solutions to evolution problems:
d
dt (A
α(t, x)uα(t, x)+ ∫ t0 Gα(t, s, x)uα(s, x)ds)= Muα(t, x)− jα(t, x) in (0, T )×Ω,
uα(0, x) = uα,0(x) in Ω,
n(x)× uα(t, x) = 0 on (0, T )× ∂Ω.
(3)1
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for doing that, we need to precise the asymptotic behavior of the initial data and of the
source since they depend upon α. This is done below under the following assumptions
(with strong convergences in both cases):{
uα,0 → u0 in V (Ω),
jα → j in W 1,1(0, T ;L2(Ω;R6)). (4)
2.3.1. Periodic geometry
In this section, for the sake of simplicity, we restrict the microstructure to be of cubic
form and we denote by Y = [0,1[3 the reference cell. For all z ∈R3 let [z] be the unique in-
teger such that z−[z] ∈ Y , so that we may write z = [z]+ {z} for all z ∈R3. Consequently,
for all α > 0, we get the unique decomposition:
x = α
([
x
α
]
+
{
x
α
})
∀x ∈R3.
To be consistent with this geometry, the constitutive parameters (Aα,Gα) are assumed
to be periodic with period α; more precisely we assume that according to the previous
decomposition there exists two matrices (A,G) such that
Aα(t, x) = A
(
t,
{
x
α
})
, Gα(t, s, x) = G
(
t, s,
{
x
α
})
. (5)
2.3.2. Periodic unfolding operator
We study the limit, when α goes to 0, of the family uα , by using the periodic unfolding
method [4]. The periodic unfolding operator Tα :v ∈ L2(Ω;R) → L2(Ω×Y ;R) is defined
by:
Tα(v)(x, y) = v
(
α
[
x
α
]
+ αy
)
, x ∈ Ω, y ∈ Y.
Hence the periodicity of the constitutive parameters yields,
Tα(Aα)(t, x, y) = A(t, y), Tα(Gα)(t, s, x, y) = G(t, s, y) a.e. in ]0, T [×Ω × Y.
For our purpose all functions defined in L2(Ω) are extended by 0 outside Ω and we
denote by H 1per(Y ) the space of periodic functions with vanishing mean value.
Some properties of the operator Tα , essential in the sequel, are stated in the next theorem.
Theorem 2. (i) For all v ∈ L2(Ω), we have the strong convergence:
Tα(v) → v in L2(Ω × Y).
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v ∈ L2(Ω × Y) such that, up to a subsequence, we have the weak convergence:
Tα(vα)⇀ v in ∈ L2(Ω × Y).
(iii) Let vα be a family of functions uniformly bounded in H(curl,Ω). There exists three
fields,
v ∈ H(curl,Ω), v¯ ∈ L2(Ω,H 1per(Y ;R)),
v¯ ∈ L2(Ω,H 1per(Y ;R3)), divy(v¯)= 0,
such that, up to a subsequence, we have the weak convergences:
vα ⇀ v in H(curl,Ω),
Tα(vα)⇀ v + ∇y v¯ in L2(Ω × Y ;R3),
Tα(curlvα)⇀ curlx v + curly v¯ in L2(Ω × Y ;R3).
Notation. We extend to R6 some notation defined in R3.
Let v1, v2 ∈R3, v = (v1, v2), w1,w2 ∈R, w = (w1,w2), n ∈R3, then
curlv := (curlv1, curlv2), divv := (divv1,divv2),
n× v := (n× v1, n× v2), gradw := (gradw1,gradw2).
For α > 0 let uα be the solution to (3); as established in Proposition 1, it satisfies the
uniform bound:
‖uα‖L∞(0,T ;V (Ω)) +
∥∥∥∥duαdt
∥∥∥∥
L∞(0,T ;L2(Ω;R6))
 c
(∥∥jα∥∥
W 1,1(0,T ;L2(Ω;R6)) +
∥∥uα,0∥∥
V (Ω)
)
,
therefore we are in position to prove the convergence of the family uα and to identify its
limit.
Theorem 3. Let Aα ∈ W 2,1(0, T ;L∞(Ω;R36)) and Gα ∈W2,1(S;L∞(Ω;R36)), be two
matrices given by (5). With the initial condition uα,0 and the source jα satisfying assump-
tions (4), let uα be the solution to (3). There exists three fields,
u ∈ W 1,∞(0, T ;L2(Ω;R6))∩L∞(0, T ;V (Ω)),
u¯ ∈ W 1,∞(0, T ;L2(Ω;H 1per(Y ;R2))),
u ∈ L∞(0, T ;L2(Ω;H 1per(Y ;R6))), divy(u) = 0,
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uα ⇀ u weakly * in L∞(0, T ;V (Ω)),
Tα(uα) → u+ ∇yu¯ strongly in H 1(0, T ;L2(Ω × Y ;R6)),
Tα(curlx uα) → curlx u+ curly u strongly in L2( ]0, T [×Ω × Y ;R6);
(ii) which solve the evolution problem:
d
dt (A(t, y)(u(t, x) + ∇yu¯(t, x, y))+
∫ t
0 G(t, s, y)(u(s, x) + ∇yu¯(s, x, y))ds)
= Mxu(t, x) +Myu(t, x, y)− j (t, x) in (0, T )×Ω × Y,
u(0)+ ∇yu¯(0) = u0 in Ω × Y,
n× u1 = 0 on (0, T )× ∂Ω.
(6)
Problem (6) has a unique solution u, u¯, u, the field u + ∇yu¯ and its derivative with
respect to time satisfy a conservation law analogous as (2):
1
2
∫
Ω×Y
A(t, y)
(
u(t, x)+ ∇yu¯(t, x, y)
) · (u(t, x) + ∇yu¯(t, x, y))
+ 1
2
t∫
0
∫
Ω×Y
dA
dt
(s, y)
(
u(s, x) + ∇yu¯(s, x, y)
) · (u(s, x) + ∇yu¯(s, x, y))ds
+
t∫
0
t1∫
0
∫
Ω×Y
∂G
∂t
(t1, s)
(
u(s, x) + ∇yu¯(s, x, y)
) · (u(t1, x)+ ∇yu¯(t1, x, y))ds dt1
+
t∫
0
∫
Ω×Y
G(s, s)
(
u(s, x) + ∇yu¯(s, x, y)
) · (u(s, x) + ∇yu¯(s, x, y))ds
+
t∫
0
∫
Ω
j (s) · u(s)ds = 1
2
∫
Ω
A(0, y)u0(x) · u0(x).
2.4. Limit model
In this section we show that the limit solution u given by (6) solves a global Maxwell
problem posed in (0, T ) × Ω , while the correctors u¯ and u solve local diffusion problems
posed in (0, T )× Y .
Theorem 4. Let Aα ∈ W 2,1(0, T ;L∞(Ω;R36)) and Gα ∈W2,1(S;L∞(Ω;R36)) be two
matrices given by (5). With the initial condition uα,0 and the source jα satisfying assump-
tions (4). There exists a unique limit electromagnetic field,
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solution to the homogenized problem:
d
dt (A(t)u(t, x) +
∫ t
0 G(t, s)u(s, x)ds)
= Mu(t, x)− j (t, x)−J 0(t, x) in (0, T )×Ω,
u(0) = u0 in Ω,
n× u1 = 0 on (0, T )× ∂Ω,
(7)
where A,G are two matrices independent of the space variable x, J 0 is an extra source
which depends only upon the initial condition u0 (their expressions and regularity are
given in (A.5)–(A.6) below).
The homogenized constitutive law which expresses the limit electric displacement D
and the limit magnetic induction B in terms of the electromagnetic fields E and H,
(D,B) = L(E,H), takes the form:
Lu(t, x) =A(t)u(t, x) +
t∫
0
G(t, s)u(s, x)ds.
The computation of u relies on the first corrector u whose expression is given in (A.5). The
expression of the second corrector u is given in (A.8) below.
Remarks. (i) Let us first consider the most general physical situation which corresponds
to a matrix Gα that reads Gα(t, s) = Bα(s) + Cα(t − s), with an obvious definition of
associated matrices B,C. In this case the initial constitutive law has a convolution term
Lαuα(t, x) = Aα(t, x)uα(t, x)+
t∫
0
Bα(s, x)uα(s, x)ds +
t∫
0
Cα(t − s, x)uα(s, x)ds
and the limit constitutive law takes the form:
Lu(t, x) =A(t)u(t, x) +
t∫
0
B(s)u(s, x)ds +
t∫
0
C(t, s)u(s, x)ds,
where A,B,C are given in (A.9). The homogenized kernel C depends upon two variables,
hence it does not take the convolution form! Moreover it is not obvious to give a physical
meaning (in terms of electric or magnetic susceptibility) to the homogenized matrix C.
(ii) However, when Aα and Bα do not depend on t we show that the new homogenized
constitutive law is of the convolution form, i.e., C depends upon only one variable,
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t∫
0
u(s, x)ds +
t∫
0
C(t − s)u(s, x)ds,
the expression of C is given in (18).
(iii) In the case where neither Aα nor Bα depend upon t and no memory effects are taken
into account, i.e., Cα = 0, we recover the classical results (even though slightly different
from [8]).
(iv) Strong convergence. Theorem 3 suggests the formal asymptotic expansion:
uα(x) = u(x) + ∇yu¯
(
x,
x
α
)
+ αu
(
x,
x
α
)
· · · .
Hence the computation of the term of order 0 (with respect to α) has to take into account
the first corrector u¯. Under assumptions of Theorem 3 and by following the same approach
as in [4], we obtain the strong convergences of the electromagnetic field:{
uα − (u+ Uα(∇yu¯)) → 0 in H 1(0, T ;L2(Ω;R6)),
curlx uα − (curlx u+ Uα(curly u )) → 0 in L2( ]0, T [×Ω;R6),
where Uα is the averaging operator:
Uα(v)(x) = 1|Y |
∫
Y
v
(
α
[
x
α
]
+ αz,
{
x
α
})
dz, ∀v ∈ L2(Ω × Y).
3. Frequency formulation
3.1. Stationary Maxwell equations
In order to study the stationary problem we assume, in this section, that the constitutive
law reads:
Lαuα(t, x) = Aα(x)uα(t, x)+
t∫
0
Bα(x)uα(s, x)ds +
t∫
0
Cα(t − s, x)uα(s, x)ds,
where matrices Aα and Bα are independent of t ; in other words the permittivity, the perme-
ability and the electric conductivity of the material only depends upon the space variable.
We denote by vˆ(p) = ∫∞0 e−ptv(t)dt the Laplace transform of any function v ∈ L1(0,∞).
According to the bounds given in Proposition 1, there exists a constant p0 > 0 that depends
only on the data such that the solution uα to problem (3) has a Laplace transform for all
p  p0. Therefore, we may consider the following equilibrium equation: For all p  p0:
(pAα(x)+Bα(x)+ pĈα(p, x))uˆα(p, x)
= Muˆα(p,x)− jˆ α(p, x)+Aα(x)uα,0(x) in Ω,
n× uˆα = 0 on ∂Ω,
(8)1
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(
D̂
α(p, x), B̂α(p, x)
)= (Aα(x)+ 1
p
Bα(x)+ Ĉα(p, x)
)
uˆα(p, x).
With the same kind of assumptions on the data as those needed for the evolution problem,
we can state an existence and uniqueness result analogous to that of Proposition 1.
Proposition 5. Let Aα ∈ L∞(Ω;R36), Bα ∈ L∞(Ω;R36), Cα ∈ W 1,1(R+;L∞(Ω;R36))
be three matrices, let uα,0 ∈ V (Ω) be the initial condition and jα ∈ W 1,1(R+;L∞(Ω;R6))
be the source. There exists p0 > 0 such that problem (8) has a unique solution
uˆα = (Êα, Ĥα) ∈ L∞(p0,∞;V (Ω)). This solution satisfies the uniform bounds:∥∥uˆα(p)∥∥
L2(Ω) 
c
p
,
∥∥curl uˆα(p)∥∥
L2(Ω)  c ∀p > p0.
The estimate of the solution and the strong convergence (4) yield the existence of a limit
electromagnetic field uˆ and of two fields of correctors u,u which are given in Lemma 6
and Theorem 7.
3.2. Homogenization and limit model
We use the same notations as in Section 2.2.1 and assume that there exists three matrices
A,B,C such that
Aα(x) = A
({
x
α
})
, Bα(x) = B
({
x
α
})
, Cα(p, x) = C
(
p,
{
x
α
})
. (9)
Hence we can establish, with an approach analogous to the time formulation, the conver-
gence of the sequence uˆα .
Lemma 6. Let Aα ∈ L∞(Ω;R36), Bα ∈ L∞(Ω;R36), Cα ∈ W 1,1(R+;L∞(Ω;R36)) be
three matrices given by (9). With the initial condition uα,0 and the source jα satisfying
assumptions (4), let uˆα be the solution to (8). There exists three fields:
uˆ ∈ L∞(p0,∞;V (Ω)),
u ∈ L∞(p0,∞;L2(Ω;H 1per(Y ;R2))),
u ∈ L∞(p0,∞;L2(Ω;H 1per(Y ;R6))), divy(u ) = 0,
(i) which are limits defined as follows:
uˆα ⇀ uˆ weakly ∗ in L∞(p0,∞;V (Ω)),
Tα(uˆα) → uˆ+ ∇yu strongly in L2(p0,∞ ×Ω × Y ;R6),
Tα(curlx uˆα)(p) → curlx uˆ(p)+ curly u(p) strongly in L2(Ω × Y ;R6),
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(pA(y) +B(y)+ pĈ(p)(y))(uˆ(p, x)+ ∇yu(p, x, y))
= Mxuˆ(p, x)+Myu(p,x, y)− jˆ (p, x)+A(y)u0(x) in Ω × Y, ∀p > p0,
n× uˆ1 = 0 on ∂Ω.
In the next theorem we give the expression of the homogenized equilibrium equations.
Theorem 7. Let Aα ∈ L∞(Ω;R36), Bα ∈ L∞(Ω;R36), Cα ∈ W 1,1(R+;L∞(Ω;R36)) be
three matrices given by (9), with the initial condition uα,0 and the source jα satisfying
assumptions (4). There exists a unique limit electromagnetic field uˆ ∈ L∞(p0,∞;V (Ω))
solution to the homogenized problem:
(pA+B+ pĈ(p))uˆ(p, x)
= M uˆ(p,x)− jˆ (p, x)− Ĵ 0(p, x)+ ∫
Y
A(y)u0(x) in Ω, ∀p > p0,
n× uˆ1 = 0 on ∂Ω.
The homogenized effective matrices A,B, Ĉ and the extra source Ĵ 0 are described
in (A.12) below.
We note that in accordance with Remark (ii) in Section 2.4, the limiting constitutive law
takes in this case, the same form as the initial one
(
D̂(p, x), B̂(p, x)
)= (A+ 1
p
B+ Ĉ(p)
)
uˆ(p, x).
The corrector u is given in (A.11), the second corrector u can be computed as previously in
terms of uˆ. It is easy to check that u,u, Ĉ and Ĵ 0 are the Laplace transforms of respectively,
u¯, u,C and J 0.
4. Comments
Let us conclude this paper with some remarks.
(i) Stability of the constitutive law. When the initial constitutive law is of form,
Lu(t, x) = A(t, x)u(t, x) +
t∫
0
B(s, x)u(s, x)ds +
t∫
0
C(t − s, x)u(s, x)ds,
we have established that the corresponding homogenized one is:
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t∫
0
B(s)u(s, x)ds +
t∫
0
C(t, s)u(s, x)ds,
where the initial convolution function C has been replaced by the Hilbert–Schmidt
kernel C. However Theorem 4, states that under some regularity on the data, the pre-
vious form is stable by the homogenization procedure. This allows multi-step scalings
without need of new mathematical tools.
(ii) Other geometries. A straightforward extension is given by replacing cubic elementary
cells by any cells having the R3 paving property. Another extension can be obtained
with more general assumptions on the data. For example, let us assume that there ex-
ists two matrices A ∈ W 2,1(0, T ;L∞(Ω ×Y ;R36)), G ∈W2,1(S;L∞(Ω ×Y ;R36))
which satisfy the strong convergences:
Tα(Aα)(t, x, y) → A(t, x, y),
Tα(Gα)(t, x, y) → G(t, x, y) a.e. in ]0, T [×Ω × Y.
This yields a limiting constitutive law of the same form but in which the global vari-
able x still appears. It is of interest to note that in addition to the classical situations
[4], an easy way to get these convergences is obtained by letting:
Aα(t, x) = Uα(A)(t, x), Gα(t, s, x) = Uα(G)(t, s, x).
(iii) Weak convergences. Weak convergences instead of strong ones (4), would have led
to small changes by adding extra sources in the right-hand side of the equilibrium
equations.
Appendix A
In this section we give the complete proofs of our results.
A.1. Proof of Proposition 1
We begin with a preliminary lemma whose proof is based on Fredholm theory for
Volterra equation.
Lemma 1.1. Let m ∈N∗, A˜ ∈ Wr,1(0, T ;Rm2), r ∈ {1,2}, be a symmetric uniformly coer-
cive matrix, G˜ ∈Wr,1(S;Rm2) be a square matrix and j˜ ∈ Wr,1(0, T ;Rm). There exists a
unique function g ∈ Wr,1(0, T ;Rm) such that
A˜(t)g(t)+
t∫
0
G˜(t, s)g(s)ds = j˜ (t) for all t in [0, T ].
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broken into 3 steps.
First step. Existence of an approximate solution um of u. Let e1, . . . , em, . . . be a se-
quence of linearly independent elements in V (Ω) whose linear finite combinations are
dense in V (Ω), Vm = Vect(e1, . . . , em). The scalar coefficients hml of an approximation
um(t) =∑ml=1 hml (t)el of the solution to problem (1) are solution to the m×m system:
∫
Ω
(
A(t)um(t)+
t∫
0
(
G(t, s)um(s)−Mum(s)
)
ds
)
· ek
=
∫
Ω
(
A(0)um(0)−
t∫
0
j (s)ds
)
· ek, (A.1)
where um(0) =∑ml=1 αml el is the orthogonal projection of u(0) on Vm for the scalar prod-
uct of V (Ω). The existence of um ∈ W 2,1(0, T ;Vm) is a direct consequence of Lemma 1.1
with an obvious definition of A˜, G˜, j˜ in terms of A,G,j .
Second step. Estimates. We differentiate (A.1) with respect to t , then we multiply it by
hml (t) and add over l. This yields
∫
Ω
d
dt
(
A(t)um(t)+
t∫
0
G(t, s)um(s)ds
)
· um(t) =
∫
Ω
j (t) · um(t).
We integrate this equality over [0, t] and get the estimate:
∫
Ω
A(t)um(t).um(t)
∫
Ω
A(0)um(0).um(0)+
t∫
0
Ω(s)U2m(s)ds
+ ‖j‖L1(0,t;L2(Ω;R6))Um(t),
where Um(t) = sups∈[0,t] ‖um(s)‖L2(Ω;R6) and Θ ∈ L1(0, T ) is given by:
Θ(t) = 1
2
∥∥∥∥dAdt (t)
∥∥∥∥
L∞(Ω;R36)
+ ∥∥G(t, t)∥∥
L∞(Ω;R36) +
t∫
0
∥∥∥∥∂G∂t (t, s)
∥∥∥∥
L∞(Ω;R36)
ds.
With Gronwall lemma we get:
‖um‖L∞(0,T ;L2(Ω;R6))  c
{‖j‖L1(0,T ;L2(Ω;R6)) + ∥∥u(0)∥∥ }.V (Ω)
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‖G‖1,1,L∞(Ω;R36). To estimate dumdt , we differentiate (10), and let t = 0, hence∥∥∥∥dumdt (0)
∥∥∥∥
L2(Ω;R6)
 c
{‖j‖W 1,1(0,T ;L2(Ω;R6)) + ∥∥u(0)∥∥V (Ω)}.
Finally, we differentiate Eq. (A.1) twice, multiply by dh
m
l
dt , sum over l and integrate over[0, t] to get: ∥∥∥∥dumdt (t)
∥∥∥∥
L2(Ω;R6)
 c
{‖j‖W 1,1(0,T ;L2(Ω;R6)) + ∥∥u(0)∥∥V (Ω)}.
The constant c only depends upon ‖A‖W 2,1(0,T ;L∞(Ω;R36)), ‖A−1‖L∞(0,T ;L∞(Ω;R36)) and
‖G‖2,1;L∞(Ω;R36).
Third step. Existence of a solution. Sequences um and dumdt are bounded in L∞(0, T ;
L2(Ω;R6)). We extract subsequences, still denoted in the same way, and get the weak∗
convergences: {
um ⇀ u in L∞(0, T ;L2(Ω;R6)),
dum
dt ⇀
du
dt in L
∞(0, T ;L2(Ω;R6)),
hence u is in W 1,∞(0, T ;L2(Ω;R6)). For all t ∈ [0, T ] and all l m, we get:
d
dt
∫
Ω
(
A(t)um(t)+
t∫
0
G(t, s)um(s)ds
)
· el = −
∫
Ω
um(t) ·Mej −
∫
Ω
j (t) · ej .
Since both sides of the equality weak∗ converge in L∞(0, T ), we can pass to the limit and
by density of Vm in V (Ω), we get:
d
dt
∫
Ω
(
A(t)u(t) +
t∫
0
G(t, s)u(s)ds
)
· v = −
∫
Ω
u(t) ·Mv −
∫
Ω
j (t) · v, ∀v ∈ V (Ω).
On the one hand, we deduce that u ∈ L∞(0, T ;V (Ω)) and on the other hand that
d
dt
∫
Ω
(
A(t)u(t) +
t∫
0
G(t, s)u(s)ds
)
· v =
∫
Ω
Mu(t) · v −
∫
Ω
j (t) · v, ∀v ∈ V (Ω).
By density of V (Ω) in L2(Ω;R6) the previous equality is still valid for all v ∈ L2(Ω;R6),
and finally (1) is satisfied for almost all t ∈ [0, T ].
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∫ t
0 G(t, s)u(s)ds)+ j (t) we deduce the fol-
lowing bound on the curl-field:
‖ curlu‖L∞(0,T ;L2(Ω))  c
(‖j‖W 1,1(0,T ;L2(Ω;R6)) + ∥∥u0∥∥V (Ω)).
Remarks. (i) By multiplying the equilibrium equation (1), and noting that ∫
Ω
Mv ·v dx = 0
for all v ∈ V (Ω), we get the conservation law (2).
(ii) Under weaker assumptions: A ∈ W 1,1(0, T ;L∞(Ω;R36)), u(0) ∈ L2(Ω;R6),
j ∈ L1(0, T ;L2(Ω;R6)) and G ∈ W1,1(S;L∞(Ω;R36)), problem (1) has a weak so-
lution u ∈ C0([0, T ];L2(Ω;R6)) that solves the variational equation:
∫
Ω
(
A(t)u(t) +
t∫
0
G(t, s)u(s)ds
)
· v
=
∫
Ω
( t∫
0
(
M
(
u(s)
)− j (s))ds +A(0)u(0)) · v, ∀v ∈ L2(Ω;R6),
and satisfies the same conservation law (2).
(iii) Let G be of the particular form G(t, s) = B(s) +C(t − s).
With the assumptions B ∈ W 1,1(0, T ;L∞(Ω;R36)), C ∈ W 1,1(0, T ;L∞(Ω;R36)) the
solution u to (1) still belongs to the space W 1,∞(0, T ;L2(Ω;R6))∩L∞(0, T ;V (Ω)) and
satisfies the same bounds. In addition, a straightforward computation leads to the more
precise estimate:
∀t ∈ [0, T ], ‖u‖L∞(0,t;L2(Ω;R6)) +
∥∥∥∥dudt
∥∥∥∥
L∞(0,t;L2(Ω;R6))
 c0ec1t
{‖j‖W 1,1(0,T ;L2(Ω;R6)) + ∥∥u(0)∥∥V (Ω)}.
The constants c0, c1 are strictly positive and depend only on the data A, B and C. Let us
also notice that when A and B are independent of t , and T = +∞, we may define the
Laplace transform uˆ(p) = ∫∞0 exp−pt u(t)dt for all p > c1.
A.2. Proof of Theorem 2
The proofs of (i) and (ii) are given in [4]. The proof of part (iii) relies on the following
decomposition (see [6]):
H(curl,Ω) = ∇H 10 (Ω)⊕H(curl,div 0,Ω).
Since the space H(curl,div,Ω) does not coincide with the space H 1(Ω), we introduce
in Lemma 2.1 a new space H 1ρ ⊂ H 1loc to study the convergences of unfolded bounded
sequences and we establish in Lemma 2.2 the inclusion H(curl,div,Ω) ⊂ H 1ρ (Ω;R3).
Let us first introduce some notation:
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• ρ(x) = dist(x, ∂O) is the distance of x to the boundary of O,
• H 1ρ (O) = {φ ∈ H 1loc(O); φ ∈ L2(O) and ρ∇φ ∈ L2(O;Rn)} equipped with the norm
‖φ‖ρ =
√
‖φ‖2
L2(O) + ‖ρ∇φ‖2L2(O;Rn) ,
• L2ρ(O) = {φ ∈ L2loc(O); ρφ ∈ L2(O)},
• L2ρ(O;L2(Y )) = {φ ∈ L2loc(O;L2(Y ));
∫
O×Y |φ(x, y)|2ρ2(x) < +∞}.
We denote by Oα the bounded set:
Oα =
{
x ∈O; ρ(x) > α}, α > 0.
Lemma 2.1. Let (vα)α be a bounded sequence in H 1ρ (O). After extraction of a subse-
quence, we get the weak convergences:
vα ⇀ v in H 1ρ (O),
Tα(vα)⇀ v in L2(O× Y),
Tα(∇xvα1Oα )⇀ ∇xv + ∇y v¯ in L2ρ(O;L2(Y ;Rn)),
where v¯ belongs to L2ρ(O;H 1per(Y )).
Proof. First we show that the sequence Tα(∇vα1Oα ) is bounded in L2ρ(O;L2(Y ;Rn)).
We have: ∫
O×Y
∣∣Tα(∇vα1Oα )∣∣2∣∣Tα(ρ)∣∣2 = ∫
Oα
∣∣∇vα∣∣2ρ2  ∥∥vα∥∥2
ρ
.
Function ρ is 1-Lipschitz, hence |Tα(ρ)(x, y)−ρ(x)| 2√nα for all (x, y) ∈O×Y . This
yields:
∫
O×Y
∣∣Tα(∇vα1Oα )∣∣2ρ2  C ∫
O×Y
∣∣Tα(∇vα1Oα )∣∣2∣∣Tα(ρ)∣∣2 +Cα2 ∫
O×Y
∣∣Tα(∇vα1Oα )∣∣2,
 C
∥∥vα∥∥2
ρ
+Cα2
∫
Oα
∣∣∇vα∣∣2  C∥∥vα∥∥2
ρ
.
Therefore the sequence Tα(∇vα1Oα ) is bounded in L2ρ(O;L2(Y ;Rn)). From the se-
quences vα , Tα(vα) and Tα(∇vα1Oα ), we can extract subsequences, still denoted in the
same way, that weakly converge:
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vα ⇀ v in H 1ρ (O),
Tα(vα)⇀ v¯ in L2(O× Y),
Tα(∇xvα1Oα )⇀ ζ in L2ρ(O;L2(Y ;Rn)),
and such that for all N ∈N∗ and α  1/N , we have another set of weak convergences:
vα ⇀ v in H 1(O1/N ),
Tα(vα)⇀ v in L2(O1/N × Y),
Tα(∇xvα1Oα ) = Tα(∇xvα)⇀ ∇xv + ∇y v¯N in L2(O1/N × Y ;Rn),
where v¯N belongs to L2(O1/N ;H 1per(Y )). Since the limit is unique, we get v¯ = v in
L2(O × Y), ζ = ∇xv + ∇y v¯N in L2(O1/N × Y ;Rn), for all N ∈ N∗. The sequence
1O1/N v¯N is bounded in L2ρ(O;H 1per(Y )). It weakly converges to v¯ ∈ L2ρ(O;H 1per(Y )) and
v¯ = v¯N in L2(O1/N ;H 1per(Y )) for all N ∈N∗. 
It is worth to point out the following result: Let the sequence vα be bounded in L2(O),
then there exists v ∈ L2(O × Y) such that, after extraction of a subsequence, one has the
weak convergences: {
Tα(vα)⇀ v in L2(O× Y),
Tα(vα1Oα )⇀ v in L2(O× Y).
Lemma 2.2. We have H(curl,div,Ω) ⊂ H 1ρ (Ω;R3).
Proof. Let v ∈ H(curl,div,Ω). The solution w ∈ H 10 (Ω;R3) to the variational problem,∫
Ω
∇w : ∇Φ =
∫
Ω
curlv · curlΦ + divv divΦ ∀Φ ∈ H 10
(
Ω;R3),
satisfies ‖∇w‖[L2(Ω;R3)]3  ‖ curlv‖L2(Ω;R3) + ‖divv‖L2(Ω). The vector field u =
v − w ∈ L2(Ω;R3) has a vanishing Laplacian in H−1(Ω;R3) and it is in C∞(Ω;R3).
Let us denote by ρN the function defined by (here ρ represents the distance to ∂Ω):
ρN(x) = sup
(
0, ρ(x)− 1
N
)
, x ∈ Ω.
The test function uρ2N ∈ W 1,∞0 (Ω;R3) has a compact support included in Ω . Thus we
have:
0 =
∫
−u · uρ2N =
∫
|∇u|2ρ2N + 2
∫
ρN∇u u · ∇ρN,
Ω Ω Ω
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Ω
|∇u|2ρ2N  2
{∫
Ω
|∇u|2ρ2N
}1/2{∫
Ω
|u|2
}1/2
 1
2
∫
Ω
|∇u|2ρ2N + 2
∫
Ω
|u|2.
This yields
∫
Ω
|∇u|2ρ2N  4
∫
Ω
|u|2, the sequence |∇u|2ρ2N simply converges to |∇u|2ρ2
when N → ∞. Lemma 2.2 follows from Fatou’s lemma. 
Proof of Theorem 2. The direct sum
H(curl,Ω) = ∇H 10 (Ω)⊕H(curl,div 0,Ω)
is orthogonal for the scalar product in L2(Ω;R3) (see [6]), hence any vector field vα can
be uniquely decomposed as
vα = ∇xvα + wα, vα ∈ H 10 (Ω), wα ∈ H(curl,div 0,Ω),
and we have:∥∥vα∥∥
H 1(Ω) +
∥∥wα∥∥
L2(Ω;R3)  C
∥∥vα∥∥
L2(Ω;R3), curlw
α = curlvα, divwα = 0.
Let vα be a bounded sequence in H(curl,Ω). Then, by Lemma 2.2, the sequence wα
is bounded in H 1ρ (Ω;R3) and the sequence vα is bounded in H 1(Ω). From these last
two sequences we can extract subsequences, still denoted in the same way, that weakly
converge, 
vα ⇀ v in H 1(Ω),
Tα(vα)⇀ v in L2(Ω;H 1(Y )),
Tα(∇xvα)⇀ ∇xv + ∇y v¯ in L2(Ω × Y ;R3),
wα ⇀ w in H 1ρ (Ω;R3)∩H(curl,Ω),
Tα(wα)⇀ w in L2(Ω × Y ;R3),
Tα(∇xwα1Oα )⇀ ∇xw + ∇yv in L2ρ(Ω;L2(Y ;R3)),
where v¯ ∈ L2(Ω;H 1per(Y )), v ∈ L2ρ(Ω;H 1per(Y ;R3)) and divy v = 0. Therefore we get the
weak convergences:
vα ⇀ v = w + ∇xv in H(curl,Ω),
Tα(vα)⇀ v + ∇y v¯ in L2(Ω × Y ;R3),
Tα(curlx vα1Oα ) = Tα(curlx wα1Oα )⇀ curlx w + curly v in L2ρ(Ω;L2(Y ;R3)).
The sequence Tα(curlx vα) is bounded in L2(Ω × Y ;R3), it weakly converges to an ele-
ment in this space. Hence v ∈ L2(Ω;Hper(curl,div 0, Y )), so that v ∈ L2(Ω;H 1per(Y ;R3))
since Hper(curl,div 0, Y ) ⊂ H 1per(Y ;R3). 
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The proof is broken into 3 steps; first we state the weak convergence of the family
uα,Tα(uα),Tα(curluα), then we give the limit evolution problem and finally we establish
the strong convergences.
Step 1. Weak convergences
Up to subsequences, still denoted in the same way, we have the following weak∗ con-
vergences:
uα ⇀ u in L∞(0, T ;V (Ω)),
Tα(uα)⇀ u+ ∇yu¯ in L∞(0, T ;L2(Ω,H(curl, Y ))),
Tα( duαdt ) ⇀ dudt + ∇y du¯dt in L∞(0, T ;L2(Ω × Y ;R6)),
Tα(curlx uα)⇀ curlx u+ curly u in L∞(0, T ;L2(Ω × Y ;R6)).
Proof. By using the uniform bounds ‖uα,0‖V (Ω)  c, ‖jα‖W 1,1(0,T ;L2(Ω;R6))  c, we show
that the sequence uα is uniformly bounded in L∞(0, T ;V (Ω)) and that the sequence duαdt is
uniformly bounded in L∞(0, T ;L2(Ω;R6)). Then the proof follows from Theorem 2. 
Step 2. The evolution problem (6)
According to the property Tα(vw) = Tα(v)Tα(w) for all v,w ∈ L2(Ω), we deduce the
weak∗ convergence Tα(Lαuα)⇀L(u+ ∇yu¯) in L∞(0, T ;L2(Ω × Y)), where
Lαvα(t, x) = Aα(t, x)vα(t, x)+
t∫
0
Gα(t, s, x)vα(t, x)ds,
Lv(t, x, y) = A(t, y)v(t, x, y)+
t∫
0
G(t, s, y)v(s, x, y)ds.
The weak formulation of problem (3) is, for all v ∈ L2(Ω;R6) and for all t ∈ [0, T ],
∫
Ω
Lαuα(t) · v =
∫
Ω
t∫
0
(
curluα2 (s) · v1 curluα1 (s) · v2
)
ds −
∫
Ω
t∫
0
jα(s) · v ds
+
∫
Ω
Aα(0)uα,0 · v. (A.2)
We recall (see [5]) the approximate integration formula:∣∣∣∣∣
∫
v − 1|Y |
∫
Tα(v)
∣∣∣∣∣ ‖v‖L1({x∈Ω |dist(x,∂Ω)<√nε}) for all v ∈ L1(Ω).Ω Ω×Y
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α
}), φ ∈ D(Ω;R6), ψ ∈ D(Y ;R6).
We transform the equality by unfolding (hence Tα(vα)(x, y) = Tα(φ)(x, y)ψ(y)) and we
pass to the limit by using the strong convergence established in Theorem 2 and thanks to
‖vα‖L2({x∈Ω |dist(x,∂Ω)<√nε}) → 0. Thus we get the limit variational problem by the density
of the tensor product D(Ω;R6)×D(Y ;R6) in L2(Ω × Y ;R6),
∫
Ω×Y
L(u+ ∇yu¯)(t) · v =
∫
Ω×Y
t∫
0
((
curlx u2(s)+ curly u2(s)
) · v1
− (curlx u1(s)+ curly u1(s)) · v2)ds
−
∫
Ω×Y
t∫
0
j (s) · v ds +
∫
Ω×Y
A(0)u0 · v ∀v ∈ L2(Ω × Y ;R6).
Step 3. Strong convergences
The proof of the strong convergences is broken into 4 intermediate steps.
3.1. A preliminary convergence result. Let O be a domain in R3 and K be a matrix in
L1(0, T ;L∞(O;R36)). We consider a sequence vα that weakly ∗ converges: vα ⇀ v in
L∞(0, T ,L2(O;R6)). We denote by ‖.‖ the norm in L∞(O;R36) and by ‖.‖2 the norm in
L2(O;R6). We use the straightforward identity:
Kvα.vα −Kv.v = K(va − v).(vα − v)+K(vα − v).v +Kv.(vα − v)
and the estimate∫
O
K(s)
(
vα(s)− v(s)).(vα(s)− v(s)) ∥∥K(s)∥∥∥∥vα(s)− v(s)∥∥22 a.e. in (0, T ),
to obtain
lim sup
α→0
∫
O
K(s)
(
vα(s)− v(s)).(vα(s)− v(s)) ∥∥K(s)∥∥g2(s),
where g(s) = lim supα→0 ‖vα(s)− v(s)‖2. Finally, with Fatou’s lemma we get:
lim sup
α→0
( t∫
0
∫
O
K(s)vα(s).vα(s)ds −
t∫
0
∫
O
K(s)v(s).v(s)ds
)

t∫
0
∥∥K(s)∥∥g2(s)ds.
A direct extension to matrix K ∈ L1(S;L∞(O;R36)) yields,
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α→0
t∫
0
t1∫
0
∫
O
(
K(t1, s)v
α(s).vα(t1)−K(t1, s)v(s).v(t1)
)
ds dt1

t∫
0
t1∫
0
∥∥K(t1, s)∥∥g(s)g(t1)ds dt1.
3.2. Convergence in L2( ]0, T [×Ω × Y ;R6). We apply the unfolding operator to the
conservation law satisfied by uα ,
1
2
∫
Ω
Aα(t)uα(t) · uα(t)+ 1
2
t∫
0
∫
Ω
dAα
dt
(s)uα(s) · uα(s)ds
+
t∫
0
t1∫
0
∫
Ω
∂Gα
∂t
(t1, s)u
α(s)uα(t1)ds dt1 +
t∫
0
∫
Ω
Gα(s, s)uα(s) · uα(s)ds
+
t∫
0
∫
Ω
jα(s) · uα(s)ds = 1
2
∫
Ω
Aα(0)uα,0 · uα,0,
and make use of the previous steps where the domainO is replaced by Ω×Y , the sequence
vα by Tα(uα) and the limit v by u+∇yu¯. From the coercivity of the matrix A we have the
inequality:
c
2
∥∥vα(t)− v(t)∥∥22  12
∫
O
A(t, y)
(
vα(t)− v(t)).(vα(t)− v(t)),
 1
2
∫
O
A(t)vα(t).vα(t)−
∫
O
A(t)vα(t).v(t)+ 1
2
∫
O
A(t)v(t).v(t)
to obtain, for all t ∈ [0, T ],
c
2
g2(t)
t∫
0
θ1(s)g
2(s)ds +
t∫
0
t1∫
0
θ2(t1, s)g(t1)g(s)ds dt1,

t∫
0
θ1(s)g
2(s)ds + 1
2
t∫
0
{ t1∫
0
θ2(t1, s)ds
}
g2(t1)dt1
+ 1
2
t∫ { t∫
θ2(t1, s)dt1
}
g2(s)ds,0 s
842 A. Bossavit et al. / J. Math. Pures Appl. 84 (2005) 819–850where θ1(s) = ‖ dAdt (s)‖L∞(Y ;R36) + ‖G(s, s)‖L∞(Y ;R36), θ2(t1, s) = ‖ ∂G∂t (t1, s)‖L∞(Y ;R36).
Hence by Gronwall lemma, we have g(t) = 0 for all t ∈ [0, T ], which in turns leads to the
strong convergence for all t ∈ [0, T ],
Tα(uα)(t) → u(t) + ∇yu(t) in L2
(
Ω × Y ;R6).
Then, the Lebesgue theorem of dominated convergence implies the strong convergence:
Tα(uα) → u+ ∇yu in L2
( ]0, T [×Ω × Y ;R6).
3.3. Convergence in H 1( ]0, T [×Ω × Y ;R6). The derivative duαdt is the weak solution of
an evolution problem with dj
α
dt in the right-hand side and with initial condition:
Aα(0)
duα
dt
(0)+ dA
α
dt
(0)uα(0)+Gα(0,0)uα(0) = M(uα(0))− jα(0).
Assumptions (4) on the data imply that the sequences Tα( dj
α
dt ) and Tα( du
α
dt (0)) strongly
converge respectively, in L1(0, T ;L2(Ω × Y ;R6)) and L2(Ω × Y ;R6). Then we show as
before, the strong convergence:
d
dt
Tα(uα) → dudt + ∇y
du
dt
in L2
( ]0, T [×Ω × Y ;R6).
3.4. Strong convergence of the curl fields. We apply the unfolding operator to (3) and get
from the previous strong convergence:
Tα(curlx uα) → curlx u+ curly u in L2
( ]0, T [×Ω × Y ;R6).
A.4. Proof of Theorem 4
We begin the proof with two preliminary lemmas, the first one is a generalization of
Lemma 1.1 to more complex right-hand sides.
Lemma 4.1. Let m ∈ N∗, r ∈ {1,2} and p ∈ [1,+∞]. Let matrix A˜ ∈ Wr,p(0, T ;Rm2) be
uniformly coercive, let G˜ ∈Wr,p(S;Rm2) be a square matrix and k˜ ∈Wr,p(S;Rm). There
exists a unique function g ∈Wr,p(S;Rm) such that
A˜(t)g(t, s) +
t∫
s
G˜(t, s1)g(s1, s)ds1 = k˜(t, s) a.e. in S.
Same use of Fredholm theory gives the proof.
Lemma 4.2. With the same notation as in Lemma 4.1 let A ∈ Wr,p(0, T ;L∞(Y ;R36))
be a uniformly coercive matrix, let G ∈ Wr,p(S;L∞(Y ;R36)) be a square matrix and
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such that
∫
Y
(
A(t, y)∇yg(t, s, y) +
t∫
s
G(t, s1, y)∇yg(s1, s, y)ds1
)
· ∇yz(y)
=
∫
Y
k(t, s, y) · ∇yz(y), ∀z ∈ H 1per
(
Y ;R2) a.e. in S. (A.3)
The proof is broken into 2 steps according to the values of p and r .
First step. Existence of a solution in the case r = 1, p = 1. Let h1, . . . ,hm, . . . be a
Hilbert basis of H 1per(Y ;R2), Hm = Vect(h1, . . . ,hm). We look for an approximation of
the solution to problem (A.3) under the form gm(t, s, y) =∑ml=1 αml (t, s)hl (y) where the
scalar functions αml are solution to the m×m system:
∫
Y
A(t, y)∇ygm(t, s, y) · ∇yhl (y)+
t∫
s
∫
Y
G(t, s1, y)∇ygm(s1, s, y) · ∇yhl(y)ds1
=
∫
Y
k(t, s, y) · ∇yhl(y). (A.4)
With Lemma 4.1, the function gm is in W1,p(S;Hm). With Gronwall lemma we get the
estimate,
‖gm‖1,p;H 1(Y ;R2)  c‖k‖1,p;L∞(Y ;R6)
(the constant c only depends on T , p, ‖A‖W 1,p(0,T ;L∞(Y ;R36)), ‖A−1‖L∞(0,T ;L∞(Y ;R36))
and ‖G‖1,p;L∞(Y ;R36)).
After extraction of a subsequence from the sequence gm, we have the weak conver-
gences:

gm ⇀ g in Lp(S;H 1per(Y ;R6)),
gm|S ⇀g|S in Lp(0, T ;H 1per(Y ;R6)),
∂gm
∂t
⇀
∂g
∂t
in Lp(S;H 1per(Y ;R6)).
Then we check that g is solution to (A.3), by passing to the limit in (A.4) and by the
density of the linear combinations of functions of the Hilbert basis h1, . . . ,hm, . . . . The
uniqueness of g is a consequence of the linearity of the problem.
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W 1,1(0, T ;L∞(Y ;R36)), G ∈W1,1(S;L∞(Y ;R36)) and k ∈W1,1(S;L∞(Y ;R6)). There
exist sequences AN ∈ C1([0, T ];L∞(Y ;R36)), GN ∈ C1(S;L∞(Y ;R36)) and k ∈
C1(S;L∞(Y ;R6)) that strongly converge as
AN → A in W 1,1(0, T ;L∞(Y ;R36)),
GN → G in W1,1(S;L∞(Y ;R36)),
kN → k in W1,1(S;L∞(Y ;R6)).
For any (M,N) ∈ N2 the function gN − gM belongs to W1,1(S;H 1per(Y )) and is the solu-
tion of the problem:
∫
Y
AN(t, y)∇y(gN − gM)(t, s, y) · ∇yz(y)
+
t∫
s
∫
Y
GN(t, s1, y)∇y(gN − gM)g(s1, s, y) · ∇yz(y)ds1
=
∫
Y
(AM −AN)(t, y)∇ygM(t, s, y) · ∇yz(y)
+
t∫
s
∫
Y
(GM −GN)(t, s1, y)∇ygMg(s1, s, y) · ∇yz(y)ds1
+
∫
Y
(kN − kM)(t, s, y) · ∇yz(y) ∀z ∈ H 1per
(
Y ;R2).
We deduce the estimate:
‖gN − gM‖1,1;H 1(Y ;R2)  c
{‖AN −AM‖W 1,1(0,T ;L∞(Y ;R36)) + ‖GN −GM‖1,1;L∞(Y ;R36)
+ ‖kN − kM‖1,1;L∞(Y ;R6)
}
,
where the constant c only depends on T , ‖A‖W 1,1(0,T ;L∞(Y ;R36)), ‖A−1‖L∞(0,T ;L∞(Y ;R36))
and ‖G‖1,1;L∞(Y ;R36). The sequence (gN)N is a Cauchy sequence in W1,1(S;H 1per(Y ))
whose limit g is solution to (A.4).
The lemma is obvious for p = +∞. For r = 2 we proceed in the same way, using for
p = 1 the density of C2(S;X) in W2,1(S;X), where X is a Banach space.
Proof of Theorem 4. It relies on an appropriate choice of test functions in the variational
form (6).
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φ(x)∇y v¯(y), φ ∈ L2(Ω), v¯ ∈ H 1per(Y ;R2). Hence, for all t ∈ (0, T ) we get:∫
Y
L(u+ ∇yu¯) · ∇y v¯ =
∫
Y
A(0)u0 · ∇y v¯ ∀v¯ ∈ H 1per
(
Y ;R2),
where Lv(t, x, y) has already been defined in Step 2 of Lemma 3. We consider the de-
compositions u(t, x) = uk(t, x)ek and u0(x) = u0k(x)ek where ek is the canonical basis of
R
6 and introduce three families of elementary correctors (wA,w 0,w) (with value in R2)
which are solution to different local diffusion problems posed in Y .
• Corrector wAk ∈ W 2,1(0, T ;H 1per(Y ;R2)), depends on operator A and solves:∫
Y
A(t, y)
(
ek + ∇ywAk (t, y)
) · ∇y v¯(y)dy = 0 ∀v¯ ∈ H 1per(Y ;R2).
• Corrector w 0k ∈ W 2,1(0, T ;H 1per(Y ;R2)), associated to the initial condition u(0, .),
solves (Lemma 4.2):
∫
Y
A(t, y)∇yw 0k (t, y) · ∇y v¯(y)+
∫
Y
t∫
0
G(t, s, y)∇yw 0k (s, y)ds · ∇y v¯(y)
=
∫
Y
A(0, y)ek · ∇y v¯(y) ∀v¯ ∈ H 1per
(
Y ;R2).
• The kernel wk ∈W2,1(S;H 1per(Y ;R2)) solves (Lemma 4.2):
∫
Y
A(t, y)∇ywk(t, s, y) · ∇y v¯(y)+
∫
Y
t∫
s
G(t, s1, y)∇ywk(s1, s, y)ds1 · ∇y v¯(y)
= −
∫
Y
G(t, s, y)
(
ek + ∇ywAk (s, y)
) · ∇y v¯(y) ∀v¯ ∈ H 1per(Y ;R2), a.e. in S.
Therefore, there exists a corrector u¯ ∈ W 2,1(0, T ;H 1per(Y ;R2)) that can be written as
u¯(t, x, y) = wAk (t, y)uk(t, x)+w 0k (t, y)u0k(x)+
t∫
0
wk(t, s, y)uk(s, x)ds (A.5)
and wA(0, y) = −w0(0, y) implies u¯(0) = 0.k k
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for all t ∈ (0, T ) and for all v ∈ L2(Ω;R6), we get:∫
Ω×Y
L(u+ ∇yu¯)(t) · v =
∫
Ω×Y
A(0)u0 · v
+
t∫
0
∫
Ω×Y
(
curlx u2(s) · v1 − curlx u1(s) · v2 − j (s) · v
)
ds.
We let t = 0 and obtain for all v ∈ L2(Ω;R6):∫
Ω×Y
A(0)
(
u(0)+ ∇yu¯(0)
) · v = ∫
Ω×Y
A(0)u0 · v,
from which we deduce u(0) = u0. Hence we can write ∫
Y
L(u + ∇yu¯)dy = Lu + L0u0.
The homogenized operator L0 is associated to the initial condition u0 and can be written
as
L0u0(t, x) =
(∫
Y
L∇yw 0k (t, y)dy
)
u0k(x) =
(∫
Y
L
0(t, y)dy
)
u0(x),
where the matrix L0 is described by its columns:
L
0
k(t, y) = A(t, y)∇yw 0k (t, y)+
t∫
0
G(t, s, y)∇yw 0k (s, y)ds.
The homogenized operatorL is given byLu(t, x) =A(t)u(t, x)+∫ t0 G(t, s)u(s, x)ds with
the new homogenized matrices A, G:
A(t) =
∫
Y
A(t, y)dy, G(t, s) =
∫
Y
G(t, s, y)dy, (A.6)
where the matrices A, G are described by their columns:
Ak(t, y) = A(t, y)(ek + ∇ywAk (t, y)),
Gk(t, s, y) = G(t, s, y)(ek + ∇ywAk (s, y))+A(t, y)∇ywk(t, s, y)
+ ∫ t
s
G(t, s1, y)∇ywk(s1, s, y)ds1.
This yields the limit evolution problem (7):∫ d
dt
Lu · v =
∫ (
curlu2 · v1 − curlu1 · v2
)− ∫ (j + d
dt
L0u0
)
· v ∀v ∈ L2(Ω;R6).Ω Ω Ω
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As in the general case of diffusion problems, we can show that the homogenized matrix
A is symmetric and coercive. It is easy to check the following regularity of the effective
matrices and extra source:
A ∈ W 2,1(0, T ;R36), G ∈W2,1(S;R36), J 0 ∈ W 1,1(0, T ;L∞(Ω;R6)). (A.7)
The uniqueness of the solution to (7) results from Proposition 1.
Third step. Computation of u. We choose in (6) test functions v as v(x, y) = φ(x)v¯(y),
φ ∈ L2(Ω), v¯ ∈ L2(Y ;R6), this leads to(
curly u2(t, x, y)
− curly u1(t, x, y)
)
= d
dt
(
L(u+ ∇yu¯)(t, x, y)
)−A(0, y)u0(x).
It is easy to check that divy ddt (L(u+∇yu¯)) = 0 and ddt (L(u+∇yu¯)) ∈ L∞(0, T ;L2(Ω ×
Y)); hence, once u and u¯ are computed, we get the expression of u by using the relation
curly(curly u) = −yu since divy u = 0. More precisely(
−yu2(t, x, y)
yu1(t, x, y)
)
= d
dt
curly L(u+ ∇yu¯)(t, x, y)− curly A(0, y)u0(x), (A.8)
with
L(u+ ∇yu¯)(t, x, y) =A(t, y)u(t, x) +
t∫
0
G(t, s, y)u(s, x)ds +L0(t, y) u0(x).
As we did for the first corrector, we may compute the second corrector u as a linear com-
bination of u. 
Remarks. (i) When G(t, s) = B(s) + C(t − s) with B ∈ W 1,1(0, T ;L∞(Ω;R36)) and
C ∈ W 2,1(0, T ;L∞(Ω;R36)), we immediately find the definitions and regularities of the
effective matrices as follows:
A(t) =
∫
Y
A(t, y)dy, B(t) =
∫
Y
B(t, y)dy,
C(t, s) =
∫
Y
C(t, s, y)dy, J 0 = d
dt
∫
Y
L
0(t, y)dy u0(x),
A ∈ W 2,1(0, T ;R36), B ∈ W 1,1(0, T ;R36),
C ∈W2,1(S;R36), J 0 ∈ W 1,1(0, T ;L∞(Ω;R6)), (A.9)
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
Ak(t, y) = A(t, y)(ek + ∇ywAk (t, y)), Bk(t, y) = B(t, y)(ek + ∇ywAk (t, y)),
Ck(t, s, y) = C(t − s)(ek + ∇ywAk (s, y)+A(t, y)∇ywk(t, s, y)
+ ∫ t
s
(B(s1, y)+C(t − s1, y))∇ywk(s1, s, y))ds1,
L
0
k(t, y) = A(t, y)∇yw 0k (t, y)+
∫ t
0 B(s, y)∇yw 0k (s, y)ds
+ ∫ t0 C(t − s, y)∇yw 0k (s, y)ds.
(ii) When, in addition the matrices A and B are independent of t , we can take matrix C
in W 1,1(0, T ;L∞(Ω;R36)) and the correctors take a simpler form; wA ∈ H 1per(Y ;R2)
is independent of t , w 0 ∈ W 2,1(0, T ;H 1per(Y ;R2)), and w ∈ W 1,1(0, T ;H 1per(Y ;R2))
depends on only one variable. They solve the following variational problems satisfied for
all v¯ ∈ H 1per(Y ;R2):
•
∫
Y
A(y)
(
ek + ∇ywAk (y)
) · ∇y v¯(y)dy = 0,
•
∫
Y
A(y)∇yw 0k (s, y) · ∇y v¯(y)+
∫
Y
t∫
0
B(y)∇yw 0k (s, y)ds · ∇y v¯(y)
+
∫
Y
t∫
0
C(t − s, y)∇yw 0k (s, y)ds · ∇y v¯(y) =
∫
Y
A(y)ek · ∇y v¯(y),
•
∫
Y
(
A(y)∇ywk(t, y)+
t∫
0
B(y)∇ywk(s, y)ds
+
t∫
0
C(t − s, y)∇ywk(s, y)ds
)
· ∇y v¯(y)
= −
∫
Y
(
B(y)
(
ek + ∇ywAk (y)
)+C(t, y)(ek + ∇ywAk (y))) · ∇y v¯(y),
a.e. in (0, T ).
The difference with previous situation (i) is that now C ∈ W 1,1(0, T ;R36) reads:
Ck(t, y) =
∫
Y
C(t)
(
ek + ∇ywAk (y)
)+ ∫
Y
A(y)∇ywk(t, y)
+
∫ t∫ (
B(y)+C(t − s, y))∇ywk(s, y)ds. (A.10)
Y 0
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approach.
A.5. Proof of Proposition 5
First we show that the sequence uα(p,x) is uniformly bounded in L2(Ω), for all
p > p0, and then by writing:
Muα(p,x) = (pAα(x)+Bα(x)+ pĈα(p, x))uˆα(p, x)− jˆ α(p, x)−Aα(x)uα,0(x),
we deduce that there exists c > 0 such that ‖ curl uˆα(p)‖L2(Ω) < c for all p > p0.
A.6. Proof of Lemma 6
The proof follows point by point that of Lemma 3.
A.7. Proof of Theorem 7
The first corrector is given by:
u(p,x, y) = wAk (y)uˆk(p, x)+w0k(p, y)u0k(x)+wk(p,y)uˆk(p, x), (A.11)
where wAk ∈ H 1per(Y ;R2), wk ∈ L∞(p0,∞;H 1per(Y ;R2)), w0k ∈ L∞(p0,∞;H 1per(Y ;R2))
are respectively the unique solution to the following variational problems posed for all
v¯ ∈ H 1per(Y ;R2):
•
∫
Y
A
(
ek + ∇ywAk
) · ∇y v¯ = 0,
•
∫
Y
(
pA+B + pĈ )∇ywk · ∇y v¯ = −∫
Y
(
B + pĈ )(ek + ∇ywAk ) · ∇y v¯,
•
∫
Y
(
pA+B + pĈ )∇yw0k · ∇y v¯ = ∫
Y
Aek · ∇y.
Hence we get the following expressions of the effective matrices and extra source:
Ak =
∫
Y
A(y)(ek + ∇ywAk (y)), Bk =
∫
Y
B(y)(ek + ∇ywAk (y)),
Ĉk(p) =
∫
Y
Ĉ(p, y)(ek + ∇ywAk (y))
+ ∫
Y
(A(y) + 1
p
B(y)+ Ĉ(p, y))∇ywk(p, y),
Ĵ 0(p, x) = ∫
Y
(pA(y)+B(y)+ pĈ(p,y))∇yw0k(p, y)u0k(x),
(A.12)
with the regularity Ĉ ∈ W 1,1(p0,∞;R36), Ĵ 0 ∈ W 1,1(p0,∞;L2(Ω;R6)).
850 A. Bossavit et al. / J. Math. Pures Appl. 84 (2005) 819–850To establish the strong convergences, we first note that matrix Aα(x) + Ĉα(p, x) is
uniformly coercive for almost all (p, y) ∈]p0,+∞[×Y and next we follow the same steps
as in the time-formulation.
With assumptions of Theorem 7 it is easy to check that wA = wA and that w0,w, Ĉ, Ĵ 0
are the Laplace transforms of respectively w 0,w,C,J 0.
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