We show that the scattering operator for defocusing energy critical semilinear wave equations u + f (u) = 0, f ∈ C ∞ (R) and f ∼ u 5 , in three space dimensions, determines f .
Introduction
We consider the following question: Given a nonlinear wave equation for which there is a well defined scattering operator, even if for only small data, what information about the equation can be extracted from its scattering operator? The similar question for linear equations has been very well studied, even though there are many important unanswered questions, see for example the surveys [47, 48] and references cited there for a general discussion about linear inverse scattering problems, but there seems to be relatively few results for nonlinear inverse scattering problems, see for example [12, 19, 30, 31] and references cited there.
Both equations (1.1) and (2.1) have conserved energies. The energy form of the solution of the linear wave equation (2.1) is given by
while the energy form of the solution of the semilinear wave equation (1.1), is given by
where F (u) = u 0 f (s)ds, (2.3) and in both cases we have
One has to make some assumptions on f (u) so that one can define a scattering operator for (1.1). As in [2, 4, 42] , we shall assume that f (u) satisfies the following hypothesis:
H1. f (u) = uh(u), h is even (or h(u) = h 0 (u 2 )) and 1 C |u| 4 ≤ |h(u)| ≤ C|u| 4 for all u ∈ R. H4. There exit C j > 0 such that |f (j) (u)| ≤ C j |u| 5−j , 0 ≤ j ≤ 5.
To be able to solve the inverse problem, we will add the following assumption:
is such that f (4) (u) = 0 if and only if u = 0.
For example, f (u) = u 5 , satisfies B.1, and in general perturbation of f (u) = u 5 such that f (4) (u) = Cu(1 + Z(u)), C > 0, Z(u) even, |Z(u)| < 1, and f (j) (0) = 0, j = 0, 1, 2, 3, then f (u) satisfies H.1 to H.4 and B.1.
Under assumptions H.1 to H.4 on the function f, Shatah and Struwe [42, 43] and Bahouri and Gérard [2] examined the well posedness of (1.1) for solutions in the spaces X(R; R 3 ) = C 0 (R;Ḣ 1 (R 3 )) ∩ C 1 (R; L 2 (R 3 )) ∩ L 5 (R; L 10 (R 3 )), and X loc (R; R 3 ) = C 0 (R;Ḣ 1 (R 3 )) ∩ C 1 (R; L 2 (R 3 )) ∩ L 5 loc (R; L 10 (R 3 )), wherė and proved the following:
Theorem 2.1 (Shatah and Struwe [42] , Bahouri and Gérard [2] ). Under the conditions H.1 to H.4, for any (ϕ, ψ) ∈Ḣ 1 (R 3 ) × L 2 (R 3 ), there exists a unique u ∈ X(R; R 3 ) satisfying (1.1).
Shatah and Struwe [42, 43] showed the existence and uniqueness for u ∈ X loc (R; R 3 ) and Bahouri and Gérard [2] showed that in fact such solutions u ∈ X(R; R 3 ). These are known as the Shatah-Struwe solutions of (1.1).
One of the key points in the proof of Theorem 2.1 is the following Strichartz estimate:
Theorem 2.2 (Ginibre and Velo [20] ). Given r ∈ [6, ∞), let q satisfy 1 q
Then there exists C r such that for every w(t, z) defined on R × R 3 , and for any T, ||w|| L q ([0,T ));L r (R 3 )) ≤ C r E 0 (w, ∂ t w)(0) + || w|| L 1 ([0,T ));L 2 (R 3 )) . (2.6)
But the usual energy method easily shows that 7) and therefore, for t ∈ [0, T ], we have ||w|| L q ([0,T ]);L r (R 3 )) + E(w, ∂ t w)(T ) ≤ C r E 0 (w, ∂ t w)(0) + || w|| L 1 ([0,T ]);L 2 (R 3 )) , (2.8)
we kept the notation C r , for a constant which depends only on r.
Bahouri and Gérard [2] proved the asymptotic completeness for solutions to (1.1) and defined the corresponding scattering operator. They showed that given finite energy Cauchy data (ϕ, ψ), and if u is the corresponding Shatah-Struwe solution to (1.1), there exist (ϕ ± 0 , ψ ± 0 ) ∈ L 2 (R 3 ) ×Ḣ 1 (R 3 ) such that if v ± (t, x) are the solutions of the Cauchy problem for the linear wave equation (2.1) with initial data (ϕ ± 0 , ψ ± 0 ), then lim t→∞ E 0 (v + (t) − u(t), ∂ t (v + (t) − u(t))) = 0, lim t→−∞ E 0 (v − (t) − u(t), ∂ t (v − (t) − u(t))) = 0. (2.9) They also proved that the maps
(2.10) are isometries. As usual, the nonlinear scattering operator was then defined by Bahouri and Gérard [2] as the map
(2.11)
The operators Ω ± are known as the nonlinear Møller wave operators and M as the nonlinear Møller scattering operator. We will prove the following: The proof of Theorem 2.3 relies on the analysis of the propagation of conormal singularities for solutions of semiliear wave equation. However, the Møller scattering operator defined in (2.11) is not quite suitable for the study of propagation of singularities, and as in [4] we will rephrase it in terms of Friedlander radiation fields.
2.1. The Radiation Fields and the Scattering Operator. In the case of the linear wave equation (2.1), the forward and backward radiation fields for the wave equation with a forcing term
are defined to be respectively
where r = |x| and θ = x |x| . In general, when we are not referring to initial data or forcing term, we denote the forward and backward radiation fields of a function u(t, r, ω), when they exist, by It is well-known, see for example [4] for a proof, the limits (2.13) can be computed in terms of the Radon transform of the initial data and the forcing term:
where H(t) is the Heaviside function, and σ(t, x) is the corresponding surface measure and R is the Radon transform:
Rg(s, θ) =
x,θ =s g(x)dµ(x) and µ(x) is the surface measure on the plane z, θ = s, see for example [26] and [16] . These maps have an extension as bounded operators
with the Lebesgue measure on R × S 2 , and moreover, the maps (2.17) are unitary, in the sense that
One also has the following inequalities which will be very useful below:
see the proof of Theorem 2.1 of [4] .
The Friedlander radiation fields can also be defined for the semilinear wave equation (1.1) with f (u) satisfying H1-H.4. This was shown by Grillakis [22] for initial data ϕ, ψ ∈ C ∞ 0 . Baskin and Sá Barreto [4] showed that the maps
but now with the semilinear energy norm
This relies on the key ingredient used to establish the existence and uniqueness of global solutions, which was proved by Bahouri and Shatah [3] :
Therefore the Friedlander nonlinear scattering operator
is an isometry. It is shown in [4] that the Friedlander and the Møller scattering operators are related by
where R ± are defined in (2.17 
2.2.
A geometric interpretation of the radiation fields. It is useful to give a geometric interpretation of the limits (2.20) as the asymptotic behavior of the solution u to either (1.1) or (2.12) on a compact manifold with corners. This is the point of view used by Baskin, Vasy and Wunsch [5, 6] to analyze the asymptotic behavior of the radiations fields as |s| ր ∞ on non-trapping asymptotically Minkowski manifolds. First one uses stereographic projection to compactify R × R 3 into the upper hemisphere of S 4 by setting
The sphere S 3 , which is the boundary of S 4 + , corresponds to ρ = (1 + |x| 2 + t 2 ) − 1 2 = 0. Perhaps it is more intuitive to think of (T, X) = 1
and think of S 4 + as the interior of the unit ball in R 4 . Notice that a light cone with vertex (t 0 , x 0 ), which is given by |t − t 0 | 2 = |x − x 0 | 2 will always intersect the boundary at infinity at the manifolds
independently of its vertex, see The next step is to blow-up the ball B = {z ∈ R 4 : |z| ≤ 1} along the manifolds S ± . We then consider the pull back the function u, which solves (1.1) or (2.12) , to the manifold obtained by blowing up B along S ± and analyze the limit of the pull-back of u at the boundary faces introduced by this blow-up. We denote these faces by F + , and they are usually called the front face, see Notice that the new boundary faces introduced by this blow-up is R = 0 in both sets of coordinates. But if one writes this in terms of the original variables (t, x) one finds that
Therefore, the limits (2.14) can be thought of as the limit of the lift of the function u to the blown-up manifold at the new boundary face introduced by the blow-up of S ± .
Given an L 2 function on one of the new boundary faces F + or F − , there exists a unique solution of (1.1) with such forward (if data is placed in F + ) or backward (if data is placed on F − ) radiation field. The map that takes the data on F − to the limit on F + is the scattering operator. The inverse of the scattering operator, of course does the opposite. Figure 2 . The manifold with corners obtained by blowing up the boundary of the compactification of R × R 3 along S ± , and the asymptotic behavior of a cone in Minkowski space. Following Friedlander [16, 17] , this can be thought of as hourglass waves starting at negative infinity, collapsing to a point, reemerging for t > 0 and expanding back to infinity.
2.3.
Considerations about the proof of Theorem 2.4. The proof of Theorem 2.4 has two main ingredients: 1. The linearization of the nonlinear scattering operator A at a non-zero C ∞ solution with a given radiation field, as in the work of Carles and Gallagher [12] . The Strichartz estimates of Ginibre and Velo (2.8) are used to control the error terms of the linear approximation 2. The analysis of the singularities formed by the interaction of three and four transversal progressing waves. We show that the principal symbol of the radiation field determine the nonlinearity on the manifold where the waves interact and this is enough to determine f (u). The idea of using nonlinear singularities to study inverse problems was first used by Kurylev, Lassas and Uhlmann [24] and further developed by Lassas, Uhlmann and Wang [25] , Uhlmann and Wang [49] and X. Chen, M. Lassas, L. Oksanen and G. Paternain [14] , Feizmohammadi and Oksanen [18] .
The study of propagation of singularities for semilinear wave equations started with the work of Bony [8] . The more specific question of propagation of conormal singularities for semilinear wave equations was studied by several authors, including Beals [7] , Bony [9, 10, 11] , Chemin [13] , Melrose and Ritter [29] , Rauch and Reed [34] , Sá Barreto [36] and more recently by Sá Barreto and Wang [37] and Sá Barreto [38] .
We end this section by recalling the following support and regularity theorem for semilinear radiation fields, Theorem 1.2 of [4]: Theorem 2.5. (Baskin and Sá Barreto [4] ) Let F ∈ L 2 (R) be compactly supported satisfy
are such that L ± (ϕ, ψ) = F, then ϕ and ψ are compactly supported and radial. Moreover, if F ∈ C ∞ 0 (R), then ϕ, ψ ∈ C ∞ 0 (R 3 ).
The Main
Step in the Proof of Theorem 2.4
We will combine properties of the scattering operator A and propagation of conormal singularities for linear equations to prove the following: Theorem 3.1. Let f j (u), j = 1, 2, satisfy hypotheses H.1 to H.4 and B.1. Let L j± , j = 1, 2, denote the corresponding radiation fields given by (2.20) .
, independent of ω, and such that R Υ 0 (s)ds = 0, then according to Theorem 2.5, there exist ϕ j , ψ j ∈ C ∞ 0 (R 3 ), j = 1, 2 such that L j− (ϕ j , ψ j ) = Υ 0 , j = 1, 2. Let u j be the solution to
Let A j denote the scattering operator associated with f j . If A 1 = A 2 , then the third and fourth derivatives of f 1 and f 2 satisfy
The proof of this result will take the bulk of the paper, but once it is established, we can prove Theorem 2.4.
3.1. Proof of Theorem 2.4. We will prove Theorem 2.4 as a consequence of Theorem 3.1. So let us assume we have proved (3.2).
Proof. Let Υ 0 ∈ C ∞ 0 (R), be independent of ω, and furthermore assume that
where G ∈ C ∞ 0 (R) and the space of such Υ 0 dense in L 2 (R). We know from Theorem 2.5 that the corresponding initial data ϕ j and ψ j in (3.1) are radial and ϕ j , ψ j ∈ C ∞ 0 (R 3 ), and from Theorem 2.1 and the result of Struwe [46] , since the initial data is radial, u j ∈ C ∞ (R × R 3 ). Theorem 3.1 implies that
2 (u 2 (t, x)), and f (4) 1 (u 1 (t, x)) = f (4) By differentiating the first equation in (3.3) with respect to (t, x) we obtain f (4) 4) and we conclude that
2 (ϕ 2 (s)) = 0,
We know from assumption B.1 that f
1 (ϕ 1 (s)) = f 
and therefore
But since ϕ 1 , ϕ 2 ∈ C ∞ and ϕ 1 (a j ) = ϕ 2 (a j ), it follows that c j = 0, 1 ≤ j ≤ k, and therefore ϕ 1 = ϕ 2 = ϕ and f 1 (ϕ(s)) = f 2 (ϕ(s)).
As discussed above, the set of Υ 0 is dense in L 2 (R) and so, by continuity of the radiation fields, this holds for all Υ 0 ∈ L 2 (R) and therefore f 1 (ϕ) = f 2 (ϕ) for all ϕ ∈ C ∞ 0 (R 3 ) and radial. Therefore f 1 (s) = f 2 (s) for all s ∈ R.
3.2.
The steps of the proof of Theorem 2.4. For Υ ∈ L 2 (R × S 2 ), we know from the work of Bahouri and Gérard [2] and that there exists u ∈ X(R;
We let Υ k ∈ L 2 (R × S 2 ), k = 0, 1, 2, 3, 4, and ε j > 0, j = 1, 2, 3, 4 and let Υ be of the form
The scattering operator acting on Υ is given by
The proof of Theorem 3.1 consists of three parts: Step 1. We establish an asymptotic expansion of the scattering operator of the following form
Step 2. We pick Υ 0 ∈ C ∞ 0 (R), as in the statement of Theorem 2.4. We choose Υ k , k = 1, 2, 3, 4 to be the radiation fields of suitably chosen conormal spherical waves.
Step 4. We compare the singularities of the terms Ξ α , |α| = 3, with the singularities Υ k , k = 1, 2, 3, and in this case we take Υ 4 = 0. We show that Ξ α contains additional conormal singularities and by computing the principal symbol of those, and by varying Υ k , k = 1, 2, 3, that we can determine
Step 5. We repeat the procedure for from the singularities of Ξ α with |α| = 4 and show that we
Step 6. In particular this shows that if f 1 and f 2 have the same scattering operator, and u 10 and u 20 are the corresponding solutions to (3.6), then
The Linearization and Asymptotic Expansion
As we described above, in the first step we proceedà la Carles and Gallagher [12] , linearize the equation about a C ∞ solution u 0 (t, x) and analyze the corresponding asymptotic expansion. While a complete expansion was established in [12] , using the fact that f (u) is real analytic, here we establish an expansion up to order five.
Let u satisfy u = −f (u) and we write u = u 0 + (u − u 0 ), and so
(4.1)
Next we write y = (t, x) and
We substitute this expression into (4.1), match powers of ε up to order four, and obtain bounds for the remainder. The term independent of ε, u 0 , satisfies the following equation:
where N ± were defined in (2.14). We use this notation here because the Cauchy data of u 0 has not been specified. We know there exists a unique u 0 ∈ X(R; R 3 ) satisfying (4.3) because the maps L ± defined in (2.21) are isometries.
The terms in ε α with |α| = 1 are denoted by w 1 = w 1,0,0,0 , w 2 = w 0,1,0,0 , w 3 = w 0,0,1,0 and w 4 = w 0,0,0,1 , (4.4) and satisfy
We shall prove that given u 0 ∈ X(R, R 3 ) there exists a unique w j ∈ X(R; R 3 ) satisfying (4.5).
To compute the terms in ε α with |α| = 2, we write α = β 1 + β 2 , with |β 1 | = |β 2 | = 1, and we have
and N − w α = 0.
(4.6)
We shall prove that, given
To compute the terms of order three, we write
and we find
As in the first two cases, we shall prove that, given u 0 , w β 1 , w β 2 , w α ∈ X(R; R 3 ), with |β 1 | = |β 2 | = 1, and |α| = 2, there exists a unique w α ∈ X(R; R 3 ) satisfying (4.7). We split the terms with |α| = 4 into
and write
Again, we shall prove that, given u 0 , w α ∈ X(R; R 3 ), |α| = 1, 2, 3, there exists a unique w α ∈ X(R; R 3 ) with |α| = 4 satisfying (4.8).
We then estimate the remainder Z(y, ε) given by (4.2). We define
with w j, ε homogeneous of degree j in ε.
Using this notation we find that Z(y, ε) satisfies
(4.9)
The following result establishes the existsnce of w α , |α| ≤ 4 and an estimate for the remainder Z(y, ε) :
, j = 0, 1, 2, 3, 4, and let u be the unique Shatah-Struwe solution of
and let u 0 be the unique Shatah-Struwe solutions of (4.3). Then there exist unique w α ∈ X(R; R 3 ), |α| ≤ 4, which satisfy equations (4.5) to (4.8). Let w ε be defined by (4.2), corresponding to these w α , and let
Then there exists ε 0 > 0 and C > 0 such that for ε j < ε 0 , j = 1, 2, 3, 4
Moreover, for | ε| < ε 0 ,
This implies that
, j = 0, 1, 2, 3, 4, let u 0 satisfy (4.3) and let w α , |α| ≤ 4, satisfy (4.5) to (4.8) . Let ε 0 be as in Theorem 4.1. Then, for | ε| < ε 0 ,
where Ξ α = N + w α , and we adopt the notation (4.4). Since the maps L ± defined in (2.21) are isomorphisms, we know that there exist unique u, u 0 ∈ X(R; R 3 ) satisfying equations (4.10) and (4.3), we only need to prove that there exist unique w α ∈ X(R; R 3 ), |α| = 1, 2, 3, 4, satisfying (4.5), (4.6), (4.7) and (4.8) and if Z(y, ε) is given by (4.11), it satisfies (4.12), and finally (4.13) holds.
We will prove the following two propositions:
satisfying (4.8).
and Proposition 5.2. Let u ∈ X(R; R 3 ) be the unique Shatah-Struwe solution of (4.10). Let u 0 ∈ X(R; R 3 ) satisfy (4.5) and let w α ∈ X(R; R 3 ), |α| ≤ 4, satisfy (4.5) to (4.8). Let G be defined by (4.1) and let Z(y, ε) be defined by (4.2). Then there exists C > 0 and ε 0 > 0 such that for | ε| < ε 0 , and for any T ∈ R, equation (4.12) is satisfied.
Assume these Propositions have been proved. We can then prove Theorem 4.1.
Proof. We know that N − Z(y, ε) = 0 and that Z(y, ε) and G = Z satisfy (4.12). Then it follows that, for any T ∈ R,
and so we deduce from (2.18) and (2.19 ) that
So it follows that
But (4.12) holds for all T, and therefore ||G|| L 1 ((T,∞);L 2 (R 3 )) ≤ C| ε| 5 , and now the same estimate, applied to the forward radiation field, shows that
This is the same as saying that
This proves (4.14) and hence it proves Theorem 4.1.
5.1. The proof of Proposition 5.1. We begin by proving the following:
Proof. This is a linear equation, but with a potential in L 5 4 (R; L 5 2 (R 3 )) and a forcing term g ∈ L 1 (R; L 2 (R 3 )), and a given radiation field. So this result is by no means obvious. We follow the strategies used by Bahouri and Gérard [2] to prove asymptotic completeness for (1.1) and by Carles and Gallagher [12] to establish the analogue of (4.14) in the real analytic case. Let w 0 ∈ X(R; R 3 ) be the solution to Since we are dealing with the backward radiation field in (5.1), we use the first inequality in (5.3) . For any w ∈ L 5 ((−∞, T 0 ]; L 10 (R 3 )), let υ satisfy
We want to show that the map
is bounded and a contraction for small δ. The fact that the equation is linear, allows us to work in the entire space L 5 ((−∞, T 0 ]; L 10 (R 3 )) instead of in a ball of small radius as in [2] . It follows from (2.8) that
By assumption, R − (ϕ w , ψ w ) = R(0, 0, −V (w + w 0 )(s + T 0 )) = 0, but we also know that
and it follows from (2.19) that
But by applying Hölder inequality twice with p = 5 and q = 5 4 we obtain
It follows from (5.3) and (5.8) that
So the map C defined in (5.5) is bounded.
Next observe that if υ j = Cw j , j = 1, 2, then, since equation (5.4) is linear, using the same argument it follows that
and so, if 2C 10 δ < 1, C is a contraction, and its fixed point w * satisfies
Now, we want to extend w * to a global solution on R × R 3 . We take a partition of [T 0 , T 1 ], where T 0 , T 1 are such that (5.3) holds, consisting of non-overlapping intervals I j = [a j , a j+1 ], 0 ≤ j ≤ N, such that a 0 = T 0 , a N = T 1 and ||V ||
We claim there exist unique W j ∈ X([a 0 , a 1 ], R 3 ), j = 0, 1, . . . , N, such that (5.11) and for 1 ≤ j ≤ N,
We proceed as above, and the key point here is that the constant C 10 in the Strichartz estimate (2.8) does not depend of the size of the interval.
If ϑ ∈ L 5 (I 0 ; L 10 (R 3 )), and for such ϑ, let υ = C I 0 ϑ denote the solution to
We proceed exactly as above and use Hölder inequality and (2.8) to conclude that
and
So, for δ chosen as above, C I 0 is a contraction and its fixed point W 0 satisfies (5.11). The same argument, with the same choice of δ, applies to all intervals I j . This gives an extension of the solution w, from (−∞, T 0 ] to (−∞, T 1 ].
Next we want to show there exists a unique solution
We use the same method as above, and the assumption on the norm of V in [T 1 , ∞) in (5.3) and the choice of δ guarantees that the corresponding map is a contraction. The function w given by w = w * , t ≤ T 0 , w = W j , t ∈ (a j , a j + 1], j = 0, 1, . . . , N, w = W, t > T 1 ,
This ends the proof of the Lemma.
Next we will apply Lemma 5.3 to prove Proposition 5.1, but to do that, first we need to prove estimates, which control L p L q norms of products of functions:
is a homogeneous polynomial with positive coefficients of degree j with 1 ≤ j ≤ 5, then
where ||v j || = ||v j || L 5 (I;L 10 (R 3 )) . Proof. The statements is obvious when Q is of degree 1. When Q is of degree 2, the Cauchy-Schwarz inequality gives When j = 3, Hölder inequality with p = 3 gives
, and the result follows from the previous inequality. The proofs for j = 4 and j = 5 are very similar.
We also need the following Proof. We just need to apply Hölder inequality with p = 5 4 and q = 5 twice to verify that ||V 4 w j w k w l w m || L 1 (R;L 2 (R 3 )) ≤ ||V 4 || L 5 (R;L 10 (R 3 )) ||w j w k w l w m || Similarly, an application of Hölder inequality with p = 5 2 and q = 5 3 gives
, and again the desired inequality follows from Lemma 5.4. The same argument gives the first inequality in (5.15).
We know from (5.14) that f ′ (u 0 ) ∈ L 5 4 (I; L 5 2 (R 3 )) and therefore we can apply Lemma 5.3 to conclude that there exist unique w j ∈ L 5 (R; L 10 (R 3 )), j = 1, 2, 3, 4, which satisfy (4.5).
Similarly, to prove the existence of w α with |α| = 2, we use Lemma 5.4 and Lemma 5.5 to show that
, and so Lemma 5.3 implies that there exist unique w α ∈ L 5 ((R); L 10 (R 3 )), |α| = 2 satisfying (4.6). Now, to prove the existence of w α with |α| = 3, we need to consider products of the type f ′′ (u 0 )w j w α , |α| = 2 and f (3) (u 0 )w j w k w m , but again Lemma 5.4 and Lemma 5.5 show that both are in L 1 (R; L 2 (R 3 )), and so there exist w α ∈ L 5 (R; L 2 (R 3 )), |α| = 3 satisfying (4.7). To show that there exists a unique w α with |α| = 4 we need to show that the terms f (2) 
, and once again this is guaranteed by Lemma 5.4 and Lemma 5.5. This ends the construction of w α with |α| ≤ 4 and the proof of Proposition 5.1.
5.2.
The Proof of Proposition 5.2. We know from the work of Bahouri and Gérard [2] that there exist unique u ∈ X(R; R 3 ) and u 0 ∈ X(R; R 3 ) satisfying (3.5) and (3.6) . We also know from Proposition 5.1 that there exist unique w α ∈ X(R; R 3 ), with |α| ≤ 4 satisfying (4.5) to (4.8) . Let Z(y, ε) be given by (4.2) . We emphasize we are not proving the existence or uniqueness of Z(y, ε). We already know this. We only need to prove the estimates (4.12).
Proof. We use Z = Z(y, ε) and rewrite (4.9) as
V j , 1 ≤ j ≤ 5, and R are given by (4.9).
(5.16)
We know from Proposition 5.1 and Lemma 5.4 that
We already know from Lemma 5.5 that V j ∈ L 5 5−j (R, L 10 5−j (R 3 )), where V j , 1 ≤ j ≤ 4, is defined in (4.9). Since |f (5) (u)| ≤ C, then |V 5 | ≤ C. The following is a consequence of Lemma 5.5:
If w k ∈ L 5 (R; L 10 (R 3 )), 1 ≤ k ≤ 5, W 2 = (w 1 , w 2 ), W 3 = (w 1 , w 2 , w 3 ),
then for γ such that γ = (γ 1 , . . . , γ j ), |γ| ≤ j, j ≤ 5,
Since N − Z = 0, we have that if T ∈ R, and Z = Λ(Z) + R,
. Then Strichartz estimate (2.8) implies that for any T, We pick δ > 0, such that
and we the pick T 0 such that
Then, provided T < T 0 ,
So we can absorb this term into the left side of (5.21) and conclude that for any T < T 0 , such that (5.23) holds , 1 ≤ j ≤ 4, C 5 = 4C 10 C.
But, because of (5.17) a ≤ C| ε| 5 , with C independent of T, and so we can pick ε 0 > 0 such that 5 j=2 2 j C j a j−1 < 1 for ε < ε 0 , and for this choice of ε 0 , ||Z|| L 5 ((−∞,T ];L 10 (R 3 ) ≤ C| ε| 5 , provided T ≤ T 0 , and | ε| < ε 0 . < δ, with δ as in (5.22) . (5.28) Strichartz estimate (2.8) gives that for t ∈ [a 0 , a 1 ], and K 0 as in (5.27) ,
As above, we use (5.28) and (5.22) to absorb the term 2C 10 ||V 1 || onto the left hand side, and we conclude that
Another application of (5.17) and Lemma 5.6 shows that there exists ε 0 and C > 0 such that for ε j < ε 0 ,
and substituting this in (5.29) gives
We repeat the same argument for the interval [a 1 , a 2 ] and subsequent intervals. The key point here is that with δ such that 2C 10 δ < 1 2 , one can absorb the term 2C 10 ||V 1 || onto the left hand side and arrive at an estimate just like (5.29) for the interval [a j , a j+1 ]. The choice of δ remains fixed. We conclude that there exists ε 0 = ε 0 (N ), and C = C(N ) > 0 such that
Grouping these terms together we find that there exists ε 0 = ε 0 (N ) > 0 and C = C(N ) such that
This process seems to fail, as the constants depend on N, and we cannot let T 1 ր ∞, but the point is that we can pick T 1 such that onto the left hand side and conclude that
Again we apply (5.17) and Lemma 5.6 to conlcude that that there exist C > 0 and ε 0 > 0 such that for ε < ε 0
Substituting this into (5.33) and using (5.17) we conclude that
Combining (5.26), (5.31), (5.35) and (5.36) we deduce that there exists ε 0 > 0 such that
This proves the first estimate in (4.12), so it remains to prove the second estimate in (4.12). But once we have (5.37) we use (5.18) to show that 
Radiation Fields of Conormal Spherical Waves
As discussed in Section 3 pick Υ 0 ∈ C ∞ 0 (R × S 2 ) to be radial, or independent of ω, and we pick Υ j , j = 1, 2, 3, 4 of the form
which correspond to the backward radiation field of four spherical waves. Indeed, notice that
for j = 1, 2, 3, 4, satisfy ζ − j = 0. Also notice that if z = rω,
and therefore, for j = 1, 2, 3,
But we need to analyze the singularities of the solutions w j (y) to (4.5) with backward radiation field given by Υ j . Recall that from the discussion in Section 3, with a suitable choice of Υ 0 , u 0 (t, x) ∈ C ∞ (R × R 3 ), where u 0 (t, x) is the solution of (3.6).
Given u 0 , we want to show that the solution to (4.5), has a singularity expansion of the form
In terms of singularities, this corresponds to a spherical wave coming from t = −∞, which collapses to a point at {t = s j } and re-emerges as a spherical wave for t > 0. Friedlander [17] named this a hourglass wave.
Since we are only concerned with the singularities on the spherical wave, we treat the cut off χ as being equal to one.
Away from z = z j , we can write
We substitute this expansion into the wave equation (4.5) and also use the facts that |z − z j | −1 (t − s j + |z − z j |) k ± = 0, for any k ∈ N,
and that β − 0 = 1. To simplify the notation, we denote
Next we introduce polar coordinates with vertex at z j , and use r j to denote the distance to z j , and θ = z−z j |z−z j | , so z−z j |z−z j | · ∇ z = ∂ r j , and we obtain
This gives a series of transport equations for the coefficients β − k :
For t > s j one has the expansion
The coefficients of the expansion β + k (z) satisfy a similar set of transport equations:
Here γ + k correspond to the analogue coefficients of the expansion (6.4). The scattering operator for the operator + f ′ (u 0 ), A satisfies, for any N ∈ N,
Propagation of Singularities for Radiation Fields
We will need a general result about propagation of singularities for radiation fields and we recall a result which is essentially contained in the the work of Sá Barreto and Wunsch [39] :
Let Λ denote the image of Λ under this coordinate change. Then Λ intersects {x = 0} transversally and Λ extends as a C ∞ conic Lagrangian submanifold of
If locally in T * U \ 0 and near {x = 0}, Λ = N * Σ, where Σ ⊂ U, is a C ∞ hypersurface, then Σ intersects {x = 0} transversally at Σ ∞ = Σ ∩ {x = 0}, and Λ ∞ = N * Σ ∞ . We shall call Σ ∞ and Λ ∞ respectively the forward radiation patterns of Σ and Λ.
If u ∈ I m (U, Λ) is a Lagrangian distribution, then u| x=0 ∈ I m+ 1 4 (R × S 2 , Λ ∞ ) and its symbol is equal to σ(u)| Λ∞ . If u is elliptic, so is u| {x=0} .
Proof. Written in the variables (s, r, ω), s = t − r, as r → ∞, the operator P = r r −1 becomes
This is a compactification of R n \ 0, which has a natural extension to a neighborhood of {x = 0}.
The Hamilton vector field of ̺ = σ 2 (P) = 2µξ + x 2 ξ 2 + h(ω, κ), where ξ is the dual variable to x, µ is the dual to s, and κ is the dual to ω, is given by
But on the characteristic variety of , and away from the zero section of T * R 4 , τ 2 = 0. But τ = µ, and so we conclude that near x = 0, and on {̺ = 0}, H ̺ is transversal to {x = 0}. So, as observed by Sá Barreto and Wunsch [39] , since Λ ⊂ {̺ = 0}, H ̺ is tangent to Λ, and so the Lagrangian submanifold Λ extends across {x = 0} as the union of integral curves of H ̺ which start on Λ in
Suppose that Λ = N * Σ, then the projection Π : Λ −→ U is a diffeomorphism. But then, since H ̺ is transversal to {x = 0} and tangent to Λ, for a point p ∈ Λ ∩ {x = 0}, the tangent space where φ(x, s, ω, θ) parametrizes Λ in the sense that
Then of course, φ(0, s, ω, θ) parametrizes Λ ∞ and u(0, s, ω) = R N e iφ(0,s,ω,θ) a(0, s, ω, θ)dθ, a ∈ S m+1− N 2 (U × R N θ ).
Since the dimension drops by one, the order of the Lagrangian distribution goes up by 1 4 . If u is elliptic, so is u| {x=0} .
Singularities Produced by the Interaction of Three Waves
In this section we consider the case where Υ 4 = 0 and Υ j , j = 1, 2, 3 are given by (6.1). In particular we are interested in analyzing the singularities of w 1,1,1,0 . Since Υ 4 = 0, it follows that w 4 = 0
According to the discussion above, the solutions w α , with |α| = 1 to (4.5), are conormal to the half light cones Σ − j = {t − s j + |z − z j | = 0}, j = 1, 2, 3, if t < s j , Σ + j = {t − s j − |z − z j | = 0}, j = 1, 2, 3, if t > s j , Here, according to (4.4), we identify w 1,0,0,0 = w 1 , w 0,1,0,0 = w 2 , w 0,0,1,0 = w 3 .
We know the functions w α , |α| = 2, satisfy
We know from a result of Bony [9] that for t < s j w 1,1,0,0 is conormal to Σ − 1 ∪ Σ − 2 , and for t > s j w 1,1,0,0 is conormal to Σ + 1 ∪ Σ + 2 , and similarly w 1,0,1,0 is conormal to Σ ∓ 1 ∪ Σ ∓ 3 and w 0,1,1,0 is conormal to Σ ∓ 2 ∪ Σ ∓ 3 , depending of whether if t < s j or t > s j . Hence, based on Proposition 7.1, the singularities of Ξ α = N + (w α ), |α| = 2 are contained in Σ + j∞ , j = 1, 2, 3, where
Our goal is to hunt for singularities of Ξ 1,1,1,0 = N + (w 1,1,1,0 ) which are not cointained in Σ + j∞ , j = 1, 2, 3. These singularities will be generated by the nonlinearity, and will give information about f (3) (u 0 ).
According to (4.7),
The distributions w β , |β| = 1 are conormal to Σ ± β , according to the identification (4.4) also used above. The distributions w β 1 +β 2 , |β 1 | = |β 2 | = 1, are conormal to Σ ± β 1 ∪ Σ ± β 2 . The products w 1,0,0,0 w 0,1,1,0 , w 0,1,0,0 w 1,0,1,0 and w 0,0,1,0 w 1,1,0,0 are conormal to Σ 1 ∪ Σ 2 ∪ Σ 3 . The same is true for the triple product w 1,0,0,0 w 0,1,0,0 w 0,0,1,0 . According to a theorem of Melrose and Ritter [29] and Bony [10, 11] , w 1,1,1,0 is conormal to
Here
According to Proposition 7.1, we define
We will show that the singularities of Ξ 1,1,1,0 = N + (w 1,1,1,0 
We will compute the principal symbol of w 1,1,1,0 on Λ Q − ,∞ away from ∪ 3 j=1 N * Σ j,∞ . The key point is to show that even though the radiation fields of the terms E + f ′′ (u 0 )(w 1,0,0,0 w 0,1,1,0 + w 0,1,0,0 w 1,0,1,0 + w 0,0,1,0 w 1,1,0,0 ) and E + f (3) (u 0 )w 1,0,0,0 w 0,1,0,0 w 0,0,1,0 ) , will be singular at ± Λ Q ± ,∞ \ 0, the singularities of the latter term are stronger.
We already know that for Υ j , j = 1, 2, 3, given by (6.1), the solution w j to (4.5) has an asymptotic expansion given by (6.3). So we find that for t < s j , w j is a conormal distribution to Σ − j = {t − s j + |z − z j | = 0}, and if we denote y j = t − s j + |z − z j |, j = 1, 2, 3, away from z = z j , and so Σ j = {y j = 0}.
Since w 1,0,0,0 = Z 1 (y)y m 1+ + smoother terms, w 0,1,0,0 = Z 2 (y)y m 2+ + smoother terms, w 0,0,3,0 = Z 3 (y)y m 3+ + smoother terms, where Z j (y) = |z − z j | −1 written with respect to y. It follows that
One way to analyze the singularities of w 1,1,1,0 is to use the calculus of paired Lagrangian distributions established by Greenleaf and Uhlmann [21] . This is the approach used in the work of Kurylev, Lassas and Uhlmann [24] and Lassas, Uhlmann and Wang [25] . In fact we can just quote Proposition 3.7 of [25] . [25] ) Let Γ ± = Σ ± 1 ∩ Σ ± 2 ∩ Σ ± 3 , and let Λ Q ± be defined in (8.3 ). If f (3) (u 0 ) does not vanish on a segment I ± ⊂ Γ ± , then away from N * Σ ± j and N * (Γ ± ), w 1,1,1,0 ∈ I −3m−4 (R 4 , Λ Q ± ) on the portion of Λ Q ± emanating from I ± . In the case of Γ − , according to (8.5) , the principal part of w 1,1,1,0 on the subset of Q − emanating from I − is given by
Using this result, one can compute the singularities of N + (w 1,1,1,0 ) :
Let Υ j , j = 1, 2, 3 be given by (6.1). Let Σ j,∞ , given by (8.1), denote the forward radiation patterns of Σ + j . Let Γ ± = Σ ± 1 ∩ Σ ± 2 ∩ Σ ± 3 , and let Λ Q ± ∞ be defined in (8.4) . Let w 1,1,1,0 be the corresponding solution to (8.2) . Then, for suitably chosen z j , and s j , j = 1, 2, 3, and away from Σ ± j,∞ ,
Moreover, the principal symbol of Ξ 1,1,1,0 at a point (s, ω, µ, κ) ∈ Λ Q − ,∞ away from Σ ± j,∞ , j = 1, 2, 3, on determines f (3) (u 0 (q)), where (q, τ, ξ) ∈ N * Γ − \ 0 and (s, ω, µ, κ) ∈ Λ Q − ,∞ \ 0 are connected by a unique bicharacteristic for H ̺ . Moreover, by varying z j and s j , one determines
Proof. We are interested in the singularities of w 1,1,1,0 emanating from Γ − . As above, let y j = t − s j + |z − z j |, j = 1, 2, 3, then Γ − = {y 1 = y 2 = y 3 = 0}, which corresponds to the intersection of the three waves. If Λ Q − denote the Lagrangian submanifold of T * R 4 \ 0, obtained by the flow-out of the submanifold
under H p , the Hamilton vector field of p. Therefore, the principal part of the singularity of w 1,1,1,0 on Λ Q − and away from the incoming surfaces and Γ − is given by
It's symbol σ(w 1,1,1,0 ) satisfies,
where, as above p = σ 2 ( ). This means the symbol is constant along the bicharacteristics of H p . This means we can read 1 3! f (3) (u 0 (q)) from the singularities of N + (w 1,1,1,0 ). Notice that one can also determine if f (3) (u 0 (q)) = 0 because there will be no singularities of top order.
One can do this computation quite explicitly for a particular, yet general enough example. We pick s 1 = s 2 = s 3 = 0, and z 1 = (0, 0, 0, 0), z 2 = (2a, 0, 0, 0) and z 3 = (0, 2b, 0, 0), (8.6) Then, the light cones with vertices on these points satisfy
, and they will intersect transversally at the hyperbolas
For t < 0, the conormal bundle to Γ − is given by
The Lagrangian submanifold Λ Q − obtained by the flow-out of (N * Γ − \ 0) ∩ {p = 0}, is given by
The projection of Λ Q − to R 4 is denoted by Q − and it is given by
If one writes z = rω, r = |z|, and sets t = s + r, then This shows that, there are many points on Q − ∞ which are not on Σ + j,∞ . So by computing the principal symbol of w 1,1,1,0 along the null bicharacteristics for p starting over a point (a, b, x 30 , t 0 ) ∈ Γ − , which do not lie on N * Σ j \ 0, j = 1, 2, 3, σ(w 1,1,1,0 ) determines f (3) (u 0 ) (a, b, x 03 , t 0 ), with t 0 = −(x 2 03 + a 2 + b 2 ) 
Singularities Produced by the Interaction of Four Waves
In this section we consider the case where Υ j , j = 1, 2, 3, 4, are given by (6.1) and we are interested in analyzing the singularities of w 1,1,1,1 . In this case we have to consider a system of equations. The terms w β , with |β| = 1 : β = (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1), satisfy the linear equation (4.5), the terms w β , of order two, β = (1, 1, 0, 0), (1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 1, 0), (0, 1, 0, 1), (0, 0, 1, 1), satisfy (4.6). The terms of order three, w β , β = (1, 1, 1, 0), (1, 1, 0, 1), (1, 0, 1, 1), (0, 1, 1, 1), satisfy (4.7). To express the equation (4.8) for the term w 1,1,1,1 , we split the terms α = (1, 1, 1, 1) into α = β 1 + β 2 , |β 1 | = 2, |β 2 | = 2, α = β 1 + β 2 , |β 1 | = 1, |β 2 | = 3, α = β 1 + β 2 + β 3 , |β j | = 1, j = 1, 2, |β 3 | = 2, and α = (1, 0, 0, 0) + (0, 1, 0, 0) + (0, 0, 1, 0) + (0, 0, 0, 1), and write
w β 1 w β 2 w β 3 + 1 4! f (4) (u 0 )w 1,0,0,0 w 0,1,0,0 w 0,0,1,0 w 0,0,0,1 , N − w 1,1,1,1 = 0.
(9.1)
We will compute the principal symbol of w 1,1,1,1 on the light cone emanating from γ − = ∩ 4 j=1 Σ − j . Here we have the interaction of four waves and we need to describe the singularities coming from each term of (9.1). Just like the triple interaction case discussed above, this analysis was done by Lassas, Uhlmann and Wang in Proposition 3.11 of [25] . Proposition 9.1. ( Lassas, Uhlmann and Wang [25] ) Let γ ± = Σ ± 1 ∩ Σ ± 2 ∩ Σ ± 3 ∩ Σ ± 4 , and let Λ ± ⊂ T * R 4 \0 denote the Lagrangian submanifold obtained by the flow-out of (T * γ ± R 4 \0)∩{p = 0} by H p . If f (4) (u 0 (γ ± )) = 0, then away from N * Σ ± j and T * γ ± R 4 , w 1,1,1,1 ∈ I −4m− 9 2 (R 4 , Q ± ) and principal symbol of w 1,1,1,1 is given by 1 4 
The key point here is that there finitely many interactions, and Ξ 1,1,1,1 is conormal to a finite set of surfaces and we are interested in the singularity of Ξ 1,1,1,1 = N + (w 1,1,1,1 ) on the radiation pattern of the light cone over the quadruple interaction ∩ 4 j=1 Σ − j , which are not on the other surfaces. The following is the main result of this section: Proposition 9.2. Let γ − = ∩ 4 j=1 Σ − j and let Λ − ⊂ T * R 4 \ 0 denote the Lagrangian submanifold obtained by the flow-out of (T * γ − R 4 \0)∩{p = 0} by H p and let Λ −,∞ denote its radiation pattern. Let Λ Q jkl ± ,∞ be the forward radiation pattern of Λ Q jkl ± , which are Lagrangians submanifolds emanating from the triple interactions Σ j ∩ Σ k ∩ Σ l , and let N * Σ j∞ , j = 1, 2, 3, 4, be as defined in Proposition 7.1. Then, away from Λ Q jkl ± ,∞ and from N * Σ j∞ , j = 1, 2, 3, 4, N + (w 1,1,1,1 ) = I −4m− 17 4 (R × S 2 , Λ −∞ ). In this case, if γ − = (t 0 , z * ), the principal symbol of w 1,1,1,1 at a point of Λ −∞ which is not on any other Lagrangians, determines f (4) (u 0 (γ − )).
We can apply this to the four spherical waves given by s 1 = s 2 = s 3 = s 0 = 0, z 1 , z 2 , z 3 given by (8.6) and z 4 = (0, 0, 2c, 0). The four waves will intersect at γ − = {x 1 = a, x 2 = b, x 3 = c, t = t 0+ = −(a 2 + b 2 + c 2 ) The forward cones Q ± are given by
Their radiation patterns are given by Q ±,∞ = {s − t 0± − ω, γ ± = 0}.
By following the argument used in the case of the interaction of three waves, this determines f (4) (u 0 (a, b, c, t 0− )). Again by varying s * = s 1 = s 2 = s 3 = s 4 , this determines f (4) (u 0 (a, b, c, s * + t 0− )), and hence f (4) (u 0 (p)) for all p ∈ R 4 . A, Sá Barreto is grateful to the Simons Foundation for their support under grant #349507, Antônio Sá Barreto. G. Uhlmann was partially supported by NSF, a Walker Family Endowed Professorship at UW and a Si-Yuan Professorship at IAS, HKUST.
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