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Abstract
This work investigates an integrated aerial remote sensor design approach to address
moving target detection and tracking problems within highly cluttered, dynamic groundbased scenes. Sophisticated simulation methodologies and scene phenomenology
validations have resulted in advancements in artificial multimodal truth video synthesis.
Complex modeling of novel micro-opto-electro-mechanical systems (MOEMS) devices,
optical systems, and detector arrays has resulted in a proof of concept for a state-of-theart imaging spectropolarimeter sensor model that does not suffer from typical multimodal
image registration problems. Test methodology developed for this work provides the
ability to quantify performance of a target tracking application with varying ground
scenery, flight characteristics, or sensor specifications. The culmination of this research
is an end-to-end simulated demonstration of multimodal aerial remote sensing and target
tracking. Deeply hidden target recognition is shown to be enhanced through the fusing of
panchromatic, hyperspectral, and polarimetric image modalities.
The Digital Imaging and Remote Sensing Image Generation model was leveraged
to synthesize truth spectropolarimetric sensor-reaching radiance image cubes comprised
of coregistered Stokes vector bands in the visible to near-infrared. An intricate synthetic
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urban scene containing numerous moving vehicular targets was imaged from a virtual
sensor aboard an aerial platform encircling a stare point. An adaptive sensor model was
designed with a superpixel array of MOEMS devices fabricated atop a division of focal
plane detector. Degree of linear polarization (DoLP) imagery is acquired by combining
three adjacent micropolarizer outputs within each 2×2 superpixel whose respective
transmissions vary with wavelength, relative angle of polarization, and wire-grid spacing.
A novel micromirror within each superpixel adaptively relays light between a
panchromatic imaging channel and a hyperspectral spectrometer channel. All optical and
detector sensor effects were radiometrically modeled using MATLAB and optical lens
design software. Orthorectification of all sensor outputs yields multimodal pseudonadir
observation video at a fixed ground sampled distance across an area of responsibility. A
proprietary MATLAB-based target tracker accomplishes change detection between
sequential panchromatic or DoLP observation frames, and queries the sensor for
hyperspectral pixels to aid in track initialization and maintenance.
Image quality, spectral quality, and tracking performance metrics are reported for
varying scenario parameters including target occlusions within the scene, declination
angle and jitter of the aerial platform, micropolarizer diattenuation, and spectral/spatial
resolution of the adaptive sensor outputs. DoLP observations were found to track moving
vehicles better than panchromatic observations at high oblique angles when facing the
sensor generally toward the sun. Vehicular occlusions due to tree canopies and parallax
effects of tall buildings significantly reduced tracking performance as expected. Smaller
MOEMS pixel sizes drastically improved track performance, but also generated a
significant number of false tracks. Atmospheric haze from urban aerosols eliminated the
tracking utility of DoLP observations, while aerial platform jitter without image
stabilization eliminated tracking utility in both modalities. Wire-grid micropolarizers
with very low VNIR diattenuation were found to still extinguish enough cross-polarized
light to successfully distinguish and track moving vehicles from their urban background.
Thus, state-of-the-art lithographic techniques to create finer wire-grid spacings that
exhibit high VNIR diattenuation may not be required.
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Notation
Acronyms used throughout this dissertation are defined below in Table 1. Symbols
(Arabic, Greek, and others) used throughout this dissertation are defined below in Table
2, with units given in the MKS system and expressed in square brackets (e.g., [m]).
Radiometric units were established by the Commission Internationale de l’Eclairage
(CIE). Terminology used throughout this dissertation is defined below in Table 3.
Table 1. List of Acronyms
Acronym

Definition

ADB

Atmospheric Database

AFIT

Air Force Institute of Technology

AFOSR

Air Force Office of Scientific Research

AFRL

Air Force Research Laboratory

AGL

Above Ground Level

ALTO

Algorithm simuLator for Tracking and Observations

AoP

Angle of Polarization (AoP ∈ [-π/2, +π/2] [rad])

AOTF

Acousto-Optic Tunable Filter

A/R

Anti-Reflective

ARIES

Arizona Infrared Imager and Echelle Spectrograph

BAA

Broad Agency Announcement

BFL

Back Focal Length

BRDF

Bi-directional Reflectance Distribution Function

BSDF

Bi-directional Scatter Distribution Function

CCD

Charge-Coupled Device

CEIS

Center for Electronic Imaging Systems

CFL

Compact Fluorescent Lamp

CHSP

Channelled Spectropolarimetry

CIE

Commission Internationale de l’Eclairage

xxv

Acronym

Definition

CIS

(Chester F. Carlson) Center for Imaging Science at RIT

CMOS

Complementary Metal-Oxide Semiconductor

COMSOL

N/A

CTIS

Computed Tomographic Imaging Spectrometer

DCM

Direction Cosine Matrix

DCT

Discovery Challenge Thrust

DEM

Digital Elevation Model

DIRS

Digital Imaging and Remote Sensing Laboratory

DIRSIG

DIRS Image Generation Model

DLP

Digital Light Processing

DMA

Digital Micromirror Array

DMD

Digital Micromirror Device

DoAmP

Division of Amplitude Polarimeter

DOF

Degrees Of Freedom

DoFP

Division of Focal Plane

DoLP

Degree of Linear Polarization

DoP

Degree of Polarization (Total, DoP ∈ [0, 1])

DoTP

Division of Time Polarimeter

EM

Electro-Magnetic

ENVI/IDL

ENvironment for the Visualization of Images/Interactive Display Language

EO

Electro-Optical

FASSP

Forecasting & Analysis of Spectroradiometric System Performance

FFL

Front Focal Length

FFT

Fast Fourier Transform

FOV

Field of View

FP

Fabry-Perot
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Acronym

Definition

FRED

N/A

FWHM

Full-Width Half Maximum

GEMS

Grating Electromechanical System

GSD

Ground Sampled Distance

GMOS

Gemini Multi-Object Spectrometer

GPS

Global Positioning System

GUI

Graphical User Interface

HFOV

Half Field of View

HSI

Hyperspectral Imagery

HSV

Hue, Saturation, and Value

IC

Integrated Circuit

IED

Improvised Explosive Device

IEEE

Institute of Electrical and Electronics Engineers

IGARSS

IEEE International Geoscience and Remote Sensing Symposium

INS

Inertial Navigation System

IRMA

Infrared Modeling and Analysis

IRMOS

Infrared Multi-Object Spectrometer

ISR

Intelligence, Surveillance, and Reconnaissance

LCTF

Liquid Crystal Tunable Filter

LH

Left-Handed

LIDAR

Light Detection and Ranging

LMC

Large Memory Computer

LSD

Light Shaping Diffuser

LWIR

Long-Wave Infrared

MATLAB

Matrix Laboratory

MEMS

Micro-Electromechanical Systems

xxvii

Acronym

Definition

MHT

Multiple Hypothesis Tracker

MK

Morgan-Keenan

MKS

Meter, Kilogram, Second

MODIS

Moderate Resolution Imaging Spectroradiometer

MODTRAN-4

Moderate Spectral Resolution Atmospheric Transmittance Algorithm 4

MODTRAN4-P

MODTRAN4 Polarized

MOEMS

Micro-Opto-Electro-Mechanical Systems

MOS

Multi-Object Spectrometer

MSE

Mean Squared Error

MSL

Mean Sea Level

MTF

Modulation Transfer Function

MWIR

Mid-Wave Infrared

NICMOS

Near-Infrared Camera and Multi-Object Spectrometer

NIR

Near Infrared (λ ∈ [700,2500] [nm])

NIRDMAS

Near-Infrared DMA Spectrometer

NOAO

National Optical Astronomy Observatory

OSLO

Optics Software for Layout and Optimization

OTF

Optical Transfer Function

pBRDF

Polarized BRDF

PCX

Plano-Convex Lens

PI

Polarimetric Imagery

PSF

Point Spread Function

PSNR

Peak Signal-to-Noise Ratio

RGB

Red, Green, & Blue Imagery (often centered at 650, 550, & 450 [nm])

RH

Right-Handed

RIT

Rochester Institute of Technology
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Acronym

Definition

RITMOS

RIT Multi-Object Spectrometer

RF

Radio Frequency (f ∈ [3 × 100, 300 × 109] [Hz]])

ROC

Receiver Operating Characteristic

RST

Rotate, Scale, Translate Image Transformation

SAM

Spectral Angle Mapper

SLM

Spatial Light Modulation

SMFL

Semiconductor and Microsystems Fabrication Laboratory

SNR

Signal-to-Noise Ratio

SPIE DSS

Society of Photo-Optical Instrumentation Engineers Defense, Security, &
Sensing

SUMO

Simulation of Urban MObility

TE

Transverse Electric

TI

Texas Instruments

TM

Transverse Magnetic

TSP

Tunable Spectral Polarimeter

USGS

United States Geological Survey

UV

Ultra Violet (λ ∈ [10-400] [nm])

VIS

Visible (λ ∈ [400,700] [nm])

VNIR

Visible (λ ∈ [400,700] [nm]) and Near Infrared (λ ∈ [700,2500] [nm])

WGP

Wire-Grid Polarizer

WIYN MOS

University of Wisconsin, Indiana University, Yale University, & NOAO
Consortium Multi-Object Spectrometer

XML

eXtensible Markup Language

2-D / 3-D / 4-D

Two-Dimensional / Three-Dimensional / Four-Dimensional
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Table 2. List of Symbols
Symbol

Definition

Units
[m2]

Ad

Surface Area of a Detector

a

Major Axis of Polarization Ellipse

[V/m]

b

Minor Axis of Polarization Ellipse

[V/m]

Ci

Beam Fraction Coefficient for Linear Superposition

Ck

Constituent k's spectral extinction cross section

[m2]

c

Speed of Light, 2.9979 × 108

[m/s]

D

Diattenuation of a polarizer

[·]

D

Gap distance between plates in a Fabry-Perot etalon

[m]

d

Separation Distance of metallic lines in a wire-grid polarizer

[m]

[·]

Irradiance Incident on a Surface

[W/m2]

E0° = EH =

Irradiance exiting a horizontal linear polarizer

[W/m2]

E+90° = EV =

Irradiance exiting a vertical linear polarizer

[W/m2]

E+45° = E-135° =

Irradiance exiting a linear polarizer oriented at +45°

[W/m2]

E-45° = E135°=

Irradiance exiting a linear polarizer oriented at -45°

[W/m2]

E+60° = E-120°

Irradiance exiting a linear polarizer oriented at +60°

[W/m2]

E+120° = E-60°

Irradiance exiting a linear polarizer oriented at -60°

[W/m2]

ELH = E

Irradiance exiting a left-circular polarizer

[W/m2]

ERH

Irradiance exiting a right-circular polarizer

[W/m2]

Irradiance exiting a depolarizer, or natural light

[W/m2]

Stokes Vector Representation of Incident Irradiance

[W/m2]

Eds

Downwelled/Scattered Irradiance

[W/m2]

Es'

Exoatmospheric Solar Irradiance

[W/m2]

F

Coefficient of Finesse for Fabry-Perot Etalon

[·]

f

Focal Length (Effective)

[m]

f

Frequency of Traveling EM Energy

[Hz]

E or E0

E
·



·



xxx

Symbol

Definition

Units

f#

F-Number or Speed of Lens System

[·]

G#

G-Number or Reciprocal Projected Solid Angle of Lens System

[sr-1]

H

Flying Altitude (MSL)

[m]

Planck’s Constant, 6.6256 × 10-34

[J·s]

I

Radiant Intensity

[W/sr]

k

Boltzmann Gas Constant, 1.38× 10-23

[J/K]

L or L0

[W/m2/sr]

Observed Total Radiance
Spectral Radiance (Channel Bandwidth Normalized)

Lλ
·

Stokes Vector Representation of Sensor-Reaching Radiance

[W/m2/sr/μm]
[W/m2/sr]
[m-3]

mik

Constituent k's number density in atmospheric layer i

M

Radiant Exitance from a Surface

n

Refractive Index of an optical material or number of camera bits

[·]

Optical Density of a Neutral Density Filter (ND ≥ 0)

[·]

Degree of Polarization

[·]

Pupil Function

[·]

R

Overall Reflectivity of Fabry-Perot Etalon

[·]

r

Reflectivity Factor

[·]

ND
p
p[x,y]

rBRDF

[W/m2]

Bi-directional Reflectance Distribution Function

[sr-1]

Unnormalized Stokes Vector [4×1]

[V2/m2]

Unnormalized Stokes Vector Component for Total Incident
Squared Electric Field Amplitude

[V2/m2]

Unnormalized Stokes Vector Component for Horizontal ( >0)
vs. Vertical ( <0) Polarization

[V2/m2]

Unnormalized Stokes Vector Component for +45° ( >0) vs. 45° ( <0) Polarization

[V2/m2]

Unnormalized Stokes Vector Component for Right ( >0) vs.
Left ( <0) Circular Polarization

[V2/m2]

Normalized Stokes Vector /

[4×1]
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[·]

Symbol
1



Uij(t)

Definition

Units

Normalized Stokes Vector Component

/

[·]

Normalized Stokes Vector Component

/

[·]

Normalized Stokes Vector Component

/

[·]

Normalized Stokes Vector Component

/

[·]

Normalized Stokes Vector, Complete Horizontal Linear
Polarization ([1 1 0 0]T)

[·]

Normalized Stokes Vector, Complete Vertical Linear
Polarization ([1 -1 0 0]T)

[·]

Normalized Stokes Vector, Complete +45° Linear Polarization
([1 0 1 0]T)

[·]

Normalized Stokes Vector, Complete -45° Linear Polarization
([1 0 -1 0]T)

[·]

Normalized Stokes Vector, Complete Right-Circular
Polarization (([1 0 0 1]T)

[·]

Normalized Stokes Vector, Complete Left-Circular Polarization
([1 0 0 -1]T)

[·]

Normalized Stokes Vector, Unpolarized/Depolarized Light
([1 0 0 0]T)

[·]

Utility of obtaining HSI data at the ijth pixel at time t

[·]

Δx

Spatial Differential, Resolution, or Pixel Size

ΔX

Ground Sampled Distance of Nadir or Orthorectified Imagery

[m]

Unit Vector, Horizontal Axis

[·]

Unit Vector, Vertical Axis

[·]

Path length of propagation through an atmospheric layer i

[m]

Auxiliary Angle

[rad]

β

Orientation Angle of Linear Polarizer Transmission Axis

[rad]

δ

Phase Difference between Fabry-Perot etalon plates

[rad]

zi

δ[x,y]

Two-Dimensional Dirac Delta Function
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[m] or [pix]

[·]

Symbol

Definition

Units

Permittivity of Free Space or Electric Constant, 8.8542×10-12
Φ

[F/m] or
[C/V/m]

Radiant Flux or Power

[W]

Phase Difference between Electric Field Components

[rad]

λ

Spectral Wavelength of Light (EM Energy)

[m]

Δλ

Spectral Wavelength Differential or Spacing

[m]

µ0

Permeability of Free Space or Magnetic Constant, 4π×10-7

ν

Wave Number, 1/λ

θ

Polarization Absolute Angular Difference, |
orientation angle within Fabry-Perot etalon

τ

Transmittance

[·]

Fractional Transmittance of Neutral Density Filter, 10-ND

[·]

τ ND

Å

[T·m/A] or
[kg·m/C2]
[m-1]

|, or ray

[rad]

Ellipticity Angle

[rad]

Angle of Polarization; Polarization Ellipse Rotation Angle

[rad]

Angstroms, 10-10

[m]

Magnetic Field Vector

[V/m]

Electric Field Vector

[V/m]

Maximum Electric Field Amplitude,

Direction

[V/m]

Maximum Electric Field Amplitude,

Direction

[V/m]

Fourier Transform

[·]

Mueller Matrix [4×4]

[·]

Mueller Matrix of Ideal Linear Polarizer Oriented at
Mueller Matrix of Ideal

Retarder [4×4]

[4×4]

[·]
[·]

X

Elliptical State of Polarization

[·]

Y

Finesse of Fabry-Perot Etalon

[·]

_

Left-Hand Circular State of Polarization

[·]
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Symbol

Definition

Units

c

Plane (Linear) State of Polarization

[·]

e

Right-Hand Circular State of Polarization

[·]

∠

Argument or Vector Angle Operator

[rad]

1[x,y]

Unit-Magnitude Image for all pixels

[·]

0[x,y]

Zero-Magnitude Image for all pixels

[·]

Chapter/Subsection Number

[·]

§
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Table 3. List of Terms
Term

Definition

Absorption Lines

Absorption of photons and subsequent rise in elemental orbital electron
energy at specific wavelengths, causing deeply attenuated “lines” in a
continuous emission spectrum (e.g., Fraunhofer lines in solar spectrum)

Aerial Photography

Process of taking photographs of the ground from an elevated position
(e.g., aboard a fixed or rotary-wing aircraft)

Blaze Angle

Angle at which a normally incident beam at the blaze wavelength is
diffracted by a grating

Catadioptric

Optical system consisting of both mirrors and refracting surfaces (e.g.,
RITMOS system)

Catoptric

Optical system consisting of only mirrors (e.g., Offner relay, collimator)

Collimated Light

Bundle of rays that all travel parallel to the optical axis without scattering
or converging of the wavefront (e.g., a perfect laser, or the output of a
refractive/reflective collimator device)

Completely Polarized Light

EM energy in the VNIR region in a linear, elliptical, or circular polarized
state

Converging Wavefront

Bundle of collimated rays that are focused by optics to arrive at a
common point on the imaging plane

Digital Elevation Model

Digital representation of ground terrain elevation as a grid of squares or
triangular facets obtained via remote sensing or land surveying techniques

Dioptric

Optical system consisting of only refracting surfaces (e.g., foreoptics lens)

Emission Lines

Radiation of photons and subsequent decrease in elemental orbital
electron energy at specific wavelengths particular to elemental gases (e.g.,
H, He) to lose energy gained by absorption or heated collisions

Etalon

Fabry-Perot interferometer or “measuring gauge” made of either a
transparent plate with two reflecting surfaces or two highly reflective
mirrors that transmits large peaks at wavelengths corresponding to its
resonance frequencies

Fraunhofer Lines

Dark lines in solar spectrum caused by absorption by elements in upper
layers of sun (e.g., F: Hydrogen-β @ 486.13 [nm]; d: Helium @ 587.56
[nm]; C: Hydrogen-α @ 656.27 [nm])

Full-Width Half Maximum

Characterizes spectral linewidth or detector pixel spectral bandpass region
as the difference between upper & lower wavelengths where the emission
or response is half of the peak value that lies at a wavelength in between

xxxv

Term

Definition

Imaging Plane

Orthogonal plane to the optical axis where all collimated input rays come
to a focus, or where all input rays across the entire FOV converge to form
a 2-D image of the scene as seen by a detector at this location

Lambertian Scattering
Surface

Surface possessing the same apparent radiance (or “brightness”) when
viewed from any angle in the hemisphere above it, and obeys Lambert’s
cosine law for intensity falloff

Linear Polarizer

Device that passes an electric field component oscillating primarily in one
plane while blocking the field component oscillating in the orthogonal
frame (e.g., Wire-Grid Polarizer, Sheet Polarizer)

Mask

Optical path sections that block light as seen by a detector/channel

Megascene #1

High-fidelity recreation of 5 large-area tiles used by DIRSIG to simulate
terrain and objects in Rochester, NY. Note: Megascene #2 recreates
Trona, CA and is still under development.

Multispectral/Hyperspectral

Image data captured at specific wavelengths across the visible and
infrared portions of the electromagnetic spectrum (multispectral = 2 to 10
channels; hyperspectral = 10’s to 100’s of channels)

Multi-object Spectrometer

Simultaneous (vs. sequential) measurement of relative intensities varying
across a range of spectral wavelengths of multiple selected objects/targets

Nadir

Vertical direction pointing directly below a particular location in the
direction of gravitational force; points opposite from zenith (i.e., straight
up), and is orthogonal to the astronomical horizon

Orthorectification

Pixel-by-pixel photogrammetric registration of oblique aerial imagery
onto a base grid map that accounts for camera location/orientation as well
as the digital elevation model of the imaged terrain

Panchromatic

Single wide-band image generated by a detector that integrates all visible
wavelengths of light (400-700 [nm]), with either constant weighting or
variable weighting of spectral intensity due to the detector’s spectral
response function in the VIS (and possibly NIR) region

Partially Polarized Light

EM energy in the VNIR region that is the incoherent sum (via linear
superposition) of randomly polarized light and completely polarized light

Polarimetry

Science of measuring the polarization state of an EM beam and the
polarization properties of materials within an imaged scene

Polarizance

The DoP of transmitted or reflected light when unpolarized light is
incident on a material
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Term

Definition

Pseudonadir

An oblique image that has been orthorectified and cropped to fixed
geographic boundaries in order to appear as if it had been captured from a
static camera pointing nadir

Pupil Function, p[x,y]

2-D spatial pattern of combined slit+mask sections (e.g., 1[x,y], 0[x,y],
δ[x,y], RECT[x,y])

Radiometry

Science of characterizing or measuring the quantity of EM energy
associated with a location or direction in space

Randomly Polarized (or
Unpolarized) Light

EM energy in the VNIR region that is phase ambiguous and contains no
preferential linear, elliptical, or circular polarization properties

Remote Sensing

Science of gathering information from a distance or without intimate
contact

Slit

Optical path sections that pass light as seen by a detector/channel

Spectral Differential

Spectral measurement bin size (Δλ) of a single spectrometer pixel or of a
sampled spectrum

Spectral Dispersion

Phase velocity of a wave depends on its frequency (e.g., rainbow = spatial
separation of white light into component colors)

Spectral Resolution

Resolving power (R = λ/Δλ) corresponding to the smallest difference in
wavelengths (Δλ) that can be distinguished at a central wavelength of λ

Spectrograph

Device that records an image/photo from a spectroscope (a.k.a.
polychromator)

Spectrometer

Device that measures intensities of spectral lines/regions across a
wavelength region operating at a designed spectral differential

Spectrometry

Spectroscopic technique used to assess the concentration or amount of a
given species

Spectropolarimetry

Spectroscopic study of the polarization properties of materials as a
function of wavelength

Spectroscope

Device that allows user to view spectra dispersed through a prism or
diffraction grating

Spectroscopy

Measurement of a quantity as a function of λ (or ν) to determine
elemental composition, absorption, emission, or scattering properties

Spectrum (spectra)

Plot(s) of response/intensity as a function of λ, either directly from a light
source or from light reflected off of a physical object, that is either ideal
or a remotely sensed measurement
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1 Introduction
1.1

AFOSR DCT Performance-Driven Sensing Background

The U.S. Air Force Office of Scientific Research (AFOSR) is the sponsor for a Discovery
Challenge Thrust (DCT) in the area of integrated multimodal sensing, processing, and
exploitation (Reinhardt, 2007). The AFOSR is interested in basic research to conceive
adaptive multimodal electro-optical/radio-frequency (EO/RF) sensor concepts in a
“performance-driven” context in order to address problems of detecting, tracking, and
identifying targets in highly cluttered, dynamic scenes. A performance-driven integrated
approach is a coupling of adaptive multimodal EO/RF sensing hardware with physicsbased modeling of target scene phenomenology, environmental interactions, data
processing, and exploitation algorithms. This approach would minimize unnecessary or
unproductive sensor use and computations by intelligently selecting on-the-fly an
optimum subset of sensors and sensor settings that are most relevant for target tracking.
Modeling and simulation of a staring imager system should demonstrate the ability to
capture multiple electromagnetic observables using a variety of sensing modalities,
including spatial, spectral, polarimetric, radiometric, and temporal within a broad
wavelength region that is achievable in a spectral subset between the ultra-violet (UV)
and the RF.
A fielded staring imaging sensor should be able to find and track individuals of
interest in populated urban areas, detect activity and materials indicative of improvised
explosive device (IED) placement, and detect and identify threatening space objects at
long ranges. Thus, a novel multimodal detector design should utilize hyperspectral
exploitation and multimode fusing to enhance deeply-hidden, high-clutter target
recognition by optimally exploiting the phenomenology of multimodal target scene
signatures. Innovation and development of a tunable, multimode, vertically integrated
(common sensor package), large-format staring focal plane array are required to
accommodate the dynamic sensing requirements dictated by the dynamic target scene.

1-1

1.2

RIT-Numerica Proposal for AFOSR DCT

The RIT Center for Imaging Science (CIS) acquired recent experience with vehicle
tracking (Kerekes, Muldowny, Strackerjan, Smith, & Leahy, 2006) and persistent
surveillance (Adams, 2008). A teaming with Numerica Corporation and the RIT
Semiconductor and Microsystems Fabrication Laboratory (SMFL) led to a winning
proposal in response to the AFOSR DCT. The approach taken by RIT-Numerica
research team includes three major research veins, as shown in Figure 1-1 (Kerekes,
Ninkov, Raisanen, & Vasquez, 2007). First, modeling of dynamic scene phenomenology
and incorporation of realistic moving target characteristics is required as a simulated
input to test a model of a performance-driven sensor. Second, basic device research
culminating in the integration of micro-electromechanical systems (MEMS) devices,
refractive/reflective optics, and focal plane detector arrays is required to achieve coregistered EO imagery, video, polarization, and spectral sensing in a performance-driven
adaptive optical sensor model. Third, a performance-driven target tracking algorithm is
necessary to exploit multiple modalities of the sensor to track moving targets within the
scene. The joint performance effects of simultaneously varying parameters within each
of these research veins can be evaluated using various measures of effectiveness. A
paper summarizing the first year of this work was presented at the SPIE Defense,
Security, and Sensing (Kerekes, et al., 2009).

Figure 1-1. Performance-Driven Sensor Approach Flowchart by RIT-Numerica Team

Another way of viewing the layered architecture is shown below in Figure 1-2.
Various sensor models exist that are considered compact multimodal sensors, such as a
multi-object spectrometer (MOS) and a tunable spectral polarimeter (TSP). However, it
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takes an external input (e.g., feedback control), either manually or automatically
generated, to make them adaptive so that they change modes of operation as needed.
Measures of effectiveness (e.g., image/spectral quality, track performance) can help
optimize the adaptation command so that modes are properly selected to provide the best
remote sensing capability for the specific scenario. This metric-based sensor
optimization, or performance-driven sensing, leads to reduced data processing and
improved sensor performance.

Figure 1-2. Layered System Architecture for Performance-Driven Sensing

1.3

Dissertation Objectives

The objective of this dissertation is to contribute fundamental knowledge in the design,
modeling, and application of adaptive multimodal sensing combined with feedback
sensor control within the visible to near infrared spectrum that is typically used for
imaging applications. Advanced methodology for generating high-fidelity synthetic
spectropolarimetric radiance cubes of an urban scene with moving vehicular targets
captured aboard a virtual moving aerial platform for sensor testing will be described. A
software model of an adaptive spectropolarimeter sensor based on a hardware multi-
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object spectrometer will be radiometrically developed on a component-by-component
level while accounting for all inherent optical aberrations and detector effects.
Conversion of the sensor’s focal plane into a state-of-the-art hybrid
micromirror+micropolarizer focal plane will be the core modification in this sensor
model. A proprietary experimental feature-aided target tracker will be applied to sensor
output imagery and modified to detect motion and track moving vehicular targets
successfully using either panchromatic or polarimetric orthorectified observation video.
Overall, a unified metrics-based software design procedure of synthetic video generation,
optical sensor modeling, and target tracking in tandem will be demonstrated as a viable
alternative or risk reduction method for physical hardware construction or flight testing.
1.4

Dissertation Overview

Chapters 2 through 5 contain background theory, prior work, and example results in the
areas of dynamic scene modeling, spectrometry, polarimetry, and target tracking,
respectively. Chapter 6 describes the methodology for designing the simulations.
Chapter 7 discusses the resultant imagery and metrics of the trade studies. Chapter 8
concludes this dissertation with a summary of the research effort and recommendations
for future work. Appendices A through I contain additional imagery, methodology, and
metrics plots supporting this research.
A preview of the overall system is shown below in Figure 1-3. A dynamic scene
generator feeds dynamic imagery to an adaptive sensor model, which in turn delivers
registered image products and target spectra to a feature-aided target tracker. Image
quality, spectral quality, and track performance metrics are all computed for use by a
performance-driven algorithm.
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Figure 1-3. Dissertation Research Project System Flowchart
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2 Dynamic Scene Modeling
In this chapter, we will discuss the fully computerized synthetic scene tools used to
generate truth imagery that feeds into a computerized multimodal sensor model. The 3-D
synthetic scene modeling tools must be capable of generating 2-D spatial imagery
products consisting of four major characteristics: spectral variation, polarization
variation, temporal variation, and platform geo-location variation. These four aspects of
dynamic scene modeling will be discussed below in §2.1 - §2.4, respectively.
2.1

Spectral Imagery Synthesis using DIRSIG

The Digital Imaging and Remote Sensing (DIRS) laboratory within the RIT CIS is the
home of the DIRS Image Generation (DIRSIG) model. DIRSIG is a first-principles,
physics-based synthetic image simulation software package (Schott, Brown, Raqueño,
Gross, & Robinson, 1999). It has the ability to produce imagery in a variety of
modalities, including multispectral, hyperspectral, polarimetric, and LIDAR in the visible
through the thermal infrared regions of the electromagnetic spectrum. DIRSIG performs
ray-tracing calculations of “light” emanating from realistic models of electromagnetic
sources (e.g., sun, moon), reflecting off of virtual object materials (e.g., trees, asphalt,
sand, water, glass, paint), and arriving at a virtual imaging detector with a specific array
size and optical field of view. Co-registered detector “channels” can be specified to
output a variety of spectral imagery, including monochromatic (i.e., delta-function at
specific wavelength), quasi-monochromatic (i.e., single narrow band around a specific
wavelength), panchromatic (i.e., wide-band, such as the visible spectrum), multispectral
(i.e., 2 to 10 bands, such as RGB), or hyperspectral (i.e., tens to hundreds of narrow-towide bands spanning a vast spectral range).
DIRSIG (versions 4.2 and later) contains a graphical user interface (GUI) editor
that helps to specify the simulation parameters within five major simulation components
and additional options (Brown, 2006), as shown below in Figure 2-1.
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Figure 2-1. Five Major Simulation Components plus Options in DIRSIG Editor GUI

2.1.1

DIRSIG Scene Modeling

This DIRSIG component calls a base scene using object geometries and their associated
material properties (emissivity, extinction, and absorption), geographic location
(latitude/longitude/altitude), and underlying terrain. The textured material property
describing each object’s surface within the synthetic scene is a bidirectional reflectance
distribution function (BRDF) that is dependent on both source (input) orientation angles
and sensor (output) orientation angles (Schott J. R., 2007). DIRSIG uses the BRDF in a
specific radiometry solver on a per-material basis, so real-world phenomenology such as
solar glint can be reproduced. The BRDF is defined below in Equation (2-1) as a ratio of
reflected radiance, L [W/m2/sr], to incident irradiance, E [W/m2], for a given set of source
and sensor orientation angles:
,

;

,

,
,

;

,
,

sr

(2-1)

Many natural surfaces are approximated as Lambertian materials whose reflectance lacks
any directional character. These materials possess a reflectance factor r(λ) = M(λ)/E(λ)
[⋅], where M [W/m2] is the radiant exitance. Lambertian materials obey the property L(λ)
= M(λ)/π, so their BRDF simplifies to Equation (2-2) using the “magic-π” [sr] factor:
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·

L

sr
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Megascene #1 is a high-fidelity synthetic recreation of natural and man-made
objects comprising a vast region of the northern Rochester, NY metro area, stretching
from southern Irondequoit up to Lake Ontario (Ientilucci & Brown, 2003). It consists of
five “tiles” that are each on the order of 1 [km2] in area. A nadir-looking image of the
entire Megascene #1 with its respective tile boundaries is shown below in Figure 2-2:

Figure 2-2. Nadir RGB Imagery of Megascene #1 Tiles #1 through #5

Tile #1, a largely residential, suburban style neighborhood, was chosen as the
base scene for the purposes of this project, since it includes many trees, buildings, fields,
and streets upon which to inject moving vehicles. Within the scene there is a main
thoroughfare (Cooper Road) running past a high school in a north-south direction with
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several side streets and cul-de-sacs branching off. The vast majority of the U.S.
Geological Survey (USGS) digital elevation model (DEM) that facetizes the underlying
terrain of Tile #1 is relatively flat (≈117 to 122 [m] MSL). This underlying terrain is
defined by a texture map image that is “draped” over the facetized DEM and a terrain
class map identifying its respective material (e.g., asphalt, grass) in each 0.15 [m] GSD
pixel. DIRSIG’s RGB rendering of the entire Tile #1 is shown below in Figure 2-3, with
the local origin in the bottom left corner (approximately 43°12’36” N by 77°36’16” W).

Figure 2-3. RGB Nadir Noontime Rendering of DIRSIG Megascene #1 Tile #1

Also shown is the corresponding Google Earth imagery exactly scaled and cropped to the
Megascene #1 Tile #1’s boundaries in Figure 2-4. However, all distances across this
scene measured in Google Earth (and in reality) are approximately 5% larger than the
respective distances in Megascene #1. For example, the Google Earth ruler gives a
distance between the bottom two corners of ≈1364 [m] instead of 1290.60 [m]. This
disparity is an artifact of the original construction of Megascene #1, where Eastman

2-4

Kodak’s Citipix aerial imagery at a resolution of ≈0.157 [m] GSD were directly
converted to texture and material maps using a constant scale of 0.150 [m] GSD.

Figure 2-4. Corresponding Rescaled RGB Google Earth Imagery of Tile #1

A USGS DEM image with 10 [m] east-north grid postings was used to generate a
facetized terrain shape upon which all 3-D objects (e.g., trees, buildings, vehicles) were
“planted” in Tile #1, and it is plotted below in Figure 2-5 and Figure 2-6. Although the
DEM image’s surveyed elevations were accurate to the nearest integer [m], DIRSIG
actually generates a continuously sloping terrain adjoining all adjacent facets making up
the terrain shape.
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Figure 2-5. 2-D DEM Image of DIRSIG Megascene #1 Tile #1 at 10 [m] GSD

Figure 2-6. 3-D DEM Surface of DIRSIG Megascene #1 Tile #1 at 10 [m] GSD
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2.1.2

DIRSIG Atmospheric Condition Modeling

This DIRSIG component utilizes either the basic Moderate Spectral Resolution
Atmospheric Transmittance Algorithm (MODTRAN-4) or its polarized version
(MODTRAN4-P) to model the spectral absorption, transmission, emission, and scattering
characteristics of homogenous atmospheric layers spanning a maximum wavelength
region of 0.4 to 20 [μm] (Dobbs, 2000) (Brown, 2006). The transmission through the kth
atmospheric constituent of the ith layer of the atmosphere is given by Equation (2-3):
(2-3)

·
Here, mik [m-3] is the constituent's number density in the layer, Ck(λ) [m2] is the

constituent's spectral extinction cross section, and zi [m] is the path length of propagation
through the layer. The total transmission τiλ through the ith layer at a particular
wavelength λ is just the product of all individual τik(λ) values contributed by all
constituents. These modeled transmissions can be combined with other variables in the
"Big Equation" (Schott J. R., 2007) to derive the actual sensor-reaching radiance L(λ)
arriving at a detector pixel as shown in Equation (2-4):
cos
Direct Reflected Radiance
Ground Reflected Radiance

Diffuse Reflected Radiance
Path Radiance

Path Radiance

(2-4)

Here, the direct reflected radiance term is the exoatmospheric solar irradiance Es' [W/m2]
attenuated by the cosine of its declination angle θ, the transmission from the
exoatmosphere to the target (τ1), the material BRDF of the ground terrain or 3-D object
(rBRDF [sr-1]), and the transmission from the target to the sensor (τ2). The diffuse reflected
radiance term is the downwelled/scattered irradiance Eds [W/m2] onto the ground terrain
or 3-D object and similarly attenuated by rBRDF [sr-1] and τ2. The path radiance term is
the upwelled path scatter Lus combined with some adjacent radiance Ladj [W/m2/sr].
This project assumes a mid-latitude summer atmospheric model, a single
scattering model (vs. multiple scattering which is not operational in MODTRAN4-P), and
either no aerosols or an urban aerosol model. The atmospheric database (ADB) is thus
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created by DIRSIG’s “make_adb” function and is based on the scene geometry, a wellverified 23 Jun 1992 weather database, and a MODTRAN Tape5 file designed for either
no aerosols or urban aerosols. The baseline Tape5 file obtained from the DIRSIG data
library and the modified Tape5 file are shown below in Table 2-1 and Table 2-2,
respectively.
Table 2-1. Baseline Mid-Latitude Summer Tape5 File with No Aerosols
M

2
2
0
0
20.218
1
2
43.000
450
0

2
0

0
1
0.218
236
0
77.000
35050

0
0
0
0
180.000

0

0.000
100

0
0.000
0.000

0

0
0.000
0.000

0.000
2

12.000

1

1
0.000
0.000

1

0.000
0.000

0.00
0.218

0.000

0.000

0

0.000

Table 2-2. Modified Mid-Latitude Summer Tape5 File with Urban Aerosols
TM
F

2
2
0F
0
5
0
4.000
0
0
43.200
4000
0

2
0
0.00000
0
0
0.000
0
0
77.600
25000

0

0
0
0
0
180.000
0.000
2

0

0
0
0
0 F F F
0.000
0.000
0.000
0.000
0.000
2 W

1

0.000

0
0.000
0.000
0.000
0.000

0

0.000

0.00

0.000

0.000
0.000

0.000

0.000

0

T A

The seven rows of data in Table 2-1 correspond to Cards #1, 2, 3, 3A1, 3A2, 4, and 5,
respectively (Berk, et al., 1999). Table 2-2 contains one redundant row injected after the
Card #1 row that simply prevents using the LOWTRAN band model. The other changes
to the Tape5 input parameters are described below in Table 2-3.
A hyperspectral spectrum of MODTRAN’s solar source was generated by
imaging a 100% Lambertian reflector calibration panel placed within Megascene #1 Tile
#1. A 1×1 [pix] detector sensitive from 0.4 to 2.5 [μm] with 10 [nm] rectangular bands
was placed directly nadir above the panel for five altitude cases when the sun was
declined by 20° from zenith. DIRSIG produced a 211-band spectral radiance cube in
units of [W/cm2/sr/μm], which can be multiplied by a factor of 10000 [cm2/m2] for unit
standardization, and optionally by the bandwidth Δλ = 0.01 [μm] to produce total
radiance in each band. The calibration panel’s reflected spectral radiance in standard
units is shown below in Figure 2-7 and Figure 2-8 for the no-aerosol Tape5 file and the
urban-aerosol Tape5 file, respectively. Atmospheric water absorption bands from 0.920.98, 1.10-1.18, 1.34-1.50, and 1.76-2.08 [μm] as well as overall attenuation due to urban
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aerosol scattering are evident. A sensor altitude of 5 [m] AGL represents maximum
attenuation from τ1 and negligible attenuation from τ2, while a sensor altitude of 30,000
[m] AGL represents near-maximum attenuation attributed by both τ1 and τ2. Note that if
the sensor had been placed at an oblique angle rather than nadir at the same altitude
cases, more attenuation due to τ2 would be evident due to an increase in slant range.
Table 2-3. Parameter Changes from Baseline to Modified MODTRAN Tape5 File
Card #
1

Parameter Name

Baseline Value

Modified Value

Speed (Correlated-k option)

Slow (33 k-values)

Medium (17 k-values)

1

IM (Atmospheric Model Operation)

Read Atmospheric Profiles

Normal Operation

2

IHAZE (Aerosol Model)

No Aerosol or Cloud

Urban Extinction

Attenuation
2

ICSTL (Air Mass)

Ocean

Default

2

GNDALT (Lowest surface altitude)

0.218 [km]

0 [km]

3

H1 (Initial Altitude)

20.218 [km]

5 [km]

3

H2 (Final Altitude)

0.218 [km]

0 [km]

3A1

IPARM (Solar Geometry)

1 (uses TIME)

0 (does not use TIME)

3A1

IPH

Mie-Generated Aerosol Phase

Henyey-Greenstein Spectrally

3A1

IDAY

236

Default (mean earth-sun distance)

3A2

PARM1 (Latitude)

43

43.2

3A2

PARM2 (Longitude)

77

77.6

3A2

TIME

12.00

0 (unused)

V1 (Initial Frequency)

450 [cm-1]

Independent Aerosol Phase

4

4000 [cm-1]
-1

4

V2 (Final Frequency)

35050 [cm ]

25000 [cm-1]

4

DV (Frequency Increment)

100 [cm-1]

2 [cm-1]

Figure 2-7. Reflected Spectral Radiance from 100% Lambertian Reflector Panel in
DIRSIG with No Atmospheric Aerosols
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Figure 2-8. Reflected Spectral Radiance from 100% Lambertian Reflector Panel in
DIRSIG with Urban Atmospheric Aerosols

The sun can be approximated by Planck’s blackbody exitance equation (Schott J.
R., 2007) for a temperature T = 5800 [K], as shown below in Equation (2-5) and plotted
in Figure 2-9. In Equation (2-5), h is the Planck constant, c is the speed of light, k is the
Boltzmann gas constant, and λ is wavelength in units of [m].

,

2

1

· 10

W
m · µm

(2-5)

Figure 2-9. Planck’s Blackbody Solar Exitance Spectrum Approximation for T=5800 [K]

This spectral exitance from the surface of the solar sphere (r1 = 0.6955⋅109 [m]) can be
propagated through the lossless isotropic space medium to the edge of the earth’s
atmosphere (r2 = 150⋅109 [m]) using the inverse square law for irradiance as shown below
in Equation (2-6). This irradiance can further be attenuated by cos(20°) to account for the
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sun’s declination angle in the DIRSIG run’s summer conditions at noontime in
Rochester, NY.

,

·

,

W
m · µm

(2-6)

The 5 [m] AGL imaged spectral radiance, Lλ(λ) [W/m2/sr/μm], emanating from the 100%
Lambertian reflector in DIRSIG can be converted to ground-reaching irradiance, Eλ(λ),
by simply multiplying by the “magic-π” [sr-1] factor as shown below in Equation (2-7):

,

,

f

·π

W
m · µm

(2-7)

Finally, the exoatmospheric irradiance approximation and the computed ground-reaching
irradiance for the no-aerosol and urban-aerosol Tape5 files can be superimposed on the
same plot as shown below in Figure 2-10. The radiance emanating from any material
within Megascene #1 would thus be its respective BRDF (e.g., ≈1/π [sr-1] for a flat 100%
Lambertian reflector) multiplied by the ground-reaching irradiance shown below.

Figure 2-10. Exoatmospheric Irradiance and Ground-Reaching Irradiance Spectra

2.1.3

DIRSIG Imaging Platform Modeling

This DIRSIG component designates the mounting of the sensor to the aerial platform
using Euler angles as well as a static (e.g., push-broom or framing array) or dynamic
(e.g., line scanner or whisk-broom) scan type. It also provides the ability to attach a
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camera sensor with a specified optical focal length (thus affecting the scale factor). The
detector array dimensions, pixel pitch and gaps, and spectral response in each channel
can all be specified. Spatial oversampling (i.e., multiple rays cast out from within each
ground projected pixel producing a supersampled output image used for spectral material
mixing) and polarized data (i.e., Stokes vector output per channel) can also be activated.
This project assumes a static sensor mount on an aerial platform pointing directly
toward a target stare point using a virtual 2-D framing array. Nadir imagery requires the
sensor to point directly downward out of the bottom of the aircraft, while oblique
imagery usually requires a sensor pointing out one side of the aircraft’s fuselage while the
aircraft encircles the stare point. Various nx×ny base array dimensions have been
experimented with, including 880×560 and 1024×1024 [pix]. Pixel pitches are nominally
simulated as ∆

∆ = 17 [μm/pix] square (corresponding to the “large” variant of

Texas Instruments Digital Micromirror Devices (DMDs)) with no pixel gaps in the
simulated imagery. Chosen design specifications for this project include a flying height
of H = 3000 [m] ( 10,000 [ft]) AGL and a constant GSDX = ∆ = GSDY = ∆ =0.75 [m]
when looking directly nadir. These parameters force a specific focal length, f, that
satisfies the scale factor (s) relationships shown below in Equations (2-8) and (2-9):
∆
∆

17 · 10
m
0.75 m
2.267 · 10

·

2.267 · 10
3000 m

·
68.0 mm

(2-8)
(2-9)

Total detector array physical dimensions can be computed using Equations (2-10) and
(2-11) for an 880×560 [pix] detector:
∆
∆

880 pix
560 pix

17 µm/pix
17 µm/pix

14.96 mm

(2-10)

9.52 mm

(2-11)

The total ground scene dimensions (nadir imagery only) are computed by dividing the
detector array dimensions by the scale factor as follows in Equations (2-12) and (2-13):
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14.96 mm
2.267 · 10
·

660 m

(2-12)

9.52 mm
2.267 · 10
·

420 m

(2-13)

Finally, the total field of view of the sensor is computed using trigonometric relationship
between the detector array dimensions and the focal length (or equivalently, the flying
height and ground scene dimensions) as follows in Equations (2-14) and (2-15):
2
2

2
6.277°

2
2

2

2

tan

14.96 mm
2 · 68.0 mm

(2-14)

2

tan

9.52 mm
2 · 68.0 mm

(2-15)

12.555°
2

4.004°

tan

tan

2

8.008°

Spatial oversampling of 3× and 5× have been used to achieve spectral mixing at
the detector subpixel level while keeping the detector array dimensions, ground scene
dimensions, and field of view constant. For the example above, 3× oversampling simply
means that the pixel pitch is reduced to Δx3× = Δy3× = Δx / 3 = 17 [µm / pix] / 3 = 5.667
[µm / pix], the total number of pixels is tripled in each spatial dimension to 2640×1680
[pix], and the GSD is reduced (i.e., improved) by a factor of 3 to be GSDX, 3× = Δx3× / s =
GSDY, 3× = Δy3× / s = 0.25 [m]. Similarly, 5× oversampling yields a pixel pitch of 3.4
[µm / pix], a total number of pixels of 4400×2800 [pix], and a GSD of 0.15 [m].
Useful spectral ranges (min:width:max) include 0.4:0.3:0.7 (yielding a
panchromatic-visible grayscale image), 0.45:0.1:0.65 [μm] (yielding three RGB bands
only) and 0.4:0.01:1.0 [μm] (yielding 61 bands in the VNIR region). Further, polarized
imagery has been created by including the four Stokes parameters corresponding to every
spectral band, as well as polarized imagery representing a wideband polarizer response.
2.1.4

DIRSIG Platform Motion Modeling

This DIRSIG component describes the aerial platform’s position and orientation (static
hovering, dynamic linear flight path, or dynamic circular race track flight path) for each
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and every time epoch in a video stream simulation. The platform location and Euler
rotation angles can be directly specified or automatically computed by a “wizard” after
specifying the stare point location (i.e., point on the ground that is exactly in the center of
the sensor’s field-of-view) and various platform parameters. In this project, the “race
track” data generator is used in lieu of a flight recorder to compute an entire table of
platform locations and orientation angles that will make the platform-mounted sensor
encircle a stare point. Example parameters are shown below in Figure 2-11, along with a
graphical location depiction of the aerial platform encircling the stare point indicated with
a large “X”. Here, the stare point on the ground was chosen as (X,Y,Z) = (465,580,120)
[m], as imaged by a sensor at a 50° vertical declination and 3000 [m] AGL (i.e., 3120 [m]
MSL). A lap time of 120 [s] (i.e., equivalent to a 3 [deg/s] standard-rate turn) and a time
delta of 0.1 [s] (i.e., equivalent to a 10 [Hz] flight recorder output) will yield 1200
samples during a single lap lasting from 0 to 119.9 [s].

Figure 2-11. Race Track Data Generator Parameters and Resulting Scenario

2.1.5

DIRSIG Data Collection Modeling

2-14

This DIRSIG component describes the capture of either a single frame or a relative time
window to collect a sequence of frames. For this project, a day of year (1 July 2007) was
chosen near the 23 June 1992 date of the previously defined Atmospheric Conditions
component weather database. The desired time of day is specified in this module, and
MODTRAN4-P will used to create an atmospheric database with a solar azimuth and
declination angle corresponding to this time for the day-of-year and specified scene
latitude/longitude. A continuous capture window should be entered that corresponds to
the duration of the platform motion table. The number of output “captures” will be equal
to the duration of the capture window multiplied by the detector array clock rate plus 1
(e.g., 119.9 [s] × 10 [Hz] + 1 = 1200 sequential captures; 0.0 [s] × 10 [Hz] + 1 = 1
instantaneous capture).
2.1.6

Resultant Spectral Imagery

Previously, we examined the entire Megascene #1 in Figure 2-2 and Tile #1 alone in
Figure 2-3 in terms of tri-band images corresponding to RGB wavelength centers (i.e.,
650, 550, 450 [nm]). These wavelengths are approximately equal to the output light
channels of a color computer monitor that are tuned to the response of the human visual
system. However, they may not be the best bands for optimally tracking targets of
interest. Sequential coregistered panchromatic (i.e., single wide band) grayscale image
frames representing the entire 400-700 [nm] visible spectrum in a single band is often
good enough for a change detection-based target tracker to identify potential targets in a
scene. However, hyperspectral imagery correlating to target pixels’ respective material
reflectances is necessary to differentiate between a high-value target’s spectral vector and
that of another moving object passing nearby.
The first example is a nadir-looking hyperspectral synthetic image of a spatial
subset of Megascene #1 Tile #1 captured at noontime for minimization of shadows. The
+x and +y axes are aligned with the east and north directions, respectively. Here, 61
bands were synthesized from 0.4 to 1.0 [μm] with 0.01 [μm] rectangular response
spacing. The RGB bands (i.e., 26th, 16th, and 6th) can be extracted and statistically
adjusted to display together on a computer monitor as a representation of the visible color
planes, as shown below in Figure 2-12.
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Figu
ure 2-12. Sep
parate Red, Green,
G
& Blu
ue Color Plan
nes within Hyyperspectrall Image Cubee

The entire
e
image cube can bee visualized as a “stack” of 61 false-color planess beneath thee
RGB image, as sh
hown below
w in Figure 2--13. Smalleer spatial subbsets can be cropped
c
from
m
this im
mage and in
ndividually displayed
d
as well.

Figure 2-13. RG
GB Image from Nadir-Loooking Hypeerspectral Sen
nsor and Three Selected
Ob
bject Areas
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Each individual pixel making up this DIRSIG image cube is spectrally pure (i.e.,
one ray is traced from a single material to detector pixel). For instance, the hyperspectral
imagery (HSI) of a single pixel chosen from the solar-illuminated rooftop of a blue car or
a house can be extracted and plotted against wavelength, as shown below in Figure 2-14
and Figure 2-15, respectively. However, spatial oversampling of the DIRSIG imagery
will create spectral mixing at the detector array, so a target detection algorithm (e.g.,
spectral angle mapper, orthogonal subspace projection) will be required to identify target
spectra at the subpixel level. Further, the material spectra shown below could be divided
by the solar spectrum as measured from a flat Lambertian calibration panel in order to
obtain the spectral reflectance as observed from the particular aerial vantage point.

Figure 2-14. RGB Image of DIRSIG Vehicle & Hyperspectral Spectrum of Rooftop Paint
Illuminated by the Sun

Figure 2-15. RGB Image of DIRSIG House & Hyperspectral Spectrum of Rooftop Material
Illuminated by the Sun

Any individual band (e.g., red ⇔ 0.65, green ⇔ 0.55, blue ⇔ 0.45 [μm]) in a
hyperspectral image cube can be displayed as its own grayscale image. DIRSIG typically
generates “normalized” spectral radiance (Lλ(x,y)) imagery in units of [W/cm2/sr/μm], so
the conversion to observed total radiance, L(x,y) [W/m2/sr] is accomplished by
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multiplying by 10,000 [cm2/m2] and by the bandwidth of the channel (e.g., 0.01 [μm]).
Additionally, multiple bands within the image cube can be combined to form a single
panchromatic-visible grayscale image. In the image cube in Figure 2-13 above, the first
31 hyperspectral bands of spectral radiance can be averaged and multiplied by 10,000
[cm2/m2] and by the total panchromatic bandwidth (e.g., 0.3 [μm]) to achieve total
radiance units of [W/m2/sr]. Resultant grayscale imagery is shown below in Figure 2-16.

Figure 2-16. R/G/B & Integrated Pan-Vis Total Radiance [W/m2/sr] Images

The second example of spectral imaging is shown below in Figure 2-17 for an
oblique sensor platform pointing southerly toward a stare point at the center of its optical
axis while declined 45° from nadir. The projection of the rectangular detector array onto
the ground forms a trapezoid, with imaged objects closest to the sensor (i.e., top of the
image) having a smaller GSD than those farthest from the sensor (i.e., bottom of the
image). The image cannot be directly mapped to East and North directions without an
orthorectification process, where tall objects will be offset due to parallax error.
Depending on the sensor’s viewing location and orientation, targets (e.g., vehicles) will
be either more or less occluded by trees and buildings, and shadows will become either
more or less apparent. Oblique imagery similar to that shown below in Figure 2-17 will
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be prevalent in all dynamic scene modeling for this project where a sensor is encircling a
stare point at a specific declination angle and flying altitude.

Figure 2-17. RGB Image of Oblique Scene Exhibiting Perspective Distortion

The third set of example imagery is a collection of close-up RGB images of
various objects within Megascene #1. Figure 2-18 contains both a real image and a
synthetic DIRSIG image of Irondequoit High School from similar perspective views.
Figure 2-19 contains a “grown” tree planted on the texture-mapped terrain casting a midafternoon shadow. Figure 2-20 shows a station wagon in a field and a pickup truck on a
street, both reflecting glint off of their windshields.

Figure 2-18. Real (L) and Synthetic (R) RGB Image of Irondequoit High School
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Figure 2-19. RGB Image of Synthetic Tree with Shadowing & Texture Map Effects

Figure 2-20. Example RGB Close-Up Images of Megascene #1 Car (L) & Truck (R)

The fourth example is a comparison of oblique RGB imagery in Figure 2-21 using
the baseline no-aerosol Tape5 file and the modified urban-aerosol Tape5 file. The
amount of haze due to urban aerosols increases with slant range. Thus, pixels having
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longer ground-to-sensor path lengths at the top of the right image contain more haze than
the shorter path length pixels at the bottom of the right image.

Figure 2-21. RGB Oblique Image with No Aerosols (L) and Urban Aerosols (R)

2.2

Polarimetric Imagery Synthesis using DIRSIG

In this section, we will describe additional considerations to synthesize polarimetric
imagery in conjunction with spectral imagery using DIRSIG.
2.2.1

DIRSIG Scene Modeling

Many materials within the DIRSIG Megascene #1 material database are diffuse
Lambertian reflectors. Others utilize a standard BRDF, while polarization-selective
materials (e.g., glass, shiny paint) utilize a polarimetric BRDF (pBRDF) that is based on
Stokes vector representation of incident irradiance and reflected radiance (see §4.2 for
further discussion). In the case of a flat surface, the incident Stokes vector irradiance
(
nadir,

) arrives in the direction of the light source’s declination from
, and azimuth angle,

, while the reflected Stokes vector radiance (

) measured by a sensor depends on the sensor’s declination from
nadir,

, and azimuth angle,

. Application of partial derivatives to the four Stokes
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radiance components with respect to each of the four Stokes irradiance components
yields a 4×4 pBRDF Mueller matrix, , as shown below in Equation (2-16) . Typically,
when performing remote sensing of the earth, circular polarization (i.e., L3 and E3) is
negligible so the pBRDF matrix can be reduced to 3×3, as shown below in Equation
(2-17) (Coulson, 1988).
,

;

,

;

,

,

,

,

·

(2-16)

sr

W
·

(2-17)

DIRSIG typically uses the Shell Background pBRDF (Shell, Polarimetric Remote
Sensing in the Visible to Near Infrared, 2005) to model background materials in the
terrain such as grass and asphalt. The Shell Target pBRDF is used to model “shiny”
objects such as vehicular paint and glass. Other pBRDF models are available in DIRSIG,
including the Priest-Germer pBRDF.
2.2.2

DIRSIG Atmospheric Condition Modeling

Synthesizing polarized output radiance images requires a polarized ADB created by
MODTRAN4-P. This is an experimental (i.e., beta) version of MODTRAN-4 that has
been distributed by the Air Force Research Laboratory (AFRL) to RIT’s DIRS group for
local implementation with DIRSIG. MODTRAN4-P is limited to a single scattering
model. The baseline and modified Tape5 files previously shown in Table 2-1 and Table
2-2 will work with MODTRAN4-P to simulate an atmosphere with no aerosols or urban
aerosols, respectively.
2.2.3

DIRSIG Imaging Platform Modeling

DIRSIG’s imaging platform model has the capability to output unpolarized (i.e., L0 only)
or polarized radiance (i.e., full Stokes vector) for every channel, or to design individual
coregistered channels that output Stokes vectors. Channel spectral responses of
rectangular, triangular, or Gaussian shapes centered at a particular wavelength with a
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particular width are options for each channel. For example, three unpolarized
rectangular-shaped response channels centered at 650, 550, and 450 [nm] with 100 [nm]
widths can be coupled with one polarized rectangular–shaped response channel centered
at 550 [nm] with a 300 [nm] center. This will produce three RGB total radiance bands
plus a four-“band” panchromatic Stokes vector in the output radiance image cube. As a
check, the red, green, and blue channel total radiance images should sum to equal the first
Stokes vector “band” total panchromatic radiance image if normalization to spectral
radiance is deselected. A single-band unpolarized radiance channel can also be specified
as the output of a linear polarizer oriented at a certain angle (e.g., 0°, 60°, or 120°).
2.2.4

DIRSIG Platform Motion Modeling

Consideration of the sensor’s azimuth angle and oblique declination angle from nadir
becomes increasingly important when capturing polarimetric imagery. When the
sensor’s heading angle is pointed directly toward the sun while imaging a flat ground
scene around a stare point, the degree of polarization (DoP) is a maximum. Additionally,
when the sun-target-sensor geometry makes a 90° angle in the principle plane, the degree
of polarization is usually a global maximum for that target’s material. However, if the
time of day is near noon, the platform would need to encircle the stare point using a very
large race track radius in order to approach a right angle with the sun, and the scattered
path radiance will become the vast majority of the captured image’s total radiance due to
the high slant range from scene-to-sensor (Schott J. R., 2009).
2.2.5

DIRSIG Data Collection Modeling

No changes to this module are necessary for synthesizing polarimetric imagery vs.
spectral imagery. However, as previously mentioned, the desired time of day and day of
year are specified in this module. Therefore, MODTRAN4-P creates an atmospheric
database with a solar azimuth and declination angle corresponding to these conditions.
Polarimetric imagery captured by a race track sensor encircling a stare point is
characterized by increased DoP when the time of day is either mid-morning or midafternoon. The sun at either a near-zenith (i.e., noon) or near-horizon (i.e., dawn or dusk)
position typically does not produce a useful output Stokes radiance image cube.
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2.2.6

Resultant Polarimetric Imagery

A resultant DIRSIG image cube contains 4 image “bands” for each polarized channel
representing the Stokes vector spectral radiance [W/m2/sr/μm] present within a Gaussian
or rectangular bandpass function surrounding a central wavelength, λ0. The four “bands”
represent the total spectral radiance,
spectral radiance,

, the horizontal vs. vertical polarization

, the +45° vs. -45° linear polarization spectral radiance,

, and the right vs. left circular polarization spectral radiance,

. When the

latter three image “bands” are divided pixel-by-pixel by the total spectral radiance
(

), the normalized Stokes images (S1, S2, and S3) are formed. These four images

are shown below in Figure 2-22 for an oblique north-pointing sensor at 3:00 PM (i.e., sun
is to the southwest) above Megascene #1 Tile #1 without atmospheric aerosols for a λ0 =
550 [nm] narrowband channel. The S1 image indicates slight vertical polarization and the
S2 image indicates a slight -45° polarization component, both in the areas of shadows cast
by trees and buildings prevalently consisting of downwelled polarized skydome radiance.

Figure 2-22. Synthetic DIRSIG Stokes Vector Oblique Images with No Aerosols
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The images above can be combined into DoP and AoP images in Figure 2-23 using
techniques presented in §4. DoP > 0.2 values are prevalent in all shadows and all
vehicles, while AoP is mainly between -60° and -90° due to sun and sensor geometries.

Figure 2-23. Computed DoP & AoP from Stokes Vector Images with No Aerosols

When urban aerosols are activated in MODTRAN4-P, a sharp decrease in total
spectral radiance (

) is observed across the entire scene due to a lower τ1 direct

transmission component of the “big equation” (2-4). Further, atmospheric scattering
along the path of the τ2 component causes most of the polarized radiance reflecting off of
the ground objects to depolarize. This results in all three normalized Stokes images (S1,
S2, and S3) becoming nearly 0[x,y] as shown below in Figure 2-24.
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Figure 2-24. Synthetic DIRSIG Stokes Vector Oblique Images with Urban Aerosols

Again, the images above can be combined into DoP and AoP images in Figure 2-25.
DoP has been significantly reduced to below 3.5% throughout the entire image, and the
AoP is consistently near -90° due to sun and sensor geometries.

Figure 2-25. Stokes Vector Image Computed DoP & AoP with Urban Aerosols

A single-pixel detector can be orbited around a flat calibration panel in DIRSIG to
determine the change in DoP≈DoLP and AoP with respect to the relative azimuth made
with the sun. For example, a glass sheet was placed atop a 0% reflector in the direct
sunlight for a solar declination of 40° from zenith. Six sensor declination angles were
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simulated while orbiting a full 360° directly above the sheet, as shown below in Figure
2-26. The highest DoLP was observed while looking directly toward the sun (i.e., 0°
relative azimuth) from a sensor that was declined 80° from nadir. DoLP falloff is
observed with decreased sensor declination angles (i.e., lower sun-target-sensor angles)
and with increased absolute relative azimuth angles (i.e., out of the principal plane). AoP
is generally proportional to relative azimuth, but becomes ambiguous when the sensor
declination angle becomes large.

Figure 2-26. DoLP & AoP vs. Relative Azimuth & Sensor Declination for Flat Sheet of
Glass Material

Polarization imagery can also be observed close-up with objects in Megascene #1
Tile #1, as shown below in Figure 2-27. Here, a sensor was placed looking straight south
on a main thoroughfare to observe the polarization phenomenology reflecting off of
vehicles, terrain, trees, and the skydome when the sun was to the southwest. We notice
higher DoLP within shadows and reflecting off of glass, as well higher skydome DoLP at
a relative azimuth angle approaching 90° from the solar position. Different materials
tend to stand out from each other drastically when analyzing AoP imagery.
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Figure 2-27. Street-Level Imagery in Visible RGB, NIR DoLP, & NIR AoP
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2.3

Vehicular Traffic and Video Simulation

In this section, we will describe the methods for placing moving vehicles within
Megascene #1 Tile #1, collecting imagery from a temporally changing scene using both
static nadir-viewing platforms and moving oblique-viewing platforms, and adding
platform position uncertainty due to the navigation system and aircraft jitter using
DIRSIG.
2.3.1

Vehicular Movement using SUMO

A DIRSIG user has the ability to manually relocate scene content as a function of time
when simulating a video sequence. However, simulating vehicle motion is prohibitive
because the user would be unable to generate a realistic flow of large-scale traffic. Thus,
automated vehicle motion was injected into Megascene #1 Tile #1 through the use of the
Simulation of Urban MObility (SUMO) traffic model, a “microscopic, space continuous
and time discrete traffic simulation” software tool. The SUMO software package allows
the user to explicitly define any number of routes, on which any number of vehicles can
travel (German Aerospace Center Institute of Transportation Systems, 2009).
A road network of the entire Megascene #1 Tile #1 area was created in order to
integrate SUMO simulations with DIRSIG. Corresponding GoogleTM Maps were
imported into Inkscape, a vector-based graphics package, and assigned to a background
layer. The network edges (lanes) and nodes (intersections) were then drawn atop the map
and exported to SUMO in an Extensible Markup Language (XML) format. After
generating the network, a series of routes were created for the vehicles to travel along.
Real-world traffic flow was simulated using a large number of routes, most of which
traveled along the main north-south thoroughfare for a portion of their journey. Once the
network and the routes were defined in SUMO, the simulation was performed and the
output was reformatted into a series DIRSIG inputs. A screen capture of the SUMO
software simulating the traffic flow for this data set is shown in Figure 2-28.
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Figure 2-28. Screen Capture of SUMO Simulating Traffic Flow

A total of 212 vehicles traverse the road network throughout a two-minute period. Each
vehicle is controlled by an individual six degree-of-freedom movement file containing a
summation of discrete movement entries representing (X,Y,Z) positions in an
East/North/Up (ENU) reference frame as well as (θx,θy,θz) Euler rotations. For example,
at any image capture time epoch, tk > t0, the easting position, X(tk), is computed with
respect to the initial position, X(t0) according to Equation (2-18):

∆

(2-18)

States of the other five parameters are computed in the same manner at each image
capture time. Vehicle positions and rotations at image capture times (e.g., 10 [Hz] rate)
that fall between movement entries (e.g., 1 [Hz] rate) are linearly interpolated.
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2.3.2

Video Frame Capture in DIRSIG

The first example nadir-looking video data set was initially rendered using DIRSIG to
simulate a sensor operating at 10 [Hz] for a duration of 120 [s]. Each 880×560 [pix]
frame was rendered as a hyperspectral cube of 61 bands spanning 0.4 – 1.0 [μm] at a
spectral resolution of 0.01 [μm]. The spatial ground extent of the frames was 660×420
[m] at a GSD of 0.75 [m]. These spectral and spatial parameters result in an ENVIstandard image file for each frame that is approximately 2 GB in size when oversampled
by 3× (i.e., 2580×1680 [pix] at 0.25 [m] GSD) for the purposes of aggregating pixels for
spectral mixing. This resulted in a total of 2.5 TB of data for a two-minute simulation
consisting of 1200 frames. The computing load was split into several tasks with varying
capture time windows and spread across a large number of CPU cores to parallelize the
overall process. This enabled the entire 1200-frame video set to be rendered in under 3
days. Once rendered, each oversampled frame was downsampled by 3× back to 880×560
[pix] by averaging each 3×3 group of spectral vectors together to achieve spectral mixing.

2.3.3

Nadir Aerial Video

Vehicular motion was simulated by SUMO for 212 vehicles represented by dozens of
vehicle body types and paint colors. Independent movement files defining each vehicle’s
position and orientation for the 120 [s] duration were created at a 1 [Hz] rate and
interpolated by DIRSIG at each instantaneous capture spaced 0.1 [s] apart. A 15:00:00.0
(i.e., 3 PM) local start time on a mid-summer date of 1 July was chosen for all movement
files so that moderate shadow effects could be included. This time choice placed the sun
at a southwest location with approximately 40° declination from zenith and 254° azimuth
clockwise from north. Validation of vehicle movement positions was accomplished
using a DIRSIG-modeled sensor placed H = 3000 [m] directly above the stare point of
(X,Y,Z) = (465, 580, 120) [m] and rendering 2001 frames at 10 [Hz] from 2:58:50.0 to
3:02:10.0 PM. A single frame from time 3:00:00.0 PM is shown below in Figure 2-29,
with many vehicles present on the various roads. Here, road-overhanging tree
obstructions were removed for a clear view of all vehicles by the aerial nadir sensor.
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Vehicle identification labels were superimposed at the interpolated movement file
positions. Here, yellow indicates moving vehicles, and red indicates static vehicles.

Figure 2-29. RGB Nadir Capture of Area of Interest at 3:00:00.0 PM

2.3.4

Oblique Aerial Video

A real imaging sensor would never be able to acquire natively static and boresighted
nadir imagery of a temporally changing scene, unless it was mounted atop a very tall
tower. Sensors mounted to fixed-wing, rotary-wing, or space-based platforms are always
in motion and every capture has some amounts of roll, pitch, and heading relative to the
navigation reference frame axes (east, north, & up or ENU). Thus, aerial and spacebased images are almost always oblique in nature, and therefore suffer from perspective
distortion (i.e., varying GSD across the image) as demonstrated in Figure 2-30.
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Figure 2-30. RGB Oblique Capture from Aerial Sensor

2.3.5

Navigation System Noise and Aircraft Jitter

DIRSIG has the capability to add Gaussian platform noise after generating a table of
platform locations and rotations. This noise is symbolic of the level of uncertainty in the
flight recorder’s navigation outputs. The two-step process includes adding Gaussian
noise variance [m2] to the location data, followed by adding a Gaussian noise variance
[deg2] to the rotation data.
Typically, an aerial mapping platform will have an onboard carrier-phase
differential global positioning system (DGPS) receiver integrated with an inertial
measurement unit (IMU) for extremely precise estimates of the sensor’s location and
orientation. The POS AV 410 system manufactured by Applanix Corporation is a GPSINS navigator that is capable of operating with standard positioning service (SPS), DGPS
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(requiring a base station), worldwide DGPS (requiring OmniStar XP subscription), or in
post-processed DGPS modes(Applanix Corporation, 2009). The POS 410 boasts RMS
error (i.e., 1-σ standard deviation) specifications as listed below in Table 2-4. Assuming
that real-time DGPS will be available, the maximum X/Y/Z location RMS error is 2.0
[m], while the maximum roll/pitch/heading orientation RMS error is 0.050°. These
quantities are converted to variances and entered into DIRSIG’s platform noise generator
as 4.0 [m2] and as 0.0025 [deg2], respectively.
Table 2-4. Applanix POS AV RMS Error Specifications
410 SPS

410 with DGPS

410 with

410 Post-

OmniStar XP

Processed

Position [m]

1.5 – 3.0

0.5 – 2.0

0.1 – 0.5

0.05 – 0.30

Velocity [m/s]

0.050

0.050

0.010

0.005

Roll & Pitch

0.02

0.015

0.015

0.008

0.080

0.050

0.040

0.025

[deg]
True Heading
[deg]

Misregistration by several pixels could occur if the actual error is several standard
deviations in magnitude. This was demonstrated below in Figure 2-31 where a single
oblique image was captured, followed by a “worst-case” repeated image capture when
the platform’s X, Y, and Z were all increased by three standard deviations (i.e., 6.0 [m])
and the roll, pitch, and heading were also increased by three standard deviations (i.e.,
0.15 [deg]). The two images are clearly misregistered, as evident by the strip of houses
missing from the bottom of the image with platform noise. Target tracking becomes
increasingly difficult when this platform navigation system uncertainty is injected.
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Figure 2-31. RGB Oblique Image with No Platform Noise (L) & 3-σ Platform Noise (R)

Aircraft jitter of a periodic nature (e.g., wind buffet) can also be simulated with
DIRSIG. Natural vibration frequencies of the aerial or space-based platform will add into
the six position and orientation parameters with various magnitudes. If the flight recorder
has a significant “lever arm” with respect to the imaging sensor, the jitter at the sensor
may not be sensed by the flight recorder’s INS (i.e., uncertain). If there is no lever arm,
the actual jitter will be present in the flight recorder’s outputs (i.e., certain) as a simple
capture-to-capture deviation from the intended flight path.
2.4

Orthorectification

In this section, we will introduce the flight recorder and digital elevation model
requirements for orthorectification, and demonstrate photogrammetric orthorectification
techniques.
2.4.1

Flight Recorder Data

As previously mentioned, a navigation system’s precise position and orientation
measurements are required for orthorectification of oblique imagery on a moving
platform. A typical GPS receiver can generate position and velocity estimates at a 1 [Hz]
rate, while a typical INS can generate position, velocity, and orientation estimates at a 10
to 100 [Hz] rate. A Kalman filter is used to blend the two estimates together to reduce
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whose roof is modeled as approximately 23 [m] above the underlying ≈120 [m] terrain,
and several trees that are over 30 [m] tall.

Figure 2-33. Zhit Truth Image of DIRSIG Megascene #1 Tile #1

2.4.3

Photogrammetric Collinearity Equations

The tilted detector plane is related to the ground plane through a mapping called the
“projective transformation”, also known as “collinearity” (Wolf & Dewitt, 2000). Each
individual frame captured by an oblique-viewing detector can be digitally rectified so that
each pixel location (x,y) [m] on the array directly maps to a location (X,Y,Z) [m] on the
ground. The sensor’s focal length, f [m], the stare point (center of optical axis) ground
coordinates, (XL,YL,ZL) [m], and the detector array’s center point, (x0,y0) [m], are all
constants for a single image frame. Orthorectification via Equations (2-19) and (2-20) is
accomplished by sweeping across all possible ground coordinate (X,Y) [m] pairs in the
local area of interest (e.g., the entire Tile #1 or an area of interest) at a fixed GSD (e.g.,
0.75 [m]), meanwhile inserting the terrain’s elevation, Z [m], from the DEM data. If the
computed pixel location (x,y) [m] falls within the boundaries of the virtual detector array,
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then that location’s nearest-neighbor pixel spectrum is chosen for injection into the
resultant orthorectified image at location (X,Y).
(2-19)
(2-20)
The nine rotation matrix variables (m11 through m33) are computed at every image
capture using the flight recorder’s Euler angles. The order of the right-handed Euler
angles when converting from the navigation frame (i.e., X,Y,Z or ENU) to the detector’s
pixel frame (i.e., x, y, z) as used in the collinearity equations above is θz or “positive yaw
left,” followed by θy or “positive roll right,” and then θx or “positive pitch up”.
Premultiplication of these “direction cosine matrices” (DCMs) is accomplished as
follows in Equation (2-21).
·
1
0
0

0
cos
sin

0
sin
cos

·
cos
0
·
sin

0
1
0
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0
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(2-21)
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The oblique captures can be orthorectified using the platform flight recorder’s 6-DOF
output measurements of position and orientation that feed into Equations (2-19) and
(2-20). The oblique capture shown in Figure 2-30 was orthorectified onto the base Tile
#1 map using a 1.5 [m] GSD as shown below in Figure 2-34.
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Figure 2-34. Orthorectified Detector Image Trapezoid on Base Map

2.4.4

Resultant Cropped Registered Imagery

The 1.5 [m] GSD spatial subset of Figure 2-34 corresponding to the target tracker’s area
of interest can be cropped and displayed in the navigation frame as shown below in
Figure 2-35. Since the sensor was looking generally toward the sun, shadows in this
image are quite noticeable. Vehicles located immediately to the west of large fixed
objects (e.g., trees, buildings) are masked at this sensor’s vantage point. All fixed objects
remain “static” from capture-to-capture while the moving vehicles traverse the streets.
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Figure 2-35. Cropped Orthorectified RGB Image of Area of Interest

This type of temporally changing imagery within fixed geographic boundaries
demonstrates what the target tracker requires, although all figures above have been
generated from direct DIRSIG synthetic image captures. In the end-to-end simulation,
the flight recorder data is fed forward for orthorectification of the multimodal adaptive
sensor’s oblique output whose imagery includes all optical aberrations and detector
sampling artifacts inherent in the sensor model.
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3 Spectrometry and Optics
In this chapter, we introduce the optical components required to construct a spectrometer
for the purpose of acquiring a high-resolution spectral response of a desired portion of an
imaged scene. Spectrometry theory and micromirror fundamentals will first be
introduced, followed by the hardware operation and software model of the RITMOS.
Fabry-Perot spectrometers will also be introduced, followed by a review of other
published spectrometer varieties. Finally, preliminary results obtained from the RITMOS
hardware and its software model will be demonstrated.
3.1

Basic Spectrometry Theory

In this section, spectrometry using classical slit masks and advanced micromirror slit
masks will be introduced.
3.1.1

Generic Spectrometer

A schematic diagram of a generic single-object spectrograph/spectrometer is shown in
Figure 3-1 below for astronomical purposes (Fix, 2001). This spectrograph design lacks
a spatial imaging detector to provide spatial information across the entire 2-D field-ofview (FOV), so spatial imagery must be collected via another detector connected to a
beamsplitter upstream of the slit.
Continuous
Light
Spectrum

Reimaging
Camera Lens

Star
Light

Telescopic
Objective

Detector
Slit in
Telescope’s
Focal Plane

Collimating
Dispersive Prism
Lens

Figure 3-1. Schematic Diagram of Generic Spectrograph
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650
550
450
[nm] bins

A telescopic objective such as the one in the above figure is usually focused at ∞
and collects a cone of light according to its FOV. In an aberration-free system, all light
from across the entire aperture comes to a focus at the “imaging plane” at a downstream
distance of the back focal length (BFL) from the last element of the telescopic objective.
At the imaging plane, one would typically place a detector array (e.g., CCD) to collect
the image digitally, or a telescopic eyepiece (at a distance of its respective front focal
length (FFL) behind) to collimate the light for viewing by the human visual system.
However, in a spectrometer, a “slit” is created by various means (e.g., custom
laser-milled mask, fiber-optic bundle, micromirror array) and placed at the imaging plane
by “masking” out the entire field except for a small amount of the field that corresponds
to a target (e.g., a single star). Either the telescope must be oriented so that the target of
interest is located at a particular position in the FOV (e.g., the center), or the slit must be
maneuvered to pass only the target’s light while masking out the rest of the background.
The target light then continues on past the slit at the imaging plane and re-expands
slightly before it enters a collimator lens which renders all target rays parallel (as they
initially were when they entered the telescopic objective). These parallel rays enter a
prism, a grism, or a diffraction grating that can be either transmissive or reflective
(Loewen & Popov, 1997). The rays are then dispersed according to the grating equation
for a designed incident angle θi ≠ 0° or for normal (θi = 0°) incidence (Hecht, 2002):
·

· sin

sin

(3-1)

Here, m specifies the order of the principal maxima, d is the grating spacing [nm], and θm
is the angle at which incoming light rays at a wavelength of λ [nm] are deflected. The
various wavelengths within the target spectrum are then refocused onto a detector array
by a camera lens, and the detector’s pixels in one spatial dimension (i.e., the dispersion
axis) become spectral bins that are ordered from short to long wavelength. Since m⋅λ ∝
sin(θm), higher orders/wavelengths are deflected at increased angles over smaller
orders/wavelengths. Thus, the detector should be positioned at an angle, θm, from the
dispersive element corresponding to the central wavelength of interest, λ0, and order of
interest, m ≠ 0 (typically m = 1).
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3.1.2

Micromirror Array-Based Spectrometers
A micromirror can be either an electrostatically driven or thermally actuated

microelectromechanical system (MEMS) device. The primary manufacturer of arrays of
micromirrors is Texas Instruments (TI). TI’s Digital Micromirror Device (DMD) was
invented in 1987 and has been continuously updated ever since as the technological
advancements of the integrated circuit (IC) manufacturing industry have evolved
(Hornbeck, 1999). Each individual DMD within an array (e.g., 848×600 or 1920×1080)
can be individually controlled to tip in one of two available states (±10° for older models,
±12° for newer models). One limitation of the TI DMD is scattering of light caused by
the central post or “via” that supports the mirror above the hinge acts as a severe
scattering center. Additional scatter is also caused from the exposed substrate underneath
the mirror, as the fill factor is not 100% and the mirrors tip corner-to-corner. TI has
reduced the via’s size in recent mirror designs to improve contrast ratios in projection
systems. The DMD is shown below in Figure 3-2.

Figure 3-2. Individual DMD Mirrors (L) and DMD Array Chip (R) (from Texas
Instruments)

The DMD has been used in a multitude of optical designs (Dudley, Duncan, &
Slaughter, 2003). The original application for the DMD was a spatial light modulator
(SLM) for Digital Light Processing (DLP®) televisions and projectors. Each individual
DMD within an array tilts along the diagonal to direct collimated light from a metalhalide or mercury arc lamp source to either a light trap or a projection lens, as
demonstrated in Figure 3-3, respectively. Here, the green rays indicate the incoming
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wavefront, and the red rays indicate the reflected wavefront. Black, white, and
intermediate grey levels across the imaging field are produced by temporally modulating
the length of time that the mirror is in its “on” state to produce varying grey levels as
observed by the human visual system. A color filter wheel spinning at a high rate can act
as a spectral bandpass for the projected light to output specific colors (e.g., red, green,
blue) that change faster than the eye can detect. There is also a finite stabilization time
on the order of 18 µs for both on and off transitions.

Figure 3-3. DLP Application of DMD Array with “Off” (L) and “On” (R) States

Another application for the DMD is in multi-object spectrometry (MOS). Here,
the incoming light is not collimated, but is rather focused by optics to the DMD array
which acts as an initial imaging plane. Each micromirror can be individually controlled
to send light toward either an imaging channel or a spectrometry channel, as shown
below in Figure 3-4.

Figure 3-4. Imaging Spectrometer Application of DMD Array with Imaging Channel (L)
and Spectrometry Channel (R) States

Depending on the reflective coating chosen for the individual DMD mirrors and
the anti-reflective coating chosen for the glass plate in front of the array, each individual
DMDs will reflect a spectral bandpass of VNIR light in one of two commanded
directions. Multi-object spectrometry for astronomical observations includes an optical
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3.2

RITMOS Introduction

An adaptive multimodal optical sensor at the heart of a performance-driven sensor system
is an imaging device with the capability of interacting with a performance-driven
algorithm to detect, identify, and track targets in real-time using multiple modalities. A
sensor that adaptively collects spatial, spectral, or polarization modalities was required
for a high-rate target tracker to exploit from frame to frame. Thus, a micromirror-based
MOS whose hardware was available for testing at RIT was used as the starting point for
this sensor design.
3.2.1

RITMOS Design and Operation

A micromirror array is the most suitable for slit creation in a performance-driven sensor
due to its compactness and speed of commanded updates. The RITMOS was chosen as
the system to initiate modeling of an adaptive sensor. It was originally designed in 2003
as an astronomical spectrometer and imager connected to a telescope for the purpose of
Morgan-Keenan (M-K) spectral classification of multiple stars simultaneously. It was
designed to be sensitive within the M-K classical blue wavelength regime from 39004900 [Å] (i.e., 390-490 [nm]), and has a spectral resolution of 0.703 [Å] at its central
wavelength of 4400 [Å]. Its core “optical bench” section is shown below in Figure 3-6
(Meyer, Kearney, Ninkov, Cotton, Hammond, & Statt, 2004).

Figure 3-6. Top View Schematic Diagram of the RITMOS Optical Bench
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The RITMOS utilizes a Texas Instruments Digital Micromirror Device (DMD)
848×600 array at the focal point of its primary optical axis. Each of its 508,800 individual
16 [µm] square mirrors (spaced apart by 17 [µm]) is controlled to deflect incident light
into one of two output paths: an imaging channel or a spectrometry channel. Thus the
DMD array acts as a “light switch” to create on-the-fly slits within a baseline 2-D
rectangular pupil function, p[x,y] (Gaskill, 1978). The imaging channel consists of an
Offner relay and two fold mirrors that reimage the light initially focused on the DMD
onto a cooled 512×512 [pix] charge-coupled device (CCD) detector. The utilization of a
5-position motorized filter wheel allows the collection of grayscale images that are either
panchromatic (i.e., clear aperture, entire detector response) or the output of red, green, or
blue astronomical bandpass filters. The spectrometry channel consists of a 3-mirror
reflective collimator, a 1200 [lines/mm] transmission grating, a 5-element reimager, and a
cooled 4097×4130 [pix] CCD detector. Baffles are arranged in both channels to reduce
stray light and therefore improve image quality and spectral quality.
Acquisition of target spectra within a scene consists of five main steps. First, all
incoming light is deflected by the DMD array towards the imaging channel, which
reimages the DMD through the Offner relay onto the imaging detector. Second, the
locations of targets of interest are selected using a software tool, and the corresponding
micromirrors are deflected towards the spectroscopy channel. Third, the light is sent
through the spectrometry channel collimator, dispersed by the transmission grating,
reimaged, exposed onto the spectrometry CCD detector, and differenced from a dark
frame. Since the dispersion is simply the convolution of the pupil function p[x,y] with
the target’s spectral intensity I[λ]|λ=y, replicas of p[x,y] are formed along the y-axis of the
CCD centered on the row corresponding to the wavelength of each Lorentzian-shaped
emission line or merged across a continuous spectrum. Fourth, the incoming light path is
cut off, and light from a Krypton rare-gas calibration lamp is injected with a light-shaping
diffuser into the optical axis through the same micromirror slits and exposed onto the
spectrometry channel’s CCD detector for wavelength-to-pixel matching and extrapolation
using the locations of seven known (Lide, 1992) high-intensity Krypton emission lines
within the range 4200-4600 [Å]. Finally, each row of CCD pixels corresponding to each
of the multiple slits formed on targets of interest in the scene is matched to the same row
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showing peaks of emission lines from the Krypton light, thus producing plots of
normalized spectral intensity vs. wavelength for each selected target.
3.2.2

RITMOS Stellar Spectrum Acquisition

In 2003, the RITMOS was attached to the University of Rochester’s C. E. K. Mees
Telescope for its first operational use (Meyer, Kearney, Ninkov, Cotton, Hammond, &
Statt, 2004). The RITMOS optical bench and controller cabinet is shown underneath the
telescope in Figure 3-7.

Figure 3-7. RITMOS Mounted to Mees Observatory Telescope

Since the RITMOS lacked an available imaging CCD camera at that time, a
corresponding 2-D spatial image of the stellar cluster was rotated and scaled from a web
database to match the pointing orientation of the Mees telescope. The RITMOS
designers were able collect an image of the spectral dispersion of every star within the
DMD’s FOV using the spectrometry CCD, as shown below in Figure 3-8.
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Figure 3-8. 2-D Spatial Image (L) and RITMOS-Measured Vertical Spectra of Every Star
within DMD FOV Using the Mees Telescope (from Meyer, et al, 2004)

Additionally, 2×2 micromirror slits were placed at the positions of the three
brightest stars in Figure 3-8. Two stars were class B0III, while the third was a class A0V
and thus possessed different spectral absorption lines. The starlight from each of the
respective stars was dispersed toward the spectrometry CCD in nonoverlapping spectral
columns. Their aligned spectra are plotted below in Figure 3-9 and compared with the
catalog spectra of the two classes. Absorption lines are seen to match precisely within
the spectral range of the RITMOS.

Figure 3-9. RITMOS Measured Spectra Compared with Catalog Spectra of Two Classes of
Stars (from Meyer, et al, 2004)
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3.2.3

RITMOS Solar Spectrum Acquisition

In 2007-2008, the RITMOS was placed on the rooftop of the RIT CIS (bldg. 76) by Dr.
Bob Slawson, as shown below in Figure 3-10. It was pointed downward toward the
parking lot to collect reflected light from various surfaces under solar illumination.

Figure 3-10. RITMOS System on Roof of RIT CIS

A 2-D spatial image was obtained using an imaging CCD, and four small horizontal
micromirror line slits were commanded. Each of these slits formed a strong spectral
measurement along the dispersion axis of the CCD, as shown below in Figure 3-11. The
parking lot asphalt is an approximate Lambertian (diffuse) surface, and reflects an
approximate replica of the solar spectrum within the spectral range of the RITMOS. One
of the spectral measurements is plotted below in Figure 3-12, and two solar absorption
lines are pointed out in the measured spectrum.
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Figure 3-11. 2-D Spatiaal Image (L) and
a Spectrall Image (R) Obtained
O
using Four
Micromirror Slits in the RITM
MOS (from Sllawson, 20088, unpublisheed)

Figu
ure 3-12. Meeasured solarr spectrum frrom single taarget slit afteer CCD calib
bration (from
m
Slawson, 2008,
2
unpubllished)
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3.3

RITMOS Hardware/Software Components

The RITMOS system consists of the RITMOS “optical bench,” dedicated power supplies
and water coolers to run the two CCD detectors, the RITMOS controller cabinet, and two
interfacing PCs all on a pair of wheeled carts. All components other than a power supply
and the water coolers are shown below in Figure 3-13.

Figure 3-13. Photographs of the RITMOS Optical Bench, Control Computers, & Internal
Optical Paths

The heart of the RITMOS is the TI DLP DMD array. A DLP Discovery Kit was
used in the RITMOS, which is a DMD chip on a circuit board and an accompanying
interface controller board as shown in Figure 3-14. Also shown is the container with
absorptive black painted surfaces that was specifically constructed to hold the DMD chip
at a 45° angle so that the corner-tipping mirrors would tilt in the horizontal plane toward
either the imaging or spectrometry channel optics.
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Figure 3-14. Photographs of the TI DLP Discovery Kit (L) and the RITMOS-Installed
DMD Array (R)

The imaging detector is a Photometrics CH350 camera that uses Eastman Kodak's
1401E CCD imaging array of 512×512 [pix]. The first computer controls this CCD using
PMIS software, and feeds the resultant image to a RITMOS program that can control
DMD pixels to create slits based on mouse clicks on top of the 2-D spatial image.
The spectroscopy camera is an 800-series scientific imaging camera made by
Spectral Instruments Inc. of Tucson, AZ. Various CCDs can be used in the 800-series
camera. The current CCD has 4130×4097 [pix]. The second computer runs the Spectral
Instruments SGL software that can capture both a “light” and a “dark” image and subtract
them. Both cameras are shown below in Figure 3-15. They use external water coolers
and the thermoelectric Peltier effect to bring the CCD temperature down which reduces
levels of dark current.

Figure 3-15. Photographs of the Imaging Detector (L) & Spectrometry Detector (R)
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3.4

RITMOS Optical Model

The RITMOS optical model consists of a primary optical axis pathway plus two
channels. The primary pathway is the main optical axis to include foreoptics, relay
optics, a calibration assembly, and a DMD focal plane upon all inbound light comes to a
focus. The DMD acts as a type of spatial beamsplitter and can send expanding light into
one of two channels. The imaging channel collects the expanding beam in an Offner
relay consisting of a primary concave, secondary convex, and two fold mirrors. The light
is then refocused onto an imaging focal plane, optionally passing through a spectral filter
on a color wheel. The spectrometry channel also collects its respective expanding beams
that were selected by individual groups of micromirrors, but instead collimates the beams
through a three-element aspheric mirror combination. A transmission diffraction grating
is then placed at an arbitrary location after the collimated beam and angled such that the
collimated beam will split into replicas of the imaged micromirror slits corresponding to
each discrete wavelength present in the incoming light. These imaged slit replicas are
then passed through reimaging optics onto a spectroscopy CCD, so that their respective
intensities can be plotted vs. wavelength. The primary pathway and two channels are
shown in Figure 3-16 (Meyer, Kearney, Ninkov, Cotton, Hammond, & Statt, 2004).

Figure 3-16. RITMOS Primary Optical Pathway and Two Channels (from Meyer, et al,
2004)

The RITMOS thus operates like the generic spectrometer in Figure 3-1, substituting the
objective for the foreoptics, the slit mask for the DMD array, the collimating lens for a
reflective collimator, and the prism for a transmission diffraction grating.
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3.4.1

Optical Modeling Software Introduction

The original ZEMAX lens design files for the RITMOS optical channels are proprietary
ASE Optics material and were not made available to RIT. Thus, two other optical
modeling software packages were used to approximate the RITMOS optical design and
tune this design to achieve the measured performance of the RITMOS hardware.
The Optics Software for Layout and Optimization (OSLO) is a geometrical optics
design program used to determine the optimal sizes, shapes, and spacings of refractive
and reflective components within an optical system (Lambda Research Corporation,
2005). OSLO Premium comes with a database of hundreds of out-of-the-box optimized
lens designs such as zoom/telephoto/wide-angle lenses, microscope objectives,
telescopes, prisms, and gratings. These designs can be either rescaled or fully modified
to develop the best optical subcomponent for a given system.
FRED is an optical engineering software package designed to analyze optical
systems including mechanical structures (Photon Engineering, LLC, 2008). It can
perform nonsequential or sequential raytracing, and can analyze stray light, scatter, image
quality, irradiance, and polarization. Its 3-D color graphical capabilities allow for
enhanced visual representation of the entire system design to include all sources,
geometrical objects, and analyzers. It can raytrace expanding, collimated, or focused
light incoming from a point, plane, or image source through all lenses, mirrors, and
gratings throughout a sensor model. Its analyzers (i.e., ideal detectors) can display the
output irradiance spread function observed at any defined location within in the end-toend system. Besides this functionality, its power for this project lies in the ability to array
optical devices quickly (e.g., micromirrors, micropolarizers). A FRED model can also
include absorptive surfaces such as baffles, stops, walls, and barrels. FRED directly
imports OSLO lens files for incorporation into a system design, and has the ability to
space lens components for the best geometric focus.
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3.4.2

RITMOS Hardware Container

The RITMOS optical bench lies within a container that can be approximated as
rectangular and made of absorptive material to reduce stray light, as shown below in
Figure 3-17. The modeled container is approximately 0.63 [m] across, 0.25 [m] high, and
0.49 [m] deep, and was designed to hold all components at the same scale. A 76 [mm]
hole in the front fits the foreoptics, while a 108 [mm] hole in the right side fits the
imaging CCD. The modeled relay optics and spectrometry CCD were designed to fit
completely inside the modeled container, rather than penetrate through the rear left corner
as in the hardware.

Figure 3-17. RITMOS Modeled Absorptive Container in FRED

3.4.3

RITMOS Foreoptics Subcomponent

The foreoptics currently attached to the RITMOS is an AF Nikkor wide-angle standard
lens with a 50 [mm] focal length and a variable aperture ranging from f/1.8 to f/16
(Nikon Corporation, 2009). It consists of six lens elements and boasts a 46° total FOV
(i.e., ±23° HFOV). The overall lens barrel has a diameter of 63.5 [mm] and a length of
39 [mm], and is shown below in Figure 3-18.
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Figure 3-18. Nikon AF Nikkor Lens (L) and Lens Elements (R) (from Nikon USA)

The Nikkor lens is very similar to the standard Biotar or double-Gauss lens that is
available in the OSLO Premium lens database. This basic six-element lens also has a 50
[mm] focal length, and starts at an aperture of f/2.0 with a ±20° HFOV. It is an
anastigmat with less than 1% barrel distortion and less than 0.1 [mm] lateral spherical
aberrations at full field for VIS light. The stop surface after the third element prevents
badly aberrated rays from passing through to the imaging plane. All element diameters
and spacings within the overall lens prescription can be simply scaled to a new focal
length (e.g., 68 [mm]) so that a new lens can be constructed, as shown below in Figure
3-19. Alternatively, the entire prescription can be used as a starting point for
reoptimization using another f/#, thereby shifting the curvatures and spacings of all
elements (Smith, 2005). The approximately Gaussian shape of the on-axis point spread
function (PSF) can be used to model a sensor blurring effect, as shown below in Figure
3-20. This distribution model would have ≈95% of its area contained within ±2 standard
deviations of its mean, so the standard deviation can be measured in the figure and
converted from units of [mm] into a fraction of a pixel. An absorptive barrel tube can
also help control vignetting and prevent rays outside of the FOV from entering the
system, as shown below in Figure 3-21.
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Figure 3-19. 68 [mm] Double-Gauss Lens Report Graphic in OSLO

Figure 3-20. 68 [mm] Double-Gauss Lens Point Spread Function in OSLO

Figure 3-21. 68 [mm] Double-Gauss Lens (L) and Barrel Tube (R) in FRED
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Alternative types of foreoptics can be installed to the standard screw-on lens
mount of the RITMOS container. One extreme example is to attach the RITMOS to the
output of a telescope such as the 24 [in] (61 [cm]) Boller and Chivens f/13.5 Cassegrain
reflector at the C. E. K. Mees Observatory owned and operated by the University of
Rochester. A prescription for the Hubble Space Telescope was modified from the
standard OSLO lens database to model the Mees telescope, and is shown below in Figure
3-22. Although its effective focal length is 8.3 [m], the image plane is located only 21.5
[cm] after the primary mirror.

Figure 3-22. Mees Telescope Model Report Graphic in OSLO

The image plane or back focal point for any type of foreoptics is assumed to be at
the geometric center of the RITMOS container’s foreoptics attachment hole.
Downstream from this hole, the rays will expand again and must be collected by a set of
relay optics as described in the next section in order to refocus them onto the micromirror
array.
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3.4.4

RITMOS Relay Optics Subcomponent

The relay optics must take the expanding rays after the front hole of the RITMOS
container and refocus them onto the DMD array. Since the internal relay optics tube was
not able to be removed from the RITMOS and inspected, assumptions were made to
model this subcomponent. First, a 50 [mm] double-Gauss lens that was identical to the
foreoptics previously shown in Figure 3-19 was modeled and placed at its FFL
downstream of the front hole. Thus, when the expanding rays enter this lens, they are
collimated and outputted down the optical axis. Second, a simple achromatic doublet as
shown below in Figure 3-23 and Figure 3-24 was placed downstream at its BFL away
from the DMD array location. It has a large aperture stop surface placed immediately in
front of the first lens element to prevent stray light from passing by the doublet.

Figure 3-23. Relay Optics Achromatic Doublet in OSLO
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Figure 3-24. Relay Optics Achromatic Doublet Side View (L) and Front View (R) in FRED

The entire relay optics assembly (double-Gauss plus achromatic doublet) is shown below
in Figure 3-25. As shown, an absorptive surrounding tube was also installed to help
reduce stray light.

Figure 3-25. Entire Relay Optics (Top) and Tube Assembly (Bottom) in FRED

3.4.5

RITMOS DMD Array

Figure 3-26 shows an example of a detailed TI DMD 3-D model showing the reflected
wavefront from a converging beam on a 3×3 group of micromirrors within a larger array.
Here, a single mirror is pointed towards the spectrometry channel (green output rays),
while all other mirrors are pointed towards the imaging channel (red output rays). The
converging input beam is not shown to aid visual interpretation of the output. Detailed
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scatter measurements will be collected by another RIT graduate student to obtain a
baseline scatter model to use within the optical simulation software package to verify the
accuracy of the current model. The resulting PSF/MTF of the DMD array is important
for predicting accurate performance of future micromirror-based MOS systems.

Figure 3-26. DMD Array Model Used for Scattering Simulations in FRED

An entire 848×600 array of DMDs was simulated in FRED, as shown below in Figure
3-27. It was placed on a stop surface that was also collocated with an analysis surface
(i.e., virtual detector) to ensure a focused image was arriving at the DMD array. A zoomin of the paraxial region of the imaging plane located at the DMD array’s center is also
shown.

Figure 3-27. Entire DMD Array (L) and Zoom-In (R) in FRED
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3.4.6

RITMOS Imaging Channel – Offner Relay, Filter Wheel, CCD

The catoptric “Offner Relay” effectively reimages an "object" onto an "image" location
that does not lie on the optical axis through the use of spherical mirrors (Offner, 1973).
The Offner relay schematic of interest is found in “Figure 3” of the patent and is shown
below in Figure 3-28. The large concave mirror is twice the radius of curvature of the
small convex mirror. Fold mirrors are placed in the path of ray convergence to form an
image of an object located at O' (instead of O) at the location I' (instead of I). 3rd-order
aberrations (i.e., spherical aberration, coma, and distortion) are not present, the system
has unit magnification, and it also boasts diffraction-limited performance.

Figure 3-28. Original 1973 Offner Relay Patented Design (L) and OSLO Model (R)

The RITMOS f/8.5 Offner relay (consisting of one primary concave spherical
mirror and one secondary convex spherical mirror) works in conjunction with 2 flat fold
mirrors to reimage the DMD onto the imaging CCD focal plane after 5 reflections with
nearly 1:1 magnification. Since the incoming light exits the DMD at a 20° angle, the
final beam must intersect the imaging detector’s focal plane at the same oblique angle.
Baffles were arranged to reduce stray light.
Original designs of the RITMOS Offner relay were accomplished by Christopher
Cotton of ASE Optics. The relay maintained a spot size below 8 microns over the entire
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FOV of the DMD. Distortion was also shown to be less than 0.1% over the entire field
(Meyer, Kearney, Ninkov, Cotton, Hammond, & Statt, 2004).
It is apparent that the baffles around the fold mirrors and the mirrors of the Offner
relay are vignetting the image of the DMD array for on-axis light. The images collected
with the imaging CCD hardware show a definite 45-degree cropping line within the FOV
and a significant falloff effect for the rest of the image. Only about 1/3 of the DMD array
can be imaged with the CCD. The Offner relay model is shown below in Figure 3-29,
with traced rays passing through the relay optics, onto the DMD array, through the Offner
relay, and terminating at an imaging detector. An optional spectral bandpass filter
(simulating a filter wheel) can easily be inserted immediately before the imaging
detector.

Figure 3-29. Optimized Offner Relay Operation in FRED

3.4.7

RITMOS Spectrometry Channel – Collimator, Diffraction Transmission
Grating, Reimager Lens, CCD

The reflective collimator lies in the horizontal plane of the spectroscopy channel. Its
function is to render all light sent into it from the selected DMDs as parallel when output
to the transmission diffraction grating, as well as to make the volume of the RITMOS
more compact by folding the optical axis 3 times before light passes through the
transmission grating, reimager lens, and spectroscopy detector. The collimator prevents
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the light reflected off of an individual DMD from expanding as it travels, and its offset
exit pupil is located at the transmission grating. The grating's dispersion is only
controllable if the light is collimated. Reflective optics are preferred in the collimator
because they do not introduce dispersive effects of their own. The collimator operates at
f/7.62, which along with the f/3.35 reimager lens produces a system magnification from
the DMD to the spectroscopy CCD of 0.44.
The three mirrors of the collimator are aspherics, made of diamond-turned,
nickel-plated aluminum. The collimator system is diffraction limited over the entire FOV
of the DMD array, and has geometric distortion less than 0.2%. Diffraction-limited
wavefront performance out of the collimator is necessary to limit aberrations caused by
the diffraction grating's tilt angle. The light enters the collimator at a 20° angle relative to
the foreoptics axis (due to the 10° tilted DMDs). The first concave mirror is tipped 10°
(i.e., parallel to the DMDs) which reflects the light in a parallel direction relative to the
foreoptics axis. The second convex mirror is tipped at approximately 20°, which reflects
the light at an angle of 40 degrees relative to the foreoptics axis. The third concave
mirror is tipped at approximately 20°, which again reflects the light at a 40° angle to
render the light back to a parallel direction relative to the foreoptics axis. Three baffle
walls were inserted in the collimator to control stray light. Further, the light exiting the
collimator passes through a circular baffle before reaching its exit pupil at the
transmission grating. The collimator is shown below in Figure 3-30.
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Figure 3-30. Collimator Mirrors in OSLO

The BK7 diffraction grating used on the RITMOS is a plane ruled transmission
grating (for reducing space requirements relative to a reflective grating) that was
manufactured by Spectra-Physics RGL in Rochester NY(now owned by Newport). Its
45° rotation angle rotates the dispersion angle such that the dispersion is perpendicular to
the long axis (i.e., 848 [micromirrors] across) of the rotated DMD array due to the square
micromirrors tilting about their individual diagonals. The grating frequency of 1200
[lines/mm] repeats throughout the entire ruled area of 70 [mm] × 70 [mm]. Its nominal
1st-order blaze wavelength is 400 [nm], and its blaze angle is 14°. The transmission
grating is shown below in Figure 3-31 diffracting collimated rays from the Krypton lamp
of the calibration assembly.
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Figure 3-31. Collimator and Diffraction Grating Models in FRED

The reimager lens operates at f/3.35. It is a refractive system, which along with the f/7.62
collimator provides a system magnification from the DMD to the spectroscopy CCD of
0.44. Its EFOV is 2 degrees to cover the spectral dispersion. The refractive reimager has
5 elements in 3 groups and is designed for zero chromatic aberration over 3900-4900
Angstroms. It is not diffraction limited, but rather is designed to match the smallest
expected CCD pixel size of 9 microns. Since the reimager optics could not be opened
and inspected, a double-Gauss lens was again modeled as shown below in Figure 3-32.

Figure 3-32. Reimager Lens (L) and Tube Assembly (R) in FRED
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3.4.8

RITMOS Calibration Assembly Krypton Lamp

The emission line spectra of certain elements have been measured with high precision by
the Committee on Line Spectra of the Elements of the National Academy of Sciences National Research Council. These wavelengths can be used for the calibration of
spectrographs in either air (above 2000 [Å]) or in a vacuum (below 2000 [Å]). The
elements used most commonly for calibration purposes in the air region are Ne, Ar, Kr,
Fe, Th, and Hg.
A "PEN-RAY" brand Krypton (noble gas, atomic number 36) rare-gas lamp
manufactured by Ultra-Violet Products (UVP) used in the RITMOS has a known line
spectrum that can be used to calibrate the spectroscopy CCD. The lamps have a lighted
length of 53.8 [mm] in a 6.5 mm diameter fused silica (quartz) tube filled with Krypton
gas and powered by a 10 [mA] power supply. The Krypton lamp and power supply are
housed in the RITMOS controller box, and the light is fed into the RITMOS through an
optical fiber. The locations of the peak intensities on a resultant image can be correlated
with known Kr I (neutral) lines. A useful wavelength region for Kr I is found from 4200
down to 4600 [Å]. The actual spectra of a sample PEN-RAY Krypton lamp were
measured by Beckman Instruments, Inc. using a grating monochromator mode of a DK-U
(universal) prism-grating spectrophotometer along with an RCA C70101 tri-alkali
detector. Possible error sources in these measured spectra include variance between
manufactured lamps as well as flicker from the lamp's 10 [mA] power supply.
Wavelengths of the lines emitted by the Kr I neutral atoms in standard air were given to
the nearest 0.1 [Å], and have been corroborated with the CRC Handbook of Chemistry
and Physics (although the intensities of the emission lines bear little relationship to the
Handbook values due to differences in excitation conditions). The Lorentzian function
given below in Equation (3-2) was used to plot each intensity (I0) corresponding to its
respective emission line location λ0.

1

2

(3-2)

All known lines found within the 3900 to 4900 [Å] spectral range of the RITMOS were
plotted together in Figure 3-33 (Lide, 1992). The locations of seven high-intensity lines
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are also annotated. Either these ideal lines, the Beckman-measured lines, or the measured
lines from the actual PEN-RAY lamp in the RITMOS can be used to calibrate the
spectrometry detector model.

Figure 3-33. Ideal Krypton-I Rare Gas Emission Line Spectrum

3.4.9

RITMOS Calibration Assembly Light Shaping Diffuser

The light shaping diffuser (LSD), manufactured by Physical Optics Corp. (now spun off
into Luminit) of Torrance, CA, injects the Krypton light eminating from the optical fiber
into the optical axis of the RITMOS. It has a motor that vertically moves the multimode
fiber-optic cable, a plano-convex (PCX) collimator lens, and a first-surface right-angle
mirror "in" to the path of the foreoptics to bend the vertically travelling Krypton light and
flow it horizontally through the relay optics onto the DMD array. The LSD is positioned
inside the relay optics barrel near the exit pupil position of the foreoptics. Both the
Krypton lamp on/off status and the motor in/out position are controlled by the RITMOS
software and a common 9-pin serial cable. The LSD angular specification and fiber-PCX
separation distance were designed to illuminate the DMD array with a field angle and
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divergence matching those of the light from the telescope-foreoptics pair. The LSD
model with traced rays is shown below in Figure 3-34.

Figure 3-34. Light Shaping Diffuser and Traced Rays in FRED

3.4.10 RITMOS End-to-End Optical Model
The end-to-end optical model integrating all subcomponents is shown below in Figure
3-35. The modification to attach the RITMOS to the imaging plane of the large Mees
telescope is also shown below in Figure 3-36.

Figure 3-35. RITMOS Optical Model in FRED
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Figure 3-36. RITMOS Optical Model with Telescope Assembly in FRED

3.4.11 RITMOS End-to-End Radiometry
Radiometric modeling of the RITMOS provided insight into the efficiency of every
subcomponent of the system. The baseline parameters of exoatmospheric irradiance,
atmospheric transmission, and target reflectivity are used (e.g., via DIRSIG) to derive the
sensor-reaching radiance entering the foreoptics. Transmissions and reflectivities of all
optically modeled RITMOS subcomponents combine to attenuate the sensor-reaching
radiance and culminate into the irradiance onto each detector pixel. The overall point
spread function was obtained within a 2×2 group of micromirrors pointed to the imaging
channel to measure sensor aberrations (Williams, 1999). Modeling the imaging and
spectrometry CCD integration times, quantum efficiencies, readout and shot noise,
detector pixel areas, charge-to-voltage ratios, and gains finally yield estimates of output
digital counts. Although many of the exact specifications of the RITMOS hardware
subcomponents were unknown and had to be approximated, experimentation and
modeling of the RITMOS was crucial in designing a hybrid sensor model in FRED and
MATLAB for use in target tracking trade studies.
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3.5

Fabry-Pero
ot Microetallon Spectrom
meter

F
etalon (i.e., “measuring gauge”) is a type of inteerferometer that
t passes
The Fabry-Perot
certaiin spectral bands
b
based on
o the displaacement betw
ween two plaane-parallel surfaces
(Bornn & Wolf, 19
999). The ettalon is madde of either a transparent plate with tw
wo reflecting
surfaces or two highly
h
reflecttive mirrors (i.e., P1 and P2), as show
wn below in Figure 3-377.
Here,, light from a broad sourrce passes thhrough a colllimating lenss and enters a full-scale
Fabryy-Perot etalo
on. Due to innternal reflection, large peaks
p
(i.e., “fringes”)
“
located at
waveelengths of liight correspoonding to thee resonance frequency of the etalon will pass
throuugh the exit side
s of the ettalon while all
a other wavvelengths wiill be rejected. The
outpuut light is theen focused onto
o
a detectoor through a reimaging lens
l
at an anngle θ made
from the reimagin
ng lens’ secoond principaal point.

Figure 3-37.. Fabry-Peroot Full-Scale Etalon Operration (from Born & Woolf, 1999)

The specttral bandpasss regions cann be computted using equuations derivved from
Airy’’s formulae (Born
(
& Woolf, 1999). First,
F
the coefficient of fiinesse, F, is defined in
termss of the refleectivity, R, off the whole plate
p
as show
wn in Equatiion (3-3).
4·
1

(3-3)

·

Next,, the finesse,, Y, can be computed
c
usiing the coeffficient of finnesse as show
wn below in
Equaation (3-4). A higher fineesse will ressult in sharpeer peaks andd lower transm
mission
minim
ma.
Y

·√

·√

·

p
differeence, δ [rad], correspondds to a doublle traversal of
o the plate, and
a is
The phase
definned below in Equation (33-5). Here, n is the indexx of refractioon of the material
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(3-4)

between the plates, D is the plate separation as shown above in Figure 3-37, θ is the
refracted angle of the rays within the plates, and λ0 is a particular wavelength of interest.
4

cos

(3-5)

rad

The transmitted intensity of a wavefront with a particular wavelength exiting the etalon
relative to its incoming intensity is defined as follows in Equation (3-6).
1

1
1

· sin

2

1

4 · sin

·

(3-6)

2

Take for example a Fabry-Perot etalon having a reflectivity R = 0.97, an incoming
and therefore refracted ray angle of θ = 0°, an air gap between plates of D = 450 [nm],
and an index of refraction n = 1.0. Using Equations (3-3) through (3-6), we obtain F =
4311, Y = 103.14, δ = 2π = 6.283 [rad] at resonant wavelength λ0 = 900 [nm], and τ =
1.0. Alternatively, evaluating at the wavelength λ0 = 800 [nm] results in δ = 7.069 [rad]
and τ = 0.0016. Plotting all wavelengths between 400 & 1000 [nm] results in the
following transmission response shown in Figure 3-38. Here, we can see that resonant
peaks occur at integer multiples of the chosen air gap distance, D. Thus, D must be
chosen carefully after consideration of the detector response that comes after the etalon.
Otherwise, summing intensities from multiple wavelengths will lead to erroneous results.

Figure 3-38. Example Transmission Response of Fabry-Perot Etalon

3-33

The full-scale Fabry-Perot etalon is a single device that is meant to cover an entire
focal plane. A fixed gap distance D between the plates is usually selected in the fullscale etalon. However, in the Fabry-Perot “interferometer,” this distance D is variable
and can be tuned to effectively change the transmission peak wavelengths on-the-fly.
Further, the plates can be manufactured on a MEMS scale atop individual pixels without
requiring reimaging optics, and the top plate can be individually controlled to raise or
lower using thermally or electrostatically driven spring supports as shown below in
Figure 3-39. The varying gap distance D can be incrementally increased to form a
multispectral or hyperspectral response of individual pixels, thus creating a pixel-sized
spectrometer. The limiting factor (i.e., quickly gathering enough photons of each
wavelength of interest) is not how fast the MEMS devices can respond, but rather the
detector’s integration time. Selected gap distances corresponding to all wavelengths of
interest should be completely cycled through at an ideal rate that is fast enough to prevent
misregistration due to a moving target or aerial platform (e.g., 10 [Hz]).

Figure 3-39. MEMS-Scale Model of Fabry-Perot Etalon Spectrometer

These MEMS-scaled spectrometers can be integrated with linear polarizers atop in a
repeating “superpixel” pattern across an entire detector array as shown in Figure 3-40.

Figure 3-40. Hybrid Superpixel Concept of Fabry-Perot Etalon Spectrometer and Three
Linear Polarizers
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3.6

Prior Work

Much work has been accomplished in both spectrometer design and micromirror testing.
Below is a summary of the major research found in the literature in each field.
3.6.1

Spectrometers in the Literature

Various designs of multi-object spectrometers are present in the literature. The NearInfrared Camera MOS (NICMOS) onboard the orbiting Hubble Space Telescope is a
slitless grism design that operates over the range of 0.8 to 2.5 [μm], but utilizes the entire
FOV (i.e., bright target star plus dark background) when dispersing a spectrum (Skinner,
et al., 1998). The Gemini MOS (GMOS), installed on both Gemini telescopes in Hawaii
and Chile, operates over a range of 0.36 to 1.10 [μm] but requires custom manufacture of
a conventional laser-milled slit mask with up to 200 rectangular or circular apertures that
takes up to two hours to fabricate(Szeto, Stilburn, Bond, Roberts, Sebesta, & Saddlemyer,
1997). The Hydra on the WIYN telescope’s MOS at Kitt Peak, AZ utilizes a robotic
fiber-bundle positioner and a robotic “gripper” to deploy up to 100 fibers at a time, each
feeding their target light to a bench spectrograph that is operates over a range of 0.3 to
1.5 [μm](Barden, Armandroff, Muller, Rudeen, Lewis, & Groves, 1994). A TIsponsored group tested the DMD in a spectrometer application (Wagner II, Smith,
Madden, Winefordner, & Mignardi, 1995), and since then the Infrared MOS (MacKenty,
et al., 2003), the Naval Research Laboratory (NRL) MOS (Neumann, 2009), and the
RITMOS have all been built to utilize a micromirror array for slit formation. A
micromirror array is the most suitable for slit creation in a performance-driven sensor due
to its compactness and its speed of commanded updates.
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3.6.2

Optical MEMS Research in the Literature

Several groups of researchers have demonstrated performance of the TI DLP DMD,
novel hexagon-shaped micromirrors, and other novel micromirrors fabricated in various
laboratories. Research efforts at the Air Force Institute of Technology (AFIT)
determined the optical characteristics of hexagon-shaped fabricated micromirrors
(Roberts, 1996), demonstrated the use of these micromirrors for optical aberration
corrections (Hick, 1996), and also demonstrated the use of these micromirrors for optical
beamsteering (Burns, 1997). A team from Sandia National Laboratories and the Naval
Research Laboratory manufactured hexagon-shaped mirrors with three actuators to
demonstrate piston, tip, and tilt movement for active zoom imaging and wavefront error
reduction (Bagwell, et al., 2007). Another group from the University of California at
Irvine under the supervision of Dr. Richard Nelson developed a MEMS-based dielectric
mirror (Nguyen, 2001) and then expanded the project to fabricate a Fabry-Perot etalon
using two mirror devices (Zhang, 2003).
A group at the University of Western Australia investigated using a silicon nitride
membrane with a variable length air gap as a Fabry-Perot optical filter over top of an
entire infrared detector (Wehner, Martyniuk, Antoszewski, Musca, Dell, & Faraone,
2002). Other researchers at Infotonics Technology Center (now SpectralSight) are
working on a miniature 1 [cm3] hyperspectral imaging camera based on Delft
University’s design of a single 12 [mm] diameter Fabry-Perot tunable filter placed in
front of a detector (Zander & Mir, 2005). No arrays of Fabry-Perot tunable microetalons
have been found in the literature.
Besides micromirrors and Fabry-Perot microetalons, another MEMS technology
exists for hyperspectral imaging. ITT Space Systems demonstrated a MEMS device
brassboard that morphs from a flat reflective surface into a diffraction grating for
hyperspectral imaging (Newman, Kowarz, Phalen, Lee, & Cropper, 2006). However, this
technology is limited gathering the hyperspectral signature of an entire row of the image
instead of a small group of pixels.

3-36

3.7

RITMOS Experimental and Modeling Results

In this section, initial results obtained from RITMOS hardware calibration, RITMOS
optical sensor modeling, and MEMS device response modeling will be discussed.
3.7.1

RITMOS Imaging CCD Hardware Calibration

Various test objects were used to calibrate the imaging CCD with the DMD array and
determine the FOV of the RITMOS. Figure 3-41 shows a test object image that was
printed on paper and placed in front of the focused RITMOS foreoptics. The ideal scaled
and translated image subset mapped to the 45° rotated DMD array is also shown, and was
determined after imaging the object.

Figure 3-41. Input Colormatch Test Image (L) & Subset Mapped to DMD Array (R)

Four images were captured with all micromirrors pointed toward the imaging channel. A
clear aperture (i.e., no color filter) as well as astronomical red, green, and blue filters
were each selected using the RITMOS filter wheel, and the resultant images are shown
below in Figure 3-42 from the 45° rotated imaging CCD. The latter three images were
combined and adjusted into a single RGB image that is also shown. Vignetting due to the
foreoptics is evident, as are optical aberrations (i.e., blurring) within the FOV.
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Figgure 3-42. Cllear/Red/Greeen/Blue Filtered Images (L) & Comb
bined RGB Image (R) of
Test Object from
m RITMOS Imaging CCD
D

The Krypton
K
lam
mp was also used
u
with thee foreoptics lens cap covvered to deteermine how
muchh of the DMD
D array was visible by thhe imaging CCD.
C
The 848×600
8
[pixx] DMD
arrayy illuminates much of thee 512×512 [ppix] imagingg CCD, exceept for its rigght corner
(relattive to the reear of the DM
MD) as show
wn below in Figure
F
3-43.. The first foold mirror inn
the Offner
O
relay appears
a
to cllip off the DMD’s corneer that is clossest to the sppectrometry
channnel.

Figure 3-43. RITM
MOS Imagin
ng CCD Illum
minated by Krypton
K
Lam
mp

Varioous micromirror slit patterns were deesigned to innclude knife edges, trianggles, straighht
lines,, character teext, & drawiings. Four im
maged inverrse slits are shown
s
in Figgure 3-44.
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F
Figure
3-44. RITMOS In
nverse Slits and
a Krypton
n Lamp as Seeen by Imagin
ng CCD:
Horizontal
H
Line, Large Square, Letters, and Face Drawing

3.7.2

RITMOS
S Spectromeetry CCD Haardware Callibration

A useeful slit form
med by the RITMOS
R
for point sourcee (e.g., star) spectrum coollection is a
2×2 group
g
of miccromirrors. If
I a linear reelationship between wavelength (λ) and
a pixel
numbber (x) is assumed acrosss a detector row
r for λ ∈ [3900, 49000] [Å], then linear
l
regreession of the locations off the seven known
k
locatioons of the Krypton
K
emisssion lines
yields the slope-iintercept relaationship λ = (0.7347x + 2918) [Å] for
f a 2×2 grooup of
he exact cennter of the arrray. Here, the
t dispersioon of 0.7347 [Å/pix] is
microomirrors at th
valid near the cen
nter wavelenngth of 4400 [Å], while the
t interceptt of 2918 [Å]] correspondds
to thee wavelength
h at the detecctor row’s eddge. The poost-calibratioon results of the
measured Krypto
on spectrum is shown below in Figurre 3-45. Appplications off the
extrappolated pixeel-to-wavelenngth linear relationship
r
t the spectrra collected from
to
f
four
typess of paper co
olors using a Tungsten ligght source are also show
wn in Figure 3-46.
Addittional measu
urements of compact fluuorescent lam
mps (CFLs) and
a black-cooated CFL
lamps (also show
wn in Figure 3-46) have shown
s
Mercury emissionn line matchhes. Outdoorr
measurements by
y previous reesearchers haave shown Fraunhofer
F
abbsorption linne matches of
o
elemeents in the upper
u
layers of
o the sun. The
T point sppread functioon (PSF) of the
t refractivee
compponents of th
he imaging channel
c
was also measured using a 2×2 group off
microomirrors (i.ee., an inversee slit) to simuulate a pointt source δ[x-xx0,y-y0] direccted throughh
the Offner
O
relay towards
t
the imaging
i
CC
CD.
Further ex
xamples of both
b
imagingg and spectroometry meassurements coollected
usingg the RITMO
OS hardwaree are contained in Appenndix A.
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F
Figure
3-45. RITMOS-M
R
Measured Kryypton Lamp Spectrometrry CCD Imagge (L) and
Calibrated Spectrum
m (R) Showin
ng Emission Lines
L

Figu
ure 3-46. RITMOS-Meassured Tungssten Lamp Sp
pectra Refleccted from Foour Differentt
Paper Coolors (L) and
d Directly froom Black CFL
L (R)

3.7.3

RITMOS
S End-to-En
nd Optical Modeling
M

DIRS
SIG or other test images can be placeed outside off the RITMO
OS model inn FRED and
beam
med into the system.
s
Miccromirrors caan vector thee light to eithher channel as shown
below
w in Figure 3-47,
3
and thee output irraddiance spreaad image cann be obtainedd from
FRED
D’s analyzerrs. This ensuures that the image qualiity and specttral quality obtained
o
by
the model
m
is simiilar to that obbtained by thhe real hardw
ware.
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Figure 3-47.. RITMOS Model
M
in FRE
ED Demonsttrating Imagging Channell (L) and
Sp
pectrometry Channel
C
(R) Operation

3.7.4

Micromiirror and Faabry-Perot Microetalon
M
Response Modeling
M

R Semicon
nductor and Microsystem
ms Fabrication Laboratoory (SMFL) developed
d
ann
The RIT
optom
mechanical model
m
for the TI DLP® DMD
D
to be used
u
in validdation of ourr full-system
optical throughpu
ut model. Additionally,
A
a collection of new com
mplementary metal oxidee
semicconductor (C
CMOS) proccess compatiible micromiirror devicess has been deesigned and
mechhanically mo
odeled by thee SMFL usinng COMSOL
L software inn order to invvestigate thee
behavvior of comp
plete optical systems inccorporating thhese devicess (COMSOL
L AB, 2008)..
Imagging modes can
c be investtigated, and image defeccts induced by
b the mirrorr plane can
be deetermined beefore difficullt and expensive device fabrication
f
p
processes
aree begun. In
Figurre 3-48, the TI
T DLP DM
MD is shown in image (a)) while novel micromirroor models arre
show
wn in images (b) through (f). Image (b)
( shows a simple 1-axiis electrostattically drivenn
torsioon spring miirror. Image (c) shows a 2-axis electtrostatically driven torsioon spring
mirroor supported at all four corners. Imaage (d) show
ws a verticallyy oriented thhermally or
electrrostatically driven
d
springg device suppported at alll 4 corners, and
a is a canddidate for
mixed beam steerring and Fabbry-Perot etaalon applicattions. Imagee (e) shows a single hingge
1-axiis micromirro
or driven byy differential thermal exppansion whoose structure color
indicates temperaature. Imagee (f) shows a vertically-ooriented therrmally drivenn spring
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supported micromirror device with very large deflection capabilities. The micromirror
shown in image (d) is most like the one modeled for the adaptive sensor model in this
research.

Figure 3-48. Models of TI DMDs and Five Novel Micromirror Concepts

The spectrally varying bidirectional scatter distribution function (BSDF) of a physical
DMD is currently being measured in the laboratory by another RIT graduate student,
Kenneth Fourspring. Reflectances of novel micromirrors can be approximated as
standard aluminum mirror coatings, with improved BSDF relative to the TI DMD.
Transmission characteristics of Fabry-Perot microetalons are currently being investigated
by Dr. Alan Raisanen of RIT’s SMFL.
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4 Polarimetry
In this chapter, we introduce light as a propagating electromagnetic wave and
demonstrate various methods of polarimetric remote sensing by selectively filtering solar
radiation reflected from background and targets.
4.1

Complete Polarization of Light

The polarimetric properties of light are expressed in terms of the wave nature of
electromagnetic (EM) energy. A beam of EM light energy traveling in its propagation
direction, , at a particular wavelength, λ0, is composed of two orthogonal in-phase field
components: the electric field,

V

propagation direction is indicated by
related by
2.9979

where
10

V·

, and the magnetic field,

. Their fixed joint

at any instant, and their amplitudes are

is the phase velocity in the medium (e.g.,

if in a vacuum). An example is shown below in Figure 4-1 for visible

Fraunhofer d-light at the yellow Helium absorption line (λ0 = 0.5876 [μm]) whose unitmagnitude

and associated

oriented 45° from the local

field vectors oscillate in orthogonal planes (shown
(right) and

(up) vector component axes):

Electric and Magnetic Field Fluctuation for λ0 = 0.5876 [ μm]

ε (z,t=0,λ0)
c ⋅B (z,t=0, λ0)

y-Amplitude [V/m]

1
0.5
0
-0.5
1
-1
0 0.2938 0.5876
0.8814 1.1752
-6
x 10
z [m]

1.469 1.7628

-1

-0.5

0

0.5

x-Amplitude [V/m]

Figure 4-1. Orthogonal Electric and Magnetic Field Propagation

In the following sections, we will demonstrate how to represent the electric field, discuss
the three special cases of field polarization, and introduce additional polarization state
descriptors.
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4.1.1

Electric Field Representation
V

An electric field,
(horizontal) and

, can be decomposed by projection into instantaneous

(vertical) vector component amplitudes for any chosen propagation

distance z [m] or time t [s]. It can be represented equivalently in terms of the Cartesian
standard basis, the Cartesian column vector, complex exponentials, or polar form as
shown in Equations (4-1), (4-2), (4-3), and (4-4) respectively:
, ,

, ,

, ,

cos
cos
cos

, ,
, ,

, ,
, ,

V
m

cos

, ,

V
m

(4-2)

, ,
(4-3)

V
m

Re
, ,

(4-1)

, ,

,

, ,

, ,

, ,

cos
tan

, tan

, ,

/

, ,

cos
cos

/

,

(4-4)

cos

V
, rad
m
Here,

and

are the maximum amplitudes of the

respectively;

electric field components,

is the angular spatial frequency or angular wavenumber;
2

frequency;
2.9979

and

10

is the angular temporal frequency;

is the temporal

is the phase velocity or “speed” of the wave in the medium (e.g.,
in a vacuum);

is the “propagator”; and

and

[rad] are the

initial phases of the wave’s field components at [z,t] = [0,0]. Further, the phase
difference between

, ,

and

, ,

is defined as:
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rad
Combining the vector component amplitudes

, ,

(4-5)
, ,

and

as defined in

Equation (4-1) and expressing the trigonometric terms using the phase difference defined
in Equation (4-5), a locus of points is formed over time at a fixed plane z = z0 that can be
expressed by a curve as follows (Hecht, 2002):
, ,

, ,

, ,

2

, ,

cos

sin

·

(4-6)

Equation (4-6) describes a rotated ellipse whose major and minor axes constrict or
,

expand based upon field parameters

, and . We can define the angle of

polarization (AoP), , directly indicating the fixed orientation of the ellipse’s major axis
from the

direction through the following relationship:
tan 2

2

cos

1
tan
2

·

2

cos

rad

(4-7)

These definitions are valid for a single electric field or wavetrain with a
wavelength λ0. However, natural light is formed in an ordinary source by a large
quantity of randomly oriented atomic emitters, which combine to yield “unpolarized”
(better titled “randomly polarized”) polychromatic light. Some materials selectively
reflect or transmit the field components that correspond to a specific orientation angle, ψ,
and/or phase difference, . These materials can either completely filter out field
components with other orientation angles and produce “completely polarized” light, or
only somewhat attenuate the other field components yielding “partially polarized” light.
In the next three sections, we will cover the three states of complete polarization
0 or

more in depth: linear (
(

rad and

=

rad ), elliptical (

).
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0 or

rad ), and circular

4.1.2

Linearly (Plane) Polarized Light (c-State)

Linear or plane polarization (c-state) occurs when
0 or

or

such that

rad , respectively (Kliger, Lewis, & Randall, 1990); (Hecht, 2002).

Therefore, Equations (4-6) and (4-7) simplify to a line segment on the x-y plane at a
constant orientation angle, ψ:
, ,

, ,

, ,

2

2

tan 2

, ,

1
tan
2

·

·

2 cos
2

(4-8)

rad

(4-9)

Take, for example, visible Fraunhofer d-light at the yellow Helium absorption line (λ0 =
0.5876 [μm]) traveling through a vacuum. Assume that
0 rad so that the

and

and

0.7071

√

V

,

components are “in phase”. The vector that

represents the initial condition is shown below in Equation (4-10):
0, 0,

0.7071
0.7071
1

0.7071 , tan

V
,
rad
m 4

V
m
0.7071/0.7071

0.7071
0.7071

0.7071

1

(4-10)

V
, 45°
m

, the space & time-varying cosine terms cancel one another in the

Because

, ,

overall electric field phase and we obtain a constant orientation angle
tan

/

=

plane oriented at
equivalently

for all z and t. In this example where
= +45° =

= -135° =

,

rad (for positive half-periods of
rad (for negative half-periods of

travels in the

and
and

), or
), to the

and

unit vectors. Using the definitions for the terms previously defined in Equations (4-1)
through (4-4), we obtain k = 1.069×107

, ω = 3.206×1015

, and ν = 5.102×1014

. The individual and total components of this example c-state electric field are
plotted in Figure 4-2 below for a fixed instant in time, along with the projection of
4-4

onto

the plane formed by

and

unit vectors at a fixed point in space, z = z0, as viewed from

downstream in the propagation direction, .
Electric Field for λ0 = 0.5876 [ μm], ε0x = ε0y = 1/√2 [V/m], φ x = φ y = 0°

εy (z,t=0,λ0) [V/m]

0.7071
0.3536
0
-0.3536
-0.7071
0

0.2938

0.5876

0.8814

1.1752

1.469

1.7628

0
-0.3536
-0.7071

-6

x 10

εx (z,t=0,λ0) [V/m]

z [m]

0.7071

εy (z=z 0,t,λ0) [V/m]

0.7071
0.3536

εx (z,t,λ0)
εy (z,t,λ0)

0.3536

ε(z,t, λ0)
ε(z=0,t=0,λ0) = 1∠45°

0

-0.3536

-0.7071
-0.7071 -0.3536
0
0.3536 0.7071
εx (z=z 0,t,λ0) [V/m]

Figure 4-2 . Instantaneous Electric Field Components for +45° Linear Polarized d-Light

Since the beam oscillates temporally at a rate of ν = 5.102×1014

, picking any other

fixed point in time (t ≠ 0) will be just be a –shifted version of the same sinusoidal
electric field oriented at an AoP of

= +45° =

rad as shown in Figure 4-2 but

shifted in the propagation direction, . Since the 2-D projection of
along a line segment, this is an amplitude-varying (between 0 and 1
orientation ( = +45° =

rad , or equivalently, -135° =

is a locus of points
V

), constant

rad ), monochromatic

beam of EM light energy that is “linearly polarized at 45°.” Linear polarization is a
special case of generalized elliptical polarization where the ellipse’s minor axis length
goes to 0 when

0 rad . Linearly polarized radiation is the most common type

encountered when performing remote sensing of the earth.
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4.1.3

Elliptically Polarized Light (X-State)
0 or

Elliptical polarization (X-state) occurs when

rad , and so Equations (4-6)

and (4-7) hold as the generalized equation of an ellipse (Kliger, Lewis, & Randall, 1990);
(Hecht, 2002). Let us modify the previous example so that
(i.e.,

“advanced” to lead

(4-5). The locations of the
and

is moved to the right in the propagation direction, ) with

30°

a phase shift of

has been spatially

rad and therefore
and

rad using Equation

electric field component maximum amplitudes,

, no longer coincide. The vector that represents the attenuated initial condition is

shown below in Equation (4-11):
0, 0,

0.7071
0.9354
Because

(i.e.,

0.9354 and phase angle

and
0, 0,

V
m
0.6124/0.7071

0.7071
0.6124

0.6124

0.7071

0.6124 , tan

V
, 0.7138 rad
m

0.9354

V
, 40.89°
m

are “out of phase”), the initial amplitude
40.89°

relative to linearly polarized light. Further,

(4-11)

0, 0,

0.7138 rad have both changed

no longer travels in a plane but forms a

projected spiral whose locus of points forms a 2-D “polarization ellipse” as it propagates
in the

direction over time. Its amplitude varies between the ellipse’s major axis semi-

length, a = 0.9659

V

, and its minor axis semi-length, b = 0.2590

V

, both found

computationally The fixed rotation angle of the ellipse’s major axis remains

= 45° =

rad using Equation (4-7). The individual and total components of this example Xstate electric field are plotted in Figure 4-3 below for a fixed instant in time, along with
the projection of

onto the plane formed by

and

unit vectors at a fixed point in

space, z = z0, as viewed from downstream in the propagation direction, .
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Electric Field for λ0 = 0.5876 [μm], ε0x = ε0y = 1/√2 [V/m], φ x = 0°, φ y = -30°

εy (z,t=0,λ0) [V/m]

0.7071
0.3536
0
-0.3536
-0.7071
0

0.2938

0.5876

0.8814

1.1752

1.469

1.7628

0
-0.3536
-0.7071
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εx (z,t=0,λ0) [V/m]

z [m]

0.7071

εy (z=z 0,t,λ0) [V/m]

0.7071
0.3536

εx (z,t,λ0)
εy (z,t,λ0)

0.3536

ε(z,t,λ0)
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-0.7071 -0.3536
0
0.3536 0.7071
εx (z=z 0,t,λ0) [V/m]

Figure 4-3. Instantaneous Electric Field Components for LH Elliptically Polarized d-Light

Since the beam oscillates at a rate of ν = 5.102×1014
in time (t ≠ 0) will be just be a

, picking any other fixed point

–shifted version of the same elliptical spiral as shown

in Figure 4-3. This is a varying amplitude, varying field angle, monochromatic beam of
EM light energy that is “elliptically polarized at 45°.” If we observe the vector from the
receiver at z = z0 looking back toward the source, the rotation of the electric field vector’s
tip is clockwise as a function of time. Clockwise rotation occurs for all phase differences
–

0 rad and is called left-handed polarization by convention as seen by the

receiver. Alternatively, counterclockwise rotation indicates right-handed polarization,
formed when 0

rad (i.e.,

lags

). In other words, an observer chooses the

curved hand that matches the vector tip’s rotation with time when the thumb is aligned
with . Note that the opposite convention exists, where the vector tip rotation is viewed
from behind the transmitting source, so the
observing the projection of

unit vector would point to the left when

onto the plane formed by
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and

unit vectors.

4.1.4

Circularly Polarized Light (_ and e-States)

An unrotated polarization ellipse is formed (i.e., tan 2ψ = 0 so ψ = 0 [rad] for the major
rad (Kliger, Lewis, & Randall, 1990); (Hecht, 2002). Further, if

axis) when

, Equation (4-6) is greatly simplified to be the generalized equation of a
circle in Equation (4-12) below using the trigonometric equality cos

sin .

The major and minor axes become the same length (i.e., a = b), so the rotation angle, ψ,
previously defined in Equation (4-7) becomes meaningless as shown in Equation (4-13).
, ,

, ,

tan 2

cos

cos

cos

sin

2

cos

90°

undefined

2
1

·

(4-12)

(4-13)

·

The same rotation convention is used as in elliptically polarized light. A phase difference
rad indicates clockwise or left-circular polarization (_-state), while

of

rad indicates counterclockwise or right-circular polarization (e-state).
Let us again modify the previous example so that
“advanced” to lead

90°

phase shift of
The

and

(i.e.,

has been spatially

is moved to the right in the propagation direction, ) by a
rad and therefore

rad using Equation (4-5).

electric field component maximum amplitudes,

and

, occur when

their respective orthogonal sinusoidal components pass through 0. The vector that
represents the attenuated initial condition is shown below in Equation (4-14):
0, 0,

0.7071
0.7071

V
m
0/0.7071

0.7071
0

0

0.7071

0 , tan

V
, 0 rad
m
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0.7071

(4-14)
V
, 0°
m

90°

Since circularly polarized light is formed when
), the initial amplitude

0, 0,

rad (i.e.,

0.7071 and phase angle

0, 0,
forms a

have both changed relative to linearly or elliptically polarized light. Now,
projected circular spiral as it propagates in the

0°

direction over time. The individual and

total components of this example electric field are plotted in Figure 4-4 for a fixed instant
in time, along with the projection of

onto the plane formed by

and

unit vectors at a

fixed point in space, z = z0, as viewed from downstream in the propagation direction, .
Electric Field for λ0 = 0.5876 [μm], ε0x = ε0y = 1/√2 [V/m], φ x = 0°, φ y = -90°

εy (z,t=0,λ0) [V/m]

0.7071
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Figure 4-4. Instantaneous Electric Field Components for Left-Circularly Polarized d-Light

Since the beam oscillates at a rate of ν = 5.102×1014

, picking any other fixed point

in time (t ≠ 0 [s]) will be just be a –shifted version of the same circular spiral as shown
in Figure 4-4. This is a constant-amplitude (

, ,

0.7071

V

), varying

field angle, monochromatic beam of EM light energy that is “left-circularly polarized”
(_-state). If we observe the vector from the receiver at z = z0 looking back toward the

4-9

source, the rotation of the electric field vector’s tip is clockwise as a function of time.
Alternatively, if we had used

rad , the beam would rotate counterclockwise

and thus be “right-circularly polarized” (e-state).
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4.1.5

Polarization State Conversions

Two important relationships exist between the electric fields describing linear and
circular polarization states. First, a circularly polarized electric field can be generated
from or resolved into two equal-amplitude linearly polarized electric fields (c-states) that
are in phase quadrature (i.e., orthogonal to each other). For example, we can add a
, ,

horizontally polarized (x-axis) electric field,
, ,

vertically polarized (y-axis) electric field,
“leads”

by [rad] (i.e.,

[rad], so

, to an equal-amplitude
. If the initial phase

is a sine wave when

is a

cosine wave), the sum of the two c-state fields produces the parametric equation of a
, ,

circle describing an _-state electric field,
, ,

, ,
, ,

, as shown in Equation (4-15):

, ,
, ,

cos

cos

cos

(4-15)

2
V
m

sin

, ,
, we would obtain an e-state electric field,

Alternatively, if

, ,

.

Second, a linearly polarized electric field can be generated from or resolved into
two equal-amplitude oppositely polarized circular electric fields (_ and e-states) that are
simply summed to obtain horizontal c-state light of double amplitude:
, ,

, ,
cos
cos
2
2

, ,
sin
sin
V
m

cos

(4-16)

, ,

Alternatively, if we subtracted the e-state from the _-state, the

components would

cancel and we would have vertical c-state light of double amplitude (i.e., 2
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, ,

).

4.1.6

Additional Polarization State Descriptors

In §4.1.1 we introduced the equation that describes the locus of points that forms the
“polarization ellipse” and its associated angle of polarization (AoP or ψ) as follows:
, ,

, ,

tan 2

2

, ,

, ,

cos

2

1
tan
2

cos

sin

·

(4-17)

·
2

cos

(4-18)
rad

These equations can be used to form the 2-D polarization ellipse as shown in Figure 4-5:

a

, ,

b
0

, ,
Figure 4-5. Polarization Ellipse and Angle of Polarization Diagram

We can also define the auxiliary angle, α, in terms of the relative magnitude of
respect to

, where 0

[rad]. It turns out that α always equals , except for the
rad ) when

case of circular polarization (
tan

with

·

is undefined and α is [rad].
tan
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rad

(4-19)

Further, we can define the ellipticity angle, χ, in terms of the ratio of the minor axis semilength (b ≥ 0) to the major axis semi-length (a > 0), where b ≤ a and 0
tan

tan

·

rad

[rad]:
(4-20)

Linear polarization occurs when the minor axis b = 0 [m] and therefore χ = 0 [rad].
Circular polarization occurs when a = b [m] and therefore

[rad]. For any other

minor axis semi-length (i.e., 0 < b < a [m]), elliptical polarization occurs (i.e., 0
[rad]). The three angles defined in Equations (4-5), (4-19), and (4-20) are interrelated as
shown below:
sin 2

sin 2

· |sin |

·

(4-21)

In Table 4-1 below, we summarize all of the special cases of input parameters
(

,

, and ) and their corresponding output parameters that lead to the various

polarization states described by the polarization ellipse.
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Table 4-1. Summary of Polarization State Special Cases
Input Quantities

Derived Quantities

α

AoP or
Polarization
State

V
m

V
m

Linear
General
Linear
Horizontal
Linear
Vertical

[rad]

0

0

0
0

Linear +45°

0

/√2

0

Linear -30°

√3 ·

π

Linear +60°

√3 ·

0

Linear -60°

√3 ·

π

Elliptical
General
Right
Circular
Left
Circular

0

4

π

√3 ·

≠0
or π

or

or

4

or

6

or

6

or

3

or

3
1
tan
2

2
2

V
m

[rad]

0

0

0

0

0

0

0

0

0

0

2·

0

0

2·

0

0

2·

0

0

2·

0

0

0

2

0

V
m

tan

0 or π

N/A

Linear +30°

[rad]

2

1
tan
2

N/A

/√2

Linear -45°

0

[rad]

χ

2
3
4

4

3
4

4

5
6

6

5
6

6

2
3

3

2
3

3

2

cos

tan

a>b>0

0+ to
4

Undefined
Undefined

4
4

a=b
a=b

In the next section, we will describe how to compactly represent the polarimetric
state of a beam using the Stokes vector.
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4
4

4.2

Polarimetric State Compact Representation

In this section, we will introduce the unnormalized and normalized Stokes vectors and
demonstrate how to represent partial polarization. Throughout this work, we will use
real-valued Stokes vectors [4×1] and Mueller matrices [4×4] instead of the equivalent
complex-valued Jones vectors [2×1] and Jones matrices [2×1].
4.2.1

Unnormalized Stokes Vectors

The electric field’s projected locus of points described in Equation (4-6) can be
manipulated by taking time averages to lead to the following expression (Schott J. R.,
2009):
2

cos

2

sin

V
m

(4-22)

The four squared terms above can be abbreviated as the unnormalized “Stokes”
parameters (Stokes, 1852) for a completely polarized (i.e., monochromatic and coherent)
beam of EM radiation as shown below in appropriate units for the squared electric field:
V
m

(4-23)

0 is the total squared electric field in a beam,

Here,
horizontal (

0) or vertical (

0 rad

+45° (

0) polarization,

0) or -45° (

0 rad

provides the amount of right-circular polarization (
circular polarization (
| |,

| |, and

rad

provides the amount of linear

provides the amount of linear
0) polarization, and
rad

0) or left-

0). One result of Equation (4-23) is that

| | for a completely polarized beam. Another result is

that knowledge of any three of the Stokes parameters’ values can be used to compute the
value of the fourth. This is because there are only three independent variables
(

,

, & ) in Equation (4-22) that undergo a nonlinear transformation into the four

Stokes parameters in Equation (4-23). For instance, the fourth parameter,
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, can be

thought of as a redundant term when representing the polarimetric state of a beam, but it
is helpful to carry it in order to quantify the amount of circular polarization present.
The four unnormalized Stokes parameters can be arranged into column matrix
form (commonly called a vector, although not mathematically so) as follows, where :

2
2

V
m

cos
sin

(4-24)

If the unnormalized [4×1] Stokes vector is known or measured, conversion back to the
,

three independent variables (

, & ) can be accomplished as follows:
V

2

(4-25)

m

V

2

cos

2

(4-26)

m

cos

rad

(4-27)

Note that an unnormalized Stokes vector for the same beam may appear in various units,
such as the squared electric field amplitude as defined above (
irradiance onto a detector (

W

V

), or the sensor-reaching radiance (

), the incident
W
·

). Stokes

vector units can be removed via normalization so that only the relative amounts of beam
polarization remain.
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4.2.2

Normalized (Unitless) Stokes Vectors

It is common to analyze Stokes vectors that are normalized by dividing
V

squared voltage per unit area in the beam,

by the total

. This is performed if only the

polarization state is of interest, and not the total electric field amplitude in the beam.
1

/
/
/
/
Similarly, dividing Equation (4-23) by

·

1 for a

gives the result

completely polarized beam, and so we have
4.2.3

(4-28)

1,

1, and

1.

Partial Polarization and Random Polarization of Light

We can further describe a beam using the Degree of Polarization (DoP) in terms of either
the unnormalized or normalized Stokes parameters, where 0 ≤ DoP ≤ 1 indicates either a
randomly polarized (incoherent, DoP = 0), partially polarized (incoherent, 0 < DoP < 1),
or completely polarized (coherent, DoP = 1) beam:
·

(4-29)

The sunlight that illuminates the earth can be considered randomly polarized (i.e., DoP ≈
0), but the light scattered due to reflection from terrestrial objects (especially manmade)
has a DoP > 0, nearly all of which is linear polarization. If

0 as typically found

when performing remote sensing of the earth, we can simplify this to the Degree of
Linear Polarization (DoLP) as shown below in Equation (4-30). Typical DoLP of
reflected visible light from forests, crops, and meadows is around 0.20, while typical
DoLP from water can exceed 0.50. DoLP depends on the angle of incidence, angle of
reflection, and wavelength. It also varies day-to-day for the same terrestrial scene due to
ever-changing weather conditions (Bass, 1995).
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(4-30)

·

When light of two different states is combined “incoherently” into the same beam,
the unnormalized Stokes vectors obey linear superposition as follows (Goldstein,
Polarized Light, 2003):

A

B

C
A

B

V
m

(4-31)

C

Note that it is not proper to sum normalized Stokes vectors directly (e.g.,

B)

A

without first applying beam-fraction coefficients (since this operation will create a
normalized total power per unit area of

2

C

1 · ). For normalized Stokes
1)

vectors, we introduce linear superposition using beam fraction coefficients (0
as follows, where ∑

1:
1

A

·

A

B

·

B

A

·

B

·

A

C
B

C

·

(4-32)

C

Using the property demonstrated in Equations (4-31) and (4-32), we can represent
a partially polarized light beam as the incoherent superposition of randomly polarized
light and completely polarized light as follows (Collett, 2003):
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R
P

T
T

1

V
m

C
P

·

·
0
0
0

1

·

1

·
·

Here,
while



·
·





·
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1

1
0
·
0
0
· 
·

·

·

·

·
·

/
/
/

·
·
·

R
P

·

C
P

T

is the normalized Stokes vector’s randomly polarized fractional contribution,

0) fractional

is its completely polarized (linear assumed;

contribution. Thus, for partially polarized light, Equation (4-23) becomes the following
(equivalent to Equations (4-29) and (4-30)):
V
m

·

·

or
(4-34)

·
Next, we can express the Angle of Polarization (for the completely polarized portion of
the beam) previously defined in Equations (4-7) and (4-18) in terms of either the
unnormalized or normalized Stokes parameters:
1
tan
2

1
tan
2

rad

(4-35)

In remote sensing of the earth, the AoP is highly dependent on the sun’s azimuth and
elevation angles, the sensor’s azimuth and elevation angles, and the target’s material and
orientation.
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4.2.4

Stokes Vectors for Common Polarization States

Now that we’ve introduced unnormalized and normalized Stokes vectors, as well as DoP
and AoP, we are ready to present a summary of normalized Stokes vectors for the most
common polarization states (Brosseau, 1998). Table 4-2 includes the appropriate symbol,
normalized Stokes vector, and associated DoP and AoP for the most common
polarization states. Six of the states are termed “degenerate” states of the polarization
ellipse: linear horizontal/vertical, linear ±45°, and right/left circular. Examples of other
polarization states (linear ±30°, linear ±60°, elliptical
polarized and partially polarized light are also provided.
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) as well as randomly

Table 4-2. Summary of Common Normalized Stokes Vectors
Polarization State

Symbol

Normalized Stokes Vector

·

1

Linear
Linear Horizontal

0

1 1 0 0

°

Linear Vertical

°

Linear +45°
(§4.1.2 Example)

°

Linear -45°

°

1

1 0 1 0
1 0

Linear +30°

Linear -30°

°

1
1
2

Linear +60°

°

1

Linear -60°
Elliptical (
)
(§4.1.3 Example)

°

Right Circular

Random/Unpolarized
25% Partial Linear
Horizontal

1 0 0


0.75⋅ 
0.25⋅

or

4

or

4

T

T

1
0 0
4

T

or

6

or

T

T

1

6

1

1
2

1 0 0 0
1

1

2

T

√3
0
2

1 0 0 1

Left Circular
(§4.1.4 Example)

1

1

√3
2

1 0

E

1

T

1 √3
0
2 2

1

0 or π

1

T

√3
0
2

1
2

rad

T

1 √3
0
2 2

1

°

AoP or

1
tan
2

T

1 0

·

T

T

1 0 0

DoP

1
T

1

3

or

3
4
5
6
5
6
2
3

2
or
3
3

T

1

3
4

4

or

3
4

1

Undefined

1

Undefined

0

Undefined

0.25

0 or π for
polarized portion

Many of the common normalized Stokes vectors listed above in Table 4-2 can be used
with Equation (4-32) and equal beam fractions to either generate or decompose randomly
polarized light by incoherently summing beams of opposite polarization states as follows:

4-21



1
2

1
2
1

0

0

0

T

1
2

(4-36)

·

Formation of randomly polarized light is due to the loss of absolute phase information
caused by the random superposition of phases (Kliger, Lewis, & Randall, 1990).
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4.3

Polarizer Operation

The operation of a polarizer is based on one of four possible physical mechanisms:
dichroism (i.e., selective absorption), birefringence (i.e., double refraction), reflection,
and scattering (Hecht, 2002). Linear polarizers pass the component of light aligned with
the polarizer’s transmission axis, and discard the orthogonal component aligned with its
extinction axis. Circular or elliptical polarizers use a linear polarizer in series with a
phase retarder or wave plate. Our efforts are focused on dichroic transmissive wire-grid
linear polarizers that can be fabricated on top of individual microscopic detector pixels.
4.3.1

Transmissive Mueller Matrices

A polarizing optical material with a characteristic “Mueller matrix” operates on an input
Stokes vector (unnormalized or normalized) and generates an output vector as follows:
·

(4-37)

·

If the material is a linear polarizer, its Mueller matrix is given below as a function of the
orientation,

[rad], of its transmission axis (Kliger, Lewis, & Randall, 1990):
1
1 cos 2
2 sin 2
0

cos 2
cos 2
cos 2 sin 2
0

sin 2
cos 2 sin 2
sin 2
0

0
0
0
0

(4-38)

Otherwise, if the material is a wave plate (i.e., a phase retarder), its Mueller matrix is
given below as a function of the phase shift,

[rad], applied by the wave plate:

1 0
0 1
0 0
0 0

0
0
cos
sin

Here, a quarter-wave plate (i.e., 90° retarder) induces

0
0
sin
cos

(4-39)

[rad] at wavelength λ0, and
·

could serve in series with a linear polarizer (i.e.,
· ) to create a circular polarizer. A half-wave plate (

[rad]) alone acts as a

“polarization rotator” for wavelength λ0, while a full-wave plate (
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·

2 [rad]) placed

between two crossed linear polarizers acts as a “chromatic filter” that extinguishes light
at wavelength λ0. Table 4-3 below lists several common transmissive Mueller matrices.
Table 4-3. Summary of Common Transmissive Mueller Matrices
Type of Mueller Matrix
Ideal Horizontal Linear Polarizer

Symbol

Mueller Matrix
1 1
1 1 1
2 0 0
0 0

0°

Ideal Vertical Linear Polarizer

90°

Ideal +45° Linear Polarizer

45°

Ideal -45° Linear Polarizer

45°

1
1 1
2 0
0

1
1 0
2 1
0

60°

1
2
√3
2
0
1

1
2

1
2
√3
2
0

1
0
0
0

90°

Quarter-Wave Plate
(Horizontal Fast Axis)

Ideal Depolarizer
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1
0
0
0

1
0
1
0

0
0
0
0
0
0
0
0

1
0
1
0

0
0
0
0

1
2
1
4
√3
4
0

√3
2
√3
4
3
4
0

1
2
1
4
√3
4
0

√3
2
√3
4
3
4
0

1
0
0
0

Neutral Density Filter with
fractional transmittance
10
, ND ≥ 0

0
0
0
0
0
0
0
0

0
0
0
0

1
1
2

Ideal -60° Linear Polarizer

1
1
0
0

1 0
1 0 0
2 1 0
0 0

60°

Ideal +60° Linear Polarizer

0
0
0
0

0
1
0
0

0
1
0
0
0
0
0
0

0
0
1
0
0
0
0
1
0
0
0
0

0
0
0
1
0
0
1
0
0
0
0
0

0
0
0
0
0
0
0
0

4.3.2

Wire-Grid Linear Polarizer

A dichroic linear polarizer selectively absorbs one of the two orthogonal c-state
components of a beam that enters it. The simplest dichroic linear polarizer is a grid of
parallel conducting microscopic wires usually made of gold or aluminum. The c-state
component that is parallel to the wires drives conduction of electrons along each wire’s
length, thus losing nearly all energy to Joule (resistive) heating and reflection. The cstate component that is perpendicular to the wires is nearly unaltered as it passes through
the grid, since the electrons cannot move beyond the width of each individual wire.
Thus, the transmission axis of the grid is perpendicular to the wires, while the extinction
axis is parallel to the wires. Transmission and extinction are demonstrated using a +45°
linearly polarized beam of EM energy as shown in Figure 4-6 (Hecht, 2002). Further, it
is usually assumed that the emissivity of a wire-grid polarizer is negligible, so that no
output energy is generated from the polarizer itself (Young, Graham, & Peterson, 1965).

Figure 4-6. Wire-Grid Polarizer Operation for 500 [nm] (L) & 80 [nm] (R) Spacings

The separation distance or spacing between the wires, d, is a design parameter
that should be significantly less than the wavelength of the beam, λ0, that enters the
polarizer (i.e., λ0/d >>1). Larger spacings corresponding to far IR (10-5 to 10-3 [m]) and
microwave (10-3 to 100 [m]) wavelengths are relatively easy to fabricate, while smaller
spacings (and thus even smaller wire widths) corresponding to visible and near IR (0.4 to
2.5 × 10-6 [m]) wavelengths are significantly more difficult to fabricate. The current state
of the art is around d = 10-7 [m] spacing (Ekinci, Solak, David, & Sigg, 2006).
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Fabrication of a wire-grid polarizer at a particular grid spacing that is appropriate
for a given wavelength range of operation is dependent on both the grid material and the
substrate. A grid spacing of 115×10-9 [m] has been fabricated using evaporated
aluminum on a quartz substrate for use in the 200 to 800×10-9 [m] wavelength range.
Another grid spacing of 463×10-9 [m] has been fabricated using evaporated aluminum on
a Kel-F (polychlorotrifluoroethylene) substrate for use in the 700 to 15000×10-9 [m]
wavelength range (Bass, 1995).
Plastic sheet dichroic linear polarizers (e.g., Polaroid® H-sheet) have the same
effect as wire grid polarizers, but are based on molecularly aligned chemical “chains” that
absorb or extinguish light that is parallel to their dipole moments (Kliger, Lewis, &
Randall, 1990); (Hecht, 2002).
4.3.3

Polarizer Metrics
The first polarizer metric of interest is its spectral transmission or transmittance,

, as defined in Equation (4-40) below (can hold any value between 0

1,

with higher transmissions near the design wavelength, λ0). It is dependent on the
incidence angle of the incoming beam, the beam’s polarization state with respect to the
polarizer’s orientation, and the beam’s wavelength(s).
·

(4-40)

In the case of a spectral region, the polarizer’s transmission is sometimes averaged over
the entire band (e.g.,
,

). If the incoming light is randomly polarized (i.e.,

, then an ideal linear polarizer will pass 50% of the light (i.e., the electric field

component aligned with its transmission axis) at its design wavelength λ0, so
,
,
,
,

0.5. If the polarizer is nonideal, then

0.5 would indicate that the polarizer absorbed some of the light in its

transmission axis or could use an antireflective coating (for non-wire-grid polarizers).
On the other hand,

,

0.5 would indicate a loss of polarizing

,
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power at a nondesign wavelength. If the incoming light is already linearly polarized and
,

oriented with the polarizer’s transmission axis, then

,

1 around the

polarizer’s design wavelength.
A second polarizer metric is the “extinction ratio,”

, which is a spectrally

varying measure of the quality of a polarizer. This ratio can be computed using two
identical linear polarizers placed in series with natural (randomly polarized) light entering
the first polarizer. The irradiance out of the first polarizer will be linearly polarized. The
irradiance out of the second polarizer (which depends on the orientation angle of the
second polarizer with respect to the first) can be measured on a detector. The output
irradiance when the polarizers are crossed (i.e., perpendicular transmission axes),

,

divided by the output irradiance when the polarizers’ transmission axes are parallel,
called the extinction ratio (0

, is

1, typical values of 10-6 to 10-2 for design

wavelength, λ0). In Equation (4-41) below, lower values are better (Kliger, Lewis, &
Randall, 1990).
·

(4-41)

An alternative form of the extinction ratio is the reciprocal of Equation (4-41), or its
decibel “contrast” equivalent (typical values of 102:1 to 106:1, or equivalently 20 to 60
[dB]). These forms of the extinction ratio are shown below in Equations (4-42) and
(4-43), respectively. Here, higher values are better. All nonideal (i.e., real-life)
polarizers have finite extinction ratios with respect to Equations (4-42) and (4-43)
because they are all prone to crossed-orientation light leakage whose amount depends on
wavelength.

10 log
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·

(4-42)

dB

(4-43)

A third polarizer metric is the polarizing efficiency,

, as defined in Equation

1 for design wavelength, λ0). This

(4-44) below (typical values of 0.99

metric is also known as the diattenuation (D) and can be equivalently written in terms of
the maximum and minimum transmittances corresponding to the parallel and crossed
output irradiances, respectively (Bass, 1995).
·
Note that

1 / 1

(4-44)

.

Typical responses of wire-grid polarizers are shown below in Figure 4-7 (Bass,
1995). The upper chart shows the transmittance,
above. The lower chart shows the extinction ratio,

, corresponding to Equation (4-40)
, corresponding to Equation

(4-41) above. These responses are given as a function of the wavelength-to-grid spacing
ratio, λ0/d from approximately 2 to 20. The responses are given for five antireflective
substrates with various refractive indices: air (n = 1), organic plastic (n = 1.5), silver
chloride (n = 2), silicon (n = 3.42), and germanium (n = 4). Usable contrast requires the
ratio λ0/d to be greater than 2, but to achieve an extinction ratio
contrast

< 10-2 (i.e.,

> 20 [dB]), the figure shows a requirement for λ0/d > 8 (Borrelli, 2005).

Thus, for NIR light (e.g., 1.6 [μm]) this requires d < 200 [nm] which is achievable using
current photolithographic techniques. However, this contrast requirement for VIS light
(e.g., 550 [nm]) requires d < 69 [nm] which is currently just beyond the state-of-the-art.
However, a data reduction matrix method exists that can optimize polarimetric imagery
collected via imperfect optics, such as in the case of low contrast (

< 20 [dB])

wire-grid micropolarizers for visible wavelengths (Tyo J. S., 2000) (Tyo & Wei, 2006).
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Figgure 4-7. Wiire-Grid Polaarizer Transsmittance and
d Extinction Ratio Respoonses (from
B
Bass,
1995)

4-29

4.4

Polarimetric Detection via Irradiance Measurement

Let us assume that EM energy of a particular wavelength,

, arrives at a detector sensor

located downstream from a source at a propagation distance z [m] continuously over time
and spreads over the area, Ad [m2], of the detector pixels. The quantity that is directly
measured by the detector sensor is the incident irradiance, E , ,

W

. This

irradiance is proportional to the squared maximum amplitude of the incident electric field
onto the detector,

V

, ,

, ,
·

Here,

· 2.9979

10

:
·

, ,

·

W
m

2
· 8.8542

10

C

(4-45)

1.3272

V·

10

W
V

scale factor that accounts for the conversion of the squared electric field’s units of
into

W

is a
V

measured by a detector. This result is derived from the time-averaged value of

the magnitude of the Poynting vector (Hecht, 2002). This constant should be divided out
of any measured irradiances used to compute unnormalized Stokes vectors, if Equations
(4-25), (4-26), and (4-27) are necessary to provide electric field parameter estimates in
the proper units.
4.4.1

Irradiance Exiting a Linear Polarizer

According to Equation (4-4), a linearly polarized (i.e., c-state,
beam,
V

, ,

tan

)

, ,

, travels with a maximum amplitude

and a constant orientation angle,

or

/

[rad]. If it arrives at an

ideal linear polarizer whose transmission axis is also oriented at , then the full incoming
electric field amplitude,

, will transmit through to the output. However, if the

polarizer’s transmission axis is oriented at an angle

[rad] relative to the

unit

vector, we can define the absolute angular difference between the polarizer and the
incoming beam orientations using Equation (4-46) below:
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|
The transmitted electric field amplitude,
projection by cos

|

rad

(4-46)

, will thus be attenuated through vector

as shown in Equation (4-47):
,

· cos

V
m

|

· cos|

(4-47)

The irradiance in the beam is proportional to the electric field’s squared amplitude, as
shown above in Equation (4-45). Thus, the transmitted irradiance will be attenuated by
cos2 θ. This relationship is known as Malus’ law as shown in Equation (4-48):
·
·
2
·
·
2

,

·
2

|

(4-48)

· cos |

For example, if a linearly polarized beam with

|

W
m
1

, ,

V

and

30° passes through a linear polarizer whose transmission axis is oriented at
45°, then

1

· cos

· cos |

· cos

rad

·

W

, and

rad
°

·

15°,

1 · cos 15°

°
·

· 1 · cos 15°

· 0.9330

0.9659
W

V

,

·

°

·

.

An alternative to using Equations (4-47) and (4-48) is to project the maximum
and

electric field component amplitudes of the incident linearly polarized light onto the

transmission axis of the polarizer. The transmitted electric field amplitude can be
expressed in terms of

and

instead of

as follows in Equation

(4-49):
,

cos

sin

V
m

Note that the computation of the electric field’s vector amplitude,
the incident angle of polarization,

(4-49)
, ,

, or

[rad], are not necessary in this alternative format.
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The transmitted irradiance becomes an alternate form of Malus’ law, as shown below in
Equation (4-50):
·
2

,

·
2

·

·

cos

W
m

sin

(4-50)

Using the same example as above, the unit-amplitude beam that is linearly polarized at
30° can be expressed in terms of
through a linear polarizer at an angle
same results of
0.9659

·

°

· 0.9330

√

cos 45°

W

V

√

V

and

and subsequently passed

45°. Equations (4-49) and (4-50) produce the
sin 45°

0.9659

V

and

without the intermediate computations of

°

·

·

, , or .

We have seen that a linearly polarized beam can be expressed in terms of two
different pairs of defining parameters:

,

or

,

. Similarly, the output

irradiance of this beam through a linear polarizer can be expressed equivalently as either
,

or

,

. The output irradiance expressions from six linear polarizers

with orientation angles of 0°, 90°, ±45°, and ±60° are provided below in Table 4-4.
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Table 4-4 . Transmitted Irradiance of a Linearly Polarized Electric Field through Ideal
Linear Polarizers at Various Orientation Angles

Symbol

Transmitted Irradiance
W
,
m

General

E0°
= EH
=

E+60°
= E-120°

E+120°
= E-60°

·

· cos |

|

·
2

·

cos

sin

·
2

·

· cos |0

|

·
2

·

sin 0

·
2

·

cos 0
·
·
2

·

· cos

·
2

·

cos
2
·
·
2

sin

·
2

·

cos

sin

·
2

E+45°
= E-135°
=

E-45°
= E135°
=

·
2

·
2

E+90°
= EV
=

· cos

·
2

·

·

· cos

·

·

·
2

·

· cos

·
2

·

·

·
2
·
2

·

·

·
2

·

·

·
2

sin
2
·
2

4

cos

·

cos

cos

·
2

3

·
2

3

·

·
2

√3 sin
4
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sin

sin

3

sin

3
·

4

3

√3
4

·

cos

4

2

cos
·
2

√3 sin
4

·

·

2

2
4

·
2

sin

4

·

cos

2

· cos

·

4

cos

· cos

·

2

· sin

·
2

·
2

Transmitted Irradiance
W
,
m

√3
4

3

4.4.2

Stokes Vector Computation from Polarizer Irradiances

As we indicated in §4.4.1, the irradiance exiting a linear polarizer is detectable by a
sensor, and it can be expressed in terms of the incident electric field parameters
depending on the polarizer’s orientation with the reference axes. The Stokes vector is
also a representation of the incident electric field parameters. When performing remote
sensing of the earth, we can typically assume that the electric field arriving at the sensor
is a linear superposition of a randomly polarized and a completely polarized beam as
shown in Equation (4-33), but with negligible amounts of circular polarization (i.e.,
0 so

0). If the irradiance onto a detector can be measured through at least three

nonredundant linear polarizer orientation angles, then we can determine the other three
Stokes parameters in units of irradiance (i.e.,

·

·

,

,

·

). Since the beam may

not be completely polarized (i.e., DoP ≈ DoLP ≠ 1), we cannot simply use the
relationship of Equation (4-30) to compute one of the Stokes parameters in terms of the
other two. Hence, at least three polarizer filter angles are required to obtain the 3-degree
of freedom (3-DOF) Stokes irradiance vector,

W

.

The first method of obtaining the Stokes irradiance vector uses three linear
polarizer orientation angles of 0°, 90°, and 45° and is called Pickering’s method
(Solomon, 1981) after the Harvard/MIT physicist Edward Pickering. This formula is
shown below in Equation (4-51), where the irradiance incident on the detector surface is
Pickering

0°

90° :
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°
P

·

P

·
2

·
2

·

·

°

°

2

°

°

0

°

°

(4-51)
2

√2

0
W
m

2
0

The second method of obtaining the Stokes irradiance vector uses the same three linear
polarizer orientation angles as above but adds a fourth irradiance measurement from a 45° or equivalently a +135° filter. This is called the Modified Pickering’s method
(Walraven, 1981) and is shown below in Equation (4-52), where the irradiance incident
on the detector surface is

M
P

f

M
P

1
2

Modified
Pickering

°

135°

°

°

°

°

:

°

°

0

√2

√2
(4-52)

·
√2

·
2

90°

°

1
2
·
2

45°

1
2

·

f

0°

·

0

√2

W
m

2
0

The third method of obtaining the Stokes irradiance vector (Prosch, Hennings, &
Raschke, 1983) uses three linear polarizer orientation angles of 0°, 60°, and -60° (or
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equivalently +120°) and is commonly called Fesenkov’s method after the Soviet
astrophysicist Vasiliy Fesenkov (Василий Фесенков). It differs from the Pickering’s
and Modified Pickering’s methods in that none of the transmission axes are orthogonal to
one another. Therefore, if linearly polarized light enters one of the polarizer filters at the
same orientation angle as the filter itself, Fesenkov’s method will not produce a zeroirradiance in one of the other filters because they don’t differ by ±90°. It is perhaps the
best of the three methods for use by an orbiting polarimetric imaging sensor, since its
axes are equally spaced to resolve all incident polarization angles without requiring a
fourth linear polarizer orientation angle. This formula is shown below in Equation
(4-53), and is expressed in terms of its electric field to verify that it is indeed
mathematically equivalent to the previous two methods. Here, the irradiance incident on
the detector surface is

F

2
3

Fesenkov

60°

2
3
2
2
3

·

F

0°

°

·
2

2
· 3 2

°

√3

·
2

·

2 3
3 2
2 3
3 2
2
√3

°
°

°

2
°

°

0

2

√3
2

2

√3
2

2

√3
2

2

.

°

√3
2
3

120°

2

√3
2

2

√3
2

(4-53)

√3
2

2
0

3
2
3
2
4√3
4
0

·
2

·

W
m

2
0
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In practice, these methods can be implemented using one of two architectures.
The first architecture would have a rotating linear polarizer disk in front of the detector,
and sequential full-resolution images would be captured. The problem with this
architecture is exposure and readout/processing times between sequential image captures
in a moving platform system, leading to the corruption of the Stokes vector due to image
registration artifacts between three or four irradiance collections. The second architecture
is called a “division of focal plane” (DoFP) array. In this architecture, microscopic
polarizer filters are placed directly atop detector pixels in a 2×2 “superpixel” fashion for
simultaneous captures of three or four orientation angles. The problem with this
architecture is a 50% loss of spatial resolution, and thus the potential to perform poorly
for high polarimetric spatial frequencies in the imaged scene. In either of these
architectures using any of the methods above, glare/glint that is reflected from horizontal
surfaces such as water, glass, sand, snow or road surfaces can be used to discriminate
targets from background through the Stokes image intensities, just as fisherman use
vertically oriented polarized sunglass lenses to selectively eliminate horizontal glare.
4.4.3

Radiometric and Polarimetric Term Relationships

Maintaining appropriate units of polarimetric image cubes is very important whether
generating input Stokes-vector video frames, propagating polarized rays through a
polarimetric sensor, or reading a measurement out of a detector. Each pixel in an image
cube is generally treated independently of adjacent pixels. When processing synthetic
spectropolarimetric radiance cubes modeled by DIRSIG and sending them through sensor
models containing optics and detectors, we must know the units conversion formulae
between raw signal, intensity, radiance, irradiance, electric field amplitude, and Stokes
vectors for each pixel. This complex relationship is shown below in Figure 4-8. Here,
the simplified G# is defined in Equation (4-54), although in reality it may be a 4×4
Mueller matrix containing relatively small off-diagonal terms.
#

1

4 #
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(4-54)

Measured

Exposure

Spectral Radiance

Raw Signal

Intensity

W
m · sr · µm

1

#e
Normalized Total
Stokes Vector

s

·
2

Squared Electric
Field Amplitude

W
V

Irradiance onto
Detector

+
·

1

·

Sensor-Reaching
Radiance

+

Completely Polarized

Randomly Polarized
1

W
m

0
0
0

·

·

1
·

Completely Polarized
·

W
m

1

m
V

m
W

·

1
·

m · sr
W

Completely Polarized
Normalized Stokes Vector

·
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4.5

Polarimetric Image Processing

The relationships shown above in Figure 4-8 can be used on either real or synthetic
imagery to derive polarimetric images computationally from radiometric images
(Goldstein, Chenault, Gulley, & Spradley, 2002). Four sequential images of a “magic 8ball” were collected by a previous RIT graduate student (Shell, 2005) using a rotating
linear polarizer in front of a lens of a camera with a 12-bit detector without a Bayer array.
The dark-frame subtracted and coregistered intensity images in [DCs] are shown below in
Figure 4-9. Here, we observe varying reflected intensity around the ball’s rounded edges.

Figure 4-9. 12-Bit Intensity Images of Rounded Object using Four Linear Polarizer Angles
(modified from Shell, 2005)
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Using the Modified Pickering Method in Equation (4-52) and swapping exposure
intensity (

s ) for irradiance (

W

) due to proportionality, the I0, I1, and I2

intensity Stokes images can be computed as shown below in Figure 4-10.

Figure 4-10. Computed Intensity Stokes Vector Color-Encoded Images (modified from
Shell, 2005)

These images can be used with Equations (4-30) and (4-35) and swapping exposure
intensity (

s ) for squared electric field (

V

), again due to proportionality. These

equations are used to compute the DoLP and AoP, respectively as shown below in Figure
4-11.

Figure 4-11. Computed DoLP (L) and AoP (R) Color-Encoded Images (modified from
Shell, 2005)

Finally, the three intensity Stokes vector images can be combined into a single image for
a human observer by encoding I1, I0, and I2 into the R, G, and B color planes, respectively
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as shown below in Figure 4-12. Here, specular (high I0 intensity) reflections show up as
“green”, while high linear polarization at varying orientation angles shows up as either
“blue” (low I1 and/or high I2 intensity) or “red” (high I1 and/or low I2 intensity).

Figure 4-12. RGB Color Combination of Intensity Total (L) and Completely Polarized (R)
Stokes Vectors (modified from Shell, 2005)

Alternatives to RGB color combination include using the Hue, Saturation, and Value
(HSV) space (Bernard & Wehner, 1977) and using two-parameter polarization difference
imaging (2C-PDI) (Tyo, Pugh, & Engheta, 1998).
Additional imagery of various objects was collected by the author using a
polarimeter camera. Examples from this real-life imagery set are shown in Appendix B.
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4.6

Prior Work

Stokes vector imagery can be acquired using three general types of imaging polarimeters,
which all suffer from registration issues (Tyo, Goldstein, Chenault, & Shaw, 2006). The
first type is a Division of Time Polarimeter (DoTP) which has a rotating linear polarizer
filter (a.k.a. an “analyzer”) in front of a camera lens. Three to four time-sequential
images can be collected for different rotation angles to reconstruct a linear stokes vector
via Pickering’s method or Fesenkov’s method, assuming negligible circular polarization
and motion artifacts (Schott J. R., 2009). The second type is a Division of Amplitude
Polarimeter (DoAmP) which has a beam splitter and three to four separate analyzer and
focal plane combinations. This method eliminates the DoTP timing issue that causes
motion artifacts, but requires image registration and resampling due to the multiple
optical paths (Azzam, 1985). The third type is a Division of Focal Plane (DoFP) array
polarimeter with repeating patterns of pixel-sized polarizers atop a detector array. This
can be accomplished using a different strip of micropolarizers atop each line of a threeto-four line pushbroom array, or a “superpixel” approach of three to four micropolarizers
repeated across an entire framing array (Schott J. R., 2009). Additional devices can be
used with any of these three methods to upgrade an imaging polarimeter to an imaging
spectropolarimeter.
4.6.1

Polarimeters in the Literature

Japan’s National Aerospace Laboratory developed an imaging spectropolarimeter with an
Acousto-Optic Tunable Filter (AOTF) that allows for two diffractive output beams that
are orthogonally polarized (Suzuki, Kurosaki, Enkyo, & Koshiishi, 1996). They later
added UV+VIS hyperspectral functionality to the AOTF by varying the frequency of an
applied ultrasonic wave passed through a birefringent quartz crystal (Kurosaki, Shingu,
Enkyo, Suzuki, Tanioka, & Takefuji, 2003). The same group also developed a
spectropolarimeter based on a rotating liquid crystal tunable filter (LCTF) in front of a
CCD for airborne hyperspectral+polarimetric remote sensing of less than 10 [nm]
resolution (Shingu, Homma, Kurosaki, Suzuki, & Yamamoto, 2002). They validated the
LCTF spectropolarimeter under solar illumination conditions by imaging several natural
and man-made objects (Homma, Shingu, Kurosaki, Suzuki, Yamamoto, & Enkyo, 2003).
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Research efforts at the Air Force Research Laboratory and Polaris Sensor
Technologies, Inc. have completed the pBRDF characterization of Spectralon (Goldstein,
1999), Federal Standard paints (Goldstein, 2000), and automobile paints (Goldstein,
2008) using a spectropolarimetric reflectometer (Goldstein & Chenault, 2002).
Reflectance, polarizance, depolarization index, and Mueller matrix measurements were
completed, and these results form a baseline for representing pBRDFs of various
materials that can be entered into a modeling and simulation tool.
The University of Arizona has developed several applications of a Computed
Tomographic Imaging Spectrometer (CTIS). One application involves visible snapshot
polarimetric imaging after upgrading the CTIS with two retarders and a linear polarizer
using the channeled spectropolarimetry (CHSP) technique (Hagen, Dereniak, & Sass,
2005). This method provides a means of obtaining full Stokes vector image
measurements at a 10 [nm] resolution (i.e., a 4-D cube) for a static scene.
A collaboration effort between Beihang University and the Beijing Institute of
Technology has confirmed severe polarization aberrations caused by fold mirrors within
optical polarimetry systems (Ying, Lin, & Huijie, 2008). This work demonstrates the
difficulty in controlling or backing out the effects of polarization aberrations injected by a
catoptric subcomponent of an imaging spectropolarimeter. Therefore, it would be
impractical to place micropolarizers atop a focal plane that is located after a catoptric
relay (e.g., Offner relay) or catoptric collimator in the imaging chain.
4.6.2

Other Polarimetry Research in the Literature

Research efforts at Lockheed Martin Corporation involved a micropolarizer superpixel
array on a focal plane with the Modified Pickering’s method to study target detection in
the MWIR (Sadjadi & Chun, 2004). AFRL’s Infrared Modeling and Analysis (IRMA)
tool was used in this work to synthesize infrared polarimetric imagery of a computermodeled scene.
Another group at the University of Arizona developed a visual enhancement
technique to reduce false-edge Stokes vector artifacts when combining LWIR intensities
from adjacent pixels within a micropolarizer superpixel array (Ratliff, Tyo, Black, Boger,
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& Bowers, 2008). A weighted bilinear interpolation technique convolves gradient masks
coupled with a boost parameter over the Stokes imagery to improve DoLP estimation.
The DIRSIG software has been modified to account for the polarized state of each
ray that it traces. This was primarily the result of modeling work accomplished by five
DIRS students and the DIRSIG developers. The first student collected polarimetric
imagery of a real scene and performed a crude recreation of the scene in DIRSIG before
pBRDFs were available (Daly, 2002). The second student layed the groundwork for
polarimetric radiative transfer using Stokes parameters and Mueller matrices. This
enabled DIRSIG to process polarized illumination fields, pBRDFs, polarized atmospheric
effects, and output radiance reaching a polarized sensor (Meyers J. P., 2002) (Meyers,
Schott, & Brown, 2002). The third student matured these models and further developed
pBRDF models of various materials in the VNIR (Shell, 2005) (Shell & Schott, 2005). A
fourth student developed polarized emission models in the thermal infrared (Gartley,
2007). A fifth student validated some advanced results from DIRSIG with respect to the
atmosphere, materials, and skydome (Devaraj, Brown, Messinger, Goodenough, &
Pogorzala, 2007). At the same time, the team demonstrated the potential for image
synthesis of a real-life polarimetric scene recreated in DIRSIG (Pogorzala, Brown,
Messinger, & Devaraj, 2007). Since these publications, the DIRSIG development team
has completed the pBRDF modeling of all applicable materials within Megascene #1,
improved DIRSIG’s Stokes vector detector channels, and added DIRSIG detector
channels that have been passed through linear polarizers oriented at desired angles.
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4.7

Polarimetric Modeling and Data Collection Results

In this section, initial results using superpixels and micropolarizers will be discussed.
4.7.1

Superpixel Modeling

Initial results using the FRED software have demonstrated the capability of modeling a
superpixel array of micropolarizers and micromirrors in front of a detector, both visually
and functionally. First a 2×2 superpixel consisting of (clockwise from upper left) a 0°
linear polarizer, 60° linear polarizer, 120° linear polarizer, and a novel micromirror was
constructed using 17 [μm] square devices. The 34 [μm] × 34 [μm] superpixel pattern
was repeated in a 424×300 array atop an 848×600 detector with 17 [μm] pixels as shown
below in Figure 4-13. One collimated ray per detector pixel is shown to demonstrate the
transmission of the polarizers and reflection of the micromirrors. Note that a wire-grid
polarizer (WGP) optimally passes EM energy with orientation angles orthogonal to the
lines in the grid. Thus, vertical lines will pass horizontally polarized light, 150° lines will
pass 60° polarized light, and 30° lines will pass 120° polarized light. Also note that this
orientation notation of lines and polarized light are with respect to the detector looking
out through the optics (i.e., mirror image of Figure 4-13).

34 [μm]
60° WGP
0° WGP
34 [μm]

120° WGP
Micromirror

Figure 4-13. Micropolarizer Grid Array Modeled in FRED
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4.7.2

Micropolarizer Response Modeling

The functional and spectral response of the microlithographed wire-grid polarizer is
currently being computed by RIT’s SMFL using the COMSOL Multiphysics modeling
and simulation tool. It is expected that the extinction ratio will be optimal for
wavelengths that are 3 to 5 times the grid spacing. Thus, 500 [nm] spacings would be
appropriate for NIR polarimetric remote sensing, while 100 [nm] spacings would be
appropriate for VIS polarimetric remote sensing. The model using a d = 500 [nm]
spacing and a λ = 1 [μm] wavefront is shown below in Figure 4-14. In this computer
model, the WGP is immersed in a block of silicon that can detect energy levels at various
locations.

Figure 4-14. WGP and Incoming Wavefront Modeled in COMSOL

Simulation of micro-opto-electromechanical systems (MOEMS) devices has been
accomplished by the RIT Semiconductor and Microsystems Fabrication Laboratory via 3D modeling tools and the COMSOL Multiphysics modeling and simulation tool. Finite
element analysis has taken into consideration the electromagnetic, mechanical, thermal,
and DC electrical effects when operating these devices under VNIR aerial remote sensing
conditions. Agile micromirror device modeling has evolved for the purpose of relaying
light from selected pixels within an imaged scene toward a spectrometer. Partially
transmissive micromirrors have been modeled as tunable Fabry-Perot etalons to measure
pixel spectra directly underneath the MOEMS device without the need for a spectrometer
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relay channel. Micromirror actuators allow three degree-of-freedom movement:
translation in the optical axis (i.e., piston), and rotation about two orthogonal axes (i.e.,
tip and tilt). A 2×2 superpixel that includes a micromirror and three pixel-sized wire-grid
linear polarizer device models oriented at 0°, 60°, and 120° angles has been modeled in a
hybrid sensor array to obtain co-registered pan and polarimetric imagery as shown below
in Figure 4-15.

a

b

c

Figure 4-15. Novel MOEMS Pixel-Sized Optical Device Modeling Concepts
(a) Agile micromirror with Fabry-Perot etalon functionality
(b) Superpixel concept of 3 linear polarizers and an agile micromirror
(c) Ray-tracing example of micropolarizer transmission and micromirror reflection

Wire grid polarizer arrays were simulated using the 2-D in-plane hybrid
electromagnetic wave application mode of the COMSOL Multiphysics RF modeling
module, as shown in Figure 4-16(a). Two different wire-grid geometries were modeled.
A relatively coarse d = 500 [nm] period grid with 100 [nm] wide lines (i.e., 20% duty
cycle or fill factor) that was 100 [nm] thick was simulated as a geometry that could be
fabricated in RIT’s Semiconductor and Microsystems Fabrication Laboratory (SMFL) on
conventional i-line (i.e., 365 [nm]) or deep ultraviolet (DUV) lithography equipment with
a moderate amount of effort. A d = 80 [nm] period grid with 20 [nm] wide lines (i.e.,
25% duty cycle or fill factor) that was 20 [nm] thick was chosen as a geometry that could
be fabricated using much more aggressive lithographic techniques such as electron beam
or high numerical aperture immersion. The metal grid was specified to be aluminum
with 35.6×106 [S/m] conductivity and a square aperture size of 10 [μm] per side, yielding
20 lines for d = 500 [nm] and 125 lines for d = 80 [nm]. The modeling space was defined
as 10 [μm] in total depth perpendicular to the wire grid, and 15 [μm] per side in the plane
of the grid, with a solid metal plate surrounding the central 10 [μm] gridded opening. A 1
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[μm] “Perfectly Matched Layer” was defined surrounding the modeling space, and
scattering boundary conditions were defined at the outer boundary.
Input linearly polarized electromagnetic plane waves were excited at the leftmost
boundary of the modeling space, and output transmitted electromagnetic power was
extracted at the rightmost boundary after propagating through the metal grid. The
relative intensities of the electric field (ε, [V/m]) and magnetic field ( , [V⋅s/m2])
incident plane waves were specified in vector component directions that were parallel and
perpendicular to the wires to produce the polarization condition desired. The AoP, or ψ,
is defined here to be the angle between the incident electric field’s oscillation direction
and the transmission axis of the wire grid array that is perpendicular to the wires. The
incident field amplitudes perpendicular to the wires were thus defined as εx = ε0⋅cosψ and
x

and

0⋅sinψ.

=
y

=

The field amplitudes parallel to the wires were defined as εy = ε0⋅sinψ

0⋅cosψ.

Gridding of the COMSOL modeling space was refined until the

obtained solutions converged and were unaffected by further refinement. The input wave
power was determined by removing the wire grid and repeating the propagation analysis,
allowing the input wave to be integrated without interference by reflections or diffraction
from the grid. Cross-sectional energy density for the horizontally polarized ψ = 0° case
is shown in Figure 4-16(b), while oscillating electric field magnitude for the vertically
polarized ψ = 90° case is shown in Figure 4-16(c).
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Figure 4-16. 2-D Cross-Section of Pixel-Sized Aluminum Wire-Grid Polarizer Model with
20 Wires Spaced 500 [nm] Apart
(a) Aluminum wire grid shown in modeling space with dimensions
(b) Energy density magnitude when horizontally polarized electric field oscillates
perpendicular to the wires (AoP = 0°)
(c) Electric field magnitude when vertically polarized electric field oscillates parallel
to the wires (AoP = 90°)

This propagation analysis process was repeated for both the d = 500 [nm] and d =
80 [nm] cases at 211 discrete wavelengths and 10 angles of polarization. Wavelength
increments of Δλ = 10 [nm] were simulated between λmin = 0.4 [μm] and λmax = 2.5 [μm].
Angle of polarization increments of Δψ = 10° were simulated between ψmin= 0° and

ψmax= +90°. A transmission matrix for each polarizer was obtained according to the
following boundary irradiance ratio:
,

,

,

·

(4-55)

The transmission results are plotted below in Figure 4-17. Both polarizers have a
maximum transmission of approximately 0.7 at most wavelengths for horizontally
polarized light. The d = 500 [nm] spacing polarizer has very limited polarizing
performance at wavelengths below 1.5 [μm], leaking most cross-polarized energy
through its wires. Its transmission response contains a point of convergence around λ =
0.5 [μm], attributed to the size and shape of the polarizer’s individual wires designed with
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a square instead of circular cross-section. The d = 80 [nm] spacing polarizer boasts
respectable performance across the VNIR spectrum from 0.4 to 2.5 [μm].

a

b

Figure 4-17. Pixel-Sized Wire-Grid Polarizer Model Transmission vs. VNIR Wavelengths
for 10 Relative AoP Increments
(a) Spacing of d = 500 [nm], (b) Spacing of d = 80 [nm]

The transmission responses of the horizontal (ψ = 0°) and vertical (ψ = 90°)
polarization input cases can be further used to compute the extinction ratio, re(λ), as
follows:
,
,

, 0°
, 90°

·

(4-56)

This metric represents the ratio of horizontally polarized to vertically polarized light that
passes through from a randomly polarized input beam. The extinction ratio results are
plotted below in Figure 4-18.
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a

b

Figure 4-18. Pixel-Sized Wire-Grid Polarizer Model Extinction Ratio vs. VNIR
Wavelengths
(a) Spacing of d = 500 [nm], (b) Spacing of d = 80 [nm]

The diattenuation response, D(λ), can be computed via the horizontal and vertical
polarization transmission responses as follows:
,
,

,
,

, 0°
, 0°

, 90°
, 90°

·

(4-57)

This metric represents the polarizing efficiency of the device, and is related to the
extinction ratio according to

1 / 1

. Figure 4-19 shows that

the d = 500 [nm] spacing is characterized by poor diattenuation throughout most of the
VNIR spectrum, while the d = 80 [nm] spacing boasts D > 95% throughout the entire
VNIR.
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a

b

Figure 4-19. Pixel-Sized Wire-Grid Polarizer Model Diattenuation vs. VNIR Wavelengths
(a) Spacing of d = 500 [nm], (b) Spacing of d = 80 [nm]

The transmission responses of each polarizer at each specific wavelength can be
normalized and plotted against AoP, which attenuates the incoming beam based on the
absolute value of AoP. Transmission through ideal polarizers falls off with cos2(ψ), and
this is shown for comparison with the 211 simulated wavelengths in Figure 4-20 below.
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0.4 µm ,
0.4 µm , 0°
2.5 µm ,
2.5 µm , 0°
Ideal cos2(ψ) Falloff
b

a

Figure 4-20. Pixel-Sized Wire-Grid Polarizer Model Cosine-Squared Falloff for 211 VNIR
Wavelengths vs. Relative AoP
(a) Spacing of d = 500 [nm], (b) Spacing of d = 80 [nm]

The transmission response vs. wavelength can be applied on a pixel-by-pixel and
band-by-band basis when input Stokes vector spectral radiance imagery is processed. The
input spectral radiance Stokes vector entering a polarizer with its polarizing axis aligned
horizontally can be split into an incoherent superposition of completely unpolarized and
completely (linearly) polarized light:
,

,

1

·
0
0
0

The Stokes vector

,

·

,

,
,

,

W
cm · sr · µm

(4-58)

0

can be decomposed into two equal quantities of

linearly polarized light having AoPs of ψ = 0° and ψ = 90°, respectively. The total
spectral radiance exiting the polarizer is thus attenuated by

, 0°

, 90° /2. The

Lλ,1 output component will be positive (i.e., horizontally polarized) and attenuated
relative to the total Lλ,0 output component by the diattenuation, D(λ). In the case of an
ideal polarizer (i.e.,

, 90°

0 and D(λ) = 1), all output light will be horizontally

polarized and therefore (Lλ,0)output = (Lλ,1)output. Further, due to the symmetric transmission
response for ±45° linearly polarized light, (Lλ,2)output = 0.
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1
· 1

·

,

·

)

0
0

was defined in accordance with the equality

,

,

radiance Stokes vector,

W
cm · sr · µm

0
0

1
·
2

The Stokes vector

, 0°

, where DoLP is a property of the entire input spectral
. The polarizer will transmit a fraction

,

of the

completely polarized total spectral radiance according to the results shown in Figure 4-17
for the particular AoP with respect to the grid’s polarizing axis. As in the previous
unpolarized Stokes vector, the Lλ,1 output component will be positive but attenuated by
D(λ) relative to the total Lλ,0 output component.
1
,

,

·

·

,

0
0

W
cm · sr · µm

(4-60)

The previous two equations can be summed to obtain the spectral radiance Stokes
vector exiting the polarizer. This procedure must be used on DIRSIG-rendered Stokes
vector bands in order to incorporate the effects of nonideal wire-grid polarizers. Applying
a transmission response to an ideal polarizer output band will not simulate any
diattenuation effects. If DIRSIG is configured to output radiance bands that exit ideal
linear polarizers (e.g., 0°, 60°, and 120° orientations), leakage of cross-polarized light
that reduces remotely sensed Lλ,1 and DoLP cannot be simulated without a conversion
into a Stokes vector form. Slight variations of these equations using a relative angle
between the input AoP in the Stokes vector’s reference frame and the orientation of the
polarizing axis (e.g., 60° and 120° orientations) will produce appropriate output Stokes
vectors with nonzero

,

components.

Figure 4-21 shows a visual example of the polarizer operation on an incoming
monochromatic electric field. Here, the polarizer transmission axis is the horizontal axis
(x), although the polarizer orientation could be rotated atop specific detector pixels to
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achieve sensitivity to other angles (e.g., 0°, 60°, 120°). At λ = 1.5 [μm], the d = 500 [nm]
spacing leaks through a significant 6.9% of the εy component, adding to the irradiance
seen on a detector pixel placed downstream of the polarizer. On the other hand, the d =
80 [nm] spacing leaks through a negligible 0.2% of the εy component.

a

b

Figure 4-21. Pixel-sized (10 [μm]) Wire-Grid Polarizers Operating on an Incoming Electric
Field Wave with λ = 1.5 [μm] & AoP = 60°
(a) Spacing of d = 500 [nm], duty cycle of 20%, and aluminum film thickness of 100 [nm]
(b) Spacing of d = 80 [nm], duty cycle of 25%, and aluminum film thickness of 20 [nm]
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5 Target Tracking
Tracking moving vehicles within challenging environments through remote, persistent,
hyperspectral imagery (HSI) data is an emerging field of research. Thus, an experiment
has been conceived for this project which applies performance-driven sensing techniques
to a synthesized, adaptive, multimodal MOEMS-based instrument. The goal is to
maximize overall track-level performance by carefully choosing which pixels should
collect HSI data at which times. This chapter describes the motivation and fundamentals
behind feature-aided-tracking developed by Numerica Corporation, and discusses
modality selection as a means of real-time instrument adaptation. The tracker software
operation and resultant imagery is also introduced, as are the output commands required
to control an adaptive multimodal sensor.
5.1

Tracking Techniques

In this project, target tracking is the process of estimating the kinematic state of multiple,
agile ground vehicles in the presence of clutter, dropped measurements, confusable
vehicles, environmental occlusion, and ambiguous movement. A critical phase in the
tracking process is the association of new measurements with existing tracks. The
tracking system under test employs various high-level association constructs to allow for
statistics-based gating, multidimensional assignment, and deferred decision-making.
However, the fundamental cost Ci,j to associate a track i with a measurement j is the key,
as shown in Equation (5-1):

Ci , j = μK C%iK, j + ∑ μFn C%iF, nj
n

(5-1)

Here, C%iK, j is a normalized kinematic cost based on the Mahalanobis distance, and C%iF, j are
n

likewise normalized costs based on statistical distances in an n-dimensional featurespace. The weighting terms μ establish the relative importance of the kinematic and
feature association costs. It is well known that HSI instruments provide high-saliency
feature measurements for many classes of ground vehicles. Hence, an HSI feature-aided
tracking system has the potential to more accurately associate measurements with tracks
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and subsequently perform with longer overall track life and higher track purity metrics.
These assumptions are predicated on the availability of feature data, i.e. full spectral
information, for both measurements and track state. While many realizable instruments
always collect full HSI information throughout their fields of view, there is generally a
design-time tradeoff such as ground sample distance or scan rate which makes tracking
difficult. This project focuses on adaptive modality selection of an instrument which
collects high-rate panchromatic or DoLP imagery for the sake of tracking, but allows
some pixels to collect HSI data as required.
5.2

Modality Selection

The goal of spatial sampling is to determine which pixels will collect HSI data. A
tracking utility function has been defined to be a linear combination of heuristic values
and assigns a value to the usefulness of collecting HSI data at each pixel. Let Uij(t)
represent the utility of obtaining HSI data at the ijth pixel at time t as shown in Equation
(5-2):
U ij (t ) = C DU ijD (t ) + C N U ijN (t ) + C AU ijA (t ) + C M U ijM (t ) + C ℑU ijℑ (t )
s.t. U ijΦ (t ) ∈ [0,1],

Φ ∈ {D , N , A, M , ℑ},

∑C

Φ

= 1,

CΦ ≥ 0 ∀ Φ

(5-2)

The values of C are the relative importance or weighting of the different utility
components which are defined as:
U ij ( t ): Default value that every target of interest receives which gradually
D

decreases towards 0 as we consider pixels farther from the predicted
location of the target track.
U ij (t ) : New model utility which is a function of the appearance of new or
N

reacquired targets that need to be sampled in order to build a target
feature model.
U ij ( t ): Association utility defined for closely spaced targets where track state
A

and the related uncertainty provide a measure of association ambiguity.
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U ij ( t ): Missed measurement utility which is a function of the number of missed
M

detections for the kinematic tracker due to occlusion or shadow.
U ij ( t ): Model age which is a function of the Time since the last spectral model
ℑ

measurement was incorporated.
Additional constraints are applied to the modality selection algorithm to accommodate
instrument limitations. For instance: preventing spectral/spatial overlap on the
spectroscopy array due to conflicting pixel HSI requests. As target tracking scenarios
increase in complexity and sensor resources begin to stretch thin (e.g., there are far fewer
opportunities to collect HSI data than requirements to do so), it becomes increasingly
important to have an optimal, real-time approximation to the utility function Uij(t). A
genetic algorithm approach has been applied (Secrest & Vasquez, 2008), recovering
values for C based on representative training data.
5.3

Target Tracker Operation and Results

Numerica Corporation is the developer of a research tool called Algorithm simuLator for
Tracking and Observations (ALTO) (Rice, Vasquez, Kerekes, & Mendenhall, 2009).
ALTO produces measurement data, hosts advanced tracking algorithms, and supports
performance evaluation. It is written in MATLAB, C++, and Java to model various
platform types (e.g., aircraft, boats, missiles) and sensor types (e.g., HSI, radar, IR, and
video). One distribution of ALTO was created by Numerica to study the RITMOS sensor
(and future expansions) fed by synthetic hyperspectral data rendered by DIRSIG. The
proprietary simulation portion of ALTO contains the module code and algorithms, while
the scenario portion of ALTO contains the parameters and images particular to the sensor
and scene rendering models. ALTO can be used to process prerendered DIRSIG image
cubes, or it can instead control DIRSIG by acting as an on-the-fly pixel-by-pixel HSI
rendering manager (Rice, 2009). Its main subcomponents and its feedback loop are
shown below in Figure 5-1. Here, the shaded containers indicate functional elements that
are most impacted by the availability of HSI feature data.

5-3

Figure 5-1. ALTO Feature-Aided Tracker Architecture (from Rice, 2009)

ALTO requires knowledge of the scenario parameters used to render the imagery.
These include the sensor’s focal length, pixel size and number, start and stop times,
wavelength bands, oversample factor, integration time, and the pixel location of a 100%
and 50% calibration panel location strategically placed within the scene. The sensor
resource manager (SRM) is currently configured as a RITMOS type of adaptive sensor.
The metrics reporting period, kinematic filter probabilities, feature filters, multiple
hypothesis tracker (MHT), and observation processor are also initiated by the scenario.
During an ALTO simulation run, a 3-D Debug figure will display the terrain
model as well as current motion measurements. An Event Monitor figure allows the user
to control the simulation. Measurement metrics for probability of detection and
probability of false alarm are computed at the end of the simulation. The simulation’s
output includes all intermediate images, such as the panchromatic image shown below in
Figure 5-2.

5-4

Figure 5-2. Panchromatic Image with Multiple Targets Resulting from Feature-Aided
Tracking

After ALTO runs, another function can compute a variety of performance metrics
including average position and velocity error per target, track initiation time, track
completeness, and track covariance accuracy. These can be plotted using a metrics GUI.
An example 10 [Hz] plot of track completeness vs. time is shown below in Figure 5-3.
Additionally, a total aggregate purity metric provides a single scalar quantity between 0
and 1 that indicates the tracker’s performance for a certain collection of image cubes.
These metrics were redefined for this project and will be introduced in §6.3.2.
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6 Simulation Methodology
6.1

Dynamic Scene Modeling Methodology

Here, the knowledge of truth vehicle positions of vehicles within the urban scene as well
as the generation of sets of image cubes (i.e., multimodal video) will be described.
6.1.1

SUMO Truth Positions

Each of 212 vehicles called by DIRSIG is placed within Megascene #1 Tile #1 according
to a movement file as previously defined in §2.3.1. A MATLAB routine called
plot_truth_movers was created for the purpose of reading in every line of text within
every movement file and outputting matrices of all (X,Y,Z) positions at each time epoch
at a 10 [Hz] rate. Linear interpolation was used between movement times that were
usually at a rate of 1 [Hz] to determine the intermediate positions, just as DIRSIG would
do. Each vehicle’s position origin was defined as a point located at the geometric center
of its 3-D CAD model (i.e., .GDB file) on the terrain directly below the vehicle at each
time epoch. The output matrices were later queried by the target tracker performance
metrics (to be discussed in §6.3.2) for radial proximity comparisons with each of the
output ALTO tracks at the 151 defined capture time epochs of 15:00:00.0, 15:00:00.1, …,
15:00:15.0.
6.1.2

DIRSIG Multimodal Video Set Descriptions

Twelve sets of synthetic multimodal video were created as test inputs for the sensor
model, each of which contains 151 frames of multi/hyperspectral Stokes vector image
cubes. Parameter changes between the sets include number of pixels, number of spectral
bands, platform orientation, and existence of trees. The final specifications for each of
these sets are described below in Table 6-1. The DIRSIG editor GUI was used to vary
the specifications for each of these sets of image cubes, and examples of the GUI screens
are provided in Appendix C. Example RGB, Pan, DoLP, and AoP imagery from all 12 of
these data sets captured at the 151st time epoch is found in Appendix D.
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Table 6-1. DIRSIG Trade Study Video Set Primary Specifications
Video
Set #

Lines ×
Cols

67

1024 ×
1024
1024 ×
1024
1024 ×
1024
1024 ×
1024
1024 ×
1024
1024 ×
1024
1024 ×
1024
1024 ×
1024
2048 ×
2048
1024 ×
1024
1024 ×
1024

68
69
70
71
72
73
74
75
76
77
78

560 ×
880

Spectral
× Stokes
Bands
6×4

Sequential
Image
Frames
151

Platform
Orientation

Scene
Parameters
No Trees
Trees

30 [GB]

No Trees

66 [GB]

Trees

66 [GB]

No Trees

309 [GB]

No Trees

66 [GB]

151

50° Declined
Racetrack
50° Declined
Racetrack
50° Declined
Racetrack
50° Declined
Racetrack
50° Declined
Racetrack
20° Declined
Racetrack
Spinning Nadir

Video
Set Disk
Size
30 [GB]

6×4

151

13 × 4

151

13 × 4

151

61 × 4

151

13 × 4

151

13 × 4

No Trees

66 [GB]

13 × 4

151

Spinning Nadir

Trees

66 [GB]

13 × 4

151

No Trees

263 [GB]

13 × 4

151
151

No Trees +
Haze
No Trees

66 [GB]

13 × 4
13 × 4

151

50° Declined
Racetrack
50° Declined
Racetrack
50° Declined
Racetrack +
Jitter
Static Nadir

No Trees

31 [GB]

Total

1.1 [TB]

66 [GB]

Besides the specifications above, other supporting parameters were selected for the
twelve sets of multimodal video as listed in Table 6-2.
Table 6-2. DIRSIG Trade Study Video Set Supporting Specifications
Parameter
MOEMS Pixel Pitch
Sensor Platform Focal Length
Detector Clock Rate
Orthorectification GSD
Reference Time of Day / Date
Solar Orientation at Reference Time
Origin Latitude/Longitude
Stare Point

Value Used
17 [μm], except for Set #75 that used 8.5 [μm]
68 [mm]
10 [Hz]
1.5 [m], except for Set #75 that used 0.75 [m]
3:00 PM / 1 July 2007
39.53° declination, 252.98° azimuth
43.210383°N, 77.603859°W
465 [m] East, 580 [m] North, 120 [m] MSL
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6.2

Sensor Modeling Methodology

Here, the optical and detector processing effects will be described as they were applied to
the various DIRSIG multimodal video sets.
6.2.1

Optical Sensor Modeling

Optical modeling of the adaptive sensor began with the RITMOS sensor baseline and
included several modifications to the sensor components using OSLO and FRED.
Experimentation with multiple relay optics was performed to allow the appropriate FOV
to flow from the foreoptics downstream to the hybrid MOEMS array. The novel
micromirrors were implemented in a left-right tipping fashion along with three
micropolarizers whose polarizing axes were oriented at 0, 60, and 120° from the
horizontal. A new diffraction grating specification was chosen with a reduction in blaze
frequency from 1200 down to 150 [lines/mm] in order to support the wavelength region
expansion from just the visible blue to the entire VNIR region. The panchromatic
imaging detector dimensions were matched to the MOEMS array, with a 1:1 mapping
between imaging detector pixels and micromirrors within each superpixel. Further
optical modeling information is found in Appendix E.
It was found to be impractical to raytrace each image plane corresponding to an
individual wavelength within every synthetic DIRSIG image cube through the FRED
model onto the detectors, and extremely difficult to select on-the-fly individual
micromirrors out of the FRED array to flip left or right as necessary for HSI-aiding.
Application of the COMSOL wire-grid polarizer models was also not allowed in FRED,
as the table of nonideal transmission with respect to relative AoP could not be entered.
Finally, a detector model that converts irradiance on the detector into digital counts was
beyond the capabilities of FRED. Thus, a MATLAB-based sensor model was used as the
method to perform all sensor aberrations iteratively after checking individual
subcomponent performance in OSLO and FRED.
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6.2.2

MATLAB Sensor Processing Steps

A 7-step process was devised using a hierarchy of MATLAB functions called by a master
function titled simulate_sensor. Input parameters tell this function the run number, time
period, synthetic image cube specifications, and flight characteristics of the platform.
This function initializes the output directories and output movies for all steps in a
particular run number.
First, the orbit scenario is defined as either a static nadir, spinning nadir, 20°
oblique racetrack, or 50° oblique racetrack just as DIRSIG does using its platform
position generators. The aerial platform position, Euler angles, and navigational heading
are generated at all time epochs in the simulation using a supporting function titled
generate_flight_profile and plotted at each epoch using a function titled plot_orbit.
Second, the DIRSIG spectral bands are defined and the image cubes are
incrementally read in and preprocessed. The fourth Stokes parameter indicating circular
polarization is deleted for each spectral band, and the rest of the cube is previewed using
a function titled plot_quad_chart. The truth versions of pan-VNIR imagery and DoLP
are computed using Fesenkov’s method for ideal polarizers for later use in image quality
metrics.
Third, optical processing of the incoming radiance cube is accomplished.
Spectral attenuation due to the OSLO-specified transmission of each glass lens material
in the foreoptics and relay optics is applied using a function titled
apply_optical_lens_transmission based on the lens thicknesses. Blurring is accomplished
with a function titled apply_optical_PSF. Nonideal micropolarizer attenuation for the 80
[nm] (baseline) or 500 [nm] (for some cases) spacings is accomplished using a function
titled apply_MOEMS_polarizer_transmission. A function titled convert_to_irradiance is
used to apply the G# to the radiance cube and generate spectral irradiance onto the
MOEMS detector. A binary imaging switch is created for a particular slit mask, and used
to zero out micromirror and micropolarizer pixels that do not relay light to a particular
channel as well as attenuate micromirror-relayed light due to their aluminum mirror
coatings. This process is accomplished using the functions apply_MOEMS_slit_mask
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and apply_optical_mirror_reflectivity. Most of the functions are reused for each channel
to attenuate and blur the image based on the number of mirrors or lenses encountered in
the optical path, and another function titled apply_optical_diffraction uses the grating
equation to disperse the collimated light into its spectral constituents. Another function
titled apply_optical_magnification is used to magnify or minify the image via resampling
to a new spatial dimension for a particular detector size.
Fourth, the detector effects are applied to the spectral irradiance images arriving
at each detector. Six functions titled convert_to_electrons, add_shot_noise,
add_readout_noise, convert_to_voltage, apply_detector_saturation, and
apply_detector_quantization are applied serially. A dark mean is subtracted from the
digital number outputs and the pixels are combined via Fesenkov’s method in the case of
the detector underneath the MOEMS focal plane. Example polarimeter output imagery
using this method is shown below in Figure 6-1 and Figure 6-2. The grid effect in Figure
6-1 is caused by the presence of a micromirror sitting atop 1 of every 4 detector pixels.

Figure 6-1. Raw Digital Counts from Polarimeter Detector behind Hybrid MOEMS
Superpixel Grid
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Figure 6-2. Processed Total Intensity (L) and DoLP (R) Images from Polarimeter Detector
via Fesenkov’s Method

Fifth, a function titled orthorectify_image applies the collinearity equations to
each image based on the flight recorder data generated by the orbit scenario definition.
Geo-registered output imagery at a fixed GSD is created for the entire Megascene #1 Tile
#1 map for the panchromatic observation image, DoLP observation image, and HSI cube.
Sixth, a function titled crop_area cuts a rectangular area of interest out of the georegistered imagery products as shown in Figure 6-3. An optional function titled
deorthorectify_image can map the cropped imagery back to corresponding pixels on the
detectors and micromirror array as shown in Figure 6-4. Another function titled
deorthorectify_pixels can map individual observation image pixels back to the detectors
and micromirror array for an indication of where the HSI queries are occurring. A
sample red cross corresponding to a calibration panel pixel was overlaid on Figure 6-4.

Figure 6-3. Pseudonadir Panchromatic (L) and DoLP (R) Observation Images
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Figure 6-4. Deorthorectified Panchromatic (L) and DoLP (R) Observation Images

Seventh, running sensor metrics are calculated using compute_PSNR and
compute_SAM. All previously modeled detector effects and optical attenuations (except
for random noise and PSF blurring) are removed in reverse order to obtain calibrated
spectral radiance of a Lambertian calibration panel in order to compare it with the truth
spectral radiance directly from DIRSIG.
This process is iterated for all 151 frames and all 12 multimodal video sets to
obtain intermediate image products, final video products, and registered pan/DoLP
observations with HSI aiding to hand off to the target tracker. Further information and
flowcharts are found in Appendix F.
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6.2.3

Sensor Performance Metrics

Image quality is evaluated by first obtaining the mean square error (MSE) between a
measured/aberrated nadir or pseudonadir image and an equivalent truth image without
aberrations as shown in Equation (6-1). Then, the peak signal-to-noise ratio (PSNR) is
computed as shown in Equation (6-2) using the MSE and the number of camera bits, n.
∑#

∑#

(6-1)

# cols · # lines
10 log

1

2

dB

(6-2)

Spectral quality is analyzed using the Spectral Angle Mapper (SAM) metric for a
single pixel corresponding to a Lambertian calibration panel in the image, as shown
below in Equation (6-3). Here, the calibrated spectral radiance is used for selected bands
whose digital counts are consistently above the noise floor (i.e., 450 to 850 [nm] used for
this research) due to the modeled quantum efficiency of the spectrometry detector.
T
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Target-Tracking Methodology

Here, the methodology behind the target tracking runs will be described as ALTO were
applied to the various sensor-aberrated DIRSIG multimodal video sets.
6.3.1

ALTO Overlaid Track Imagery and HSI Holes

Various sensor aberrations were removed from ALTO so that prerendered observation
imagery and HSI cubes could be processed. The MATLAB sensor model was used to
generate orthorectified observation images and HSI cubes. Each run of ALTO produces
a stream of images that is useful to gain information into where ALTO’s change detection
process is identifying motion and choosing tracks, such as those in Figure 6-5.
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this distance. Note that valid-tracks + false-tracks = total-tracks, and that valid-tracks ≤
should-tracks. Dividing the valid-tracks by the should-tracks gives a metric called “track
completeness” (also known as probability of target detection) as shown in Equation (6-4).
Further, keeping tabs on what truth vehicle identity is within the radial distance of each
track at each time epoch gives an indication of how long a track maintains the same
vehicle without switching to either another nearby vehicle or becoming a false-track.
This is called “track purity” as shown in Equation (6-5) and can be accomplished for
every individual track. Both track completeness and track purity can be averaged over
the entire simulation to obtain a single scalar metric. However, only the track IDs which
were at some time valid-tracks should be considered in the track purity average.
Track Completeness

Track Purity

# of Valid Tracks
# of Should Tracks

# of epochs a valid track maintained the same truth vehicle
Total # of epochs in a valid track

(6-4)
(6-5)

Additionally, the probability of false alarm can be obtained by dividing the sum of
the circular areas taken up by the false-tracks into the area of the image not taken up by
valid-tracks. The probability of target detection can be plotted against the probability of
false alarm to produce a receiver operating characteristic (ROC) curve-like distribution
for all time epochs. If the radial distance threshold is varied for a single time epoch, a
true ROC curve can be generated.
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7 Analysis of Results and Conclusions
7.1

Dynamic Scene Modeling Analysis and Conclusions

The 12 video sets generated for this project previously described in Table 6-1 were more
than sufficient to test the fidelity of the sensor model and target tracking application
within the end-to-end simulation. Prior to generating these sets (#67 to #78), many
buildup sets (with lower set numbers) were created that incrementally validated the
DIRSIG simulation specifications and physics-based phenomenology in the output
images. These final video sets have been confirmed to portray realistic urban scenes with
correct radiometric, polarimetric, atmospheric, and shadowing phenomenology as well as
correct positioning of the sensor platform and moving vehicles.

7.2

Sensor Modeling Analysis and Conclusions

The MATLAB-based sensor model complete with all optical and detector effects was
applied to all 12 DIRSIG video sets. Observation images were collected from the
polarimeter (total intensity or DC0 and DoLP) and from the imaging detector (pan). The
aberrated grayscale-adjusted DC0 and pan observation images were compared with their
ideal orthorectified equivalents direct from DIRSIG without any optical aberrations in a
PSNR metric and averaged over all 151 frames. Similarly, the DoLP sensor observation
images were compared with their ideal orthorectified equivalents direct from DIRSIG
using Fesenkov’s method in a superpixel approach. Further, the measured multispectral
or hyperspectral digital-number spectrum corresponding to the Lambertian calibration
panel pixel was converted back to calibrated spectral radiance and compared with the
radiance direct from DIRSIG using the SAM metric averaged over all frames. These
statistics are shown below in Table 7-1. See also Appendix G for running PSNR metrics
and Appendix H for running SAM metrics for all 12 video sets.
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Table 7-1. Image and Spectral Quality Metrics for Observation Video Sets
Video Set #

Mean DC0
PSNR

Mean DoLP
PSNR

Mean Pan
Imager PSNR

[dB]

[dB]

[dB]

67
68
69
70
71
72
73
74
75
76
77
78

23.42
20.81
23.26
20.73
23.82
23.55
25.25
20.56
25.28
25.80
23.40
24.63

19.91
16.43
19.99
16.51
18.16
20.79
21.75
18.25
22.11
41.98
20.02
23.07

23.46
20.93
23.24
20.82
23.65
23.83
24.18
21.05
24.73
24.84
23.45
23.57

Mean
Calibrated
Spectral
Radiance SAM
[deg]
1.98
1.98
1.62
1.60
1.19
1.60
1.62
1.62
1.56
32.17
N/A
1.58

Video sets #67 - #75 and #78 all produce similar mean PSNR and SAM values
with slight variability that can be explained as follows. Sets containing trees (#68, #70,
& #74) all produce mean PSNR values that are approximately 3 [dB] lower than their
equivalents without trees (#67, #69, & #73, respectively) in all three sets observation
images. This is due to the registration process and finite numbers of rays traced that
randomly hit tree leaves. The blurring process in the sensor causes pixels corresponding
to leaves to combine with adjacent pixels and become spectrally different than the
original DIRSIG imagery. However, the mean SAM for each of these set pairs (#67-68,
#69-70, & #73-74) are virtually identical, since there are no trees nearby the calibration
panel.
Set #76 containing atmospheric haze from urban aerosols is washed out in both the
DIRSIG truth and sensor aberrated images, reducing spectral contrast and producing
artificially high PSNR values (especially for DoLP since all pixels are near 0). However,
its mean SAM value is very high (indicating very low spectral quality) due to this
washout effect, as the calibrated radiance cannot be properly reconstructed from the
sensor aberrated images.
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The set with the highest spatial resolution (#75) produces the highest mean PSNR
(other than washed out set #76), while the set with the highest spectral resolution (#71)
produces the lowest mean SAM as expected.
The set containing platform jitter (#77) performed better than expected in PSNR,
but the SAM metric could not be completed due to the shaking of the traced ray to the
fixed detector pixel on and off of the calibration panel between incremental captures.
DoLP PSNR is typically less for the higher oblique angles (e.g., set # 69) than for
nadir cases (e.g., set #73) due to the reduced DoLP values in the nadir case where all
pixels in both the DIRSIG truth and the sensor aberrated DoLP images are near 0 whether
the materials are shiny or not.
7.3

Target Tracking Analysis and Conclusions

ALTO was run on both pan (DC0 used in place) and DoLP observation image sets with
the same HSI pseudonadir cubes. The results are summarized below in Table 7-2, and
example track images and running metrics are provided for each set in Appendix I,
Figures I-1 to I-48. Some of the runs did not complete the entire 15 seconds of image
processing due to “stitching” errors in the tracker when it gets overloaded with dozens of
tracks simultaneously, but the metrics below still successfully indicate performance.
Table 7-2. Track Completeness and Track Purity Metrics for Observation Video Sets
Video Set #
67
68
69
70
71
72
73
74
75
76
77
78

Pan Observation Imagery
Mean Track
Mean Track
Completeness
Purity
0.120
0.724
0.045
0.421
0.237
0.428
0.025
0.300
0.072
0.894
0.153
0.584
0.217
0.494
0.053
0.360
0.894
0.937
0.028
0.712
0
N/A
0.392
0.784
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DoLP Observation Imagery
Mean Track
Mean Track
Completeness
Purity
0.383
0.727
0.024
1
0.424
0.487
0.021
0.615
0.388
0.588
0.189
0.725
0.076
0.583
0.032
0.541
0.805
0.766
0
N/A
0
N/A
0.103
0.742

Overall, DoLP works well in differentiating vehicles with shiny paint and glass
materials from the background. High oblique sensor declination angles, clear
atmospheric conditions, and facing the detector into the sun often produces improvements
in tracking completeness over panchromatic observations without trees (e.g., sets #67, 69,
72). The sets with trees (#68, 70, 74) all produce very low track completeness metrics
(all less than 6%) for both pan and DoLP observations, indicating that occlusions
drastically hinder performance of the tracker as expected. However, the tracker can still
track some of the vehicles that are not occluded by trees/houses and continue to track
them for several epochs after they have passed through occlusions.
The best performance comes from set #75 with the highest spatial resolution as
expected, but even though it is able to track over 80% of the moving vehicles in both pan
and DoLP cases with high track purity, it does produce a significant number of falsetracks as well.
A track performance decrease was found when using 61 hyperspectral bands in set
#71 relative to set #69 with 13 bands, possibly due to an over-abundance of available
bands. However, set #71 ended its ALTO run prematurely while it was ramping up in
identified tracks, so its track performance metric does not include many of the epochs in
its average that set #69 included.
Set #76 with atmospheric haze from urban aerosols still obtained some valid tracks
with the pan observation imagery, but the wash-out effect completely eliminated the
functionality of the DoLP modality.
Set #77 containing platform jitter could not successfully identify any tracks
whatsoever using either the pan or DoLP observation imagery due to the abundance of
change within the entirety of every frame.
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7.4

Wire-Grid Polarizer Performance Degradation Analysis and Conclusions

Repeating the sensor processing and DoLP observation modality in ALTO for three of
the video sets was completed using the less ideal 500 [nm] wire-grid polarizer models
that are far easier to fabricate than the 80 [nm] versions. The image quality metrics are
compared between the baseline 80 [nm] case and the 500 [nm] case in Table 7-3. In
general, the mean PSNR performance was nearly equivalent, with less than 1.25 [dB]
difference in all three of the video sets.
Table 7-3. Image and Spectral Quality Metrics for Observation Video Sets
Video Set #

69
72
75

80 [nm] WGP
Mean DoLP
PSNR
[dB]
19.99
20.79
22.11

500 [nm] WGP
Mean DoLP
PSNR
[dB]
20.62
22.03
21.44

Testing the new video sets using ALTO produced interesting results, as shown
below in Table 7-4. See also Appendix I, Figures I-49 to I-54 for image and metrics plots
of these cases.
Table 7-4. Track Completeness and Track Purity Metrics Comparisons between Wire-Grid
Polarizer Models
Video Set #
69
72
75

80 [nm] WGP
Mean Track
Completeness
0.424
0.189
0.805

80 [nm] WGP
Mean Track
Purity
0.487
0.725
0.766

500 [nm] WGP
Mean Track
Completeness
0.071
0
0.868

500 [nm] WGP
Mean Track
Purity
0.639
N/A
0.655

Set #69 (50° oblique, 13 band) had a track performance that was far less in the
500 [nm] case than in the baseline 80 [nm] case, but still picked up some vehicles. This
could be due to a slightly attenuated DoLP image caused by the 500 [nm] polarizer nearinoperation (diattenuation < 0.2) in the visible part of the spectrum and only marginal
operation (diattenuation < 0.6) in the NIR region.
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Set #72 (20° oblique, 13 band) was unable to correctly track any vehicles
whatsoever with the 500 [nm] polarizers. However, an inspection of the several falsetracks along Cooper Road indicates that these tracks could have been caused by moving
vehicles that had produced change in the image frames, but their DoLP signatures were
not strong enough to successfully lock onto the targets at the correct positions.
Finally, set #75 (50° oblique, highest spatial resolution at 8.5 [μm] pixels)
provides hope that using the 500 [nm] polarizers will work just as well as the 80 [nm]
versions if the pixels are small enough. ALTO completed approximately 4 seconds (≈40
frames) of tracking an average of 86.8% of the should-tracks (compared with 80.5% in
the 80 [nm] case) with a respectable track purity of 65.5%. There existed a significant
number of false tracks, but these quantities were fewer than the valid tracks. This
indicates promise that enough cross-polarized light is extinguished in the NIR to compute
a DoLP of moving vehicular targets that indeed stands out from the background.
7.5

Summary of Specific Contributions

Through the course of this research, many changes and bug fixes have been
recommended by the author and incorporated into all five subcomponents of the DIRSIG
simulation software by the DIRSIG software development team. A new model
integration and trade study methodology was developed to vary scene, atmosphere,
platform, and platform motion parameters of synthetic imagery data sets. Appropriate
running metrics were designed to analyze image, spectral, and tracking quality
throughout each simulation in the trade study. Novel equations were developed to
propagate Stokes vector radiance cubes through physics-modeled micropolarizers
according to relative AoP, wavelength, and diattenuation due to wire-grid spacing. A
new Spectropolarimetric Imaging Toolbox for MATLAB was developed containing over
80 functions that can be used for a variety of imaging applications. Finally, Numerica’s
ALTO target tracker was modified to handle tracking orthorectified pseudonadir
observations from a moving platform instead of nadir-only, and the DoLP modality was
added to ALTO as an alternative source of observation imagery for detecting frame-toframe changes.
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8 Recommendations for Future Work
Several recommendations can be made for what comes next after the culmination of this
research project. Optical and detector effects that were modeled in MATLAB could be
added to dirsig_edit so that DIRSIG can optionally produce radiance with optical losses,
irradiance onto a focal plane, and/or detector-sensed digital number outputs. Additional
research into the WGP models should be performed, with a confirmation of COMSOL
outputs against actual fabricated devices mounted to a detector in a superpixel fashion.
The transmission and sampling effects of a Fabry-Perot microetalon should be
investigated for future use in place of micromirrors (and possibly micropolarizers) to
eliminate the need for either an imaging channel or a spectrometer channel. A different
detector material should be swapped out behind the MOEMS focal plane to collect
thermal infrared imagery instead of VNIR-based pan & DoLP imagery. This will also
require an expansion to the emissivity models of the Megascene #1 materials and
vehicles into the thermal infrared for an end-to-end simulation that sends infrared
grayscale observation imagery to ALTO. Numerica Corporation should incorporate the
MATLAB-modeled orthorectification and deorthorectification procedures into ALTO so
that the HSI cube can be left in the unregistered space of the MOEMS focal plane. The
jitter-induced frames in set #77 should be compensated using an image stabilization
procedure akin to a downward-looking star tracker so that the frames will not be so
processing intensive and target tracking is improved. Since the moving vehicles injected
into Megascene #1 come in all shapes/sizes/colors, an investigation is warranted for the
vehicle types that are most likely to be detected by ALTO, and what adverse effect this
has on the track completeness and track purity. Compressive sensing using a
spatial/spectral subset of imagery could be implemented with minimal effort, but a study
into the automatic/intelligent selection of the best subsets would be somewhat
challenging. Finally, true performance-driven sensing should be further investigated,
which optimally blends the tracks produced using simultaneous panchromatic/DoLP (and
thermal infrared when available) observations and outputs a single fused set of tracks
using all available information rather than one modality at a time.
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Appendix A. RITMOS Hardware-Collected Measurements

Figure A-1. Spectrometry Channel Pupil Functions with Large DMD Slits
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Figure A-2. Imaging Channel Panchromatic Images of Inverse Pupil Functions Illuminated
by a Krypton Light Source
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Figure A-3. Test Object #1 (L) and Combined RGB Image Output Illuminated by Tungsten
Light Bulb using Imaging CCD and Filter Wheel (R)

Figure A-4. Test Object #2 (L) and Combined RGB Image Output Illuminated by Tungsten
Light Bulb using Imaging CCD and Filter Wheel (R)

A-3

Figure A-5. Spectrometry CCD Calibration using Krypton Lamp
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Figure A-6. Spectrometry CCD Calibration using Compact Fluorescent Lamp
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Figure A-7. Spectrometry CCD Calibration using Black Compact Fluorescent Lamp
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Figure A-8. Spectrometry CCD Calibration using Tungsten Lamp
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Appendix B. Polarimeter Hardware-Collected Measurements

Figure B-1. DC0, DC1, DC2, DoLP, & AoP for Indoor 8-Ball Calibration Scene
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Figure B-2. DC0, DC1, DC2, DoLP, & AoP for Indoor Marble Calibration Scene

Figure B-3. DC0, DC1, DC2, DoLP, & AoP for Outdoor Chrome Ball Calibration Scene
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Figure B-4. Scaled DC0 & DoLP for Various Shiny Objects on Rubber Rooftop

Figure B-5. Scaled DC0 & DoLP for Diverse Material Panel Scene

Figure B-6. Scaled DC0 & DoLP for Die-Cast Toy Car on Rubber Roof Scene
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Figure B-7. Scaled DC0 & DoLP for Die-Cast Toy Car Cluttered Scene

Figure B-8. Scaled DC0 & DoLP for Die-Cast Toy Car Cluttered Scene in Shadow

Figure B-9. Scaled DC0 & DoLP for Pickup Truck Cab Scene
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Figure B-10. Scaled DC0 & DoLP for Utility Van Scene

Figure B-11. Scaled DC0 & DoLP for Minivan Scene

Figure B-12. Scaled DC0 & DoLP for Mini Cooper Scene
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Figure B-13. Scaled DC0 & DoLP for Nissan Titan Scene

Figure B-14. Scaled DC0 & DoLP for Mercury Cougar Scene

Figure B-15. Scaled DC0 & DoLP for Chevrolet Camaro Scene
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Figure B-15. Scaled DC0 & DoLP for Pond Scene

Figure B-16. Scaled DC0 & DoLP for Rochester City Skyline Scene

Figure B-17. Scaled DC0 & DoLP for Antenna Skyline Scene
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Appendix C. DIRSIG Editor and Simulation File Examples
In this Appendix, the five main components of a DIRSIG simulation (.sim file) opened by
the dirsig_edit-4.3.0 GUI shown below in Figure C-1 will be described as implemented
in this research.

Figure C-1. Five Major Simulation Components plus Options in DIRSIG Editor GUI

After setting up these five components and creating an atmospheric database, the
following UNIX/LINUX command is used to run the simulation and generate all
associated “.img” and “.img.hdr” files:
$ dirsig-4.3.1b -xml Presnar.sim >& output.log &
Each output image will be BIP interleaved and sized according to the following equation:
Image Size = (# of lines or rows) × (# of columns or samples)
× (# of spectral bands) × (4 Stokes bands) × 8 [bytes]

(C-1)

C.1 Scene
The “.scene” file geometry tab in Figure C-2 tells DIRSIG the latitude/longitude of the
scene origin, calls all Megascene #1 Tile #1 objects and terrain via tile1.odb (or
alternatively, tile1_notrees.odb), adds moving vehicles’ location and orientations via
vehicles_3pm.odb, and adds a fiducial calibration panel via fiducialCal.odb. The
materials tab tells DIRSIG the location of the polarized BRDF-based material ID
mapping database megascene_plus_cars_polarized.mat, as well as the standard
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emissivity/extinction/absorption source folders. The property maps tab tells DIRSIG
what materials are mapped to the class map tile_1_material_yflipped.pgm that makes up
the terrain underneath Tile #1, and assigns an aerial photo tile_1_texture_yflipped.pgm as
the colorized texture map that is projected onto the facetized ground terrain at a 0.15 [m]
GSD.

Figure C-2. Scene Component Selected Options
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C.2 Atmospheric Conditions
The “.atm” file weather tab in Figure C-3 tells DIRSIG the weather database to use from
23 June 1992, while the radiation transport tab tells DIRSIG to use a classic atmosphere
model that is polarized using MODTRAN4-P. Atmospheric haze can be added by
replacing mls.tp5 with mls_urban.tp5.

Figure C-3. Atmosphere Component Selected Options

The UNIX/LINUX command to create an atmospheric database (.adb file) after creating
the simulation components using dirsig_edit-4.3.0 but prior to running dirsig-4.3.1b is as
follows:
$

make_adb-4.3.0 -polarized -use_config

/dirs/pkg/dirsig/config/make_adb.Mod4p -xml Presnar.sim
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C.3 Imaging Platform
The “.platform” file defines the sensor instrument. A mount attachment offset was not
used, so the pointing angle was directly controlled by the platform position data. A 68
[mm] focal length was specified, and the radiance image arrives at the focal plane
effectively like a pinhole camera without lens aberrations. A 10 [Hz] capture clock rate
is specified in the focal plane editor in Figure C-4 which produces instantaneous radiance
images every 0.1 [s] without any blurring or detector sampling errors. The focal plane
dimensions were 1024×1024 at a 17 [μm] pixel pitch or 2048×2048 at an 8.5 [μm] pixel
pitch with no gap. Using the “raw” capture configuration (as opposed to “basic/simple”),
rectangular-shaped bandpasses were created between 0.4 and 1.0 [μm] at increments of
either 0.1, 0.05, or 0.01 [μm]. An oversampling factor of 1 (i.e., 1 ray cast in each pixel’s
exact center) was used. Polarized data was selected, which increases the number of
bands in the output imagery by a factor of 4 to provide the full Stokes vector
representation of the electric field in each spectral band. Each 10 [Hz] capture is saved to
its own .img file in the form Presnar-t0000-c####.img where #### varies between 0000
and the total number of captures (e.g., 0150). The detector pixels are flipped/mirrored
about the y-axis to place the detector origin at the top left of the image for consistency
with ENVI-standard imagery.
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Figure C-4. Platform Component Selected Options
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C.4 Platform Position Data
The “.ppd” file defines the sensor instrument’s location and orientation in space relative
to the scene origin. The racetrack data generator (as opposed to static or dynamic) shown
in Figure C-5 defines an orbiting circle at an altitude above a stare point in the scene. A
point just southwest of the high school within Megascene #1 Tile #1 was chosen as the
center of the orbit. Declination angles of θ = 0°, 20°, & 50°from nadir were selected, and
the altitude (above the 120 [m] elevation starepoint) was calculated as 3000⋅cos(θ) [m]
(i.e., 3000, 2819.08, & 1928.36 [m], respectively) to fix the simulations at a constant
3000 [m] slant range along the optical axis. A lap time of 120 [s] corresponding to a 3
[deg/s] standard rate turn was entered. The full-circle lap locations and rotations were
automatically computed at a time delta of 0.1 [s], purposely set to match to the10 [Hz]
platform imagery capture rate and prevent interpolation.

Figure C-5. Racetrack Data Generator and Resultant Platform Position Table Entries for
50° Racetrack Orbit and 3000 [m] Slant Range
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Flight recorder noise can be added using the Platform Noise Tool available as a tool
within the Platform Position Data editor. This is implemented twice by entering the
variance of the X, Y, & Z location data, and again for the variance of the Euler rotation
data. A random measurement error is selected from a zero-mean Gaussian distribution
with the specified variance and added separately to each entry. Note that in Figure C-6,
the Z location, X rotation, & Y rotation now vary when they were constant in Figure C-5.
This noise method substitutes for the jitter tab so that the motion entries remain certain.

Figure C-6. Addition of Platform Noise and Resultant Platform Position Table Entries for
50° Racetrack Orbit and 3000 [m] Slant Range
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C.5 Data Collection Tasks
The “.tasks” file defines the reference time-of-day/day-of-year of the simulation which is
used along with the scene’s latitude and longitude to compute the solar and lunar
positions. A continuous capture window from 0 to 15 [s] was defined as shown in Figure
C-7, which will produce 151 output images at the platform’s 10 [Hz] clockrate from
different points in the sky specified at the corresponding times in the .ppd file.
Parallelization of a DIRSIG simulation across multiple computer cores is accomplished
by copying the .sim, .adb, and .tasks file to multiple directories (e.g., 5), and respecifying
the respective capture windows in the different .tasks files to independent time slices.
Capture windows of 0 to 3.0, 3.1 to 6.0, 6.1 to 9.0, 9.1 to 12.0, & 12.1 to 15.0 [s] will
produce 31, 30, 30, 30, & 30 images in each directory, respectively.

Figure C-7. Tasks Component Selected Options
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C.6. SUMO-Generated Movement File Example
The following contents of the SUMO movement file sumo_car_157.mov provides an
example of how DIRSIG queues the position of a single vehicle based on a rotate-scaletranslate (RST) methodology. At all times prior to the initial position’s date (7/1/2007)
and local time (14.990 [hrs] = 2:59:24.00 PM), the vehicle is static at (X0,Y0,Z0) =
(312.78,780.59,117.292) [m] with respect to the Megascene #1 origin and its front
bumper faces to the left by 1.39147 [rad] = 79.725° from due South. For another 39.99
[s] until 3:00:03.99 PM it remains at this position and orientation before being relocated 1
[s] later at 3:00:04.99 PM by (ΔX, ΔY, ΔZ) = (0.659256,-0.119508,0.0119704) [m].
DIRSIG linearly interpolates this delta movement if an image capture is scheduled during
these two times. This process continues until the vehicle runs out of discrete movements
and remains static at its final position, 123.99 [s] after the initial position’s date and time
at 3:01:27.99 PM and all times beyond. The 10 entries in each “MOVE =” line include
the delta time, position, vehicle size scale factor, and orientation (Δt,ΔX, ΔY, ΔZ,ΔsX, ΔsY,
ΔsZ,ΔθX, ΔθY, ΔθZ) relative to initial conditions summed with all preceding movements.

DIRSIG_MOV = 1.0
INIT_POSITION {
# If no time information is given, then simulation time is used for t_0
DATE = 7 1 2007
GMT_OFFSET = 5.000
LOCAL_TIME = 14.990
TRANSLATION = 312.78, 780.59, 117.292
SCALE
= 1.0, 1.0, 1.0
ROTATION
= 0.0, 0.0, 1.39147
}
MOVES {
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE

=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=

39.99, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0
1, 0.659256, -0.119508, 0.0119704, 0.0, 0.0, 0.0, 0.0, 0.0, 0
1, 1.12172, -0.203341, 0.020359, 0.0, 0.0, 0.0, 0.0, 0.0, 0
1, 1.50546, -0.272905, 0.0225249, 0.0, 0.0, 0.0, 0.0, 0.0, 0
1, 1.87937, -0.340686, 0.00516057, 0.0, 0.0, 0.0, 0.0, 0.0, 0
1, 2.48943, -0.451275, 0.020792, 0.0, 0.0, 0.0, 0.0, 0.0, 0
1, 2.88301, -0.522623, 0.0218756, 0.0, 0.0, 0.0, 0.0, 0.0, 0
1, 3.23724, -0.586836, 0.0297024, 0.0, 0.0, 0.0, 0.0, 0.0, 0
1, 3.77842, -0.684939, 0.0350169, 0.0, 0.0, 0.0, 0.0, 0.0, 0
1, 4.2704, -0.774124, 0.0415179, 0.0, 0.0, 0.0, 0.0, 0.0, 0
1, 4.73719, -2.21261, 0.0272559, 0.0, 0.0, 0.0, 0.0, 0.0, -0.415563
1, 4.25699, -2.88056, 0.00851206, 0.0, 0.0, 0.0, 0.0, 0.0, 0
1, 4.56343, -3.08791, 0.0497535, 0.0, 0.0, 0.0, 0.0, 0.0, 0
1, 4.903, -3.31769, 0.0288341, 0.0, 0.0, 0.0, 0.0, 0.0, 0
1, 5.12688, -4.62843, 0.0533759, 0.0, 0.0, 0.0, 0.0, 0.0, -0.394482
1, 3.77858, -5.7495, 0.0385629, 0.0, 0.0, 0.0, 0.0, 0.0, 0
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MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE
MOVE

=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=

1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,
1,

4.03122, -6.13391, 0.0753271, 0.0, 0.0, 0.0, 0.0, 0.0, 0
3.72915, -5.67428, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
2.06504, -3.14217, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-1.80237, -7.32086, 0, 0.0, 0.0, 0.0, 0.0, 0.0, -1.4949
-3.84733, -2.96945, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-4.14024, -3.19552, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-4.51231, -3.48268, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-4.88437, -3.76985, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-5.17728, -3.99592, -0.067404, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-5.53351, -4.27087, 0.067404, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-5.8185, -4.49083, -0.0371513, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-7.36091, -3.33967, 0.00808185, 0.0, 0.0, 0.0, 0.0, 0.0, -0.35938
-7.55195, -2.31905, -0.0105565, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-7.8005, -2.39538, -0.0489839, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-8.84651, -1.22268, -0.014403, 0.0, 0.0, 0.0, 0.0, 0.0, -0.298795
-9, 0.00770181, -0.0247369, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-9.21, 0.00788152, -0.00773553, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-9.45, 0.0080869, -2.39178e-05, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-9.78, 0.0083693, -2.39178e-05, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-10.01, 0.00856613, -0.00916414, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-10.36, 0.00886564, -0.0109674, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-10.56, 0.00903679, -4.13223e-05, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-10.86, 0.00929352, -4.59137e-05, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-10.01, 0.00856613, -3.67309e-05, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-6.4, 0.00547685, -2.75482e-05, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-3.35, 0.00286679, -1.37741e-05, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-8.06902, -8.52789, 0.0391552, 0.0, 0.0, 0.0, 0.0, 0.0, 1.54555
-0.110133, -4.21856, 0.0408896, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-0.119006, -4.55845, 0.0757852, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-0.131533, -5.03828, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-0.143277, -5.48813, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-0.154238, -5.90799, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-0.161545, -6.18789, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-0.169375, -6.48779, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-0.180858, -6.92764, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-0.192341, -7.36749, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-0.199387, -7.6374, 0.149904, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-0.133099, -5.09826, 0.124946, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-0.0605469, -2.31921, 0.0436558, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-4.90534, -4.28815, 0.183047, 0.0, 0.0, 0.0, 0.0, 0.0, -1.52522
-3.1794, -0.0619285, 0.0643666, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-3.59932, -0.0701077, -0.00627973, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-3.97925, -0.077508, 0.0828858, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-4.30918, -0.0839345, 0.0536848, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-4.62912, -0.0901663, 0.0209141, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-4.99905, -0.0973718, 0.106197, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-5.46896, -0.106525, -0.035147, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-5.98886, -0.116651, 0.111145, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-6.41878, -0.125025, 0.0870126, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-6.79871, -0.132426, -0.0484578, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-7.42633, 0.87903, 0.0457, 0.0, 0.0, 0.0, 0.0, 0.0, -0.183448
-5.77153, 0.954947, 0.0916845, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-2.8907, 0.47829, -0.0163168, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-5.05393, 5.31997, -0.0789075, 0.0, 0.0, 0.0, 0.0, 0.0, -1.18454
-0.835517, 3.69676, -0.0454291, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-0.956767, 4.23323, -0.0411014, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-1.03172, 4.56486, 0.0320536, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-1.11549, 4.93551, -0.052892, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-2.81027, 7.98976, -0.122024, 0.0, 0.0, 0.0, 0.0, 0.0, 0.6271
-4.52024, 3.97591, 0.117516, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-4.75301, 4.18064, 0.0677581, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-5.06838, 4.45803, 0.128578, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-8.98508, 4.45668, 0.0841576, 0.0, 0.0, 0.0, 0.0, 0.0, 0.695862
-7.42757, 0.18985, 0.00374392, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-7.78746, 0.199049, 0.0845835, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-8.12735, 0.207737, 0.0373205, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-8.5772, 0.219235, 0.0308209, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-8.94708, 0.228689, 0.0672791, 0.0, 0.0, 0.0, 0.0, 0.0, 0
-9.35694, 0.239166, 0, 0.0, 0.0, 0.0, 0.0, 0.0, 0

}
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Appendix D. DIRSIG Data Set Example Imagery
This appendix contains the platform position diagrams and the imagery “quad charts”
showing RGB, pan-VNIR, DoLP-VNIR, and AoP-VNIR (where VNIR is all bands
between 0.4 and 1.0 [μm] averaged via equal weights) for each of the 12 sets of image
data generated by this project and listed below in Table D-1. All video sets consist of
151 image cube frames (0.0 to 15.0 [s] after 3 PM at a 10 [Hz] rate) captured from an
aerial platform at a 3000 [m] slant range with moving vehicles in the scene. Here, the
final 151st frame captured at 3:00:15.00 PM is shown for each set.
Table D-1. DIRSIG Trade Study Video Set Specifications
Video

Lines ×

Spectral

Sequential

Platform

Scene

Set #

Cols

× Stokes

Frames

Orientation

Parameters

6×4

151

No Trees

6×4

151

13 × 4

151

13 × 4

151

61 × 4

151

13 × 4

151

13 × 4

151

50° Declined
Racetrack
50° Declined
Racetrack
50° Declined
Racetrack
50° Declined
Racetrack
50° Declined
Racetrack
20° Declined
Racetrack
Spinning Nadir

No Trees

13 × 4

151

Spinning Nadir

Trees

13 × 4

151

No Trees

13 × 4

151

13 × 4

151

13 × 4

151

50° Declined
Racetrack
50° Declined
Racetrack
50° Declined
Racetrack +
Jitter
Static Nadir

Bands
67
68
69
70
71
72
73
74
75
76
77
78

1024 ×
1024
1024 ×
1024
1024 ×
1024
1024 ×
1024
1024 ×
1024
1024 ×
1024
1024 ×
1024
1024 ×
1024
2048 ×
2048
1024 ×
1024
1024 ×
1024
560 ×
880
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Trees
No Trees
Trees
No Trees
No Trees

No Trees +
Haze
No Trees
No Trees

D.1. DIRSIG Platform Positioning Diagrams

Figure D-1. Platform Positions at 0 [s] (L) and 15 [s] (R) for
Nadir, Nadir-Spinning, 20° Racetrack, and 50° Racetrack Scenarios
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D.2. DIRSIG Image Data Set #67 (30 GB): 1024 lines × 1024 cols × 6 spectral bands ×
4 Stokes vector bands, 50° declination racetrack, no trees

Figure D-2. DIRSIG Radiance Imagery Quad Chart for Set # 67
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D.3. DIRSIG Image Data Set #68 (30 GB): 1024 lines × 1024 cols × 6 spectral bands ×
4 Stokes vector bands, 50° declination racetrack, with trees

Figure D-3. DIRSIG Radiance Imagery Quad Chart for Set # 68
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D.4. DIRSIG Image Data Set #69 (66 GB): 1024 lines × 1024 cols × 13 spectral bands
× 4 Stokes vector bands, 50° declination racetrack, no trees

Figure D-4. DIRSIG Radiance Imagery Quad Chart for Set # 69
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D.5. DIRSIG Image Data Set #70 (66 GB): 1024 lines × 1024 cols × 13 spectral bands
× 4 Stokes vector bands, 50° declination racetrack, with trees

Figure D-5. DIRSIG Radiance Imagery Quad Chart for Set # 70
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D.6. DIRSIG Image Data Set #71 (309 GB): 1024 lines × 1024 cols × 61 spectral bands
× 4 Stokes vector bands, 50° declination racetrack, no trees

Figure D-6. DIRSIG Radiance Imagery Quad Chart for Set # 71
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D.7. DIRSIG Image Data Set #72 (66 GB): 1024 lines × 1024 cols × 13 spectral bands
× 4 Stokes vector bands, 20° declination racetrack, no trees

Figure D-7. DIRSIG Radiance Imagery Quad Chart for Set # 72
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D.8. DIRSIG Image Data Set #73 (66 GB): 1024 lines × 1024 cols × 13 spectral bands
× 4 Stokes vector bands, 0° declination racetrack (spinning nadir), no trees

Figure D-8. DIRSIG Radiance Imagery Quad Chart for Set # 73
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D.9. DIRSIG Image Data Set #74 (66 GB): 1024 lines × 1024 cols × 13 spectral bands
× 4 Stokes vector bands, 0° declination racetrack (spinning nadir), with trees

Figure D-9. DIRSIG Radiance Imagery Quad Chart for Set # 74
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D.10. DIRSIG Image Data Set #75 (263 GB): 2048 lines × 2048 cols × 13 spectral
bands × 4 Stokes vector bands, 50° declination racetrack, no trees, individual MOEMS
pixels now 8.5 microns vs. 17 microns

Figure D-10. DIRSIG Radiance Imagery Quad Chart for Set # 75
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D.11. DIRSIG Image Data Set #76 (66 GB): 1024 lines × 1024 cols × 13 spectral bands
× 4 Stokes vector bands, 50° declination racetrack, no trees, atmospheric haze added

Figure D-11. DIRSIG Radiance Imagery Quad Chart for Set # 76
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D.12. DIRSIG Image Data Set #77 (66 GB): 1024 lines × 1024 cols × 13 spectral bands
× 4 Stokes vector bands, 50° declination racetrack, no trees, platform jitter added

Figure D-12. DIRSIG Radiance Imagery Quad Chart for Set # 77
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D.13. DIRSIG Image Data Set #78 (31 GB): 560 lines × 880 cols × 13 spectral bands ×
4 Stokes vector bands, 0° declination (nadir), static platform (no spinning), no trees

Figure D-13. DIRSIG Radiance Imagery Quad Chart for Set # 78
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Appendix E. OSLO & FRED Detailed Optical Models
E.1. Foreoptics, Reimager, and Option #1 for Relay Optics

Figure E-1. 68 [mm] Double Gauss Surface Data and Report Graphic
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E.2. Relay Optics Option #2

Figure E-2. Achromatic Doublet Surface Data and Report Graphic
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E.3. Offner Relay

Figure E-3. Basic Offner Relay Surface Data and Report Graphic
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E.4. Collimator

Figure E-4. Basic Collimator Surface Data, Report Graphic, and 3-D CAD
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Figure E-7. FRED Adaptive Sensor Model with All Light to Spectrometer

Figure E-8. FRED Adaptive Sensor Model with All Light to Imager
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E.6. Spectral Responses of Sensor Components

Figure E-9. Optical Transmission of Double Gauss Glass Materials Normalized to 5 [mm]
Lens Thickness

Figure E-10. Optical Transmission of Achromatic Doublet Glass Materials Normalized to 5
[mm] Lens Thickness
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Figure E-11. Optical Reflectivity of Aluminum Mirror Material

Figure E-12. Optical Efficiency of BK7 Diffraction Grating

Figure E-13. Quantum Efficiency of Silicon Detector Material
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Appendix F. MATLAB Sensor Model Functions and Flowcharts
The contents of the newly developed Spectropolarimetric Imaging Toolbox for
MATLAB, version 1.0 are listed and connected via flowcharts below.
F.1. Dynamic Scene Generation Functions
make_tile1
plot_tile1_Google_Earth
plot_megascene1
plot_solar_spectrum
plot_Stokes_azimuth
plot_tile_DEM
plot_DEM_difference
plot_24_hrs
plot_truth_movers
scale_radiance
rename_DIRSIG_image_prefix
rename_DIRSIG_time_slices
rotate_DIRSIG_images

F.2. Spectropolarimetric Sensor Model Functions
Overall Sensor Simulation
simulate_sensor & simulate_all_sensors
generate_flight_profile
Optical Effects Processing Chain
apply_optical_lens_transmission (attenuates radiance according to glass type & thickness)
apply_optical_mirror_reflectivity (attenuates radiance according to aluminum reflectivity)
apply_optical_PSF (blur due to refractive or reflective components)
lookup_MOEMS_polarizer_transmission (AoP & wavelength varying COMSOL output)
apply_MOEMS_polarizer_transmission (attenuates radiance according to AoP & wavelength)
apply_MOEMS_slit_mask (light-switch pattern of micromirrors in hybrid array)
apply_optical_diffraction (disperses light according to grating equation)
apply_color_filter (narrow bandpass transmission filter, optional)
apply_optical_magnification (resizes propagating image cube when arriving at a detector)
convert_to_irradiance (radiance-to-irradiance units via G/#)
Detector Effects Processing Chain
convert_to_electrons (fits a detector Quantum Efficiency chart)
add_shot_noise (photon noise based on signal level)
add_readout_noise (readout noise based on detector specification)
convert_to_voltage (applies charge-to-voltage factor)
apply_detector_saturation (thresholds pixel voltages to detector saturation level)
apply_detector_quantization (quantize to digital counts according to detector bit depth)
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compute_Fesenkov, compute_Pickering, & compute_Modified_Pickering
Digital Image Processing of Detector Outputs
orthorectify_image (geo-registration via collinearity equations)
crop_area (rectangular area of interest within registered imagery)
adjust_RGB & adjust_gray
Image Quality and Spectral Quality Quantification
compute_PSNR (Polarimeter & Imager Detectors)
compute_SAM (Spectrometer Detector)

F.3. Target Tracking and Control Functions
deorthorectify_image & deorthorectify_pixels
read_tracks
read_movement_truth
compute_tracker_metrics

F.4. Imagery and Metrics Visualization Functions
plot_orbit
plot_RGB, plot_gray, & plot_gray_autoscaled
plot_colorized & plot_colorized_autoscaled & plot_colorized_3D
plot_spectrum
plot_EM_fields, plot_E_field_linear, plot_E_field_elliptical, & plot_E_field_circular
plot_polarizer_metrics
plot_polarizer_operation & compute_Stokes
plot_polarization (S0/S1/S2/DoLP/AoP)
plot_quad_chart, plot_dual_chart, plot_single_chart, & plot_single_chart_holes
plot_PSNR (Polarimeter & Imager Detectors)
plot_SAM (Spectrometer Detector)
make_tracker_movies & make_all_tracker_movies
plot_tracker_metrics & plot_all_tracker_metrics

F.5. Hardware Measurement Validation
plot_object_image
plot_imaging_pupil & plot spectrometry_pupil
plot_imaging_CCD & plot_spectrometry_CCD
plot_imaging_PSF
plot_ideal_input_spectrum, plot_OO_spectrum, & plot_output_spectrum

F.6. Supporting Functions
arrow
ticks_format

F-2

F.7. Sensor Model Flow Charts

APPLY_OPTICAL_LENS_TRANSMISSION
• Attenuate image cube by transmission curves
using cubic interpolation for each glass type
and thickness

APPLY_OPTICAL_PSF
• Blur/filter imagery through convolution with a
modeled Gaussian PSF

Figure F-1. Optical Effects Processing Chain for Foreoptics and Relay Optics

APPLY_MOEMS_POLARIZER_TRANSMISSION
•Attenuate spectropolarimetric cube by transmission of
wire‐grid linear polarizers
•Uses LOOKUP_MOEMS_POLARIZER_TRANSMISSIONS

CONVERT_TO_IRRADIANCE
•Convert spectral radiance to spectral irradiance onto a
focal plane via a unit‐transmission G#

Figure F-2. Optical Effects Processing Chain for Micropolarizers
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APPLY_MOEMS_SLIT_MASK
•Sample image cube based on tipped mirrors

APPLY_OPTICAL_MIRROR_REFLECTIVITY
(Micromirrors)
•Attenuate image cube by reflection curve of
aluminum mirror using cubic interpolation

APPLY_OPTICAL_MIRROR_REFLECTIVITY
(Offner Relay)
•Attenuate image cube by reflection curve of
aluminum mirror using cubic interpolation

APPLY_OPTICAL_PSF (Offner Relay)
•Blur/filter imagery through convolution with a
modeled Gaussian PSF

APPLY_COLOR_FILTER (optional)
•Add transmission effect of a color filter wheel
setting

APPLY_OPTICAL_MAGNIFICATION
•Convert image cube into the space of a new
focal plane due to a change of optical
magnification or detector pixels

CONVERT_TO_IRRADIANCE
•Convert spectral radiance to spectral irradiance
onto a focal plane via a unit‐transmission G#

Figure F-3. Optical Effects Processing Chain for Imaging Channel
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APPLY_OPTICAL_DIFFRACTION
(Grating)

APPLY_MOEMS_SLIT_MASK
•Sample image cube based on tipped mirrors

•Diffract hyperspectral pixel or image cube in the
dispersion direction according to the grating
equation

APPLY_OPTICAL_MIRROR_REFLECTIVITY
(Micromirrors)
APPLY_OPTICAL_LENS_TRANSMISSION
(Reimager)

•Attenuate image cube by reflection curve of
aluminum mirror using cubic interpolation

•Attenuate image cube by transmission curves
using cubic interpolation for each glass type and
thickness

APPLY_OPTICAL_MIRROR_REFLECTIVITY
(Collimator)
•Attenuate image cube by reflection curve of
aluminum mirror using cubic interpolation

APPLY_OPTICAL_PSF (Reimager)
•Blur/filter imagery through convolution with a
modeled Gaussian PSF

APPLY_PSF (Collimator)
•Blur/filter imagery through convolution with a
modeled Gaussian PSF

APPLY_OPTICAL_MAGNIFICATION
(Reimager)
•Convert image cube into the space of a new
focal plane due to a change of optical
magnification or detector pixels

APPLY_OPTICAL_MAGNIFICATION
(Collimator)
•Convert image cube into the space of a new focal
plane due to a change of optical magnification or
detector pixels

CONVERT_TO_IRRADIANCE

APPLY_OPTICAL_LENS_TRANSMISSION
(Grating)

•Convert spectral radiance to spectral irradiance
onto a focal plane via a unit‐transmission G#

•Attenuate image cube by efficiency curve of
grating using cubic interpolation

Figure F-4. Optical Effects Processing Chain for Spectrometry Channel
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CONVERT_TO_ELECTRONS
• Fits a detector Quantum Efficiency chart to a spectral
irradiance image cube

ADD_SHOT_NOISE
• Add Shot (photon) noise to each pixel of a detector

ADD_READOUT_NOISE
• Add Readout noise to each pixel of a detector

CONVERT_TO_VOLTAGE
• Conversion from # of electrons in a detector to
equivalent output voltage

APPLY_DETECTOR_SATURATION
• Threshold/saturate detector pixels whose values
exceed the saturation voltage

APPLY_DETECTOR_QUANTIZATION
• Add quantization effects of detector bit‐depth

COMPUTE_FESENKOV (Polarimeter only)
• Computes Stokes Vector image & DoLP using detector
pixels with 0, 60, & 120 [deg] linear polarizers

Figure F-5. Detector Effects Processing Chain
ORTHORECTIFY_IMAGE
• Registration of oblique sensor imagery to Megascene
#1 Tile #1 via collinearity equations

CROP_AREA
• Crop rectangular Area‐of‐Interest for target tracker

ADJUST_GRAY (Pan and DC0 Outputs Only)
• Statistically adjusts and normalizes grayscale intensity
for maximum contrast

Figure F-6. Registration Processing Chain
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Appendix G. Sensor-Processed Image Quality Metrics

Figure G-1. PSNR Image Quality Metrics for Set # 67

Figure G-2. PSNR Image Quality Metrics for Set # 68
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Figure G-3. PSNR Image Quality Metrics for Set # 69

Figure G-4. PSNR Image Quality Metrics for Set # 70
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Figure G-5. PSNR Image Quality Metrics for Set # 71

Figure G-6. PSNR Image Quality Metrics for Set # 72
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Figure G-7. PSNR Image Quality Metrics for Set # 73

Figure G-8. PSNR Image Quality Metrics for Set # 74
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Figure G-9. PSNR Image Quality Metrics for Set # 75

Figure G-10. PSNR Image Quality Metrics for Set # 76
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Figure G-11. PSNR Image Quality Metrics for Set # 77

Figure G-12. PSNR Image Quality Metrics for Set # 78
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Appendix H. Sensor-Processed Spectral Quality Metrics

Figure H-1. Calibrated Spectral Radiance and SAM Metrics for Set # 67

Figure H-2. Calibrated Spectral Radiance and SAM Metrics for Set # 68
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Figure H-3. Calibrated Spectral Radiance and SAM Metrics for Set # 69

Figure H-4. Calibrated Spectral Radiance and SAM Metrics for Set # 70
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Figure H-5. Calibrated Spectral Radiance and SAM Metrics for Set # 71

Figure H-6. Calibrated Spectral Radiance and SAM Metrics for Set # 72
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Figure H-7. Calibrated Spectral Radiance and SAM Metrics for Set # 73

Figure H-8. Calibrated Spectral Radiance and SAM Metrics for Set # 74
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Figure H-9. Calibrated Spectral Radiance and SAM Metrics for Set # 75

Figure H-10. Calibrated Spectral Radiance and SAM Metrics for Set # 76
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Figure H-11. Calibrated Spectral Radiance and SAM Metrics for Set # 77

Figure H-12. Calibrated Spectral Radiance and SAM Metrics for Set # 78
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Appendix I. ALTO Observation Imagery & Tracking
Performance Metrics
Twelve sets of 151-epoch spectropolarimetric image cubes were processed by the
MATLAB-based sensor model to create inputs for ALTO. Both pan (DC0 used in its
place) and DoLP sensor-aberrated observation video sets were sent through ALTO along
with a corresponding set of HSI image cubes for querying hyperspectral pixels. Three
sets were reaccomplished using 500 [nm] polarizers instead of 80 [nm] spacing polarizers
in the MATLAB sensor model to determine the value added for the advanced lithography
techniques required to fabricate the 80 [nm] versions. All trade studies are listed in Table
I-1, and shown along with metrics in Figures I-1 through I-54.
Table I-1. DIRSIG-Sensor-ALTO Trade Study Video Set Specifications
Video

Pseudonadir

Spectral

Seq.

Pan

DoLP Obs. &

Set #

Lines × Cols

Bands

Frames

Obs.

Spacings [nm]

67
68
69
70
71
72
73
74
75
76
77
78
69
72
75

560 × 880
560 × 880
560 × 880
560 × 880
560 × 880
560 × 880
560 × 880
560 × 880
1120 × 1760
560 × 880
560 × 880
560 × 880
560 × 880
560 × 880
1120 × 1760

6
6
13
13
61
13
13
13
13
13
13
13
13
13
13

151
151
151
151
151
151
151
151
151
151
151
151
151
151
151

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
No
No
No

Yes – 80
Yes – 80
Yes – 80
Yes – 80
Yes – 80
Yes – 80
Yes – 80
Yes – 80
Yes – 80
Yes – 80
Yes – 80
Yes – 80
Yes – 500
Yes – 500
Yes – 500

I-1

Figures
I-1 to I-4
I-5 to I-8
I-9 to I-12
I-13 to I-16
I-17 to I-20
I-21 to I-24
I-25 to I-28
I-29 to I-32
I-33 to I-36
I-37 to I-40
I-41 to I-44
I-45 to I-48
I-49 to I-50
I-51 to I-52
I-53 to I-54

Figure I-1. Pan Observation Image with Overlaid Tracks for Set # 67

Figure I-2. Pan Target Tracking Metrics for Set # 67
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Figure I-3. DoLP Observation Image with Overlaid Tracks for Set # 67

Figure I-4. DoLP Target Tracking Metrics for Set # 67

I-3

Figure I-5. Pan Observation Image with Overlaid Tracks for Set # 68

Figure I-6. Pan Target Tracking Metrics for Set # 68
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Figure I-7. DoLP Observation Image with Overlaid Tracks for Set # 68

Figure I-8. DoLP Target Tracking Metrics for Set # 68
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Figure I-9. Pan Observation Image with Overlaid Tracks for Set # 69

Figure I-10. Pan Target Tracking Metrics for Set # 69
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Figure I-11. DoLP Observation Image with Overlaid Tracks for Set # 69

Figure I-12. DoLP Target Tracking Metrics for Set # 69
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Figure I-13. Pan Observation Image with Overlaid Tracks for Set # 70

Figure I-14. Pan Target Tracking Metrics for Set # 70
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Figure I-15. DoLP Observation Image with Overlaid Tracks for Set # 70

Figure I-16. DoLP Target Tracking Metrics for Set # 70
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Figure I-17. Pan Observation Image with Overlaid Tracks for Set # 71

Figure I-18. Pan Target Tracking Metrics for Set # 71
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Figure I-19. DoLP Observation Image with Overlaid Tracks for Set # 71

Figure I-20. DoLP Target Tracking Metrics for Set # 71
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Figure I-21. Pan Observation Image with Overlaid Tracks for Set # 72

Figure I-22. Pan Target Tracking Metrics for Set # 72
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Figure I-23. DoLP Observation Image with Overlaid Tracks for Set # 72

Figure I-24. DoLP Target Tracking Metrics for Set # 72
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Figure I-25. Pan Observation Image with Overlaid Tracks for Set # 73

Figure I-26. Pan Target Tracking Metrics for Set # 73
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Figure I-27. DoLP Observation Image with Overlaid Tracks for Set # 73

Figure I-28. DoLP Target Tracking Metrics for Set # 73
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Figure I-29. Pan Observation Image with Overlaid Tracks for Set # 74

Figure I-30. Pan Target Tracking Metrics for Set # 74
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Figure I-31. DoLP Observation Image with Overlaid Tracks for Set # 74

Figure I-32. DoLP Target Tracking Metrics for Set # 74
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Figure I-33. Pan Observation Image with Overlaid Tracks for Set # 75

Figure I-34. Pan Target Tracking Metrics for Set # 75
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Figure I-35. DoLP Observation Image with Overlaid Tracks for Set # 75

Figure I-36. DoLP Target Tracking Metrics for Set # 75
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Figure I-37. Pan Observation Image with Overlaid Tracks for Set # 76

Figure I-38. Pan Target Tracking Metrics for Set # 76
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Figure I-39. DoLP Observation Image with Overlaid Tracks for Set # 76

Figure I-40. DoLP Target Tracking Metrics for Set # 76
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Figure I-41. Pan Observation Image with Overlaid Tracks for Set # 77

Figure I-42. Pan Target Tracking Metrics for Set # 77
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Figure I-43. DoLP Observation Image with Overlaid Tracks for Set # 77

Figure I-44. DoLP Target Tracking Metrics for Set # 77
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Figure I-45. Pan Observation Image with Overlaid Tracks for Set # 78

Figure I-46. Pan Target Tracking Metrics for Set # 78
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Figure I-47. DoLP Observation Image with Overlaid Tracks for Set # 78

Figure I-48. DoLP Target Tracking Metrics for Set # 78
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Figure I-49. DoLP Observation Image with Overlaid Tracks for Set # 69 using
MOEMS Polarizers with 500 [nm] Wire-Grid Spacings

Figure I-50. DoLP Target Tracking Metrics for Set # 69 using
MOEMS Polarizers with 500 [nm] Wire-Grid Spacings
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Figure I-51. DoLP Observation Image with Overlaid Tracks for Set # 72 using
MOEMS Polarizers with 500 [nm] Wire-Grid Spacings

Figure I-52. DoLP Target Tracking Metrics for Set # 72 using
MOEMS Polarizers with 500 [nm] Wire-Grid Spacings
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Figure I-53. DoLP Observation Image with Overlaid Tracks for Set # 75 using
MOEMS Polarizers with 500 [nm] Wire-Grid Spacings

Figure I-54. DoLP Target Tracking Metrics for Set # 75 using
MOEMS Polarizers with 500 [nm] Wire-Grid Spacings
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