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IMPLICIT A POSTERIORI ERROR ESTIMATES
FOR THE MAXWELL EQUATIONS
FERENC IZSA´K, DAVIT HARUTYUNYAN, AND JAAP J.W. VAN DER VEGT
Abstract. An implicit a posteriori error estimation technique is presented
and analyzed for the numerical solution of the time-harmonic Maxwell equa-
tions using Ne´de´lec edge elements. For this purpose we define a weak for-
mulation for the error on each element and provide an efficient and accurate
numerical solution technique to solve the error equations locally. We inves-
tigate the well-posedness of the error equations and also consider the related
eigenvalue problem for cubic elements. Numerical results for both smooth and
non-smooth problems, including a problem with reentrant corners, show that
an accurate prediction is obtained for the local error, and in particular the
error distribution, which provides essential information to control an adapta-
tion process. The error estimation technique is also compared with existing
methods and provides significantly sharper estimates for a number of reported
test cases.
1. Introduction
The solution of the Maxwell equations frequently contains structures with limited
regularity, such as singularities near corners and non-convex edges. These structures
can be efficiently captured using hp-adaptive techniques, in which the mesh is locally
refined and coarsened (h-adaptation) or the polynomial order in individual elements
is adjusted (p-adaptation). Examples of hp-adaptive techniques applied to the
Maxwell equations can be found in e.g. [12, 16, 24, 25, 26, 29]. The hp-adaptation
technique is a promising approach to obtain efficient numerical algorithms to solve
the Maxwell equations, but requires a reasonably accurate estimate of the local
error in the numerical solution in order to control the adaptation process. In simple
cases one can predict the regions which need to be adapted, but a more general
approach requires the use of a posteriori error estimates in which the local error is
predicted based on the numerical solution. General techniques for a posteriori error
estimation are discussed in e.g. [1], [3], [4], [17], [18], [28], but providing accurate a
posteriori error estimates for the Maxwell equations still poses many problems.
In the a posteriori error analysis of the Maxwell equations one encounters two ba-
sic problems: the bilinear form of the Maxwell equations is in general not coercive,
and the analytic solution is not necessarily smooth. Moreover, in real-life situations
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computations often have to be done in three-dimensional domains of complex geom-
etry (e.g. with reentrant corners) and consisting of different materials (so that the
coefficients of the equations are discontinuous). To avoid these difficulties, several
studies [6], [7], [23] only investigate a problem defined by a coercive bilinear form.
Others, e.g. [21], assume some regularity in the solution of the dual problem.
There are several techniques to obtain a posteriori error bounds for the Maxwell
equations. Explicit methods, see e.g. [6], [21], give an error estimate based on
the available numerical solution and are relatively easy to implement. The error
bounds in explicit methods contain in general unknown coefficients, which also
depend on the wave number in the equations, and frequently result in unsharp es-
timates. Another approach is provided by using a hierarchical basis; see e.g. [1],
[5]. This approach has been applied in [7] to the (curl) elliptic Maxwell equations.
The analysis of this method is based on some assumptions, such as the satura-
tion assumption ([1, Section 5.2]), and the replacement of the bilinear form by an
equivalent (localized) bilinear form which ignores coupling terms to obtain a small
linear system for the error equations. The validity and effect of these assumptions
on the accuracy requires, however, careful attention. Implicit error estimators for
the Maxwell equations have been developed in [26], based on the approach in [14],
and successfully applied to an hp adaptive finite element algorithm for the Maxwell
equations in 3D. Lacking a complete analysis, the authors applied an equilibration
technique to ensure well-posedness which results in a rather complicated computa-
tional procedure.
In this paper we further investigate the use of implicit error estimators. We fol-
low an approach originally developed for elliptic partial differential equations (see
e.g. [1]) which when properly formulated, is also applicable to obtain local error
estimates for the Maxwell equations. For this purpose, we first define a weak formu-
lation for the error in each element, which is solved with a finite element method.
This is the main difference with explicit a posteriori error estimates which only
use the data provided by the numerical solution. We consider the time-harmonic
Maxwell equations with perfectly conducting boundaries discretized with Ne´de´lec
edge elements, but many ideas can be applied in a more general setting. The main
benefit of implicit error estimates is that we do not encounter unknown or very
large constants in the a posteriori error estimates. The success of this approach,
however, strongly depends on the definition of the boundary conditions for the lo-
cal error equations and the choice of a proper basis for the numerical solution of
the local problems. The latter is achieved by using higher order face and element
bubble functions.
The second topic we address is the theoretical properties of the implicit a pos-
teriori error estimation technique. First, we investigate the well-posedness of the
weak formulation for the local error, in particular in relation to the boundary con-
ditions used in the local error equations. Also, the eigenvalue problem related to
the local error equations is investigated in detail. Following the lines in [1] we in-
troduce an error indicator and point out that this provides a lower bound for the
exact error and an upper bound for our implicit estimate (up to a constant factor
in both cases). These results give the implicit a posteriori error estimation tech-
nique a sound theoretical basis and make it possible to avoid some of the involved
techniques used in [26], [29].
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Instead of giving sharp error estimates we check the preciseness of our method
using numerical experiments. We pay special attention to cases where the analytic
solution is non-smooth and also investigate the problem in computational domains
with reentrant corners. Both the local and global error are estimated in the H(curl)
norm and compared with the exact error. We also consider the error distribution,
since this is essential information to decide in which areas the mesh has to be
adapted. Despite of the expected difficulties we obtain rather precise estimates in
each case.
The outline of the paper is as follows. In Section 2 we start with the mathe-
matical formulation and define the finite element discretization. The implicit error
estimation technique is formulated and analyzed in Section 3. Next, we discuss
lower and upper bounds on the error indicator in Section 4. The implicit a pos-
teriori error estimation technique is tested numerically on a number of problems
of increasing difficulty in Section 5. Finally, Section 6 contains conclusions and
suggestions for future work.
In this paper we frequently use notations and techniques discussed in the mono-
graph [21]. For a short, self-contained introduction to finite element methods for
the Maxwell equations we refer to [15].
2. Mathematical formalization
Consider the time harmonic Maxwell equations for the electric field E : Ω → R3
with perfectly conducting boundary conditions, which are defined as
(1)
curl curl E − k2E = Jk in Ω,
E × ν = 0 on ∂Ω,
where Ω ⊂ R3 is a Lipschitz domain with outward normal vector ν and Jk ∈
[L2(Ω)]3 is a given source term which is related to the wave number k. Here k = ωc
with the frequency ω and the speed of light c. Here E × ν is defined in a trace
sense [10], [21] discussed later.
In the subsequent derivations we will need the following spaces and operators.
The Hilbert space corresponding to the Maxwell equation is
H(curl,Ω) = {u ∈ [L2(Ω)]3 : curl u ∈ [L2(Ω)]3},
equipped with the curl norm
(2) ‖u‖curl,Ω = (‖u‖2[L2(Ω)]3 + ‖curl u‖2[L2(Ω)]3)1/2.
The differential operators div and curl are understood in a distributional sense.
While analyzing (1) a subspace of H(curl,Ω) is commonly used, namely
H0(curl,Ω) = {u ∈ H(curl,Ω) : ν × u|∂Ω = 0}.
The above definition of H0(curl,Ω) makes sense only if u|∂Ω is well defined and a
duality between this trace and the outward normal can be defined. To be more
precise we first define for a smooth function v ∈ C∞(Ω) the operators γτ and πτ
with
(3) γτv = ν × v|∂Ω and πτv = (ν × v|∂Ω)× ν.
One can prove that γτ can be extended to a continuous operator mapping H(curl,Ω)
into [H−1/2(∂Ω)]3. The trace operator πτ can also be extended to H(curl,Ω),
however, a natural norm on the range is more involved. For the details we refer to
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[21], or for a more extensive analysis to [11]. The above definitions and notations
will also be used for a subdomain K ⊂ Ω.
The scalar product in [L2(Ω)]3 and [L2(K)]3 are denoted with (·, ·) and (·, ·)K ,
respectively. Similarly, (·, ·)∂Ω and (·, ·)∂K denote the duality pairing between the
two types of traces on ∂Ω and ∂K, respectively.
We also recall an appropriate Green’s formula: for any u,v ∈ H(curl,Ω) we have
the identity
(4) (curl u,v)− (u, curl v) = (γτu, πτv)∂Ω, ∀ u,v ∈ H(curl,Ω),
and a corresponding formula holds on K.
Turning to the variational formulation of (1) we introduce the bilinear form
B : H(curl,Ω)×H(curl,Ω)→ R
with
B(u,v) = (curl u, curl v)− k2(u,v),
and BK will denote the corresponding bilinear form on H(curl,K)×H(curl,K).
Using the above notations the weak formulation of the problem (1) is to find
E ∈ H0(curl,Ω) such that
(5) (curl E, curl v)− k2(E,v) = (Jk,v) ∀ v ∈ H0(curl,Ω).
2.1. Finite elements in H(curl): Edge elements. For the numerical solution of
(5) we use the H(curl) conforming edge finite element method initiated by Ne´de´lec
[22].
The finite element (Kˆ, Pˆ , Aˆ) [8] is defined on the unit cube Kˆ, and an isopara-
metric mapping ([8], Section 4.7) DK : Kˆ → K is used to define it on a hexahedron
K. In general, DK could be non-linear, but we restrict the analysis to affine maps.
In the numerical experiments we use the lowest order elements
(6) Pˆ = {u = [u1, u2, u3]t : u1 ∈ Q0,1,1;u2 ∈ Q1,0,1;u3 ∈ Q1,1,0},
with Qk,l,m the vector space of k, l and m order polynomials with respect to their
first, second and third variables, respectively.
It is well known that the covariant transformation preserves line integrals under
a change of coordinates [21, 27], so that the basis functions for a given hexahedron
K can be defined as
(7) wj,K(x, y, z) =
(
(dD−1K )
TW 0j
) ◦D−1K (x, y, z),
where dDK is the Jacobian of the transformation DK , and {W 0j}12j=1 is a basis in
(6).
Using the transformation in (7) one easily computes the curl of the basis functions
(see [21], (3.76) and the corresponding statements: Lemma 3.57, Corollary 3.58).
A similar transformation for divergence conforming finite elements ([21, (3.77)]) is
well known and called the Piola transformation ([20, p. 112]).
Next, we introduce a hexahedral tessellation Th of Ω. The space Wh of Ne´de´lec’s
edge elements is then defined by
Wh = {uh ∈ H(curl,Ω) : uh|K ∈ span(wj,K), ∀K ∈ Th},
where span(wj,K) denotes the linear hull of w1,K , w2,K , . . . , w12,K , and with this
the discretized version of (5) reads:
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Find Eh ∈ Wh, such that for all W ∈ Wh the following relation is satisfied:
(8) (curl Eh, curl W )− k2(Eh,W ) = (Jk,W ).
3. Implicit error estimation
Providing reliable explicit bounds for the computational error in the case of the
Maxwell equations is still an unsolved problem due to many difficulties as mentioned
in the Introduction. The idea of implicit a posteriori error estimation can help
to overcome these problems. In this procedure we are not interested in explicit
error bounds (depending on the data from some existing numerical approximation),
rather, we formulate a local problem for the error using the available information.
This local problem has to be equipped with some meaningful boundary condition
and we have to ensure that it is well posed.
3.1. Formulation of the local problem. Assume that Eh is a computed numer-
ical solution. Our aim is to estimate the computational error eh = (E −Eh)|K on
a subdomain K consisting of a set of elements K ∈ Th, with Th being the finite ele-
ment tessellation. For this we state a variational problem for eh on the subdomain
K as follows:
BK(eh,v) = (curl eh, curl v)K − k2(eh,v)K
= (curl (E −Eh), curl v)K − k2(E −Eh,v)K
= (curl E, curl v)K − k2(E,v)K − ((curl Eh, curl v)K − k2(Eh,v)K)(9)
= (curl curl E,v)K − (γτcurl E, πτv)∂K − k2(E,v)K − BK(Eh,v)K
= (Jk,v)K − (γτcurl E, πτv)∂K −BK(Eh,v), ∀v ∈ H(curl,K).
In order to get a well defined right hand side we should use an approximation
(10) γτcurl E ≈ ̂γτcurl E
on the interelement faces. The quantity γτcurlE will be called the natural boundary
data from now on. In the literature, the homogeneous natural boundary condition is
called the magnetic symmetry wall condition [15]. Introducing this approximation
into (9) we arrive at the variational problem for the implicit error estimate: Find
eˆh ∈ H(curl,K) such that
(11) BK(eˆh,v) = (Jk,v)K − ( ̂γτcurl E, πτv)∂K −BK(Eh,v), ∀v ∈ H(curl,K).
3.2. Numerical solution of the local problem. We will now give a discretized
form of the local problem (11) which requires a concrete choice for the approxi-
mation (10) of the natural boundary condition and a finite element basis on the
subdomain K.
3.2.1. Approximation of the natural boundary condition. We first specify the ap-
proximation in (10). For the definition of the boundary condition for the local
error equation (10) we introduce lj as the common face of the two neighboring
elements K and Kj and νj as the outward normal on lj with respect to K. We
approximate γτcurl E on lj with the average of the tangential traces of the nu-
merical approximation Eh on its two sides K and Kj . That is, we shall use the
approximation
(12) γτcurl E|lj = νj × curl E|lj ≈
1
2
(νj ×
[
curl Eh|K + curl Eh|Kj
]
)
which can be straightforwardly implemented.
1360 F. IZSA´K, D. HARUTYUNYAN, AND J.J.W. VAN DER VEGT
3.2.2. Choice of the local basis. The local error equation (cf. (11)) is solved nu-
merically in a finite-dimensional space which we denote with Vh. As discussed in
[1] (see Section 3.4.2 in [1] for several examples), the space Vh has to be selected
carefully.
It is known that the finite element solution Eh is a quasioptimal approximation
of E within the finite element space Wh. Therefore, it does not make sense to use
this space to solve the error equation; we should rather estimate the components
of eˆh which are not present in Wh.
On the other hand, Ne´de´lec type edge elements are related to the electric field
strength along the edges. Therefore, to enhance the approximation of the error we
should use elements in the local problems which are zero on all edges since the error
is mainly non-zero away from the edges. This corresponds to the technique in [9],
Section 2.2 for elliptic problems and helps to localize the error equation.
Based on these requirements we use a finite dimensional space which is zero on
all edges and for all faces we associate a basis function which is non-zero only on
that face. In concrete terms, the finite element space Vh = span(φj), j = 1, . . . , 9,
on each element K is given by
(13) φj(x, y, z) = φ
0
j(ξ, η, ζ) ◦D−1K (x, y, z),
and Vˆ = span(φ0j ), j = 1, 2, . . . , 9, where the face and the element bubble functions
on the reference element Kˆ are
φ01 = ((1− ξ)(1− η)η(1− ζ)ζ, 0, 0)T , φ06 = (0, 0, (1− ξ)ξ(1− η)ηζ)T ,
φ02 = (ξ(1− η)η(1− ζ)ζ, 0, 0)T , φ07 = ((1− ξ)ξ(1− η)η(1− ζ)ζ, 0, 0)T ,
φ03 = (0, (1− ξ)ξ(1− η)(1− ζ)ζ, 0)T , φ08 = (0, (1− ξ)ξ(1− η)η(1− ζ)ζ, 0)T ,
φ04 = (0, (1− ξ)ξη(1− ζ)ζ, 0)T , φ09 = (0, 0, (1− ξ)ξ(1− η)η(1− ζ)ζ)T ,
φ05 = (0, 0, (1− ξ)ξ(1− η)η(1− ζ))T .
Compared to (7) the transformation in (13) is a minor simplification which results
in the same finite element space as the one in (7) but makes the computations
slightly easier.
The analysis of the local problem given in Appendix A confirms that this basis
results in a well posed problem for the discrete form of the error equation (11).
3.2.3. Weak form of the local problem. Using the approximation (12) and the local
basis Vh we obtain the discrete form of (11): Find eˆh ∈ Vh such that ∀ w ∈ Vh
(14)
(curl eˆh, curl w)K − k2(eˆh,w)K = (Jk,w)K − (curl Eh, curl w)K
+k2(Eh,w)K − 12(νj ×
(
curl Eh|K + curl Eh|Kj
)
,w)∂K .
3.3. Analysis of implicit error estimation. Our objective is to solve the local
problems arising in (14) for the unknown error term eˆh. In this section, we estab-
lish that any reasonable approximation in (10) results in a well posed problem in
(11). Observe that this equation is the variational form of the Maxwell equations
equipped with natural boundary data. Note that a similar procedure for elliptic
problems results in ill-posed local problems which require some postprocessing to
be solvable [1].
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3.3.1. Lifting of the local problem. The well-posedness of (11) will be investigated
for the case of homogeneous natural boundary conditions. To do this we apply the
trace lifting l : Ran(γτ ◦ curl|∂K) → H(curl,K) (or equivalently, take an inverse of
the tangential trace of the curl operator on H(curl,K)) such that
γτ (curl lu) = u, ∀u ∈ Ran(γτ ◦ curl|∂K).
Now defining e¯h = eˆh − l(νi × curl eˆh|∂K) we can rewrite (11) as follows:
BK(e¯h,v) = BK(eˆh,v)− BK(l(νi × curl eˆh|∂K),v)
= (Jk,v)K − ( ̂γτcurl E, πτv)∂K −BK(Eh,v)
− (curl curl l( ̂γτcurl E),v)K(15)
+ ( ̂γτcurl E, πτv)∂K + k2(l( ̂γτcurl E),v)
= (Jk − curl curl l( ̂γτcurl E) + k2l( ̂γτcurl E),v)K −BK(Eh,v),
∀ v ∈ H(curl,K).
Observe that on the right hand side we obtained a bounded linear functional of v
such that using the Riesz representation theorem we will denote it with (J˜k,v)K .
This approach is only necessary for our analysis; we do not need to compute the
lifting operator explicitly, since in the finite element procedure the inhomogeneous
natural boundary condition can be included in the variational form.
3.3.2. Preliminaries to the well-posedness result. In the following two subsections
we prove some well-posedness results which are formulated in an arbitrary simply
connected domain with a Lipschitz boundary. In this way, all of the results can also
be applied in the case when local problems will be investigated in the subdomains of
the original domain Ω. Before proving the well-posedness of the variational problem
we state a lemma which will be the cornerstone of our compactness arguments.
Lemma 1. The Hilbert space H(curl,Ω) can be decomposed as the direct sum of
orthogonal subspaces:
(16) H(curl,Ω) = ker curl⊕ (ker curl)⊥,
and the imbedding of the second component into [L2(Ω)]3 is compact.
Proof. Using the decomposition theorem in [13, p. 216] and the imbedding in The-
orem 2.8 in [2], a standard argument gives the statement of the lemma. For a
complete proof we refer to [19]. 
3.3.3. Well-posedness of the local problem. We can state now the well-posedness of
(15) and prove the following:
Lemma 2. Assume that k is not a Maxwell eigenvalue in the sense that the problem:
Find u ∈ H(curl,Ω) such that
B(u,v) = 0, ∀ v ∈ H(curl,Ω)
has only the trivial (u = 0) solution. Then the variational problem: Find u ∈
H(curl,Ω) such that
(17) B(u,v) = (J˜k,v), ∀ v ∈ H(curl,Ω)
has a unique solution for all J˜k ∈ [L2(Ω)]3.
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Proof. The proof can be carried out using Lemma 1 and the technique in [21]. For
a complete proof, we refer to [19]. 
We should also prove that (at least) a smooth solution of the variational equation
(17) in the lemma satisfies the homogeneous (natural) boundary condition, as well.
Lemma 3. Assume that for the solution u of (17) curl curl u ∈ [L2(Ω)]3 holds.
Then u solves the Maxwell equation equipped with the natural boundary condition:
(18)
curl curl u− k2u = J˜k in Ω,
ν × curl u = 0 on ∂Ω.
Proof. Using the assumption in this lemma and the Green theorem (4) for the curl
operator we obtain that
0 = (curl u, curl v)− k2(u,v)− (J˜k,v) = (curl curl u,v)− k2(u,v)− (J˜k,v)
holds for every v ∈ D(Ω) with D(Ω) = {v ∈ C∞(Ω) : v has compact support}.
Since the embedding D(Ω) ⊂ H(curl,Ω) is dense, (curl curl u − k2u − J˜k,v) = 0
for all v ∈ H(curl,Ω) curl curl u− k2u = J˜k holds in [L2(Ω)]3.
Using the Green theorem again we obtain that for all v ∈ H(curl,Ω)
(19)
0 = (curl curl u− k2u− J˜k,v)
= (curl u, curl v) + (γτcurl u, πτv)∂Ω − k2(u,v)− (J˜k,v)
= (γτcurl u, πτv)∂Ω.
In this way, it also holds for any v ∈ [H1(Ω)]3, therefore, by the surjectivity of the
trace mapping H1(Ω)→ H1/2(∂Ω) we obtain that γτcurlu = 0 in the [H−1/2(∂Ω)]3
sense. 
Remarks. 1. Indeed, the dual space of the πτ map of H(curl,Ω) is the kernel space
of the natural boundary trace γτ ◦ curl. For the details, see [11].
2. As far as we consider a finite element scheme with piecewise polynomial basis
functions, the eigenvalue problem in the weak sense (discussed in Lemma 3) is also
equivalent with the eigenvalue problem for the original equation (1).
3.4. The eigenvalue problem for the time-harmonic Maxwell equations
with natural boundary conditions. The well posedness of the local problems
for the error can be guaranteed if we ensure that k is not a Maxwell eigenvalue of
these problems.
More specifically, recall that in Section 2, the weak form (9) for the local error
equation equipped with the natural boundary condition (12) results in the vari-
ational problem (15) which is well posed by Lemma 2 if and only if k is not an
eigenvalue of the appropriate boundary value problem (18). In this section, we
determine the eigenvalues belonging to cubic subdomains. In this way, for any k
(given in the original problem (1)) we will be able to choose the subdomain K in
the tessellation such that the boundary value problem (9) (or even (11)) on K will
be well posed.
First, we reduce the eigenvalue problem such that we can apply some techniques
and results which are available for the Laplacian operator.
A POSTERIORI ERROR ESTIMATES FOR MAXWELL EQUATIONS 1363
Lemma 4. If k 	= 0 is a Maxwell eigenvalue of the differential operator on the left
hand side of (18), then its eigenfunction u is in the subspace u ∈ (ker curl)⊥ and
solves the following Helmholtz equation:
(20)
∆u− k2u = 0 in Ω,
ν × curl u = 0 on ∂Ω,
where the operator ∆ is defined componentwise: for v : Ω → R3 with v = (v1, v2, v3),
∆v := (∆v1,∆v2,∆v3).
Proof. Assume that u = u1 + u2 (according to the decomposition (16)) is an
eigenfunction of (18). Then
(21) curl curl(u1 + u2)− k2(u1 + u2) = curl curl u2 − k2(u1 + u2) = 0.
Note that the boundary condition ν × curl u = 0 implies that ν × curl u2 = 0 and
therefore, taking the [L2(Ω)]3 scalar product of both sides with u1 and using the
orthogonality in (16), we obtain
0 = (curl curl u2 − k2(u1 + u2),u1)
= (curl u2, curl u1) + (γτcurl u2, πτu1)∂Ω − k2(u1,u1) = −k2‖u1‖2.
This means that u1 = 0, and using the relation curlcurlu2 = −∆u2+graddivu2 =
−∆u2 in (21) we obtain the statement in the lemma. 
In the following we use the conditions arising from the fact that u ∈ (ker curl)⊥ ⊂
H0(div 0,Ω) (see proof of Lemma 1) and the boundary condition in (20):
div u = 0 in Ω,(22)
u · ν = 0 on ∂Ω,(23)
ν × curl u = 0 on ∂Ω.(24)
Accordingly, our objective is to find the eigenvalues and eigenfunctions of the fol-
lowing operator L:
(25)
L : [L2(Ω)]3 → [L2(Ω)]3,
Dom L = {u ∈ H0(div 0,Ω) : ∆u ∈ [L2(Ω)]3 and ν × curl u = 0 on ∂Ω},
Lu = ∆u.
3.5. Eigenvalues in a rectangular domain. In this subsection, we investigate
the eigenvalue problem on the cube Ω = (0, π)× (0, π)× (0, π). Applying a linear
transformation for the eigenfunctions on Ω allows us to solve the eigenvalue problem
on rectangular domains.
This result makes it possible to choose the subdomains in the finite element
tessellation in such a way that the local problem for the error is well posed on each
subdomain.
We present only the results in this section; the proofs are provided in [19].
Theorem 1. The eigenfunctions of L defined in (25) are given by:
(26) u(x1, x2, x3) =
⎛
⎝C1 sin k1x1 cos k2x2 cos k3x3C2 cos k1x1 sin k2x2 cos k3x3
C3 cos k1x1 cos k2x2 sin k3x3
⎞
⎠ ,
for any k1, k2, k3 ∈ N with
(27) k1C1 + k2C2 + k3C3 = 0 and C1, C2, C3 ∈ R.
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Based on Theorem 1 we can give the eigenfunctions and eigenvalues of the
Maxwell eigenvalue problem with homogeneous natural boundary conditions
(28)
curl curl v = k2v in Ba,b,c,
ν × curl v = 0 on ∂Ba,b,c,
where Ba,b,c is a rectangular domain with edge lengths a, b and c, respectively.
Theorem 2. The eigenfunctions of the Maxwell equation (28) are
v(x, y, z) =
⎛
⎝C1 sin k1πa x cos k2πb y cos k3πc zC2 cos k1πa x sin k2πb y cos k3πc z
C3 cos k1πa x cos
k2π
b y sin
k3π
c z
⎞
⎠ ,
for any k1, k2, k3 ∈ N with
k1π
a
C1 +
k2π
b
C2 +
k3π
c
C3 = 0 and C1, C2, C3 ∈ R
and the appropriate eigenvalues are k2 =
(
k1π
a
)2
+
(
k2π
b
)2
+
(
k3π
c
)2
with k1, k2, k3 ∈
N arbitrary.
4. Implicit error estimate as a lower bound of the error
If the a posteriori error estimates have to be used in an adaptation procedure
we also have to investigate a lower bound for the exact error. This will ensure that
we do not get a pessimistic overestimate of the actual error when the mesh size is
reduced. For the estimates in this section we will define an error indicator ηK on K.
Our analysis consists of two steps: first, we point out that the implicit a posteriori
error estimate eˆh discussed in this paper provides a lower bound estimate of ηK (up
to a certain factor). Second, we verify that the error indicator can also be used as a
lower bound (up to a certain factor and some computable remainders) of the exact
error on a patch of the subdomain K. The proof is based on the approach in [1].
While the second step is a rather straightforward modification of the original proof
for elliptic problems, the first one needs a more careful analysis since the bilinear
form B in the variational problem is not coercive.
Since the mappings DK are affine, the subdomains in the tesselation Th consist
of parallelepipeds. Moreover, we assume that the mesh is non-degenerated, i.e.
the ratio of the diameter of elements and their minimal edge length diam Kmin |eK | is
bounded. An important consequence of this assumption is that there are constants
K1,K2 ∈ R+ such that for any K with max |ek| < h we have
(29) K1h ≤ min |eig dDK | ≤ max |eig dDK | ≤ K2h,
where eig denotes the spectrum. Since the mapping DK is affine, dDK is the linear
part of DK .
For solving the local problem for the error we use the finite dimensional space Vh
on K. This choice should lead to a well posed local problem. A necessary condition
for this is given in Lemma 8.
In the finite element discretization we use the notation ν × · instead of γτ ,
and similarly, for functions v ∈ [H1(K)]3 we may omit the operator πτ on the
boundary making a closer link to the numerical procedure. For the consecutive
computations we also recall a Green’s formula according to (4) which states that
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for all u ∈ H(curl,Ω) and v ∈ [H1(Ω)]3 the following identity holds (Theorem 3.29
in [21]):
(30) (curl u,v)− (u, curl v) = (ν × u,v)∂Ω.
Using (9) and the approximation (12) we obtain the weak form for the error estimate
eˆh on the bubble function space Vh (introduced in Section 3.2.2) as follows: Find
an eˆh ∈ Vh, such that ∀v ∈ Vh the following relation is satisfied:
BK(eˆh,v) = (Jk,v)K −BK(Eh,v)− 12
∑
j
(νj ×
[
curl Eh|K + curl Eh|Kj
]
,v)lj
= (Jk,v)K − (curl curl Eh,v)K + k2(Eh,v)K + (ν × curl Eh,v)∂K
− 1
2
∑
j
(νj ×
[
curl Eh|K + curl Eh|Kj
]
,v)lj(31)
= (Jk,v)K − (curl curl Eh,v)K + k2(Eh,v)K
+
1
2
∑
j
(νj ×
[
curl Eh|K − curl Eh|Kj
]
,v)lj
= (rK ,v)K +
∑
j
(Rlj ,v)lj ,
where we have used the notations
rK = Jk − curl curl Eh + k2Eh in K
for the residual within the subdomain K and
Rlj =
1
2
(νj ×
[
curl Eh|K − curl Eh|Kj
]
)
for the tangential jump of the curl at lj within the subdomain K and where eˆh
denotes the desired implicit error estimate. Note that (31) gives a variational form
for eˆh which includes the approximation in (12). In the following we drop the
subscript for the residual and the tangential jump, respectively, the localization
will be shown when taking the norm (or some bilinear map) of these quantities.
Using the above quantities r and R we define ηK as an error indicator as follows:
ηK = (h2‖r‖2[L2(K)]3 + h‖R‖2[L2(∂K)]3)
1
2 .
4.1. Bubble functions. For the analysis we use the bubble function technique
outlined in [1] and recall some basic definitions:
Definition 1. Let Ψˆ : Kˆ → R be given by
Ψˆ(ξ, η, ζ) = ξ(1− ξ)η(1− η)ζ(1− ζ)
and Ψ : K → R defined using the isoparametric mapping DK . Similarly, for a given
pˆ ∈ Pˆ where Pˆ ⊂ [P1(Kˆ)]3, with P1(Kˆ) a finite dimensional space of polynomials,
an appropriate p ∈ P ⊂ [P1(K)]3 can be defined by p(x) = pˆ(D−1K (x)).
In the error estimation process we substitute v ∈ P with Ψv on K, where
Ψv can be extended by continuity to ∂K. The following lemmas ensure that the
multiplication with Ψ does not influence the magnitude of the L2 or the curl norm
compared to that of v. The proofs are based on scaling arguments.
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Lemma 5. Consider a non-degenerate family Th of parallelepiped meshes on Ω.
Then there exists a positive constant C such that for all subdomains K ⊂ Th and
p ∈ P
(32) C−1‖p‖2[L2(K)]3 ≤ (Ψp,p)K ≤ C‖p‖2[L2(K)]3
and
(33) C−1‖p‖2[L2(K)]3 ≤ ‖Ψp‖2[L2(K)]3 + h2‖curl Ψp‖2[L2(K)]3 ≤ C‖p‖2[L2(K)]3 ,
with h the diameter of K.
Definition 2. According to [1, p. 24] we define the face bubble functions Φˆj : Kˆ →
R, j = 1, . . . , 6, which vanish on all edges of Kˆ and all faces lˆm, m = 1, . . . , 6, m 	=
j.
Using the mapping DK : Kˆ → K we define Φj , j = 1, . . . , 6, the bubble functions
associated with the faces lj of K ∈ Th.
We localize a face bubble function Φi, associated to the face li, by restricting it
to the subdomain K˜i = K ∪ li ∪Ki, where li is the common face of K and Ki. For
the consecutive estimates we again provide some inequalities:
Lemma 6. Let us consider a non-degenerate family Th of parallepiped elements on
Ω. Then there exists a positive constant C such that for all subdomains K ⊂ Th,
functions p ∈ P (where P is a fixed finite dimensional subspace of [L2(K)]3) and
faces li, i = 1, . . . , 6, the following inequalities hold:
C−1‖p‖2[L2(li)]3 ≤
∫
li
Φip · p ≤ C‖p‖2[L2(li)]3 ,(34)
‖Φip‖2[L2(K˜i)]3 ≤ Ch‖p‖
2
[L2(li)]3
,(35)
‖Φip‖2[L2(li)]3 ≤ C‖p‖2[L2(li)]3 ,(36)
‖Φip‖2curl,K˜i ≤ Ch
−1‖p‖2[L2(li)]3 .(37)
Proof. The proof can be carried out again using scaling arguments similar to The-
orem 2.4 in [1] using the fact that the mesh is non-degenerate. 
We also state a lemma on the comparison of the different norms in the finite
element spaces when they are given on a scale of cubes.
Lemma 7. For all subdomains K ⊂ Th (with the faces li, i = 1, . . . , 6) and for all
v ∈ Vh we have the estimates
(38) ‖vk‖[L2(K)]3 ≤ Ch‖curl vk‖[L2(K)]3
and
(39) ‖vk‖[L2(li)]3 ≤ Ch
1
2 ‖curl vk‖[L2(K)]3
with a constant C which does not depend on h.
Proof. The proof can be carried out with a change of variables according to DK . 
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4.2. Lower bound for the computational error in terms of the residuals.
When the bilinear form B is restricted to Vˆ ×Vˆ we may identify it with the stiffness
matrix B1, which is given as B1 = B1,curl − k2B1,0 such that the (i, j)th entries
i, j = 1, 2, . . . , n are as follows:
B1,curl[i][j] = (curl Φˆ∗i , curl Φˆ
∗
j )Kˆ , B1,0[i][j] = (Φˆ
∗
i , Φˆ
∗
j )Kˆ
with a basis {Φˆ∗i }ni=1 of Vˆ . B1,K denotes the appropriate mass matrix on K which
can be again decomposed as
B1,K = B1,curl,K − k2B1,0,K ,
where the components are defined as
B1,curl,K(Φ∗i ,Φ
∗
j ) = (curl Φ
∗
i , curl Φ
∗
j )K and B1,0,K(Φ
∗
i ,Φ
∗
j ) = (Φ
∗
i ,Φ
∗
j )K
with an appropriate basis {Φ∗i }ni=1 of Vh.
We can state now the following lemma, which is central in our analysis.
Lemma 8. Assume that Th is a cubic mesh. Then for a sufficiently fine mesh
the bilinear form BK satisfies the discrete inf-sup condition uniformly on Vh × Vh,
namely there is positive h0 and a constant C0 > 0 such that for any 0 < h < h0
(40) C0 sup
v∈Vh
BK(u,v)
‖v‖curl,K ≥ ‖u‖curl,K , ∀ u ∈ Vh,
where K is the cube with edge length h and C0 does not depend on h.
The proof of Lemma 8 is given in Appendix A.
Lemma 9. If we choose the bubble function space Vh and consider a cubic tes-
selation, then the bilinear form for the error on K = (0, h)3 reads as B1,K =
1
hB1,curl − k2hB1,0 and the mesh size h0 can be taken as
h0 =
20(16−√246)√
2k2 + 1(16 +
√
246)
in Lemma 8.
It is easy to see that BK is continuous on the whole of H(curl,K)×H(curl,K)
as stated in the following lemma.
Lemma 10. For the bilinear form BK we have the continuity estimate:
(41) |BK(u,v)| ≤
√
2(1 + k2)‖u‖curl,K‖v‖curl,K , ∀ u,v ∈ H(curl,K).
Proof. We prove the lemma with a straightforward computation as follows:
|BK(u,v)|2 = |(curl u, curl v)K − k2(u,v)K |2
≤ 2(curl u, curl v)2K + 2k4(u,v)2K
≤ 2‖curl u‖2[L2(K)]3‖curl v‖2[L2(K)]3 + 2k4‖u‖2[L2(K)]3‖v‖2[L2(K)]3
≤ 2(1 + k4)‖u‖2curl,K‖v‖2curl,K .
Taking the square roots on both sides we obtain the estimate in the lemma. 
We now compare the error indicator ηK with the implicit error estimate eˆh
obtained from the weak form (31) and state the following lemma.
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Lemma 11. There is a constant C1 independent from the mesh parameter h such
that
(42) ‖eˆh‖curl,K ≤ C1ηK ,
where eˆh is the implicit error estimate on the subdomain K.
Proof. Using the weak form (31) we obtain
(43)
‖eˆh‖curl,K ≤ C0 sup
v∈Vh
BK(eˆh,v)
‖v‖curl,K = C0 supv∈Vh
(r,v)K + (R,v)∂K
‖v‖curl,K
≤ C0 sup
v∈Vh
1
‖v‖curl,K
(‖r‖[L2(K)]3‖v‖[L2(K)]3
+ ‖R‖[L2(∂K)]3‖v‖[L2(∂K)]3
)
≤ C · C0h‖r‖[L2(K)]3 + h
1
2 ‖R‖[L2(∂K)]3 ≤ C · C0
√
2ηK .
In the first inequality we used (40), then the weak formulation (31) followed by the
Cauchy-Schwarz inequality. Finally, we applied the estimates (38) and (39) and a
basic inequality. 
Note that the error estimate eˆh in Lemma 11 gives the exact error (according
to the weak form (31)) assuming that the boundary condition (12) is exact. In the
following we will compute an approximation of eˆh in the finite element space Vh.
The upper estimate of the error indicator ηK will be obtained using the bubble
function technique [1]. We first provide a variational form for the exact error eh
based on the third line of (9) and using the notations of the previous sections:
(44)
B(eh,v) = (Jk,v)− ((curl Eh, curl v)− k2(Eh,v))
=
∑
K∈Th
{(Jk,v)K − (curl curl Eh − k2Eh,v)K
+
∑
j
(νj × curl Eh, πτv)lj}
=
∑
K∈Th
(r,v)K +
∑
γ
(R,v)γ , ∀ v ∈ H(curl,Ω),
where the last sum is taken over all of the interelement faces γ inside of Ω. To
obtain the second line in (44) we used the perfect conducting boundary condition
on ∂Ω, while the final expression was obtained by summation of the components
of a given face from the both sides. This expression can also be related with (31);
on the whole domain Ω, the variational form for the exact and the estimated error
coincide since the boundary conditions are given.
We will choose v in (44) using the bubble function technique such that the
boundary integral vanishes, which will result in a lower bound for the error on each
subdomain depending only on the element residual r in the subdomain K. It is also
important that the choice for v is suitable for the estimates (32)-(33), which only
apply in a finite dimensional space. In light of this, we denote by r¯ the elementwise
interpolation of the residual r using the function space Vh and choose v = ΨK r¯ on
each subdomain K and zero elsewhere. Inserting this choice for v into (44) gives
that
(45) B(eh,ΨK r¯) = (r,ΨK r¯)K .
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In the following estimates we use C for a generic constant independent of the mesh
size h and frequency k, which can be different in each formula. Using (45), and
inequalities (32), (33) for h ≤ 1 we obtain the following estimate:
(46)
‖r¯‖2[L2(K)]3 ≤ C(ΨK r¯, r¯)K = C ((ΨK r¯, r¯ − r)K + B(eh,ΨK r¯))
≤ C(‖ΨK r¯‖[L2(K)]3‖r¯ − r‖[L2(K)]3 + (1 + k2)‖eh‖curl,K‖ΨK r¯‖curl,K)
≤ C(‖r¯‖[L2(K)]3‖r¯ − r‖[L2(K)]3 + (1 + k2)h−1‖eh‖curl,K)‖r¯‖[L2(K)]3 .
Dividing by ‖r¯‖[L2(Ki)]3 and using the triangle inequality we finally obtain that
(47)
‖r‖[L2(K)]3 ≤ ‖r¯‖[L2(K)]3 + ‖r − r¯‖[L2(K)]3
≤ C(‖r¯ − r‖[L2(K)]3 + (1 + k2)h−1‖eh‖curl,K).
We proceed similarly for the boundary jumps and denote by R¯ the approximation
of the boundary jump using the trace of Vh on the element boundaries, which is
then defined on the interelement faces li. The error arising from these terms can
be localized on K˜ by the choice:
v = ΦlR¯,
associated to the face l as in Lemma 6 which is again extended (preserving the
continuity) to be zero outside of K˜. This leads us to the identity
(48) (ΦlR¯,R)l = BK˜(eh,ΦlR¯)− (ΦlR¯, r)K˜ .
Using then (48), the Cauchy–Schwarz inequality and inequalities (34), (35), (36),
and (37) we obtain the following estimate:
(49)
‖R¯‖2[L2(l)]3 ≤ C(ΦlR¯, R¯)l = C(ΦlR¯, R¯−R)l + C(ΦlR¯,R)l
= C((ΦlR¯, R¯−R)l + BK˜(eh,ΦlR¯)− (ΦlR¯, r)K˜)
≤ C(‖ΦlR¯‖[L2(l)]3‖R¯−R‖[L2(l)]3
+
√
2(1 + k2)‖eh‖curl,K˜‖ΦlR¯‖curl,K˜ + ‖ΦlR¯‖[L2(K˜)]3‖r‖[L2(K˜)]3)
≤ C(‖R¯‖[L2(l)]3‖R¯−R‖[L2(l)]3
+ h−
1
2 (1 + k2)‖eh‖curl,K˜‖R¯‖[L2(l)]3 + h
1
2 ‖R¯‖[L2(l)]3‖r‖[L2(K˜)]3),
which after division by ‖R¯‖[L2(l)]3 , yields
(50) ‖R¯‖[L2(l)]3 ≤ C(‖R¯−R‖[L2(l)]3 + h−
1
2 (1 + k2)‖eh‖curl,K˜ + h
1
2 ‖r‖[L2(K˜)]3).
Finally, adding ‖R¯−R‖[L2(l)]3 to both sides results in the estimate
(51)
‖R‖[L2(l)]3 ≤ ‖R¯‖[L2(l)]3 + ‖R− R¯‖[L2(l)]3
≤ C(‖R¯−R‖[L2(l)]3 + h−
1
2 (1 + k2)‖eh‖curl,K˜ + h
1
2 ‖r‖[L2(K˜)]3).
Using (47) we obtain that
(52)
‖R‖[L2(l)]3 ≤ C(h−
1
2 (1 + k2)‖eh‖curl,K˜
+ h
1
2 ‖r¯ − r‖[L2(K˜)]3 + ‖R¯−R‖[L2(l)]3).
1370 F. IZSA´K, D. HARUTYUNYAN, AND J.J.W. VAN DER VEGT
Taking the square of (52) and (47) respectively, we obtain:
(53)
‖R‖2[L2(l)]3 ≤ C(h−1(1 + k2)2‖eh‖2curl,K˜
+ h‖r¯ − r‖2
[L2(K˜)]3
+ ‖R¯−R‖2[L2(l)]3)
and
(54) ‖r‖2[L2(K)]3 ≤ C(‖r¯ − r‖2[L2(K)]3 + (1 + k2)2h−2‖eh‖2curl,K).
Using the obvious equality
‖R‖2[L2(∂K)]3 =
6∑
j=1
‖R‖2[L2(lj)]3
we sum up (53) for all faces lj of K and multiply ‖r‖2[L2(K)]3 with h2 and ‖R‖2[L2(∂K)]3
with h, respectively. Using the definition of ηK we finally get the estimate:
(55)
1
C
η2K ≤ h2‖r¯ − r‖2[L2(K˜)]3 + h
∑
l⊂∂K
‖R¯−R‖2[L2(l)]3
+ (1 + k2)2‖eh‖2curl,K˜ .
Summarizing, we obtained that the error indicator ηK provides a lower bound for
the exact error on the patch K˜ plus some computable remainders (arising from
interpolation errors):
(56) η2K ≤ C((1 + k2)2‖eh‖2curl,K˜ + h2‖r¯ − r‖2[L2(K˜)]3 + h‖R¯−R‖
2
[L2(∂K)]3
).
Using in addition Lemma 11 we state the main result of this section:
Theorem 3. The implicit a posteriori error estimate eˆh can be used as a lower
bound for the exact error with respect to the curl norm as follows:
‖eˆh‖curl,K ≤ C1ηK ≤ C((1 + k2)2‖eh‖2curl,K¯
+ h2‖r¯ − r‖2[L2(K¯)]3 + h‖R¯−R‖2[L2(∂K)]3)1/2.
(57)
Proof. We get the desired result immediately using the estimates (42) and (56). 
Remarks. 1. Up to the estimate (56) we kept track of the k-dependence in the
estimates.
2. If the local divergence free property of the estimate eˆh is desirable (for exam-
ple, to ensure the equivalence of some norms in the error estimates [14]), one should
enforce this condition by projecting to a divergence free basis. Although the finite
element space that we used (see Section 2.1) consists of second order elements as
well, the choice of Vh should be done according to the above requirement, when Eh
is obtained using a higher order Ne´de´lec space.
3. Another special situation occurs; if curl Eh = 0, then Rlj = 0. In this way,
one expects that the result in Theorem 3 cannot be sharpened in the sense that
neither eˆh nor ηK will provide an upper bound for the error. In this case the
Helmholtz decomposition (see Lemma 4.5 in [21]) of Eh consists of only a gradient
which can be non-smooth. For the smoothness of the components in the Helmholtz
decomposition we refer to [2], Remark 2.16 and Theorem 2.17. This is in good
agreement with the fact that in the proof of upper bounds in residual based error
estimation techniques one needs the regularity of solutions ([1, Section 2.2 and
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Section 3.2.3]). This can fail for the present solution E; see the test case in Section
5.1.2.
4. The remaining terms in Theorem 3 can make the estimate unsharp when ‖r¯−
r‖[L2(K)]3 and ‖R¯−R‖[L2(∂K)]3 are of the same order as the residuals ‖r‖[L2(K)]3
and ‖R‖[L2(∂K)]3 , respectively. This can happen if the right hand side Jk is non-
smooth or if we take a more general type of Maxwell equation with discontinuous
material coefficients. Then in an adaptive refinement technique we should generate
Th in such a way that the solution in the subdomains is smooth. If this is not
possible (e.g. if we want to avoid the use of curvilinear hexahedra), then some extra
refinement should be performed in this critical region.
5. Numerical results
In this section, we demonstrate the performance of the implicit error estimator
(11) applied to the time harmonic Maxwell equations. We consider the Maxwell
equations on a domain Ω which is taken to be a cubic domain or a so-called Fichera
cube; see Figure 9.
In order to be able to evaluate the discretization errors, we pick up a vector field
E, substitute it into the Maxwell equations and choose the source term Jk such
that E is the solution.
Recall that Eh denotes the numerical solution of the Maxwell equations (1)
obtained by using the edge finite elements given in Section 2.1. In the rest of this
section the elements of the tessellation Th are cubes with size h× h× h.
5.1. Test cases. We verify the performance of the implicit error estimator for the
Maxwell equations on three different test cases. The local problems (11) are solved
by using the numerical model discussed in Section 3.2.
Several aspects determine the usefulness of an a posteriori error estimator:
• The error estimator has to be able to find those areas in the domain where
the finite element solution has a large error, since this information is for
local mesh adaptation.
• The error estimator should be close in magnitude to the real error, both
locally and globally.
We check the performance of the implicit error estimator in the following way.
First, we check if the estimator provides the right type of error distribution in the
domain. Second, the magnitude of the global error estimate and its convergence
under mesh refinement are compared with the exact error.
Define the exact error δK and the implicit local error estimate δˆK on element K
as
(58) δK = ‖E −Eh‖curl,K , δˆK = ‖eˆh‖curl,K .
The exact global error δ and the implicit global error estimate δh are obtained
by summing up the local contributions
(59) δ =
( ∑
K∈Th
δ2K
)1/2
, δh =
( ∑
K∈Th
δˆ2K
)1/2
.
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Figure 1. Error distribution in the H(curl) norm for the smooth
test case with p = m = 1.
5.1.1. Smooth solution. The first test case we consider are the Maxwell equations
(1) on the domain Ω = (0, 1)3 with the given source term Jk defined as
(60) Jk(x, y, z) = (π2(p2 + m2)− 1)
⎛
⎝sin(πpy) sin(πmz)sin(πpz) sin(πmx)
sin(πpx) sin(πmy)
⎞
⎠ ,
and which have a smooth exact solution
(61) E(x, y, z) =
⎛
⎝sin(πpy) sin(πmz)sin(πpz) sin(πmx)
sin(πpx) sin(πmy)
⎞
⎠
with p,m ∈ N.
In Figures 1 and 2 we plot the local errors (58) obtained with the implicit error
estimator and the exact error on a representative set of elements. The error dis-
tribution diagram for the case p = 1,m = 1 is given in Figure 1, and for the case
p = 5,m = 1 the results are shown in Figure 2. The locations of some elements
where the error is computed in the mesh with mesh size h = 116 are shown in Fig-
ure 3. The labels on the horizontal axis in Figures 1 and 2 refer to the element
numbers shown in Figure 3.
The error distribution obtained with the implicit error estimator shows a good
agreement with the exact results. In the case p =m =1, where the analytic solution
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Figure 2. Error distribution in the H(curl) norm for the smooth
test case with p = 5, m = 1.
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Figure 3. Location of some of the elements where the implicit
error estimation was conducted (smooth test case) on a mesh with
h = 116 .
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Figure 4. The global error estimate and the exact global error in
the H(curl) norm versus the mesh size h for the smooth test case
with p = m = 1.
has only one period in the domain, the error distribution is very close to the exact
one. For the case p =5,m =1, where the analytic solution is more oscillatory, we
observe that in some elements the distribution is slightly different, but the scheme
is still able to detect subdomains with relatively large errors.
The rate of convergence and a global estimate of the error (59) for the case
p = m = 1 are given in Figure 4. It shows the same convergence behavior under
mesh refinement as the analytic error. Also, the predicted error magnitude is close
to the true error.
5.1.2. Test case with singularities in the solution. Let us consider the domain Ω =
(−1, 1)3 and the function
f : Ω → R with f = max{|x|, |y|, |z|}.
Define E : Ω → R as E := −∇f(x, y, z). Then E solves the following Maxwell
problem:
(62)
curl curl E −E = ∇f in Ω,
E × ν = 0 on ∂Ω.
In this example the right hand side function is in [L2(Ω)]3 but the exact solution
is not smooth; it is not even in [H
1
2 (Ω)]3. Therefore, theoretically we cannot
guarantee even 1/2 order of convergence for the finite element solution. Numerically
we have observed almost 1/2 order convergence in the H(curl) norm; see Figure 7.
For a similar example we refer to [6], where ∇f was smooth and the bilinear form
BK remained coercive. However, compared to the results given in [6], we could
improve the accuracy of the estimator using the implicit error estimation technique
(see also Section 5.2).
The error distribution computed on different elements for different values of the
mesh size is depicted in Figure 5 and the plot of the global error estimator is given
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Figure 5. Error distribution in the H(curl) norm for the singular
test case.
in Figure 7. The location of the elements on a mesh with h = 18 is depicted in
Figure 6. The labels on the horizontal axis in Figure 5 refer to the elements shown
in Figure 6. We observe that the implicit error estimator provides the same type
of error distribution as the exact error and also that the estimates are close to the
exact values. The convergence rate of the implicit error estimator is of the same
order as the exact error.
5.1.3. Fichera cube. In this subsection we analyze the method on the Fichera cube
Ω = (−1, 1)3\[−1, 0]3. The solution on this domain has corner and edge singularities
and can serve as a difficult test case. The boundary conditions and the source term
in (1) are chosen such that the exact solution is E = grad(r2/3 sin( 23φ)) in spherical
coordinates, with r =
√
x2 + y2 + z2, φ = arccos
r
z
. It is clear that E does not
belong to [H1(Ω)]3.
The error distribution diagram is given in Figure 8. The large errors correspond
to those elements which are close to the Fichera corner, located in the point (0, 0, 0);
see Figure 9. The plot of the global error estimate is given in Figure 10. As in the
previous test cases, we observe a good agreement between the implicit error estima-
tor and the exact errors, both in the error distribution and in the numerical values.
The implicit error estimation is clearly capable of providing a rather accurate error
estimate for a range of smooth and non-smooth flows, but even more important
for an adaptation algorithm, it gives a clear indication of those regions where the
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error is large. The numerical results also show that the implicit error estimates are
always bounded by the true error, which was proven in Theorem 3.
−1 −0.5
0 0.5
1
−1
0
1
−1
−0.5
0
0.5
1
2
⋅
7
⋅
4
⋅
9
⋅
5
⋅
 
14
⋅
1
⋅
6
⋅
12
⋅
17
⋅
3
⋅
8
⋅
Figure 6. Location of some of the elements where the implicit
error estimation was conducted (singular test case, Section 5.1.2)
on a mesh with h = 18 .
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Figure 7. The global error estimate and the exact global error in
the H(curl) norm for the singular test case (Section 5.1.2).
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Figure 8. Error distribution in the H(curl) norm on the Fichera cube.
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where the implicit error estimation was conducted on a mesh with
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Figure 10. The global error estimate and the exact global error
in the H(curl) norm on the Fichera cube.
5.2. Comparisons with some existing schemes. In [6] Beck, Hiptmair et al.
consider the following elliptic boundary value problem:
curl (χcurl E) + βE = Jk in Ω,(63)
E × ν = 0 on ∂Ω,
where χ and β are given positive functions on Ω.
We apply our implicit error estimator to (63) and compare the results with those
given in [6] and [7].
For comparison purposes we consider the first example given in [6] and [7] on
the domain Ω = (0, 1)3.
In this example the parameter χ is set to one and different values of β are
taken into account. The exact solution is rather smooth and is given by E =
(0, 0, sin(πx)). Roughly speaking, the system (63) reduces to (1) if we choose β =
−k2 and no other changes are necessary to the algorithm discussed for (1). Note
that the bilinear form for this problem is coercive, contrary to the bilinear form (5)
discussed in this paper which is indefinite.
For the finite element solution in the first example in [6] the authors start with
a coarse grid (level 0) consisting of 6 tetrahedrons, which is refined uniformly up to
five levels. In [6] an adaptive strategy has also been presented for other test cases;
see Experiments 6-8 therein. In [7] a hierarchical type (implicit) error estimator is
applied using preconditioning for solving the global problems for the error.
We make comparisons in terms of the effectivity index εh :=
δh
δ
, which gives the
ratio between the estimated and the true global error, where δ and δh are given by
(59). This quantity merely reflects the quality of the global estimate, while we are
mainly interested in local error estimates. The comparison table of the effectivity
of the estimators given in [6], [7] and the implicit error estimator developed in
this paper are listed in Table 1. In comparison to the results given in [6] and [7]
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Table 1. Comparison of the effectivity indices.
β
Level 0 1 2 3 4 5
10−4 4.05 8.05 8.18 8.24 8.27 8.29
10−2 4.05 8.05 8.17 8.23 8.27 8.29
1 3.01 7.64 7.78 7.84 7.87 7.89
102 2.29 4.27 4.70 4.95 5.20 5.26
104 2.33 4.23 4.66 4.86 4.95 5.00
Effectivity index εh for the error estimator given in [6].
β
Level 0 1 2 3 4 5
10−4 0.55 0.82 0.92 0.96 0.98 0.99
10−2 0.55 0.82 0.92 0.96 0.98 0.99
1 0.56 0.83 0.92 0.95 0.97 0.98
102 0.71 0.87 0.92 0.91 0.90 0.90
104 0.72 0.88 0.93 0.94 0.94 0.93
Effectivity index εh for the Gauss-Seidel-based hierarchical error estimator given in [7].
β
h 1
4
1
8
1
16
1
32
1
64
10−4 0.67 0.67 0.67 0.67 0.67
10−2 0.67 0.67 0.67 0.67 0.67
1 0.67 0.67 0.67 0.67 0.67
102 0.63 0.65 0.67 0.67 0.67
104 0.44 0.37 0.40 0.53 0.63
Effectivity index εh for the implicit error estimator given by (11).
the estimates obtained with the implicit error estimator given by (11) are nearly
insensitive to the value of β.
The above index is not capable of indicating the correlation between the dis-
tribution of the estimated and the exact error, which influences the effectivity of
an adaptive technique. Therefore, we investigate a second quantity used for the
comparison, the so-called “fraction of incorrect decisions”, denoted by µ(1). This
measures how much the refinement controlled by the estimator differs from the re-
finement based upon an “ideal” estimator. The indicator µ(1) is defined using the
following sets:
The set of elements marked for refinement by the error estimator are defined as
Aˆ :=
{
K ∈ Th : δˆ2K > σ
δ2h
nK
}
,
where σ = 0.95 and nK denotes the number of elements in the tessellation Th, and
where the set of elements that should have been marked
A :=
{
K ∈ Th : δ2K > σ
δ2
nK
}
.
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Table 2. Comparison of the “incorrect decisions”.
β
Level 0 1 2 3 4 5
10−4 0.33 0.17 0.12 0.1 0.1 0.085
10−2 0.33 0.17 0.12 0.1 0.1 0.086
1 0.33 0.25 0.18 0.14 0.13 0.13
102 0 0.42 0.088 0.14 0.15 0.16
104 0 0.44 0.11 0.15 0.16 0.16
Fraction of incorrect decisions µ(1) for the error estimator given in [6].
β
h 1
4
1
8
1
16
1
32
1
64
10−4 0 0 0 0 0
10−2 0 0 0 0 0
1 0 0 0 0 0
102 0 0 0 0 0
104 0.25 0.31 0.07 0.00 0.03
Fraction of incorrect decisions µ(1) for the implicit error estimator given by (11).
Then the indicator µ(1) is defined as
(64) µ(1) :=
1
nK
#
{
(A ∩ Aˆc) ∪ (Ac ∩ Aˆ)
}
,
where for any set S ⊂ Th the compliment with respect to Th is denoted by Sc.
In [6] satisfactory performance of the estimator means that µ(1) stays bounded
below 1 as refinement proceeds. The results are given in Table 2. For the implicit
estimator this parameter is close to 0, which shows a much better performance
than that given in [6]. In other words it means that the implicit error estimator
developed in this paper is able to find almost all elements which need refinement.
The error indicator from [6] gives between 8.5% and 16% error (µ(1) · 100%) on the
finest mesh; see Table 2.
6. Conclusions and further works
In this paper we have developed and analyzed an implicit a posteriori error
estimation technique for the time harmonic Maxwell equations. The algorithm is
well suited both for cases where the bilinear form is coercive and for the more
complicated indefinite case. A nice feature of the implicit error estimator is that
no unknown constants appear. The algorithm is tested on a number of increasingly
complicated test cases and the results show that it gives an accurate prediction
of the error distribution and the local and global error. Also, in comparison with
other a posteriori error estimation techniques [6, 23], for all considered tests it gives
a sharper estimate of the error and its distribution.
In future work we will apply the implicit a posteriori error estimator in an adap-
tive algorithm and also consider different types of elements including the effect of
mesh deformation on hexahedral elements.
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Appendix A.
For the proof of Lemma 8 we recall some notations and results from linear
algebra.
If the symmetric matrix A is positive semidefinite, we shortly write it as A ≥ 0,
while A > 0 is used for positive definite symmetric matrices. We use the fact
that the maximal eigenvalue λA,max of a symmetric matrix A ∈ Rn×n can be
characterized as
(65) λA,max = max
u∈Rn
|u|=1
(Au,u)
and similarly, for the minimal eigenvalue λA,min of A
(66) λA,min = min
u∈Rn
|u|=1
(Au,u),
where (·, ·) yields the standard scalar product in Rn. We will also use the notation
λ+A,min > 0 for the minimal non-zero eigenvalue of a positive semidefinite matrix A.
For the proof of Lemma 8 we need the following linear algebraic estimate.
Lemma 12. Assume that k ∈ R and the symmetric matrices A ≥ 0, B > 0 in Rn×n
are given such that ker A is an invariant space of B. Then, there are constants
c, h0 ∈ R+ such that for any h with 0 < h < h0 and any u ∈ Rn there is a v ∈ Rn
such that
(67) |(( 1
h2
A− k2B)u,v)|2 ≥ c(( 1
h2
A + B)u,u)((
1
h2
A + B)v,v).
Proof. In the proof we assume that k ≥ 1. The remaining case can be handled in
the same way; we have only to consider k2B instead of B.
According to the assumptions every u ∈ Rn can be decomposed as u = u1 +u2,
where u1 ∈ ker A and u2⊥ ker A. Note that according to the assumptions, Bu1 ∈
ker A and therefore, (Bu1,v2) = 0 for all v2⊥ ker A.
We distinguish two cases:
Case 1. u1 = 0. Then we can choose v = u = u2 and h0 such that
(68) k2λB,max ≤ 12h20
λ+A,min.
In this way, the characterizations in (65) and (66) imply that for any 0 < h < h0
the eigenvalues of the matrix 1h2 A− k2B will be positive and their minimum is at
least 12h0 λ
+
A,min. With these the left hand side of (67) can be estimated as
|(( 1
h2
A− k2B)u2,u2)|2 ≥ ( 12h20
λ+A,min|u2|2)2.
The scalar products on the right hand side of (67) can also be estimated (using
(68)) as follows:
((
1
h2
A + B)u,u)((
1
h2
A + B)v,v) = ((
1
h2
A + B)u2,u2)((
1
h2
A + B)u2,u2)
≤ ( 2
h20
λA,max|u2|2)2.
Therefore, the choice c =
(
1
4
λ+A,min
λA,max
)2
is appropriate in the first case.
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Case 2. u1 	= 0. We now choose v = u1 −u2. The left hand side of (67) can be
then rewritten as
(69)
|(( 1
h2
A− k2B)u,v)|2
= |(( 1
h2
A− k2B)(u1 + u2),u1 − u2)|2
= |(( 1
h2
A− k2B)u1,u1)− (( 1
h2
A− k2B)u2,u2)|2
= | − k2(Bu1,u1)− (( 1
h2
A− k2B)u2,u2)|2
= k4|(Bu1,u1)|2 + 2k2(Bu1,u1)(( 1
h2
A− k2B)u2,u2)
+ |(( 1
h2
A− k2B)u2,u2)|2.
The right hand side of (67) can be simplified according to the following equality:
(70)
((
1
h2
A + B)u,u)((
1
h2
A + B)v,v)
= ((
1
h2
A + B)(u1 + u2),u1 + u2)((
1
h2
A + B)(u1 − u2),u1 − u2)
= ((Bu1,u1) + ((
1
h2
A + B)u2,u2))2
= |(Bu1,u1)|2 + 2(Bu1,u1)(( 1
h2
A + B)u2,u2) + |(( 1
h2
A + B)u2,u2)|2.
Comparing (69) and (70), using the fact that k ≥ 1, the positive definiteness of B
and choosing c = 12 , then a sufficient condition for the inequality to hold is that we
need an h0 such that for any h with 0 < h < h0 and for all Rn  u2⊥ ker A the
following inequality holds:
((
1
h2
A− k2B)u2,u2) ≥ 12((
1
h2
A + B)u2,u2).
In fact we need that the matrix 12h2 A−(k2+ 12 )B is positive semidefinite. According
to Case 1 this holds whenever h0 is chosen according to the inequality
(71) (k2 +
1
2
)λB,max ≤ 12h20
λ+A,min.
Comparing the estimates in (68) and (71) gives that the choice
(72) h20 ≤
1
2k2 + 1
λ+A,min
λB,max
is sufficient in both cases. 
Using this result we can prove Lemma 8.
Proof of Lemma 8. Using the notations introduced in Section 4.2 and a simple
change of variables we obtain that the mass matrix on a cube K with edge length
h can be written as
B1,K =
1
h
B1,curl − k2hB1,0
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and accordingly, for u =
∑n
i=1 uiφi ∈ Vh and v =
∑n
i=1 viφi ∈ Vh
(73) BK(u,v) = ((
1
h
B1,curl − k2hB1,0)(u1, u2, . . . , un)T , (v1, v2, . . . , vn)T ).
In the same way,
(74) ‖u‖2curl,K = ((
1
h
B1,curl + hB1,0)(u1, u2, . . . , un)T , (u1, u2, . . . , un)T ).
Substituting (73) and (74) into the desired inequality (40) we have to find positive
constants h0 and a C0 > 0 such that for any 0 < h < h0 and any u ∈ Rn there is a
v ∈ Rn such that
(75)
C0((
1
h
B1,curl − k2hB1,0)u,v)2 ≥ (( 1
h
B1,curl + hB1,0)u,u)((
1
h
B1,curl + hB1,0)v,v).
Dividing both sides with h2, we can apply Lemma 12 with A = B1,curl and B = B1,0.
For this, we have to check that the conditions in Lemma 12 hold.
A lenghty computation gives that
B1,curl =
1
1080
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
8 4 −1 1 −1 1 2 0 0
4 8 1 −1 1 −1 2 0 0
−1 1 8 4 −1 1 0 2 0
1 −1 4 8 1 −1 0 2 0
−1 1 −1 1 8 4 0 0 2
1 −1 1 −1 4 8 0 0 2
2 2 0 0 0 0 4/5 0 0
0 0 2 2 0 0 0 4/5 0
0 0 0 0 2 2 0 0 4/5
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
B1,0 =
1
1080
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2/5 1/5 0 0 0 0 1/10 0 0
1/5 2/5 0 0 0 0 1/10 0 0
0 0 2/5 1/5 0 0 0 1/10 0
0 0 1/5 2/5 0 0 0 1/10 0
0 0 0 0 2/5 1/5 0 0 1/10
0 0 0 0 1/5 2/5 0 0 1/10
1/10 1/10 0 0 0 0 1/25 0 0
0 0 1/10 1/10 0 0 0 1/25 0
0 0 0 0 1/10 1/10 0 0 1/25
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
By definition, for any vector u = (u1, u2, . . . , un) ∈ Rn
(76)
(B1,curlu,u) = (curl
9∑
i=1
uiφ
0
i , curl
9∑
i=1
uiφ
0
i )[L2(Kˆ)]3 = ‖curl
9∑
i=1
uiφ
0
i ‖2[L2(Kˆ)]3 ,
where the basis {φ0i }9i=1 is defined in (3.2.2). Similarly,
(B1,0u,u) = (
9∑
i=1
uiφ
0
i ,
9∑
i=1
uiφ
0
i )[L2(Kˆ)]3 = ‖
9∑
i=1
uiφ
0
i ‖2[L2(Kˆ)]3 ,
which show that B1,curl ≥ 0 and B1,0 > 0. Moreover (76) gives that for any
non-zero vector u ∈ Rn the condition (B1,curlu,u) = 0 can only be fulfilled if
curl
∑9
i=1 uiφ
0
i = 0.
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In order to determine such a linear combination, observe that an arbitrary ele-
ment Φˆ in the finite dimensional bubble function space Vˆ given in (3.2.2) can be
written as
Φˆ(ξ, η, ζ) =
⎛
⎝(a1ξ2 + b1ξ + c1)η(1− η)ζ(1− ζ)ξ(1− ξ)(a2η2 + b2η + c2)ζ(1− ζ)
ξ(1− ξ)η(1− η)(a3ζ2 + b3ζ + c3)
⎞
⎠
and accordingly,
curl Φˆ(ξ, η, ζ)
=
⎛
⎝ξ(1− ξ)(1− 2η)(a3ζ2 + b3ζ + c3)− ξ(1− ξ)(a2η2 + b2η + c2)(1− 2ζ)(a1ξ2 + b1ξ + c1)η(1− η)(1− 2ζ)− (1− 2ξ)η(1− η)(a3ζ2 + b3ζ + c3)
(1− 2ξ)(a2η2 + b2η + c2)ζ(1− ζ)− (a1ξ2 + b1ξ + c1)(1− 2η)ζ(1− ζ)
⎞
⎠ .
This can be zero on Kˆ if the following equalities hold:
(1− 2η)(a3ζ2 + b3ζ + c3) = (a2η2 + b2η + c2)(1− 2ζ),
(a1ξ2 + b1ξ + c1)(1− 2ζ) = (1− 2ξ)(a3ζ2 + b3ζ + c3),
(1− 2ξ)(a2η2 + b2η + c2) = (a1ξ2 + b1ξ + c1)(1− 2η).
Here using the first equation we obtain that
a2 = a3 = 0,
b2
c2
=
b3
c3
= −2, b2 = b3, c2 = c3
or, alternatively, a2 = a3 = b2 = c2 = b3 = c3 = 0. Similarly, the second one gives
that
a3 = a1 = 0,
b3
c3
=
b1
c1
= −2, b3 = b1, c3 = c1
or, alternatively, a1 = a3 = b3 = c3 = b1 = c1 = 0. The third equation is trivially
satisfied with these coefficients. We may assume that c1 = 1 and in this way,
c1 = c2 = c3 = 1 and b1 = b2 = b3 = −2. This gives the eigenfunction
(77) (ξ, η, ζ)→
⎛
⎝(1− 2ξ)η(1− η)ζ(1− ζ)ξ(1− ξ)(1− 2η)ζ(1− ζ)
ξ(1− ξ)η(1− η)(1− 2ζ)
⎞
⎠
which is a linear combination
∑9
i=1 uiΦ
0
i , with u = (1,−1, 1,−1, 1,−1, 0, 0, 0)T .
This gives that ker B1,curl = span (1,−1, 1,−1, 1,−1, 0, 0, 0), which is an invariant
space of B1,0 since B1,0(ker B1,curl) = ker B1,curl. In this way, the conditions in
Lemma 12 are fullfilled for A = B1,curl and B = B1,0, which gives the statement in
Lemma 8. 
Proof of Lemma 9. Symbolic calculations give that λ+B1,curl,min =
4
675 −
√
246
2700 and
λB1,0,max =
1
3375 +
√
246
54000 .
Using the above numerical results and substituting them into (72) we obtain the
statement of Lemma 9. 
Remarks. 1. In the proof of Lemma 8 we determined that the kernel of the curl
operator in the bubble function space is the one dimensional subspace generated by
the function in (77). This coincides with the subspace of the bubble function space
which consists of discrete gradients, namely (77) is the gradient of the function
given by
(ξ, η, ζ)→ (ξ(1− ξ), η(1− η), ζ(1− ζ)).
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2. The reason why we did not include k into the matrix B in Lemma 12 is that
we wanted to demonstrate the dependence of the mesh size parameter h0 on k.
3. An easy calculation gives that for K = (0, h)3 the condition number of B1,K is
proportional to h−2. However, this does not harm the solution of the local problem
due to Lemma 8.
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