This paper is as much about a certain modelling methodology, as it is about the constructive definition of future population states from a description of individual behaviour and an initial population state. The key idea is to build a nonlinear model in two steps, by explicitly introducing the environmental condition via the requirement that individuals are independent from one another (and hence equations are linear) when this condition is given (prescribed) as a function of time.
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An introductory example: a model involving cannibalistic behaviour
Consider a population of, say, fish and assume that the behaviour of individuals (notably reproduction, survival, food consumption) depends on their size x. Let birth size be fixed at x b and let growth be deterministic with a rate g that depends on size x and the x-specific energy intake rate. Likewise, reproduction is described by specifying how the rate β of producing offspring depends on size x and the x-specific energy intake rate. Assuming that predation is the only cause of death, we describe survival in terms of a death rate µ, which we call the x-specific predation pressure.
Next we have to describe how energy intake rate and predation pressure are themselves determined. For the purpose of exposition we assume that, apart from effects due to cannibalism, both food concentration and predation pressure are constant in time. In other words, cannibalism is the only feedback loop by which the individuals influence the environmental conditions of each other.
If we neglect the effects of handling times, satiation etc., we can describe the predation process in terms of attack rates and concentrations (the rate of eating being by definition the product, in this simple case of a linear functional response). Assume that individuals of size x have access to a food source with concentration Z(x), which they attack at rate C(x) and which has energetic value E(x). Moreover, they attack conspecifics of size y with rate c(x, y) and these have energetic value e(y). Let m t be the measure describing the population size and composition at time t (so m t (ω) is the number (or rather spatial concentration) of individuals with size in ω at time t). Then the energy intake rate of an individual of size x is given by I 1 (t, x) = F 1 (O 1 (t, x), x) = E(x)C(x)Z(x) + O 1 (t, x) (1.1)
e(y)c(x, y)m t (dy) (1.2) while the predation pressure exerted on individuals of size x is given by I 2 (t, x) = F 2 (O 2 (t, x), x) = σ(x) + O 2 (t, x) (1.3)
c(y, x)m t (dy) ( 1.4) where σ denotes the x-specific non-cannibalistic predation pressure.
Once we now also specify g and β, we obtain a nonlinear structured population model, all interactions being due to cannibalism. We want to show constructively that one can associate in a meaningful way a dynamical system with such a model description. In other words, we want a construction that for given m 0 yields m t , at least for t sufficiently small, and then we want to establish uniqueness in order to conclude that m t qualifies as the population state (p-state) at time t.
To do so, we first cut the feedback loop and then re-establish it as a fixed point equation. More precisely, we pretend that the energy intake rate I 1 (t, x) and the predation pressure I 2 (t, x) are known functions. In this manner we obtain a non-autonomous (i.e., time dependent) but linear model to which we can apply the constructive procedure of Part I , culminating in solution operators that assign to a p-state m 0 the p-state m t for t > 0 in a welldefined and unique manner. If we insert now these p-states in the formulas (1.2) and (1.4) we obtain a (nonlinear) input-output map. The biology expressed in (1.1) and (1.3) then requires that I = F (O) which, since O depends on I, is a fixed point problem. Our aim in this paper is to show that for large classes of models one can derive Lipschitz estimates, apply the contraction mapping theorem to the fixed point problem to obtain a unique solution for any given initial p-state, and then use the fixed point to define a nonlinear autonomous dynamical system.
It is enticing to restrict the generality of c by putting c(x, y) = ψ(x)φ(y), (1.5)
where ψ describes the degree of cannibalistic activity and φ the vulnerability to cannibalistic predation and where we have in mind that the support of φ is strictly to the left of the support of ψ (so big ones eat small ones but the precise size of potential predator and potential victim do influence what happens upon encounter in an independent manner; this is an example of making a model less parameter rich). The advantage is that we may now define outputs
e(y)φ(y)m t (dy) (1.6) andÕ 2 (t) = [x b ,∞) ψ(y)m t (dy), (1.7)
which are only functions of time, and analyse how these depend on input when we take as the x-specific energy intake rate I 1 (t, x) = E(x)C(x)Z(x) + ψ(x)Õ 1 (t) (1.8)
and the x-specific predation pressure I 2 (t, x) = σ(x) + φ(x)Õ 2 (t).
(1.9) However, to actually take advantage of this we must adapt the notion of input. We do so by noting that the x-specific energy intake rate is of the form E(x)C(x)Z(x) + ψ(x)Ĩ 1 (t) (1.10) and the x-specific predation pressure of the form σ(x) + φ(x)Ĩ 2 (t) (1.11) and by now callingĨ 1 andĨ 2 the input. In this setting the feedback becomes simply the identity. We say that the environmental interaction variables are two-dimensional and we formulate the fixed point problem for R 2 -valued functions of time. Although the framework we develop is of a more general nature, the class of examples we have in mind so far involves only R k -valued functions of time and we postpone a thorough analysis of inputs which are general functions of both t and x to some later time.
To reduce the parameter richness even further, we may choose
for some given x A . This expresses that individuals become cannibalistic upon reaching size x A (here A stands for "adult") and that there is no variation in the degree of cannibalistic tendency. The price we pay for such an "idealized" description is that individual behaviour changes abruptly as a function of individual state (i-state) x. When analysing the input-output-input map such a discontinuity needs special attention and in particular we need to make sure that the state of individuals always crosses the discontinuity transversally (in the present case of one dimensional i-state space this just means "with positive speed", but when the i-state space is higher dimensional the requirement is more easily interpreted as transversality ). In section 8 we return to this point. The classical Holling time scale argument (see e.g. Metz and Diekmann (1986) and the references given therein) yields a saturating functional response reflecting a limited time budget and the effect of handling time. In the present situation involving size structure, we need to introduce a third interaction variable
h(x, y)c(x, y)m t (dy), (1.14)
where H and h are the respective handling times. The size-specific fraction of the time spent searching is then the inverse of I 3 (t, x). This fraction has to be incorporated in (1.1) and (1.3) as a multiplication factor, to account for the effect of handling time, thus letting us replace (1.1) and (1.4) by, respectively, 16) and thus introducing a dependence of the output on the instantaneous input while keeping the linearity of output in the p-state. We will show in Section 8 that a certain hierarchical structure makes the dependence of output on input rather harmless.
As a side-remark we mention that one can give another derivation of such expressions by invoking digestion as the limiting fast time scale process (Metz and Diekmann 1986 
Trait d'union
We hope these modelling considerations have provided our readers with enough motivation, as well as enough understanding of the underlying general model structure, to dive into an abstract setting. Our approach will be top down. We start abstract and general and even trivial, in the sense that we simply assume everything we need. We work our way downwards by deriving in each step sufficient conditions for the assumptions in the preceding step. These may come in various forms and so we develop a theory with pyramid structure. The hope is that in this manner we may in the future incorporate new and essentially different examples with minimal effort, changing only the arguments in one (or a few) step(s).
Some terminology, definitions and hypotheses
Our basic thought experiment is that we (i) pretend to know the state of the system at some initial time, which we take as the origin of the time axis;
(ii) pretend to know the input to the system for a length s of time;
(iii) determine the state of the system at time s.
Here an input is a function of time taking on values in a Banach space E. In the structured population context we call an element of E an "environmental condition" and the time argument of the input tells us at what time this condition is supposed to hold. An input I is defined on the interval [0, ℓ(I)) and we call ℓ(I) the length of the input I.
It turns out to be convenient to introduce the empty input denoted by / I. It is defined as an input of zero length: ℓ(/ I) = 0. According to the definition of an input, it is an E-valued function defined on the empty interval [0, 0) and thus it is nothing but the empty set. We have chosen the symbol / I which resembles the symbol ∅ for the empty set to remind us of this fact. The empty input / I should not be confused with the zero input 0, which is the function which has the constant value 0 ∈ E for all t in its interval of definition, which can have any length.
To inputs we can apply three basic operations, namely restriction, shift and concatenation. They are defined as follows:
Restriction ρ: For 0 ≤ s ≤ ℓ(I), ρ(s)I is the restriction of I to the subinterval [0, s), that is, (ρ(s)I)(t) = I(t) for 0 ≤ t < s.
Concatenation ⊙: The concatenation I 2 ⊙I 1 of I 1 and I 2 is defined on the interval [0, ℓ(I 1 ) + ℓ(I 2 )) by
We collect some useful elementary properties into the following lemma: Lemma 2.1 (i) ρ(0)I = / I for all inputs I;
(ii) ρ(ℓ(I))I = I for all inputs I;
There will be certain properties, like boundedness, measurability and integrability, that we require inputs to have. These properties should be such that they are preserved under restriction, shift and concatenation. Observe that, for instance, continuity is not preserved under concatenation. We also may want to identify inputs that differ only on sets of Lebesgue measure zero. As this identification commutes with the three basic operations, they extend to equivalence classes that are obtained by the identification.
To formalize the setting, we have to postulate certain properties of the spaces to which the inputs belong. Because the inputs may have arbitrary lengths we have to introduce a whole family {B s } s≥0 of spaces. Here and in the following hypothesis the parameter s should be interpreted as the length of an input.
Hypothesis 2.2
(a) B 0 = {/ I} and for a given but arbitrary s > 0, B s is a set of (equivalence classes of) functions defined on the interval [0, s) with values in E such that (b) For each s ≥ 0, B s is a Banach space with norm || · || (note that the norm depends on s but that we do not express this in the notation) such that
(1) for 0 < σ < s, ρ(σ) and θ(−σ) are bounded linear operators of norm one (the same is true for ρ(s) and θ(0), but ρ(0) and θ(−s) have norm zero),
In assertion (b3) above, the lengths of the zero inputs are of course assumed to be such that the sum makes sense, that is, such that both terms on the left hand side have the same length. It follows from (b2) and (b3) that
Despite a slight abuse of the symbol ρ, it seems natural to denote the input defined on [0, s) taking the constant value I ∈ E by ρ(s)I. With this convention assertion (a4) can be written as ρ(s)I ∈ B s .
We use B to denote s≥0 B s . Note that for I ∈ B we have ℓ(I) = s if and only if I ∈ B s . Moreover, it follows from Lemma 2.1 (viii) and (ix) that B is a monoid (that is, a semigroup with a unit element) under concatenation, with the empty input / I as unit.
In Hypotheses 2.2 (a) we formalized the requirement that certain technical constraints on the inputs are preserved under restriction, shift, and concatenation. But usually the biological interpretation also puts constraints on the inputs and in most cases these take the form of a condition on the range of the inputs. A typical example is when the interpretation requires the input to take on only nonnegative values. We shall therefore from now onassume that the inputs take on values in a subset Z of the Banach space E. Obviously this range condition is invariant under the three basic operations.
We denote the subset of B s consisting of functions with values in Z by B s (Z). Likewise we use B(Z) to denote s≥0 B s (Z).
Let Y be a set. The set Y figures as the state space of the dynamical system that we want to construct. We now formulate the assumption that for a given input we have a well-defined dynamical system. 
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In (2.2) id Y is the identity mapping on Y . Note that (2.3) can equivalently be stated as
Note that the information about how much we go forward in time is contained in the length of the input. Whenever there is a need to consider, for given I, the population states for times t with 0 ≤ t < ℓ(I), we do so by means of the restriction operator, that is, by considering T ρ(t)I y.
The name "semigroup" derives from the fact that (2.3) states that the map I → T I from B(Z) to the set of maps of Y into itself (which is a semigroup under composition) is a semigroup homomorphism. As a matter of fact it is even a monoid homomorphism as (2.2) says that the unit of B(Z) is mapped to id Y .
For constant inputs we obtain semigroups of maps of Y into Y parametrized by positive real numbers. Indeed, for I ∈ Z, define T (s) = T ρ(s)I . Then
(2.5)
Construction of a dynamical system (closing the feedback loop)
To define the output, we introduce a map H : Y → Z. In the setting of Hypothesis 2.3, let y ∈ Y and I ∈ B(Z) be given. The output is then the function
defined on [0, ℓ(I)) and with values in Z. We are here, for the sake of mathematical simplicity, thinking of a feedback map which is the identity, such that the distinction between the inputoutput-input map and the input-output map introduced in Definition 3.2 below becomes irrelevant. Relative to the formulation which corresponds most closely to the biological mechanism this may entail a mathematical transformation, as, e.g., the step from I(t, x) toĨ(t) in Section 1.
Hypothesis 3.1 The output defined by (3.1) is an element of B ℓ(I) (Z).
Next we introduce the map that transforms input into output, given the population state y.
Definition 3.2 For each y
By Hypothesis 3.1 P y maps B s (Z) into B s (Z) for each s ≥ 0. Moreover, P y commutes with ρ(σ) for all σ ≥ 0.
A shift in the input should be reflected in a corresponding shift in the output, provided the population state is updated accordingly. That this is indeed the case is shown in the following lemma.
Lemma 3.3 For all I ∈ B(Z) and all
2) reduces to the identity / I = / I. For 0 ≤ s < ℓ(I), 0 ≤ t < ℓ(I) − s the left hand side of (3.2) evaluated at t equals H T ρ(t+s)I y whereas the right hand side equals
It follows from Lemma 2.1 and the semigroup property of Hypothesis 2.3 that the two sides are indeed equal.
The distinction between input and output is, in our context, a mental construction and the two should in fact be identical. In other words, our task is to find a fixed point of the map P y for arbitrary y ∈ Y . At this level in our top down approach we state this as a hypothesis:
Hypothesis 3.4 For all y ∈ Y there exists an s(y) > 0 such that P y | Bs(Z) has a unique fixed point, to be called I y , for every s ≤ s(y).
Strictly speaking the fixed point not only depends on y but also on the s that we choose. However, the fixed point on a smaller interval is simply the restriction of the fixed point on a larger interval (because of uniqueness and the fact that the restriction map commutes with P y ) and therefore we may safely suppress s in the composite symbol denoting the fixed point.
Lemma 3.5 For all
Proof. One has θ(−s)I y = θ(−s)P y (I y ) = P T ρ(s)Iy y (θ(−s)I y ) by Lemma 3.3. So θ(−s)I y is a fixed point of P T ρ(s)Iy y and by uniqueness it must therefore be equal to I T ρ(s)Iy y . Definition 3.6 For t ≥ 0 we put
whenever the right hand side is defined.
Note that it follows from (3.3) that
Theorem 3.7 Let y ∈ Y . Then s < s(y), t < s(S(s, y)) implies t + s < s(y) and
Proof.
Theorem 3.7 together with the identity (3.4) says that S is a semiflow. Usually one requires that a semiflow is continuous both with respect to time and initial state.
Whenever we verify Hypothesis 3.4 we say that we have solved a nonlinear problem, meaning, of course, that we can combine T I and I y into a semiflow via (3.3)
Kernels and convolutions
As in Part I we consider individual states as elements of a measurable space Ω with a countably generated σ-algebra Σ. Our use of the word "kernel" is somewhat different from that of Part I. Here a kernel k is a map from Ω × Σ into R which is bounded and measurable with respect to the first variable and countably additive with respect to the second variable. (So for fixed ω ∈ Σ the function x → k(x, ω) is bounded and measurable, while for fixed x ∈ Ω the map ω → k(x, ω) defines a finite signed measure on Ω). We call a kernel positive if it assumes non-negative values only.
The product k 1 × k 2 of two kernels k 1 and k 2 is the kernel defined by
Likewise we define the product f × k of a bounded measurable function f : Ω → Z and a kernel k as the function
The product of a kernel k and a measure µ is defined analogously as the measure
Finally we agree that the product f × µ of a function and a measure is
The ×-product is associative in the following sense: If in the case of three objects f, k and µ, say, both the products (f × k) × µ and f × (k × µ) are well-defined, then they are equal. In this case we leave out the parentheses and write simply f × k × µ.
We shall use inputs I ∈ B to parametrize kernels and functions. For two parametrized families k 1 I and k 2 I of kernels we define their convolution product
whenever the integral exists. In particular, this is the case if σ → k
is bounded, uniformly in ξ and ω, and measurable, while σ → k 2 ρ(σ)I (x, ω) is of bounded variation uniformly in x and ω.
The convolution product of a parametrized family f I of functions and a parametrized family k I of kernels is defined analogously:
Note that the convolution of two parametrized families of kernels is again a parametrized family of kernels, while the convolution of a family of functions and kernels yields a family of functions. When deriving Lipschitz estimates for the input-output map P y , we need sup-norm estimates for convolution products. To prepare the way, first note that
where | · | E denotes the norm in the Banach space E, |k|(x, ·) denotes the total variation measure of k(x, ·) and accordingly |k|(x, Ω) is the total variation of k(x, ·). We also need the total variation of a real valued function φ defined on an interval [0, s). This will be denoted by V (φ). As the length of the interval will always be clear from the context it need not be included in the symbol. We now lift the inequality (4.7) to the convolution product. The rationale for the introduction of the subset Ω b of Ω will be explained in the next section.
Lemma 4.1 Let f I and k I be parametrized families of functions and kernels, respectively. If
and hence, by (4.7)
From here the inequality (4.8) follows directly.
Linear structured population models with input
When modelling structured populations one starts by describing individual behaviour. A first task of the mathematician is then to show that this description leads to a well-defined dynamical system at the population level, that is, a dynamical system that for any given initial population state gives the population state for future instants of time. Usually individual behaviour is described in terms of rates of development, death and reproduction. In we argued at length that a certain pre-processing of such basic ingredients, leading to composite ingredients at a somewhat higher level of aggregation, has conceptual and technical advantages. In this section we take this pre-processing step for granted, but in Section 8 we return to this point.
Let Ω be a measurable space with a countably generated σ-algebra Σ. Individuals are characterized by their i-state, which is represented by an element x of Ω. Ω is therefore called the i-state space. The two ingredients of a linear structured population model with input are two parametrized families u I and Λ I of kernels which have the following interpretations:
• u I (x, ω) is the probability that, given the input I, an individual which has i-state x ∈ Ω at a certain time, is still alive ℓ(I) time units later and then has i-state in ω ∈ Σ.
• Λ I (x, ω) is the expected number of offspring, with state-at-birth in ω ∈ Σ, produced by an individual, with i-state x ∈ Ω at a certain time, within the time interval of length ℓ(I) following that time, given the input I.
The interpretation of the ingredients u I and Λ I requires that certain consistency relations and monotonicity conditions hold. We collect these into the following assumption: Assumption 5.1 (i) u I and Λ I are parameterized families of positive kernels.
(ii) For every I 1 and I 2 in B(Z) one has
(iii) For every I 1 and I 2 in B(Z) one has
(v) For any x ∈ Ω, ω ∈ Σ, I ∈ B the function σ → u ρ(σ)I (x, Ω) is non-increasing and
Relation (ii) is nothing but the Chapman-Kolmogorov equation, while relation (iii) is a similar consistency relation tying reproduction, survival and individual development together (see Diekmann et al. 1998 for more motivation). Sometimes we require in addition to (v) that
uniformly for x ∈ Ω or the somewhat stronger condition of a uniformly bounded life expectancy: There exists an M < ∞ such that
for every x ∈ Ω and every I ∈ B(Z). The limit in (5.1) is of the general type lim ℓ(I)→∞ f I = g, which in an arbitrary metric space is defined by
The population state (p-state) is by definition the distribution of i-states and can therefore be represented by a measure m on the i-state space Ω. A natural choice for the p-state space is therefore a closed subcone Y of M + (Ω), the cone of all (finite) positive measures on Ω. The dynamical system T I describing the dynamics at the population level should therefore be such that given the initial p-state m 0 and the input I, T I m 0 is the p-state at time ℓ(I). The population at time ℓ(I) consists of those individuals present in the initial population that are still alive and all living descendants of the initial population. Suppose that we have somehow been able to construct a measure u c I (x, ·) on Ω with the interpretation that u c I (x, ω) is u I (x, ω) plus the expected number of descendants (i.e. children, grand-children, great grand-children, etc) of an individual initially of i-state x, which are still alive and have i-state in ω, ℓ(I) time units later. Here the superscript c refers to "clan". Summing up over all individuals present initially we obtain the composition of the population at time ℓ(I) as follows:
Suppose furthermore that we have constructed Λ c I with the same interpretation as Λ I , but now referring to the whole clan. Because every member of the clan is either a child of the ancestor or a child of a member of the clan, or alternatively, either a child of the ancestor or a member of the clan of a child of the ancestor, we obtain the following consistency relation:
We now notice that we only have to construct Λ c I because once this has been done, the verbal description of u c I can be formalized as
The general linear structured population problem with input can now be formulated as follows:
Linear structured population problem with input. Given the ingredients u I and Λ I , construct Λ c I such that (5.4) holds for every I ∈ B(Z) and show that the family {T I } I∈B(Z) of linear operators on (the span of) Y defined by (5.3) and (5.5) is a semigroup.
The state-at-birth is really a state, that is, it summarizes all information that is relevant for predicting the future. Hence the expected number of grand-children is obtained as the convolution product of Λ I with itself, the expected number of great-grand-children as the threefold convolution product of Λ I with itself, etc.. The clan is obtained by summing up over all generations:
In (5.6) Λ 1 * I = Λ I and Λ k * I = Λ (k−1) * * Λ I for k ≥ 2. The positivity of the family Λ I guarantees that (5.6) has a meaning in any case, but additional conditions on Λ I (e.g. a reproduction delay preventing newborns to give birth) guarantee that the sum converges to something finite . Another important feature that often simplifies the analysis is that Λ I may be concentrated on a set Ω b ⊂ Ω which may be considerably smaller that Ω itself (indeed, Ω b may consist of just one point: Ω b = {x b } as in the introductory example of Section 1). We formalize these ideas in the following definition (cf. Diekmann et al. 1998 , Definitions 2.5 and 2.7).
Definition 5.2
(i) A set Ω b ∈ Σ is called a set representing the birth states if the measure Λ I (x, ·) is concentrated on Ω b for all x ∈ Ω and all I ∈ B(Z).
(ii) x ∈ Ω is called a state with reproduction delay at least ε if Λ I (x, Ω) = 0 for all I ∈ B s (Z) with s < ε.
Obviously we would like to choose Ω b as small as possible. But as we already pointed out in there is, in general, no unique way of achieving this goal. To see this, notice that if Ω b is a set representing the birth states one can remove from Ω b any set ω such that Λ I (x, ω) = 0 for all x ∈ Ω and all I ∈ B(Z) without destroying property (i) of Definition 5.2. But one can certainly not remove an uncountable union of such sets. If Ω has a natural topology, then one can use the idea of support of a measure and define Ω b to be the smallest closed set such that Λ I (x, ¬Ω b ) = 0 for all x ∈ Ω and all I ∈ B(Z) (here ¬ denotes the complement of a set).
The interpretation of u ), where we also showed that Λ c I is the (unique) resolvent of Λ I . We collect these facts into a proposition: 
Nonlinear structured population models
In the previous section we showed that under Assumption 5.1 the model ingredients u I and Λ I uniquely determine a linear semigroup {T I } I∈B(Z) on (the span of) the p-state space. In this section we shall formulate nonlinear population problems, where the input I is not given beforehand but fed back into the system from an output.
When the output is obtained by applying a linear map from the p-state space Y ⊂ M + (Ω) to Z we speak about a pure mass action problem. In this case we shall actually assume slightly more, viz. that the output map H : Y → Z is represented by
for some bounded and measurable γ : Ω → Z. So, in the pure mass action case the specification of the nonlinear problem requires only one new ingredient: γ. The ×-product allows us to give a nice representation of the input-output-input map P y :
We are now ready to formulate our first nonlinear structured population problem.
Pure mass action problem. Given the ingredients u I , Λ I and γ and the initial p-state m 0 ∈ Y , show that the input-output-input map P m 0 defined by (6.2) has a unique fixed point I m 0 in some space B s (Z). The dynamical system describing the time-evolution of the p-state is then given by
and we say that the problem has been solved.
Remark 6.1 Preferably there should be a uniform (in m 0 ) lower bound for s = s(m 0 ), since such a bound guarantees global existence. As the reasons for the existence of such a bound (and hence the techniques for deriving the bound) are quite problem specific, we do not deal with the issue in the current paper. Whenever a model is based on energy budget considerations (Kooijman 2000) we expect that global existence is guaranteed.
To solve the pure mass action problem one has to verify that P m 0 maps B s (Z) into B s (Z) and is, for s sufficiently (depending on m 0 ) small, a contraction mapping once B s (Z) is equipped with a suitable norm.
As we have seen in Section 1, time scale arguments applied to mass action model formulations may lead to more complicated outputs, which either can be represented by a nonlinear map H on Y or by a linear map on Y depending on the input itself. In such cases there seems to be (always, as far as we know) a hierarchical structure in the sense that Z = Z 1 × Z 2 × · · · × Z k and, in self explaining notation,
We call the resulting nonlinear structured population problem a generalized mass action problem. We shall concentrate on the case k = 2 and formulate our results in such a way that an induction argument settles the case of a general k. which take the form of a Lipschitz estimate with a constant that tends to zero as ℓ(I) ↓ 0.
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In our top down spirit we now start working downwards to derive sufficient conditions for the assumptions concerning P y to hold. We start by a lemma. 
for all I and J in B s (Z) and such that
for all x ∈ Ω. Then Hypothesis 3.4 is verified for Y = M + (Ω) and P defined by (6.2).
The idea of the proof of Lemma 7.1 is simple. Evidently (7.2) implies that
for all m 0 ∈ M + (Ω). Then, because by (6.2) and (6.4) one has
we can apply the contraction mapping principle and conclude that Hypothesis 3.4 is indeed satisfied.
In this section we shall provide assumptions on Λ I and o I , which together with (6.5) imply the estimate (7.1) and hence yield existence and uniqueness of solutions of the population problem.
So far the spaces B s (Z) and, in particular, the norm on them, have not been specified. But gradually we need to become more specific. In the remainder of this section the norm is either the L 1 -norm · 1 , in which case B s (Z) = {I ∈ L 1 ([0, s); E) : I(t) ∈ Z for almost all t} or the sup-norm · ∞ , in which case B s (Z) is either the space of bounded measurable functions on [0, s) with values in Z or the space of regulated functions with this domain and range (we define regulated functions as the uniform limits of step functions, see (Dieudonné 1969, p. 145) ). To understand why we restrict ourselves to these choices, recall that we need invariance under concatenation.
When deriving estimates below, the following lemma will come in helpful. We start by introducing some notation.
Let
When the argument I ∈ B(Z) of f is written as a subscript, the same convention is used for f . Thus, for instance, we write o c I . If f has a third argument, which is kept constant when taking the supremum in (7.5), then f gets an additional argument: for instance
Lemma 7.2 Let φ, h and K be functions defined on B(Z)
× Ω with values in R + and assume that φ(I, x) ≤ h(I, x) + φ(I)K(I, x) (7.6) and K(I) < 1.
Then, for ℓ(I) sufficiently small,
Proof. Replacing I by θ(−α)I in (7.6) and noting that φ(θ(−α)I) ≤ φ(I) we obtain
So taking the supremum over x ∈ Ω b and α ∈ [0, ℓ(I)) we find
which, under the assumption (7.7), implies
Inserting (7.9) into (7.6) we find (7.8).
Our first estimate gives a bound on o c I in terms of bounds on o I and Λ I .
Lemma 7.3
Assume that there are positive constants K 1 and K 2 and a nondecreasing function C 1 (s), with lim s↓0 C 1 (s) = 0, such that one has for all x ∈ Ω and all I ∈ B(Z)
Proof. If we take the E-norm of both sides of the convolution equation (6.5) we find by virtue of Lemma 4.1 the inequality (7.6) with
and so the conclusion of Lemma 7.2 yields the estimate
provided (7.7) is true. Note that (7.12) guarantees that (7.7) is true for ℓ(I) sufficiently small. Inserting the bounds (7.10), (7.11), and (7.12) into the estimate (7.14) we arrive at (7.13).
When estimating differences of outputs we are led to consider doubly parametrized families. For inputs I 1 and I 2 of equal length (i.e., ℓ(I 1 ) = ℓ(I 2 )) we define the Z × Z valued function I by I = (I 1 , I 2 ). We then define the convolution product as before; cf. (4.5) and (4.6). Starting from the two equations o
where o i I = o I i , etc., we arrive by subtraction and rearrangement at
satisfies a convolution equation with forcing function g I . We proceed by deriving an estimate for g I .
Lemma 7.4 One has
Proof. This is nothing but Lemma 4.1 applied to the particular situation.
Lemma 7.5 Assume (7.11) and (7.12). Provided C 1 (ℓ(I)) < 1, the estimate
holds.
Proof. Take the E-norm at both sides of (7.15) and note that this yields (7.6) with φ, h, and K replaced by, respectively, o c I 1
, |g I (x)| E , and Λ I 2 (x, Ω b ). As (7.18) is nothing but (7.8) written out for this choice of φ, h and K, we are done (Strictly speaking we cannot apply Lemma 7.2 as formulated, since in that lemma the I-argument is the same for all functions, whereas now it differs. However, it should be clear that exactly the same sequence of arguments can be applied to yield (7.18)).
It remains to combine the lemmas into a more informative statement. Proposition 7.6 Assume that there are positive constants K 1 and K 2 such that for all x ∈ Ω and all I ∈ B(Z)
Assume, furthermore, that there are nondecreasing (as functions of s) functions C 1 (s), C 2 (x, s) and C 3 (x, s) which tend to zero as s ↓ 0, in the case of index 2 and 3 uniformly for x ∈ Ω b (but not necessarily uniformly for x ∈ Ω) such that
for all x ∈ Ω and all I, J ∈ B(Z) of equal length ℓ = ℓ(I) = ℓ(J). Then
where C 2 (s) and C 4 (x, s) are nondecreasing in s and tend to zero for s ↓ 0 (in the case of C 4 pointwise for x ∈ Ω but uniformly for x ∈ Ω b ).
Proof. By Lemma 7.3 and Lemma 7.4 we have (7.25) where
If we insert (7.25) into (7.18) we obtain (7.24) with
As a straightforward corollary we obtain the following theorem.
Theorem 7.7 Let B s (Z) be equipped with the supremum norm. Under the assumptions of Proposition 7.6 the pure mass action problem has a unique solution.
Proof. It follows from the proposition that the inequality (7.1) holds, and this, as we have already shown, implies that the pure mass action problem has a unique solution.
The derivation of the appropriate estimate for the L 1 -norm proceeds along exactly the same lines. We start with the analogue of Lemma 7.3. Lemma 7.8 Assume that there are positive constants K 1 and K 2 and a nondecreasing function C 1 (s), with lim s↓0 C 1 (s) = 0, such that for all x ∈ Ω and all I ∈ B(Z)
and for all x ∈ Ω b and all I ∈ B(Z)
for all x ∈ Ω and all I ∈ B(Z) with C 1 (ℓ(I)) < 1.
Proof. Consider again the convolution equation (6.5), but now in the form
Taking the E-norm and integrating with respect to t over [0, ℓ(I)) we obtain the inequality (7.6) with
To see this, interchange the order of the two integrations in the convolution term. The inequality (7.29) is then obtained from (7.8) by using (7.26) -(7.28).
In completely the same manner we can prove the analogue of Lemma 7.5.
Lemma 7.9 Assume (7.27) and (7.28). Then for all I, J ∈ B(Z) of equal length ℓ = ℓ(I) = ℓ(J) with C 1 (ℓ) < 1 one has
Combining the lemmas 7.8 and 7.9 with Lemma 7.4 we obtain the following proposition and its more fundamental corollary. Proposition 7.10 Assume (7.26) -(7.28) as well as
and (7.23) for all I, J ∈ B(Z) of equal length ℓ. Then
where C 2 (s) and, for every x ∈ Ω, C 4 (x, s) are nondecreasing functions of s that tend to zero as s ↓ 0.
Theorem 7.11 Let B s (Z) be equipped with the L 1 -norm. Under the assumptions of Proposition 7.10 the pure mass action problem has a unique solution.
In conclusion of this section we shall present the arguments that prepare the way for an application of the contraction mapping principle in the case of the generalized mass action problem. Lemma 7.12 Let A 1 and A 2 be Banach spaces and let for all a = (a 1 , a 2 
for some positive constants λ and K. Here · is the l 1 -norm on A 1 × A 2 . Then
Proof. One has
Adding (7.34) and (7.35) one obtains (7.33).
Within our framework A i = B s (Z i ) and H is the output map, cf. (6.3). The λ then depends on s and tends to zero as s ↓ 0, while K stays bounded away from zero and infinity (so may be chosen independent of s). For s sufficiently small, 4λ 2 + 3λK < 1 and we can apply the contraction mapping theorem to H 2 . The conclusion is that H 2 has a unique fixed point, say a. But as H(a) is a fixed point of H 2 , too, uniqueness implies that actually a must be a fixed point of H itself.
In Lemma 7.12 we have chosen the l 1 -norm on the product space A 1 × A 2 , but, as all norms on R 2 are equivalent, any other choice would have done equally well. Of course the expression for the Lipschitz constant for H 2 in terms of λ and K depends on the choice, but in all cases this Lipschitz constant tends to zero as λ ↓ 0.
Estimating individual output
Let us assume that the interaction variable takes values in a finite dimensional space, say R k . Moreover, let us specialise to the situation where the i-state space Ω is a (connected) subset of R n for some n with piecewise smooth boundary. We now concentrate on deterministic development of individuals, which we call growth. We refer to (Diekmann et al. 1998, Section 8. 3) for an example involving random movement in Ω.
Let X I (x 0 ) denote the i-state of an individual at time ℓ(I), given that
• it had i-state x 0 at time zero,
• it experienced input I,
Similarly, let F I (x 0 ) denote the survival probability at time ℓ(I) of an individual which had i-state x 0 at time zero and experienced input I.
Concerning reproduction, let us assume that the state-at-birth has a distribution described by a probability measure m b (concentrated on a subset Ω b of Ω), irrespectively of the state of the mother at the moment of giving birth. The particular case of a fixed state-at-birth x b corresponds to the choice m b = δ x b . Let L I (x 0 )denote the expected number of offspring produced by an individual with i-state x 0 at time zero in the time interval [0, ℓ(I)) while experiencing input I.
The assumptions made above mean that the ingredients u I and Λ I take the forms
for x ∈ Ω and ω a measurable subset of Ω. As a consequence
where γ is the individual output function. We shall need the following hypotheses.
Hypothesis 8.1 There exists a constant K 2 and a nondecreasing function C 1 : R + → R + tending to 0 as s ↓ 0 such that for all I ∈ B(Z) and all x ∈ Ω one has
and for all I ∈ B(Z) and all x ∈ Ω b one has
Hypothesis 8.2 Let I and J be two inputs of equal lengths:
Hypothesis 8.1 expresses the natural requirement that no-one begets an infinite number of children and that newborns cannot get a positive number of offspring immediately upon birth. This latter requirement is of course automatically satisfied if every x ∈ Ω b is a state with positive reproduction delay (cf. Definition 5.2).
Hypothesis 8.2 contains natural Lipschitz-type conditions, which, as we show below, can easily be verified if individual behaviour is described in terms of rates satisfying corresponding Lipschitz estimates. Proof. According to Proposition 7.7 we have to verify that the inequalities (7.19) -(7.23) hold true. The estimate (7.19) holds because by (8.3) one has
It follows from (8.2), the fact that m b is a probability measure, and Hypothesis 8.1 that (7.20) and (7.21) hold. One has
which shows that (7.22) holds.
To prove (7.23), recall that for a function φ defined on an interval [a, b] the total variation V (φ) is defined as
where the supremum is taken over all partitions {a = t 0 , t 1 , . . . , t n−1 , t n = b} of [a, b] . One gets
from which it follows that (7.23) is satisfied.
The L 1 -case is proven in a completely analogous manner by verifying that the assumptions of Proposition 7.10 hold. The assumption of a uniformly bounded life-expectancy is needed to verify (7.26). Therefore we formulate the following hypothesis.
Hypothesis 8.4 There exists an
for every x ∈ Ω and every I ∈ B(Z).
We state the result in the L 1 -case without proof.
Theorem 8.5 Let B s (Z) be equipped with the L 1 -norm and let γ : Ω → Z be bounded and globally Lipschitz continuous. Then, , the pure mass action problem has a unique solution.
Hypothesis 8.2 is easily verified if growth, survival and reproduction are modelled by instantaneous rates depending on the i-state and the environmental condition and if these rates are, for instance, globally Lipschitz continuous in both their variables. So let g : Ω × Z → R + , µ : Ω × Z → R + , β : Ω × Z → R + be the growth, death and fecundity rate, respectively. This means that t → X ρ(t)I (x 0 ) is the unique solution of the initial value problem d dt x(t) = g(x(t), I(t)), (8.10) (8.12) and that 
for some finite constant K. Applying Gronwall's lemma to (8.14) one obtains
from which (8.6) follows immediately. Because |e −x − e −y | ≤ |x − y| for x ≥ 0, y ≥ 0, it follows from (8.12) and the global Lipschitz continuity of µ that
(8.15) (8.7) now follows from (8.6) and (8.15). Finally, using the fact that F I (x 0 ) ≤ 1 for all I, and the assumptions about β, one finds from (8.13) that (8.16) (8.8) follows from (8.6), (8.7), and (8.16).
As we have argued in Section 1, certain idealisations, which are made to keep the model parameter scarce, yield functions γ that have jumps (and so are only piecewise Lipschitz continuous). The aim of the remaining part of this section is to derive the estimate (7.31) for a simple prototype example of a γ with jumps.
Let us assume that the i-state space is one-dimensional, that is, Ω ⊂ R. We ignore the possibility of death and assume that the individual growth rate g is bounded away from zero, that is, there exists an ε > 0, such that g(x, z) ≥ ε for all (x, z) ∈ Ω × Z (see Remark 8.8 if you find this assumption overly restrictive). Finally, let there be a jump point x ∈ Ω such that
the value of γ at x being irrelevant. For a given input I and given initial i-state x 0 we can ask when an individual will reach the jump point x. The answer is obtained by solving the equation
for s as a function of x 0 and I. There may be no solution, but if there is one, it is unique by the strict monotonicity of the map s → X ρ(s)I (x 0 ). We denote the solution (defined on a subset of Ω × B(Z) and taking values in R + ) bys =s(x 0 , I). Alternatively we may solve (8.17) for x 0 as a function of s and I. The solution (defined on a subset of R + × B(Z) and taking values in Ω) is denoted byx =x(s, I).
Now let I and J be inputs of equal length ℓ(I) = ℓ(J) = ℓ. Then we definẽ
with the conventions thats max (x 0 ) = ℓ if at least one of the elements (x 0 , I), (x 0 , J) is not in the domain ofs and thats min (x 0 ) = ℓ if both these elements are not in the domain ofs. We need these quantities to describe the function
which is at the centre of our interest because 8.20) and consequently
We now claim thats (8.22) To substantiate this claim we assume thats min (x 0 ) =s(x 0 , I). The lower bound of the growth rate implies that for t ≥s(x 0 , I) we have
On the other hand, we have the Lipschitz estimate (8.6) which implies that
Withs =s max (x 0 ) =s(x 0 , J) for brevity, we have
which implies thats
that is, the estimate (8.22) holds. In the estimate (8.22), however, we lose a lot of information. Indeed,s max (x 0 )−s min (x 0 ) = 0 when boths max (x 0 ) ands min (x 0 ) are equal to ℓ, so in particular when x 0 ≤ min{x(ℓ, I),x(ℓ, J)}. If we combine this observation with the estimate (8.22) we can deduce from (8.21) the estimate
where
, that is, the Heaviside function. Recalling (8.19) we note that this is exactly of the form (7.31) with C 2 (x 0 , ℓ) being, for fixed x 0 < x, equal to zero for ℓ sufficiently (depending on x 0 ) small.
Proposition 8.7
Let Ω ⊂ R and Z ⊂ R k and let γ : Ω → Z be piecewise globally Lipschitz continuous. Assume that ε > 0 exists such that for all I ∈ B(Z) and all x 0 ∈ Ω the inequality
holds. Moreover, let the Lipschitz estimates (8.6) and (8.7) hold. Then, if I and J are two inputs of equal length ℓ, we have the inequality
This proposition can easily be proven by using the estimate (8.23) and the fact that a piecewise Lipschitz continuous function can be written as the sum of a truly Lipschitz continuous function and a finite number of multiples of Heaviside functions.
Remark 8.8 Note that in a similar manner one can relax the lower bound on the growth rate: it need only hold near to the jump points of γ.
To conclude, we stress the two points that are essential for dealing successfully with discontinuous functions γ ('successfully' meaning that we can use a contraction mapping argument to prove well-posedness). The first is that we use the L 1 -norm to measure inputs and outputs (indeed, (8.20) shows that the supremum norm of the difference in output cannot be bounded by a multiple of the sup-norm of the difference in input). The second is that it is sufficient that the Lipschitz constants tend to zero pointwise, but not necessarily uniformly, in the i-state x 0 , when the time window shrinks to zero.
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Back to the cannibalism example
In this section we show how the general theory applies to a nontrivial example, viz. a model involving cannibalistic behaviour. In Section 1 we introduced various ingredients of such a model, but we did not provide a full specification. So before embarking upon the application of our results, we first give a more precise description.
Individuals are characterized by their size x ≥ x b , where x b is the size at which they are born. They grow, die and reproduce with rates g, µ and β, respectively. These rates depend on the i-state as well as on the environmental condition.
The pde formulation of the model is
with g, µ, and β as specified below. In our view, this is only a convenient short-hand notation.
In a preprocessing step we form u I and Λ I via (8.1) and (8.2) with X I , F I , and L I given by (8.10) -(8.13). Next we apply the machinery developed in Part I ) and the present paper. The main result is that a population semiflow is constructively defined, given certain assumptions on g, µ, and β. In our elaboration below we do not strive for the utmost generality. Yet, on the other hand, we want to demonstrate the flexibility of our approach by including a case in which the behaviour of individuals changes abruptly upon passing a critical size. The environmental condition has three components corresponding to, respectively, the reduction factor (I 3 (t, x)) −1 of search time due to handling of prey, the rate of food ingestion I 1 (t, x) expressed in energy units, and the death rate I 2 (t, x) partly due to cannibalism. With slight abuse of notation we now formulate an assumption concerning the specific form of these quantities as follows: I 3 (t, x) = 1 + H(x)C(x)Z(x) + h 1 (x)ψ(x)Õ 3 (t), (9.1) I 1 (t, x) = E(x)C(x)Z(x) + ψ(x)Õ 1 (t) I 3 (t, x) , (9.2) I 2 (t, x) = σ(x) + φ(x)Õ 2 (t).
3)
The meaning of H(x), C(x), Z(x), ψ(x), E(x), σ(x) and φ(x) as well as that ofÕ 1 (t) and O 2 (t) has already been explained in Section 1. The additional assumption underlying (9.1) -(9.3) is that h(x, y) = h 1 (x)h 2 (y) (9.4) and thatÕ
h 2 (y)φ(y)m t (dy).
(9.5)
There are two more parameters entering the model description. One is the maintenance rate constant ζ. The second is the size specific allocation rule κ(x) which describes how much of the ingested energy goes to growth and how much to reproduction. We are now ready to give the formulas for g, µ, β and the three-vector γ in terms of x and the three-vector I(t), that together fully specify the model:
g(x, I(t)) = (1 − κ(x)) E(x)C(x)Z(x) + ψ(x)I 1 (t) 1 + H(x)C(x)Z(x) + h 1 (x)ψ(x)I 3 (t) − ζx, (9.6) µ(x, I(t)) = σ(x) + φ(x)I 2 (t), (9.7)
β(x, I(t)) = κ(x) E(x)C(x)Z(x) + ψ(x)I 1 (t) 1 + H(x)C(x)Z(x) + h 1 (x)ψ(x)I 3 (t) , (9.8) γ 1 (x) = e(x)φ(x), (9.9) γ 2 (x, I(t)) = ψ(x) 1 + H(x)C(x)Z(x) + h 1 (x)ψ(x)I 3 (t) , (9.10) γ 3 (x) = h 2 (x)φ(x) (9.11)
All functions featuring in this description take nonnegative values. We assume that for some ε > 0 and for all x ≥ x b
(1 − κ(x)) E(x)C(x)Z(x) 1 + H(x)C(x)Z(x) − ζx ≥ ε, (9.12) which tells us that growth will never stop (in fact, this assumption is debatable and alternatives like von Bertalanfy growth and/or a reserve compartment have been considered, cf. (Kooijman 2000; Metz and Diekmann 1986) ; however, here we do not want to complicate the formulation of the results by having a size upper bound and the possibility of shrinking when maintenance cannot be covered by food). We also assume that all functions of x are bounded. 
Sketch of proof.
When h 1 (x) = 0 (that is, when cannibalistic predation has negligible influence on search time) and all functions of x are globally Lipschitz continuous, we can apply Theorem 8.3. Retaining the Lipschitz condition but allowing h 1 (x) to be nontrivial, we have to extend the underlying lemmas and theorems by means of Lemma 7.12. If we choose, for instance, ψ(x) = χ [0,∞) (x − x A ) we need Theorem 7.11 in combination with Proposition 8.7.
Concluding remarks
In this paper we have proven existence and uniqueness of solutions of a general nonlinear structured population model and applied the result to a concrete model involving cannibalistic behaviour. We trust that our approach is such that it applies directly, or with only slight modifications, to a large class of structured population models. A characteristic feature of structured population models is that the nonlinearity enters the model via feedback through the environment. This fact gives a clue to the existence and uniqueness proof: One first pretends that the environmental condition (the input) is known during a timeinterval, then one calculates the corresponding output and iterates. The solution is thus constructed by successive approximations. In the context of structured population models this idea goes back (in the case of age-structured models) at least as far as Gurtin and MacCamy (1974) . Various extensions and generalizations of the Gurtin-MacCamy model have been treated by essentially the same method in a number of papers; see the book by Webb (1985) and the references therein.
Age-dependent problems are very special in the sense that aging is not affected by the environment: chronological age always advances at the same rate as time. Nonlinear age-structured models are thus semi-linear problems, which are rather innocent nonlinear perturbations of a wellunderstood linear problem. When the individual development rate is allowed to depend on the
