Abstract.
Introduction
We consider the boundary value problem -Au(x) = ku(x) + u(x)\u(x)\p, x£B:= {x £ RN: \\x\\ < 1}, (1.1) u(x) = 0, x£3B, where A denotes the Laplacean operator and p = -¡^ ■ The following theorem answers, for N = 3, 4, the question raised in [1] on the existence of only finitely many radially symmetric solutions to (1.1). Indeed, we prove: (c) For N -3, 4, and k> 0, the boundary value problem (1.1) has finitely many radially symmetric solutions.
Parts (a) and (b) also hold for N = 6. Since for N = 6 and k fixed the solutions to (1.1) do not tend to zero in compact sets as u(0) -y oo, the proof of this case requires different arguments and we defer it to a separate paper.
If 7Y > 7 then for any k > 0 it has been proven by Solimini in [12] (see also [6] ) that (1.1) has infinitely many radially symmetric solutions. Motivated by this result Atkinson, Brezis and Peletier in [ 1 ] studied the case TV = 3, 4, 5, 6 and conjectured that problem (1.1) has only finitely many radially symmetric solutions.
Problems like (1.1) have attracted a great deal of attention in recent years, mainly due to the fact that the well-developed variational techniques do not apply because the imbedding of the Sobolev space H0X(B) in L2NI(N~2'X(B) is not compact. Since 1965 it has been known (see Pohozaev [9] ) that for k < 0 the problem (1.1) has no nontrivial solutions. In 1982 Brezis and Nirenberg (see [2] ) proved that for certain values of k > 0 the problem (1.1) has a positive solution. Pursuing the ideas of [2] a number of results have been derived in an attempt to understand why the so-called Palais-Smale condition fails (see [5, 6] and the references therein).
The proof of Theorem 1.1 is based on the phase-plane analysis of the solution corresponding to a singular ordinary differential equation. We consider the initial . We combine this result with those of [ 1 ] to provide a detailed description of the branches of solutions to (1.1) bifurcating from zero and from infinity.
Our proof of the case N = 3,4, relies on the fact that v(l, k, •) is an analytic function on (0, oo) (see Appendix), and that solutions to v(l, k, d) = 0 do not accumulate near d = +oo for fixed k.
Analysis of v
The following lemma is based on Pohozaev's identity. In [3] and [4] this identity was extensively used in the study of subcritical boundary value problems (see also [10] 
By replacing (2.3) in (2.2), and using the fact that p = 4/(N -2) the lemma follows. From Lemma 2.1 using the quadratic equation formula we see that (2.4) tv'(t) + -y~ v(t) 
where we have also used (2.19). From (2.6) and (2.21) we see that h(t) > h(d~pl2) + I ¿ (I -V\ s~xds. 
v2(t) Jo
This and (2.15) prove part (b). Hence, the corollary is proven.
Lemma 2.4. Let t > t be such that v(t) = yt , where y = (^j^) P. There exists K3>0 such that t < K^d'"!2.
Proof. For t £[t,t\
we have
Hence, using (2.6) we infer
2vp ft h(t)> h(t) + ^-In (j
Using the definition of h(t) and the fact that h(t) = ^^ = | we see that
Integrating (2.26) over [i, t] and using that t < 1 for d large we obtain
From (2.25) and (2.27) and the definition of m(t) (see (2.24)) we have
Now, from (2.28) we see that ¿(//^('/f'))2 < m(t)/y. Hence ,"(9S(^(M))"2:^, Therefore, from (2.29) and Lemma 2.2 we obtain t < teK> < K3d-p/2 for every t £ [t, t], which concludes the proof of the lemma. Next, we estimate the decay of m(t). Proof. Let R(t) be as in (2.4). Since ï < t < 5i, we have that R(t) > 2Av(t).
From (2.8) using the definition of m(t) we obtain (2.30) m'(t) = -Ui-lR(t)<-A-.
Integrating (2.30) on [7, t] and using the fact that m is decreasing we have m(t) < m(t) Iwhich proves the lemma. Thus, from the definition of £, co and (3.4) we obtain
Differentiating (3.5) with respect to p we see that
Hence, foxp=l we have
P 2 Throughout the rest of the paper we assume k to be in a bounded set. Now, we analyze some properties of vx and v¿ .
where tx is the first zero of v .
Proof. We define
Ex(t) = -j-+ -^-+-.
Hence £¡(0 = vi(tm)+kvx(tH + ip + mv(t)rx(Mt))2V'(t) (3.12)
By Lemma 3.1 and (3.11) there exists d2 such that for d > d2(£)
Now, we prove the following lemma.
Lemma 3.2. If c¡ and 52 are as above, then
Proof. Differentiating (3.6) with respect to t and using (1.2) and (2.4) we obtain
where we have used (3.12) and (3.13). Thus, the lemma is proven. Now we show that for d large
for all t £ (t, s2). In fact, from (2.8) and (3.6) we havê
where we have also used Lemma 3.1. Hence vd(t) < 0.
On the other hand, from (3.14) and Lemma 3.1 we have
Since \m(t)\p < ^Z2^ for d sufficiently large from (3.18) we obtain
Thus, for t £ (t, s2) we have (see [8] ). More precisely to estimate xx. and let a be such that
Y(t) = vd Vk Y(t) = -yjY2(t) + (Y'(t))2cosa(t), Y'(t) = ^Y2(t) + (Y'(t))2sina(t).
It can easily be shown that Y satisfies the equation (4.12) and that Let to be as in (4.8). Let Tx = ax < a2 < ■ ■ ■ < on < ■ ■ ■ be the zeroes of oe. We claim that (4.21) ox < t2 < o2 < ■ ■ ■ < t, < Oi < ti+x < < Oj-X < 1 = tj < Oj.
In fact, cross-multiplying equations (4.19) and (1. 
Bifurcation analysis
In this section we summarize qualitative properties of the solution set to equation (1.1). We make extensive use of the results in [1] as well as of the properties of the solution to The proof of part (e) follows from the uniqueness of ßk , and that completes the proof of the lemma. Hence, v(l, ko, •) has finitely many zeroes. Thus, the theorem is proven.
Appendix
Our next lemma, to be used for the case N = 3,4, can be viewed as a version of the classical Cauchy-Kowalewskaya theorem (see [11] ) for singular equations. For the sake of completeness we include a sketch of the proof. Ck+X(k+ IV (7.4) \vk+x(t,k)\ + \cok+x(t, k)\ < {k\i)2 > where C is a constant independent of k . Hence, the series in (7.1) defines an analytic function in d . In order to prove the validity of (7.1) we show that the power series in (7.1) is twice differentiable with respect to /, and satisfies (1.2). Indeed, from (7.3) we have K+.MI 
