We formulate a thermal-fluid control problem wherein the physics are described by a system of partial differential equations and the control enters through a thermal boundary condition. A finite-element approximation is used to transcribe this to a finite-dimensional Quadratic Programming problem. The finite-dimensional problem displays an expected sparcity pattern in the Jacobian of the constraints and the Hessian of the cost function. Three versions of the QP problem are considered-these differ in their treatment of certain control bounds. Numerical studies show that variants which faithfully reflect the structure of control bounds in the infinite-dimensional problem lead to well-behaved QP solutions, while variants that do not are troublesome for the QP algorithm. It is somewhat surprising that this behavior is apparent even when the finite-element grid is relatively coarse.
Introduction
Given below is a coupled solid-fluid temperature control problem, as described by Gunzburger and Lee. 1 We have the governing equations representing the 2-dimensional flow of a fluid within a solid container and the energy/heat transfer involved. The domain in R 2 consists of the fluid subdomain 2 , and the solid subdomain 1 , separated by an interface ; w , with the result that = 1 2 ; w (see Figure 1 ). 
Figure 1: The Domain inflow boundary ; c , an outflow boundary ; o , and a solid wall ; w . The geometry of all these boundary segments is prescribed.
The problem is motivated by the desire to remove temperature peaks, i.e., "hot spots" along the bounding surfaces of containers of fluid flows. We desire, then, to regulate the temperature along ; w or a portion ;
; w .
Control is to be effected by heating and cooling along the inflow boundary ; c . The heat equation for the solid domain is coupled to the energy equation for the fluid flow. Heat sources may be located in the solid body, the fluid, or both. The flow is assumed to be stationary, incompressible and convection driven, so that buoyancy effects can be neglected, and thus temperature effects on the mechanical properties of the flow, i.e., the velocity and pressure, are negligible. The inflow velocity is prescribed, and "reasonable" boundary conditions may be imposed equations ; u + ( u r )u + rp = f in 2
(1) the incompressibility constraint div u = 0in 2
and, for simplicity, the boundary condition u = h on ; c 
and the energy equations
; 2 T + ( u r )T = Q 2 +2 (ru + ru T ) : ( ru + ru T ) in 2
with the boundary conditions T = g on ; c (8) @T @n = 0 on ; 1 ; 2 ; 3 ; 4 ; o : (9)
The data functions f, h, Q 1 and Q 2 are assumed to be known. The constant is the kinematic viscosity coefficient of the fluid, and the constants 1 , 2 and depend on the thermal conductivity coefficient, density, specific heat at constant volume, and viscosity coefficient of the fluid; see Serrin 4 for details.
Note that as a result of our assumptions about the flow, the mechanical equations (1)-(5) uncouple from the thermal equations (6)-(9). Indeed, (1)-(5) may be solved for u and p without regard of the temperature T. Thus, in the present context, the velocity field u, which is determined by solving (1)-(5), merely acts as a coefficient function and in the source term in (7).
Our goal is to find, for a given velocity field u, a boundary control g such that on ; the temperature field T given by (6)-(9) is as close to the desired temperature Here r s denotes the surface gradient operator. The nonnegative parameter acts as a regularization parameter and can be used to change the relative importance of the two terms appearing in the definition of J .
The Optimal Control Problems
The first optimal control problem investigated in this paper is given by Minimize J (T g) subject to the equations (6)-(9).
(P1)
Here we assume that > 0. This control problem has been studied by Gunzburger and Lee. 1 3 for more details on these Sobolev spaces. Under these conditions, the optimal control problem (P1) admits a unique solution. The presence of the penalty term 2 R ;c (jgj 2 + jr s gj 2 ) d;, > 0, is crucial in the existence and uniqueness proof, since it implicitly imposes a bound on the controls. While the optimal control problem with the penalized objective function is relatively easy to solve, the penalty term does not allow a direct manipulation of the bound on the control. Therefore, it is often desirable to replace the penalty term in (P1) by a constraint on the controls. The immediate choice jg(x)j g for all x 2 ; c is not feasible in our framework, since it does not guarantee the boundary value to be in H 1=2 (; c ), a condition necessary to ensure solvability of the state equation (6)-(9) in H 1 ( ). We do not consider possible relaxations of the meaning of a solution to (6)-(9). Instead, we impose a bound on the control and its derivative, jg(x)j g 0 , jg 0 (x)j g 1 . Together with g = 0 at ; c \ ; 1 this implies g 2 W(; c ).
This leads to the following optimal control problem:
Minimize J (T g) subject to the equations (6)-(9) and In (P2) we assume that = 0 . The choice > 0 would be feasible as well, but would contradict the motivation for this problem.
Problem Discretization
For the numerical solution of the optimal control problem we apply a finite element discretization. We use a standard finite element discretization with piecewise quadratic functions on triangles. In the following we describe some of the details necessary to present the implementation. More details can be found in any book on finite elements, such as the books by Zienkiewicz 5 and Ciarlet. 3 We subdivide the domain uniformly into triangles as shown in Figure 2 . In this discretization the width of triangle j is l xj and its height is l yj . The temperature is discretized using piecewise quadratic elements. We use N e to denote the total number of element/triangles and N n to denote the total number of nodes. For an n x n y grid on domain , this gives a total of N e = 2 ( n x ; 1)(n y ; 1) elements, with N n = ( 2 n x ; 1)(2n y ; 1) global nodes.
The number of nodes on the control boundary ; c is denoted by N g .
The temperature is discretized using Given some flow solution, u to equations (1)- (5), the heat equations (6) and (7) can be discretized over each element to obtain T . The discretization of the system equations (6)- (9) is obtained by assembling the elements along with the boundary conditions (8) and (9). This gives a set of linear equations
We use~ to distinguish the vector of coefficients from the piecewise quadratic functions that these vectors represent. The matrix A is a sparse, in this case banded square matrix. One can easily eliminate the components of corresponding to nodes on the control boundary ; c .
Since we have Dirichlet controls, these components of are equal to the corresponding components of g. This is done in our implementation.
To discretize the objective function J, we introduce the set of elements E w adjacent to the fluid-solid interface ; w and the set of elements E c adjacent to the control boundary, i.e., the inlet to the duct ; c . Using the local representation of the temperature and the structure of our finite element grid, the discretized objective function is given by Consider the first term in the objective function. For any element within E w , the contribution to the objective function can be seen to be
This simplifies to,
where, C 0j , C 1j and C 2j are constants, given by
respectively. The above term (14) is a perfect quadratic expression involving i . We can show, similarly, that the contributions from the elements within E c , for the penalty terms in the objective function, are also quadratic expressions. We have linear constraints comprising the discretized governing equations, and bounds on the variables, if any. Thus, the resulting problem can be seen to be a quadratic programming problem. Now we are able to formulate the three discrete optimal control problems that we study in this paper. The first discrete optimal control problem corresponds to (P1) and is given by
where > 0. Under the condition (11) on u, the matrix A can shown to be positive definite and it is not hard to show that the quadratic programming problem (DP1) has a unique solution. The fact that the penalty parameter is positive is also important in the discrete case. Gunzburger and Lee 1 have studied the convergence of the solution to the discretized problems (DP1) to the solution to (P1) as h ! 0.
In the discrete framework it is tempting to replace the penalty term by bound constraints. This leads to the problem
where we assume that = 0 . Here jgj g 0 is understood component wise. Using standard arguments, it can be seen that the problem (DP2) has a solution. Notice, that, as discussed previously, the infinite dimensional version of the discrete problem (DP2) may not have a solution. To understand (DP2), we use inverse inequalities. It is well known, see e.g. Ciarlet 
Thus, jg h (y)j c 0 kgk 1 8y 2 ; c for some c 0 independent of h. By the inverse inequality, jg 0 h (y)j c 1 h kgk 1 8y 2 ; c for some c 1 independent of h. Hence, for coarse discretizations, i.e. large h, the bound jgj g 0 should be sufficient, but as the mesh is refined, i.e., h is decreased, the bound jgj g 0 must be tightened to guarantee a reasonable bound on jg 0 h (y)j. This behavior is typical if there is no well-posed infinite dimensional problem formulation corresponding to the discrete problem formulations. In this case, even though the discrete problem formulation may be well posed for arbitrary fine but fixed discretization levels, there is no convergence of the solutions for the discrete problems as h tends to zero. This will be demonstrated by our numerical results. Moreover, it 4 American Institute of Aeronautics and Astronautics is important to notice, that this effect is not only of theoretical interest, but as the discretizations are refined, optimization methods applied to solve (DP2) will perform extremely poorly. We will return to this issue later.
In view of the preceding discussion, we want to add a constraint to (DP2) which bounds the derivative of g h . Using the local control (16) 
Again, (DP3) is well posed. Moreover, it corresponds to the infinite dimensional problem (P2).
Numerical Results
For the solution of the optimal control problems (DP1), (DP2), (DP3) any method for the solution of quadratic programming problems can used. We applied a sparse optimization code developed by Betts. 6 Betts' code is a sequential quadratic programming (SQP) based method for the solution of nonlinear problems. Therefore it is designed to solve much more general problems and most of its features are not needed when it is applied to solve (DP1), (DP2), or (DP3). However, since this research was performed in a larger context, including nonlinear phenomena and since the speed of convergence of the optimizer is not the focus of this paper, we used this package.
As a test problem we have chosen one of the problems considered by Gunzburger where u = ( u 1 u 2 ) and h = ( 1 :5y ; 2y 2 0). We have a simple solution, u = ( 1 :5y ; 2y 2 0), for the above Navier-Stokes problem.
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In keeping with the results that Lee and Gunzburger obtained, we also impose an additional condition, g(y f s ) = 0 , which in terms of the finite element problem corresponds to the condition, g ng = 1 . All cases were started from an initial point, corresponding to the solution to equations (17) This problem is referred to as the uncontrolled problem, and its numerical solution is shown in Figure 3 and Figure 4 . The solution to the uncontrolled problem is used as an initial guess for the optimizer.
It can be seen from the above mentioned figures that the temperature is above 2:0 on (0:3 1) f0:75gand even higher in the domain (0:3 1) (0:75 1). First, we duplicate some of the results computed by Gunzburger and Lee, 1 i.e., we solve (DP1) with data and the modifications for g outlined above. We use the penalty parameters = 1 and = 6 10 ;5 . The costs computed for a 13 13 grid are indicated in Table 1 . As can be expected, for = 2 , where we place a high weight on the size of the control, the optimal solution does not exhibit a significantly large change in the control effort. The numerical results for this case are shown in Figures 5 and 6 through a temperature surface plot, and a contour plot, respectively.
When the relative weight on the penalty term is reduced, = 6 10 ;5 , we find that the control exhibits much more dynamical behavior. Results for this case are shown in Figures 7 and 8 through temperature surface and contour plots, respectively.
The temperature distributions at the inlet to the duct, obtained in the two cases, are plotted in Figure 9 . A comparison of the temperature distributions generated at the solid-fluid interface for the two cases is shown in Figure 10 . As would be expected, the optimal control does a much better job at tracking the desired temperature profile for the second case.
We remark that the results we have obtained do not agree with those reported by Lee and Gunzburger. In fact, there seem to be some inconsistencies in their results. Personal communication with the authors indicated that they have used some scaling to accelerate convergence. This leads us to believe that they have reported inconsistent values of for the cases they have shown.
The costs for various grid sizes with = 6 10 ;5 are shown in Table 3 . Figures 11 and 12 show comparisons of the results obtained for each case, in terms of the optimal control distribution obtained and the temperature distribution at the interface generated, respectively. Next we consider the optimal control problem (DP2) with explicit bounds on the control variables and with = 0 . As we have shown earlier, the bounds on the coefficients of the discretized control impose a crude bound on rg h which, however, depends on 1=h. The lack of penalization of the control shows in the computed controls, and also in the performance of the optimizer. Unless a tight bound ong is enforced, the optimizer performs rather poorly. This can be attributed to a lack of regularity of the solution. While the penalized problem (DP1) has a unique solution which converges to the solution of the corresponding infinite dimensional problem, such a convergence property does in general not hold for the solutions of (DP2). Compare Figures 11 and 17 . For the penalized problem (DP1) the properties of the infinite dimensional problem, in particular the strict convexity of the infinite dimensional problem, determine the properties of the discretized problem (DP1). Since there is no well-posed infinite dimensional problem corresponding to (DP2), such a behavior can not be expected in this case. In fact, our results indicate the strict convexity of the problem (DP2) is related to the grid size h. The larger h, the more strictly convex the problem is, i.e. the larger 6 American Institute of Aeronautics and Astronautics the eigenvalues of the Hessian projected onto the nullspace of the active constraints.
The optimal control obtained for this case is shown in Figure 13 . The '*'s and 'o's indicate the positions of the nodes (and their temperature values) for the problem, using a 13 13 grid. The results show that most of the control nodes are at either of the two bounds. The algorithm seems to have trouble in determining the correct active set in this case. The problem worsens as the bounds are pushed out. The controls obtained for the cases when jgj 4 and jgj 8 are shown in Figures 14 and 15 , respectively. These figures also confirm our previous analysis. If the bound on jgj becomes too large relative to h, then the derivative of g h is essentially unbounded. This can be seen in Figures 13 to 15 . As the bound on jgj is relaxed, the computed solution g h tends to oscillate and the oscillations increase as the bound is further relaxed. It should also be noted that tight bounds on jgj seem to be necessary to guarantee that the function g h roughly lies between the same bounds as the vector of coefficientsg.
We also point out that the discretization of size 13 13 is not particularly fine. Therefore, the poor behavior at this rather coarse discretization level is somewhat surprising.
A comparison of the temperature distributions generated for the three cases, shown in Figure 16 , indicates that the optimal solution does a better job at regulating the temperature as the bounds on the control are relaxed. Figures 14 and 20 . Generally, we can see a qualitative improvement, i.e., less oscillatory behavior in the solutions of (DP3) compared with (DP2). Along with this we could also observed a much improved convergence behavior of the optimizer, due to the regularizing effect of the bound constraints, similar to the addition of a penalty term. As for the penalized problem (DP1), convergence of the computed controls as the grid is refined can be observed. See Figure 22 .
Conclusions
In this paper we have considered a thermal-fluid control problem wherein the physics are described by a system of partial differential equations and the control enters through a thermal boundary condition. A finite-element approximation was used to transcribe this to a finitedimensional quadratic programming problem. Three versions of the discrete optimal control problem are considered. These differ in their treatment of certain control bounds. Two of these formulations correspond to infinite-dimensional optimal control problems. The numerical studies in this paper show that variants which faithfully reflect the structure of control bounds in the infinite-dimensional problem lead to well-behaved QP solutions, while variants that do not are troublesome for the QP algorithm. In the first case, the optimization algorithm behaves well and one can observe convergence of the discrete solutions as the grid is refined. In the second case when there is no corresponding infinite dimensional well-posed problem, however, the convergence behavior of the optimization algorithm deteriorates and the computed discretized solutions tend to oscillate as the discretization is refined. We have provided some explanations for this behavior. A more comprehensive mathematical analysis will be performed. We also plan to investigate other optimization algorithms, not available to us at the beginning of this research, such as interior point methods, e.g. Wright, 7 for the linear case and SQP interior point methods, e.g. Dennis et al 8 for the nonlinear case. 
