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1. Die Dreiecksiteration [1] bzw. ellllge neucre Yarianten dieses Yer-
fahrens, wie z. B. der L-R- l'esp. der Q-R-Algol'ithmus [2, 3] sind die am 
meisten angewandten Yerfahren für die Spektralzerlegung yon reellen, quadra-
tischen Matrizen. Alle diese Yerfahren hahen jedoch zwei "wesentliche:\" ach-
teile: einerseits hesteht Konycrgenz (dann und) nur dann, 'wenn alle Eigen-
werte reell sind und yerschiedene Modulen haben, anderseits ist die K011"\"er-
genz langsam, nämlich linear. Wir gehen eine solche "Weiterentwicklung der 
Grundidee der Dreiecksiteration an, durch die alle genannten ::\" achteile he-
hohen werden: die KOllyergenz ist quadratisch, und besteht auch dann, wenn 
komplexe oder mehrfache Eigenwerte auftreten. Einen::\" achteil, u. ZW. yon 
algorithmisehem Charakter hat jedoch das hier angegebene Yerfahren: es 
arbeitet durch cine Halbierung der Dimensionszahl, und dcshalb müssen 
mehrere Iterationsprozesse cinander nachgeschaltet ·werden. Die Grundidee 
könnte man auch so anwenden, daß nur ein Iterationsprozeß erforderlich sei, 
jedoch wären dann die Rechenformeln zu kompliziert: es 'werden einige Hin-
weise aueh auf diese :\löglichkeit angegehen. 
2. Es ist nicht seh\\"er einzusehen (s. Satz 1), daß man zu jeder reellen 
quachaüschen :\Iatrix A, die in der Form 
partizioniel't ist, reelle obere hzw. untere Bloekdreiecksmatrizen S, T 
S 
mit 
A = TST-l (1) 
angehen kanll, \\"Cl AlP Sll hz\\"' A~~, S~~ quadratische Blöcke sind, und minde-
stens eines dieser Paare eine gerade DimPllsionszahl besitzt (ElllJzw. sind 
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Einheitsmatrizen mit derselben Dimensionszahl wie All' Sll bZ'L ,rie A~~, S~~). 
Es ist nun hekannt, daß durch die Spektralzerlegung yon S11 bzw. yon S~~ 
sogleich auch die Spektralzerlegung yon Sangegehen wird. Die Angahe Yon 
Sund T hedeutet also, daß wir uns mit der Spektralzerlegung yon S11 hzw. S~~ 
heschäftigen, und somit die ursprüngliche Dimensionszahl ungefähr halbieren 
können. Ist nun S11 hzw. S~~ ein- oder zweidimensional, so kann die Spektral-
zcrlegung durch elemcntare Operationen erfolgen. Die Hauptfrage ist also, die 
Blockdreiccksmatrizen Sund T auszusuchen. Dazu kann einerseits die YeraH-
gemeinerung dcr Dreiecksiteration angewandt werden 
(2) 
u. Z\L bei beliehiger ·Wahl yon T o. Es soll gezeigt wcrden (s. Satz 2), daß die 
yerallgemeincrte Dreiecksiteration (2) konyergent ist, falls A lllincle5tens z·wei 
Eigenwerte mit yerschiedenen Modulen he5itzt und die Partizionierungen yon 
A, T und S der Regel entsprechen, und daß mindestens einer der Blöcke All 
und A~~ eine gerade Dimensionszahl hat. Jedoch ist die Kon.-ergenz des Pro-
zesses (2) nur linear. Es läßt sich jedoch auch eine quadratische Kon,-ergenz 
erreichen - u. zw. auch dann, \I-enn alle Eigenwerte ,-on A einen gleichen 
Modulus haben -, falls eine hinreichend gute Approximation T" ,-on T bekannt 
ist (s. Satz 3). Ist nämlich T" hekannt, so 'I-ird dadurch dit' Gleichung 
(3) 
hefriedigende ol)ere hzw. untere Blüekdreiecksmatrix gin) hz\\·. T(nl IH'stimmt. 
"\Yärt' nun T;: = 1(11), 50 hätten wir schon dic Lösung ,-on (I) in c1f'r Hand. Das 
i5t natürlich im allgemcinen nicht der Fall, doch ist Tn eine gute Annäherung 
'-O!l T, dann gibt pine gceignete gninge Yariation ,-on T n - und dadureh von 
TI!!I und g(nl - die gescehte Lö;:cmg. Es soll diese Yariation von T", S(Il) und 
in der Form 
Oj 10 0' , I : .JI(n) = I: .J sen) 
01 ,8(n) 0; .6.1.~ ') .6.~2 
gesucht werden. Diese Yal'iatiollell sollen einer;:;eits die Gleichung 
d. h. 
H" -:- 8 = H(n) -- 8(1l) , 
andererseits die Gleichung 
(4) 
(5) 
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d. h. die Gleichungen 
All + Al~ H l1 -T- A12 13 S(IlLLL1 11. 11 , 
Al~ SY2~-L112' 
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( 6) 
(7) 
A~l +A:!2 H,,+A22 13 = Hfn). SYL)+Hfn) L1lJ +s(n). SYL)--Ls(n). L11 ;. (8) 
A2~ = H(Il) SYjl--'-H(Il)· L1 12 --LS(Il) sW--'-8(n). L1l2-i-S22+L1~2 (9) 
befriedigen. Das Gleichungssystem (5)-(9) ist in geschlossener Form nicht 
auflösbar. \Vird jecloch dHs Glied zweiter Ordnung 13(11) L1n in (8) yemach-
lässigt, so erhält man die folgende, näherungsweise Lösung des betrachteten 
Systems: 
L1n = A 12 -SW 
Sen) Hn-H(Il)~8; 
L1ll = All + Al:! H n --'- Al:! 8 - Sl'P; 
folglich, nach (11)-(1:2) 
(A22 H<n) All) 8 8Syp ,-~ Wn) SYLl -A21 -A2'2 Rn --L 
+H(nl AJl H(n) Al:! H,,-H(Il) SY2+H" SYP H<"(SYi), 
und schließlich 
(10) 
(11) 
(12) 
(13 ) 
(14) 
Den )~nlläh('nlllg:s,,\'('rt "on 8 - gewonnen aus der angenäherten Gleichung 
(13) in (ll) eingesetzt erhält man die Annäherung yon 8(11), und dadurch 
eine yel'besst'rte Annäherung yon T. Das :::\ewtonsche Yerfahren (11)-(14) 
sichert nUll eine quadratische Konyel'genz. (Es sei hier bemerkt, daß mit 
Hilfe dieser ersten Annäherung in (8) auch das quadratische Glied abgeschätzt 
und somit eine zweite Yelhesserung in den 'C nbekallnten erreicht wird.) 
3. In diesem Ahi,chnitt sollen die ohen henutzten Sätze in exakter \Veise 
formuliert und bewiesen 'werden. 
Satz 1. Genügt die .!I/atrix A bZl('. ihre Partitionienmg den in 2 angegebenen 
Voraussetzungen, so bestehen die Relation (1) und in der angegebenen Darstellung 
partizionierbare Blockdreiecksmatrizen Sund T. 
Be'weis: Es sei A in der J ordanschcn :::\ orma11'orm 
:!: ]1 
-
=:; 
(l5) 
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dargestellt, u. zw. in einer Reihenfolge der rechtsseitigen Hauptyektoren, daß, 
einerseits, in der Hauptdiagonalen yon [S1' S~, • .• , sn] alle Elemente yon 0 
yerschieden seien, und daß anderseits, die zu konjugierten Eigenwerten gehö-
renden und somit konjugierten Hauptvektoren nebeneinander stehen. Im 
ersten Schritt 'werden aus der Darstellung (15) die komplexen Zahlen elimi-
niert. (Die Paritätsbedingungen, die für die Dimensionszahlen von Au und A 22 
vorgeschrieben wurden, hängen mit diesem Schritt zusammen.) Sind z. B. Si 
und Si-,-1 konjugiert, so sind 
(16) 
scholl reell und linear unabhängig. Betrachten wir nun einerseits das Produkt 
1 ( ." * ) 
- e,. -:-ei-,-1 
" (17) 
1 (" 
'). e,. 
-J 
anderseits das Pl"odukt 
.J (18) 
Es ist so gleich zu sehen, daß (17) die }Iatrix 
angiht. und daß Hi-i~l· J üherall mit J übereinstimmt. abgesehen yom zwei-
dimensionalen Block in den i- und i I-ten Spalten und Zeilen, der yon 
[ i. 0 J o ;. (19) 
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in 
[ 
i_ I. ] 
ji. -jl. 
übergeht. Es folgt dann, daß in der Darstellung 
f [Z~ 1 ,4 - '[s S s ]. H I . 'H- 1 JH -(. H-I .-* _Ci - \ l' 2"'" n i,ic-lf \ i, i-:-l i,i-:-lf l i, i-I ~~ J 
--n 
(~O) 
der erste Faktor in der i-ten und in der i -'- I-ten Spalte nur reelle Zahlen und 
in der Hauptdiagonalen yon 0 yerschiedene Elemente hesitzt, während der 
zweite Faktor mit J übereinstimmt, abgesehen yom in (19) genannten Block, 
der in 
r 1.+1. 1.-1. -1 
2 ~j 
i. I. I. -'-I. 
(~l ) 
-
- ---
2j ') , L ..J 
übergeht. \Vird also für alle konjugierten Paare die angegehene Tnmsforma-
ti on henützt, erhält lllan schließlich die Darstellung 
(22) 
wo bereits alle Elemente reell sind, und in [SI' S2' ... , Sn] die Hauptdiagonale 
nur von 0 yerschiedene Zahlen enthält. 'Cm nun in der i-ten Zeile alle Elemente 
- hzw. vom (k l)-ten zum noten Element (falls i > k ist; k ist die Dünen-
sionszahl yon All) - zu annullieren (,-am i-ten Element ahgesehen), ist von 
links mit der 1Iatrix 
r 
Sii 
H~I) 
1 -
SI! 
e7 
Sii 
Sr;.i 
-
L Sii 
:;: 
Ci 
e7 =1: ---ei 1 
* ej 
-, r 
I 
bzw. H)2) = 
L 
S,zl-Lf * 
--'-ei 
Su 
ei 
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zu multiplizieren; III der Darstellung 
[ [ Z~]l .. ,,* .4 '[SA sA]'Ht"H-l.J'Ht. H-l. z, ."1. "l 1"'" Tl i j "l i i j I i ~;, 1 
hat also die i-te Zeile von [SI' ... , Sn] • H i die Form, die der Form von T ent-
spricht. Multipliziert man mit allen H i , so ergibt sich die gewünschte Dar-
stellung für T. Da aher der dritte Faktor die Reziproke des ersten ist, und 
T -1 notwendigerweise die angegebene Form hat, entspricht auch der dritte 
Faktor der angegehenen Form. Endlich gewährleistet die Struktur von j, daß 
der zweite Faktor 
I (In Hjl) . j . (.ll H i ] J 
[1=1 1=1 
eine obere Blockdreiecksmatrix sei; Hi l hedeutet ja (von links) eine Reihen-
operation, bildet aber nur in der i-ten Reihe neue Elemente, und ist i > k, so 
hildet sie neue Elemente nur mit Hilfe solcher Reihen, die einen größeren 
Index als k haben; daraus folgt, daß der zweite Faktor eine obere Blocksdrei-
ecksmatrix ist, und damit ist unser Satz vollkommen hewiesen. 
Um nun Satz 2 in exakter \Veise zu formulieren, hetrachten wir erst den 
Beweis von Satz 1. Wie wir gesehen haben, wird durch eine Jordansehe :x ormal-
form dann, und nur dann, die Darstellung von A in der ge,,-ünschten Form er-
möglicht, wenn die rcchtsseitigen Hauptvektoren in [Xl' x~, ... , x,,] eine 
Reihenfolge hahen, im welcher einerseits die Konjugierten nebeneinander 
stehen, anderseits 'wo in der Hauptdiagonalen keine O-Elemel1te vorkommen. 
Alle möglichen Reihenfolgen, die die ohigen Anforderungen erfüllen, werden 
in der folgenden, eine Partitionierung-zulassenden Reihenfolge genannt. 
Satz 2. In der Blockdreiecksiteration (2) konvergieren - ll. ::ar. linear 
die Jlatrizen T" und Sn gegen die Gleichung (1) genügende Grenzmatrizen T 
und S, falls es für A eine solche, die Partitionienl7lg-zulassende Reil1f'71folge der 
Hauptl'ektoren gibt, in lrelcher der größte Jlodulus der ersten Ir-Eigenzrerte un-
gleich dem größten lVlodlllus der letzten (n - k)-Eigenzcerte ist. 
Bezceis: Betrachtet man die Iteration (2), so erhält man nacheinander 
die Relationcn: 
ATa = Tl SI ; 
A~ T o = A(AT o) = A(TI SI) = AT I SI = TC! S~ SI; 
A3To = A(A~To) = A(T~ S~ SI) = T3 S3 S2 SI;'" 
AnTo = A(ATl-ITo) = A(TIl - l S"-1 S"-2'" SI) = (23) 
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Da nUll das Produkt aus diesen oberen Blockdreiecksmatrizen selbst eine obere 
Dreiecksmatrix ist, folgt aus (23), daß 
(24) 
gilt. Die Partitionierung yon A" entsprechend (24) yerläuft nun ebenso, 'wie es 
beim Beweis des Satzes 1 gezeigt wurde (hier ist im allgemeinen, qa I , - q/~ 1), 
jedoch ist T 0 yorgeschrieben und Ta I hat eine gleiche Struktur 'wie T 0; des-
halb muß der Grundgedanke des gezeigten Algorithmus so modifiziert werden, 
daß rechts und links yerschiedene Spaltenoperationen auge'wendet werden. 
Betrachten wir also eine J ordausche Normalform yon An, wo einer-
seits, die Reihenfolge der Hauptvektoren zulässig, anderseits, der größte 
lVIodulus der Eigenwerte in der ersten k-Zeile ungleich dem der letzten (n - k)-
Zeile ist. Wird die note Potenz des größten lUodulus der Eigenwerte YOll A 
III J" ausgeklammert, bleiben an einigen Stellen der Hauptdiagonalen yon j" 
komplexe Zahlen mit dem Modulus L an anderen Stellen aber Elemente, die 
eine Größenordnung O(q") haben (mit 0 < q < 1); u. zw. bleiben Elemente 
mit dem l\Iodulus 1 nur entweder in der ersten k- oder aher in den letzten 
n k-Zeilen. \'\Tendet man nun die in Zusammenhang mit dem Beweis des 
Satzes 1 erklärten Transformationen an, um [Xl' x~, ... , xll ] in die Form T Il , 
I 
~~ I aher in die Form Tal zu bringen, so transformiert sich J" in eine Form 
"'"'/2 
- u. zw. in die Sn darstellende Form -, wo ge'wisse Elemente die Größen-
ordnung 1 + O(q"), andere aber die Größenordnung O(q") haben. Yon dem 
ausgeklammerten Faktor abgesehen, konyergiert S(Il) zu einer Grenzmatrix, 
und deswegen gilt dasselbe für T n • Wenn aber T" kOllyergiert, so folgt aus (2), 
daß aueh Sn konyergent ist, w. z. B. w. 
Es sei hier bemerkt, daß falls A üherhaupt Eigeml-erte mit yerschiedenen 
Modulen hat, aber bei der ge,dihlten Partitionierung keine Reihenfolge existiert, 
llie die Forderung ele;;: Satzes 2 erfüllt, so kann ent'l-ecler die Partitionierung 
yon A ge'l-echselt oder eine _~hnlichkeitstransformation mit Hilfe yon PE'r-
mutationsmatrizenpaarE'n angewendet werden, um eine Y E'rtausehung der 
KompollE'ntenfolgE' der Hauptyektoren zu erzwingen, wodureh auch eme 
Reihenfolgenänderung der zulässigen RE'ihenfolgen dargestellt ist bzw. auch 
llE'Ue zulässige Reihenfolgen stattfinden. 
Satz 3. Der ~Velrtonsche Iteratio71sprozeß (3)-(4)-(10)-(11)-(12)-
(13)-(14) kom"ergiert quadratisch für eine beliebige JIatrix A und für beliebige 
Partitionen mit entsprechenden Dimensionszahlen, falls Tl; eine genügend gute 
Approximation von T ist. ,-Vehmen/rir die Korrektionen in (8) in Betracht, die 
sich so ergeben, erhält man einen Iterationsprozeß mit kubischer Eonvergenz. 
Beweis: Im Satz 1 wurde hewiesen, daß hei geeigneten Dimensionszahlen 
die ge'wünschte Darstellung (1) VOll A immer existiert. Die Korrektion Tin) 
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bzw. die dadurch definierten Korrektionen Sn und T" wel·den in (.5)-(6)-(7) 
und in (9) ganz genau in Betracht gezogen und hier erhält man die gesuchte 
Lösung durch einfache U mordnung der Gleichungen. :\" nr in der Gleichung (8) 
haben wir ein quadratisches Glied, das in erster Approximation außer acht 
gelassen ·wird. Für die Unbekannte 8 ergibt sich hier eine lineare Gleichung 
der Form 
B8 T 8C D, (2.5) 
wo B, C und D bekannte :lIatrizen sind. Hätten wir in (8) auch das quadratische 
Glied in Betracht gezogcn, u. zw. mit seinem genauen (und hinreichend 
kleinen) W-ert, so würde statt (2.5) die Gleichung 
(2.5' ) 
die genaue Lösung 0 angegeben. A hat nun mehrere Darstellungen der Form 
(1), die sieh in der Anordnung der rechtsseitigen Hauptyektoren unterschciden 
(s. den :\"achweis des Satzes 1); ehen deshalb haben die möglichen T- und S-
Matrizen, die die Darstellung (1) gehen - cinen Abstand (in einer gewissen 
Matrizennorm gemessen), der yon 0 streng abgegrenzt ist. Ist also T(n) eine 
Approximation eines möglichen T mit einem viel kleineren Abstand von diesem 
T als die untere Grenze der Abstände der möglichen T- bz,1". S-}Iatrizcn 
(u. zw. mit einem so geringen Abstand, daß durch (3) ein solches Paar T", Sn 
definiert wird, dessen Glieder auch viel kleinere Abstände yon T bzw. yon S 
als diese untere Grcnze aufweisen) so definiert (2.5 ') eindeutig die Lösung 8. 
Das kann aber nur dann der Fall sein, wcnn die Gleichung (25) nicht entaTtet 
ist, also auch eine eindeutige Lösung besitzt. (Übel' die Gleichung (2.5) s. 
Tcil 4.) Daraus folgt aber, daß die Lösung von (2.5) nur quadratisch yon der 
gen auen Lösung yon (2.5 ') aln\-eichen kann, '\-. z. B. ·w. ?\ dunen wir noch die 
quadratische Approximation yon 8(11) und Sl'{) in (2.5 ') in Betracht, so ergibt 
sich einc kubischc Approximation yon 8, ·wie cs behauptet wurde. 
4. V;-ir müssen U11S noch mit der Lösung der linearen Gleiehung (2.5) be-
schäftigen. Besitzen die quadratischen ~Iatrizen B, C und D die Dimensions-
zahl 11, so ergibt sich das folgende Gleiehullgssystem, wenn wir die Spalten der 
Matrizcn 8 hzw. D in die (Spaltenvektor) Elemcnte der Hyperyektorcn x hzw. 
g umschreiben: 
wo 
x= 
F· x = g, 
I~: l; g)~: j l v, l dn 
(:26) 
C21 E 
F 
Cl' E 
C;;c E 
E 
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c'.lE l 
c, 2E 
B-:c. ~E 
(27) 
Die Gleichung (26) hat nun "wie t'S cU~ (27) sichtbar ist einen speziel-
lE'n Charakter, der jedoch die direkte Jücht erleichtert: })ei einer Gauß-
oder Gauß-Jordan-Elimination sind Operationen durchzuführen. Es 
scheint also .,-iel günstiger, die Lösung yon (25) direkt, durch ein Iterations-
yerfahren zu suchen, da die Ersetzung ein(T .. A.pproximL1tion Ylln 8 in (25) nur 
O(n3 ) Operationen erforr1(~rt. 
Jedoch ::cheint es nicht l{~icht,: die (~lfich'Llng (26) in eine ~F'nrlll 
iiLf;r 1 hat. Die 
fahrt:"ll 
T 
• (> 
St~len lerner 
8 = f(8, 
5. f(8., B. C. 
(28) 
-VOll 
allgemeinen eine =\ Ol'}ll 
ist natürlich ~ln',\-end-
Schrödel'sche Ver-
.,.-, die ;;Lz-
T, 
bzw. Hlit 
a) Es giht t:inen kOllye:~::t:ll Bereich D ,= Ro; \YO 
Il1teryall in einer K()lllPa1""-jJ. l\!enge dl1fchführt; 
ist yon monotoll ,\-achsenGt~r 
ein In teryall 
<1Cn~ zn>'" ein 
mit 
Zo> C 
IntcryallpaaT 
nnd zu jf::deln inneIell IJlleTv~·;ll 
<ul{)(i)~ i'lf,(i» s:: D tJz\\·. 
T, W, T.l -';" 1l1O(i) (30) 
T;w; TI Zi v1o(i) (31) 
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u zl(i) = Tl uzo(i) + T 2 vzo(i) + T 3 zi + T 4 wi > u2o(i) ; 
v 21(i) Tl vzo(i) + T 2 uzo(i) + T 3 zi + T 4 wi < v 2o(i) . 
d) Es gibt ein Indexpaar n 1 bzw. n2 so, daß für die Folgen 
feststehen. 
(32) 
(33) 
(34) 
(35) 
(36) 
(37) 
(38) 
Satz 4. Neben den obigen Voraussetzungen besitzt der Operator T mindestens 
einen Fixpunkt in <wo' zo>' Ist E Sl eindeutig umkehrbar und von streng 
monotoner Art, und sind T3 und T4 paarweise streng monoton (d. h. daß für 
W < z: T 3 w + T4 Z < Ta z + T.1 w gelte), und kann für /zein w < z, w E D 
z E D das Gleichungspaar 
feststehen, so besitzt T einen und nur einen Fixpunkt in <wo, zo>' den man mit 
Hilfe eines Verfahrens des Typs (34)-(37) approximieren kann. 
Beweis: Es ist bekannt (s. z. B. [7]), daß unter den Voraussetzungen (30), 
(31) die Punkte, definiert durch (34)-(35), ineinander eingeschachtelte Inter-
vallen bilden, d. h. 
Laut des Schröderschen Fixpunktsatzes besitzt dann der Operator SI 
+ T3 Wo + T4 Zo wegen a) mindestens einen Fixpunkt in <u1n , v 1n>, und da 
(38) auch erfüllt ist, auch mindestens einen Fixpunkt in <wo, zo>' Ebenso 
kann gezeigt werden, daß auch der Operator SI + T3 Zo --;- T4 Wo mindestens 
einen Fixpunkt in <wo, zo> besitzt. Betrachten wir einen Fixpunkt 101 E 
E <Wo, zo> des ersten, und einen Fixpunkt Zl E <wo' zo> des zweiten Ope-
rators. 
Da weiterhin E Sl von monoton wachsender Art ist, und T3 Wo 
+ T 4 Zo ::;: T 3 Zo + T 4 Wo gilt, steht auch Wo < 101 ::;: Zl Zo fest. 
Laut (30)-(33) kann also der obige Gedankengang auch für die Opera-
toren Sl + T3 W1 + T 4 Zl bzw. Sl + T 3 Zl + T 4 101 verfolgt werden. Es bleibt 
nur die Frage offen, ob man auch jetzt ein Indexpaar n 1(1), n2(1) mit der 
Eigenschaft 
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finden kann. Da aher heide Operatoren gewiß einen Fi."punkt in < u1,n(I), 
v1,n(l) > bzw. in <u2.n(l), v 2,n(1) > haben, und T 3 w l + T 4 ZI ::::: T3 Wo + T4 Zo 
bzw. T3 ZI + T4 W l < T3 Zo + T4 Wo auch feststeht, ferner der Operator 
E SI von monotoner Art ist, so folgt claß so\vohl SI + T3 W 1 + T4 ZI einen 
Fixpunkt W 2 > w l als auch SI T3 ZI + T4 w l einen Fixpunkt Z2 :::::;: ZI haben, 
ferner, daß auch U'z Z2 feststeht. Die Konstruktion kann also unbedingt fort-
gesetzt, und mit vollständiger Induktion bewiesen werden, daß sowohl der 
Operator SI + T3 W n -L T.1 Zn einen Fixpunkt Zn-I:::::;: Zn besitzen, und 
wn+1 zn+1 auch feststeht. Es soll nun gezeigt werden, daß 
(38) 
gültig ist. Es sei xE<" U'", Zr. >. Da Ta isoton, und T 4 antiton ist, folgt, daß 
SI x -L T3 W" -L T4 Zn SI X T3 X + T4 X = Tx < SI X -L T3 Zn + T4 w ll • 
Da ferner SI + T:1 w" -L Tl Zn einen Fixpunkt w n + l E <Wn, zn> und SI + 
+ T 3 Zn T 4 w n einen Fixpunkt Zn.+-1 E <W", zn> besitzen, folgt, daß W n+ l :::::;: 
Tl W n + T2 zn -L T3 W n + T 4 Zn :s;: SI X T3 W n + T 4 Zn < Tx :::::;: SI X + 
Ta Zn T4 W n :::::;: Tl Zr. -l- Tz Wr. + T3 Zr: -L T 4 Wn :::::;: ZI1+1' folglich ist 
(39) 
also steht auch (38) umso mehr fest. Damit haben wir den ersten Teil unseres 
Satzes bewiesen. 
Der zweite Teil des Satzes folgt fast unmittelbar; da (E - SI) eindeutig 
umkehrbar und von streng monotoner Art ist, kann eine Relation der Form 
lim u~~?(i) = u~n)(i) < lim v~7!(i) = v~n)(i) (40) 
k-= k-= 
bzw. 
lim uW(i) = ll~n)(i) < lim v~'])(i) = v~n)(i) (41) 
k-= k-a> 
nicht richtig sein, da 
(42) 
bzw. 
(43) 
gelten. Die Punkte Wn, Zn sind also eindeutig definiert. Es kann aber auch 
}im W n = U' < lim Zn = Z (44) 
n-oo 
nicht gelten, da dann 
10 = (E 
6* 
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auch gültig \y-ären in Gegensatz zu. unseren \-oraussetzungen. Es folgt also, daß 
in dieseln Falle der eindeutig ,1 r,fiuierte Fixpunkt VOll T folgendermaßen 
gefunden werden kann: 
Die Folge 
(4.3 ) 
hzw. llie Folge 
T 'Yc 1'<1,)-;::;. -.-T; lC·. 
fort!1;e"ei:zt \\-erdpn. für di~ bereits 
feststehr:,n: \\ril' können dann 
(48) 
wählen, wo n bzw. U die Bildncq?,' der unteren bzw. der oberen Grenze be-
deuten. 
Nun stehen für die betrr,chtete lineare Gleichung B8 + 8C D = 0 
alle Voraussetzungen des Satze o ~l falls "wir sie in eine Form 
8 = o:(8+c(B8+8C --D))+(l· -x) (8~c(B8-öC -- D)) 
umschreiben, mit ce ~ 3i4 und gell iigend kleinem E 
(Es sei erwähnt, daß für x·-....,- 1/2 auch Elemente wund z < w ang':-
gAllen 'werden können, die die (;·]"ichungt'n 
gleichzeitig befriedigen.) 
Es sei noch bemerkt, claß das Verfahren (54)-(57) nicht leicht durchzu-
führen ist und nicht schnell konvcl'giert; eben des'wegen wenden 'wir es nur für 
eine grobe Eingrenzung der Lösung von Bö + 8C - D = 0 an, und nur nach-
folgend bedienen ,vir uns der verallgemeinerten Regula-falsi-:vi:ethode. Es soll 
aber auch üher diese 1\Iethode eine Bemerkung hinzugefügt ·werden. Die 
Regula-falsi-Methode wird in d;:r Regel in Banachräumen angewandt, die 
gleichzeitig einen kommutativen Ring bilden und in denen eine Invertier-
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mellg(~ 5",lnch ist der Raum ller n-dimensionalen quadratischen 
}Iatrizen kein k\)ln:rnntativer li.ing" und df'shalh \\*cndet Inan die .1Iethode 
nicht ill df"r un Bucht· \"nn CoUÜtZ Hllgegi-'h<'llc·u }"""'\ornl an, sondern in dfT Fornl 
11 ': . (TH :-1 (49) 
seI henH'rkt. daß hier tl,>l' »Diffel'enzenquotient« (TU"_l TUr:) . 
(l! ':-1 - Ur:) -1 keine Approximation der Ableitung ist, da letzt<,re ein 
mit yj,,!' Indexen ist: die Formel ist jedoch für die linearen Gleichungen 
}l.j~ B JJz\v. X·_~ === B noch gCll8.U: für (leu allg:enleineren Fall BX -L XC == 
Ist Jas ahf'l" schon nicht der 
u~ schon ervvähllt \!,-UTrle .. ktl1!H ltit~ hier angegebene J . fethode auch 
forrlluliert daß sie F ornH:ll der L--R .. }Ietllocle näher steht. :}Iall 
T HIlft S )stürker{( pUTtitioniereIl,; z. B. in eine 
1: 01'111 
() 0 R Sl~ 813 \ \ \ IOn 
01="' 0
1 [ S::3 ! 
rJ TE) 
833 ' 
~ 
und um so mehr auch in höchstens zweidimensionale Blöeke; jedoch \\"erden 
dann (lie Glt>ichullgen Yid komplizi,·rter. 
Zusammenfassung 
Eine Verallgemeinernng der L-R-:\Iethode wird angegeben, die einerseits ein,~ quadr'l-
tische hzw. knbische Kom-erg-enz sichert. anderseits auch dann konvergiert, wenn die Eigen-
werte komplex oder mehrfach sind, oder einige den gleichen :\lodulns~ haben. Verfasser ~ be-
schäftigt sich auch mit der iterativen Lösnng der l.fatrizengleichung EX + XC = D. die ein 
Hilfsrnittel der angegebenen '.fethode ist. 
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