Let G be a finite abelian group acting on a path algebra kQ by permuting the vertices and preserving the arrowspans. Let W be a potential on the quiver Q which is fixed by the action. We study the skew group dg algebra Γ Q,W
Introduction
Quivers with potentials were introduced in [DWZ08] as a tool to categorify the cluster algebras of S. Fomin and A. Zelevinsky [FZ02] .
A potential on a quiver is a (possibly infinite) linear combination of cyclic paths, considered up to cyclic equivalence. A quiver with potential (Q, W ) defines an associative algebra, the Jacobian algebra J(Q, W ), which can be viewed as the cohomology in degree zero of a differential graded (=dg) algebra, the Ginzburg dg algebra Γ Q,W [Gin06, Ami09] .
In this paper, we are interested in quivers with potentials with a finite group action. Let (Q, W ) be a quiver with potential and let G be a group acting on the path algebra kQ by sending vertices to vertices and fixing the space of all arrows; assume moreover that G fixes the potential W . Such an action defines an action on the Jacobian algebra and on the Ginzburg dg algebra. As in [RR85] (extended to dg algebras), one can construct the skew group algebra J(Q, W )G and skew group dg algebra Γ Q,W G. It was proved in [LM18a] that the latter is Morita equivalent to the Ginzburg dg algebra of a quiver with potential; however, the proof does not readily give a way to compute it.
Our aim in this paper is to compute this quiver with potential (Q G , W G ) when the group G is abelian. The quiver itself can be computed for any finite group using the work of [Dem10] . In the case where the group is of order 2 and acts on Q, the potential W G was computed in [AP17] ; this was used to describe the cluster category of a triangulated surface with punctures. More recently, W G was computed in [GP19] for G any cyclic group under some assumptions on the action. Finally, an algorithm to compute W G for any finite group was given in [LM18b] , but it relies on inverting a possibly large matrix and is thus not practical for computing examples.
We define W G by considering the image of W via a naturally defined function ι : kQ → ( kQ)G (which is not an algebra morphism). Our main result is Theorem 5.7, which claims that W G thus defined gives an explicit Morita equivalence between Γ Q,W G and Γ QG,WG . Moreover, in Proposition 4.11 we present formulas which can be used in practice to express W G explicitly as a linear combination of cycles of Q G .
As in [AP17] , our results allow us to obtain functors between (generalized) cluster categories. It is, however, unclear how the work of [AP17] could be generalized to surfaces with orbifold points of order larger than 2. A similar issue arises in [LFV17] , where triangulations of a disk with an orbifold point of order 3 give rise to algebras which are not quite cluster algebras.
We note that certain group actions on quivers with potentials are studied in [PS17] . Similar methods are also applied in [AB19] in a different context, that is, the study of the derived category of skew-gentle algebras. We also note that group actions on cluster algebras appear implicitly in the literature on cluster algebras from surfaces with orbifold points (see, for instance, [FST12, FT17] ); however, in these papers, the resulting cluster algebra is not of simply-laced type and could be said to be obtained by "folding" a quiver with a group action. In this paper, we do not "fold" quivers with potential with a group action, and so all of the objects that we study are, in a sense, "simply-laced".
The paper is structured as follows. In Section 2 we set up some conventions and recall the notions of skew group algebra and Ginzburg dg algebra. Sections 3 and 4 are devoted to studying in depth the case of a skew group algebra of a path algebra by an abelian group. Section 5 contains the definition of the potential W G and our main result, followed by a discussion of the consequences on generalized cluster categories. Finally, in Section 6 we compute a detailed example. Section 7 contains an index of notation for the convenience of the reader.
Notation and conventions
In this section we fix some notation, as well as briefly recall the definitions of several objects we are going to discuss. Since this article is technical and the notation is quite heavy, we have included a table of symbols in Section 7.
2.1. Basics. We fix an algebraically closed field k. An algebra means a finite-dimensional associative unital k-algebra. We call a basic version of an algebra A any basic algebra which is Morita equivalent to A. A quiver is a finite directed graph. For an arrow a in a quiver, we write s(a) and t(a) for its source and target respectively. Arrows in quivers are composed as functions, that is if ab is a path then s(a) = t(b). If Q is a quiver, we write Q 0 for its set of vertices and Q 1 for its set of arrows. The path algebra kQ is the algebra generated by all paths (including those of length zero) of Q, with multiplication induced by composition of paths. We make the somewhat non-standard choice of identifying the vertex i ∈ Q 0 with the stationary path at i, in order to avoid clogging the notation. Thus i ∈ Q 0 is an idempotent in kQ.
Quivers with potentials.
For a quiver Q, we denote by kQ the completion of kQ with respect to the arrow ideal. Thus kQ has a topological base of paths in Q, or equivalently its elements are infinite linear combinations of paths in Q. The space of potentials P Q is the vector space
where [−, −] denotes the commutator and the closure. Thus a potential is an infinite linear combination of cyclic paths up to cyclic permutation. A quiver with potential is a pair (Q, W ), where Q is a quiver and W is a potential on Q.
We write kQ cyc for the subalgebra of kQ of (possibly infinite) linear combinations of cyclic paths. We define a map s : kQ → kQ (see [HI11] ) by s(a n · · · a 1 ) = n i=1 a i · · · a 1 a n · · · a i+1 . This induces a map s : kQ cyc → kQ which in turn induces a map s : P Q → kQ.
For a ∈ Q 1 , we define a map δ a : kQ → kQ by δ a (p) = q, if p = aq; 0, otherwise.
Define the partial derivative ∂ a : P Q → kQ by ∂ a (W ) = δ a (sW ). The Jacobian algebra of a quiver with potential (Q, W ) is defined by
We recall from [AP17] the construction of the Ginzburg dg algebra Γ Q,W associated to a quiver with potential (Q, W ). First define a graded quiver Q whose vertices are the same as those of Q, and with arrows as follows:
• for each arrow a : i → j of Q, there is an arrow a : i → j of degree 0 in Q;
• for each arrow a : i → j of Q, there is an arrow a * : j → i of degree −1 in Q;
• for each vertex i of Q, there is an arrow t i : i → i of degree −2.
As a graded algebra, the Ginzburg dg algebra Γ Q,W is defined to be Γ Q,W = m≤0 kQ m , where kQ m is the space of (possibly infinite) linear combinations of paths of degree m in Q. The differential is defined on the arrows by • for each arrow a : i → j of Q, d(a) = 0 and d(a * ) = ∂ a W ;
• for each vertex i of Q, d(t i ) = i a∈Q1 [a, a * ] i, and then extended to all of Γ Q,W by the Leibniz rule.
The Ginzburg dg algebra is a "dg enrichment" of the Jacobian algebra: by construction one sees directly that H 0 (Γ Q,W ) ∼ = J(Q, W ).
2.3. Skew group algebras. Let G be a finite abelian group acting on an algebra A by automorphisms. Let us also assume that |G| = 0 in k. We will study the skew group algebra AG, which is the vector space A ⊗ k kG equipped with the multiplication induced linearly by
We denote by G ∨ the group of irreducible characters of G. The group algebra kG is basic semisimple of dimension |G|, with a basis given by {e ρ , ρ ∈ G ∨ }, where
is an idempotent. If H ≤ G, we denote by e ρ|H the idempotent
We remark that e ρ e ρ|H = e ρ in kG.
If G acts on a finite set I, we write G(i) for the orbit of an element i ∈ I and G i for the stabilizer of i. Since G is abelian, G i is the stabilizer of j for every j ∈ G(i). We write
Let (Q, W ) be a quiver with potential, and assume that G acts on kQ by permuting the vertices and stabilizing the arrowspan. Assume moreover that g(W ) = W for every g ∈ G. Then we extend the action of G to an action by dg automorphisms on Γ Q,W as follows:
For degree -2, we set g(t i ) = t g(i) . We then define the skew group dg algebra Γ Q,W G as follows:
• as a graded vector space, it is equal to the tensor product Γ Q,W ⊗ k kG, where kG is concentrated in degree 0; • multiplication is k-linear and defined by (x ⊗ g)(y ⊗ h) = xg(y) ⊗ gh;
• the differential is k-linear and defined by d(x ⊗ g) = dx ⊗ g. It follows from [AP17, Proposition 2.2 and Corollary 2.3] that Γ Q,W G is a dg algebra, and that its cohomology in degree zero is isomorphic to the skew group algebra (H 0 Γ Q,W )G.
Skew group algebras of hereditary algebras by abelian groups
In Theorem 5.7 we are going to prove an isomorphism between the basic version of the skew group algebra of a Ginzburg dg algebra and a certain new Ginzburg dg algebra. In this section we focus on the case where the potential is zero, that is we start from a hereditary algebra (when the potential is zero, the dg structure is trivial). Later we will extend this construction to the case when the potential is nonzero.
For the rest of this section, let then G be a finite abelian group and let Q be a quiver, and assume that G acts linearly on kQ by permuting the vertices and stabilizing the span of the arrows. Our goal in this section is to describe the quiver Q G of a basic version of the skew group algebra (kQ)G, as well as a Morita idempotentē ∈ (kQ)G such that kQ G ∼ =ē(kQ)Gē. Then in the next section we will explicitly construct an isomorphism φ : kQ G →ē(kQ)Gē.
The quiver Q G has been constructed in [Dem10] for any finite group, but in the abelian case Demonet's description can be simplified. We will start with a lemma which is purely about representations of abelian groups.
Let V = n i=1 V i be a finite-dimensional vector space. Let G act transitively on N = {1, . . . , n} and also linearly on V such that g(V i ) ⊆ V g(i) .
Since G acts by automorphisms, it follows that V i ∼ = V g(i) and g(V i ) = V g(i) . Let S ≤ G be the stabilizer of 1 (thus S is the stabilizer of i for all i since G is abelian). Then S acts on V i for all i.
By a generalized permutation matrix we mean a matrix with exactly one nonzero entry in every row and in every column.
Lemma 3.1. There is a basis of V such that all the elements of G act in this basis by generalized permutation matrices.
. On the other hand, since the action is transitive on N , we have that g∈R V g(1) = V . Now let h ∈ G and g(v t ) ∈ B. By definition, hg = g ′ s for some g ′ ∈ R and s ∈ S. But then h(g(v t )) = χ t (s)g ′ (v t ) and g ′ (v t ) ∈ B, which proves the claim.
Notation 3.2. From now on we fixĨ to be a set of representatives of Q 0 under the action of G. This choice affects the rest of the paper, but it is inevitable. It corresponds to choosing an idempotent subalgebra of (kQ)G which is Morita equivalent to (kQ)G. Vertices of Q which are known to belong tõ I will be denoted by, for instance, i • and j • . Notation 3.3. We denote by M ij the space generated by the arrows from vertex i to vertex j. Write M ⊆ kQ for the space generated by all the arrows of Q. We write M G ⊆ (kQ)G for the space generated by elements of the form m ⊗ g with m ∈ M and g ∈ G.
Remark 3.4. Let i, j ∈ Q 0 . Let N be the orbit of (i, j) ∈ Q 0 × Q 0 under the diagonal action of G. Let V be the G-orbit of M ij . Then by Lemma 3.1 we can choose a suitable basis of V such that G maps arrows in V to multiples of arrows. By repeating this for every orbit in Q 0 × Q 0 , we can assume that G maps all arrows in Q to multiples of arrows (as opposed to our initial, a priori weaker, assumption that G preserves the arrowspans). We will without loss of generality make this simplifying assumption in the rest of the article.
Notation 3.5. By the construction of Lemma 3.1, to every arrow a : i → j we can associate a character χ a of G ij such that for every g ∈ G ij we have g(a) = χ a (g)a.
Notation 3.6. We can now describe the vertices of Q G (see [Dem10] ): they are given by
is an idempotent of the group algebra kG i• .
Notation 3.7. In particular, the idempotent Remark 3.9. The construction of Q G does depend on the choice ofĨ. Different choices will result in isomorphic quivers, but in different Morita idempotentsē ∈ (kQ)G.
Let us now describe the set (Q G ) 1 . Following [Dem10] , we need to fix some more notation.
Notation 3.10. For each i ∈ Q 0 , choose an element κ i ∈ G such that κ i (i) ∈Ĩ. We fix κ i• = 1 for each i • ∈Ĩ.
Notation 3.13. We will denote byã ρσ the arrow (if it exists) from (i
Explicit isomorphism
In this section we will expand on Demonet's result, and write an explicit algebra isomorphism φ : kQ G →ē(kQ)Gē. Let us begin by defining φ on vertices.
Observe that this is well defined since e i•ρ is a summand ofē. Defining φ on arrows is the same as choosing a basis of each space e j•σ M Ge i•ρ . In order to do this, we make the following definition.
Definition 4.2. We define a function ι : kQ → (kQ)G by setting
for every path p in Q, and extending it linearly to kQ. In the same way this defines a continuous function ι : kQ → ( kQ)G.
Remark that ι is not an algebra morphism, but it has two properties:
(1) If p, q are paths in Q, and pq = 0, then ι(pq) = ι(p)ι(q).
(2) ι(kQ) ⊆ē(kQ)Gē.
Proof.
(1) Since s(p) = t(q), we have
= ι(pq).
(2) It is enough to show thatēι(p)ē = ι(p) for all paths p in Q. We first observe thatē can be written
We may note that Remark 4.5. In general there exists no algebra morphism kQ → kQ G , but it turns out that the weaker properties of ι are sufficient for our purposes.
Lemma 4.6. The set
Proof. By [Dem10] , there is an isomorphism of algebras kQ G ∼ =ē(KQ)Gē mapping (i • , ρ) to e i•ρ and (j • , σ) to e j•σ . In particular, arrows in Q G from (i • , ρ) to (j • , σ) are in bijection with a basis of e j•σ M Ge i•ρ . On the other hand, such arrows are in bijection with the set of the statement by Lemma 3.12. Therefore it is enough to show that this set generates V = e j•σ M Ge i•ρ as a vector space.
The set
which is 0 unless s(a) = i for some i ∈ G(i • ). In this case, recalling that i • = κ i (i), the above expression equals 1 |G|
The latter is either zero (if ρ = χ| Gi • ) or a scalar multiple of (1 ⊗ e σ )ι(a)(1 ⊗ e ρ ). Since there exists at least one χ ∈ G ∨ such that ρ = χ| Gi • , we conclude that the set
Now observe that the action of G j• stabilizes the above set, up to scalars: if g ∈ G j• and g(a) = ξb for some arrow b, we have
So it is enough, in order to generate V , to take a set of representatives of arrows modulo the action of G j• , i.e. we can assume s(a) ∈ R i•j• .
Finally, notice that
Thus a must be such that χ a = ρ| Gi • j• σ| −1 Gi • j• as claimed. Definition 4.7. Recall that for every arrowã ρσ of Q G , there exists a unique corresponding distinguished arrow a ∈ Q. So we can set φ(ã ρσ ) = (1 ⊗ e σ )ι(a)(1 ⊗ e ρ ). Thus φ gives an isomorphism of vector spaces k(Q G ) 1 ∼ =ēM Gē (it is a bijection between bases), compatible with the definition of φ on vertices. We extend it uniquely to a morphism of algebras φ : kQ G →ē(kQ)Gē, which is then also an isomorphism. As we did for ι, we can also define in the same way a continuous algebra isomorphism φ : kQ G →ē( kQ)Gē.
There is also another "dual" basis of e j•σ M Ge i•ρ which we will use:
Lemma 4.8. The set
Proof. First observe that by the well-known orbit-counting lemma we have
Moreover, by a similar computation as in the end of the proof of Lemma 4.6, we can write
Taken together, these two observations imply that the set in the statement has the correct cardinality. We shall show that every element of the form
such that a ∈ D(i • , j • ) is a scalar multiple of an element in this set, and this implies the statement by Lemma 4.6.
First we remark that any a : i → j • can be written as a = κ −1 i h(b), where:
This concludes the proof.
The main advantage of defining φ with the help of ι is that we can carry out explicit computations relatively easily. In particular, we can express the image via ι of a path in Q as an explicit linear combination of paths in Q G . We show such formulas in the next results.
Lemma 4.9. Let a be a distinguished arrow in Q. Let g ∈ G be such that b = g −1 (a) is an arrow. Then
and the claim follows by applying φ −1 .
To use this formula on potentials, it is convenient to compute it for cycles. In fact, in the proof of Theorem 5.7 we will only use the formula of Lemma 4.9. However, one could say that the main new tool this article introduces is given by the formulas of Proposition 4.11. While these are not needed to prove our result, they are what one uses in practice to compute examples (as we illustrate in Section 6). Before proving them we shall introduce some additional notation.
Notation 4.10. We set cyc : kQ → kQ to be the linear map defined on a path p as cyc(p) = i∈Q0 ipi.
As usual, we extend it to a continuous map cyc : kQ → kQ. Now we use the previous lemma to write the formula for ι of an arbitrary path, and that of cyc ι for a cycle.
Proposition 4.11. Let b n · · · b 1 be a nonzero path in Q (with the b i arrows), and choose for each i = 1, . . . , n an element g i ∈ G such that g i (b i ) = a i ∈ D. We call T = n i=1 G ∨ s(bi) × G ∨ t(bn) and use the notation σ = (σ 1 , . . . , σ n+1 ) to denote elements in T . Then
In particular, if b n · · · b 1 is a cycle, we have the nicer formula
with the convention g 0 = g n .
Proof. Using Lemma 4.3(1) and Lemma 4.9 we have
. . , n, the above formula is reduced to ι(b n · · · b 1 ) = σ∈T ξ σãn,σnσn+1ãn−1,σn−1σn · · ·ã 1,σ2σ1
(note that we renamed σ ′ n to σ n+1 ) where the coefficient ξ σ is given by
and so the first statement follows. For the second statement, note that, applying cyc to the formula we just proved for ι(b n · · · b 1 ), all the terms of the sum where σ n+1 = σ 1 become zero. Thus the claim follows from the fact that t(b n ) = s(b 1 ).
Main result
In this section we extend the isomorphism of Section 4 from the case of a path algebra to the case of the Ginzburg dg algebra of a quiver with potential. The setting is as follows: let Q be a quiver with an action of a finite abelian group G on the path algebra kQ. As before, we assume that the action permutes the vertices and maps arrows to multiples of arrows. Recall that, by Remark 3.4, the weaker assumption that G permutes the vertices and fixes the vector space of all arrows would be sufficient. Moreover, let W be a potential on Q such that g(W ) = W for every g ∈ G. We will define a potential W G on Q G such that there is an isomorphism Φ between the Ginzburg dg algebra Γ QG,WG and the idempotent subalgebrā eΓ Q,W Gē of the skew group dg algebra of the Ginzburg dg algebra of (Q, W ); this idempotent algebra will be Morita equivalent to Γ Q,W G. In degree 0, this isomorphism will be the given by φ : kQ G →ē( kQ)Gē, as defined in Definition 4.1 and Definition 4.7
Remark 5.1. The existence of such a potential W G was proved in [LM18a] for G an arbitrary finite group. Our aim in the abelian case is to compute it explicitly as a (possibly infinite) linear combination of cycles of Q G .
In order to define the potential W G , we will make use of the function ι : kQ → ( kQ)G.
Lemma 5.2. There exists a unique continuous mapῑ : P Q → P QG such that the diagram Now we are ready to define the potential W G .
Definition 5.3. Let (Q, W ) be a quiver with potential with an action of a finite abelian group G which permutes the vertices and maps arrows to multiples of arrows. Assume moreover that g(W ) = W for all g ∈ G. Then define a potential W G on the quiver Q G by
Remark 5.4. If W ′ is a lift of W to kQ cyc , we remark that a possible lift of W G to kQ G (and in fact to kQ G cyc ) is given by cyc φ −1 ι(W ′ ).
Lemma 5.5. We have sφ −1 ι = cyc φ −1 ιs as functions kQ cyc → kQ Gcyc .
Proof. First observe that if A 1 , . . . , A n are sets of scalar multiples of arrows, we have Now let c = a n · · · a 1 ∈ kQ cyc . We have cyc φ −1 ιs(c) = cyc φ −1 ι n j=1 a j · · · a 1 a n · · · a j+1 = cyc n j=1 φ −1 ι(a j ) · · · φ −1 ι(a 1 )φ −1 ι(a n ) · · · φ −1 ι(a j+1 ) = n j=1 i∈(Q0) n+1
Proposition 5.6. The algebraēΓ Q,W Gē is a dg algebra Morita equivalent to Γ Q,W G.
Proof. ThatēΓ Q,W Gē is a dg algebra follows from the fact that for any homogeneous element x of Γ Q,W , we have
The proof thatēΓ Q,W Gē and Γ Q,W G are Morita equivalent is very similar to the proof in [RR85, Dem10] in the non dg case. We outline the proof for the dg case here. To lighten the notation, we write Γ instead of Γ Q,W .
If we forget the dg structure of ΓG, then write
where the P i are pairwise non-isomorphic indecomposable projective (non dg) ΓG-modules. Then the quotient of the endomorphism algebra of ΓG (as a non dg module) by its Jacobson radical is isomorphic to
Mat ai×ai (k).
One then shows that the image ofē in this quotient is a sum of r idempotents, one in each copy of Mat ai×ai (k). This shows that this quotient only depends on the action of G on the vertices of Q, and thatēΓGē is Morita equivalent to ΓG.
To prove that this is still true for the dg algebras, it suffices to show that the quotient of the endomorphism algebra of ΓG (as a dg module, this time) by its Jacobson radical is also isomorphic to
But we have that
This last algebra is an associative algebra in degree zero, so [RR85, Dem10] apply. Thus it only depends on the action of G on the vertices of Q, and it is isomorphic to
Mat ai×ai (k). It is easy to see that the image ofē in this product ring is the same as above. This finishes the proof.
We extend ι to Q with the same definition.
Theorem 5.7. There is a continuous isomorphism of dgas Φ : Γ QG,WG →ēΓ Q,W Gē defined by:
• In degree 0, Φ = φ.
, extended k-linearly, continuously and multiplicatively.
Proof. Firstly, Φ is a map of algebras, since it is by definition k-linear, multiplicative, and Φ(1) = φ(1) = 1. It is also continuous by definition. Let us check that Φ is a vector space isomorphism. In degree 0, this is true since Φ = φ and φ is an isomorphism. In degree -1, we need to check that {(1 ⊗ e ρ )ι(a * )(1 ⊗ e σ ) | a ∈ D} is a basis of (ēΓ Q,W Gē) −1 . This follows from Lemma 4.8 applied to the quiver Q \ Q 1 .
In degree -2, it is enough to prove that the vector subspace
In the same way as in the proof of Lemma 4.6, we can show that e j•σ (t l ⊗ e χ )e i•ρ = 0 if l = j • or l ∈ G(i • ). This means that we can consider only such elements for l = i • = j • . Moreover, again as in Lemma 4.6, we can prove that V is generated by the set
Then the claim follows, since
Let us now check that Φ commutes with differentials. It is enough to check that dΦ(ã * ρσ ) = Φd(ã * ρσ ) for a ∈ D, and that dΦ(t (i•,ρ) ) = Φd(t (i•,ρ) ). Let us check the first equality. We have
using the Leibniz rule. Let us fix a lift of W to kQ cyc , which we still call W for simplicity. Let us write sW = c∈C λ c c, where the c are cycles in kQ cyc . Then
On the other hand, we have
where b is an arrow, b ′ is the only distinguished arrow in the orbit of b, τ and ω run through the characters of the stabilizers of its source and target, and the µ bτ ω are some coefficients. Note that in the third equality we have applied Lemma 5.5.
We can remark that the term in the sum is 0 unlessb ′ τ ω =ã ρσ by the definition of cyclic derivative, so in fact the above expression equals
It remains to determine the coefficients µ bρσ precisely. To do this, we can use the formula of Lemma 4.9. From the above computations we have that
On the other hand, if we set b = g −1 (a), we have by Lemma 4.9:
. Let now L a ⊆ G be a set of representatives of G/G i•j• such that g −1 (a) is an arrow for every g ∈ L a (this exists by Lemma 3.1). Then we have (recall that in the formula we got b is assumed to be an arrow)
where, in the sixth equality, we have used that for a character τ of a group H, we have e τ h = τ (h −1 )e τ for all h ∈ H.
To continue, we remark that q = g(p) need not be a path. However, g(c) = m g,c d, where m g,c ∈ k and d ∈ C. From the assumption that g(W ) = W we obtain
= dΦ(ã * ρσ ). This concludes the proof that Φ commutes with d in degree -1.
For degree -2, we need to show that dΦ(t (i•,ρ) ) = Φd(t (i•,ρ) ). Using the Leibniz rule, we have
(1 ⊗ e ρ )(aa * ⊗ 1)(1 ⊗ e ρ ),
For an arrow a : j → i • , let L a,i• be a set of representatives of G i• /G i•j• mapping a to arrows (this exists by Lemma 3.1). Then
Similarly we have
Let now a : i → j be an arrow, with i ∈ G(i • ). Then choose N a,i• ⊆ G to be a maximal set mapping a to distinct arrows and i to i • . Thus for g ∈ N a,i• , g = gκ −1 i κ i , which means that N a,i• is a shift by κ i of a set of representatives of G i• /G i•j• . We have
(1 ⊗ e ρ )ι(a * a)(1 ⊗ e ρ ).
In the same way, we get
Finally, it follows immediately from the definition of ι that
In fact, we see that
On the other hand, we can compute
In the same way, (B) = (1) and (C) = (3) + (4) + (5), which concludes the proof.
A consequence of Theorem 5.7 is that we obtain functors between the generalized cluster categories of (Q, W ) and of (Q G , W G ). For a dg algebra A, let DA be its derived category, per A be its perfect derived category (that is, the smallest triangulated subcategory of DA containing A and stable under taking direct summands) and D fd A be the subcategory of DA of all objects whose cohomology has finite total dimension (a good reference for derived categories of dg algebras is [Kel94] Since the generalized cluster category of (Q, W ) is defined to be the Verdier quotient Proof. This follows from the above discussion and from Theorem 5.7, using the fact that eΓ Q,W Ge and Γ Q,W are Morita equivalent (by Proposition 5.6).
Example
In this section we compute a detailed example to showcase our construction. For this example we have to assume that 3 = 0 in k. Let G = g, h | gh = hg, g 3 = h 3 = 1 ∼ = Z/3Z × Z/3Z. Let Q be the quiver of Figure 1 . For clarity of notation, we have not given a name to all the arrows. We will now define an action of G on Q. Let ζ be a primitive third root of unity. We let G act on Q 0 by g(j l ) = j l , g(i l ) = i l+1 , h(i l ) = i l , and h(j l ) = j l+1 . We set g(x l ) = x l+1 and h(x l ) = ζx l . We let G map the other arrows to arrows in the obvious way. If we set W = y 3 y 2 y 1 + x 3 1 + x 3 2 + x 3 3 , then W is a potential on Q, and we get that g(W ) = h(W ) = W in P Q . Thus the action of G on (Q, W ) is within our setup, and we can apply our construction.
We need to make some choices. LetĨ = {i 1 , j 1 }, and let us write i and j for i 1 , j 1 for simplicity. We have G i = h and G j = g . Let us denote by ω (respectively τ ) the representations of G i (respectively G j ) sending h (respectively g) to ζ. We write tr for the trivial representation of both G i and G j . By Notation 3.6, the quiver Q G has vertices as in Figure 2. (i, tr) (j, tr) (i, ω) (j, τ ) (j, τ 2 ) (i, ω 2 ) Figure 2 . The vertices of Q G .
Let us now determine the arrows of Q G , as in Lemma 3.12. Let us look at arrows of the form i l → j m . Since G i ∩ G j = {1}, we get that there are arrows in Q G from (i, ρ) to (j, σ) for all ρ, σ.
Let us look at the arrows x l . Since χ x l = ω, there is an arrow in Q G from (i, ρ) to (i, σ) whenever ρ = σω.
(i, tr) (j, tr) (i, ω) (j, τ ) (j, τ 2 ) (i, ω 2 )
x tr ω 2ỹ tr tr xω tr yττỹ τ 2 τ 2x ω 2 ω Figure 3 . The quiver Q G .
Finally, let us consider the arrows y l . We have χ y l = tr, so we get a loop (j, σ) → (j, σ) for all σ. The quiver Q G is thus as in Figure 3 .
Let us now compute the potential W G , as in Section 5. We recall that, by Remark 5.4, it is enough to compute cyc φ −1 ι(y 3 y 2 y 1 + x 3 1 + x 3 2 + x 3 3 ). The term cyc φ −1 ι(y 3 y 2 y 1 ) will consist of a linear combination of the three cyclesỹ 3 σσ , σ = tr, τ, τ 2 , with some coefficients. We can determine these coefficients with the help of the second formula of Proposition 4.11.
First, observe that y 3 is a distinguished arrow, and that h(y 2 ) = y 3 and h −1 (y 1 ) = y 3 . Moreover, κ j3 = h. By the formula, the coefficient ofỹ 3 σσ is σ(1 · h · h −1 )σ(h −1 · h −1 · h −1 )σ(h · 1 · h −1 ) = σ(h −3 ) = 1 for all σ ∈ {tr, τ, τ 2 }. Let us look at the term cyc φ −1 ι(x 3 1 ). This will be equal to the cyclex ω trxω 2 ωxtr ω 2 times a coefficient. The arrow x 1 is distinguished and κ i1 = 1, therefore the coefficient is simply tr(1 · 1 · 1)ω(1 · 1 · 1)ω 2 (1 · 1 · 1) = 1.
Ultimately, we have determined that W G =x ω trxω 2 ωxtr ω 2 +ỹ 3 tr,tr +ỹ 3 τ τ +ỹ 3 τ 2 τ 2 .
We remark that in this example the quiver with potential (Q G , W G ) is isomorphic to the opposite of (Q, W ). By Theorem 5.7, the Ginzburg dg algebra Γ QG,WG is Morita equivalent to the skew group dg algebra Γ Q,W G.
Index of notations
Since this article is quite technical and required us to set up a great deal of notation, we include here a table of symbols. For each symbol we write a short and imprecise description, as well as redirect the reader to where in the text the precise definition can be found.
