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Wykaz skrótów stosowanych w pracy 
Skrót Nazwa polska Nazwa angielska 
API składnik aktywny leku active pharmaceutical ingredient 
AUC pole powierzchni pod krzywą area under curve 
CART drzewa klasyfikacji i regresji classification and regression trees 
CCR procent poprawnej klasyfikacji correct classification rate 
COW metoda zoptymalizowanego 
nakładania sygnałów 
maksymalizująca ich wzajemną 
korelację 
correlation optimized warping 
DAD detektor z matrycą diodową diode array detector 
ED-XRF spektroskopia rentgenowska  
z dyspersją energii 
energy-dispersive X-ray 
spectroscopy 
ELSD detektor rozpraszania światła 
przez odparowanie 
evaporative light scattering detector 
FAME estry metylowe kwasów 
tłuszczowych 
fatty acid methyl esters 
FN próbka fałszywie negatywna false negative 
FP próbka fałszywie pozytywna false positive 
GC-FID chromatografia gazowa z detekcją 
płomieniowo-jonizacyjną 
gas chromatography with flame 
ionization detector 
GMP dobra praktyka produkcyjna good manufacturing practice 
HPLC-DAD wysokosprawna chromatografia 
cieczowa z detektorem z  matrycą 
diodową 
high-performance liquid 
chromatography with diode-array 
detector 
kNN metoda k-najbliższych sąsiadów k-nearest neighbours 
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LDA liniowa analiza dyskryminacyjna linear discriminant analysis 
MS spektrometria mas mass spectrometry 
NCD detektor chemiluminescencji 
azotu 
nitrogen chemiluminescence detector 
NIR spektroskopia bliskiej 
podczerwieni 
near infrared 
NMR magnetyczny rezonans jądrowy nuclear magnetic resonance 
PAsLS metoda asymetrycznych 
najmniejszych kwadratów  
z funkcją kary 
penalized asymmetric least squares 
PCA analiza czynników głównych principal component analysis 
PLS-DA dyskryminacyjny wariant metody 
częściowych najmniejszych 
kwadratów 
partial least squares discriminant 
analysis 
ROC charakterystyka operacyjna 
odbiornika 
receiver operating characteristic 
SCD detektor chemiluminescencji 
siarki 
sulfur chemiluminescence detector 
SE czułość sensitivity 
SIMCA metoda modelowania 
indywidualnych grup 
soft independent modelling of class 
analogies 
SMC metoda korelacji 
wieloczynnikowej 
significance multivariate correlation 
SNV transformacja SNV standard normal variate 
SP specyficzność specificity 
SR współczynnik selektywności selectivity ratio 
TBT tributylocyna tributyltin 
TN próbka prawdziwie negatywna true negative 
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TP próbka prawdziwie pozytywna true positive 
UVE metoda eliminacji zmiennych 
nieistotnych 
uninformative variable elimination 
VIP metoda zmiennych znaczących 
dla projekcji 
variable importance in projection 
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Streszczenie  
Autentyczność produktów w wielu przypadkach zależy od ich składu chemicznego. 
Dlatego też do analizy produktów pod kątem ich autentyczności wykorzystuje się 
sygnały instrumentalne, które zawierają duży zasób informacji na temat substancji 
zawartych w próbce i mogą być postrzegane jako chemiczne odciski palca. Tego typu 
sygnał jest definiowany jako charakterystyczny profil opisujący skład chemiczny 
analizowanej próbki najlepiej jak to możliwe. Wśród wielu technik instrumentalnych, 
podejścia chromatograficzne są bardzo dobrym narzędziem do rejestracji chemicznych 
odcisków palca ze względu na możliwość rozdziału składników mieszanin.  
W ramach badań do analizy chromatograficznych odcisków palca opracowano 
z powodzeniem różnego rodzaju podejścia chemometryczne w celu weryfikacji 
autentyczności wybranych produktów (olej napędowy, Viagra®) oraz badania obecności 
tributylocyny w próbkach środowiskowych. Przed przystąpieniem do analizy 
chemometrycznej zastosowano metody wstępnego przygotowania danych uzyskując 
poprawę jakości analizowanych sygnałów instrumentalnych. Następnie, zaproponowano 
modele diagnostyczne pozwalające przyporządkować badane próbki do rozważanych 
grup na podstawie chromatograficznych odcisków palca wykorzystując 
dyskryminacyjny wariant metody częściowych najmniejszych kwadratów, PLS-DA. 
Każdy model został poddany ocenie i opisany przez wybrane parametry walidacyjne 
charakteryzujące poprawność jego działania. Dodatkowo, w ramach prowadzonych 
badań zaproponowano nową procedurę konstrukcji i walidacji modeli diagnostycznych, 
która pozwala na jednoczesną estymację parametrów walidacyjnych modeli o różnej 
liczbie czynników dla zbioru modelowego i zbiorów testowych (wewnętrznego 
i zewnętrznego). Podejście to umożliwia uwzględnienie różnego rodzaju metod wyboru 
zmiennych istotnych na etapie budowy modelu PLS-DA, a tym samym wyznaczyć te 
zmienne (obszary chromatogramu), które są istotne dla rozróżniania analizowanych 
próbek. Ze względu na dobrą efektywność modeli diagnostycznych, opracowanych 
w celu weryfikacji autentyczności wybranych produktów i oceny zagrożenia 
biologicznego wynikającego z obecności substancji szkodliwych w próbkach 
środowiskowych, można wnioskować, że proponowane rozwiązania problemów 
badawczych z uwzględnieniem metod chemometrycznych mogą być z powodzeniem 
implementowane na potrzeby rutynowych analiz. 
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1. Wstęp 
Obecnie, rynek produktów fałszowanych rozwija się na szeroką skale. Jest to głównie 
spowodowane niższą ceną takich produktów. Fałszowanie produktów definiuje się jako 
celową ingerencję człowieka w ich skład, wygląd lub procedurę wytwarzania. 
W zależności od obiektu fałszowania obserwuje się różne jego skutki. Gdy mamy do 
czynienia z fałszowaniem paliwa polegającym na usunięciu z niego dodatków 
akcyzowych, na szkodę narażony jest przede wszystkim budżet Państwa poprzez 
zaniżenie wpływów z tytułu należnego podatku akcyzowego [1]. Natomiast, gdy 
problem fałszowania dotyczy leków, stawka jest dużo wyższa, gdyż zagrożone jest 
zdrowie i życie ludzkie. Nielegalne wytwarzanie leków najczęściej odbywa się 
w prymitywnych warunkach niespełniających podstawowych norm czystości, 
a wytwarzane produkty są pozbawione kontroli jakości. Największym zagrożeniem 
w takim przypadku nie jest zaniżona zawartość substancji czynnej leku (co jest często 
obserwowane), a zanieczyszczenia pochodzące z substancji użytych do produkcji [2].  
Pod pojęciem zafałszowania rozumiemy także domieszkowanie produktów tańszymi 
substancjami o podobnych właściwościach. Przykładem może być dodawanie do miodu 
syropu kukurydzianego w celu zwiększenia jego objętości [3]. Takie działanie jest 
nielegalne i bezpośrednio działa na szkodę konsumenta. 
Przytoczone powyżej przykłady świadczą o dużej potrzebie kontrolowania parametrów 
jakości produktów, gdyż mają one wymiar finansowy, a także mogą oddziaływać na 
zdrowie i życie ludzi. Autentyczność produktu jest najczęściej związana z jego składem 
chemicznym (jakościowym i/lub ilościowym), jak również może być utożsamiana 
z pochodzeniem geograficznym [4]. W każdym z przypadków określa ona zgodność 
określonych cech danego produktu z deklaracją producenta. Odrębnym obszarem 
kontroli jakości jest analiza zanieczyszczeń środowiskowych, które podobnie jak 
zanieczyszczenia leków mogą oddziaływać na zdrowie i życie ludzi. Obecność 
w ekosystemie substancji zagrażających zdrowiu człowieka wymaga nie tylko ich stałej 
kontroli, ale również ciągłego ulepszania stosowanych metod analitycznych, co pozwala 
na wykrywanie coraz niższych stężeń analizowanych substancji. Spowodowane jest to 
koniecznością przestrzegania określonych norm definiujących dopuszczalne zawartości 
substancji szkodliwych w próbkach. Badania próbek o złożonym składzie jakimi są 
m.in. próbki żywności czy próbki środowiskowe, to tylko jedno z wyzwań analizy 
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jakościowej i ilościowej. Sygnały instrumentalne, posiadające duży zasób informacji 
o składzie chemicznym próbek mogą być traktowane jako tzw. chemiczne odciski palca. 
Analiza tego typu danych polega na porównaniu sygnałów instrumentalnych pomiędzy 
sobą lub względem sygnałów próbek  referencyjnych. Takie podejście sprawdza się 
w przypadku oceny autentyczności, ponieważ często jej wyznacznikiem jest całościowy 
skład chemiczny analizowanego produktu. Złożoność sygnałów analitycznych wynika 
z sumowania się informacji pochodzących od poszczególnych komponentów próbki. 
W celu uzyskania optymalnego lub sub-optymalnego rozdziału chromatograficznego, 
który daje możliwość uzyskania istotnej informacji o składzie analizowanej próbki 
należy uprzednio dobrać warunki analizy m.in. kolumnę chromatograficzną, skład fazy 
ruchomej, warunki rozdziału. Dla próbek pochodzenia naturalnego, ze względu na ich 
złożony skład, uzyskanie optymalnego rozdziału chromatograficznego bywa bardzo 
trudne, a niejednokrotnie nawet niemożliwe. Jednym ze sposobów poprawy jakości 
sygnału analitycznego jest zastosowanie odpowiedniej procedury laboratoryjnej 
poprzedzającej rozdział chromatograficzny jak np. wstępne oczyszczanie próbki, jej 
zatężenie czy ekstrakcja. Poprawa jakości sygnału analitycznego wynikająca 
z zastosowanej techniki chromatograficznej może następować na skutek zwiększenia 
rozdzielczości (zastosowanie odpowiednich kolumn i rozpuszczalników) oraz poprzez 
wykorzystanie zaawansowanych detektorów takich jak np. spektrometr mas. Wstępne 
przygotowanie danych z wykorzystaniem technik matematycznych jest także sposobem 
na poprawę jakości sygnału np. poprzez eliminację linii podstawowej, nakładanie 
sygnałów czy usuwanie szumu.  
Zastosowanie nowoczesnych technik instrumentalnych prowadzi do uzyskania dużej 
ilości danych, które mogą być trudne w interpretacji. W tym celu wykorzystywane są 
metody chemometryczne, które pozwalają na ekstrakcję użytecznej informacji 
ułatwiając tym samym, interpretację uzyskanych wyników analizy. W związku z tym 
różne podejścia chemometryczne znajdują coraz szersze zastosowanie do analizy całych 
sygnałów instrumentalnych stanowiących chemiczne odciski palca próbek w kontekście 
kontroli autentyczności wybranych produktów i oceny zagrożenia środowiskowego [5]. 
Niniejsza rozprawa doktorska obejmuje cykl badań, które zostały przedstawione 
w czterech publikacjach. Zaproponowałam w nich podejścia chemometryczne do oceny 
autentyczności wybranych produktów (olej napędowy, Viagra®) oraz weryfikacji 
obecności tributylocyny w wodzie na podstawie chromatograficznych odcisków palca. 
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Dodatkowo, opracowałam nowe podejście do konstrukcji i walidacji modeli 
dyskryminacyjnych bazujące na procedurze Monte Carlo. Publikacje wchodzące 
w skład rozprawy doktorskiej stanowią Załączniki nr 1-4 zamieszczone na końcu pracy. 
[1] Detection of discoloration in diesel fuel based on gas chromatographic fingerprints, 
Analytical and Bioanalytical Chemistry, 407 (2015) 1159-1170; IF = 3,125, 35 pkt.* 
[2] The Monte Carlo validation framework for the discriminant partial least squares 
model extended with variable selection methods applied to authenticity studies of 
Viagra® based on chromatographic impurity profiles, Analyst, 141 (2016) 1060-1070; 
IF = 4,033, 40 pkt.* 
[3] Expert system for monitoring the tributyltin content in inland water samples, 
Chemometrics and Intelligent Laboratory Systems, 149 (2015) 123-131; IF = 2,217, 
40 pkt.* 
[4] Chemometrics and identification of counterfeit medicines – a review, Journal of 
Pharmaceutical and Biomedical Analysis, 127 (2016) 112-122; IF = 3,169, 35 pkt.* 
 
 
 
 
 
 
 
 
 
 
 
 
 
* Punktacja zgodna z rokiem ukazania się publikacji według listy czasopism 
punktowanych MNiSW 
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2. Cele pracy 
W ramach swojej pracy doktorskiej skupiłam się na następujących celach badawczych: 
 ustalenie optymalnego zestawu metod chemometrycznych wykorzystywanych do 
ekstrakcji użytecznej informacji ze złożonych sygnałów chromatograficznych, 
w kontekście weryfikacji specyfikacji wybranych produktów; 
 opracowanie wieloparametrowych modeli diagnostycznych wspomagających 
wykrywanie procederu odbarwiania paliw na podstawie chromatograficznych 
odcisków palca uzyskanych z wykorzystaniem chromatografii gazowej z detektorem 
płomieniowo-jonizacyjnym, (GC-FID); 
 poszukiwanie obszarów sygnałów chromatograficznych, które różnicują grupy 
badanych próbek w kontekście badania autentyczności; 
 potwierdzenie autentyczności preparatu Viagra® na podstawie chromatograficznych 
profili zanieczyszczeń; 
 opracowanie i wykazanie użyteczności systemu eksperckiego bazującego na 
chromatograficznych odciskach palca poprzez ich modelowanie z wykorzystaniem 
wybranych metod uczenia maszynowego w celu oceny ryzyka skażenia wody 
tributylocyną i usprawnienia funkcjonowania laboratorium. 
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3. Część teoretyczna  
3.1 Chromatograficzne odciski palca  
Analiza chromatograficzna polega na rozdziale składników próbki ze względu na ich 
powinowactwo do fazy stacjonarnej. Jest ona jedną z najczęściej stosowanych technik 
analitycznych wykorzystywanych do identyfikacji składników i analizy ilościowej 
złożonych próbek. Wynika to z możliwości jednoczesnego oznaczania wielu składników 
próbki w trakcie jednego rozdziału chromatograficznego. 
Dzięki połączeniu standardowych technik chromatograficznych z różnymi detektorami 
wielokanałowymi (np. detektor z matrycą diodową, z ang. diode array detector – DAD, 
lub spektrometr masowy, z ang. mass spectrometry detector – MS) otrzymano 
sprzężone techniki chromatograficzne. Dzięki nim możliwe jest uzyskanie informacji 
o czystości pików chromatograficznych oraz polepszenie identyfikacji związków 
zawartych w badanej próbce. Z kolei efektywny rozdział chromatograficzny pozwala 
uzyskać pełniejszą informację o jej składzie chemicznym. Jednakże, analiza jakościowa 
poszczególnych składników próbki jest zazwyczaj skomplikowana, kosztowna 
i czasochłonna. Do badania próbek o złożonym składzie chemicznym wymagany jest 
rozdział komponentów i identyfikacja poszczególnych substancji chemicznych, co jest 
skomplikowane, a czasami nawet niemożliwe. Z tego powodu, do analizy 
porównawczej próbek stosowane są często całe sygnały instrumentalne stanowiące 
chemiczne odciski palca badanych próbek (z ang. chemical fingerprints). Przykładowy 
chromatogram stanowiący chromatograficzny odciska palca uzyskany dla próbki oleju 
napędowego przedstawiono na Rys. 1. 
Chemiczny odcisk palca definiowany jest jako charakterystyczny profil reprezentujący 
skład chemiczny próbki najlepiej jak to możliwe. Optymalny chromatograficzny odcisk 
palca to chromatogram o relatywnie dużej rozdzielczości pików. Ta definicja implikuje 
konieczność odpowiedniego doboru warunków rozdziału, które są konsekwentnie 
stosowane dla całego zbioru próbek [6]. Chemiczny odcisk palca może stanowić sygnał 
instrumentalny uzyskany bezpośrednio dla próbki lub dla jej ekstraktu. Wykorzystanie 
ekstrakcji jest najczęściej uwarunkowane obecnością zanieczyszczeń zawartych 
w próbce, które mogą utrudniać analizę lub koniecznością zateżania badanego analitu. 
Ważnym jest, aby analizę porównawczą próbek opisanych przez chemiczne odciski 
palca prowadzić dla sygnałów uzyskiwanych tą samą metodą i przy zachowaniu tych 
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samych warunków rozdziału. Często do rejestracji chemicznych odcisków palca są 
stosowane detektory selektywne takie jak np. detektor chemiluminescencji azotu 
(z ang. nitrogen chemiluminescence detector, NCD) lub detektor chemiluminescencji 
siarki (z ang. sulfur chemiluminescence detector, SCD). Pozwalają one na otrzymanie 
selektywnej informacji dotyczącej jedynie związków zawierających odpowiednio azot 
lub siarkę. Stanowi to duże ułatwienie w analizie złożonych próbek pod kątem 
związków zawierających te atomy w swojej budowie. Detektor NCD w połączeniu 
z chromatografią gazową GC-NCD jest wykorzystywany m.in. do analizy dodatków 
akcyzowych i ich przemian w oleju napędowym. Ze względu na złożoność tego typu 
próbek i relatywnie małe stężenie dodatków akcyzowych w porównaniu do pozostałych 
składników paliwa, detektor NCD pozwala uzyskać selektywne sygnały instrumentalne 
zawierające informacje tylko o wybranej grupie związków.  
Techniki chromatograficzne to doskonałe narzędzia rejestracji chemicznych odcisków 
palca. W odróżnieniu od technik spektroskopowych, interpretacja chromatograficznych 
odcisków palca jest łatwiejsza, gdyż w przypadku dobrego rozdziału jeden pik 
obserwowany na chromatogramie odpowiada jednej porcji eluatu. W idealnej sytuacji 
porcja eluatu zawiera czysty składnik, co można potwierdzić wykorzystując detektory 
wielokanałowe takie jak np. DAD czy MS. Cecha ta pozwala na uznanie sygnałów 
chromatograficznych jako unikalne źródło informacji o składzie badanej próbki. 
 
Rys. 1 Przykładowy chromatogram stanowiący chromatograficzny odciska palca próbki 
oleju napędowego, zarejestrowany za pomocą chromatografii gazowej z detektorem 
płomieniowo-jonizacyjnym 
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3.2 Chemometryczna analiza chromatograficznych odcisków palca  
Chromatograficzne odciski palca, modelowane z wykorzystaniem narzędzi 
chemometrycznych jakimi są np. techniki dyskryminacyjne, pozwalają na 
konstruowanie modeli diagnostycznych. Znajdują one zastosowanie m.in. w badaniach 
autentyczności wybranych produktów czy do oceny zawartości substancji 
niebezpiecznych w próbkach środowiskowych. Dodatkowo, metody chemometryczne 
pozwalają na analizę sygnałów, dla których nie uzyskano optymalnego rozdziału 
chromatograficznego tzn., gdy niektóre piki nie są całkowicie od siebie oddzielone. 
Analiza chemometryczna chromatograficznych odcisków palca może być trudna ze 
względu na obecność dodatkowych komponentów sygnału takich jak szum, linia 
podstawowa czy przesunięcia pików. W zależności od ich udziału, uzyskane wyniki 
analizy surowych sygnałów instrumentalnych (chromatograficznych odcisków palca) 
mogą być niewiarygodne. Dlatego, przed przystąpieniem do modelowania danych 
chromatograficznych bardzo ważnym etapem jest ich wstępne przygotowanie. Polega 
ono na eliminacji czynników wpływających na jakość informacji takich jak szum, linia 
podstawowa czy przesunięcia odpowiadających sobie pików.  
 
3.2.1 Wstępne przygotowanie chromatograficznych odcisków palca  
Wszystkie sygnały instrumentalne, w tym także chromatograficzne odciski palca, 
składają się z trzech komponentów: szumu, linii podstawowej oraz pików pochodzących 
od komponentów próbki (zob. Rys. 2) [7]. Piki chromatograficzne opisują skład próbki 
zarówno pod względem ilościowym jak i jakościowym. Natomiast linia podstawowa 
i szum to komponenty sygnału będące skutkiem błędów pomiarowych i/lub 
niestabilności warunków prowadzenia rozdziału. Szum i linia podstawowa wnoszą 
dodatkową, niepożądaną zmienność do sygnału analitycznego zniekształcając piki 
pochodzące od poszczególnych składników. Tego typu zakłócenia sygnałów 
analitycznych mogą prowadzić do zafałszowania realnego obrazu składu próbki, a także 
utrudniają ich analizę porównawczą. Dzieje się tak, gdy linia podstawowa lub szum 
mają relatywnie dużą intensywność przez co przeprowadzenie zarówno analizy 
jakościowej jak i ilościowej jest trudne, a czasem wręcz niemożliwe.  
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Rys. 2 Elementy składowe sygnału instrumentalnego (właściwy sygnał analityczny, 
linia podstawowa, szum) na przykładzie chromatogramu opisującego pięcioskładnikową 
mieszaninę 
 
Do najczęściej stosowanych metod wstępnego przygotowania sygnałów 
instrumentalnych zalicza się metody normalizacji, metody poprawiające stosunek 
sygnału do szumu oraz metody eliminujące przesunięcia pików względem siebie [7]. 
W pierwszym kroku przygotowania danych do analizy należy ocenić jakość sygnałów 
np. poprzez określenie stosunku sygnału do szumu lub wizualne zweryfikowanie 
intensywności takich komponentów jak szum czy linia podstawowa. Jedną 
z transformacji wykorzystywanych do wstępnego przygotowania danych jest 
normalizacja sygnałów. Stosuje się ją w celu umożliwienia porównania ze sobą 
sygnałów i polega na eliminacji błędów systematycznych, które występują w sygnałach 
m.in. z powodu niestabilności parametrów pobierania i przygotowywania próbek jak 
również nawet niewielkich wahań warunków prowadzenia analizy (np. różne objętości 
próbki nastrzykiwane na kolumnę chromatograficzną). Normalizacja polega na 
podzieleniu każdego elementu sygnału instrumentalnego przez określony parametr, 
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którego dobór zależy od stosowanego sposobu normalizacji. Najczęściej stosowana jest 
normalizacja sygnału do długości jednostkowej, polegająca na podzieleniu każdego 
elementu wektora przez pierwiastek sumy kwadratów jego wszystkich elementów. Inne 
warianty to normalizacja do jednostkowego pola powierzchni pod sygnałem oraz 
normalizacja SNV (z ang. standard normal variate) [8]. 
Szum jest definiowany jako odchylenie standardowe od wartości średniej sygnału 
rejestrowanego przez dany przyrząd pomiarowy. Charakteryzuje go wielkość 
określająca stosunek sygnału do szumu (stosunek średniej z sygnału do jego odchylenia 
standardowego) [9]. Szum jest komponentem sygnału o największej częstotliwości. Jego 
obecność jest uwarunkowana ograniczoną czułością stosowanego detektora oraz 
możliwością występowania w trakcie analizy reakcji pomiędzy składnikami zawartymi 
w próbce. Tego typu zjawiska mogą powodować zmiany natężenia sygnału 
instrumentalnego. Wyróżnia się kilka rodzajów szumu, między innymi tzw. szum biały 
o rozkładzie gaussowskim, szum skorelowany oraz szum proporcjonalny do sygnału. 
Szum ze względu na to, że nie wnosi istotnej informacji analitycznej, może negatywnie 
wpływać na dalszą analizę danych instrumentalnych. Można go wyeliminować poprzez 
zastosowanie różnego rodzaju filtrów takich jak na przykład filtr bazujący na medianie, 
filtr wykorzystujący wartość średnią sygnału, filtr Whitakkera lub filtr 
Savitzkyego-Golaya [9–11]. W zależności od sygnału analitycznego szum może być 
również korygowany za pomocą transformacji falkowej [12].  
Kolejnym składnikiem chromatograficznych odcisków palca nie zawierającym 
informacji o składzie próbki jest linia podstawowa. Ma ona najmniejszą częstotliwość 
spośród składników sygnału. Z analitycznego punktu widzenia jest to sygnał 
instrumentalny zarejestrowany dla próbki pozbawionej badanych analitów. Kształt linii 
podstawowej jest zmienny i nawet dla zestawu próbek o tym samym pochodzeniu może 
się znacznie różnić. Dlatego usunięcie linii podstawowej jest istotnym krokiem 
wykonywanym przed analizą chemometryczną. Podobnie jak w przypadku szumu, 
intensywna linia podstawowa może powodować zafałszowanie wyników uzyskanych za 
pomocą wybranych metod chemometrycznych. W celu eliminacji linii podstawowej 
opracowano wiele metod, jednak do najczęściej stosowanych należy metoda 
asymetrycznych najmniejszych kwadratów z funkcją kary (z ang. penalized asymmetric 
least squares, PAsLS) [13]. Metoda PAsLS była stosowana do korekcji sygnałów 
chromatograficznych uzyskanych podczas badań realizowanych w ramach niniejszej 
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rozprawy doktorskiej. Wpływ linii podstawowej może być także eliminowany poprzez 
zastosowanie pochodnych sygnału.  
Innym zjawiskiem, które utrudnia analizę porównawczą zbioru sygnałów 
instrumentalnych są przesunięcia pomiędzy pikami pochodzącymi od tych samych 
substancji. Główną przyczyną ich występowania jest zazwyczaj niestabilność warunków 
w trakcie prowadzonego rozdziału. W przypadku technik chromatograficznych ta 
niestabilność dotyczy m.in. starzenia się złoża kolumny chromatograficznej oraz 
fluktuacji składu fazy ruchomej. Jest to szczególnie niekorzystne zjawisko w przypadku 
gdy wykorzystywane są metody bazujące na porównywaniu ze sobą chemicznych 
odcisków palca. W takiej sytuacji pik pochodzący od tej samej substancji różni się 
położeniem na poszczególnych chromatogramach i wyniki przeprowadzonej analizy 
będą błędne, gdyż pomimo podobieństwa składu próbek mogą one zostać 
zidentyfikowane jako różniące się ze względu na zawartość/obecność danego 
komponentu. W celu usunięcia przesunięć pomiędzy pikami stosuje się techniki znane 
jako metody nakładania pików np. metodę zoptymalizowanego nakładania widm, która 
maksymalizuje wzajemną korelację sygnałów (z ang. correlation optimized warping, 
COW) [14,15].  
Przed przystąpieniem do wstępnego przygotowania sygnałów instrumentalnych należy 
(jeśli jest to konieczne) zapewnić, tę samą liczbę punktów pomiarowych i częstotliwość 
próbkowania. Jest to wymagane w przypadku, gdy sygnały rejestrowane dla 
analizowanych próbek mają różną liczbę punktów pomiarowych, gdyż wówczas 
zestawienie ich w macierz jest niemożliwe. 
 
Eliminacja linii podstawowej  
Jedną z najpopularniejszych metod stosowanych do eliminacji linii podstawowej jest 
metoda asymetrycznych najmniejszych kwadratów z funkcją kary, PAsLS 
(z ang. penalized asymmetric least squares) [13]. Poprzez minimalizację funkcji 
Q opisanej równaniem (1) wyznaczana jest linia podstawowa ŷ. 
 
Q =  ∑ pi(yi − ŷi i )
2 + λ ∑ (∆2 ŷi  )
2
i      (1) 
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gdzie yi jest i-tym punktem pomiarowym sygnału instrumentalnego 
(np. chromatogramu), ŷi jest i-tym punktem pomiarowym estymowanej linii 
podstawowej, pi opisuje wagi dla różnicy zdefiniowanej w pierwszym członie równania, 
natomiast λ opisuje parametr kary dla drugiego członu równania. Operator pochodnej 
zastosowany do estymacji linii bazowej, jest oznaczony jako ∆. Pierwszy człon 
równania opisuje kwadraty reszt uzyskanych po odjęciu od sygnału aproksymowanej 
linii podstawowej z uwzględnieniem wag jakie odpowiednio wnoszą. Tym samym 
odzwierciedla on dopasowanie trendu linii podstawowej do korygowanego sygnału 
instrumentalnego. Natomiast parametr λ w drugim członie równania dotyczy 
‘niewygładzonych’ obszarów sygnału analitycznego, których kształt wykracza poza 
kształt estymowanej linii podstawowej (np. piki na chromatogramie).  
Estymacja linii podstawowej za pomocą metody PAsLS wymaga wyznaczenia dwóch 
parametrów wejściowych (λ, p), których wartości są dobierane poprzez wizualną ocenę 
działania metody dla wielu zestawów parametrów dokonywaną przez użytkownika. 
Parametr p definiuje asymetryczność danego sygnału instrumentalnego, natomiast 
parametr λ jest związany z stopniem wygładzenia linii podstawowej. W literaturze 
podawane są przedziały wartości danych parametrów, w których należałoby szukać 
optymalnego zestawu ich wartości i wynoszą odpowiednio 10-3≤ p ≤10-1 oraz 
10
2 ≤ λ ≤ 109. Poniżej przedstawiono przykładowe wyniki estymacji linii podstawowej 
dla różnych wartości parametru λ oraz przykładowy sygnał instrumentalny przed i po 
skorygowaniu linii podstawowej. 
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Rys. 3 (a-d) estymacja linii podstawowej dla różnych wartości parametru λ, 
(e) oryginalny sygnał oraz (f) sygnał po usunięciu linii podstawowej za pomocą metody 
asymetrycznych najmniejszych kwadratów z funkcją kary dla λ = 100 
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Eliminacja przesunięć pików chromatograficznych 
Obecność przesunięć pików w sygnałach chromatograficznych jest częstym zjawiskiem 
spowodowanym niestabilnością warunków analizy. Aby było możliwe porównanie 
sygnałów ze sobą należy nałożyć na siebie odpowiadające sobie piki tj. piki pochodzące 
od tych samych substancji. W tym celu stosuje się wiele metod m.in. metodę 
zoptymalizowanego nakładania sygnałów maksymalizującą ich wzajemną korelację 
(z ang. correlaction optimizing warping, COW) [14], metodę automatycznego 
nakładania sygnałów (z ang. automatic alignment, AA) [16] oraz metodę nakładania 
sygnałów z zastosowaniem logiki rozmytej (z ang. fuzzy warping) [17]. Najwięcej 
aplikacji ma metoda COW, która dokonuje korekcji przesunięć pików w sygnałach 
względem sygnału wzorcowego. Istnieje kilka sposobów wyboru sygnału wzorcowego 
[15]. Jednym z nich jest podejście bazujące na współczynniku korelacji pomiędzy 
analizowanymi sygnałami, zgodnie z którym dla każdego sygnału ze zbioru danych 
wyznaczane są współczynniki korelacji z pozostałymi sygnałami. Następnie uzyskane 
wartości współczynników korelacji dla pojedynczego sygnału są uśredniane, a jako 
sygnał wzorcowy wybierany jest ten, który charakteryzuje się największą średnią 
wartością współczynników korelacji. Dopasowanie sygnałów do sygnału wzorcowego 
jest uzyskiwane poprzez liniową interpolację prowadzącą do rozciągania i/lub kompresji 
poszczególnych fragmentów sygnału w taki sposób, aby uzyskać ich maksymalną 
korelację z sygnałem wzorcowym. W metodzie COW jakość nakładania sygnałów 
zależy od dwóch parametrów. Pierwszy, oznaczany symbolem N, charakteryzuje liczbę 
segmentów na którą będzie podzielony każdy sygnał. Drugi to tzw. parametr 
elastyczności s, który definiuje możliwe położenia końców poszczególnych sekcji, na 
które został podzielony sygnał. Im większa wartość parametru elastyczności tym 
zdolność kompensowania przesunięć pików wzrasta. Z reguły, podczas procesu 
nakładania testuje się szereg kombinacji parametrów N i s, a jako optymalne wybierane 
są te, które pozwalają uzyskać maksymalną wartość korelacji sygnału z sygnałem 
wzorcowym. Wyniki działania metody COW dla dwóch przykładowych 
chromatogramów oraz  N = 20, s = 3 przedstawiono na Rys. 4. Wartości współczynnika 
korelacji pomiędzy sygnałami przed i po ich nałożeniu wynoszą odpowiednio 0,724 
i 0,992. 
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Rys. 4 Nakładanie dwóch przykładowych sygnałów chromatograficznych 
metodą zoptymalizowanego nakładania sygnałów maksymalizującą ich wzajemną 
korelację, (a) oryginalne sygnały przed nałożeniem pików, (b) sygnały po eliminacji 
przesunięć pomiędzy pikami (niebieska linia - sygnał wzorcowy, czerwona linia - sygnał 
korygowany) 
 
Wstępnie przygotowane sygnały instrumentalne organizowane są w macierz danych, X, 
w przypadku gdy sygnały mają postać wektora lub w tensor, gdy pojedynczą próbkę 
opisuje zbiór sygnałów stanowiący macierz danych np. HPLC-DAD. W przypadku 
sygnałów instrumentalnych, które dla każdej próbki mają postać wektora tak jak 
np. chromatogramy rejestrowane za pomocą detektorów jednokanałowych (np. GC-FID) 
czy widma NIR, organizuje się je w macierz danych w taki sposób, że każdy z sygnałów 
reprezentujący badaną próbkę stanowi kolejny wiersz macierzy. Schemat organizacji 
sygnałów chromatograficznych w macierz danych przedstawia Rys. 5. 
 
Rys. 5 Schemat organizacji sygnałów instrumentalnych w macierz danych, X 
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Omówione zagadnienia dotyczące wstępnego przygotowania danych instrumentalnych 
są typowe dla wszystkich rodzajów sygnałów analitycznych. Ich umiejętne 
zastosowanie pozwala w dużej mierze eliminować niepożądane źródła wariancji, a przez 
to uzyskać lepsze rezultaty analizy porównawczej i modelowania danych. Ogólny 
schemat kolejnych kroków przygotowania sygnałów chromatograficznych do analizy 
chemometrycznej przedstawia Rys. 6. 
 
 
 
Rys. 6 Główne kroki przygotowania chromatograficznych odcisków palca do analizy 
chemometrycznej 
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3.2.2 Metody chemometryczne stosowane do badania autentyczności próbek 
Metody chemometryczne są coraz częściej wykorzystywane do analizy chemicznych 
odcisków palca w kontekście badania autentyczności próbek oraz oceny zagrożeń 
biologicznych spowodowanych obecnością substancji niebezpiecznych w próbkach 
środowiskowych. W zależności od podjętego problemu badawczego, stosuje się różne 
podejścia chemometryczne. Są to zarówno metody, które ułatwiają interpretację 
i ekstrakcję informacji zawartych w danych eksperymentalnych, jak również 
pozwalające na budowę reguł logicznych wspierających rozróżnienie analizowanych 
grup próbek i prognozowanie ich przynależności do odpowiednich grup. Ogólnie 
metody chemometryczne stosowane do weryfikacji jakości różnego rodzaju produktów 
można podzielić na trzy grupy: metody eksploracyjne, klasyfikacyjne oraz 
dyskryminacyjne.  
 
Metody eksploracyjne  
Metody eksploracyjne należą do metod uczenia bez nadzoru. Mają na celu ujawienie 
struktury danych, a w szczególności grupowania się obiektów o podobnych 
właściwościach próbek znacznie różniących się od pozostałych czy lokalnych fluktuacji 
gęstości danych. Do typowych technik uczenia bez nadzoru należy analiza czynników 
głównych (z ang. principal component analysis, PCA) [18,19]. 
Celem metody PCA jest modelowanie, kompresja i wizualizacja wielowymiarowych 
danych. W analizie eksploracyjnej z wykorzystaniem tej metody macierz danych 
X o m obiektach i n parametrach jest przedstawiona jako iloczyn dwóch macierzy T i P 
o wymiarowości odpowiednio [m,f] i [f,n] (zob. równanie 2). Macierz T zawiera 
współrzędne obiektów (tzw. wyniki), a macierz P współrzędne parametrów dla nowych 
ukrytych zmiennych tzw. czynników głównych. Graficzna postać dekompozycji danych 
z zastosowaniem modelu PCA została przedstawiona na Rys. 7. 
 
X[m,n] = T[m,f] P
T
[f,n] + E[m,n]     (2) 
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gdzie, X to macierz wyjściowych danych, T to macierz wyników, P reprezentuje 
macierz wag, a E to macierz reszt od modelu, f oznacza liczbę czynników głównych, 
a m i n to odpowiednio liczba próbek i zmiennych. 
 
 
Rys. 7 Dekompozycja macierzy danych X z wykorzystaniem modelu PCA 
z f czynnikami do macierzy wyników T, wag P oraz reszt E 
 
Czynniki główne w metodzie PCA są konstruowane w sposób iteracyjny tak, aby 
maksymalizować opis wariancji danych. Każdy kolejny czynnik główny modeluje 
wariancję nieopisaną przez poprzednie czynniki główne. A zatem, wkład każdego 
kolejnego czynnika głównego do opisu całkowitej wariancji danych jest coraz mniejszy.  
Wstępna ocena struktury danych za pomocą projekcji wyników i/lub wag pozwala 
określić zależności istniejące pomiędzy próbkami i/lub parametrami, jak również 
ułatwia interpretację wyników uzyskanych w kolejnych etapach analizy 
chemometrycznej. Główną zaletą analizy danych za pomocą metody PCA jest brak 
konieczności posiadania wiedzy na temat przynależności analizowanych danych do 
poszczególnych grup, co odróżnia metody uczenia bez nadzoru od metod uczenia 
z nadzorem. 
 
Metody klasyfikacyjne 
Metody klasyfikacyjne to metody uczenia z nadzorem, ponieważ wykorzystują do 
konstrukcji modelu zbiór danych eksperymentalnych X i zmienną zależną y. Zmienna 
zależna zawiera informację o przynależności próbki do danej grupy. Metody 
klasyfikacyjne zakładają, iż każda grupa próbek jest modelowana oddzielnie, a próbkę 
można przypisać do jednej z grup, do kilku grup jednocześnie, albo do żadnej z nich 
(Rys. 8b). 
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Najczęściej stosowaną metodą klasyfikacyjną jest metoda modelowania indywidualnych 
grup, SIMCA (z ang. soft independent modelling of class analogies) [18]. Metoda 
SIMCA buduje reguły klasyfikacyjne na podstawie parametrów modelu PCA 
otrzymanego oddzielnie dla każdej grupy próbek. Ustalenie przynależności próbki do 
danej grupy odbywa się poprzez ocenę jej odległości od próbek modelowych 
w przestrzeni modelu (odległość Mahalanobisa) oraz dopasowaniu próbki do modelu 
(reszty od modelu). W praktyce oznacza to, że przestrzeń modelu jest ograniczona przez 
obszar definiowany odpowiednio dobranymi wartościami progowymi. Określenie „soft” 
w metodzie SIMCA odnosi się do możliwości przypisania pojedynczej próbki do kilku 
grup jednocześnie.  
Metody klasyfikacyjne są zazwyczaj wykorzystywane w sytuacjach gdy nie ma 
możliwości uwzględnienia wszystkich grup próbek na etapie budowy modelu. Wówczas 
minimalizowane jest ryzyko identyfikacji przez model próbek fałszywie pozytywnych, 
tj. takich, które są rozpoznawane jako należące do danej grupy podczas gdy nie 
powinny. 
 
Metody dyskryminacyjne 
Metody dyskryminacyjne to grupa metod uczenia z nadzorem, za pomocą których 
przestrzeń zmiennych eksperymentalnych zostaje podzielona na kilka wzajemnie 
wykluczających się podprzestrzeni. Ich liczba jest równa liczbie grup w rozpatrywanym 
problemie dyskryminacyjnym. Ze względu na położenie próbki w przestrzeni 
zmiennych objaśniających jest ona zawsze przypisana tylko do jednej grupy. Ta 
własność zasadniczo różni tę grupę metod od metod klasyfikacyjnych. Schematycznie 
różnice pomiędzy metodami dyskryminacyjnymi i klasyfikacyjnymi przedstawiono na 
Rys. 8. 
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Rys. 8 Ilustracja przewidywania przynależności do grup w technikach 
(a) dyskryminacyjnych i (b) klasyfikacyjnych 
 
W przypadku problemu dwuklasowego przynależność próbek do analizowanych grup 
jest określana za pomocą zmiennej zależnej y mającej postać wektora. Dla modelu 
PLS-DA poszczególne elementy zmiennej y są definiowane za pomocą kodowania 
binarnego (0, 1) lub bipolarnego (-1, 1). Przyjęta etykieta dla danej grupy jest kwestią 
umowną. W przypadku kodowania binarnego wszystkie próbki, które na podstawie 
modelu dyskryminacyjnego otrzymają wartość zmiennej zależnej większą od 0,5 
przypisane są do grupy oznaczonej za pomocą jedynek, natomiast wszystkie próbki dla 
których wartość zmiennej zależnej jest mniejsza od 0,5 są przypisane do grupy 
oznaczonej za pomocą zer. Do konstrukcji modeli dyskryminacyjnych stosowane są 
takie techniki chemometryczne jak, liniowa analiza dyskryminacyjna (z ang. linear 
discriminant analysis, LDA) [20], drzewa klasyfikacji i regresji (z ang. classification 
and regression trees, CART) [21], metoda k-najbliższych sąsiadów kNN 
(z ang. k-nearest neighbors) [22] oraz dyskryminacyjny wariant metody częściowych 
najmniejszych kwadratów (z ang. discriminant partial least squares discriminant 
analysis, PLS-DA) [23–25]. Metodę PLS-DA można przedstawić w postaci równania 3:  
 
y[m,1] = X[m,n] b
T
[n,1] + e[m,1]     (3) 
 
gdzie, y to wektor zmiennych zależnych, X to zbiór zmiennych objaśniających, b to 
wektor współczynników regresji maksymalizujących wariancję w macierzy 
przestrzeń zmiennych
w metodach
dyskryminacyjnych
przestrzeń zmiennych
w metodach
klasyfikacyjnych
próbka 1 
próbka 2
grupa 1 
próbka 3
grupa 2
grupa 1
grupa 3
grupa 2
grupa 3
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X i kowariancję pomiędzy macierzą X, a zmienną y, e jest wektorem reszt od modelu, 
a m i n to odpowiednio liczba próbek i zmiennych.  
Zarówno badanie produktów pod względem ich autentyczności jak i ocena zgodności 
próbki z określoną normą stanowią problem dwuklasowy, ponieważ analizowana próbka 
może być albo autentyczna albo nie. Natomiast w przypadku oceny zagrożeń 
biologicznych spowodowanych obecnością substancji szkodliwych w próbkach 
środowiskowych zawartość badanych analitów w skażonej próbce przekracza lub nie 
przekracza dopuszczalnych stężeń co w pełni uzasadnia użycie metody 
dyskryminacyjnej PLS-DA w badaniach dotyczących niniejszej rozprawy doktorskiej.  
 
Wybór zbioru modelowego i testowego 
Konstrukcja modelu kalibracyjnego/dyskryminacyjnego wymaga użycia odpowiedniej 
liczby próbek modelowych, które są wykorzystywane do budowy reguł 
klasyfikacyjnych/dyskryminacyjnych. Aby zapewnić dobre zdolności predykcyjne 
modelu, zbiór modelowy powinien zawierać próbki reprezentujące wszystkie możliwe 
źródła wariancji danych, a więc takie, które pokrywają całą przestrzeń analizowanego 
zbioru danych. W przypadku gdy zbiór modelowy nie jest reprezentatywny, pojawia się 
ryzyko ekstrapolacji lub interpolacji modelu, co może skutkować pogorszeniem 
zdolności przewidywania. Reprezentatywność zbioru modelowego może być uzyskana 
m.in. poprzez odpowiednie zaplanowanie eksperymentu [26]. Jednak w niektórych 
sytuacjach, gdy obiektem badań są próbki środowiskowe lub próbki naturalne 
o nieznanym składzie (np. zafałszowane leki), użycie technik planowania eksperymentu 
jest niemożliwe. Taka sytuacja miała miejsce w przypadku przedstawionych badań. 
Wówczas w celu wyboru reprezentatywnych próbek z zestawu analizowanych danych 
stosowane są metody wyboru zbioru próbek takie jak metoda Duplex [27] oraz algorytm 
Kennarda i Stona [28]. Zapewniają one możliwie najlepszą reprezentatywność zbioru 
modelowego poprzez włączanie do niego próbek, które równomiernie pokrywają 
przestrzeń danych eksperymentalnych. Zarówno metoda Duplex jak i algorytm 
Kennarda i Stona mogą być stosowane, gdy liczba analizowanych próbek jest 
odpowiednio duża. Zazwyczaj przyjmuje się, że zbiór modelowy powinien zawierać od 
70% do 75% całkowitej liczby próbek, natomiast pozostałe próbki tworzą zbiór testowy. 
W obu algorytmach podobieństwo pomiędzy próbkami jest wyrażone za pomocą 
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odległości euklidesowej. Dodatkowo bardzo ważne jest aby do konstrukcji modelu 
PLS-DA stosowany był zbilansowany zbiór modelowy co oznacza, że zbiór ten 
powinien być zbudowany z takiej samej liczby próbek z poszczególnych grup [29]. 
Niezbalansowany zbiór modelowy powoduje przesunięcie granicy dzielącej przestrzeń 
danych ze względu na przynależność do analizowanych grup w kierunku grupy bardziej 
licznej czego konsekwencją może być gorsze przewidywanie modelu. 
W przypadku algorytmu Kennarda i Stonea pierwszą próbką wybraną do zbioru 
modelowego jest ta, która jest położona najbliżej arytmetycznego środka danych. 
Kolejną próbką wybraną do zbioru modelowego jest próbka znajdująca się najdalej od 
pierwszej. Jako trzecią do zbioru modelowego wybiera się próbkę najbardziej oddaloną 
od dwóch dotychczas wybranych. W analogiczny sposób wybiera się kolejne próbki do 
zbioru modelowego do momentu, gdy zbiór będzie zawierał ich założoną liczbę. Próbki, 
które nie zostały wybrane do zbioru modelowego stanowią zbiór testowy.  
Algorytm „Duplex”, w odróżnieniu od algorytmu Kennarda i Stona, ma na celu 
zapewnienie reprezentatywności zarówno zbioru modelowego jak i testowego. 
W pierwszym kroku identyfikuje się dwie próbki najbardziej od siebie różne i włącza je 
do zbioru modelowego. Kolejna para próbek, która jest od siebie również najbardziej 
oddalona, jest dodana do zbioru testowego. W następnych krokach wybierane są 
naprzemiennie do zbioru modelowego i testowego kolejne pary próbek najbardziej od 
siebie oddalonych. Procedura wyboru próbek jest wykonywana aż do momentu, gdy do 
zbioru testowego zostanie przyporządkowana określona liczba próbek.  
Przykładowy podział danych na zbiór modelowy i testowy za pomocą algorytmów 
Duplex i Kennarda i Stona przedstawiono na Rys. 9.  
29 
 
Rys. 9 (a) wizualizacja próbek na płaszczyźnie zdefiniowanej przez dwie zmienne, 
podział próbek na zbiór modelowy i testowy za pomocą algorytmów (b) Duplex 
i (c) Kennarda i Stona 
 
Parametry walidacyjne 
Znanych jest wiele parametrów walidacyjnych charakteryzujących efektywność 
działania modeli dyskryminacyjnych i klasyfikacyjnych. Są one obliczane niezależnie 
dla zbioru modelowego i testowego. Najbardziej popularnym parametrem oceny modelu 
jest procent poprawnej klasyfikacji (z ang. correct classification rate, CCR), który mówi 
o liczbie próbek, których przynależność do grup została właściwie rozpoznana przez 
model. 
Innymi parametrami oceny modelu są np. czułość i specyficzność. Do ich obliczenia 
wykorzystuje się informację o liczbie próbek poprawnie lub niepoprawnie 
zaklasyfikowanych na podstawie modelu oddzielnie dla każdej z analizowanych grup 
lub w całym zbiorze próbek. Dla problemu dyskryminacyjnego, który dotyczy tylko 
dwóch grup próbek, tak jak ma to miejsce w problemach identyfikacji autentyczności, 
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czy oceny zgodności próbki z zakładaną normą zakłada się, że próbki autentyczne lub 
próbki spełniające określone normy stanowią grupę pozytywną, a zafałszowane czy 
niespełniające normy to grupa negatywna. Jako próbki prawdziwie pozytywne 
(z ang. true positive, TP) i prawdziwie negatywne (z ang. true negative, TN) uznaje się 
te, które są poprawnie przyporządkowane do danej grupy za pomocą modelu. Próbki 
fałszywie pozytywne (z ang. false positive, FP) są to próbki zafałszowane (negatywne) 
rozpoznawane przez model dyskryminacyjny jako autentyczne (pozytywne). 
Analogicznie, próbki fałszywie negatywne (z ang. false negative, FN) są to próbki 
autentyczne (pozytywne) błędnie przypisywane do grupy próbek zafałszowanych 
(negatywnych). Czułość (z ang. sensitivity, SE) dla danej grupy próbek definiuje się 
jako iloraz liczby próbek prawdziwie pozytywnych i liczby wszystkich próbek 
pozytywnych i mówi o tym jak dobrze dany model przewiduje próbki autentyczne. 
Poprawność przewidywania próbek negatywnych charakteryzowana jest przez 
specyficzność modelu (z ang. specificity, SP), określająca stosunek liczby próbek 
prawdziwie negatywnych do liczby wszystkich próbek negatywnych w analizowanym 
zbiorze danych. Wszystkie opisane parametry przedstawiają poniższe równania (4-6): 
 
SE = TP / (TP + FN)     (4) 
SP = TN / (TN + FP)      (5) 
CCR = (TP + TN) / (TP + FP + FN + TN)        (6) 
 
Kolejnym sposobem oceny jakości modelu dyskryminacyjnego jest analiza krzywej 
ROC (z ang. receiver operating characteristic) [30]. Obrazuje ona zależność pomiędzy 
procentem próbek prawdziwie pozytywnych i fałszywie pozytywnych. Im bardziej 
krzywa ma wypukły kształt tym model dyskryminacyjny jest bardziej wiarygodny. 
Krzywa ROC może być również opisana za pomocą pola powierzchni pod jej 
wykresem, tzw. parametr AUC (z ang. area under curve). Parametr ten obrazuje 
efektywność przewidywania modelu. Im bardziej wartość pola powierzchni pod krzywą 
ROC (AUC) jest zbliżona do 1 tym lepszą efektywność posiada dany model. Najlepszą 
dyskryminację próbek zapewnia model, którego wartość AUC wynosi 1. Gdy AUC 
wynosi 0,5 oznacza to, że dany model działa nie lepiej niż losowe 
przyporządkowywanie próbek do dwóch grup.  
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Przykładowe krzywe ROC dla modeli o różnych właściwościach predykcyjnych wraz 
z ich wartościami AUC przedstawia Rys. 10.  
 
Rys. 10 Przykładowe krzywe ROC dla modeli skonstruowanych za pomocą 
dyskryminacyjnego wariantu metody częściowych najmniejszych kwadratów o różnych 
wartościach parametru AUC 
 
Estymacja rozkładu wartości parametrów walidacyjnych 
W celu uzyskania bardziej realistycznych estymacji rozkładu wartości parametrów 
opisujących konstruowany model można stosować różnego rodzaju podejścia. Do 
najczęściej wymienianych należą procedury ‘bootstrap’ jackknifing, kroswalidacja oraz 
Monte Carlo [31–35].  
Bootstraping polega na wielokrotnym losowaniu ze zwracaniem określonej liczby 
próbek do zbioru modelowego. Metoda ta pozwala symulować jak wpływa zmienność 
zbioru modelowego na konstrukcję i poprawność przewidywania modelu 
diagnostycznego. Na podstawie każdego wylosowanego zbioru modelowego 
konstruowany jest model, a zbiór testowy tworzą próbki, które nie zostały włączone do 
zbioru modelowego i służą one do oceny właściwości predykcyjnych danego modelu.  
Jackknifing polega na wyłączaniu ze zbioru danych pojedynczego obiektu, który 
następnie służy do testowania modelu skonstruowanego na podstawie pozostałych 
próbek. Daną procedurę prowadzi się wielokrotnie wyłączając z każdą iteracją kolejną 
próbkę ze zbioru danych oraz powtarzając konstrukcję oraz testowanie modelu. W tym 
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przypadku liczba możliwych iteracji jest ograniczona i odpowiada liczbie próbek 
znajdujących się w zbiorze danych.  
Metoda kroswalidacji polega na podziale zbioru danych na wiele podzbiorów 
o określonej liczbie próbek (k). Każdy z podzbiorów jest wyłączany ze zbioru danych 
i stanowi zbiór testowy, natomiast pozostałe próbki służą do skonstruowania modelu 
diagnostycznego. Szczególnym typem kroswalidacji jest kroswalidacja „typu wyrzuć 
jeden obiekt” (k = 1), w tym przypadku w pojedynczej iteracji ze zbioru danych 
wyłączany jest jeden obiekt stanowiący jednocześnie zbiór testowy. Kroswalidacja typu 
„wyrzuć jeden obiekt” jest stosowana w przypadkach, gdy zbiór danych zawiera małą 
liczbę próbek.  
Kolejnym sposobem estymacji zmienności zbioru modelowego jest metoda Monte 
Carlo. Polega ona na losowym podziale zbioru próbek na dwa podzbiory, który jest 
wykonywany wielokrotnie. Za każdym razem do zbioru testowego włączana jest ta 
sama liczba próbek stanowiąca od 30% do 50% całkowitej liczby próbek znajdujących 
się w zbiorze danych. 
Dzięki wymienionym podejściom uzyskuje się rozkład wybranych parametrów 
walidacyjnych opisany przez ich wartość średnią i odchylenie standardowe, co pozwala 
wyznaczyć zakresy niepewności ich oszacowania. 
 
Metody wyboru zmiennych  
Często modele diagnostyczne są konstruowane na podstawie danych zawierających 
znacznie większą liczbę parametrów w stosunku do liczby próbek. Ta sytuacja zwiększa 
ryzyko przeuczenia modelu. Zjawisko to polega na dopasowywaniu modelu zarówno do 
danych jak i do przypadkowych błędów w nich zawartych. Tym samym pogarszają się 
właściwości predykcyjne modelu. 
W celu uniknięcia przeuczenia modelu stosowane są metody wyboru zmiennych 
istotnych. Ich głównym celem jest identyfikacja zmiennych mających największy wkład 
do budowy modelu. Model konstruowany dla wybranych zmiennych istotnych ma 
zbliżone parametry predykcyjne w stosunku do wyjściowego modelu konstruowanego 
z wykorzystaniem wszystkich zmiennych lecz zazwyczaj mniejszej liczby czynników. 
Obecnie stosuje się wiele metod wyboru zmiennych wśród których duża część jest 
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dedykowana metodzie częściowych najmniejszych kwadratów, PLS [36,37]. Są to 
m.in. metoda zmiennych znaczących dla projekcji (z ang. variable importance in 
projection, VIP) [37], współczynnik selektywności (z ang. selectivity ratio, SR) [38,39], 
metoda eliminacji zmiennych nieistotnych (z ang. uninformative variable elimination, 
UVE) [40], metoda korelacji wieloczynnikowej (z ang. significance multivariate 
correlaction, SMC) [41].  
Proponowane metody uwzględniają różnego rodzaju parametry charakteryzujące wkład 
danej zmiennej do budowy modelu, które są następnie porównywane z wyznaczoną 
wartością progową tego parametru. Zmienne opisane przez wartości większe niż wartość 
progowa uznaje się za istotne do konstrukcji modelu, natomiast zmienne o wartościach 
wyznaczanych parametrów niższych niż wartość progowa są nieistotne.  
Metoda zmiennych znaczących dla projekcji, VI  [37] należy do metod wyboru 
zmiennych bazujących na określonych filtrach pozwalających ocenić istotność 
poszczególnych zmiennych dla budowy modelu. Stosując metodę VIP dla każdej i-tej 
zmiennej wyznaczany jest parametr istotności VIPi, zgodnie z równaniem 7. 
 
VIPi = √
∑ wij
2 ⋅fj=1 SSYj⋅n
SSYt⋅f
     (7) 
 
gdzie, wij jest wagą dla i-tej zmiennej wyznaczoną na podstawie modelu PLS lub 
PLS-DA i j-tego czynnika, SSYj to suma kwadratów wartości zmiennej zależnej 
y uzyskanej dla modelu PLS o j czynnikach, n określa liczbę zmiennych, SSYt to suma 
kwadratów wartości zmiennej zależnej y, a f to optymalna liczba czynników głównych 
użyta do konstrukcji modelu.  
Zazwyczaj zmienna jest uznawana za istotną do budowy modelu PLS, gdy wartość 
wyznaczonego dla niej parametru VIP jest większa od 1. Natomiast za umiarkowanie 
istotną uznaje się zmienną, której parametr VIP znajduje się w przedziale od 0,8 do 1, 
a mało istotną zmienną charakteryzuje wartość parametru VIP poniżej 0,8 [42]. 
Procedura eliminacji zmiennych z wykorzystaniem metody VIP może być wykonywana 
kilkukrotnie w celu zredukowania liczby zmiennych. Przy czym w każdej kolejnej 
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iteracji konstruuje się nowy model dla zbioru zawierającego zmienne, które zostały 
w poprzednim kroku uznane za istotne.  
Współczynnik selektywności, SR [39] jest kolejną metodą wykorzystywaną do 
filtrowania zmiennych ze względu na ich istotność do budowy modelu PLS. Podobnie 
jak w poprzedniej metodzie dla każdej zmiennej wyznaczana jest wartość parametru 
definiującego jej istotność. W danym podejściu współczynnik selektywności dla każdej 
zmiennej definiuje się jako stosunek wariancji opisanej przez dany model (vopisana) do 
wariancji reszt od modelu (wariancji reszt od modelu, vreszt) zgodnie z następującym 
równaniem: 
 
SRi =
vi,opisana
vi,reszt
       (8) 
 
gdzie vi,opisana jest wariancją zmiennej i opisaną przez model, vi,reszt jest wariancją reszt 
od modelu uzyskanych dla i-tej zmiennej .  
W metodzie PLS-DA każdy z czynników jest reprezentowany przez wektor wyników 
o wymiarowości [m×1] i wektor wag o wymiarowości [1×n] uzyskiwany poprzez 
projekcję macierzy zbioru na znormalizowany wektor wyników. Iloczyn wektora 
wyników i wektora wag pozwala na uzyskanie macierzy o wymiarowości [m×n], która 
stanowi projekcję danych na określony czynnik PLS-DA. Tak więc oryginalna macierz 
zbioru modelowego X [m×n] może być przedstawiona jako suma macierzy stanowiącej 
projekcję danych na określony czynnik PLS i macierzy reszt od modelu o tej samej 
wymiarowości. Pierwsza z nich zawiera informację opisaną przez model o założonej 
kompleksowości, natomiast macierz reszt dotyczy informacji nieopisanej przez model. 
Podczas konstrukcji modelu PLS uwzględniana jest zarówno wariancja danych jak 
i kowariancja pomiędzy danymi, a zmienną zależną. Parametr SR jest wyznaczany dla 
każdej zmiennej na podstawie modelu PLS-DA o określonej kompleksowości. 
Następnie na podstawie założonej wartości granicznej danego parametru zmienne są 
charakteryzowane jako istotne lub nie. Wartość graniczna SR powyżej której zmienne są 
uznawane za istotne jest wybierana arbitralnie, w zależności od typu analizowanych 
danych oraz problemu badawczego.  
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Metoda korelacji wieloczynnikowej, SMC [41] jest kolejną metodą należącą do grupy 
metod wyboru zmiennych wykorzystujących filtry. Jej głównym celem jest określenie 
istotności dla każdej zmiennej na podstawie współczynników regresji skonstruowanego 
modelu PLS. W metodzie SMC, do odtworzenia macierzy danych na podstawie 
uzyskanych parametrów modelu PLS wykorzystuje się jako wektor wag. Różnice 
pomiędzy metodą SMC i SR polegają na pominięciu w metodzie SMC operacji 
matematycznych warunkujących ortogonalność wariancji i zastosowaniu 
znormalizowanych wektorów współczynników regresji jako wag do wyznaczania 
wariancji opisanej przez model. 
Istotność zmiennej jest określana poprzez współczynnik SMC stanowiący iloraz 
wariancji opisanej i wariancji reszt wyznaczanych w oparciu o parametry modelu PLS 
zgodnie z równaniem 9. Zmienne o relatywnie dużej wartości współczynnika SMC 
wykazują dobrą korelację ze zmienną zależną y i tym samym są istotne dla konstrukcji 
modelu PLS. Wartość graniczna parametru SMC, determinująca istotność zmiennych 
jest definiowana z użyciem wartości krytycznych dla F-testu na określonym poziomie 
istotności i danej liczbie stopni swobody zależnej od liczby analizowanych próbek, 
F(α,m1,m2), α stanowi wybrany poziom istotności, m1 = 1, m2 = m-2, a m to liczba 
próbek.  
 
SMCi =  
vSMCi,opisana
vSMCi,reszt
(m − 2)    (9) 
 
gdzie vSMCi,opisana jest wariancją zmiennej i opisaną przez model, vSMCi,reszt jest wariancją 
reszt od modelu uzyskanych dla i-tej zmiennej.  
Wszystkie wymienione powyżej metody wyboru zmiennych istotnych wymagają 
skonstruowania modelu PLS na podstawie którego, wyznaczane są różnego rodzaju 
parametry charakteryzujące istotność zmiennych do budowy modelu. Następnie ustalana 
jest wartość progowa danego parametru względem której oszacowuje się istotność danej 
zmiennej dla budowy modelu. Zmienne o wartościach wyższych niż wartość progowa są 
uznane za istotne do konstrukcji modelu, natomiast zmienne o wartościach 
wyznaczanych parametrów niższych niż wartość progowa są uznawane za nieistotne. 
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Etapy wyboru zmiennych w metodzie PLS z użyciem filtrów VIP, SR i SMC 
przedstawia Rys. 11. 
 
 
Rys. 11 Etapy wyboru zmiennych w metodzie częściowych najmniejszych kwadratów 
z użyciem filtrów VIP, SR i SMC 
 
Metoda eliminacji zmiennych nieistotnych, UVE [40] reprezentuje grupę metod 
wyboru zmiennych tzw. wrapped methods. Jako zmienne nieistotne w metodzie 
UVE-PLS uznawane są te, które posiadają informację porównywalną do informacji 
zawartej w szumie. Do macierzy danych X o wymiarowości [mn] (m próbek, 
n zmiennych) dodawana jest macierz zmiennych N o bardzo małych wartościach, małej 
wariancji i znikomej kowariancji ze zmienną y o wymiarze [mn*]. Wynikiem tego jest 
uzyskanie macierzy X+N o m wierszach i n + n* kolumnach (zob. Rys.12). Następnie 
dla macierzy (X+N) konstruowany jest model z wykorzystaniem procedury jackknifing, 
a jego współczynniki regresji są wykorzystywane do wyznaczania współczynników 
stabilności zgodnie z równaniem: 
 
si =
b̅i
std(𝐛i)
      (10) 
 
gdzie b̅i jest średnią wartością współczynników regresji dla i-tej zmiennej i uzyskanych 
dla modelu PLS-DA z zastosowaniem procedury jackknifing, a std(bi) jest odchyleniem 
standardowym dla wartości tych współczynników.  
Maksymalna bezwzględna wartość współczynnika stabilności dla zmiennych dodanych 
wyznacza granicę, poniżej której znajdują się zmienne nieistotne. W konsekwencji 
wybierane są zmienne o stabilności wyższej niż wyznaczona granica i na ich podstawie 
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konstruowany jest końcowy model PLS. Etapy wyboru zmiennych w metodzie 
UVE-PLS przedstawia Rys. 12. 
 
 
Rys. 12 Etapy wyboru zmiennych w metodzie częściowych najmniejszych kwadratów 
z  eliminacją zmiennych nieistotnych 
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3.3  rzykłady weryfikacji autentyczności wybranych produktów 
w oparciu o chromatograficzne odciski palca 
Chromatograficzne odciski palca, zawierające duży zasób informacji na temat składu 
chemicznego badanych próbek, są często stosowane do badania autentyczności 
wybranych produktów, która jest determinowana przez ich skład ilościowy/jakościowy 
lub ich pochodzenie geograficzne. Monitorowanie jakości produktów ziołowych to 
jeden z przykładów wykorzystania chromatograficznych odcisków palca. Zioła i ich 
ekstrakty charakteryzują się złożonym składem, a identyfikacja komponentów w nich 
zawartych jest niezbędna do oceny ryzyka związanego z ich spożywaniem.  
W literaturze techniki bazujące na chromatograficznych odciskach palca są 
rekomendowane jako rzetelna metodologia do identyfikacji i kontroli jakości leków 
i preparatów ziołowych [43,44]. Badania tego typu produktów są prowadzone w celu 
wykrywania zafałszowań spowodowanych przez ich obniżoną jakość. Obecnie jednymi 
z najbardziej popularnych metod stosowanych do analizy materiałów roślinnych jest 
analiza chromatograficzna produktów ziołowych bazująca na chromatograficznych 
odciskach palca w połączeniu z różnego rodzaju narzędziami chemometrycznymi 
[45,46]. 
Podobnie jak produkty ziołowe analizuje się także inne produkty farmaceutyczne, 
których fałszowanie stanowi realne niebezpieczeństwo dla zdrowia i życia ludzi. 
Fałszowane leki są pozbawione kontroli jakości i tym samym nie można zagwarantować 
bezpieczeństwa ich stosowania i skuteczności. Obecnie, ocena bezpieczeństwa 
fałszowanych leków opiera się głównie na identyfikacji i oznaczeniu zawartych w nich 
substancji czynnych. Jednak coraz częściej dokonuje się również analiz pod kątem 
obecności potencjalnych toksycznych składników pobocznych powstających w trakcie 
wytwarzania tego typu leków, takich jak np. pozostałości rozpuszczalników czy innych 
zanieczyszczeń [2,47].  
Kolejnym obszarem wykorzystania chromatograficznych odcisków palca jest badanie 
produktów spożywczych. Kontrola autentyczności żywności w dużej mierze polega na 
identyfikacji pochodzenia żywności w związku z koniecznością weryfikacji 
specyficznych oznaczeń potwierdzających pochodzenie geograficzne produktów. 
Pochodzenie geograficzne żywności, wraz z jej składem, powinno być znane 
konsumentowi i oznaczone na każdym produkcie spożywczym. Działania te mają na 
celu zagwarantowanie bezpieczeństwa, autentyczności produktów oraz ochronę praw 
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producentów żywności. Ze względu na dużą liczbę produktów wymagających kontroli 
oraz ciągłe zmiany regulacji prawnych definiujących sposoby oceny autentyczności 
produktów spożywczych wciąż istnieje duże zapotrzebowanie na opracowanie szybkich 
i tanich procedur wykrywania zafałszowań produktów i/lub sprawdzających zgodność 
towaru ze specyfikacją podaną na etykiecie. Dotychczas opracowano wiele metod 
pozwalających na określenie pochodzenia geograficznego produktów spożywczych 
[47,48] oraz weryfikację ich autentyczności [49].  
W taksonomii zwierząt i roślin pojęcie autentyczności wiąże się z poprawnym 
przyporządkowaniem zwierząt/roślin do odpowiednich podgrup ewolucyjnych 
(królestwo, typ, gromada, rząd rodzina, gatunek) na podstawie wykonanych badań 
dotyczących zawartości poszczególnych substancji w próbkach pochodzenia 
zwierzęcego/roślinnego. Dziedziną taksonomii opierającą się na badaniu składu 
chemicznego jest chemotaksonomia, która wykorzystuje informacje o składzie 
chemicznym w celu ulepszenia systematyki organizmów żywych. Najczęściej 
wykonywanymi badaniami w taksonomii jest analiza metabolitów pierwotnych 
i wtórnych oraz nośników informacji genetycznej (kwasy nukleinowe i białka) za 
pomocą różnego rodzaju technik chromatograficznych [50]. 
W przemyśle petrochemicznym, ze względu na złożoność analizowanych produktów, 
analiza chromatograficznych odcisków palca jest bardzo często wykorzystywana do 
identyfikacji zafałszowania benzyny domieszkowanej rozpuszczalnikami organicznymi 
[51], zafałszowania oleju napędowego domieszkowanego jadalnym olejem roślinnym 
[52], czy wykrycia prób nielegalnego usuwania dodatków akcyzowych [53].  
Techniki chromatograficzne są także wykorzystywane do analizy próbek pochodzenia 
środowiskowego pod względem zawartości substancji szkodliwych. Tego typu badania 
wymagają zastosowania metod analitycznych pozwalających na uzyskanie bardzo 
niskich granic oznaczalności, które są ściśle zdefiniowane przez odpowiednie normy 
określające dopuszczalną zawartość substancji szkodliwych w środowisku. Małe 
stężenia substancji mogą być oznaczane za pomocą metod chromatograficznych 
sprzężonych z selektywnymi detektorami. Uzyskane w ten sposób chromatograficzne 
odciski palca posiadają duży zasób informacji ze względu na złożoność składu typowy 
dla próbek środowiskowych i wymagają zastosowania odpowiednich narzędzi 
chemometrycznych. 
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Stale wzrastająca liczba publikacji poświęconych wykorzystaniu sygnałów 
chromatograficznych w połączeniu z narzędziami chemometrycznymi w kontekście 
badania autentyczności oraz zgodności produktów z określonymi normami niewątpliwie 
świadczy o dużym popycie na tego typu rozwiązania. 
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4. Badania własne 
W moich badaniach skupiłam się na wykazaniu przydatności chromatograficznych 
odcisków palca do weryfikacji autentyczności m.in. oleju napędowego i preparatu 
Viagra®. Ponadto, badałam możliwość oceny zagrożenia skażenia wody tributylocyną 
na podstawie chromatograficznych odcisków palca uzyskanych dla próbek wód 
lądowych i ich dyskryminacji za pomocą metody PLS-DA.  
W celu dokonania skutecznej ekstrakcji informacji ze zbioru chromatograficznych 
odcisków palca wykorzystałam odpowiednio dobrane narzędzia chemometryczne 
pozwalające wstępnie przygotować dane, a następnie skonstruować oraz rygorystycznie 
zwalidować (w oparciu o proponowaną przeze mnie metodę walidacji) opracowane 
modele dyskryminacyjne.  
W kolejnych podrozdziałach niniejszej rozprawy doktorskiej przedstawiłam 
proponowane przeze mnie strategie wspomagające identyfikację zafałszowania paliw 
z użyciem chromatograficznych odcisków palca rejestrowanych techniką GC-FID, 
metodę wykorzystania chromatograficznych odcisków palca opisujących profile 
zanieczyszczeń preparatu Viagra®, rejestrowanych metodą HPLC-DAD do weryfikacji 
ich autentyczności oraz możliwości zastosowania metod chemometrycznych do analizy 
chromatograficznych odcisków palca w kontekście oceny ryzyka skażenia wody 
tributylocyną i usprawnienia funkcjonowania laboratorium.  
4.1 Identyfikacja procederu fałszowania oleju napędowego 
Na terenie Unii Europejskiej cena paliwa jest uzależniona od czynników 
ekonomicznych i przepisów prawnych określających wysokość podatku akcyzowego. 
Na ogół, przyjmuje się różne stawki podatku akcyzowego ze względu na przeznaczenie 
paliwa. W Polsce na olej napędowy, wykorzystywany do celów grzewczych 
i napędzania maszyn rolniczych, nałożona jest niższa kwota podatku niż na olej 
napędowy przeznaczony do regularnego transportu. W celu ułatwienia wizualnego 
odróżnienia oleju napędowego ze względu na przeznaczenie dodawane są do niego 
dodatki akcyzowe takie jak czerwony barwnik (Solvent Red 19 lub Solvent Red 164) 
oraz marker (Solvent Yellow 124) [54]. Stężenia tych komponentów w paliwie są ściśle 
określone w Rozporządzeniu Ministra Finansów z dnia 20 sierpnia 2010 r. Obecność 
tych dodatków nie wpływa na właściwości fizykochemiczne paliwa, ani nie ogranicza 
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jego dalszego przeznaczenia. Znacząca różnica w cenie oleju napędowego stanowi 
jednak potencjalny impuls do nielegalnej praktyki usuwania dodatków akcyzowych 
z tańszego paliwa i sprzedawania go po wyższej cenie. Ta procedura jest znana jako 
tzw. odbarwianie paliwa, gdyż prowadzi do zmiany jego barwy z czerwonej na żółtą, 
która jest charakterystyczna dla paliwa nie posiadającego dodatków akcyzowych. 
Odbarwianie paliwa może być realizowane poprzez adsorpcję dodatków 
fiskalnych wykorzystując powszechnie dostępne materiały lub poprzez zmianę ich 
struktury. Proceder ten prowadzi do znacznych strat w budżecie państwa i dlatego 
poszukuje się szybkich metod analitycznych służących do wykrywania zafałszowanego 
oleju napędowego. 
Do tej pory, w ramach prowadzonych przez naszą grupę badań wykazaliśmy możliwość 
oznaczania zawartości barwnika i znacznika w oleju napędowym oraz wykrywania 
procederu odbarwiania paliwa na podstawie widm całkowitej fluorescencji [53,55]. 
W ostatnich badaniach podjęto próbę opracowania nowego podejścia analitycznego 
w oparciu o standardową technikę badania składu paliwa jaką jest chromatografia 
gazowa z detekcją płomieniowo-jonizacyjną [56]. Głównym celem przeprowadzonych 
badań było opracowanie metody pozwalającej na odróżnienie paliwa odbarwianego 
i nieodbarwianego na podstawie chromatograficznych odcisków palca analizowanych 
próbek. W celu rozwiązania podjętego problemu badawczego w pierwszym etapie badań 
wykonano eksperyment polegający na symulacji procederu odbarwiania oleju 
napędowego za pomocą adsorpcji dodatków akcyzowych. Chromatograficzne odciski 
palca były rejestrowane dla próbek paliwa przed i po procesie odbarwiania stosując 
chromatografię gazową z detekcją płomieniowo-jonizacyjną. Należy podkreślić, iż ta 
technika nie pozwala analizować zmian zawartości znacznika i barwnika, ponieważ 
w temperaturze w jakiej prowadzony jest rozdział substancje te ulegają rozkładowi. 
Proponowana metoda nie może opierać się na analizie ilościowej znacznika i barwnika, 
gdyż te z założenia zostają usunięte w procesie odbarwiania. Z tego powodu, 
zaproponowałam aby skupić się na profilach chromatograficznych stanowiących 
chemiczne odciski palca badanych próbek, które pozwolą w sposób całościowy opisać 
różnice w ogólnym składzie próbek spowodowane procesem odbarwiania. Takie 
podejście wymaga analizy fluktuacji składu chemicznego paliwa wywołanych jego 
odbarwianiem. 
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Eksperyment polegający na symulacji procesu odbarwiania oleju napędowego 
wykonano w Laboratorium Izby Celnej w Białej Podlaskiej. Analizie poddano łącznie 
31 próbek oleju napędowego. Pochodziły one od różnych polskich dostawców i zostały 
pobrane zgodnie z wymogami określonymi w normie PN-EN ISO 3170: 2004. 
Chromatograficzne odciski palca zarejestrowano za pomocą chromatografu typu Agilent 
Technologies 6890N wyposażonego w detektor płomieniowo-jonizacyjny (GC-FID) 
i kolumnę Restek (60 m×0,25 mm). Jako gaz nośny zastosowano hel o czystości 5,0 
i przepływie 1,3 mL⋅min-1. Objetość pojedynczego nastrzyku próbki wynosiła 0,1µL. 
Natomiast temperatura analizy wzrastała o 3 °C / min w granicach od 50 °C do 320 °C. 
Całkowity czas analizy wynosił 100 min. 
Dla uzyskanego zbioru chromatogramów zmniejszono częstość próbkowania poprzez 
redukcję liczby punktów pomiarowych stosując liniową interpolację. Początkowo, 
chromatogramy zawierały 104 399 punktów pomiarowych. Zabieg ten zastosowano 
w celu przyspieszenia prowadzenia dalszych obliczeń oraz lepszego działania 
stosowanych algorytmów. Analizowano kilka wariantów częstości próbkowania 
prowadzących do uzyskania chromatogramów zawierających od 5 000 do 50 000 
punktów pomiarowych. Jako optymalną liczbę wybrano 25 000 punktów pomiarowych, 
które pozwoliły zachować oryginalny kształt wyjściowych sygnałów 
chromatograficznych.  
Na podstawie wizualnej oceny zbioru chromatogramów stwierdzono, że wymagają one 
usunięcia linii podstawowej i skorygowania przesunięć pików. Do eliminacji linii 
podstawowej zastosowano algorytm asymetrycznych najmniejszych kwadratów 
z funkcją kary (z ang. penalized asymmetric least squares, PAsLS) [13]. 
Przeanalizowano wyniki uzyskane dla różnych wartości parametrów wyjściowych. 
Najlepszy kształt linii podstawowej uzyskano stosując drugą pochodną i następujące 
wartości parametrów λ = 104 i p = 10-3.  
Następnie, skorygowano przesunięcia pików techniką maksymalizującą wzajemną 
korelację sygnałów (z ang. correlation optimized warping, COW). Wszystkie 
chromatogramy nałożono względem sygnału wzorcowego wybranego zgodnie z metodą 
opisaną w [15].  
Przeanalizowano wiele zestawów parametrów wejściowych dla metody COW. 
Najlepsze rezultaty nakładania sygnałów zostały uzyskano w przypadku gdy sygnały 
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chromatograficzne GC-FID były podzielone na 250 sekcji, a parametr elastyczności był 
równy 3. Przykładowy chromatogram próbki oleju napędowego przed i po wstępnym 
przygotowaniu danych przedstawia Rys. 13. 
 
Rys. 13 Przykładowy chromatogram GC-FID próbki oleju napędowego (a) przed 
i (b) po usunięciu linii podstawowej za pomocą metody asymetrycznych najmniejszych 
kwadratów z funkcją kary i nałożeniu chromatogramów z wykorzystaniem 
metody zoptymalizowanego nakładania sygnałów maksymalizującej ich wzajemną 
korelację 
 
Chromatograficzne odciski palca po uprzedniej zmianie częstości próbkowania 
(ze 104 399 do 25 000 punktów pomiarowych), usunięciu linii podstawowej (λ = 104 
i p = 10
-3
) i nałożeniu pików (N = 250, s = 3) zestawiono w macierz danych 
o wymiarach [6225 000].  
Eksplorację sygnałów GC-FID przeprowadzono za pomocą analizy czynników 
głównych. Efektywna kompresja danych wskazuje na dużą liczbę skorelowanych 
zmiennych, gdyż pierwsze dwa czynniki główne opisują aż 73,7% całkowitej wariancji 
danych. Projekcja próbek na przestrzeń zdefiniowaną przez pierwsze dwa czynniki 
główne umożliwia ocenę ich podobieństwa chemicznego. Każdy punkt na projekcji 
PC 1-PC 2 (zob. Rys. 14) to pojedynczy chromatogram GC-FID charakteryzujący daną 
próbkę. Analizując położenie próbek wzdłuż osi PC 1 można zaobserwować dwie 
dobrze oddzielone grupy próbek oleju napędowego. Jednak, na taki wynik grupowania 
nie ma wpływu przeprowadzony proces odbarwiania oleju napędowego.  
Analiza projekcji parametrów opisanych przez pierwsze dwa czynniki główne pozwoliła 
zidentyfikować zakresy czasów elucji odpowiadające substancjom odpowiedzialnym za 
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grupowanie się próbek wzdłuż osi PC 1. Są to dwa piki pochodzące od substancji, 
którym odpowiadają czasy elucji około 65,21 min. i 65,24 min. odpowiadające estrom 
metylowym kwasów tłuszczowych (FAME). Związki FAME nie mogą być uznane jako 
potencjalne markery wykrywania procederu fałszowania oleju napędowego, ponieważ 
są celowo dodawane do paliwa w trakcie jego produkcji. W Polsce dopuszcza się 
obecność FAME w oleju napędowym w ilości do 7% (v/v). Różnice w ich zawartości 
w różnych partiach oleju napędowego mogą być znaczne i najczęściej zależą od 
producenta danego paliwa. Grupa próbek oleju napędowego charakteryzowana przez 
pozytywne wartości PC 1 zawiera FAME, w ilości od 4,1% do 5,3 (v/v). Grupowanie 
się próbek ze względu na ich odbarwienie także nie zostało zaobserwowane dla 
projekcji opisanych przez inne pary czynników głównych. Fakt, że analiza 
eksploracyjna z wykorzystaniem metody PCA nie pozwala rozróżnić próbek oleju 
napędowego ze względu na jego zafałszowanie nie wyklucza potencjalnej możliwości 
ich dyskryminacji stosując metody uczenia z nadzorem np. analizę dyskryminacyjną. 
 
Rys. 14 Projekcja próbek oleju napędowego na płaszczyznę zdefiniowaną przez 
pierwszy i drugi czynnik główny. Próbki oryginalne oznaczono jako (○), a próbki 
odbarwione jako (+) 
 
W celu rozróżnienia odbarwionych i nieodbarwionych próbek oleju napędowego na 
podstawie chromatograficznych odcisków palca wykorzystano metodę PLS-DA. Model 
dyskryminacyjny skonstruowano dla zbioru modelowego złożonego z 21 
chromatogramów oryginalnych próbek oleju napędowego wybranych za pomocą 
algorytmu Kennarda i Stonea oraz 21 chromatogramów uzyskanych dla tych samych 
próbek po ich odbarwieniu. Pozostałe 20 chromatogramów próbek paliwa przed i po 
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procesie odbarwienia utworzyło zbiór testowy użyty w celu określenia właściwości 
predykcyjnych modelu dyskryminacyjnego. Optymalny model PLS-DA miał 
kompleksowość równą 6, którą ustalono za pomocą walidacji krzyżowej typu ‘wyrzuć 
jedną próbkę’. Utworzone reguły logiczne pozwoliły poprawnie rozpoznać wszystkie 
próbki paliwa zarówno ze zbioru testowego jak i ze zbioru modelowego (zob. Tabela 1). 
W celu określenia zdolności predykcyjnych modelu wyznaczano średnie wartości 
parametrów walidacyjnych z wykorzystaniem podejścia ‘bootstrap’. Każdorazowo ze 
zbioru modelowego losowano ze zwracaniem 21 próbek nieodbarwionych, których 
chromatogramy przed i po odbarwieniu były wykorzystywane do konstrukcji modelu 
dyskryminacyjnego. Proces ten powtarzano 1000 razy otrzymując 1000 zestawów 
parametrów walidacyjnych. Uzyskane rezultaty analizy dyskryminacyjnej wspierają 
hipotezę, iż na podstawie sygnałów chromatograficznych GC-FID próbek oleju 
napędowego można rozróżnić próbki odbarwione i nieodbarwione. 
W kolejnym etapie badań, zastosowano różne metody wyboru zmiennych istotnych 
w celu uniknięcia możliwości przeuczenia modelu dyskryminacyjnego i wyznaczenia 
istotnych regionów czasu elucji, w których ulegały wymyciu związki istotne 
w kontekście dyskryminacji badanych próbek oleju napędowego. W metodzie 
UVE-PLS-DA do każdego z 1000 wylosowanych zbiorów modelowych dodawano 
macierz danych o takiej samej liczbie wierszy co macierz stanowiąca zbiór modelowy 
i liczbie kolumn równej 10 000. Macierz ta zawierała zmienne nieistotne, którymi były 
liczby wybrane losowo z rozkładu normalnego i pomnożone przez współczynnik 
c = 10
-12. Następnie, w każdej iteracji konstruowano model PLS-DA, a jako istotne 
zmienne wybierano te, których wartość bezwzględna stabilności, liczona na podstawie 
uzyskanych współczynników regresji, była większa niż maksymalna wartość stabilności 
zmiennych nieistotnych.  
Ten sam sposób wielokrotnego losowania ze zwracaniem zastosowano w pozostałych 
metodach wyboru zmiennych. W metodach VIP i SR w pierwszym kroku konstruowano 
model PLS-DA o założonej kompleksowości, a następnie dla każdej zmiennej 
wyznaczano dla poszczególnej metody odpowiedni parametr istotności. Stosując 
podejście ‘bootstrap’, dla każdej zmiennej uzyskano 1000 wartości zarówno parametru 
VIP jak i parametru SR. Jako istotne wybierane były te zmienne, których wartości 
średnie parametrów przekraczały odpowiednie wartości progowe. Dla każdej 
z zastosowanych metod przeanalizowano różne wartości progowe uznając za optymalne 
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wartości 0,8 dla metody VIP i 1,0 dla metody SR. Współczynnik selektywności 
obliczany był raz dla wszystkich zmiennych natomiast w metodzie VIP zastosowano 
trzy iteracje, w których w kolejnej iteracji wykorzystywano zmienne uznane za istotne 
w poprzednim kroku. Wszystkie metody wyboru zmiennych zaimplementowane 
w trakcie konstrukcji dyskryminacyjnego wariantu metody częściowych najmniejszych 
kwadratów, UVE-PLS-DA, SR-PLS-DA i VIP-PLS-DA wykazują ich potencjalną 
możliwość do wykrywania nielegalnego procederu odbarwiania paliw. Świadczą o tym 
wyniki otrzymane dla każdej z zastosowanych metod dyskryminacji wraz z parametrami 
opisującymi modele dyskryminacyjne, ujęte w Tabeli 1. 
 
Tabela 1 Wyniki modeli PLS-DA bez i z zastosowaniem metod wyboru zmiennych 
(wartości wyrażone w %) (UVE - metoda eliminacji zmiennych nieistotnych, 
VIP - metoda zmiennych znaczących dla projekcji, SR - współczynnik selektywności, 
n - liczba zmiennych, f - liczba czynników głównych, SE - czułość, SP - specyficzność, 
AUC - parametr AUC) 
Model n f 
Zbiór modelowy Zbiór testowy 
SE SP AUC SE SP AUC 
PLS-DA 25 000 6 100,00 100,00 100,00 100,00 100,00 100,00 
UVE 14 9 100,00 100,00 100,00 100,00 100,00 100,00 
VIP 265 6 90,00 99,60 99,60 90,00 99,60 97,00 
SR 16 3 100,00 100,00 100,00 100,00 100,00 100,00 
 
Najgorsze parametry predykcyjne uzyskano dla modelu skonstruowanego za pomocą 
metody VIP-PLS-DA, wykorzystując do tego największa liczbę zmiennych istotnych. 
Pozostałe dwie metody wykazały czułość i specyficzność równe 100% dla zbioru 
testowego dla niewielkiej liczby zmiennych (14 i 16 zmiennych). Dokładniejsza analiza 
wybranych zmiennych wykazała, że zmienne wybrane z wykorzystaniem metody 
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SR-PLS-DA odpowiadają czasom elucji substancji polarnych. Obniżanie się stężeń 
danych substancji w procesie odbarwiania paliwa może być spowodowane przez 
adsorpcje związków polarnych na złożu, na którym są także sorbowane dodatki 
akcyzowe paliwa. Dlatego wydaje się, że metoda PLS-DA wraz z metodą wyboru 
zmiennych opartą na współczynniku selektywności jest najlepszą metodą do 
wykrywania nielegalnego procederu odbarwienia oleju napędowego. W Tabelach 2 i 3 
wyszczególniono związki odpowiadające czasom elucji wybranym przez metody 
UVE-PLS-DA i SR-PLS-DA.  
Przebadanie większej liczby próbek oleju napędowego pozwoliłoby uwzględnić 
w konstrukcji modelu dyskryminacyjnego większą zmienność danych, co potencjalnie 
spowodowałoby zwiększenie poprawności przewidywania przynależności nowych 
próbek paliwa do odpowiednich grup. Jednakże uzyskane wyniki wyraźnie wykazują 
duży potencjał stosowanej metody, która może wspomóc wymiar sprawiedliwości 
w walce z nielegalnym usuwaniem dodatków akcyzowych z oleju napędowego. 
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Tabela 2 Związki chemiczne zidentyfikowane przy użyciu metody UVE-PLS-DA 
wspierające diagnostykę procesu odbarwiania oleju napędowego  
  
Numer piku Czas elucji [min] Zidentyfikowany związek 
 
1 
23,937 
23,940 
23,944 
1-metylo-3-propylobenzen 
(C10H14) 
 
2 
24,786 
24,789 
24,793 
24,796 
 
1-metylo-4-propylobenzen 
(C10H14) 
3 
25,398 
25,402 
1-etylo-2,4-dimetylobenzen  
(C10H14) 
 
4 
 
27,556 
27,559 
27,563 
1,2,3,5-tetrametylobenzen 
(C10H14) 
5 
40,881 
40,884 
n-parafiny (C14) 
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Tabela 3 Związki chemiczne zidentyfikowane przy użyciu metody SR-PLS-DA 
wspierające diagnostykę procesu odbarwiania oleju napędowego (NI - związek 
niezidentyfikowany) 
 
 
 
 
 
 
  
Numer piku Czas elucji [min] Zidentyfikowany związek 
1 
7,052 
7,055 
NI 
 
 
2 
23,982 
23,985 
23,989 
23,991 
23,996 
23,999 
 
4-etyloheptan (C9H20) 
lub 
1-oktano-2-butyl (C12H26) 
 
3 
32,292 
32,296 
32,299 
 
fitol (C20H40O) 
 
4 
32,891 
32,894 
32,898 
związki zawierające tlen np. 
1-propeno-2-nitro-3-
(1-cyklooktanyl) (C11H17NO2) 
5 38,508 NI 
6 47,058 3-metylopentadekan (C16H34) 
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Więcej szczegółów dotyczących identyfikacji procederu fałszowania oleju napędowego 
z wykorzystaniem narzędzi chemometrycznych przedstawiłam w publikacji „Detection 
of discoloration in diesel fuel based on gas chromatographic fingerprints”, Analytical 
and Bioanalytical Chemistry, 407 (2015) 1159-1170, która stanowi Załącznik nr 1 do 
niniejszej rozprawy doktorskiej. 
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4.2 Nowa metoda walidacji modeli dyskryminacyjnych  
Jeden z etapów moich badań obejmował zaproponowanie nowego podejścia do 
walidacji modelu PLS-DA. W przypadku modeli dyskryminacyjnych konstruowanych 
dla sygnałów instrumentalnych o dużej liczbie zmiennych istnieje ryzyko 
tzw. „przeuczenia modelu”. Zjawisko to może prowadzić do uzyskania bardzo dobrych 
wyników dla próbek ze zbioru modelowego, natomiast znacznie gorszych dla próbek 
zbioru testowego [57]. W celu zniwelowania ryzyka przeuczenia modelu należy 
oszacować optymalną kompleksowość modelu i/lub zredukować liczbę zmiennych 
poprzez zastosowanie metod wyboru zmiennych istotnych do jego konstrukcji. 
Dyskryminacyjny wariant metody częściowych najmniejszych kwadratów jest jedną 
z najczęściej stosowanych technik dyskryminacyjnych, która pozwala odróżnić próbki 
należące do różnych grup. Konstrukcja modelu PLS-DA polega na budowaniu reguł 
logicznych w taki sposób, aby maksymalizować opis wariancji danych z jednoczesną 
maksymalizacją kowariancji pomiędzy macierzą danych, a zmienną zależną y, która 
opisuje przynależność próbek do odpowiednich grup a zbiorem danych. Poprawność 
przewidywania modeli dyskryminacyjnych jest określana na podstawie parametrów 
walidacyjnych obliczanych z wykorzystaniem miedzy innymi różnych metod 
kroswalidacji np. typu wyrzuć jedną próbkę, metod przepróbkowania danych 
(‘bootstrap’, jakknifing, Monte Carlo) oraz wykorzystując niezależny zbiór testowy. 
Poprawna walidacja modelu dyskryminacyjnego zakłada zastosowanie niezależnego 
zbioru testowego, czyli zbioru próbek, które nie były wykorzystywane do konstrukcji 
modelu za pomocą, których oceniane są jego właściwości predykcyjne. Poprawność 
działania modeli zarówno dyskryminacyjnych jak i klasyfikacyjnych jest uwarunkowana 
reprezentatywnością zbioru modelowego na podstawie, którego dany model jest 
konstruowany. W celu uzyskania zbioru modelowego jak najlepiej opisującego 
wariancję całego zbioru danych wykorzystuje się takie narzędzia jak algorytm Duplex 
czy metoda Kennarda i Stonea (rozdz. 3.2.2). Wybrany zbiór modelowy służy do 
konstrukcji modelu dyskryminacyjnego, którego kompleksowość jest zazwyczaj 
estymowana poprzez zastosowanie różnych wariantów kroswalidacji [33]. Właściwości 
predykcyjne każdego modelu dyskryminacyjnego są wyznaczane za pomocą takich 
parametrów jak procent poprawnej klasyfikacji CCR, czułość SE oraz dokładność SP. 
Parametry te są wyznaczane zarówno dla zbioru modelowego jak i dla zboru testowego.  
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Proponowane podejście walidacyjne obejmuje wykorzystanie procedury Monte Carlo do 
dwuklasowego problemu dyskryminacyjnego analizowanego za pomocą 
dyskryminacyjnego wariantu metody częściowych najmniejszych kwadratów. 
Dodatkowo, metodyka walidacyjna została wykorzystana do ewaluacji modeli PLS-DA 
umożliwiających wybór zmiennych.  
W pierwszym kroku proponowanej procedury z danych losowo wyodrębniany jest 
zbalansowany podzbiór danych. Pozostałe obiekty stanowią zbiór testowy. Następnie 
zbalansowany podzbiór danych jest dzielony na zbiór modelowy i wewnętrzny zbiór 
testowy. Podział ten wykonywany jest wielokrotnie, a w każdej pojedynczej iteracji 
zarówno zbiór modelowy jak i wewnętrzny zbiór testowy charakteryzują się stałą 
liczebnością. Ze zbioru testowego wielokrotnie losowany jest zewnętrzny zbiór testowy 
służący do niezależnej walidacji konstruowanego modelu. Zarówno zbiór modelowy jak 
i oba zbiory testowe są zbalansowane i wydzielane ze zbioru danych za pomocą 
procedury Monte Carlo. W każdej pojedynczej iteracji, na podstawie wybranego zbioru 
modelowego, konstruowany jest model dyskryminacyjny PLS-DA o określonej 
kompleksowości (1, 2, 3, …, f). Następnie, model jest walidowany za pomocą 
wewnętrznego i zewnętrznego zbioru testowego poprzez wyznaczenie różnego rodzaju 
parametrów walidacyjnych. Zewnętrzny zbiór testowy charakteryzuje się tym, że jest on 
w pełni niezależny ponieważ obiekty, które wchodzą w jego skład nigdy nie biorą 
udziału w konstrukcji reguł dyskryminacyjnych. Natomiast wielokrotny losowy podział 
zbalansowanego podzbioru danych na zbiór modelowy i wewnętrzny zbiór testowy 
dopuszcza sytuacje, w której ten sam obiekt w różnych iteracjach będzie raz w zbiorze 
modelowym, a raz w zbiorze testowym. Należy zaznaczyć, że proponowane podejście 
nie dopuszcza w pojedynczej iteracji testowania modelu za pomocą próbek, które były 
wykorzystane do jego budowy. Wykonując wielokrotnie całą procedurę konstrukcji 
modelu PLS-DA dla różnej liczby czynników PLS uzyskamy rozkład parametrów 
walidacyjnych w funkcji kompleksowości modelu. Każdy parametr walidacyjny opisuje 
jego wartość średnia i odchylenie standardowe wszystkich uzyskanych wyników dla 
modeli o tej samej kompleksowości. Zaproponowana metoda walidacji modelu PLS-DA 
pozwala bezpośrednio określić jego optymalną kompleksowość z jednoczesną estymacją 
wartości parametrów walidacyjnych. Schemat omówionego podejścia walidacji modelu 
PLS-DA przedstawia Rys. 15.  
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Procedura Monte Carlo może być także stosowana do walidacji wyboru zmiennych 
wykorzystując metody omówione w paragrafie 3.2.2. Zaimplementowanie 
proponowanego podejścia pozwala estymować parametry opisujące istotność 
poszczególnych zmiennych do budowy modelu dyskryminacyjnego wraz 
z wyznaczeniem częstości z jaką zmienna była uznana za istotną z wykorzystaniem 
procedury Monte Carlo (Rys. 16).  
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Rys. 15 Ogólny schemat walidacji dyskryminacyjnego wariantu metody częściowych najmniejszych kwadratów z wykorzystaniem procedury 
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Rys. 16 Ogólny schemat procedury wyboru zmiennych połączony z dyskryminacyjnym wariantem metody częściowych najmniejszych 
kwadratów i metodą Monte Carlo pozwalający na określenie częstotliwości wyboru zmiennych istotnych
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Końcowy zbiór modelowy zawiera zmienne uwzględniając uprzednio założoną 
częstotliwość wyboru. Oznacza to, że do konstrukcji modelu wykorzystuje się jedynie te 
zmienne, które były uznawane za istotne w określonej liczbie iteracji (np. zmienne, które są 
uznawane za istotne w 95% powtórzeń). Model skonstruowany na podstawie wyznaczonych 
zmiennych istotnych jest następnie walidowany zgodnie z procedurą przedstawioną na 
Rys. 15 za pomocą wewnętrznego i zewnętrznego zbioru testowego, a oba zbiory testowe 
zawierają te same zmienne istotne co zbiór modelowy. Główną zaletą proponowanej metody 
walidacji jest możliwość estymacji parametrów charakteryzujących jakość konstruowanych 
modeli dla wielu kompleksowości jednocześnie, co przedstawiono na przykładzie zależności 
wartości średnich współczynnika poprawnej klasyfikacji od kompleksowości modelu 
PLS-DA (Rys. 17). Pozwala to dokładniej ocenić jaka liczba ukrytych zmiennych będzie 
optymalna dla konstrukcji modelu. Proponowane podejście walidacyjne może być 
zaimplementowane zarówno do problemów dyskryminacyjnych jak i klasyfikacyjnych 
obejmujących wiele obszarów badań m.in. badania autentyczności leków, produktów 
spożywczych czy badań dotyczących oceny zgodności składu próbki z wymaganymi 
normami.  
 
Rys. 17 Wykres zależności wartości średnich współczynnika poprawnej klasyfikacji (CCR) 
od kompleksowości modelu skonstruowanego z wykorzystaniem dyskryminacyjnego 
wariantu metody częściowych najmniejszych kwadratów z wartościami odchyleń 
standardowych wyznaczonych na podstawie procedury Monte Carlo (1000 iteracji) 
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Więcej szczegółów dotyczących nowej metody walidacji modeli dyskryminacyjnych 
znajduje się w publikacji „The Monte Carlo validation framework for the discriminant 
partial least squares model extended with variable selection methods applied to authenticity 
studies of Viagra® based on chromatographic impurity profiles”, Analyst, 141 (2016) 
1060-1070, która stanowi Załącznik nr 2 do niniejszej rozprawy doktorskiej. 
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4.3 Identyfikacja zafałszowań leku Viagra® 
Obecność na rynku zafałszowanych leków to problem niosący poważne zagrożenie dla 
zdrowia publicznego. Znaczący wzrost w ostatnich latach dostępności na rynku leków, które 
nie spełniają wymogów jakości może być związany z łatwiejszym dostępem fałszerzy do 
technologii umożliwiających „kopiowanie” składu oryginalnych leków [58]. W celu badania 
zgodności wytwarzanych leków z określonymi normami zazwyczaj stosuje się wiele technik 
instrumentalnych [59]. Autentyczność produktów farmaceutycznych może być analizowana 
za pomocą różnych technik instrumentalnych takich jak na przykład spektroskopia bliskiej 
podczerwieni, NIR (z ang. near infrared spectroscopy) [60], fluorescencja rentgenowska 
z dyspersją energii, ED-XRF (z ang. energy-dispersive X-ray spectroscopy) [61], 
spektroskopia magnetycznego rezonansu jądrowego, NMR (z ang. nuclear magnetic 
resonance) [62] czy spektroskopia Ramana (z ang. Raman spectroscopy) [63]. Dla leków 
w postaci tabletek ich autentyczność może również być potwierdzana przez badanie 
pewnych parametrów fizycznych, takich jak np. grubość tabletki, jej długość oraz masa, jak 
również poprzez analizę porównawczą zdjęć tabletek wykonanych w tych samych 
warunkach [64].  
Głównym celem przeprowadzonych badań było wykazanie użyteczności nowego podejścia 
walidacji wieloparametrowych modeli dyskryminacyjnych, zastosowanych w celu 
weryfikacji autentyczności próbek leku Viagra® na podstawie ich chromatograficznych 
odcisków palca [65]. Eksperyment obejmujący analizę składu leku z wykorzystaniem 
wysokosprawnej chromatografii cieczowej z matrycą diodową, HPLC-DAD został 
przeprowadzony w Instytucie Zdrowia Publicznego w Brukseli. Przeanalizowano 
46 oryginalnych i 97 zafałszowanych próbek leku Viagra®. Otrzymane sygnały 
chromatograficzne, po ich wstępnym przygotowaniu, posłużyły do konstrukcji 
wieloparametrowych modeli z wykorzystaniem dyskryminacyjnego wariantu metody 
częściowych najmniejszych kwadratów. Ponieważ chromatograficzne odciski palca miały 
jednakową liczbę punktów pomiarowych (13 620), nie wymagały one ponownego 
przepróbkowania. Z powodu różnic występujących w intensywności linii podstawowej 
analizowanych sygnałów do jej usunięcia zastosowano metodę częściowych najmniejszych 
kwadratów, PAsLS. Testując różne wartości parametrów, jako najbardziej odpowiednie 
uznano λ   105 oraz p = 10-3. Kolejnym krokiem wstępnego przygotowania danych była 
eliminacja przesunięć pików chromatograficznych. W tym celu zastosowano metodę COW. 
Spośród wszystkich przeanalizowanych kombinacji wartości parametru elastyczności 
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s i liczby sekcji najlepsze wyniki uzyskano, gdy sygnały były podzielone na 28 części 
(27 pierwszych sekcji zawierało po 500 punktów pomiarowych, natomiast ostatnia sekcja 
składała się ze 120 punktów pomiarowych), a parametr elastyczności wynosił 3. Dodatkowo, 
skorygowano przesunięcia pików w zakresach czasów elucji od 10,10 min. do 10,43 min. 
oraz od 20,01 min. do 21,05 min. z liczbami sekcji równymi odpowiednio 10 i 20 oraz 
parametrami elastyczności równymi 3 i 6. Na Rys. 18 przedstawiono fragment 
chromatograficznych odcisków palca analizowanych próbek zawierający pik pochodzący od 
głównej substancji przed i po wstępnym przygotowaniu danych. 
 
Rys. 18 Fragment chromatogramów zawierający pik pochodzący od Sildenafilu (substancji 
aktywnej leku Viagra
®
): (a) przed i (b) po wstępnym przygotowaniu danych 
 
Do dalszej analizy chemometrycznej wykorzystano jedynie profile zanieczyszczeń próbek 
leku Viagra
®
, tj. sygnały chromatograficzne otrzymane po usunięciu z oryginalnych 
sygnałów piku głównego składnika leku, Sildenafilu, który występuje przy czasie elucji 
ok. 22,5 min. Tym samym, prowadzona analiza była ukierunkowana na wyznaczenie pików 
odpowiadających substancjom różnicującym próbki autentyczne i zafałszowane, które mogą 
stanowić markery nielegalnego procederu fałszowania badanego leku. Chromatogramy 
przed i po usunięciu piku głównego składnika przedstawia Rys. 19. 
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Rys. 19 Chromatogramy HPLC-DAD leku Viagra
® zarejestrowane dla długości fali 254 nm 
przed (a) i po (b) usunięciu piku głównego składnika Sildenafilu 
 
Początkowe wartości współczynników korelacji pomiędzy profilami zanieczyszczeń, 
a sygnałem względem, którego były one nakładane zawierały się w przedziale od 0,0134 do 
0,9988. Natomiast po usunięciu linii podstawowej i korekcji przesunięć pików 88% próbek 
miało wartość współczynnika korelacji powyżej 0,9. Część sygnałów chromatograficznych 
uzyskanych dla leku Viagra
®
 pomimo wstępnego przygotowania danych nadal wykazywały 
małe wartości współczynnika korelacji. Jest to spowodowane obecnością w tych sygnałach 
intensywnych pików pochodzących od zanieczyszczeń leku, które nie są obecne 
w pozostałych próbkach. W celu ułatwienia oceny poprawy jakości sygnałów na Rys. 20 
przedstawiono histogramy współczynników korelacji przed i po ich nałożeniu. 
 
Rys. 20 Histogramy współczynników korelacji obliczone między każdym chromatogramem, 
a sygnałem wzorcowym: (a) przed i (b) po zastosowaniu metody COW 
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Potencjalne różnice pomiędzy autentycznymi i zafałszowanymi próbkami leku Viagra® 
badano za pomocą analizy eksploracyjnej z wykorzystaniem metody PCA. Pierwsze trzy 
czynniki główne opisują ponad 87,86% całkowitej wariancji danych. Projekcja wyników na 
przestrzeń opisaną przez pierwsze dwa czynniki główne jest przedstawiona na Rys. 21, na 
którym autentyczne próbki są oznaczone za pomocą symbolu ‘ ’, a zafałszowane jako ‘○’. 
Analiza projekcji wyników pozwala dostrzec obecność sześciu próbek o odmiennym 
składzie chemicznym w porównaniu z pozostałymi próbkami. Próbki te pochodzą ze zbioru 
próbek zafałszowanych i zostały wyłączone ze zbioru modelowego w celu eliminacji ich 
potencjalnego negatywnego wpływu na konstrukcję reguł dyskryminacyjnych 
z zastosowaniem metody PLS-DA. Dodatkowo, analiza projekcji wyników uzyskanych dla 
pierwszych dwóch czynników głównych pozwoliła zaobserwować, że grupa próbek 
zafałszowanych jest zdecydowanie bardziej niehomogeniczna w porównaniu do grupy 
próbek autentycznych. Zjawisko to nie jest zaskakujące, gdyż produkcja zafałszowanych 
leków nie jest objęta wymogami określanymi jako „dobre praktyki produkcji” (z ang. good 
manufacturing practises, GMP), które ściśle precyzują procedury wytwarzania różnego 
rodzaju produktów w tym także leków. Leki pochodzące z nielegalnych źródeł nie podlegają 
kontroli jakości czego wynikiem jest ich bogaty skład chemiczny. Duży rozrzut 
zafałszowanych próbek względem osi PC 2, potwierdza hipotezę, iż nielegalna procedura 
wytwarzania leków stanowi główne źródło zmienności analizowanych próbek, co może być 
skutkiem obecności różnego rodzaju zanieczyszczeń w tych lekach. Dodatkowo, projekcja 
wyników ujawniła tendencję do grupowania się próbek ze względu na ich autentyczność. 
Największe różnice pomiędzy danymi grupami są spowodowane obecnością zanieczyszczeń, 
których piki występują przy czasach elucji ok. 2,855 min. i ok. 23,365 min (Rys. 21 c). 
Natomiast rozrzut próbek względem osi PC 2 powoduje obecność zanieczyszczeń przy 
czasie elucji ok. 8,8 min. (Rys. 21 d). 
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Rys. 21 (a) projekcja wyników uzyskanych dla chromatograficznych profili zanieczyszczeń 
próbek leku Viagra® na przestrzeń opisaną przez pierwsze dwa czynniki główne 
(PC 1 - PC 2), 46 próbek autentycznych ‘ ’ i 97 zafałszowanych ‘○’, (b) przybliżenie 
określonego regionu projekcji PC 1 - PC 2, (c) wagi uzyskane dla pierwszego czynnika 
głównego (PC 1) z wyznaczonymi trzema obszarami czasu elucji (1) 2,855, (2) 8,800 
i (3) 23,365 min. oraz (d) wagi uzyskane dla drugiego czynnika głównego (PC 1) 
z wyznaczonymi czterema obszarami czasu elucji (1) 8,80, (2) 22,02, (3) 23,26, (4) 
23,37 min., które odpowiadają pikom substancji różnicującym analizowane próbki  
 
W kolejnym kroku analizy chemometrycznej, na podstawie wstępnie przygotowanych 
sygnałów chromatograficznych stanowiących profile zanieczyszczeń leku Viagra® 
skonstruowano wieloparametrowy model dyskryminacyjny. W tym celu wykorzystano 
dyskryminacyjny wariant metody częściowych najmniejszych kwadratów z walidacją typu 
Monte Carlo, którą opisano w rozdziale 4.2.  
Konstruowany model dyskryminacyjny miał na celu odróżnienie oryginalnych 
i zafałszowanych próbek leku Viagra®. W pierwszym kroku analizy dyskryminacyjnej ze 
zbioru wszystkich próbek wydzielono po 35 próbek z każdej grupy. Następnie wybrany 
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zbiór danych podzielono na zbiór modelowy i wewnętrzny zbiór testowy. Wewnętrzny zbiór 
modelowy i wewnętrzny zbiór testowy zawierały odpowiednio po 25 i po 10 próbek z każdej 
z analizowanych grup. Niezależny zbiór testowy, który nie brał udziału w konstrukcji 
modelu składał się z 8 chromatogramów próbek autentycznych i 8 chromatogramów próbek 
zafałszowanych. Niezależny zbiór testowy wybrano z wykorzystaniem algorytmu Kennarda 
i Stona spośród 11 próbek autentycznych i 62 zafałszowanych. Model PLS-DA, 
skonstruowany dla zbioru modelowego, zwalidowano za pomocą wewnętrznego zbioru 
testowego i niezależnego zbioru testowego. Cała procedura wyboru próbek do 
poszczególnych zbiorów, konstrukcja modelu i jego walidacja były powtarzane 1000 razy 
z zastosowaniem procedury Monte Carlo zgodnie ze schematem przedstawionym na 
Rys. 15. Taki sposób walidacji pozwolił wykreślić zależności pomiędzy liczbą ukrytych 
zmiennych, a średnimi wartościami parametrów walidacyjnych modelu takimi jak procent 
poprawnej klasyfikacji, czułość, specyficzność oraz efektywność przewidywania modelu. 
Dodatkowo dla każdej wartości parametru wyznaczone zostało odchylenie standardowe. 
Na podstawie analizy rozkładu uzyskanych błędów dla modeli o różnej kompleksowości 
wybrano optymalną liczbę ukrytych zmiennych równą 5. Model PLS-DA o optymalnej 
kompleksowości pozwolił uzyskać procent poprawnej klasyfikacji dla zbioru modelowego 
na poziomie 89,37% ± 1,48%. Natomiast, dla wewnętrznego zbioru testowego parametr ten 
wynosi 90,60% ± 3,97%, a dla zewnętrznego zbioru testowego 88,03% ± 2,64%. Ponadto, 
dla modelu o założonej kompleksowości także pozostałe parametry walidacyjne uzyskały 
wysokie wartości (Rys. 22). Pozwala to wnioskować, że badany problem dyskryminacyjny 
może być rozwiązany za pomocą relatywnie prostego liniowego modelu PLS-DA. Średnie 
wartości wszystkich rozważanych parametrów walidacyjnych modelu wraz 
z odpowiadającymi im odchyleniami standardowymi zostały przedstawione w Tabeli 4.  
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Rys. 22 Wykres zależności wartości średnich (a) procentu poprawnej klasyfikacji (CCR), 
(b) czułości (SE), (c) specyficzności (SP) oraz (d) efektywności modelu (AUC) od 
kompleksowości modelu PLS-DA z wyznaczonymi wartościami odchyleń standardowych 
(linie pionowe) określonymi na podstawie procedury Monte Carlo (1000 iteracji) dla 
wewnętrznego zbioru modelowego (czarna linia), dla wewnętrznego zbioru testowego 
(czerwona linia) oraz dla zewnętrznego zbioru testowego (niebieska linia) 
 
Pomimo, iż skonstruowany model PLS-DA charakteryzuje się dobrymi wartościami 
parametrów walidacyjnych, z powodu dużej liczby zmiennych w stosunku do liczby 
analizowanych próbek zawsze istnieje ryzyko przeuczenia modelu. Rozwiązaniem tego 
problemu może być ograniczenie liczby zmiennych użytych do modelowania poprzez wybór 
zmiennych istotnych [37]. W tym celu wykorzystano cztery metody tj. metodę eliminacji 
zmiennych nieistotnych (UVE) [40], metodę zmiennych znaczących dla projekcji (VIP) 
[66], współczynnik selektywności (SR) [39] oraz metodę korelacji wieloczynnikowej 
(SMC) [41]. W połączeniu z metodą PLS-DA pozwoliły one uzyskać modele 
dyskryminacyjne o zbliżonych wartościach parametrów predykcyjnych. Jednak 
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w większości przypadków modele skonstruowane na podstawie zmiennych istotnych miały 
lepsze wartości specyficzności niż modele PLS-DA skonstruowane na podstawie wszystkich 
zmiennych. Świadczy to o tym, że reguły logiczne skonstruowane dla wybranych zmiennych 
istotnych lepiej przewidują przynależność zafałszowanych próbek leku Viagra®. Uzyskane 
wyniki przedstawiono w Tabeli 4. Jak miało to miejsce wcześniej, zastosowano procedurę 
Monte Carlo zgodnie ze schematem przedstawionym na Rys. 13 stosując liczbę powtórzeń 
równą 1000.  
W metodzie UVE-PLS-DA do każdego z wylosowanych zbiorów modelowych dodana 
została macierz zmiennych nieistotnych (10 000 zmiennych dla każdego sygnału). Zmienne 
nieistotne stanowiły liczby losowe wybrane z rozkładu normalnego i pomnożone przez 
współczynnik c = 10-12. Następnie, zbudowano model PLS-DA, a jako istotne zmienne 
wybierano te których wartość bezwzględna stabilności liczona na podstawie uzyskanych 
współczynników regresji była większa niż 99% maksymalnej wartości stabilności uzyskanej 
dla zmiennych nieistotnych. Zmienne istotne były wybierane w każdym kroku procedury 
Monte Carlo, co w rezultacie dało 1000 zbiorów zmiennych istotnych. Końcowy zestaw 
wybranych zmiennych istotnych zawierał tylko te, które były uznawane za istotne w każdej 
z iteracji (zmienne, których częstotliwość wyboru wynosiła 100%).  
W metodzie VIP założona wartość graniczna parametru określającego istotność zmiennych 
była równa 1, a końcowy model zawierał zmienne uznawane za istotne w każdym 
z powtórzeń procedury Monte Carlo. Cały proces wyboru zmiennych za pomocą metody 
VIP był powtórzony 3 razy, przy czym, w każdej kolejnej iteracji wykorzystano jedynie te 
zmienne, które były uznawane za istotne w poprzedniej procedurze VIP ze 100% 
częstotliwością wyboru.  
W metodzie SR granica istotności odpowiadała parametrowi SR równemu 0,9, a końcowy 
model zawierał zmienne, które były określane jako istotne w 95% iteracji Monte Carlo. 
Podobnie stosując metodę SMC do końcowego zbioru modelowego wybrano tylko te 
zmienne, które były określane jako istotne w każdej iteracji procedury Monte Carlo.  
Analiza wyników przedstawionych w Tabeli 4 pozwala stwierdzić, iż każda z metod wyboru 
zmiennych prowadzi do obniżenia kompleksowości, a tym samym do obniżenia ryzyka 
przeuczenia modelu PLS-DA. Modele dyskryminacyjne skonstruowane dla danych 
zawierających zmienne wybrane za pomocą metody SR i SMC miały kompleksowość niższą 
o jeden w porównaniu z modelem otrzymanym dla wszystkich zmiennych. Pozostałe metody 
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UVE i VIP zredukowały kompleksowość modeli skonstruowanych z ich zastosowaniem do 
2 czynników. Należy podkreślić, że zmniejszenie kompleksowości modeli konstruowanych 
dla analizowanych danych nie spowodowało pogorszenia się ich parametrów walidacyjnych. 
Największą kompresję liczby zmiennych uzyskano za pomocą metody SR. Z 13 291 
oryginalnych zmiennych jedynie 21 zostało uznanych jako istotne do konstrukcji modelu 
pozwalającego rozróżnić zafałszowane i autentyczne próbki leku Viagra®. Najwięcej 
zmiennych istotnych zidentyfikowano z użyciem metody SMC. Z 13 291 zostało wybranych 
3 641 zmiennych. 
Różna liczba zmiennych wybranych przez zastosowane podejścia wynika z odmiennych 
kryteriów jakie są stosowane w wykorzystanych metodach wyboru zmiennych (3.2.2). 
Podczas, gdy współczynnik selektywności, SR definiuje istotność zmiennej na podstawie 
wariancji danych jaka jest przez nią opisywana, metoda zmiennych znaczących dla projekcji, 
VIP określa, które zmienne są istotne bazując na tym jak dobrze dana zmienna opisuje nie 
tylko wariancje danych ale także kowariancje pomiędzy zbiorem danych a zmienna zależną.  
Wszystkie skonstruowane modele PLS-DA bardzo dobrze przewidują przynależność próbek 
do odpowiednich grup dla zewnętrznego zbioru testowego o czym świadczą średnie wartości 
procentu poprawnej klasyfikacji, które wynoszą powyżej 88%. Dodatkowo, wartości 
odchyleń standardowych dla danych wartości współczynnika CCR są poniżej 2,86%.  
Model skonstruowany z wykorzystaniem metody VIP-PLS-DA pozwala bardzo dobrze 
przewidzieć przynależność próbek zewnętrznego zbioru testowego, jednak charakteryzuje 
się on lepszym przewidywaniem próbek autentycznych niż zafałszowanych dla 
zewnętrznego zbioru testowego o czym świadczą uzyskane wyższe wartości parametru 
opisującego poprawność przewidywania próbek zafałszowanych (specyficzności) niż 
wartości parametru poprawności przewidywania próbek autentycznych (czułości) 
(SE = 98,69% ± 1,38%; SP = 94,16% ± 3,52%). Pozostałe modele dyskryminacyjne 
wykazywały odwrotną tendencję, a mianowicie lepiej przewidywały przynależność próbek 
autentycznych niż zafałszowanych dla zewnętrznego zbioru testowego (zob. Tabela 4).  
Przedstawione wyniki badań potwierdzają użyteczność proponowanej we wcześniejszym 
rozdziale metody walidacji połączonej z analizą PLS-DA oraz różnymi metodami wyboru 
zmiennych do weryfikacji autentyczności leku Viagra®. Wyznaczenie zmiennych istotnych 
do budowy modelu nie tylko zniwelowało ryzyko przeuczenia modelu, ale także pozwoliło 
zidentyfikować obszary czasu elucji, którym odpowiadają piki pochodzące od substancji 
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stanowiących potencjalne markery nielegalnego procederu fałszowania leków. Jednak 
identyfikacja tych substancji wymaga zastosowania komplementarnych technik 
analitycznych takich jak np. HPLC-MS.  
Więcej szczegółów dotyczących identyfikacji zafałszowań leku Viagra® znajduje się  
w publikacji „The Monte Carlo validation framework for the discriminant partial least 
squares model extended with variable selection methods applied to authenticity studies of 
Viagra® based on chromatographic impurity profiles”, Analyst, 141 (2016) 1060-1070, 
która stanowi Załącznik nr 2 do niniejszej rozprawy doktorskiej. 
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Tabela 4 Wyniki uzyskane dla modeli dyskryminacyjnych PLS-DA bez i z zastosowaniem metod wyboru zmiennych (wartości wyrażone w %) 
(UVE – metoda eliminacji zmiennych nieistotnych, VIP – metoda zmiennych znaczących dla projekcji, SR – współczynnik selektywności,   
SMC – metoda korelacji wieloczynnikowej, n – liczba zmiennych, f – liczba czynników PLS-DA, CCR – procent poprawnej klasyfikacji,         
SE – czułość, SP – specyficzność, parametr AUC) 
 
Model 
 
f 
 
n 
 
Zbiór modelowy (Monte Carlo) 
 
Zbiór testowy (Monte Carlo) 
 
Niezależny zbiór testowy 
CCR SE SP AUC CCR SE SP AUC CCR SE SP AUC 
PLS-DA 5 13 291 
89,37 
± 1,48 
82,82 
± 1,88 
95,92 
± 3,25 
99,90 
± 0,60 
90,60 
± 3,97 
82,44 
± 7,31 
98,75 
± 4,06 
98,40 
± 1,30 
88,03 
± 2,64 
82,48 
± 3,48 
93,58 
± 5,03 
97,20 
± 1,50 
UVE 2 674 
89,11 
± 1,44 
82,47 
± 1,44 
95,76 
± 2,62 
96,00 
± 1,30 
90,74 
± 3,70 
81,64 
± 7,39 
99,83 
± 0,56 
89,10 
± 5,40 
88,36 
± 2,19 
82,45 
± 3,28 
94,28 
± 3,40 
94,00 
± 2,60 
VIP 2 83 
97,84 
± 1,39 
99,10 
± 1,04 
99,57 
± 2,26 
99,90 
± 0,01 
93,34 
± 3,32 
100,00 
± 0,00 
86,68 
± 6,65 
95,60 
± 4,70 
96,42 
± 2,04 
98,69 
± 1,38 
94,16 
± 3,52 
98,20 
± 1,70 
SR 4 21 
91,32 
± 0,69 
82,65 
± 1,37 
100,00 
± 0,00 
95,50 
± 0,80 
90,71 
± 3,73 
81,64 
± 7,39 
99,79 
± 0,65 
88,90 
± 4,60 
89,72 
± 1,90 
81,26 
± 3,40 
98,19 
± 1,60 
93,60 
± 2,20 
SMC 4 3 641 
94,22 
± 1,95 
91,47 
± 3,76 
96,97 
± 2,79 
98,60 
± 0,90 
94,41 
± 3,11 
90,30 
± 6,39 
98,52 
± 2,58 
99,90 
± 0,30 
91,38 
± 2,86 
88,71 
± 5,44 
94,05 
± 4,35 
96,20 
± 1,60 
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4.4 Identyfikacja skażenia wody tributylocyną   
Analiza próbek środowiskowych, ze względu na ich złożony skład jest zazwyczaj kosztowna 
i czasochłonna. Dlatego stale poszukuje się nowych procedur analitycznych ułatwiających 
analitykowi identyfikację substancji zawartych w próbkach o złożonej matrycy. Przykładem 
rutynowo wykonywanej analizy środowiskowej jest kontrola jakości wód rzek i jezior. Jedną 
z substancji, która wymaga stałej oceny jej obecności w wodach lądowych jest tributylocyna 
(z ang. tributyltin, TBT). Jest to środek biobójczy, szeroko stosowany jako składnik farb 
przeciwporostowych, w których obecność TBT powodowała zapobieganie lub spowolnienie 
wzrostu organizmów na zabezpieczonych powierzchniach. Tego typu środki stosowano 
głównie w przemyśle stoczniowym. Początkowo farby przeciwporostowe zawierające TBT 
były uważane za ekologiczne i bezpieczne dla środowiska, jednak z czasem dowiedziono, że 
tributylocyna uwalnia się do wód, powodując ich toksyczne skażenie. Z tego powodu 
wprowadzono międzynarodowe przepisy zabraniające stosowania produktów zawierających 
TBT, mające za zadanie ograniczenie postępującego skażenia wód przez ten związek oraz 
produkty jego degradacji [67,68]. Ze względu na stosunkowo długi okres półtrwania TBT, 
który zależy od takich czynników jak źródło pochodzenia i warunki środowiskowe, 
toksyczne efekty działania tej substancji są nadal zauważalne [69,70]. Z tego powodu 
obecność TBT w próbkach środowiskowych, a w szczególności w próbkach wód morskich 
i lądowych wymaga stałej kontroli. Wody lądowe ze względu na złożony skład są z reguły 
analizowane za pomocą technik chromatograficznych. Sygnały chromatograficzne uzyskane 
dla próbek środowiskowych charakteryzują się dużą liczbą pików, które mogą się nakładać 
się na siebie co komplikuje pozyskiwanie informacji analitycznej. Dodatkowo na jakość 
chromatogramów wpływa występowanie przesunięć pików. W niniejszych badaniach 
zaproponowano modele diagnostyczne pozwalające ocenić obecność tributylocyny w wodzie 
bez konieczności wykonywania oceny ilościowej. Modele diagnostyczne stanowiące część 
opracowanego systemu eksperckiego były konstruowane z wykorzystaniem narzędzi 
chemometrycznych w oparciu o sygnały chromatograficzne stanowiące chemiczne odciski 
palca badanych próbek. Podejście to pozwoliło na uzyskanie maksimum informacji na temat 
składu badanych próbek. Analizie poddano próbki wód lądowych, które zostały pobrane na 
zlecenie Głównego Inspektoratu Ochrony Środowiska w związku z prowadzonymi na 
szeroką skalę badaniami jakości wód lądowych. Jeden z etapów tych badań obejmował 
wykrywanie TBT w wodzie. Całość eksperymentu została przeprowadzona 
w akredytowanym laboratorium firmy Polcargo International w Szczecinie. Zgodnie z normą 
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PN-EN ISO 17353: 2006 przeanalizowano 1403 próbek wody pobranych w latach 2011 
i 2013. Do ustalenia obecności TBT wykorzystano chromatografię gazową sprzężoną ze 
spektrometrem mas, GC-MS. Uzyskane sygnały stanowiące chromatograficzne odciski palca 
próbek wody, pomimo rygorystycznych wymogów dotyczących warunków prowadzenia 
analizy chromatograficznej, zawierały takie składniki jak szum, linia podstawowa oraz 
przesunięcia pików pochodzących od tych samych substancji. Komponenty te mogą 
fałszować wyniki analizy chemometrycznej, a tym samym negatywnie wpływać na proces 
wnioskowania. Kształt linii podstawowej różnił się dla poszczególnych próbek, natomiast dla 
pojedynczych sygnałów zauważono prawidłowość polegającą na wzroście intensywności linii 
podstawowej wraz z czasem prowadzenia analizy chromatograficznej. Obszary sygnału 
o wysokiej intensywności pików charakteryzowały się wyższym poziomem szumu, niż 
obszary o niskiej intensywności sygnału. Dodatkowo, w analizowanych chromatograficznych 
odciskach palca zauważono przesunięcia pików względem siebie. Sygnały GC-MS zostały 
wstępnie przygotowane poprzez eliminację linii podstawowej, usunięcie szumu oraz korekcję 
przesunięć pomiędzy pikami. Eliminacji szumu dokonano za pomocą prostej transformacji 
logarytmicznej (log10) [7,9]. Linia podstawowa została usunięta za pomocą metody 
częściowych najmniejszych kwadratów z funkcja kary, PAsLS. Najlepsze rezultaty uzyskano 
dla parametrów wejściowych p = 10-4 i λ   104. Następnie w analizowanych sygnałach 
usunięto przesunięcia odpowiadających sobie pików za pomocą metody COW, w której 
sygnał wzorcowy wybrano zgodnie z założeniami opisanymi w [14,15]. Jako sygnał 
wzorcowy względem, którego były eliminowane przesunięcia pików został wybrany sygnał 
posiadający najlepszą korelację względem pozostałych sygnałów chromatograficznych. 
Wybrany sygnał pochodził z grupy próbek, które nie w zawierały TBT. Lepsze wyniki 
eliminacji przesunięć pików uzyskano dla pików znajdujących się poza obszarem 
obejmującym pik pochodzący od kationu tributylocyny. Jest to prawdopodobnie 
spowodowane brakiem danego piku w sygnale wzorcowym. Aby zbadać ewentualne 
zwiększenie wydajności wyrównania sygnałów, zastosowano to samo podejście wybierając 
jako sygnał wzorcowy chromatogram z grupy próbek zawierających TBT. W związku 
z czym na etapie eliminacji przesunięć pomiędzy pikami przebadano dwa sygnały wzorcowe 
pochodzące z dwóch różnych grup oraz różne ustawienia parametrów wejściowych (długość 
sekcji i parametr elastyczności). Ze wszystkich ustawień parametrów wejściowych 
szczegółowo przeanalizowano dwie pary o skrajnych wartościach – krótka sekcja 
(20 punktów pomiarowych) i dłuższa sekcja (28 punktów pomiarowych), jak również mała 
wartość parametru elastyczności (2) oraz większa wartość parametru elastyczności (4). 
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Przykładowy surowy chromatograficzny odcisk palca otrzymany dla analizowanej próbki 
wody przedstawiono na Rys. 23. 
 
Rys. 23 Przykładowy chromatograficzny odcisk palca otrzymany dla próbki wody 
zawierającej TBT z powiększonym regionem odpowiadającym czasowi elucji badanego 
analitu 
 
Histogramy uzyskanych współczynniki korelacji sygnału wzorcowego z pozostałymi 
sygnałami chromatograficznymi przedstawiono na Rys. 24. Analizowane sygnały 
chromatograficzne różnią się znacznie pomiędzy sobą w związku z czym ich podobieństwo 
względem poszczególnych sygnałów wzorcowych jest stosunkowo małe. Histogram 
przedstawiony na Rys. 24 a wskazuje, że dla ponad 450 chromatograficznych odcisków palca 
uzyskano średnie wartości współczynników korelacji o wartości powyżej 0,4 w odniesieniu 
do sygnału wzorcowego. Mniejsza liczba chromatogramów wykazuje wartości 
współczynników korelacji wyższe od 0,4, w przypadku gdy przesunięcia pomiędzy pikami 
były eliminowane względem chromatogramu z grupy sygnałów uzyskanych dla próbek 
zawierających TBT (patrz Rys. 24 b). 
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Rys. 24 Histogramy współczynników korelacji, które zostały obliczone pomiędzy sygnałami 
chromatograficznymi, a sygnałem odniesienia wybranym z grupy próbek: 
(a) niezawierających TBT oraz (b) zawierających TBT 
 
Aby porównać wyniki działania metody COW dla różnych parametrów wejściowych 
(długość sekcji i parametr elastyczności) wyznaczono wartości współczynników korelacji 
pomiędzy sygnałem wzorcowym i pozostałymi chromatogramami przed i po eliminacji 
przesunięć. Suma różnic współczynników korelacji została oznaczona jako AG, co pozwoliło 
w prosty sposób scharakteryzować wydajność z jaką usunięto przesunięcia pików 
chromatograficznych. Zauważono, że niezależnie od wybranych wartości parametrów 
wejściowych i wybranego sygnału wzorcowego wartości współczynników korelacji po 
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nałożeniu sygnałów za pomocą metody COW wzrosły. Najlepsze wyniki eliminacji 
przesunięć pików (AG = 114,5) uzyskano dla sekcji zawierającej dwadzieścia punktów 
pomiarowych (N = 20) i parametru elastyczności równego cztery (t = 4). Wartości 
parametrów charakteryzujących efektywność nakładania sygnałów za pomocą metody COW 
przedstawiono w Tabeli 5. 
Tabela 5. Wyniki eliminacji przesunięć pomiędzy pikami z zastosowaniem metody COW dla 
przedstawionych parametrów wejściowych (długości sekcji (N) i parametru elastyczności (t)) 
przedstawione jako różnice współczynników korelacji sygnałów przed i po nałożeniu 
sygnałów (AG) 
Sygnał wzorcowy Lp. N t Ʃ∆(+) Ʃ∆(-) AG 
Wybrany z grupy nie 
zawierającej TBT 
1 28 2 + 62,5717 - 2,8840 + 69,6877 
2 28 4 + 78,2420 - 3,0301 + 75,2119 
3 20 2 + 73,0242 - 2,5966 + 70,4276 
4 20 4 + 107,5005 - 4,5093 + 102,9912 
Wybrany z grupy 
zawierającej TBT 
1 28 2 + 80,0706 - 2,5456 + 77,5250 
2 28 4 + 103,6455 - 3,5887 + 100,0568 
3 20 2 + 89,8385 - 2,9274 + 86,9111 
4 20 4 + 119,2912 - 4,7873 + 114,5039 
 
Wstępnie przygotowane chromatograficzne odciski palca, odpowiadające zakresowi czasu 
elucji od 10,55 min. do 20,10 min., wykorzystano do konstruowania modeli 
dyskryminacyjnych służących do rozróżnienia analizowanych grup próbek ze względu na 
obecność w nich TBT. W celu opracowania reguł dyskryminacyjnych wykorzystano 
dyskryminacyjny wariant metody częściowych najmniejszych kwadratów PLS-DA [29,71]. 
Poprawność przewidywania skonstruowanych modeli sprawdzono poprzez określenie ich 
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parametrów walidacyjnych takich jak czułość, specyficzność, efektywność oraz procent 
poprawnej klasyfikacji. Dodatkowo, w celu uzyskania jak najbardziej wiarygodnych 
wyników wykorzystano do konstrukcji modeli dyskryminacyjnych podejście typu Monte 
Carlo [31]. Pozwoliło to estymować zmienność danych oraz wyznaczyć niepewności 
pomiaru dla uzyskanych wartości parametrów. Modele dyskryminacyjne były konstruowane 
dla oryginalnych danych oraz dla danych, które wstępnie przygotowano wykorzystując 
różnego rodzaju podejścia chemometryczne. Pozwoliło to określić wpływ wykorzystanych 
metod wstępnego przygotowania danych na wyniki dyskryminacji. 
Analizowane metody przygotowania danych obejmowały wykorzystanie dwóch metod 
mających za zadanie poprawę stosunku sygnału do szumu. Pierwsza z nich polegała na 
zastosowaniu pierwiastka z kwadratu sygnału, natomiast druga to transformacja 
logarytmiczna (log10). Dodatkowo, przebadano wpływ eliminacji linii podstawowej na 
wyniki uzyskane za pomocą modelu PLS-DA. Aby możliwe było porównanie uzyskanych 
wyników wszystkie modele zostały zbudowane przy użyciu tego samego schematu. 
Analizowany zbiór danych zawierał dwie grupy próbek: z TBT (157 próbek) oraz bez TBT 
(1 246 próbek). W celu symulacji zmienności zbioru modelowego zastosowano podejście 
Monte Carlo, z liczbą iteracji równą 500. Wszystkie zbiory zarówno modelowe jak i testowe 
były zbalansowane. Zbiór modelowy zawsze był konstruowany z losowo wybranych 
158 próbek (po 79 próbek z analizowanych grup). Natomiast zbiór testowy zawierał 
156 próbek (po 78 próbek z każdej grupy). Próbki do zbioru testowego były wybierane 
losowo ze zbioru danych po wyłączeniu zbioru modelowego. W ten sposób pojedynczy 
zestaw danych składał się z dwóch wzajemnie wykluczających się zbiorów danych. Na 
podstawie każdego zbioru modelowego konstruowano model PLS-DA o kompleksowości 
f = 1, 2, ..., 10. Poprawność przewidywania modeli została przedstawiona za pomocą 
wykresu zależność średniej wartości współczynnika poprawności przewidywania modelu od 
jego kompleksowości. Zależność ta była wyznaczana zarówno dla wszystkich zbiorów 
modelowych jak i dla zbiorów testowych. Dla wszystkich wartości średnich współczynnika 
poprawności przewidywania modelu wyznaczono odchylenie standardowe na podstawie 
uzyskanych 500 wartości danego parametru. Wyniki analizy dyskryminacyjnej danych przed 
i po wstępnym przygotowaniu ilustruje Rys. 25. Odchylenie standardowe uzyskanych 
wartości współczynnika CCR jest przedstawione jako pionowa linia wyznaczająca możliwy 
zakres błędu danej wartości parametru. Uważna analiza uzyskanych wyników wskazała kilka 
ciekawych zależności. W przypadku modeli konstruowanych na podstawie surowych danych 
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chromatograficznych o małej kompleksowości otrzymano, względnie słabe wyniki, które 
polepszały się wraz ze zwiększaniem liczby czynników PLS-DA. Dla prostych modeli (f = 3) 
uzyskano współczynniki poprawności przewidywania poniżej 0,75 zarówno dla zbioru 
modelowego jak i testowego. Z drugiej strony, stosunkowo duża złożoność modelu może być 
traktowana jako próba zrekompensowania błędnych i nieprecyzyjnych informacji związanych 
z obecnością TBT w analizowanych danych. Wykonane przekształcenia związane ze 
wstępnym przygotowaniem danych spowodowały nieznaczną poprawę zdolności 
predykcyjnych modelu. Najlepsze wyniki uzyskano bazując na chromatograficznych 
odciskach palca poddanych transformacji logarytmicznej, dla których skonstruowany model 
uzyskał współczynnik poprawności przewidywania ponad 0,7 zarówno dla zbioru testowego 
jak i dla zbioru modelowego dla dwóch czynników PLS-DA. Kolejna procedura polegająca 
na usunięciu linii podstawowej z analizowanych sygnałów chromatograficznych znacząco 
poprawiła zdolności predykcyjne konstruowanych modeli dyskryminacyjnych. Również 
w tym przypadku procent poprawnej dyskryminacji zwiększał się systematycznie ze 
wzrostem kompleksowości modelu. Modele skonstruowane dla danych po wstępnym 
przygotowaniu wykazują procent poprawnej dyskryminacji dla zbioru testowego na poziomie 
80% dla trzech czynników PLS niezależnie od metody jaka była zastosowana do eliminacji 
szumu. 
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Rys. 25 (a) wyniki modeli PLS-DA skonstruowanych dla surowych sygnałów 
chromatograficznych oraz sygnałów wstępnie przygotowanych za mocą różnych metod 
takich jak, (b) normalizacja, (c) transformacja logarytmiczna (log10), (d) eliminacja linii 
podstawowej za pomocą metody PAsLS, (e) eliminacja linii podstawowej za pomocą metody 
PAsLS i normalizacja oraz (f) eliminacja linii podstawowej za pomocą metody PAsLS 
i transformacja logarytmiczna (log10)  
 
W kolejnym etapie badań obejmującym opracowanie systemu eksperckiego pozwalającego 
usprawnić kontrolę jakości próbek wody pod względem obecności w nich tributylocyny 
zaproponowano wykorzystanie współczynnika selektywności, SR. Określenie istotnych 
1 2 3 4 5 6 7 8 9 10
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
complexity of the PLS-DA model
c
o
rr
e
c
t 
d
is
c
ri
m
in
a
ti
o
n
 r
a
te
 f
o
r 
5
0
0
 b
o
o
ts
tr
a
p
 s
a
m
p
le
s
 
 
model set
test set
1 2 3 4 5 6 7 8 9 10
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
complexity of the PLS-DA model
c
o
rr
e
c
t 
d
is
c
ri
m
in
a
ti
o
n
 r
a
te
 f
o
r 
5
0
0
 b
o
o
ts
tr
a
p
 s
a
m
p
le
s
 
 
model set
test set
1 2 3 4 5 6 7 8 9 10
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
complexity of the PLS-DA model
c
o
rr
e
c
t 
d
is
c
ri
m
in
a
ti
o
n
 r
a
te
 f
o
r 
5
0
0
 b
o
o
ts
tr
a
p
 s
a
m
p
le
s
 
 
model set
test set
1 2 3 4 5 6 7 8 9 10
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
complexity of the PLS-DA model
c
o
rr
e
c
t 
d
is
c
ri
m
in
a
ti
o
n
 r
a
te
 f
o
r 
5
0
0
 b
o
o
ts
tr
a
p
 s
a
m
p
le
s
 
 
model set
test set
1 2 3 4 5 6 7 8 9 10
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
complexity of the PLS-DA model
c
o
rr
e
c
t 
d
is
c
ri
m
in
a
ti
o
n
 r
a
te
 f
o
r 
5
0
0
 b
o
o
ts
tr
a
p
 s
a
m
p
le
s
 
 
model set
test set
1 2 3 4 5 6 7 8 9 10
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
complexity of the PLS-DA model
c
o
rr
e
c
t 
d
is
c
ri
m
in
a
ti
o
n
 r
a
te
 f
o
r 
5
0
0
 b
o
o
ts
tr
a
p
 s
a
m
p
le
s
 
 
model set
test set
a)
b)
c)
f)
g)
C
C
R
C
C
R
C
C
R
C
C
R
C
C
R
C
C
R
kompleksowość modelu PLS-DA kompleksowość modelu PLS-DA
e)
kompleksowość modelu PLS-DA kompleksowość modelu PLS-DA
kompleksowość modelu PLS-DA kompleksowość modelu PLS-DA
78 
zmiennych w kontekście konstrukcji modeli diagnostycznych, pozwala na eliminację ryzyka 
przeuczenia modelu w związku z dużą liczbą zmiennych w stosunku do liczby 
analizowanych próbek. Metoda współczynnika selektywności jest szczegółowo opisana 
w podrozdziale 3.2.2 oraz w [38,39]. W przypadku analizy sygnałów chromatograficznych 
wybór zmiennych istotnych pozwala zidentyfikować odpowiednie czasy elucji przy których 
wymywane są związki odpowiedzialne za różnice pomiędzy analizowanymi grupami próbek. 
Do wyznaczenia współczynników selektywności analizowanych zmiennych na podstawie 
skonstruowanych modeli PLS-DA zastosowano procedurę Monte Carlo. Dzięki temu 
możliwa była estymacja współczynnika SR dla każdej zmiennej oraz określenie odchyleń 
standardowych dla uzyskanych wartości (zob. Rys. 26). Można zaobserwować, że pomiędzy 
11 i 12 min. znajdują się zmienne których wartości współczynnika selektywności są większe 
od 1, które z reguły są uznawane za istotne do konstrukcji modelu. Należy zaznaczyć, że 
każda zmienna tak naprawdę odpowiada frakcji eluatu wymywanej w określonym czasie. 
Oznacza to, że w wyznaczonym przedziale czasu elucji wymywane są substancje 
odpowiedzialne za różnicowanie badanych dwóch grup próbek wody (zawierających 
i niezawierających TBT). Poprawność tej hipotezy potwierdza fakt, że w rzeczywistości pik 
chromatograficzny pochodzący od kationu tributylocyny występuje w danym przedziale 
czasu elucji. Model PLS-DA skonstruowany na podstawie wybranych 20 istotnych 
zmiennych z wykorzystaniem trzech czynników PLS posiadał wartość współczynnika CCR 
ok. 0,82 (patrz Rys. 26 b). Tym samym można stwierdzić, że bazując na dużo mniejszej 
liczbie zmiennych w porównaniu do wyjściowego zestawu danych uzyskano podobne wyniki 
poprawności przewidywania dla modelu dyskryminacyjnego. Dodatkowo wyznaczono 
procent próbek wody nieprawidłowo sklasyfikowanych przez dany model dyskryminacyjny, 
który był określany dla każdej z grup oddzielnie (Rys. 26 c). Interesujący jest fakt, że dla 
każdej z grup uzyskano zarówno podobne poziomy błędu około 0,19 jak i porównywalne 
zakresy niepewności. 
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Rys. 26 (a) wartości współczynnika selektywności dla analizowanych zmiennych, 
(b) właściwości predykcyjne modelu PLS-DA który został skonstruowany na podstawie 
wybranych zmiennych istotnych (20 zmiennych o współczynniku selektywności powyżej 
jedynki) wyrażone jako procent poprawnej dyskryminacji wyznaczony dla zbioru 
modelowego i testowego w funkcji kompleksowości modelu (niepewności wyznaczono 
metodą Mont Carlo) i (c) błąd przewidywania modelu dla różnych wartości kompleksowości 
wyznaczony oddzielnie dla każdej grupy próbek wody (odchylenia standardowe wyznaczono 
z wykorzystaniem metody typu Monte Carlo)  
 
Pozostałe parametry walidacyjne uzyskane dla modelu PLS-DA skonstruowanego dla całych 
sygnałów chromatograficznych oraz dla modelu zbudowanego na podstawie wybranych 
zmiennych również miały podobne wartości. W tabeli poniżej przedstawiono uzyskane 
wyniki procentu poprawnej klasyfikacji (CCR), czułości (SE) i specyficzności (SP) dla 
modeli skonstruowanych na podstawie całych sygnałów instrumentalnych oraz dla zbioru 
danych zawierającego jedynie istotne zmienne z jednoczesnym uwzględnieniem 
zastosowania metod wstępnego przygotowania danych.  
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Tabela 6. Wyniki uzyskane dla modeli PLS-DA wyrażone jako procent poprawnej 
klasyfikacji (CCR), czułość i specyficzność uzyskane dla niezależnych zbiorów 
testowych. Modele uzyskano dla surowych danych i danych po wstępnym przygotowaniu 
obejmującym korektę linii podstawowej, transformację log10 i nakładanie sygnałów 
metodą COW. Niepewności pomiarów dla wyznaczonych wartości średnich parametrów 
walidacyjnych modeli otrzymano stosując procedurę Monte Carlo (500 powtórzeń). 
Gwiazdką (*) oznaczone są wyniki uzyskane dla modeli PLS-DA skonstruowanych dla 
zmiennych istotnych wyznaczonych za pomocą współczynnika selektywności (SR). 
Typ danych Model CCR Czułość Specyficzność 
 
Surowe dane 
PLS-DA 0,805 ± 0,028 0,819 ± 0,046 0,791 ± 0,059 
PLS-DA* 0,813 ± 0,028 0,818 ± 0,034 0,807 ± 0,053 
Dane po wstępnym 
przygotowaniu 
PLS-DA 0,795 ± 0,030 0,800 ± 0,048 0,790 ± 0,054 
PLS-DA* 0,793 ± 0,029 0,841 ± 0,038 0,655 ± 0,057 
 
Przeprowadzone badania pozwoliły zweryfikować możliwość oceny próbek wody lądowej 
pod względem obecności tributylocyny na podstawie chromatograficznych odcisków palca. 
Wszystkie badane chromatogramy były rejestrowane w tym samym zakresie czasu elucji od 
10,55 min. do 20,10 min. Dlatego też można wnioskować, że dyskryminacja tego rodzaju 
próbek bazuje na istotnych regionach chromatograficznych odcisków palca, które ilustrują 
największe różnice w składzie wody pomiędzy analizowanymi grupami. Ponadto, obecność 
lub brak TBT w próbkach potencjalnie może korelować z obecnością lub brakiem innych 
substancji chemicznych. W związku z tym, wykorzystanie chemicznych odcisków palca 
może ułatwić dyskryminację próbek. Zaimplementowanie prostej metody dyskryminacyjnej 
do badania obecności TBT na podstawie sygnałów chromatograficznych stanowi jeden 
z etapów konstrukcji wiarygodnego systemu eksperckiego opracowanego przy użyciu 
metody uczenia maszynowego. Proponowane podejście pozwala uzyskać relatywnie dobrą 
dyskryminację próbek dla surowych danych chromatograficznych, które zostały uzyskane 
bezpośrednio w toku rutynowego monitorowania zanieczyszczenia środowiska tributylocyną. 
Stanowi to obiecującą prognozę zastosowania proponowanej metodyki do usprawnienia 
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badań dotyczących obecności TBC w próbkach wód lądowych. Natomiast fakt, że do badań 
wykorzystano chromatograficzne odciski palca badanych próbek pozwala wnioskować, że 
zawierają one istotne informacje dotyczące obecności TBT oraz opisują różne źródła 
zmienności danych, które mogą wpływać na dyskryminację próbek. Na zdolność 
przewidywania konstruowanych modeli wpływa ogólna jakość sygnałów instrumentalnych. 
Zbudowany system ekspercki może być wykorzystywany jako dodatkowe wsparcie dla 
podejmowania decyzji przez personel laboratoryjny, co pozwoli skrócić czas prowadzenia 
analizy. Stosunkowo wysoka wydajność przewidywania skonstruowanych modeli 
dyskryminacyjnych (procent poprawnej klasyfikacji ok. 0,8, a czułość i specyficzność 
ok. 0,8) wykazuje, że chromatograficzne odciski palca uzyskane dla próbek wody 
zawierających i nie zawierających tributylocynę stanowią bazę próbek dla dalszego rozwoju 
badań. Modelowanie tejże bazy sygnałów instrumentalnych otwiera możliwości budowy 
systemu eksperckiego opierającego się na zasadach logiki, skonstruowanych w oparciu o inne 
metody uczenia maszynowego co zostało omówione w [72]. Za pomocą modeli 
dyskryminacyjnych skonstruowanych na podstawie analizowanych danych istnieje 
możliwość potwierdzenia obecności TBT w nowych próbkach z co najmniej 80% 
prawdopodobieństwem. Jednak należy pamiętać, że dane modele dyskryminacyjne mogą być 
wykorzystywane dla sygnałów instrumentalnych uzyskanych dla próbek polskich wód 
śródlądowych, które są analizowane zgodnie z polską normą PN-EN ISO 17353:2006. 
Wyniki te dowodzą, że uzyskana baza danych zawiera istotne informacje i ukazuje 
stosunkowo dużą różnorodność próbek polskich wód śródlądowych. Oczywiście, 
opracowanie danych metod statystycznych nie pozwala na to, aby personel laboratoryjny 
pominął procedurę kalibracji podczas rutynowej analizy próbek wody. Dlatego należy 
pamiętać, że podejmowanie decyzji w kontekście prowadzonych badań wymaga analizy 
sygnałów instrumentalnych, których jakość w dużym stopniu zależy od doświadczenia 
i dokładności wykonywania analiz przez pracowników laboratorium. Przedstawiona 
metodyka wykorzystania narzędzi chemometrycznych do opracowania systemu eksperckiego 
może być również wykorzystana w kontekście rutynowego monitorowania innych substancji 
priorytetowych w różnego rodzaju próbkach.  
Więcej szczegółów dotyczących identyfikacji skażenia wody tributylocyną znajduje się 
w publikacji „Expert system for monitoring the tributyltin content in inland water samples”, 
Chemometrics and Intelligent Laboratory Systems, 149 (2015) 123-131, która stanowi 
Załącznik nr 3 do niniejszej rozprawy doktorskiej. 
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4.5 Metody badania autentyczności leków  
W ostatnich latach zaobserwowano znaczny wzrost liczby przypadków zafałszowań leków. 
Może być to spowodowane łatwym dostępem do nowoczesnych technologii, które mogą być 
wykorzystywane do „kopiowania” leków oraz brakiem odpowiedniej kontroli nad 
produktami farmaceutycznymi, które są sprzedawane przez internet [73]. Niemożliwe jest 
uzyskanie dokładnych danych na temat skali fałszowania leków. Przyjmuje się, że 10% 
leków na rynku światowym to leki podrobione. Oczywiście dany udział procentowy jest 
różny dla poszczególnych krajów. W krajach wysokorozwiniętych, fałszowane leki stanowią 
około 1% całkowitej liczby kontrolowanych leków. Ponad 50% leków sprzedawanych przez 
internet, jest zafałszowana lub są to leki o niskiej jakości. Do najczęściej fałszowanych leków 
należą środki przeciwdrobnoustrojowe (28%), hormony (22%), leki przeciwhistaminowe 
(17%), środki rozszerzające naczynia krwionośne (7%), leki na zaburzenia erekcji (5%) oraz 
leki przeciwdrgawkowe (2%) [74]. Ze względu na poważne zagrożenie związane 
z zażywaniem zafałszowanych leków oraz możliwość szybkiego transportu tego typu 
farmaceutyków pomiędzy krajami, konieczne jest opracowanie nowych, stosunkowo 
prostych i efektywnych metod, które będą wspierać proces kontroli jakości leków. Leki 
autentyczne zwykle mogą być odróżnione od zafałszowanych przez analizę ich składu 
chemicznego [75]. Substancje zawarte w lekach mające właściwości lecznicze stanowią tak 
zwane składniki aktywne leków (API). Ze względu na stężenie API leki można podzielić na 
cztery grupy:  
 leki zawierające poprawny związek stanowiący API, którego zawartość jest zgodna 
z deklaracją producenta,  
 leki zawierające poprawny związek stanowiący API, jednak jego dawka jest 
nieprawidłowa,  
 leki zawierające niepoprawną substancję stanowiącą API, 
 leki nie posiadające API (placebo). 
W wielu przypadkach, identyfikacja autentyczności leku oparta tylko na analizie jakościowej 
i ilościowej API jest niewystarczająca, ponieważ obecność w lekach innych substancji 
stanowiących zanieczyszczenia może wpływać na oczekiwany efekt farmakologiczny oraz 
znacznie zwiększyć toksyczność farmaceutyków. Na ogół obecność zanieczyszczeń 
w próbkach jest związana z brakiem kontroli warunków procesów produkcji, jak również ze 
stosowaniem substratów o niskiej jakości. Najczęściej stosowanym podejściem do 
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wykrywania zafałszowań leków jest wykorzystanie informacji na temat składu chemicznego 
analizowanych produktów farmaceutycznych. Metody stosowane do tego typu problemów 
badawczych polegają na analizie zawartości API oraz, jeśli to konieczne obejmują ocenę 
całościowego składu chemicznego próbki. Uzyskana zawartość substancji aktywnej jest 
następnie porównywana z ilością deklarowaną przez producenta danego leku. Jednakże 
w większości przypadków, oznaczenie API jest niewystarczające do potwierdzenia 
autentyczności leku. Alternatywne podejście zakłada, że próbki produktów farmaceutycznych 
są opisywane przez różnego rodzaju sygnały instrumentalne bez konieczności określenia ich 
składu chemicznego. Otrzymane sygnały instrumentalne są traktowane jako chemiczne 
odciski palca badanych próbek. Z definicji takie dane są wielowymiarowe co powoduje, że 
ich badanie i modelowanie wymaga użycia metod chemometrycznych w celu 
wyekstrahowania użytecznej informacji. Do charakteryzowania oraz weryfikacji 
autentyczności próbek leków stosuje się różne techniki instrumentalne [76]. Wśród nich 
znajdują się stosunkowo proste podejścia analityczne takie jak metody kolorymetryczne [77] 
czy dynamiczna analiza termiczna [78] jak również bardziej zaawansowane metody wśród, 
których można wymienić wysokosprawną chromatografię cieczową (HPLC) [79], 
chromatografię gazową (GC) [80], elektroforezę kapilarną [81], spektroskopię Ramana [82] 
oraz spektroskopię NMR [83].  
W przemyśle farmaceutycznym źródłem informacji o składzie chemicznym badanych leków 
są najczęściej metody chromatograficzne [76]. Obszar ich stosowania jest bardzo szeroki, 
ponieważ pozwalają one uzyskać rozdział różnych składników mieszanin, które następnie 
analizuje się pod kątem jakościowym i ilościowym. Prosta metoda chromatografii 
cienkowarstwowej (TLC) jest wykorzystywana w wielu laboratoriach do weryfikacji składu 
leków. Popularność metody TLC wynika przede wszystkim z niskich kosztów analizy, 
niewymagającego wyposażenia instrumentalnego oraz prostej interpretacji wyników analizy. 
Ze względu na prostotę TLC można znaleźć liczne przykłady zastosowania chromatografii 
cienkowarstwowej w kontekście badań autentyczności leków opisane w literaturze [84,85]. 
Jednak najbardziej popularną techniką stosowana do analizy produktów farmaceutycznych 
jest wysokosprawna chromatografia cieczowa (HPLC), która jest traktowana jako metoda 
referencyjna w analizie jakościowej i ilościowej składników leków i służy jako metoda 
odniesienia do walidowania dużej liczby technik analitycznych. Chromatografy HPLC mogą 
być wyposażone w różnego rodzaju detektory takie jak na przykład spektrometria mas (MS), 
detektor z matrycą diodową (DAD) oraz detektor rozpraszania światła przez odparowanie 
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(ELS), które pomagają zwiększyć czułość, dokładność i precyzję stosowanej metody analizy 
leku. Te cechy są wymagane zwłaszcza wtedy, gdy prowadzona analiza chromatograficzna 
dotyczy składników chemicznych obecnych w próbce w małych stężeniach 
(np. zanieczyszczenia). Chromatografia gazowa (GC) jest stosowana do analizy substancji 
lotnych, które są trwałe w wysokich temperaturach. Podobnie jak HPLC, GC jest techniką 
charakteryzującą się dokładnością i powtarzalnością, a jej czułość zależy m.in. od 
zastosowanego detektora, którym może być m.in. spektrometr mas lub detektor 
płomieniowo-jonizacyjny. Chromatografia gazowa jest stosowana do kontroli leków głównie 
w kontekście oznaczania pozostałości rozpuszczalników i/lub lotnych zanieczyszczeń 
[80,86]. Ponieważ niewiele leków zawiera składniki lotne liczba zastosowań techniki GC jest 
znacznie mniejsza niż HPLC czy TLC. 
Techniki spektroskopowe stanowią grupę metod wykorzystujących różne zakresy 
promieniowania elektromagnetycznego. Są one równie często stosowane w kontroli jakości 
produktów farmaceutycznych co techniki chromatograficzne. W celu weryfikacji 
autentyczności leków do najczęściej stosowanych należą spektroskopia w podczerwieni 
(NIR, FT-IR, FTIR-ATR), spektroskopia Ramana oraz spektroskopia jądrowego rezonansu 
magnetycznego (NMR) [62,87,88]. Technika NIR pozwala na szybką analizę próbek bez lub 
z niewielkim przygotowaniem próbki. Dodatkowo jej dużą zaletą jest możliwość uzyskania 
sygnału instrumentalnego bezpośrednio przez materiały stanowiące opakowanie leku (szkło 
lub plastikowe blistry). Ponadto, analiza prowadzona z wykorzystaniem techniki NIR jest 
niedestrukcyjna i stosunkowo tania. 
Spektroskopia Ramana jest uważana jako wszechstronna technika ze względu na możliwość 
prowadzenia analizy leków w postaci stałej, ciekłej jak i gazowej. Podobnie jak technika NIR 
pozwala ona na prowadzenie analizy przez powłoki stanowiące opakowania analizowanych 
leków. Spektroskopia Ramana jest wysoce selektywna. Umożliwia ona rozróżnianie 
i identyfikację związków chemicznych o bardzo podobnej strukturze. W połączeniu 
z metodami chemometrycznymi, spektroskopia Ramana jest wykorzystywana w szerokim 
zakresie badań dotyczących identyfikacji autentyczności leków [63]. 
Spektroskopia NMR jest często stosowana do analizy substancji czynnych w lekach [83], 
oznaczania składu leków włącznie z analizą zanieczyszczeń w nich zawartych [89] oraz do 
monitorowania procesów produkcji produktów farmaceutycznych [90]. Ponadto widma NMR 
zawierają informacje na temat struktury analizowanych związków co pozwala na 
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identyfikacje składników zawartych w analizowanym leku. Jednak czułość tej techniki nie 
wystarcza aby analizować składniki obecne w próbkach w niskich stężeniach.  
Uogólniając, wszystkie wspomniane metody instrumentalne dostarczają dużej ilości danych 
analitycznych, a każda próbka jest charakteryzowana za pomocą setek, a nawet tysięcy 
punktów pomiarowych, co sprawia, że eksploracja tego typu danych, ich modelowanie 
i interpretacja są skomplikowane. W tym celu wykorzystywane są często metody 
chemometryczne, które ułatwiają poszukiwanie i modelowanie danych wielowymiarowych 
[91].  
Narzędzia chemometryczne stosowane do badania autentyczności leków są dość 
wszechstronne i posiadają duży obszar zastosowań. Jednak w danym problemie analitycznym 
wymagane jest często podejście wieloczynnikowe. Oznacza to, że różnice między 
autentycznymi i zafałszowanymi próbkami leków mogą wynikać z zestawu parametrów 
fizyko-chemicznych. W zależności od wybranej techniki analitycznej i zdefiniowanego celu 
badań, dane służące do oceny autentyczności leków mogą zawierać informację na temat 
stężenia substancji czynnej API, obecności substancji pomocniczych leku oraz zawartości 
zanieczyszczeń. Autentyczność leków może być także oceniana na podstawie całych 
sygnałów analitycznych (chemicznych odcisków palca) czy sygnałów instrumentalnych 
stanowiących profile zanieczyszczeń badanych próbek.  
W zależności od typu analizowanych danych wymagana jest inna procedura ich wstępnego 
przygotowania do analizy chemometrycznej. W tej kwestii dla zbioru sygnałów 
analitycznych stosowane jest inne podejście niż dla zestawu zmiennych zawierających 
np. wartości stężeń wybranych komponentów próbek. Należy jednak zaznaczyć, że każda 
zastosowana metoda wstępnego przygotowania danych wpływa na wyniki analizy 
chemometrycznej, a tym samym na końcowe wnioski. Celem wstępnego przygotowania 
danych jest poprawa jakości wielowymiarowych sygnałów poprzez korygowanie i/lub 
niwelowanie wpływu niepożądanych efektów, co prowadzi do eliminacji niepożądanej 
zmienności. Jest to uzyskiwane poprzez zastosowanie różnego rodzaju transformacji 
matematycznych. Niepożądane źródła zmienności danych (szum, linia podstawowa, 
przesunięcia pików) powodują zaburzenia informacji chemicznej w nich zawartej oraz 
sprawiają, że jej wydobycie jest bardziej skomplikowane, a czasami nawet niemożliwe. Na 
ogół odpowiednio zastosowane metody wstępnego przygotowania danych pozwalają usunąć 
dużą część wariancji niezwiązanej z oczekiwanym efektem. Dlatego dalsza analiza 
skorygowanych danych i ich modelowanie będzie bardziej skuteczne i ułatwi interpretację 
86 
uzyskanych wyników. Niektóre metody wstępnego przygotowania danych są stosowane do 
odpowiedniego typu sygnałów instrumentalnych takich jak sygnały NIR czy sygnały 
chromatograficzne. W zależności od podjętego problemu badawczego, techniki wstępnego 
przygotowania danych mogą być stosowane dla indywidualnych zmiennych objaśniających 
lub dla poszczególnych próbek [92].  
Wstępnie przygotowane dane opisujące problem zafałszowań leków są zazwyczaj 
analizowane za pomocą metod eksploracyjnych [93,94]. Pomagają one zobrazować ukrytą 
strukturę danych wielowymiarowych (zależności pomiędzy próbkami/parametrami). Metody 
grupowania danych dostarczają informacji o korelacji zmiennych pozwalając zidentyfikować 
zmienne, które nie posiadają dodatkowej informacji na temat analizowanych próbek 
dodatkowo umożliwiając identyfikację próbek stanowiących obiekty odległe. Eksploracja 
wielowymiarowych danych jest ważnym krokiem w analizie autentyczności leków, gdyż 
pozwala na identyfikację zależności pomiędzy próbkami zafałszowanymi i autentycznymi co 
w konsekwencji pozwala na odpowiedni dobór metod modelowania danych stosowanych 
w dalszych badaniach. 
Kolejna grupą narzędzi chemometrycznych wykorzystywanych do wykrywania zafałszowań 
leków są metody uczenia z nadzorem. Są one stosowane do konstrukcji modeli 
diagnostycznych, która jest prowadzona z wykorzystaniem zmiennej zależnej definiującej 
przynależność próbek do analizowanych grup lub zawierającej informacje na temat badanej 
właściwości, na przykład stężenia substancji czynnej w analizowanych lekach. Metody 
dyskryminacyjne i klasyfikacyjne należące do metod uczenia z nadzorem są wykorzystywane 
do konstrukcji reguł logicznych, które pomagają odróżnić autentyczne i zafałszowane próbki 
leków w oparciu o różnego rodzaju informacje dotyczące ich składu chemicznego.  
Główną różnicą pomiędzy podejściem klasyfikacyjnym i dyskryminacyjnym jest mechanizm, 
określający sposób w jaki analizowane próbki są przypisywane do istniejących grup. Metody 
klasyfikacyjne pozwalają na konstruowanie tzw. miękkich zasad klasyfikacji, które 
pozwalają, żeby próbka została przypisana do jednej grupy lub do większej liczby grup 
jednocześnie. Metody dyskryminacyjne wyznaczają tzw. twarde reguły klasyfikacji zgodnie 
z którymi próbka jest zawsze przyporządkowana tylko do jednej z analizowanych grup. 
Wśród metod dyskryminacyjnych najczęściej stosowanych w kontekście badania 
autentyczności leków wyróżnia się m.in. liniową analizę dyskryminacyjną (LDA), 
dyskryminacyjny wariant metody częściowych najmniejszych kwadratów (PLS-DA) oraz 
drzewa klasyfikacji i regresji (CART) [95,96]. Natomiast metody klasyfikacyjne stosowane 
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do tego typu badań to na przykład metoda modelowania indywidualnych grup (SIMCA), 
metoda klasyfikacji i analizy wpływu macierzy (M-CAIMAN) oraz metoda częściowych 
najmniejszych kwadratów z modelowaniem gęstości (PLS-DM) [97–99].  
Dobór metody analitycznej oraz odpowiedniego podejścia chemometrycznego jest ściśle 
uzależniony od podjętego problemu badawczego (rodzaj badanego leku, stężenia 
analizowanych substancji itp.). Dlatego też trudne jest sformułowanie ogólnych wytycznych 
dotyczących poprawności stosowania narzędzi chemometrycznych do oceny autentyczności 
leków. Racjonalne podejście do wstępnego przygotowania danych i ich modelowania zakłada 
stosowanie możliwie najprostszych metod oraz modeli o możliwie najniższej 
kompleksowości. Wybór pomiędzy zastosowaniem metod dyskryminacyjnych 
i klasyfikacyjnych do oceny autentyczności leków powinien być racjonalnie przemyślany 
[100]. Metody klasyfikacji powinny być stosowane, gdy zmienność zafałszowanych próbek 
nie może być wystarczająco opisana. W tym przypadku wykorzystanie dwuklasowego 
modelu dyskryminacyjnego może prowadzić do błędnego rozpoznania nowych próbek jeśli 
wszystkie istotne źródła zmienności nie zostały ujęte podczas budowy modelu 
dyskryminacyjnego. Metody dyskryminacyjne mogą być stosowane, gdy zmienność danych 
dotyczących zafałszowanych danych jest ograniczona, na przykład, kiedy ilość 
zanieczyszczeń znajdująca się w zafałszowanych próbkach leku jest zawsze większa niż 
w autentycznych próbkach leku [101].  
 
Więcej szczegółów na temat metod wykorzystywanych do badania autentyczności leków 
znajduje się w publikacji „Chemometrics and identification of counterfeit 
medicines - a review”, Journal of Pharmaceutical and Biomedical Analysis, 127 (2016) 
112-122, która stanowi Załącznik nr 4 do niniejszej rozprawy doktorskiej. 
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5. Podsumowanie i wnioski 
Uzyskane wyniki badań dowodzą, że metody chemometryczne znacznie wspierają proces 
identyfikacji i dyskryminacji próbek bazując na sygnałach instrumentalnych jakimi są 
chromatograficzne odciski palca. Odpowiednio dobrane metody chemometryczne dają 
możliwość eliminacji niepożądanych komponentów sygnałów instrumentalnych (szumu, linii 
podstawowej, przesunięć pików), które mogą negatywnie wpływać na uzyskane wyniki 
analizy danych chromatograficznych oraz ich interpretację. Zastosowane techniki 
chromatograficzne doskonale nadają się do rejestracji sygnałów instrumentalnych 
stanowiących chemiczne odciski palca ze względu na proporcje pomiędzy liczbą pików 
a liczbą substancji (jeden pik odpowiada jednemu związkowi chemicznemu). Wszystkie te 
cechy świadczą o unikalności chromatograficznych odcisków palca w kontekście 
całościowego opisu składu badanych próbek. Proponowane w pracy rozwiązania oparte na 
zaawansowanym modelowaniu chromatograficznych odcisków palca z wykorzystaniem 
narzędzi chemometrycznych pozwalają na eliminację konieczności przeprowadzania analizy 
jakościowej. Natomiast zastosowanie metod wyboru zmiennych istotnych dla określonego 
problemu dyskryminacyjnego może nie tylko skrócić czas rozdziału chromatograficznego jak 
również wskazać obszary czasów elucji zawierających frakcje związków odpowiedzialnych 
za różnicowanie grup. Dokładna analiza i interpretacja obszarów sygnałów 
chromatograficznych, które zostały uznane za istotne daje możliwość poznania związków 
stanowiących potencjalne markery opisanych procesów fałszowania lub identyfikacji 
substancji niebezpiecznych w wodzie.  
Walidacja modeli wymaga zwrócenia uwagi na kilka parametrów walidacyjnych 
jednocześnie. Ponadto, niezwykle pomocne jest poznanie rozkładu ich wartości w funkcji 
kompleksowości modelu np. za pomocą proponowanej przeze mnie procedury Monte Carlo. 
Podejście to uwzględnia zmienność analizowanych zbiorów poprzez wielokrotne losowanie 
zbioru modelowego oraz zbiorów testowych, co z kolei wpływa na dokładniejszą ocenę 
optymalnej kompleksowości konstruowanego modelu dyskryminacyjnego.  
Skonstruowane modele diagnostyczne, wykorzystane do dyskryminacji zafałszowanych 
próbek paliwa oraz leków, jak również próbek wody ze względu na zawartość substancji 
niebezpiecznych pozwoliły z bardzo dobrą efektywnością określić przynależność badanych 
próbek do określonych grup na podstawie całych sygnałów chromatograficznych lub bazując 
na wybranych zmiennych istotnych.  
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Wszystkie proponowane strategie analiz, które zostały opisane w niniejszej rozprawie 
doktorskiej, mogą być także implementowane w obszarach, w których problem badawczy 
dotyczy wykrywania zafałszowań lub oceny zawartości wybranych analitów za pomocą 
sygnałów chromatograficznych lub innego typu chemicznych odcisków palca.  
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