Abstract In this article, we provide a rigorous analysis of the solution to elliptic diffusion problems on random domains. In particular, based on the decay of the Karhunen-Loève expansion of the domain perturbation field, we establish decay rates for the derivatives of the random solution that are independent of the stochastic dimension. For the implementation of a related approximation scheme, like quasi-Monte Carlo quadrature, stochastic collocation, etc., we propose parametric finite elements to compute the solution of the diffusion problem on each individual realization of the domain generated by the perturbation field. This simplifies the implementation and yields a non-intrusive approach. Having this machinery at hand, we can easily transfer it to stochastic interface problems. The theoretical findings are complemented by numerical examples for both, stochastic interface problems and boundary value problems on random domains.
Introduction
Many problems in science and engineering lead to boundary value problems for an unknown function. In general, the numerical simulation is well understood provided that the input parameters are given exactly. Often, however, the input parameters are not known exactly. Especially, the treatment of uncertainties in the computational domain has become of growing interest, see e.g. [5, 18, 33, 36] . In this article, we consider the elliptic diffusion equation
as a model problem where the underlying domain D ⊂ R d or respectively its boundary ∂D are random. For example, one might think of tolerances in the shape of products fabricated by line production or shapes which stem from inverse problems, like e.g. tomography. Besides the fictitious domain approach considered in [5] , one might essentially distinguish two approaches: the perturbation method and the domain mapping method.
The perturbation method starts with a prescribed perturbation field
at the boundary ∂D ref of a reference configuration and uses a shape Taylor expansion with respect to this perturbation field to represent the solution to (1), cf. [14, 18] . Whereas, the domain mapping method requires that the perturbation field is also known in the interior of the domain D ref , i.e.
Then, the problem may be transformed to the fixed reference domain D ref .
This yields a partial differential equation with correlated random diffusion matrix and right hand side, cf. [6, 26, 33, 36] . The major drawback of the perturbation method is that it is only feasible for relatively small perturbations. Thus, in order to treat larger perturbations, the domain mapping method is the method of choice. Nevertheless, it might in practice be much easier to obtain measurements from the outside of a workpiece to estimate the perturbation field V(ω) rather than from its interior. If no information of the vector field inside the domain is available, it has to be extended appropriately, e.g. by the Laplacian, as proposed in [26, 36] .
The perturbation method relies on a description in spatial or Eulerian coordinates. To that end, a compactum inside the domain is fixed and the domain deformation is considered relative to this compactum. The compactum has to be chosen in such a way that it is not intersected by the realizations of the domains boundary, cf. [18] . This particularly limits the magnitude of the boundary variation. The domain mapping method is based on a description in material or Lagrangian coordinates. Here, starting from the reference configuration D ref , the trajectory of each particular point is tracked. In the domain mapping method, the notions of Eulerian and Lagrangian coordinates coincide on compacta, where the deformation is zero. Thus, in this sense, the domain mapping method provides the more general framework. The correspondence between the perturbation method and the domain mapping method can be expressed in terms of the local shape derivative δu[V(ω)] and the material derivativeu[V(ω)] of a given function u which differ by a transport term, cf. [32] :
In this article, we focus on the domain mapping method. In [6] , it is shown for a specific class of variation fields that the solution to (1) provides analytic regularity with respect to the random parameter. We will generalize the result from [6] to arbitrary domain perturbation fields which are described by their mean
. . , E[v d ](x) and their (matrix-valued) covariance function
Note that the covariance function describes the covariance between any pair (x, x ) of points in D ref and induces thus a modeling in terms of Lagrangian coordinates. Taking the Karhunen-Loève expansion of V(ω) as the starting point, we show decay rates for the derivatives of the solution to (1) with respect to the random parameter. Given that the Karhunen-Loève expansion decays fast enough, our results imply the dimension independent convergence of the quasi-Monte Carlo method based on the Halton sequence, cf. [13, 16, 34] . Moreover, our results are convenient for the convergence theory of the anisotropic sparse collocation, cf. [28] , and best N -term approximations, cf. [8] . Although the presented results allow for a broad variety of methods for the stochastic approximation, we employ the quasiMonte Carlo method in our numerical examples for the sake of simplicity.
For the spatial approximation, we propose to use parametric finite elements. Then, we are able to approximate the mean and the variance of the solution to (1) by computing each sample on the particular realization D(ω i ) = V(D ref , ω i ) of the random domain rather than on the reference domain D ref . This yields a non-intrusive approach to solve the problem at hand. In fact, any available finite element solver can be employed to compute the particular samples. Following this approach rather than mapping the diffusion problem always to the reference domain, we can easily treat also stochastic interface problems, cf. [14] .
The rest of this article is organized as follows. In Section 2, we introduce some basic definitions and notation. Section 3 is dedicated to the Karhunen-Loève expansion of vector fields. Although this is a straightforward adaption of the state of the art literature [29] , we think that it is sensible to explicitly introduce the related spaces, norms and operators. In Section 4, we present the essential contribution of this article: the regularity of the solution to the model problem defined in Section 2 with respect to the Karhunen-Loève expansion of the perturbation field. Section 5 introduces parametric finite elements which are the basic ingredient for the numerical realization of our approach. In Section 6, we extend our approach to stochastic interface problems. Finally, Section 7 provides numerical examples to validate and quantify the theoretical findings.
In the following, in order to avoid the repeated use of generic but unspecified constants, by C D we mean that C can be bounded by a multiple of D, independently of parameters which C and D may depend on. Obviously, C D is defined as D C and C D as C D and C D.
Problem formulation
) denote a domain with Lipschitz continuous boundary ∂D ref and let (Ω, F, P) be a complete probability space with σ-field F ⊂ 2 Ω and probability measure P. In order to guarantee that L 2 P (Ω) exhibits an orthonormal basis, we further assume that Ω is a separable set.
d be an invertible vector field of class C 2 , i.e. V is twice continuously differentiable with respect to x for almost every ω ∈ Ω. Moreover, we impose the uniformity condition
for some C ∈ (0, ∞) and almost every ω ∈ Ω.
1 Thus, V defines a family of domains
For the subsequent analysis, we restrict ourselves to the case of the Poisson equation, i.e. α ≡ 1,
This considerably simplifies the analysis and the extension to non-constant diffusion coefficients is straightforward, cf. Remark 2. In order to guarantee solvability for almost every ω ∈ Ω, we consider the right hand side to be defined on the hold-all
From the uniformity condition, we infer for almost every ω ∈ Ω and every x ∈ D that the singular-values of the vector field V's Jacobian J(ω, x) satisfy
In particular, we assume without loss of generality that σ ≤ 1 and σ ≥ 1.
Reformulation on the reference domain
In the sequel, we consider the spaces
respectively. Furthermore, we assume that the related dual spaces H −1 D(ω) and
are defined with respect to these norms. The main tool we use in the convergence analysis for the model problem (2) is the one-to-one correspondence between the problem which is pulled back to the reference domain D ref and the problem on the actual realization D(ω). The equivalence between those two problems is described by the vector field V(x, ω). For an arbitrary function v on D(ω), we denote the transported function byv(x, ω) := (v • V)(x, ω). According to the chain rule, we have for
For given ω ∈ Ω, the variational formulation for the model problem (2) reads as follows:
and
we obtain the following variational formulation with respect to the reference domain:
Here and afterwards, ·, · denotes the canonical inner product for R d .
Remark 1 Since V is assumed to be a C 2 -diffeomorphism, we have for almost every ω ∈ Ω that
Herein, I ∈ R d×d denotes the identity matrix. Especially, we infer det J −1 , det J = 0. The continuity of J, J −1 and of the determinant function imply now that ei-
Therefore, without loss of generality, we will assume the positiveness of the determinants.
Notice that equation (9) 
The inverse mapping is given by
Proof The proof of this lemma is a consequence of the chain rule (5) and the ellipticity assumption (4).
This lemma implies that the space of test functions is not dependent on ω ∈ Ω at all: Obviously, we have
In particular, the solutions u to (6) andû to (9) 
3 Karhunen-Loève expansion
In order to make the random vector field V(x, ω) feasible for computations, we consider here its Karhunen-Loève expansion, cf. [25] . This section shall give a brief overview of the relevant facts concerning the Karhunen-Loève expansion of vector valued random fields. Especially, we introduce here the related function spaces which are used in the rest of this article. For further details on the KarhunenLoève expansion in general and also on computational aspects, we refer to [10, 11, 17, 29] . 
We assume that the vector field V satisfies
Here and in the sequel, given a Banach space B and 1
consists of all equivalence classes of strongly measurable
is finite. If B = H is a separable Hilbert space and p = 2, then the LebesgueBochner space is isomorphic to the tensor product space
cf. [2, 24] .
The mean of V is given by
From the theory of Bochner integrals, see e.g. [24] , it follows that
which also follows from the properties of the Bochner integral and the application of the Cauchy-Schwarz inequality. We there-
where we equip the space R d×d with the inner product
This particularly induces the inner product on
Now, we shall introduce the operator (11) and its adjoint
Then, there holds the following Lemma 2 The operators S and S given by (11) and (12) , respectively, are bounded with Hilbert-Schmidt norms
is a non-negative, symmetric, trace class operator with trace
Proof The statement on the norms of S and S follows by the application of Parseval's identity, see the last part of the proof. Moreover, we have for all u ∈
In particular, C is non-negative and symmetric according to
where we employed Parseval's identity in the second last step.
Trace class operators are especially compact, see e.g. [20, 30] , and exhibit hence a spectral decomposition.
Proof For a proof of this theorem, we refer to [2] .
We have now all prerequisites at hand to define the Karhunen-Loève expansion of the vector field
The space L 2 (D; R d ) served as pivot space for our considerations in the preceding derivation of the Karhunen-Loève expansion. In order to control the error of truncating the expansion after M ∈ N terms, i.e.
, (14) one has to study the decay of the singular values σ k in the representation (13) . The particular rate of decay is known to depend on the spatial regularity of V(x, ω).
To that end, we consider the Sobolev space
cf. [11] . Therefore, the following theorem is a straightforward modification of [11, Theorem 3.3] for the vector valued case.
Then, the eigenvalues of the covari-
We may summarize the results of this section as follows. If the mean E[V](x) and the covariance function Cov[V](x, y) as well as the distribution of V(x, ω) are known or appropriately estimated, cf. [29] , we are able to reconstruct the vector field V(x, ω) from its Karhunen-Loève expansion. In the following, in order to make the Karhunen-Loève expansion feasible for computations, we make some common assumptions. (2) The random variables {X k } k are independent and identically distributed. (3) The sequence
is at least in
Here and hereafter, we shall equip the space
Herein, · 2 is the usual 2-norm of matrices, i.e. the largest singular value.
Regularity of the solution
In this section, we assume that the vector field V(x, y) is given by a finite rank Karhunen-Loève expansion, i.e.
otherwise it has to be truncated appropriately. Nevertheless, we provide in this section estimates which are independent of M ∈ N. Thus, we explicitly allow M to become arbitrarily large.
For the rest of this article, we will refer to the randomness only via the coordi-
M , where y = [y 1 , . . . , y M ]. Notice that due to the independence of the random variables, the related push-forward measure
is of product structure. Furthermore, we always think of the spaces L p (2) for p ∈ [1, ∞] to be equipped with the measure P X . Moreover, we set
Without loss of generality, we may assume that E[V](x) = x is the identity mapping. Otherwise, we replace D ref by
Therefore, we obtain
In the subsequent regularity results, we shall refer to the following LebesgueBochner spaces. We define the space L
Furthermore, the space L 
We start by providing bounds on the derivatives of J(x, y) J(x, y) −1 . (16) . Then, it holds for the derivatives of
under the conditions of Assumption 1.3 that
Thus, the first order derivatives of B(x, y) are given by
and the second order derivatives according to
Obviously, all higher order derivatives with respect to y vanish. The ellipticity assumption (4) now yields the following bounds:
respectively. Furthermore, we derive from (17) that
and from (18) that ∂y j ∂y i B d×d ≤ 2γ i γ j . Thus, we have
SinceÃ = v • B is a composite function with v(x) = x −1 , we may employ Faà di Bruno's formula, cf. [9] , which is a generalization of the chain rule, to compute its derivatives. For n = |α| Faà di Bruno's formula formally yields
Here, the set P (α, r) contains restricted integer partitions of a multiindex α into r non-vanishing multiindices, i.e.
and ∃ 1 ≤ s ≤ n : k i = 0 and
Herein, for multiindices β, β ∈ N M 0 , the relation β ≺ β means either |β| < |β | or, if |β| = |β |, it denotes the lexicographical order which means that it holds that
Taking the norm in (20), we derive the estimate
From [9] we know that
where Sn,r are the Stirling numbers of the second kind, cf. [1] . Thus, we obtain
The termb(n) := n r=0 r!Sn,r coincides with the n-th ordered Bell number. The ordered Bell numbers satisfy the recurrence relatioñ
see [12] , and may be estimated as follows 3 , cf. [3] ,
This finally proves the assertion.
The next lemma bounds the derivatives of det J(x, y). (16) . Then, it holds for the derivatives of det J(x, y) that
Proof The proof is by induction on the minors of
, where k := k \ {k k } and := \ { }. The triangle inequality and Leibniz rule for differentiation give us
, 3 A more rigorous bound on the ordered Bell numbers is provided by [35] . There, it is shown thatb
Nevertheless, for our purposes, the bound from [3] is sufficient.
since j k k , is an affine function with respect to y and all higher order derivatives, i.e. |α | > 1, vanish, see (24) . A reapplication of the triangle inequality together with the induction hypothesis and the sub-multiplicativity of the L ∞ -norm hence provides
where we exploited that
The application of the Leibniz rule yields now a regularity estimate for the diffusion matrix A(x, y).
Theorem 3
The derivatives of the diffusion matrix A(x, y) defined in (7) satisfy under the conditions of Assumption1.3 that
Proof The Leibniz rule for ∂ α y A(x, y) reads as
Inserting the results of Lemma 3 and Lemma 4 yields with In order to prove regularity results for the right hand side f ref in (9), we have to assume that f is a smooth function.
Proof In view of (16), differentiation of V(x, y) yields ∂y i V(x, y) = σ i ϕ i (x). Thus, all higher order derivatives with respect to an arbitrary direction y j vanish. The norm of the first order derivatives is bounded by
The rest of the proof is also based on the application of Faà di Bruno's formula. Nevertheless, we have this time to consider the multivariate case. To that end, we define the set P (α, α ) given by
and ∃ 1 ≤ s ≤ n : |k j | = |β a | = 0 for all 1 ≤ i ≤ n − s,
with n = |α|. The application of the multivariate Faà di Bruno formula yields now
From [9] , we know that
where again Sn,r is the Stirling number of the second kind. Thus, we obtain
Analogously to the proof of Lemma 3, we finally arrive at the assertion. Now, in complete analogy to Theorem 3, we have the following regularity result for the right hand side f ref .
Theorem 4 The derivatives of the right hand side
Finally, we establish the dependency between the solutionû to (9) and the data f ref .
Lemma 6 Letû(y) be the solution to (9) and Proof The bilinear form
is coercive and bounded according to (4) and
and almost every y ∈ 2. The assertion follows now by the application of the Lax-Milgram Lemma and the observation that
where c P denotes the Poincaré constant of D ref .
Combining the constants arising from Theorem 3 and Theorem 4 leads to the modified sequence
Herein, we set C := C det max(c f , 1/σ 2 ). Notice that we introduced also the additional factor 2 in order to obtain the factor |α|! in the derivatives instead of the factor (|α| + 1)!.
Theorem 5 The derivatives of the solution u to (9) satisfy under the conditions of Assumption1.3 that
where c D denotes the constant from the previous theorem.
Proof Differentiating the variational formulation (9) with respect to y leads to Thus, rearranging the preceding expression and using the linearity of the gradient, we arrive at 
The isomorphism of the spaces H
From this, we obtain
by settingC
The proof is now by induction on |α|. The induction hypothesis is given by
For |α| = 0, we conclude just the stability estimate (26) , where the right hand side of the inequality is scaled by the factor 4. Therefore, let the assertion hold for all |α| ≤ n − 1 for some n ≥ 1. Then, we have
Again, we make use of the combinatorial identity (25) and obtain the estimate 
Now, the application of Lemma 9 from the Appendix gives us
This completes the proof.
Taking into account the additional factor provided by the theorem, we end up with the sequence
which yields in view of Theorem 5 that
with a constant C > 0 independent of the dimension M . Moreover, we observe µ k γ k . Therefore, we obtain for γ k k −1−δ the analyticity ofû by Lemma 8 from the Appendix for any δ > 0.
Remark 2 The discussion in this section only refers to the case of the Poisson equation. Of course, the analysis presented here straightforwardly applies also to the more general diffusion problem
In this case, one has to impose the restriction that α(x) is an analytic function which is bounded from above and below away from 0. Then, an estimate analogous to Lemma 5 applies forα(x, y). The proof of a related Theorem 3 forα(x, y)A(x, y) then involves an additional application of the Leibniz rule.
Remark 3
We can obtain similar approximation results for the moments ofû, i.e. forû p with p ∈ N, possibly with worse constants. To that end, one has to bound the derivatives ofû p with respect to y, too. This is also achieved by the application of Faà di Bruno's formula. For an idea of the related proofs, we refer to [16] where this topic is discussed in case of a random diffusion coefficient.
Curved domains and parametric finite elements
For the analysis of the regularity in the preceding section, we have exploited that there exists a one-to-one correspondence between the deterministic problem on the random domain and the random problem on the reference domain. For the computations, in contrast to [6, 36] A first step towards this approach is made by [26] , where a random boundary variation is assumed and a mesh on the realization D(y i ) is generated via the solution of the Laplacian. Here, under the assumption that the random domain is obtained by a sufficiently smooth mapping V(y i ), we will employ parametric finite elements to map the mesh on D ref onto a mesh on D(y i ).
We where each κ j : → τ 0,j defines a diffeomorphism of onto τ 0,j . Thus, we have especially that
where κ j denotes as before the Jacobian of κ j . Since there are only finitely many patches, we may set ρ := max K j=1 ρ j . The intersection τ 0,j ∩ τ 0,j , j = j , of any two patches τ 0,j and τ 0,j is supposed to be either ∅, or a common lower dimensional face.
A mesh on level on D ref is now obtained by regular subdivisions of depth of the reference simplex into 2 d sub-simplices. This generates the 2 d elements {τ ,j } j . In order to ensure that the triangulation T := {τ ,j } j on the level forms a regular mesh on D ref , the parametrizations {κ j } j are assumed to be C 0 compatible in the following sense: there exists a bijective, affine mapping Ξ : → such that for all x = κ i (s) on a common interface of τ 0,j and τ 0,j it holds that κ j (s) = (κ j • Ξ)(s). In other words, the diffeomorphisms κ j and κ j coincide at the common interface except for orientation. An illustration of such a triangulation is found in Figure 1 . Notice that in our construction the local element mappings → τ ,j satisfy the same bound (28) by definition. Therefore, especially the uniformity condition for (iso-) parametric finite elements is fulfilled, cf. [4, 22] .
Finally, we define the finite element ansatz functions via the parametrizations {κ j } j in the usual fashion, i.e. by lifting Lagrangian finite elements from to the domain D ref by using the mappings κ j . To that end, we define on the -th subdivision of the reference domain the standard Lagrangian piecewise polynomial continuous finite elements Φ = {ϕ ,i : i ∈ I }, where I denotes an appropriate index set. The corresponding finite element space is then given by V , = span{ϕ ,j : j ∈ I } = {u ∈ C( ) : u|τ ∈ Πn for all τ ∈ } with dim V , 2 d and Πn denoting the space of polynomials of degree at most n. Continuous basis functions whose support overlaps with several patches are obtained by gluing across patch boundaries, using the C 0 inter-patch compatibility. This yields a (nested) sequence of finite element spaces 
uniformly in , where we set h := 2 − . Note that, by construction, h scales like the mesh size max k {diam τ ,k }, i.e. it holds h max k {diam τ ,k } uniformly in ∈ N due to (28) .
We can employ the same argumentation to map the finite elements from the reference domain
The ellipticity condition (4) on the Jacobian J(x, ω) of the random vector field guarantees that (28) is satisfied with ρ = σ/σ. Also the Jackson and Bernstein type estimates (29) and (30) are still valid, where the only limitation is imposed by the smoothness of V(x, y). If for example V(x, y) is of class C 2 , then we have the restriction q ≤ 2 such that
The one-to-one correspondence between the solution u (y) ∈ V (y) to (6) and the solutionû (y) ∈ V ref, to (9) is given by the following Proof The proof is a straightforward consequence of the construction of the spaces V (y) and the equivalence of the problems (6) and (9), see also (10).
Remark 4
The H 2 -regularity of the mapped problem, i.e. on D(y), follows from the H 2 -regularity of the problem on the reference domain
is a perturbation of the identity as in (16) 
[31].
Stochastic interface problems
As a special case of a diffusion problem on a random domain, we shall focus on the stochastic interface problem as already discussed in e.g. [14] . Fig. 2 Visualization of the domain D and the random interface Γ (y).
Problem formulation
Let the hold-all D ⊂ R d , cf. Figure 2 . For given y ∈ 2, we can state the stochastic elliptic interface problem as follows:
Here, n denotes the outward normal vector on Γ (y). Furthermore, the diffusion coefficient is given by
where χ D − (y) is the characteristic function of D − (y) and α + , α − are smooth deterministic functions with
we denote the jump of the solution u across Γ (y), where u − (x, y) := u| D − (y) and u + (x, y) := u| D + (y) , respectively. Analogously, we define the jump of the co-normal derivative across Γ (y) via
Remark 5 This formulation of the stochastic interface problem also covers the case of elliptic equations on random domains. For example, for α + (x) ≡ 0 and α − (x) ≡ 1 (perfect insulation), we have the Poisson equation on D − (y) with homogeneous Neumann data on Γ (y) while, for α + (x) ≡ ∞ and α − (x) ≡ 1 (perfect conduction), we have the Poisson equation on D − (y) with homogeneous Dirichlet data on Γ (y).
Modeling the stochastic interface
Instead of solving the stochastic interface problem by the perturbation method by means of shape sensitivity analysis as in [14, 18] , we propose here to apply the domain mapping approach. To that end, let , y) , which is a uniform C 2 -diffeomorphism in the sense of Section 2. Furthermore, let the Jacobian of V satisfy the ellipticity condition (4) .
As an example, we can consider here an extension of the vector field in [14] , which only prescribes the perturbation at the boundary: If Γ ref is of class C 3 , then its outward normal n is of class C 2 . Thus, given a random field κ :
A suitable extension of this vector field to the whole domain D is given by V(x, y) := x + κ(P x, y)n(P x)B( x − P x 2 ), where P x is the orthogonal projection of 
Reformulation for the reference interface
For y ∈ 2, the variational formulation of the interface problem (31)- (34) is given as follows:
As in Section 2, we can reformulate this variational formulation relative to the reference interface. As we have for the transported coefficient
we obtain the following variational formulation with the definition (7) of the diffusion matrix A(x, y):
is a smooth function with respect to y, the regularity results from Section 4 remain valid here.
Finite element approximation for the stochastic interface problem
The application of parametric finite elements yields especially an interface-resolved triangulation for the discretization of the stochastic interface problem (31)- (34) . By "interface-resolved" we mean that the vertices of elements around the interface lie exactly on the interface, cf. [7, 23] . Thus, the approximation error for a particular realization u(y i ) of the solution u(y) to the stochastic interface problem (31)- (34) can be quantified by the following theorem adopted from [23, Theorem 4.1] .
Theorem 7 For y ∈ 2, let {T } >0 be a family of interface resolved triangulations for V(D, y) and {V (y)} >0 the associated finite element spaces. Let u (y) be the finite element solution corresponding to the realization u(y) of the solution to the elliptic problem (31)- (34) . Then, for s = 0, 1, there holds that
where
is the broken Sobolev space equipped by the norm
.
In view of Theorem 6, the statement of the previous theorem is also valid for the realization of the solution which is pulled back to the domain D relative to the reference interface Γ ref .
Numerical examples
In this section, we consider two examples for boundary value problems on random domains. On the one hand, we consider a stochastic interface problem, and on the other hand, we consider the Laplace equation on a random domain. In both examples, we employ the pivoted Cholesky decomposition, cf. [15, 17] , in order to approximate the Karhunen-Loève expansion of V. The spatial discretization is performed by using piecewise linear parametric finite elements on the mapped domain V(D ref , y i ) for each sample y i . It would of course be also possible to perform the computations on the reference domain. In this case, the diffusion matrix A has to be computed from Karhunen-Loève expansion of V for each particular sample.
For the stochastic approximation, we employ a quasi-Monte Carlo quadrature based on N Halton points
In accordance with [16] , we have the following convergence result for this quasiMonte Carlo quadrature, which is valid for the variance ofû as well. More precisely, for all δ > 0, there exists a constant such that the quasi-Monte Carlo quadrature based on N satisfies
where C(δ) → ∞ as δ → 0.
Proof From [16, 21] , we know that the error of the quasi-Monte Carlo quadrature can be estimated by the weighted Koksma-Hlawka inequality, cf. [27] ,
Herein, we denote by D (Ξα) the star-discrepancy of the set of Halton-points on [0, 1] M which are projected onto the dimensions where α k = 1. Additionally, the factor 2 |α| appears due to the transport ofû to the unit cube [0, 1] M . It is shown in [34] that the second factor in (37) is bounded by
with a constant C(δ) which is independent of M if the weights wα are product weights, i.e. wα = M k=1 w α k k , and satisfy
In order to bound the first product in (37), we employ the estimate
kcγ k from Theorem 5 and choose the weights accordingly as w 1/2 k = 2ckγ k . Then, the condition (38) can be rewritten as
which is satisfied if γ k k −3−ε .
All computations have been carried out on a computing server consisting of four nodes 4 with up to 64 threads. In this example, only the perturbation at the random interface is known. Thus, the solution of the associated diffusion problem depends on the particular extension of the vector field and it is reasonable to consider a quantity of interest (QoI) that does not depend on this extension. Specifically, the QoI is given by the solution on a non-varying part of the domain, namely on { x 2 ≤ 0.4}. We therefore extend the random field (39) onto D as described in Subsection 6.2 by using the quadratic B-spline B(x) = 1,1 -norm on the left hand side each versus the related cost, which is given by the number N of samples times the degrees of freedom in the finite element approximation on level . As can be seen, the error of the QoI's mean provides similar errors for all choices of δ. This suggests that the finite element error limits the overall approximation error. The choice δ = 0.2 is already sufficient here and results in the lowest cost. For the QoI's variance, we observe successively smaller errors for increasing δ. At least the error for the QoI's mean seems to be dominated by the finite element discretization. Therefore, we found it instructive to present also the respective errors measured in the L 2 -norm. They are plotted in Figure 6 . Here, the smallest error is obtained for δ = 0.5. Nevertheless, the best error versus cost rate is provided by δ = 0.2. The situation changes for the variance. Here, the error gets again successively smaller for increasing values of δ. Resulting in the lowest error for δ = 0.5.
As a comparison and in order to validate the reference, we have also computed the approximate mean and variance on each level by the Monte Carlo method. Here, in order to maintain the linear approximation rate of the finite element method in the energy norm, we approximate the root mean square error by five realizations each of which being computed with N = 2 2 samples. 
The Poisson equation on a random domain
For our second example, we consider an infinite dimensional random field described by its mean E[V](x) = x and its covariance function . Furthermore, we consider the random variables in the Karhunen-Loève expansion to be uniformly distributed. The unit disc D ref = {x ∈ R 2 : x 2 < 1} serves as reference domain and the load is set to f (x) ≡ 1. Figure 8 shows the reference domain with a particular displacement field and the resulting perturbed domain. In this example, the covariance between any two points in D ref is actually known and can thus be incorporated into our model. Especially, there is no point inside the reference domain that is kept fixed by the random vector field. Therefore, we consider here the entire solutionû as QoI and approximate its mean and its variance. In Figure 7 , a visualization of the mean and the variance computed by N = 10 6 quasi-Monte Carlo samples 1048576 finite elements (level 9) are found. Here, the Karhunen-Loève expansion has been truncated after M = 303 terms which yields a truncation error, cf. (14) , smaller than 10 −6 . For the convergence study, however, we have coupled the truncation error of the Karhunen-Loève expansion to the spatial discretization error of order 2 − on the finite element level . It is observed that the truncation rank M linearly grows in the level , namely it holds M = 10, 23, 37, 49, 64, 79, 91, 108 for = 1, 2, 3, 4, 5, 6, 7, 8.
The number of samples of the quadrature methods under consideration has been chosen in dependence on the finite element level as in the previous example. Figure 9 shows the error of the solution's mean and variance measured in the H 1 -norm and the W 1,1 -norm, respectively, each versus the cost. Except for δ = 0.2, we observe for the quasi-Monte Carlo quadrature as well as for the Monte Carlo quadrature comparable errors for the approximation of the mean. In view of the cost, δ = 0.2, 0.3 perform best here. In case of the variance, we obtain again successively smaller errors for increasing values of δ. Again, we have also provided the respective errors with respect to the L 2 -norm. The related plots are found in Figure 10 . Here, for the mean and the variance, δ = 0.5 provides asymptotically the lowest error. 
Conclusion
In this article, we have provided regularity results for the domain mapping method for elliptic boundary value problems on random domains. Based on the decay of the random vector field's Karhunen-Loève expansion, we have derived related decay rates for the solution's derivatives. In particular, the presented framework is directly applicable to stochastic interface problems. The regularity results provide dimension independent convergence of the quasi-Monte Carlo quadrature and allow also for the use of (anisotropic) quadrature methods to approximate quantities of interest that involve an integration of the solution with respect to the random parameter. The numerical examples corroborate the theoretical results and demonstrate the flexibility of the approach.
