Recently, two of the authors and their collaborators have developed an algorithm for computing a smoothly varying basis for an invariant subspace of a parameter dependent matrix A : R → R n×n . In this work, we extend the algorithm (i) to the case where n is large and direct methods are prohibitively expensive and (ii) to the case where eigenvalues collide, change order in the spectrum, or cross the imaginary axis.
Introduction
In the numerical analysis of dynamical systems parameter-dependent Jacobian matrices provide important information. For example, to analyze stability at steady state branches (u(s), α(s)) of
we look at the linearization A(s) = D u f (u(s), α(s)). If the system comes from a spatial discretization of a partial differential equation, then A(s) will typically be large and sparse. In this case, a low-dimensional invariant subspace R(s) of A(s)
corresponding to a small part of the spectrum near the imaginary axis provides information about stability and bifurcations. Recently, two of the authors and their collaborator have developed the CIS algorithm for the continuation of invariant subspaces of a parameter dependent matrix A(s) ∈ R n×n , s ∈ [0, 1]. The CIS algorithm was presented and analyzed in [19] and further studied in [21] , [25] , with additional practical developments in [26] .
In this paper we extend the CIS algorithm in two directions: (i) to the large and sparse case using Galerkin projection methods and (ii) to situations when the set Λ 1 (s) of eigenvalues of A restricted to R(s) collides with another eigenvalue, eigenvalues change order in the spectrum, and bifurcations occur.
Our principal goals are: (i) extending numerical bifurcation techniques developed for small and moderate size systems to large sparse systems and (ii) improving the reliability of detection of bifurcations. The latter is especially relevant for nonnormal matrices, where a small perturbation may result in a large change to the eigenvalues [43, 44] . Our starting point was [33] , in which a low-dimensional invariant subspace of the Jacobian matrix, corresponding to the leading eigenvalues, was computed at each continuation point and used for detecting Hopf bifurcations via the bialternate matrix product. The authors concluded that subspace reduction can be combined with complicated bifurcation computations and should be tried for large problems.
The CIS algorithm consists of a predictor based on first derivative information, and a corrector based on an iterative refinement technique for improving the accuracy of a computed invariant subspace (see [42] , [18] and references therein). The algorithm samples a smoothly varying orthonormal basis Q 1 (s) for R(s) at points 0 = s 0 < s 1 < . . . < s N −1 < s N = 1. The computed Q 1 (s) approximates a basis for R(s) with minimum arclength. The step size is chosen adaptively so that h i = s i − s i−1 is decreased when R(s) changes fast and increased when R(s) changes slowly. When Λ 1 (s) comes too near to a complimentary set Λ 2 (s) of eigenvalues of A restricted to R(s) ⊥ , the size of the continued subspace is adapted, and continuation proceeds with a larger or smaller subspace.
We now briefly review some related work. In [23] the approach in [21] was extended to compute smooth block Schur factorizations in the case of more than two block of eigenvalues; and a new method was proposed to smoothly (block) bidiagonalize A. In [22] the algorithmic approach in [19] for connecting orbits between equilibria was extended to the case of the connecting orbits between periodic orbits.
A homotopy method for eigenpairs of large sparse matrices, which accounts for bifurcations and related phenomena, was presented in [37] . A continuation method for low-dimensional invariant subspaces of a parametrized family of large sparse matrices was proposed in a recent work [6] , where a bordered version of the BartelsStewart algorithm was used at each continuation step. A continuation method for low-dimensional invariant subspaces which combines the approach in [6] with that in [21] and [25] was proposed in [8] . New algorithms for numerical approximation of eigenvalues and invariant subspaces of matrices with cheap action based on Galerkin projection of the algebraic Riccati equation were recently developed in [10] .
Numerical continuation for large sparse nonlinear algebraic systems arising from discretization of ODEs and PDEs is an active research area. The continuation algorithms are typically based on variants of Krylov subspace methods and recursive projection (RPM), see e.g. [2] , [40] , [31] , [13] , [32, Ch. 10] , [24] , [27] , [12] , [15] .
Background
We will use script letters (X ) for spaces and corresponding Roman capitals (X) for bases. We will use the Frobenius matrix norm exclusively: A = tr(A T A). We write the eigenvalues of A as λ 1 , . . . , λ n , where each eigenvalue with multiplicity k is listed k times. When A depends continuously on a parameter s, we will write the eigenvalues as possibly non-unique continuous functions λ 1 (s), . . . , λ n (s). We will write the spectrum of
. We assume that complex conjugate pairs are not split between Λ 1 and Λ 2 . When Λ 1 ∩ Λ 2 = ∅, we will denote Λ 1 's unique maximal right invariant subspace by R.
Suppose that A is a C k parameter-dependent matrix, and that at s 0 we have the block Schur decomposition
If Λ 1 (s 0 ) = spectrum of T 11 (s 0 ) is disjoint from Λ 2 (s 0 ), then we can constructively prove the existence of a continuous block Schur decomposition near s 0 .
Theorem 1. ([19], [21]) Let
A be a C k matrix with a block Schur decomposition at s 0 as in (2), and let the spectra of T 11 (s 0 ) and T 22 (s 0 ) be disjoint. Let
Then for s sufficiently near s 0 , there is a unique continuous minimum norm solution Y (s) ∈ R (n−m)×m to the algebraic Riccati equation
and there is a continuous block Schur decomposition
3 The CIS algorithm: direct case
We now describe the CIS algorithm in the case when we can use direct solvers. Much of this work is described in [19] , [21] , [25] , and [26] . Here we emphasize aspects of the computation that we perform differently, or which are particularly relevant to the sparse case. At the highest level our algorithm consists of the following steps: computation of an initial invariant subspace; a predictor-corrector iteration to continue the subspace from s i to s i+1 ; a normalization step; and logic to adapt the step size or reinitialize the space as needed. We can continue either Q 1 (s) and T 11 (s) alone, or we can continue the full Q(s) and T (s) matrices. Currently, the dense code computes full Schur factors. When we continue only the first part of the decomposition, as we do in the sparse case, we also need to compute a few eigenvalues from Λ 2 (s). We use Λ 2 (s) to decide whether to reinitialize the algorithm with a different partitioning of the spectrum.
Initialization
To initialize the algorithm at s 0 , we compute a full Schur decomposition of A(s 0 ) and use standard routines from LAPACK [1] to sort the Schur decomposition so that selected eigenvalues appear in T 11 (s 0 ). For bifurcation problems, we assume that only a small part of the spectrum is unstable; therefore, we are willing to include all the unstable eigenvalues as well as a few stable eigenvalues nearest the imaginary axis in our m-dimensional subspace.
We require that Λ 1 (s 0 ) contains all unstable eigenvalues and at least some specified number of stable eigenvalues, but we may wish to include additional eigenvalues to simplify subsequent continuation. For example, we will include an extra eigenvalue to avoid splitting a complex conjugate. More generally, we would like to choose Λ 1 (s 0 ) so that the gap between the real parts of Λ 1 (s 0 ) and Λ 2 (s 0 ) exceeds some threshold. Thus, we hope to avoid missing eigenvalues near the imaginary axis.
In the dense case, the same LAPACK routine used to sort the Schur form will also estimate the sensitivity of the selected subspace, and so we may also choose to use a larger subspace if it is very sensitive. Though the cost per step increases as we increase the size of our subspace, continuing a less sensitive subspace will allow longer steps.
Choosing a subspace
To compute R(s 1 ) from R(s 0 ), we use an Euler predictor followed by Newton corrections. We use the convergence rate of the Newton iteration to govern our step size. When Newton converges too slowly, we will reduce our step size, or possibly reinitialize the continuation process with a larger or smaller subspace. When Newton converges too quickly, we will increase our step size. Figure 1 . Choosing a consistent normalization for secant prediction
Subspace predictors
We can construct predictors in several ways. The simplest is to differentiate (4) and construct an Euler predictor. Since the Euler predictor does not generalize nicely to the sparse case, we derive a secant predictor. We can derive higher-order polynomial predictors in the same way.
In each predictor-corrector step, we normalize the basis for a space X by requiring that Q(s 0 )
T X = I. If R(s −1 ) is the invariant subspace from a previous step, we must choose a basis for R(s −1 ) which is consistent with the current normalization (see Figure 3. 2):
In the context of the Riccati equation (4), we write this basis as
where
Now the secant predictor for the Riccati equation unknown Y is
Direct Newton corrector iterations
There are two ways to construct a Newton iteration forQ(s). One way is to write a residual equations for the eigensystem and for the normalization:
A Newton step for this system of equations can be solved using a bordered BartelsStewart algorithm [6] . Alternately, we can eliminateT 11 (s 1 ) and perform Newton iteration on the Riccati equation (4). We solve a Newton step for the Riccati equation using an ordinary Bartels-Stewart algorithm [28, p. 367]. Newton iteration on the unreduced system of equations is equivalent to iteration on the reduced system, assuming that the initial iterate in the unreduced case satisfies the normalization condition Q 1 (s 0 ) TQ pred 1 (s 1 ) = I. However, the reduction to a Riccati equation, while it modestly reduces the total number of unknowns, destroys sparsity. For small problems we use dense methods, and sparsity loss matters little; for large problems we sidestep the issue by using projection methods. For intermediate size problems it may help to use sparse direct solvers to take Newton steps on the unreduced system of equations.
Normalizing the solution
After we compute a basisQ 1 (s 1 ) for R(s 1 ), we normalize it to find another basis Q 1 (s 1 ) for R(s 1 ) which is as near as possible to Q 1 (s 0 ). This normalization approximates the minimal arclength condition Q 1 (s)
T Q 1 (s) = 0 (see [11] ). Let
T be the SVD with Σ and V in square; then Q 1 (s 1 ) = U V T .
Subspace analysis and adaptation

Bifurcations and overlaps
When initialized at s 0 , Λ 1 (s 0 ) contains all unstable eigenvalues of A(s 0 ) and a few stable eigenvalues nearest the imaginary axis. Λ 2 (s 0 ) lies strictly to the left of Λ 1 (s 0 ) in the complex plane. During continuation, eigenvalues from Λ 1 (s) may cross the imaginary axis (a bifurcation; see Figure 2 , right), or Λ 2 (s) may cease to lie strictly to the left of Λ 1 (s) (an overlap; see Figure 2 , left). When bifurcation or overlap occurs, we reinitialize the continuation procedure. A generic overlap or bifurcation persists when A(s) is perturbed. For steadystate continuation problems, the only generic bifurcations are fold bifurcations, in which an isolated real eigenvalue crosses the imaginary axis, and Hopf bifurcations, in which an isolated complex conjugate pair of eigenvalues crosses the imaginary axis. There are four generic types of overlap. In three cases, a single real eigenvalue or complex conjugate pair from Λ 2 (s) enters the convex hull of Λ 1 (s). In the fourth case, a single eigenvalue from Λ 2 (s) collides with an eigenvalue from Λ 1 (s) to form a complex conjugate pair. In this fourth case, the orthonormal basis Q 1 (s) corresponding to Λ 1 (s) will cease to be continuously defined, and we expect that the Newton iteration will not converge. Complex conjugate eigenvalues may also generically collide and become real eigenvalues, but because we do not allow complex conjugate pairs to be split between Λ 1 (s) and Λ 2 (s), this behavior does not result in an overlap.
Step size and subspace adaptation
We use the CIS algorithm with standard bifurcation analysis algorithms designed for small problems by restricting computations to a "small" matrix T 11 (s). Therefore, we try to ensure that only eigenvalues from Λ 1 (s) can cross the imaginary axis. To prevent Λ 2 (s) from crossing the imaginary axis, we adapt the step size and the size of Λ 1 (s) so that overlaps and bifurcations do not occur in the same step.
When an overlap occurs because of two real eigenvalues colliding to form a conjugate pair, the Newton iteration will fail to converge. To detect other types of overlap at s, we compute the overlap set:
If O is non-empty, then an overlap has occurred. To identify multiple overlaps, we compute the cardinality of O. To avoid double-counting overlaps involving complex conjugate pairs, we will only count the pairs such that Im(λ i (s)) ≤ 0 and Im(λ j (s)) ≤ 0.
Only a single overlap is allowed going from s i to s i+1 . Hence if we detect multiple overlaps, we keep retrying with a smaller step size until only one overlap is left; we then accept this step. If we reach the minimum step size and still have multiple overlaps, we will reinitialize the continuation process at s i so that O from the failed step belongs entirely to Λ 1 (s i ) or Λ 2 (s i ).
We detect bifurcations by counting unstable eigenvalues. If the number differs between s i and s i+1 , then a bifurcation occurred during the step. If the number changed by more than one real eigenvalue or one conjugate eigenpair, we assume that a multiple bifurcation has occurred, and we try to resolve it by decreasing the step size. If we cannot resolve the behavior with the minimum step size, then we fail with a diagnostic message. Unless we fail or a bifurcation and an overlap both occur during the step, we assume that Λ 1 (s) contains all information about bifurcations.
If an overlap or bifurcation occurs in an accepted step from s i to s i+1 , we will reinitialize the computation at s i+1 before attempting another step. This way, the new spectral sets will not overlap, and the new Λ 1 (s i+1 ) will include no more or fewer eigenvalues than necessary after a bifurcation.
The CIS algorithm: iterative case
We now turn to the case when the dimension n of A(s) is large and m n. In this case, direct methods are expensive, so we will use projection methods.
Choosing a projection space
In the dense case, we consider two spectral sets: Λ 1 (s), which contains the unstable eigenvalues and a few of the rightmost stable eigenvalues; and Λ 2 (s), which contains the remaining eigenvalues. In the sparse case, we consider three spectral sets: Λ 1 (s), a set of m elements which contains the unstable eigenvalues and a few of the rightmost stable eigenvalues; Λ 2 (s), a set of p − m elements which contains a few of the rightmost eigenvalues not in Λ 1 (s); and Λ 3 (s), a set of n − p elements which contains the remainder of the spectrum. Our basic strategy in the projected CIS algorithm is to build a projection space V of dimension p > m such that the restriction of A(s) to V provides good approximations to Λ 1 (s) and Λ 2 (s). Our current code builds a projection space V by using the implicitly restarted Arnoldi code ARPACK [41] together with a spectral transformation.
Initialization
During initialization, we may not know how many large V must be. Therefore, the sparse version of the initialization routine calls the dense initialization code in a loop with ever larger projection spaces. If not enough stable eigenvalues converge or there are no sufficiently large gaps between stable eigenvalues in the converged part of the spectrum, more eigenvalues are requested. If a suitable subspace cannot be found when a specified maximum number of eigenvalues are requested, the code exits with a diagnostic message.
Projected prediction and correction
Suppose V ∈ R p×n is an orthonormal basis for a projection space V. Then we approximate the equation
by assuming thatQ 1 (s) ≈Q We typically will use a projection space V which is itself a computed maximal invariant subspace. Suppose that A(s 1 )V ⊂ V, and let V ⊥ ∈ R n×(n−p) be an orthonormal basis for V ⊥ . Then at s 1 , solutions to the Galerkin equation (13) exactly span invariant subspaces of A(s 1 ).
If V is a p-dimensional maximal invariant subspace corresponding to the rightmost part of the spectrum of A(s 1 ), then we seek to compute the upper left part of a three-by-three block Schur form As in the dense case, we can eliminateT h 11 (s) from equation (13) to get a projected Riccati equation whose minimum-norm solution corresponds to R(s) [7] .
