Abstract-This is the second part of a two-part paper on optimal design of limited feedback single-user and multiuser spatial multiplexing systems. The first part of the paper studies the single-user system and this part addresses the multiuser case. The problem is cast in form of minimizing the average transmission power at the base station subject to the outage probability constraints at the users' side. The optimization is over the power control function at the base station as well as the users' channel quantization codebooks. The base station has M antennas and serves M single-antenna users, which share a common feedback link with a total rate of B bits per fading block. We first fix the quantization codebooks and study the optimal power control problem which leads to an upper bound for the average transmission sum power. The upper bound solution is then used to optimize the quantization codebooks and to derive the optimal bit allocation laws in the asymptotic regime of B → ∞. The paper shows that for channels in the real space, the optimal number of channel direction quantization bits should be M − 1 times the number of channel magnitude quantization bits. It is shown that the users with higher requested QoS (lower target outage probabilities) and higher requested downlink rates (higher target SINR's) should receive larger shares of the feedback rate. The paper further shows that, for the target QoS parameters to be feasible, the total feedback bandwidth should scale logarithmically withγ, the geometric mean of the target SINR values, and 1/q, the geometric mean of the inverse target outage probabilities. Moreover, the minimum required feedback rate increases if the users' target parameters deviate from the average parametersγ andq. Finally, we show that, as B increases, the multiuser system performance approaches the performance of the perfect channel state information system as 1/q · 2 − B M 2 .
I. INTRODUCTION
This two-part paper addresses the optimal design of singleuser and multiuser limited feedback systems. The first part of the paper [1] discusses the single-user system; the present part addresses the optimization of the multiuser spatial multiplexing systems.
The availability of channel state information (CSI) at the transmitter is critical for the operation of the multiuser spatial multiplexing systems. The base station needs this information to distinguish the users spatially and perform power control. In practice, this information is provided either by training the base station on the reverse links in TDD systems or by quantizing the user channels and sending back the quantized information in FDD systems. The design and optimization of
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the channel quantization codebooks, therefore, is essential for the implementation of the FDD systems.
The multiple-antenna multiuser spatial multiplexing systems with imperfect channel state information at the transmitter is a well investigated problem [2] - [8] . In order to preserve the multiplexing gain of the sum rate, the author of [3] shows that the total feedback rate should scale linearly with the SNR (in dB). The authors of [4] show that one needs the channel magnitude information in addition to the quantized channel direction information in order to realize the multiuser diversity gain of the sum rate in a large network of users. The magnitude information, however, is assumed to be perfect in [4] . The joint scheduling and beamforming problem with a total feedback rate constraint is studied by [5] . Finally, the authors of [6] study the throughput optimization problem considering both training and CSI feedback overheads.
A majority of the literature in the area of multiuser feedback design considers the sum rate as the performance metric and, for tractability reasons, either assumes perfect channel magnitude information or completely ignores the magnitude information. Nonetheless, the feedback of the channel magnitude information is essential for the operation of the practical systems, where users request instantaneous downlink data rates with specific QoS constraints. In such systems, the base station not only needs the channel direction information for spatial identification of the users, but also the channel magnitude information for power control and/or rate control. It is therefore necessary to study the direction and magnitude quantization codebook design and optimization jointly.
To address this problem, we formulate the system design problem as minimization of the average sum power subject to the outage probability constraints at the users' side. The optimization is over the users' channel quantization codebooks as well as the power control function at the base station. In order to differentiate between the users' QoS requirements, we assume different target SINR's and outage probabilities across the users.
To make the problem tractable, this paper adopts a product quantization codebook structure comprising a spatially uniform direction quantization codebook and a uniform (in dB) channel magnitude quantization codebook. The product structure has several practical advantages [9] and it is shown to be a sufficient structure for effective interference management in the multiuser systems [7] . This paper also assumes channel vectors in the real space for the ease of analysis. The results of this paper can be easily extended to the complex channel space.
The approach of this paper is to fix the channel outage regions in advance and to transform the system design problem to a robust optimization problem. Assuming zeroforcing beamforming vectors, we start by formulating the robust power control problem subject to the worst-case SINR constraints over the sector-type quantization regions imposed by the product quantization structure. We present a SDP reformulation of this problem as well as the necessary and sufficient feasibility conditions. Using an approximate upper bound solution to this problem, we then study the optimization of the product quantization codebooks for the given target SINR's and outage probabilities. The analysis is asymptotic in the total feedback rate B. We show that
1) The optimal number of channel direction quantization bits is M − 1 times the number of channel magnitude quantization bits, where M is the number of base station antennas.
2) The share of the kth user from the total feedback rate is controlled by log γ k and log 1/q k , where γ k and q k are the user's target SINR and outage probability. As a general rule, a user with a higher QoS (lower target outage probability) and higher target rate (higher target SINR) needs a higher channel quantization resolution and therefore requires a larger share of the total feedback rate. 3) For the outage probability constraints to be feasible, the total feedback rate should scale logarithmically with γ, the geometric mean of the target SINR values, and 1/q, the geometric mean of the inverse target outage probabilities. Moreover, the minimum required feedback rate increases if the users' target parameters deviate from the average parametersγ andq, i.e. there is a feedback rate penalty for serving users with different target parameters. The higher the deviation, the higher is the penalty. 4) As the total feedback rate B increases, the performance of the limited CSI system approaches the performance of the perfect CSI system as
The remainder of this paper is organized as follows. Section II provides an overview of the perfect CSI system. Section III presents the system design problem in its general form and describes our approach in transforming it a robust design problem. Section IV describes the product channel quantization codebook structure. In Section V, we study the power control optimization for fixed quantization codebooks and provide an upper bound on the average sum power. By using the sum power upper bound, we optimize the product codebook structure in Section VI and derive the asymptotically optimal bit allocation laws. Finally, Section VII concludes the paper.
Notations: All the computations in this paper are for the real space; the extension of the analysis to the complex space is straightforward. The logarithm functions are base 2. Finally, the angle between any two unit-norm vectors u and v is defined as ∠(u, v) = arccos |u T v| so that 0 ≤ ∠(u, v) ≤ π/2.
II. MULTIUSER SPATIAL MULTIPLEXING SYSTEM WITH PERFECT CSI: OUTAGE IS INEVITABLE
We start with assuming the perfect CSI at the base station and show that, unlike the single-user case, the outage is inevitable even with perfect CSI. The difference with the single-user case is due to the fact that the base station in a multiuser system needs to distinguish the users spatially and when the user channels are closely aligned it is not possible to satisfy the users' target SINR's with a bounded average transmission power.
Consider a multiuser downlink channel with M antennas at the base station and M users each with a single antenna. Let h k ∈ R M , v k ∈ R M , P k , and γ k denote respectively, the user channel, the unit-norm beamforming vector, the allocated power, and the target SINR for the kth user, 1 ≤ k ≤ M . The minimization of the transmission sum power subject the user SINR constraints is formulated as follows:
where the receiver noise power is assumed to be 1 for all users. A suboptimal solution for problem (1) is to use zero-forcing (ZF) beamforming vectors v k to eliminate the interference and find the power values P k that satisfy the constraints with equality. This solution is asymptotically optimal in the high SNR regime.
An important matter to consider with this solution is that the transmission powers would need to be extremely high when the users' channels are closely aligned, as the ZF beamforming vectors would be almost perpendicular to the corresponding channels in such cases. Therefore, it is not possible to always satisfy the SINR constraints with a bounded average power and as a result, a certain degree of outage should be tolerated by the users.
To see this rigorously, define
Assume that the users' channels are i.i.d. with uniformly distributed directions and independent channel magnitudes (with arbitrary distributions). The average sum power of the zero-forcing method is given by
, the expectation of 1/ sin 2 (θ k ) becomes unbounded. To avoid unbounded transmit power, the users should tolerate certain degrees of outage. A reasonable approach is to declare outage for user k, i.e. set P k = 0, when
is the smallest acceptable angle between h k and H −k . With this assumption the average sum power is given by
where
for i.i.d. users. The corresponding outage probabilities are p out,k = 2θ
The next section describes a general framework for the multiuser spatial multiplexing system design with limited CSI at the base station. The insights achieved by studying the general form are used in the later sections for system design and optimization with product channel quantization codebooks.
III. SYSTEM DESIGN PROBLEM AND THE VECTOR CHANNEL QUANTIZATION: THE GENERAL FORM
This section presents the multiuser system design problem in its general form. To clarify the arguments, we start by some basic definitions, which are also used in the first part of this paper in [1] .
By a vector channel quantization codebook C of size N , we mean a partition of R M into N disjoint quantization regions S (n) , 1≤n≤N :
For every quantization codebook C, we also define a quantization function
which returns the quantization region that h ∈ R M belongs to. Now, for each user 1≤k≤M , associate a codebook C k of size N k and the corresponding quantization function S k (h k ), where h k is the kth user's channel. Define the ordered Mtuples
For a given total number of quantization (feedback) bits B, target SINR values γ k , and target outage probabilities q k , the system design problem is formulated as follows:
where the optimization is over the quantization codebooks C k , codebook sizes N k , the power control functions P k (S(H)) :
M k=1 C k → R + , and the beamforming functions v k (S(H)) :
An exact solution to this problem is clearly intractable. Similar to the single-user case [1] , our approach is to fix the outage scenarios in advance and transform the design problem to a robust design problem that guarantees the target SINR's for the no-outage scenarios.
Define the outage region Ω k ⊂ k C k for user k such that prob[S(H) ∈ Ω k ] = q k and let I k (S(H)) be the no-outage flag for user k: I k (S(H)) = I(S(H) ∈ Ω c k ), where I(·) is the logic true function.
Let us fix the codebook sizes N k for now. For a robust system design, we need to design the codebooks, and the power control function, and the beamforming function such that the target SINR's are guaranteed whenever I k (S(H))=1:
s.t. inf
Note that by including the outage flag in the constraint (6), this formulation guarantees the target SINR when I k = 1 (i.e. when the user is not in outage) and returns P k =0 when I k =0 (i.e. when the user is in outage). Note that the no-outage flags are fixed in advance such that prob
The robust formulation in (5), although still intractable, reveals two main sources of outage:
• Magnitude outage: As in the single-user case [1] , if the quantization region S k (h k ) includes the zero vector w=0, the constraint (6) will not be feasible and user k will be in outage. This means that the quantization region in C k that encompasses the origin should be included in the outage region Ω k .
• Direction outage: There is an additional source of outage for the multiuser case. Assume that there exists a vector w i ∈S i (h i ) such that w j =cw i ∈S j (h j ) for some arbitrary constant c and distinct users i = j. It is easy to verify that the SINR constraints P i |w
Therefore, the users will also be in outage if their quantization regions are in near alignment with each other. More details on the magnitude and direction outage probabilities are described in Section IV.
The robust design problem in (5) is a complicated problem. In order to achieve a tractable reformulation, we accept two main simplifying assumptions: 1) We assume a product structure for the channel quantization codebook, where the channel magnitude and the channel direction are quantized independently. 2) We further assume that the beamforming functions v k (S(H)) are the zero-forcing beamforming vectors for the quantized directions. More details on these assumptions are presented in the subsequent sections.
With these simplifying assumptions, the robust design problem reduces to the following subproblems: 1) optimizing the power control function for fixed beamforming vectors and codebook structures; 2) optimizing the product codebook structure itself.
The following sections address these subproblems. First, we describe the structure of the product codebook structure in Section IV. Then, for a fixed product codebook structure, we address the optimization of the power control function in Section V. This leads to an upper bound on the average transmission sum power, which is used in Section VI to optimize the product codebook structure and to derive the asymptotic bit allocation laws.
IV. PRODUCT QUANTIZATION CODEBOOK STRUCTURE
In order to solve the robust system design problem in (5), as it is mentioned in Section III, we make the simplifying assumption that the channel quantization codebook has a product structure comprising a channel magnitude quantization codebook and a channel direction quantization codebook. In the following, we describe the product structure and explicitly specify the outage regions.
For the given target outage probability q k , this section specifies the magnitude and direction outage regions such that
where the magnitude outage probabilityq k is the probability that that the channel magnitude is in the specified magnitude outage region and the direction outage probabilityq k is the probability that the channel direction is in the specified direction outage region.
A. Magnitude Quantization Codebook and the Magnitude Outage Region
For each user 1 ≤ k ≤ M , we use a magnitude quantization codebook
are the magnitude quantization levels andṄ k is the magnitude codebook size.
Given a magnitude outage probabilityq, we fix the interval 0, y 
Note that we are assuming that the user channels are identically distributed. The following definitions are used in describing the product codebook structure.
DefineĊ k as the set of all quantization intervals for
Note that the definition uses the square root of the levels as the quantization levels y
For the reasons that are clarified in Section VI, we are interested in an optimal magnitude quantization codebook that minimizes E 1/Ỹ k . The first part of this paper [1] shows that the optimal codebook Y ⋆ k is uniform (in dB scale) in the asymptotic regime whereṄ k → ∞. Moreover, as it is shown in [1] , we have the following bound for the optimal codebook:
as defined in (3). In the right-hand side of (11),
is the pdf of Y k . Moreover, the function ζ k (n) depends on the magnitude outage probabilityq k and is defined as the solution to the following equation:
The bound in (11) is used in Section VI for optimization of the product codebook structure.
B. Direction Quantization Codebook and the Direction Outage Region
For each user 1≤k≤M , we use a Grassmannian codebook U k of sizeN k for direction quantization:
where u
vectors are M -dimensional unit-norm Grassmannian codewords. Every channel realization h k is mapped to a vectorũ k (h k ) ∈ U k that has the smallest angle with h k :
The vectorũ k is referred to as the quantized direction for the channel realization h k . According to the Gilbert-Varshamov bound argument [10] , the corresponding quantization regions can be covered by the following spherical caps:
k , and φ k = arcsin δ k is the angular opening of the caps, where δ k is the minimum chordal distance of U k . It should be note that covering the direction quantization regions with the spherical caps enlarges the quantization regions. By considering the constraint (6) in the robust design problem (5), such enlargement of the regions will lead to an upper bound for the average transmission power.
In order to describe the direction outage probability, define
whereŨ −k = span({ũ l |l = k}) andũ k is quantized direction for user k. This is a similar definition as in Section II, except that the exact channels h k are replaced with the quantized directionsũ k . Similar to the discussion in Section II for the perfect CSI system, we say that user k is in direction outage
where θ
• k ≪ 1 is the minimum acceptable angle betweeñ u k and U −k . This implicitly defines the direction outage regions of the users. Finally, assuming that θ k is approximately uniform in [0, π/2] 1 , the direction outage probability is given byq
In Section VI, which addresses the product codebook optimization, we will need the following inequality, which describes the dependence between the angular opening φ k and the direction codebook sizeN k :
This inequality holds for large enough values ofN k and its proof is presented in [1] . The approximation on the left-hand side of (17) assumes φ ≪ 1, which is justified in Section V.
C. Product Codebook Structure
By using the definitions for magnitude and direction quantization, the product channel quantization codebook C k is defined for each user k as follows:
whereĊ andC are the magnitude and direction quantization regions in (9) and (15), and
is a ball centered at origin corresponding to the magnitude outage region. We refer to this ball as the outage ball.
The product channel quantization codebook size is given by
whereṄ k andN k are the magnitude and direction codebook sizes respectively. 1 This holds if the codebooks U k undergo sufficient random rotations. Also, the outage probability of user k is given by
whereq k andq k are the magnitude and direction outage probabilities respectively and y
(1) k is the smallest magnitude quantization level for user k.
Finally, the no-outage flag for user k is given by
where I(·) is the logic true function, and θ k , θ
To summarize, for given target outage probability q k and codebook size N k , we proposed a product quantization structure and specified its outage regions and the corresponding no-outage flag such that
V. OPTIMIZATION OF THE POWER CONTROL FUNCTION WITH SECTOR-TYPE CHANNEL UNCERTAINTY REGIONS
Assuming the product codebook structure in Section IV, this section addresses the optimization of the power control function. For this purpose, we fix the quantization codebooks C k and the corresponding outage regions. Furthermore, as mentioned in Section III, we make the simplifying assumption that the beamforming vectors are the zero-forcing vectors for the quantized directions.
For the product quantization codebooks considered in this paper, the quantization (or channel uncertainty) regions are sector-type regions as shown in Fig. 1 . A sector-type region is parameterized as
where in the terminology of Section IV,ũ is the quantized direction and r is the quantized magnitude, which is denoted asỸ in (10) . For a specific point in time, consider the channel realizations
and the corresponding quantization (or channel uncertainty) regions
where the quantization functions S k (h k ), 1≤k≤M , are defined in Section III. Also, let I k denote the corresponding no-outage flags.
The goal is to optimize the power control function for the robust design problem (5) . Therefore, for the current channel realizations H, we have to find the transmission power levels P k that minimize the instantaneous sum power subject to the worst-case SINR constraints:
where the beamforming vectors v k are fixed, since the quantized directionsũ k are fixed. Let us refer to the users with I k = 0 as the silent users and the users with I k = 1 as the active users and let the set K denote the set of active users:
In general K is a random set depending on the channel realizations and the specified outage regions. Now, considering the power control problem in (22), we note that if a user k is silent, i.e. I k = 0, the corresponding SINR constraint in (23) is redundant as the problem returns P k = 0 for such a user. We therefore confine the SINR constraints in (23) to the set of active users, i.e. the indices k ∈ K. Before solving the power control problem in (22), we state the necessary and sufficient conditions for the feasibility of this problem.
The following theorem gives the necessary feasibility conditions. Although the necessary conditions in Theorem 1 are not directly used in the discussion to follow, we state these conditions for the sake of completeness and mainly as a certificate for the tightness of the sufficient feasibility conditions, which are presented in the Theorem 2.
Theorem 1: To ensure the feasibility of the robust power control problem (22), we need φ k < θ k for k ∈ K. Moreover, at least |K| − 1 of the |K| users should satisfy
Proof: See Appendix I. For small uncertainty angles φ k ≪ 1, this condition simplifies to
where θ k = ∠(ũ k ,Ũ −k ). In other words, each user's uncertainty region should have a certain angular separation from other users' quantized directions. Theorem 2: To ensure the feasibility of the robust power control problem in (22), it is sufficient to have
2 The assumption of φ k ≪ 1 is justified by (28).
Proof: See Appendix I. For small values of uncertainty angles φ k ≪ 1, the sufficient feasibility condition in (26) is equivalent to
Comparing this condition with the necessary feasibility condition (25), the sufficient feasibility conditions differ from the necessary conditions by a mere multiplicative factor, which depends on M . The sufficient feasibility condition in (27) has a significant effect on the size of the direction quantization codebooks as we describe in the following. According to the robust design formulation in (5), for any channel realization
, the base station is required to serve (guarantee the target SINR's for) all active users, i.e. the users with I k = 1. The power control problem in (22) therefore must be feasible for the active users. In order to guarantee the feasibility of the power control problem, we impose the sufficient condition in (27) on the active users. In other words, we require any user with I k = 1 to satisfy (27). Now, by noting that
where we have used the approximation sin θ
This guarantees that (27) is satisfied whenever I k = 1.
In order to translate the condition (28) to a condition on the direction codebook sizeN k , we force the right-hand side of (17) to satisfy the inequality in (28). By doing so, we achieve the following bound on the direction quantization codebook size:
This bound is referred to as the no-outage feasibility condition in Section VI and it guarantees the feasibility of the power control problem for user k whenever I k = 1. After the discussion of the necessary and sufficient feasibility conditions, we are now ready to solve the power control problem in (22). An exact numerical solution to this problem can be obtained by transforming it into a semidefinite programming (SDP) problem as described in the following.
Theorem 3: The problem in (22) is equivalent to the following SDP problem for M ≥ 3:
where I M is the M ×M identity matrix. Proof: The proof is based on the Polyak's theorem in [11] . See Appendix I for details.
Although the SDP reformulation provides a numerically efficient solution, it does not provide the minimized sum power in a closed form. The availability of a closed-form expression for sum power is crucial in optimizing the quantization codebook structures as described in Section IV. Moreover, for practical systems where the base station needs to continuously compute and update the transmission powers for each fading block, the SDP reformulation would be of a limited application. We therefore resort to a suboptimal solution to the problem in (22) that provides a closed-form upper bound to the sum power. This upper bound solution is used later in the subsequent sections as the objective function for optimization of the users' quantization codebooks.
First, we bound the SINR terms as follows. For the sectortype regions S k we have
whereŵ = w/ w in (31). The equality (a) holds since the SINR term is monotonic in w , i.e. the minimum occurs on the spherical boundary region w = √ r in Fig. 1 . The equality (b) holds since v k 's are the zero-forcing directions forũ k 's. To see this, consider θ k = ∠(ũ k ,Ũ −k ) as defined earlier. By considering the zero-forcing principle we have ∠(v k ,ũ k ) = π 2 −θ k and ∠(v l ,ũ k ) = 0 for l = k. Now, noting the definition of the sector-type region S k , we have
By substituting the cosine of these angles in the numerator and denominator of (32) we achieve the final expression in (33). In order to obtain an upper bound on the sum power, we set the last term in (33) to be equal to γ k :
This is a set of linear equations in P k , k ∈ K, where K is the set of active users. By solving these equations and computing k∈K P k , we achieve the following upper bound for the sum power:
and β k = r k sin 2 φ k . The subscript MU in P MU stands for multiuser. The upper bound in (34) is a bound on the instantaneous sum power for a single snapshot of channel realizations in time. As the users' channels change over time, the quantized magnitudes r k =Ỹ k , the quantized directionsũ k and the corresponding angles θ k = ∠(ũ k ,Ũ −k ) all change with time. The variables α k and β k in (34) are therefore random variables. Since we are interested in the expected value of the sum power as the design objective in (5), we use the following sum-power upper bound approximation so that the expectation operation can be applied conveniently.
Theorem 4: For small values of φ k ≪ 1, we have
Proof: See Appendix I. So far, we have only considered the active users k ∈ K. In order to make the results applicable to the general case where some users might be in outage, we substitute γ k with γ k I k in definitions of e k and f k in (35) so that users with I k = 0 contribute zero power to the sum power upper bound. We therefore use the following expression for the average sumpower approximation for small values of φ k , where we have also replaced r k by the quantized magnitudeỸ k :
where ζ k = cot θ k and e k and f k are redefined as follows:
This concludes the optimization of the power control function. In the next section, we use the average sum-power upper bound in (37) to optimize the product quantization codebook structures and to derive the asymptotic bit allocation laws.
VI. PRODUCT CODEBOOK OPTIMIZATION AND ASYMPTOTIC BIT ALLOCATION LAWS
In this section, we study the quantization codebook optimization. For this purpose, we use the average transmission power bound in (37) in order to the optimize the users' magnitude and direction codebook sizes for a given feedback link capacity constraint and to derive the optimal bit allocation across the users and their magnitude and direction quantization codebooks. The optimization process is asymptotic in the feedback rate B and assumes large quantization codebook sizes,Ṅ k ,N k ≫ 1.
Consider the sum-power upper bound in (37). Assuming
and using the definition of the no-outage flag in (21), we have
where the approximations hold for θ • k ≪1. By substituting these in (37), we achieve
The parameter φ k in (39) is controlled by the direction codebook sizeN k as described by (17). The term E[1/Ỹ k ] on the other hand is controlled by the magnitude codebook. The asymptotically optimal codebook that minimizes this term is the uniform (in dB) codebook Y ⋆ . By setting Y = Y ⋆ and by using (11) and (17), we can bound the average sum power in (39) as follows:
where ρ MU,CSI is defined in (3) and the variable ω and the function ζ k (·) depend on the magnitude outage probability and the distribution of the channel magnitude as described in Section IV-A. Our goal is to minimize the average sum-power upper bound in (40) in terms of the magnitude and direction quantization codebook parameters. The optimization constraints are as follows. Assuming a total number of feedback bits B we have the following constraint on the codebook sizes:
The two other constraints are the target outage probability constraints given by (20) and the no-outage feasibility conditions (29). For the total feedback rate B, the target outage probabilities q k , and the target SINR values γ k , the product codebook optimization problem is therefore formulated as follows:
In order to obtain a closed-form solution for the optimal product structure, we simplify this problem as follows. First, by assumingṄ k ,N k ≫ 1 and using the fact that limṄ k →∞ ζ k (Ṅ k ) = 1, we use the following approximation for the objective function:
We therefore have the following approximate upper bound:
Next, we simplify the optimization constraints as follows. We approximate the first constraint (43) as 
According to this assumption, y
(1)
are fixed and the codebook optimization is only over the codebook sizes. The justification of this simplifying assumption is provided following the bit allocation laws in Theorem 5. Finally, since the optimization is asymptotic in the codebook sizesṄ k andN k , the last constraint in (45) is redundant. This constraint however is used later to derive a lower bound on the total feedback rate B such that the target outage probabilities are feasible. Now, by using the approximation in (46), the optimization problem in (42) simplifies to the following optimization problem:
DefineḂ k def = logṄ k andB k def = logN k as the number of magnitude and direction quantization bits respectively. By applying the Lagrange multipliers method to the objective function in (51) and the constraint in (52), the optimal optimal values ofḂ k andB k are given by the following theorem.
Theorem 5: Definė
where values ofḂ k andB k are given bẏ
whereγ= ( k γ k ) 1/M is the geometric mean of the target SINR values.
Proof: See Appendix II. Although the bit allocation laws in Theorem 5 are derived with the simplifying assumption of equal magnitude and direction outage probabilities in (48) and (49), the numerical results, as shown in Fig. 2 , verify that the number of magnitude and direction quantization bits in (55) and (56) are close to optimal. In this figure, the optimal number of quantization bits are derived by numerically solving the codebook optimization problem (42). Since the problem is not convex, we use multiple random start points for the numerical optimization. In this example, the base station has M = 3 antennas and serves three users with the target parameters γ k = 15dB and q k = 0.02 for the first user (k = 1) and γ k = 10dB and q k = 0.05 for the two other users (k = 2, 3). The user channels are i.i.d. and h k ∼ N (0, I M ), where I M is the M ×M identity matrix. As can be seen in the figure, the optimal bit allocation rule is very close to that given by Theorem 5.
In the following, we elaborate more on how the simplifying assumptions in (48) and (49) affect the bit allocation results. In general, if one fixes the magnitude and direction outage probabilities asq
with any arbitrary 0 < α < 1, the value of θ
• k in (50) would change by a bounded multiplicative factor. By considering the optimal codebook sizes given by (93) and (94) in Appendix II, we note that the change of θ • k changes the codebook sizes by a multiplicative factor that does not depend on B. Hence the number of magnitude and direction quantization bits in (55) and (56) would only change by a bounded number of bits that does not depend on B, i.e., the assumptions in (57) and (58) only affect the constant variable κ MU in (53) and (54).
It is interesting to note that, for the scenario described earlier for Fig. 2 , our numerical solution implies that, at the optimum, most of the outage probability should be assigned to the direction outage probability, i.e., the following holds at the optimum:q
This is to be expected, since as B → ∞, the limited feedback system is expected to approach the perfect CSI system and with perfect CSI, direction outage is the only source of outage (see Section II) 4 . We cannot however replace the assumptions in (48) and (49) with the the assumption ofq k = 0 and q k = q k . The reason is that lim n→∞ ζ k (n) = 1 in (12) only holds forq k > 0 and this limit is used in approximating the objective function in (46). An alternative solution is to use (57) and (58) with α ≪ 1; this would however make the final results dependant on the choice of α and would only change the constant κ MU . To avoid the confusion of introducing a new variable α in Theorem 5, this paper therefore uses the suboptimal division in (48) and (49) and with the aid of numerical solution shows that the resulting bit allocation laws in Theorem 5 are close to optimal.
According to Theorem 5, if the users are homogenous in their requested target parameters, i.e. q k and γ k are the same for all users, the optimal bit allocation is given byḂ ave andB ave for every user. For heterogenous users on the other hand, the optimal number of bits deviate fromḂ ave andB ave depending on how much their target parameters deviate from the average parametersq andγ.
Corollary 1: For each user k, the optimal number of magnitude and direction quantization bits are related as follows:
where κ MU is defined in Theorem 5. Moreover the total number of quantization bits for user k is given by
As it is expected, the homogenous users take an equal share of 1 M B of the total feedback rate. In the heterogenous case, on the other hand, the users with higher target SINR's and lower target outage probabilities take a larger share of the feedback rate. Another way to interpret the bit allocation law in (62) is that a user with a higher QoS (lower target outage probability) and a higher target downlink rate (higher target SINR) uses a higher feedback rate B k .
Interestingly enough, the bit allocation laws in (55), (56), and (62) have a similar form as the bit allocation laws in the classical vector quantization theory, where a fixed total number of quantization bits is to be divided between a certain number of random variables with different distributions and variances such that a total weighted distortion measure is minimized [12] . The variances and distortion weights in that problem play the same role as the target outage probabilities and target SINR's in our problem.
The bit allocation laws in Theorem 5 are asymptotic results in the feedback rate B → ∞. In the following, we answer the question that how high the total feedback rate should be so that the target SINR values γ k are in fact achievable with the target outage probabilities q k . For this purpose the optimal direction codebook sizesN k =2B k are required to satisfy the no-outage feasibility conditions in (45). By using the optimal values of B k given in Theorem 5, we achieve the following sufficient condition on B, which guarantees that the constraints in (45) are satisfied for all k.
Theorem 6: Assume γ k > 1. For the target SINR's γ k to be satisfied with outage probabilities q k , the following total feedback rate B is sufficient:
whereγ andq are the geometric means of γ k 's and q k 's respectively,
and b=
Proof: See Appendix II. Theorem 6 shows that the system feedback link capacity should increase logarithmically with the geometric mean of the target SINR values and the geometric mean of the inverse target outage probabilities. Comparing with the homogenous case, the heterogenous users impose an additional requirement, M 2 log ∆, on the total feedback rate. The more the target parameters deviate from the average parametersq andγ, the higher is this requirement.
The optimal codebook sizes given by Theorem 5 combined with the suboptimal power control function described in Section V complete the robust design of the multiuser spatial multiplexing systems. In order to study the performance of such system as the feedback rate increases, we substitute the optimal magnitude and direction codebook sizes given by Theorem 5 into the average sum-power upper bound in (47). The following theorem shows the scaling of the average sum power with the feedback rate B.
Theorem 7: For a system with M antennas at the base station, a total feedback rate B, and user target outage probabilities q k , we have
where P MU,CSI is defined in (2),q is the geometric mean of the target outage probabilities, and
Proof: See Appendix II. Theorem 7 shows that the performance of the designed limited feedback system approaches the perfect CSI system as 1/q · 2
VII. CONCLUSIONS
This paper studies the design of the limited feedback multiuser spatial multiplexing systems. The problem is formulated as minimizing the average transmission sum power subject to the outage probability constraints at the users' sides. Our approach is based on a robust system design where we fix the outage regions and design the system such that worst-case SINR constraints are guaranteed for the no-outage cases. The robust design includes the optimization of the power control function at the base station as well as the users' channel quantization codebooks.
To solve the robust design problem, the paper first studies the robust power control problem for fixed product channel quantization codebook structures. We then use an upper bound solution to the power control problem for optimizing the quantization codebook structures. The paper presents the asymptotically optimal bit allocation laws between the users and the corresponding magnitude and direction quantization codebooks. We also derive a lower bound on the total required feedback rate which guarantees the feasibility of the target QoS parameters. The paper finally derives the scaling of the system performance with the feedback rate.
In the following, we compare the asymptotic magnitudedirection bit allocation law for the multiuser system with that of the single-user system discussed in [1] . For the multiuser system and in the asymptotic regime where B → ∞, the present paper shows that the number of magnitude and direction quantization bits, for each user 1≤k≤M , are related as
where M is the number of base station antennas. On the other hand, for the single-user case, it is shown in [1] that, the optimal numbers of magnitude quantization bitsḂ and direction quantization bitsB are related as
If we define the relative resolution Υ as the the number of direction quantization bits divided by the number of magnitude quantization bits, then Υ SU =(M −1)/2 and Υ MU =M −1 and therefore
This means that for the same number of magnitude quantization bits, the number of multiuser direction quantization bits is twice the number of single-user direction quantization bits. This is shown schematically in Fig. 3 . As the figure implies, in order to make a single-user channel quantization codebook applicable to the multiuser system, each direction quantization region in the single-user codebook should be further quantized with the same resolution as the whole unit hypersphere. Another way to interpret (67) is as follows. Υ MU = 2 Υ SU implies that for the same number of direction quantization bits, the number of multiuser magnitude quantization bits is half the number of single-user magnitude quantization bits. The statement is schematically described in Fig. 4 , which shows a cross-sectional view of the sector-type channel quantization regions approximated by ellipsoids. As the figure shows the single-user quantization regions, in comparison with the multiuser regions, are more stretched in the angular direction.
As a final note, we mention that the magnitude-direction bit allocation law for the multiuser channels, i.e. (65), has actually appeared in the rate-distortion literature. It is shown in [13] that the bit-sharing law of (65) is asymptotically optimal for quantizing the shape (direction) and the gain (magnitude) of a real-space memoryless Gaussian source with a minimum mean-squared error (MMSE) distortion measure. Interestingly, for the single-user case, the optimal magnitude-direction bit allocation law is given by (66) instead of (65). Therefore, for quantizing a single-user channel under the outage criterion, the optimal number of direction quantization bits is off from that predicted by the rate-distortion theory with MMSE distortion by a factor of two.
APPENDIX I

A. Proof of Theorem 1
Proof: Recall the definition of
whereṼ −k = span(v l |l = k), and v k vectors are the zeroforcing beamforming vectors for users 1 ≤ k ≤ M . Consider the kth user's quantization regions S k with the uncertainty angle φ k .
For the feasibility of the power control problem in (22), we need φ k < θ k , otherwise there exists w ∈ S k such that w⊥v k and the constraint in (23) would be infeasible for user k. 
For the same number of direction quantization bits B, the number of multiuser magnitude quantization bitsḂ= log 3 is half the number of single-user magnitude quantization bitsḂ= log 9. The singleuser quantization regions, in comparison with the multiuser regions, are more stretched in the angular direction.
In the following, we prove the necessity of the condition in (24). Consider an arbitrary user index l = k. By ignoring the noise term and all the interference terms except from user l, we have the following inequality:
Therefore a necessary feasibility condition for user k is
for all l = k. We use the following lemma to simplify the constraint in (69). 
Lemma 1:
The proof is omitted due to space limits. Since 0 ≤ θ kl ≤ π 2 and the expression in (70) is as increasing function in terms of θ kl , we have the following by substituting θ kl = π 2 in (70):
Therefore, we achieve the following necessary feasibility condition for user k by combining (69) and (71):
for all l = k. Similarly, by changing the role of the users k and l, we have the following necessary condition for user l:
for all k = l. By multiplying the both sides of (72) and (73), we achieve the following set of necessary conditions for any pair of users k, l ∈ K that are not in outage:
Since (74) should hold for any pair of users in K, at most one of the users may violate ξ k > 1, otherwise one could find a pair of users that violate (74). Therefore, at least |K| − 1 of the users in K must satisfy ξ k > 1 or equivalently
B. Proof of Theorem 2
Proof: The idea is to show that if the condition (26) holds, the upper bound solution in (34) is a valid solution to the power control problem in (22). For this purpose, it suffices to show that M k=1 α k <1, since this implies k∈K α k <1 which in turn guarantees that the upper bound solution (34) is a valid solution.
According to the condition (26), we have tan φ k sin θ k < 1
(75) Therefore
and M k=1 α k < 1, which completes the proof.
C. Proof of Theorem 3
Proof: Consider the definition of the uncertainty region
As far as the constraint in (23) in concerned, the constraint w < √ R is redundant since the infimum occurs on the lower surface w = √ r (see the process of deriving the upper bound solution in (31)). Now define
The constraint in (23) is therefore equivalent to
With the appropriate choices of A n and τ n , the sets T 0 , T 1 , T 2 can be expressed as sublevels of quadratic functions T n = w w T A n w ≤ τ n , n = 0, 1, 2.
We therefore can use the following theorem from [11] to replace the condition (80) with an SDP condition. This theorem is an important extension of what is known as S-procedure in the optimization literature [14] . Theorem 8: Let M ≥ 3 and A n ∈ R M×M be symmetric matrices for n = 0, 1, 2 and assume ∃ ν 1 , ν 2 ∈ R s.t. ν 1 A 1 + ν 2 A 2 ≻ 0.
Define the quadratic functions f n (w) = w T A n w. Then the following two statements are equivalent:
I. f 1 (w) ≤ τ 1 , f 2 (w) ≤ τ 2 ⇒ f 0 (w) ≤ τ 0 (81) II. ∃ µ > 0, λ > 0 s.t.
A 0 µA 1 + λA 2 τ 0 ≥ µτ 1 + λτ 2
For the problem in hand, one can easily find ν 1 and ν 2 such that the condition ν 1 A 1 + ν 2 A 2 ≻ 0 is satisfied; therefore, the constraint in (80) translates to the SDP constraints in (30).
D. Proof of Theorem 4
Proof: From the definitions of α k and β k in (34), we have
For small values of φ k ≪ 1, it is easy to verify that
We therefore have
On the other hand,
. By combining (34), (87) and (88), we have
which completes the proof.
APPENDIX II
A. Proof of Theorem 5
Proof: Consider the codebook size optimization problem with the objective function in (42) subject to the constraint By forming the Lagrangian and taking the derivative with respect toṄ k andN k , 1 ≤ k ≤ M , we have
