A laser-based technique for the direct testing of rate constants used in the collisional-radiative model, for application in the analysis of the supersonic He beam diagnostic, is presented. The time evolution of populations of some relevant excited levels upon the laser pumping of one of them is simulated by solving the corresponding system of coupled differential equations. Transitions have been identified which show good sensitivity in the changes induced by the laser interaction to the particular values of the relevant collisional rate constants for both the singlet and triplet systems of the He atom. The available experimental set-up and some previous results on the implementation of the technique in TJ-II are also shown.
Introduction
The knowledge of electron temperature and density profiles in the plasma edge of fusion devices is crucial for the modelling of the particle and power fluxes to the wall, and it allows us to estimate the radiation losses and the calculation of impurity fluxes, among other critical parameters. In this respect, an atomic-beam diagnostic has been successfully developed in previous campaigns in TJ-II [1] . It is based on the measurement of the radial intensity profiles of selected lines emitted by a supersonic He beam, which is injected into the plasma. The intensity ratios are compared with values calculated from a collisional-radiative (CR) model in order to obtain the electron temperature and density profiles. Due to the low ion temperatures at the edge, only electron collisions have been considered. The kinetic constants used in the model are those recommended by Brix [2] , except for the transitions between levels with the same principal quantum number for which the data suggested by Johnson and Hinnov [3] have been selected.
As is well known, uncertainties in the relevant rate constants, and particularly those involving transitions between levels with the same principal quantum number (n), are the main source of error in the profile reconstruction [4] . The laser-induced perturbation of the He beam can provide a direct method for the validation of those electron-impact excitation rate coefficients, which are not yet well established. This technique has already been used by other authors in cold (T e < 5-10 eV) He plasmas, where collisional processes with neutral atoms are also of relevance. Thus, for example, Burrell et al [5] used the laser-induced fluorescence (LIF) technique for the determination of n = 0 collisional transfer rates of helium and Tsuchida and co-workers [6] for electron density determination, both in low temperature helium plasmas. Moreover Katsuta et al [7] , proposes a laser-based method for measurement of electric field in torus plasma edge and a technique based on the laser perturbation of the excited He atoms has been considered for He exhaust studies in the ITER divertor [8] . In these works, however, the plasma parameters are usually taken from probe measurements. In contrast, for the method proposed in this work, these data would be directly given by the He beam diagnostic, and the self-consistency of the CR model used for the interpretation of the beam emission data could be tested through the analysis of laser and collisional induced fluorescence of the injected beam.
The calculations shown here provide possible pumping/detection schemes to be applied in the He beam diagnostic. Essentially, the laser perturbations of one level in the equilibrium distribution would propagate in a collision-relevant time scale (<0.1 µs) to other levels monitored by the diagnostic thus allowing the verification of the relevant rate constants involved in the model. Moreover, the sensitivity of the method to these parameters has been checked. Experimental work in this direction is presently in progress at the TJ-II and some results on the implementation of the technique are also given.
Model calculations
The population of any excited He levels involved in the diagnostic is governed by a set of coupled differential equations which determines the balance of all the individual atomic processes populating and depopulating [9] . For level i we have
In the steady state approach, the populations of the levels 3 1 S, 3 1 D and 3 3 S are evaluated for a particular set of n e and T e values. The ratio of emission intensities from the two singlet levels, I (λ = 667 nm)/I (λ = 728 nm), provides a diagnostic for the electron density, while that from singlet D and the triplet, I (λ = 728 nm)/I (λ = 706 nm), provides a value of the electron temperature. Errors in the reconstruction of these parameters arise from uncertainties in the rate constants included in the CR model, particularly in those involving transitions between levels with the same principal quantum number as figure 1 shows.
If a pulsed laser pumps one of the levels, a fast perturbation on the recorded emission signals from the collisionally coupled levels will follow. In a two-level system [10] and for laser power spectral densities high enough, u, the transition is saturated and the density population of the levels involved, n 1 and n 2 , reaches a constant value given by their respective statistical weighs. Collisions with plasma particles, however, tend to depopulate the higher level. Thus, the propagation of the changes in the laser pumped level can be inferred by solving the time-dependent equation system (1) with the following terms in the equations of the levels optically coupled:
where B 12 is the stimulated emission coefficient for neutral helium. Some pumping/detection schemes have been identified. Thus, for the triplet system, the transition of the He atom at 587.7 nm (2 3 P → 3 3 D) has been chosen. Figure 2 shows a particular solution for characteristic values of plasma edge parameters in TJ-II. A squared pulse of 20 ns is assumed for the laser waveform. As can be seen, a fast initial rise in the population of the pumped level is followed by a small decay, due to the collisional transfer to the 3 3 P and 3 3 S levels. Simultaneously, the population of the 3 3 P level (leading to emission at 388.8 nm) undergoes a strong enhancement (almost a factor of three) and slowly decays to its steady state value. A similar behaviour, but with lower amplitude, is seen in the population of the 3 3 S level (706.5 nm). The simulation for the singlet system yields a significantly different behaviour. The main difference is the strong allowed transition to the ground level from the laser-pumped one, that for the 501.6 nm pumping wavelength corresponds to the 3 1 P level. In terms of LIF schemes, it corresponds to a three-level system, and the laser simply depopulates the initial 2 1 S level on a nanosecond time scale. As displayed in figure 3 , the corresponding collisionally-coupled levels closely follow the very sharp initial rise. The much slower decay of their population, however, again provides a feasible method for the testing of the involved rate-constants. It is worth noting that, contrary to the triplet pumping scheme of figure 2, the drop in the emission intensity from 3 1 D (667.8 nm) and 3 1 S (728.1 nm) takes place shortly after the laser is fired and within its 20 ns duration. Therefore, significantly worse photon statistics than in the triplet system will possibly prevent the direct monitoring of the pumped level by LIF. To understand this behaviour, one has to also consider the strong depletion by the laser of the metastable, 2 1 S pumped level, with no negligible contribution to the steady state population of the higher singlets.
The laser-induced perturbation of selected levels shown here exhibits a good response to small changes in the assumed values of the rate constants. This can be seen in figure 4 , where the singlet system simulations shown in figure 3 have been run for values of n = 0 collisional rate constants (σ v(3 1 S-3 1 P) or σ v(3 1 D-3 1 P)) which are 20% systematically higher. As expected, not only the peak values relative to their stationary state but also the time evolution after the laser pulse are clearly modified. On the other hand, the effects of the laser-beam interaction on the 3 1 S-3 1 P and 3 1 D-3 1 P collision processes are mutually independent, since the fractional losses from the laser pumped level by electron collisions to the overall de-excitation rate are very small. This makes the determination of the corresponding rate coefficients unambiguous. If the electron temperature and density were available from some other diagnostics, a comparison between calculated population densities and measured ones would allow for a direct method to determine the n = 0 rate coefficients, just by matching the shape of the emission line with nanosecond time resolution. Alternatively, the time-integrated perturbations of the population densities, normalized to their stationary value, could be used for better statistics. Table 1 shows the predictions for two values of each collisional rate constant in the singlet system.
The simultaneous measurement of the laser-driven and non-perturbed emission signals within the assumption of the CR model provides valid information to check the whole model. Thus, for example, for a specific T e value, known from some other diagnostic, the CR model leads to different couples of values of n e and 3 1 S-3 1 P rate coefficient corresponding to an experimental ratio of the I (667 nm)/I (728 nm) line intensities, as shown in figures 5 and 6. The laser-perturbed populations are sensitive to the different pairs of n e and 3 1 S-3 1 P rate coefficient values chosen as observed in table 2, providing a method of simultaneous determination of both parameters and therefore validating the CR model. Therefore, if a couple of the n e and σ v (3 1 S-3 1 P) values, corresponding to a point of the curve shown in figure 6 , is not the real solution, the 3 1 S perturbed population observed and calculated would not match. Once the value of these parameters has been adjusted, using them in the fitting of the laser-induced perturbation of the 3 1 D level would yield the value of the 3 1 P-3 1 D rate coefficient for the corresponding T e . Moreover, if only the steady-state value of the emission at 667 nm is monitored, this rate constant is available from the type of curve shown in figure 5 for the corresponding abscissa. Figure 7 shows that curve. For electron densities high enough (>2.10 12 cm −3 ), a couple of I (667 nm)/I (728 nm) line intensities ratio and n e values unambiguously leads to the corresponding σ v (3 1 P-3 1 D) value. Contrary to the singlet scheme, a significant coupling between the collisional populations of the n = 3 excited triplet states exists. In the proposed experiments, excitation at 587 nm of the 3 3 D level will lead to enhancement by electron collisions of the S and P levels, as shown in figure 8 . Table 3 Figure 6 . Electron density versus 3 1 S-3 1 P collisional rate constant for two values of the 667 nm/728 nm line intensity ratio and T e = 50 eV. is modified by a 20%. While the population of the corresponding level is enhanced, the other level undergoes a relative depopulation. The main difference with the singlet case, responsible for this behaviour, is the lack of strong radiative losses to the ground level (two level system). Therefore, the instantaneous population of the laser-pumped level is now more sensitive to figure 2 with values of the n = 0 collisional rate constants a 20% higher. Table 3 . Enhancement of the population of the 3 3 S and 3 3 P levels induced by laser excitation of the 3 3 D level using the CR model and the same model with the 3 3 S-3 3 P or 3 3 P-3 3 D rate constants a 20% higher. the collisional-induced losses, thus complicating the analysis of the signals. Provided that the local electron density is available, following the method described above, for a given electron temperature there are many possible 3 3 P-3 3 D and 3 3 S-3 3 P rate constants that, inserted into the CR model, would provide the same value of the 728/706 intensity ratio. In order to be so, however, these constants must follow the type of relationship displayed in figure 9 . Again, discrimination among all the possible solutions can be obtained through the LIF experiment. As an example, the predicted relative increase in the populations of the implied levels for two particular values of each rate constant is shown in table 4. As seen, significant differences are observed, particularly in the 3 3 P population. Finally, in a fully consistent test of the CR model, the T e value corresponding to the set of rate constants, which have been deduced from the LIF experiments, should be checked against the assumed initial value used in the singlet case.
Experimental set-up
The supersonic He beam diagnostic of TJ-II has been extensively described in previous publications [11, 12] ; therefore, only a brief description of the set-up is given here. The beam source consists of a fast-pulsed piezoelectric valve with a nozzle of 0.3 mm diameter and a parabolic profile skimmer with a diameter of 0.5 mm. For the experiments in TJ-II a nozzle-skimmer distance of 25 mm was chosen defining a divergence of 1.4
• . The mean beam velocity is 1300-1750 m s −1 and the velocity distribution is defined by a speed ratio of 10-20, depending on the source pressure. The density of He atoms at the measurement region is estimated to be of the order of 10 11 cm −3 . The three He lines used for reconstruction of the edge temperature and density profiles (667.2, 706.5 and 728.1 nm) are simultaneously detected by means of a beam-splitter system and a set of three 16-channel photomultiplier arrays (Hamamatsu, model R5900U-20-L16) with interference filters (FWHM = 1 nm) . The complete He emission profile is projected into the 16 channels of the array using a single lens with vertical displacements in order to adjust the observation region to the different TJ-II
2×10 -6 3×10 -6 4×10 -6 5×10 -6 6×10 -6 7×10 -6 8×10 -6 9×10 -6 Figure 9 . The 3 3 P-3 3 D versus 3 3 S-3 3 P collisional rate constants for a constant value of the 728 nm/706 nm line intensity ratio (0.5), n e = 5 · 10 12 cm −3 and T e = 80 eV. Table 4 . Enhancement of the population induced in the 3 3 S and 3 3 P levels by laser excitation of the 3 3 D level at constant I (728 nm)/I (706 nm) = 0.5, n e = 5 · 10 12 cm −3 , T e = 80 eV and two pairs of the corresponding collisional rates values. plasma configurations. A typical toroidal resolution of 20 mm is given by a slit placed in front of the arrays and a radial resolution of 4 mm is chosen with a suitable object/image ratio. The spectral response of the whole system and the effect of vignetting in the extreme channels were calibrated in situ using the TJ-II He glow discharge cleaning. The 48 output signals from the arrays, after passing through a set of preamplifiers, are sampled and recorded with PCI extensions for instrumentation (PXI) acquisition system at a 10 KHz rate. In the actual upgraded version of the supersonic helium beam a repetition rate up to 200 Hz can be achieved [13] . The pulse duration in the experiments was 1-2 ms and the He stagnation pressure was in the range 0.6-1.2 bar. Concerning the specific details of the laser-beam system, an excimer-pumped dye laser (Lambda Physik LPX 205i) providing a repetition rate up to 50 Hz is used to generate tuneable radiation in the range 332-970 nm. The pump laser generates up to 400 mJ/pulse at 307 nm (XeCl) and the pulse duration is 20 ns. Output powers in the visible up to 90 mJ/pulse can be achieved, with a bandwidth of 0.2 cm −1 (no ethalon). For the examples given above, Coumarine 307 (500 nm) and Rhodamine 6G (581 nm) are used as dyes. A photomultiplier (Hamamatsu, R3896) collects the He beam emission light from the plasmas through an interference filter (spectral width = 1 nm) and a field lens. A ratio of image/object of 0.18 is obtained by the detection geometry. The signal is digitized and stored in a fast oscilloscope (Tecktronik, 1 Gs sampling rate), which is driven from the control room by a PC. A fast photodiode is used for the laser power reference and as timing for the laser-induced perturbation. Synchronization between the He beam and the laser pulses at the detection point is achieved through the main timing system of TJ-II. In the multipulse mode (up to 50 Hz), two pulse generators are used to provide the He beam and laser train of pulses. The first one is triggered by the TJ-II system, while the laser pulse generator is delayed with respect to that of the He beam to allow for the associated time of flight.
The experimental set-up is shown in figure 10 . The He beam is launched from a top window of TJ-II, the nozzle being at 120 cm from the plasma edge. The laser beam is stirred through a ∼20 m optical path and crossed with the He beam at an angle of 20 o . The detection of fluorescence is made at 90
• from the laser beam, through an equatorial window of TJ-II. The laser waist at the detection system is ∼5 mm, which represents a 30% of the He beam width.
In order to correct the drift in the laser wavelength due to thermal excursions, the optogalvanic signal in a He/Cr hollow cathode lamp is systematically recorded. A mismatch of 0.15 nm was found at the wavelength used for the singlet pumping. However, this seems rather a systematic error than a drift. A highly convenient way to test the technique in a friendlier environment is to record the LIF signal in a glow discharge. As an example, figure 11 shows the experimental results obtained in an He GD at low pressure. Since the laser bandwidth is large enough to pump the whole Doppler profile of the lines recorded at room temperature, the calibration obtained by LIF in laboratory plasmas should be also valid for the TJ-II experiment. However, in order to see the laser-induced perturbation signals in the hot plasma experiments, a good signal-to-noise ratio is required. For the levels of the singlet system, 3 1 D(667.8 nm) and 3 1 S (728.1 nm), the expected signal-to-noise ratios are 2 and 1.6, respectively. For the triplet system 3 3 P (388.8 nm) and 3 3 S (706.5 nm), these values are 4.2 and 2.1, respectively. Due to the high repetition frequency of the beam and laser system, these values can be further improved using the He beam diagnostic in the multipulse mode during the 300 ms plasma duration in TJ-II.
Summary and conclusions
A new method for the direct testing of the assumptions involved in the CR Model used in the He beam diagnostic has been envisaged. It simultaneously uses the information from the laser-driven and non-perturbed emission signals. Laser-driven perturbation of some excited states of the injected He atoms can be achieved by resonant pumping to higher levels. According to the performed simulations, significant changes in the population of the collisional-coupled levels will follow upon the exposure of the He beam to a nanosecond-long laser pulse. These changes are highly sensitive to the specific value of the collisional rates involved in the CR model. The levels perturbed in this way are those involved in the transitions showing the maximum uncertainties in their collisional rates ( n = 0). Two schemes, involving the singlet and triplet groups of the He atom, are presently being implemented in TJ-II. Good statistics for the detection of the associated changes by the laser interaction exist. However, improvements in stray light are mandatory if the direct LIF signal is to be recorded.
