Abstract-A prototype time projection chamber with 26 cm drift length was operated with a short-spaced triple gas electron multiplier (GEM) stack in a setup triggering on cosmic muon tracks. A small part of the anode plane is read out with a CMOS pixel application-specified integrated circuit (ASIC) named Timepix, which provides ultimate readout granularity. Pixel clusters of charge depositions corresponding to single primary electrons are observed and analyzed to reconstruct charged particle tracks. A dataset of several weeks of cosmic ray data is analyzed. The number of clusters per track length is well described by simulation. The obtained single point resolution approaches 50 m at short drift distances and is well reproduced by a simple model of single-electron diffusion.
I. INTRODUCTION
T IME projection chambers (TPCs) [1] have been employed in numerous large-scale experiments for precise charged-particle tracking. In recent years, the suitability of novel gas amplification structures for TPCs, in particular micro pattern gaseous detectors (MPGDs), has been studied. For example, Micromegas [2] are in operation in the T2K neutrino experiment [3] . Gas electron multipliers (GEMs) [4] have been studied for several years as an amplification structure for the ILD concept [5] at the future International Linear Collider (ILC) [6] . Within the international LCTPC collaboration [7] , various MPGD-based readout options are pursued. A common approach to achieve the ambitious resolution goal for an ILC detector of less than 100 m at zero drift distance is to reduce the size of conventional readout pads down to a few millimeters squared (mm ) and connect the pads to integrated readout chips on the back of the anode plane.
In this paper, an alternative approach is studied. In order to reach a granularity that matches that of the MPGD structures themselves, the anode plane may itself consist of pixelized CMOS readout application-specific integrated circuits (ASICs) to collect and amplify the deposited charge. In doing so, an unprecedented readout granularity of down to several tens of micrometers squared ( m ) can be provided. This approach has first been pursued for X-ray polarimetry [8] , [9] . Several Manuscript received June 26, 2012 ; revised September 10, 2012; accepted September 16, 2012 . Date of publication November 21, 2012; date of current version December 11, 2012 . This work was supported in part by the European Union and the German federal ministry of research and education (BMBF).
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Digital Object Identifier 10.1109/TNS.2012.2220981 studies have been performed using the Medipix [10] and Timepix [11] ASICs in drift chambers of a few centimeters drift distance [12] - [14] . While already after a few centimeters of drift, the spatial resolution of TPCs is limited by diffusion of the drifting electrons, this approach has the potential to provide superior double-track resolution and measurement of the specific energy loss by cluster counting along with robust pattern recognition in large TPCs. A 26-cm-long TPC with a triple GEM stack and a single Timepix chip to collect the charge has been introduced in [15] and [16] . After significantly improving the reconstruction and analysis algorithms, we are now able to present a detailed description and analysis of both the apparatus and the recorded data.
This paper is organized as follows. In Section II, the experimental setup is described. The main properties of the Timepix chip are summarized in Section III, and the analysis software is explained in Section IV. The analysis of 27 consecutive days of data-taking with cosmic rays is presented in Section V. Results of the spatial resolution achieved are detailed in Section VI before providing a summary and an outlook in Sections VII and VIII.
II. EXPERIMENTAL SETUP
A 26-cm drift length TPC has been set up in Bonn, Germany, to be operated with a triple GEM stack and a single Timepix chip in a cosmic ray test stand (Fig. 1) . The readout is triggered by coincident signals of scintillators placed above and below the TPC. Fig. 2 depicts a representative event that has been recorded with this setup.
The TPC drift cylinder with 23 cm inner diameter was designed and constructed at the RWTH Aachen, Aachen, Germany [17] . The aramid honeycomb sandwich structure has a material budget of 1% of a radiation length. The drift field of up to 1 kV/cm is shaped by 187 copper rings that constitute the 0018-9499/$31.00 © 2012 IEEE Fig. 2 . Display of the full sensitive chip area. The charge depositions detected in a typical event are shown. Depending on the pixel mode, the color code shows either the detected charge or the arrival time of a hit on a pixel (see Section III). A representative pixel cluster is shown in a zoomed view. Fig. 3 . Schematic drawing of the readout area. The triple GEM stack is embedded in the anode plane. The pixel chip is centered in the readout plane [15] , [19] . innermost sandwich layer. These rings are kept at the correct potential by a resistor chain. In our test setup with He:CO (70:30) as drift gas, the drift field was set to 495 V/cm. Thus, an electron drift velocity of cm/ s is expected at 30 C and 1013 mbar from Magboltz [18] simulations.
Both the cathode and the anode are copper planes. The triple GEM stack with the pixel chip readout is embedded into the latter as depicted in Fig. 3 . The GEMs have been produced at CERN with 10 10 cm area, 56 m thickness, and 60-70 m holes in a hexagonal pattern with 140 m pitch. The top of GEM 1 is aligned with the anode plane and on the same electrical potential. Therefore, distortions of the drift field are minimized. The transfer gaps and the induction gap are 1 mm each. The voltages across the GEMs are 415 V each, the transfer fields are 2200 V/cm, while the induction field is 3000 V/cm.
Instead of the relatively large readout pads, used in a standard TPC setup, a bare Timepix pixel chip is placed in a central position of the readout plane. The bump-bond pads of the chip, which were originally foreseen to be connected to a silicon sensor, act as charge collecting anodes.
III. TIMEPIX PIXEL CHIP
The Timepix chip was developed in 2007 by the Medipix2 Collaboration. The chip consists of 256 256 pixels; the pixel Fig. 4 . Timing scheme of the Timepix chip used. The pixels are sensitive when the shutter signal is low. The ToA measurement stops when the shutter is high again. Thus, the point in time when the discriminator detects a hit may be calculated from the ToA counter value and the shutter length. The ToT value is a direct measure of the charge deposition.
size is 55 55 m . A pixel carries a charge-sensitive preamplifier and a single threshold discriminator with a 4-bit adjustment DAC in the analog domain as well as a 14-bit counting logic in the digital part. The digital circuitry may be configured in one of these modes:
• Single hit: detect whether the pixel is hit;
• Medipix: count the number of events exceeding the threshold level; • ToA: start counting when a pixel is hit and stop with a chip-wide stop signal (shutter). As shown in the timing scheme (Fig. 4) , this is a measure of the Time of Arrival of the signal; • ToT: count the number of clock cycles that occur while the preamplifier signal is above the threshold. This Time over Threshold is a direct measure of the charge deposition in the pixel. The ToA and ToT modes make the Timepix chip well suited for a TPC readout application.
Transverse diffusion in the transfer and induction gaps of the GEM stack results in several neighboring pixels being activated by the charge cloud arising from a primary electron. This fact is employed to sample both the arrival time and the charge deposition of a primary electron simultaneously by configuring the pixels in a checkerboard pattern in ToA and ToT modes. Since several (up to 100) pixels are hit by the charge cloud caused by a primary electron, the gain in the GEM stack has to be relatively large, although pixel noise and threshold are low.
The Timepix chip is operated at 55 MHz and read out by a MUROS 2.1 device [20] . The data acquisition software Pixelman [21] is used.
A. Timepix Calibration
An injection capacitor in every pixel on the chip allows a well-defined amount of charge to be deposited in the pixels by applying voltage pulses. This is used to derive a calibration curve converting ToT counts into the input charge in elementary charges. Details on the calibration procedure may be found in [22] . The pixel threshold is determined to be well below 1000 e in our setup.
A similar procedure is used to compensate for the time-walk effect. Atest pulse of increasing charge is sent at a fixed time after the shutter signal. The measured ToA of all pixels follows (1) with clock cycles, mV, and clock cycles/mV as optimized parameters. The naively expected monotonic decrease of the time-walk effect cannot be seen since the working point of the preamplifier is affected by very large input charges. Thus, the influence of the time-walk effect decreases with rising input charges and starts slightly rising again for very large charges (more than 15 000 electrons).
This compensation for the time-walk effect can only be applied if a charge information is available for a pixel. Since the charge and the arrival time cannot be measured simultaneously in one pixel, the charge on pixels in ToA-mode has to be interpolated from neighboring pixels in ToT-mode.
IV. ANALYSIS FLOW IN MARLINTPC
The data analysis is based on the MarlinTPC package [23] . This modular analysis and reconstruction framework for the linear collider consists of several software modules (called processors) that can be adapted to the special needs of any analysis chain. For these studies, some processors had to be developed in order to accommodate the differences between pixeland pad-based data analysis flow [24] .
While the sequence of the reconstruction processors is more or less fixed, the modularity allows to vary the sequence of the analysis processors. The steps taken to derive reconstructed tracks from the pixels hit are as follows. 1) Calibration: The measured ToT is converted to the input charge in electrons, and the time-walk effect is compensated for. 2) Raw cluster finding: Neighboring pixels hit are identified to form one connected raw cluster. 3) Cluster separation: Detected raw clusters may stem from the superimposed charge clouds of several primary electrons. If possible, these are split into separate pixel clusters as follows. First, the principle axis of the raw cluster is determined, and the available charge information is projected onto this axis. Then, if a significant minimum is found in the resulting charge profile, the raw cluster is split at this position.
4) Hit center calculation:
The original three-dimensional coordinates of a primary ionization are derived from the mean drift time and the center of gravity of all pixels forming a pixel cluster. 5) Track finding: All primary electrons forming one track are identified and collected by a two-dimensional Hough transformation in the readout plane. 6) Track fitting: A linear regression is used to determine the track parameters.
V. DATA ANALYSIS
The maximum drift time of primary electrons in the TPC was used to calculate the drift velocity for each data-taking run during the measurement campaign. The determined mean drift velocity of cm/ s is stable within % (Fig. 6 ) and in agreement with Magboltz simulations. This is a good indicator that the overall operation conditions were stable over the three weeks of data-taking.
In order to ensure a good data quality, the analysis has been restricted to single-track events with at least five hits per track. Additionally, a cut on the track angles was applied to make sure that only tracks of cosmic rays are taken into account. Edge effects are eliminated by cuts on the reconstructed position of the primary electrons in the -and -directions.
A. Pixel Cluster Characteristics
The most relevant characteristics of the pixel clusters on the Timepix chip are size and charge. Their dependence on the drift distance is shown in Figs. 7 and 8 . It can be seen that pixel clusters get smaller for long drift distances until a limit is reached asymptotically. This behavior may be explained by the declustering effect. • Particles passing the TPC volume have a probability to create primary multi-electron clusters in the gas. If the electrons of these primary clusters drift only a short distance until they reach the GEM stack, they will not diffuse apart from each other. Therefore, their individual charge depositions will overlap. Thus, the dimensions and total detected charge of the pixel clusters are larger than expected for a single primary electron.
• With longer drift distances, it becomes more likely that primary multi-electron clusters diffuse apart and each primary electron is detected separately. Therefore, size and charge of a pixel cluster become smaller. Following this reasoning, the limit in Fig. 7 can be identified with the mean number of electrons originating from one single primary electron. Fitting the empirically found function (2) to the data results in a lower estimate for the overall gas gain in the triple GEM stack of . However, one has to keep in mind that the real gain will be larger as some electrons are distributed on pixels that did not pass the threshold level.
B. Simulation of the GEM Stack
In general, it is technically possible to simulate the gas gain of a complete triple GEM stack. However, it is not advisable for large gas gains as in this setup since the computing time is several days per single electron event. To overcome this limitation, the gain of each GEM is calculated separately using ANSYS, for the configuration of the electric field, and Garfield++ [25] , for the drift of the electrons. The parameters of the Pólya-distributed gas gain of each GEM are then used to calculate electron avalanches in the GEM stack based purely on statistical considerations such as the active GEM hole area and the diffusion in the transfer-and induction fields. As shown in [26] and [27] , one has to keep in mind that the gas gain of a GEM stack is not the exact product of the single GEM gains. Therefore, gain correction factors are applied to the Pólya-distributions. These correction factors are tuned such that the measured total gain is reproduced correctly. Fig. 8 . Dimensions of a pixel cluster are dependent on the drift distance due to the declustering effect. The measured data are well described by the exponential function (3), with pixel, cm , and pixel as parameters. Fig. 9 . Simulated dependency of (a) the mean cluster size and (b) the detected charge on the set threshold. Doubling the threshold from 500 to 1000 e reduces the mean size of a charge deposition by roughly 30%, while the total detected charge remains virtually unaffected.
The described algorithm can be used to simulate, for instance, the size of pixel clusters caused by single primary electrons. The latter should be identical to the number of pixels in a cluster originating from real primary electrons with extreme drift distances. In this case, all primary electrons should have drifted apart from each other, and virtually no pixel cluster caused by more than one primary electron is expected. Empirically, it has been found that the measured data shown in Fig. 8 are best described by an exponential decay (3) -optimization of the free parameters yields the size of a charge deposition in the limit of extreme drift distances: pixel, which is compatible with the simulation result of pixel. Intentional misalignment of the GEMs in the simulation showed no influence on size or summed charge of the individual pixel clusters. Furthermore, the reconstructed position of the primary electron is not dependent on the position of the holes in the lower two GEMs, but only on the position of the top GEM holes, cf. Section VI. The simulation has also been used to determine the dependencies of the pixel clusters caused by single primary electrons on the pixel threshold. From Fig. 9(a) and (b) (size and charge of a deposition), it can be deduced that a remaining threshold dispersion of only a few 100 electrons has an acceptably small effect. Equations (2) and (3) describe the -dependency of charge and size of charge depositions originating from simulated particle tracks with a /ndf close to 1.
C. Ionization Density
The measured number of pixel clusters per centimeter track length is strongly dependent on the drift distance, just as the bare properties of the detected charge deposition are. This is shown in Fig. 10 . The rise in the first centimeters of drift is again explained by the declustering effect: The farther the primary electrons have drifted, the more likely it is that separate pixel clusters are detected. Secondary, the probability for an electron to get attached to molecular O rises with the drift distance. This is the reason for the drop at large drift distances.
The attachment of primary electrons is described by:
The factor can be identified with the number of pixel clusters that would be detected if all clusters could be separated and no attachment would happen. The exponential slope is the attachment rate.
From (3), one can derive the number of primary electrons per charge deposition in dependence on the drift distance (5) where is the number of primary electrons per pixel cluster after zero drift and is determined by the separation power of the separation algorithm and the transverse diffusion coefficient.
The overall number of detected pixel clusters per centimeter track length is therefore described by (6) A -optimization of the free parameters yields cm cm , and cm with . According to Magboltz simulations, the measured attachment rate corresponds to approximately 10 ppm oxygen in the drift gas. Since an oxygen absorber was used in the gas stream, this value is plausible. A direct measurement of the oxygen content is not available. Based on HEED [28] simulations, shown in Fig. 11 , one expects roughly 15 primary ionization clusters per centimeter track length in the drift gas originating from incident cosmic muons with GeV/c. In total, this results in 28 primary electrons per centimeter. It is clearly visible that the number of detected charge depositions is significantly lower than the total number of expected primary electrons, while it matches the number of expected ionization points in the gas.
Contrary to the HEED simulation algorithm, primary ionizations caused by high energetic -electrons are not associated with the primary particle track by the reconstruction algorithm, but they are identified as separate particle tracks. Thus, the observed number of primary electrons per centimeter tracklength is lower than expected from HEED simulations. Fig. 12 shows the reconstructed center of each pixel cluster of one data acquisition run in a zoom of the occupancy plot. The same regular pattern is seen in simulated data. The distance between two peaks in the histogram is 140 m, which is exactly the pitch between the holes in the GEMs. Simulations show that each peak is positioned directly underneath a hole in the top GEM. This indicates that the intrinsic transverse single-point resolution of the prototype TPC is limited by the resolution of the top GEM.
VI. DETECTOR RESOLUTION

A. Single-Point Resolution
The spatial resolution, , is defined as the mean distance of a reconstructed hit to the corresponding reference track. If no data from a beam hodoscope are available for the reference track, the spatial resolution can be derived using the geometric mean method [29] ( 7) where is the mean distance of a hit to a track fitted to all hits on the track, and is the mean distance of a hit to a track fitted to all hits on the track except the one under investigation.
The spatial resolution for a single primary electron is limited by the diffusion, , of the electron during the drift through the gas volume as follows: (8) where is either the transverse or the longitudinal diffusion coefficient. As long as single electrons are reconstructed, the accuracy of the hit reconstruction can never be better than this limit. TPCs with a standard pad readout detect several primary electrons as one charge deposition. Therefore, the spatial resolution seems to be below this limit. The price that is paid for this virtual performance gain is a loss of hits per track length, which could degrade the accuracy of the track reconstruction.
B. Transverse Spatial Resolution in Dependence on the Drift Distance
As shown in Section V-C it is claimed that the operated TPC prototype is able to detect primary ionization clusters as separate pixel clusters. Roughly 80% of these consist of single primary electrons. Therefore, the spatial resolution is limited by the single electron diffusion as shown in Fig. 13 :
All data points are close to the dashed line that represents the single electron diffusion limit for the expected transverse diffusion constant of m/ . However, for small drift distances, it was mentioned that some detected charge depositions stem from more than one primary electron. The applied fit function , motivated in [15] , takes this into account by introducing an additional factor that rebuilds the number of primary electrons per charge deposition (9) Usually, TPCs are operated in high magnetic fields and special gas mixtures with small diffusion coefficients. In these scenarios, the resolution is not in general limited by the diffusion, but by the intrinsic detector resolution in the transverse direction, . This detector parameter can be directly extracted from the data presented in Fig. 14 . Here, the transverse spatial resolution is depicted for small drift distances. If one extrapolates the data points down to zero drift distance, it can be seen that the intrinsic transverse detector resolution, , is indeed limited by the GEM resolution, as already claimed based on Fig. 12 .
C. Longitudinal Spatial Resolution Dependence on the Drift Distance
Following the same arguments as for the transverse spatial resolution, one expects that the longitudinal spatial resolution is limited by the single electron diffusion as well. The data presented in Fig. 15 show that this assumption holds in general. The data points are close to the expected diffusion limit ( m/ ), which is depicted by the dashed line.
However, contrary to the transverse resolution, the longitudinal resolution does not benefit from nonseparated primary electrons for small drift distances. This is the case since the Timepix ASIC has no multihit capability. Only the first time, when the threshold in a pixel is passed, is measured. Therefore, in the -direction, the resolution is slightly degraded for small drift distances.
As explained above, no dependence of the longitudinal resolution on the number of primary electrons per pixel cluster is expected. Thus, a different fit function than for the transverse resolution has to be used (10) where is the longitudinal diffusion and the intrinsic detector resolution in the longitudinal direction.
The limit for the intrinsic resolution in -direction is not only given by the time resolution of the readout chip (55 MHz corresponds to 18 ns, respectively 175 m drift per timing bin), but also by effects like a jitter on the shutter window and the remaining time-walk after the time-walk correction is applied as described in Section III-A.
VII. SUMMARY
A TPC prototype with a maximal drift distance of 26 cm was successfully operated with a triple GEM stack for gas amplification and a bare Timepix chip as charge collecting anode. Data taken with He:CO (70:30) as drift gas were presented.
The ASIC has been calibrated, and the time-walk effect was corrected. The properties of the detected charge depositions and the detected ionization density are well understood and in agreement with simulations.
The readout chip resolves the pattern of the gas amplification stage showing the enormous potential of the readout of gaseous detectors with pixel chips. Furthermore, the achieved transverse and longitudinal resolution is at the theoretical limit given by the single electron diffusion during drift.
VIII. OUTLOOK
As long as the pattern of the first GEM is resolved by the readout chip, the resolution is limited by the GEM and not the readout chip. Therefore, the pixel size may be increased without any performance loss.
Such chips have been created by means of wafer post-processing of Timepix wafers at IZM (Berlin, Germany). These modified ASICs carry an additional metallized top layer that combines the area of several pixels. The newly formed bigger pixels are connected to one of the covered original pixels; the others are left floating. The performance of the resulting chips with new pixel sizes of 110 110, 165 165, 220 220, 275 275, 550 550, 55 165, and 55 275 m is currently being investigated. Additionally, the optimal pixel size may be determined using the above-mentioned simulation algorithm.
Alternatively, GEMs with a finer hole pitch could be used in the GEM stack. However, the charge cloud caused by the primary electrons will still spread out over several pixels, just as in the presented setup. Thus, this option would not relax the demands on the gas gain. The latter should be as small as possible in order to minimize the size of the pixel clusters and to achieve a good double-track resolution in a final application. Furthermore, a smaller gas gain would reduce the undesirable effect of back-drifting ions and prevent aging effects.
Another possibility to achieve an even better matching between gas amplification and readout is to reduce the pitch in the gas amplification stage. This approach is investigated also by means of wafer-post processing. Following a concept developed at NIKHEF, a Micromegas structure with the same pitch as the pixel chip is placed perfectly aligned on the chip. Using such an InGrid (integrated grid) [30] , an even better transverse position resolution than with GEMs and pixel readout may be reached. However, such devices are right now not advanced enough to be operated in large TPC applications.
