Abstract: RNA-Seq technologies are quickly revolutionizing genomic studies, and statistical methods for RNA-seq data are continuously under development. Timely review and comparison of the most recently proposed statistical methods will provide usefulness in selection among them for data analysis. Particular interest surrounds the ability to detect differential expression (DE) in genes. In this manuscript, we compared seven recently proposed statistical methods for this interest through a variety of simulations that were based on different distribution models or real data. We compared the ability of these methods to detect DE genes in terms of the significance ranking of genes and false discovery rate control. All methods compared are implemented in freely available software. We also discuss the availability and functions of the currently available versions of these software.
Introduction
The advent of Next-Generation Sequencing (NGS) technologies has revolutionized the way genomic study is progressing. One important application of NGS technologies is to study the transcriptome and the resulting experiment is called RNA-seq. Compared with the hybridization-based microarray technologies that have been the dominate approach to studying gene expression in the past decade, RNA-seq technologies offer several advantages including the lifted requirement of prior knowledge of the genome, a wider range of expression levels, more information to detect allele-specific expression, novel promoters, and isoforms, less noise, and higher throughput [28] [19] . RNA-seq technologies have been employed to studying human diseases, plant and animal systems. For these reasons, it is poised that RNA-seq will replace microarray technology and become the major platforms to study gene expression in the coming years.
A brief explanation on how RNA-seq data can be generated now follows. In a typical RNA-seq experiment, a sample of RNA is converted to a library of cDNA fragments and then sequenced on a high-throughput commercially available platform, such as Illumina's Genome Analyzer, Helicos BioSciences' HeliScope, Applied Biosystems' SOLiD or Roche's 454 Life Sciences sequencing systems [28] . The raw data result in large amounts of sequences of DNA fragments that are termed reads and undergo a series of steps of analysis. Oshlack et al. (2010) provides an excellent review of the analysis pipeline that includes mapping the reads, summarizing read counts for each gene, normalization and detecting differentially expressed genes. Also, Table 1 in Oshlack et al. (2010) provides a list of software for each step of analysis. Typically, the reads generated by an RNA-seq experiment are assigned to a gene (or other class) based on their mapping to a common region of the target genome or de novo assembled transcriptome. Gene is a general term that we adopt throughout the remainder of the paper, which can refer to an exon, a subset of exons or all exons for a gene model. Gene expression is measured by the number of reads mapped to a gene. Thus, RNA-seq results in a discrete measurement for gene expression which is different from the fluorescence intensity measurement from microarray technologies that has been treated as a continuous variable. Consequently, the statistical methods used to analyze microarray data are not directly applicable and new statistical approaches that are appropriate to handle the RNA-seq data are urgently needed due to the huge amount of data being generated.
Detecting differentially expressed (DE) genes across treatments/conditions is an essential step and sometimes the major goal in the statistical analysis of RNA-seq data. The identification of DE genes helps to understand the function of genes when cells respond to different treatments/conditions. In addition, detecting DE genes can be a pre-step for clustering gene expression profiles or testing gene set enrichments. Due to the short history of RNA-seq and its continuous development, there are no standard methods available yet to detect DE genes based on such data. Many statisticians have been working on this subject, and hence, several papers have been published and more are probably on their way to appear. In this manuscript, we first review the currently available methods to detect DE genes including the information about how to download the corresponding packages in freely available software R. We then compare their performance on significance ranking of genes through simulation studies under various settings mimicking real data.
We also examine the false discovery rate control of different procedures which is a necessary step in such a high-dimensional testing problem in genomic data analysis.
Our results have indicated baySeq has the highest control at low rates of false positives. We also find that TSPM and GLM do not perform nearly as well as the other methods under comparison in experiments involving small replicates, namely when n = 2. Among those methods that control for the false discovery rate, we have found situations where the true FDR is actually much larger than expected. Our study allows for transparency in the strengths and weaknesses of these methods, which is potentially useful for scientists analyzing future RNA-seq experiments.
Review of Methods to Detect Differentially Expressed Genes based on RNA-Seq Data
In order to detect which genes are differentially expressed (DE), statistical hypothesis tests are in order. Due to the small number of replicates typically spent for RNA-seq experiments, nonparametric methods do not offer good power. Hence, current statistical methods to detect DE genes are based on parametric models for RNA-seq data. Three discrete probability distributions have been proposed to model the count data from RNA-seq experiments: binomial, Poisson and negative binomial (NB). It can be shown mathematically that if the number of reads is large, which is true for RNA-seq data, and the probability of a read mapped to a given gene is small, then the binomial distribution can be well approximated by the Poisson distribution. In early RNA-seq studies using a single source of RNA, the distribution of counts across technical replicates for the majority of genes was reported to fit well to a Poisson distribution [16] [4] . However, one limitation with the Poisson distribution is that the variance is equal to the mean. When there are biological replicates, RNA-seq data may exhibit more variability than what is consistent with Poisson distribution, i.e., the variance is likely to exceed the mean for considerably many genes [1] . This phenomenon is called overdispersion. For over-dispersed data, Poisson-based analyses will be prone to high false positive rates resulting from underestimation of sampling error. Quasilikelihood approach can be applied because it introduces a scaling factor for the variance so that it is allowed to differ from the mean. Assuming NB model instead of Poisson is another way to deal with over-dispersed data because NB distribution specifies that the variance is greater than the mean. Because biological replicates are essential in reaching biologically interesting results, we hope all experiments to be designed include biological replicates. Because of this, we only review the currently available methods that have the ability to handle overdispersion. Generalized linear model (GLM) anlaysis can be performed for RNA-seq data as well. For
Poisson response, the log-link function is typically used. Based on GLM, we can estimate the ratio of variance and mean by −2 log Λ/(n − p), where n is the number of observations, p is the number of free parameters, and Λ is the likelihood ratio comparing our Poisson model with the saturated Poisson model that estimates E(Y ijk ) by Y ijk . If the estimated ratio is greater than one, we take a quasi-Poisson likelihood approach. Otherwise, we perform test assuming no over-dispersion exists.
Methods based on Negative Binomial Distribution-Three methods that are implemented in R/Bioconductor packages; edgeR, DESeq and baySeq, are based on NB model. The method used in edgeR is the first proposed one and it was originally developed for serial analysis of gene expression (SAGE) data which can be considered as a smaller scale of RNA-seq data. The negative binomial distribution has been used as a natural extension of the Poisson distribution, requiring an additional dispersion parameter and thus allows extra variability than the Poisson distribution. Because costly replicates induce very small sample sizes for RNA-seq experiments, the estimation for the dispersion parameter is a challenging issue. Robinson and Smyth (2008) proposed to use a common dispersion for all genes to achieve a better estimate of the dispersion parameter. If the assumption that the dispersion parameter, which measures the extra variance compared with the mean, is the same across all genes, the common dispersion parameter can be estimated very accurately because a lot of data is used for this estimation. However, it might be rarely an appropriate assumption in practice. A better strategy is to allow different genes to have different dispersion parameters while the estimation of these dispersion parameters can be improved by borrowing information across genes using some appropriate statistical methods. Such strategies were used in microarray data analysis and many tests were developed that borrow information across genes to better estimate the variance (for example, [26] [5]) or both the mean expression and the variance [9] . Those tests were shown to have favorable performance when compared with tests without borrowing information. Following similar strategies, a moderated test was proposed for RNA-seq data and has been implemented in the package edgeR [21] . The test utilizes estimates of either a common dispersion or tagwise dispersions. In the former case, the method estimates a common dispersion for all the genes. In the later, tagwise dispersion, edgeR estimates separate dispersions for individual genes. Then further, for stabilization, which is needed due to the frequently unreliable estimates resulting from little data, an empirical Bayes strategy is employed to squeeze each tag-wise dispersion by a determined proportion towards the common value. This is claimed to be a less drastic stabiliation technique compared to a common value estimate. [21] To estimate the dispersion in either case edgeR implements a quantile-adjusted conditional maximum likelihood (qCML) method. This method equates library sizes by creating quantile-adjusted "pseudodata" then utilizes conditional maximum likelihood given the sums of counts for each gene, which is a generalization of restricted maximum likelihood (REML) [22] .
Anders and Huber (2010) also desired to borrow information across genes in order to better estimate the dispersion parameter. They made an assumption of a locally linear relationship between variance and the mean expression levels which allows the variance (or equivalently the overdispersion parameter) to be estimated using pooled data with similar expression levels. This was done since low numbers of replicates make a precise estimate of the variance difficult when Normalization-To use RNA-seq data to compare expression between samples, normalization is performed to adjust for varying sequencing depths and potentially other technical effects across replicates and is needed in all five methods reviewed above. One example normalizes the read counts by the total number of reads for each sample and the length of the gene. This method quantifies transcript levels in reads per kilobase of exon model per million mapped reads (RPKM) [17] .
However, when conducting DE analysis of the same genes between samples and not to compare genes to genes, the normalization with respect to gene length is not important (i.e. the biases will affect the same gene in the same way in different samples). If we don't consider the gene length, currently available normalization methods can be done with some scaling factor to the mean expression level. The simplest and most commonly used normalization factor is the total number of reads in the library, accounting for the fact that more reads will be assigned to each gene if a sample is sequenced to a greater depth [19] . However, typically the total number of reads is mostly contributed by a small group of abundantly expressed genes [4] . If this group of genes is differentially expressed, using the total number of reads would dramatically affect the results of detecting DE genes. Bullard et al. (2010) compared several normalization methods and found that using the 75th percentile of non-zero count distribution within each lane as a normalization factor is a more robust choice over the standard total-count normalization and the overall performance is best among those methods studied. The R/Bioconductor package DESeq estimates the normalization factor by the median of scaled counts which is a similar idea as the 75-percentile normalization.
The R/Bioconductor package, edgeR, uses a weighted trimmed mean of the log expression ratios (trimmed mean of M values (TMM)) [23] which is another robust normalization method. Based on our experience, the 75th percentile and the TMM method perform similarly.
Simulation Results
In this section, we present simulation studies to compare the five statistical methods reviewed above. An ideal simulation for our purpose would generate data similar to those produced by real RNA-seq experiments. We designed our simulation settings with the goal to mimic, as closely as possible, the data that can occur in an actual RNA-seq experiment. Details of each simulation follow, but first we present a brief overview. Simulation setting one was adapted from the simulation setting two studied by Auer and Doerge (2011) which generates both Poisson and over-dispersed Poisson with different degrees of overdispersion among genes. This is the one closest to real data among the three included in Auer and Doerge (2011). The second and third settings were generated based on a real data set from a maize study. Li We based our simulation settings 2 and 3 on the fitted statistics obtained from LCM samples.
The final simulation setting utilizes a real RNA-seq data set obtained from 69 lymphoblastoid cell lines (LCL) derived from unrelated Nigerian individuals [20] . The number of individuals (biological replicates) in the LCL data set allows us to apply a data-based simulation strategy that randomly samples individuals from this population and generates data based on real data without making any distributional assumptions. This strategy likely results in more realistic data than data simulated based on probability models.
Given the simulated data, we applied different tests to them as if they arise from a real RNAseq experiment. We then compare the results with the true mechanism used for data simulation. and declare them to be differentially expressed, our findings might include both truly differentially expressed genes (true positives) and non-differentially expressed genes (false positives). Given a list of declared DE genes and the information about which genes were generated to be truly DE and which genes are not, we can calculate the true positive rate (TPR) and false positive rate (FPR). TPR is defined as the proportion of true DE genes that are declared to be DE, while FPR is the proportion of non-DE genes that are also declared to be DE. As the number of declared findings change, or equivalently, the threshold for significance changes, different (TPR, FPR) pairs are generated. Plotting TPR versus FPR results in a Receiver Operator Characteristic (ROC) curve. Methods that rank the genes better would give an ROC curve with higher TPR than others for the same value of FPR. So examining ROC curves tells us about the ability of the approaches to rank the genes in order of differential expression. Secondly, we compare the results from different methods after controlling the false discovery rate (FDR). FDR measures the multiple testing error and its control is important for high-dimensional genomic data analysis and has been popularly applied in microarray and RNA-seq data analysis.
We compared the five following tests that produce p-values: edgeR, DESeq, TSPM, and GLM.
The package edgeR can be applied to two or more groups where at least one of the groups has replicated measurements. However, testing for differential expression is only allowed for pairwise comparisons [23] . Anders and Huber (2010) report that their results of edgeR did not depend on the choice of which options to use, common dispersion for all genes or tagwise (equivalently, genewise) dispersion. We applied the Benjamini-Hochberg (BH) procedure to control FDR at a 5% level and computed the TPR and the true FDR, the proportion of false positives out of the discoveries. For each simulation setting described below 10 independent data sets were generated and reported results are averaged over these 10 data sets. we only look at the range of small FPRs. All five methods gain power in increased replication from n=2 to n=5, with baySeq increasing the most and also performing most powerful. Applying Benjamini-Hochberg (BH) procedure to the list of p-values generated by edgeR (both modes of dispersion estimation), DESeq, TSPM and GLM, respectively, to control FDR at a 5% level, we see true FDR is unfavorably high in all methods except for GLM as replication increases (Table 1) .
So for most methods, the FDR is not in fact controlled to the desired level. RNA-seq expression data were simulated for an experiment involving g = 10, 000 genes and two treatment groups with two (or up to five) independent experimental units in each treatment group.
We first estimated the overall mean expression levels from LCM data obtained from Li et al. (2010) and fitted a Gamma distribution using maximum likelihood approach. We also estimated the half of log of fold-changes between the bundle sheath and mesophyll cells and then fitted a three-component normal mixture distribution to them using EM algorithm. One component is set to be zero so it corresponds to the non-DE genes. The other components have means 0.96 or -0.96 and same standard deviations 0.725 so we have both up-regulated and down-regulated genes. The mean for each gene in our simulation denoted λ 1 , λ 2 , . . . , λ g was drawn independently from the fitted gamma distribution with parameters α = 0.28 and β = 666 (gamma mean = αβ = 186.67). Then, the half log fold change in expression means between the two treatments/conditions for gene j, denoted by δ j for j = 1, ..., g was simulated as independent distributed draws from the fitted 3-component normal distribution where each component had an equal chance to be chosen. Then, of the simulated δ j we randomly selected a third and set δ j to zero whether it was originally set to be zero or not. As a consequence, the amount of non-DE genes varies between 1/3 and 2/3 of the total number of genes.
Gene-specific dispersions φ 1 , φ 2 , . . . , φ g were simulated as independent and identically distributed draws from a gamma distribution with parameters α = 0.85 and β = 0.5 (gamma mean = αβ = 0.425) following simulations by Hardcastle and Kelly (2010) . Let Y ijk denote the count measure for treatment i, gene j, and experimental unit k within treatment i (i = 1, 2; j = 1, . . . , g; k = 1, . . . , n).
Then conditional on δ 1 , δ 2 , . . . , δ g ; λ 1 , λ 2 , . . . , λ g ; and φ 1 , φ 2 , . . . , φ g , the counts, Y ijk , were simulated from NB with parameters mean λ ijk = λ j exp{(−1) i δ j } and dispersion = φ j , so that variance = λ ijk + φ j λ 2 ijk . The ROC curves plotted in Figure 2 show that baySeq:NB generates the best ranking of genes.
The method assuming Possion data in baySeq performed poorly (not shown) as the data are NB distributed. The ROC curves corresponding to edgeR:Tagwise and the indistiguishable curves of edgeR:common and DESeq performed closely to baySeq:NB. The methods of TSPM and GLM perform noticeably poorer than the other three, especially in the smaller replications (Figure 2 ).
For those methods based on NB distribution, this simulation shows that indeed they perform better when their model assumption is correct. Although TSPM and GLM incorporated tests to handle over-dispersion, it does not seem to do well for NB-distributed data with small number of replicates as we investigated here. The performances of edgeR and DESeq in terms of FDR control are similar and the FDR does seem to be controlled to the desired level ( Table 2 ). The FDR control for TSPM and GLM is not reliable for small number of replicates (n = 2) but the true FDR decreases to a desirable level as the number of replicates increases. 
Simulation 3:
This simulation is also based on the same data used for simulation 2 but we don't simulate the overall mean and the log-fold changes from fitted Gamma or normal distributions but directly use the empirically estimated values from the real data. Still, let Y ijk denote the count measure for treatment i, gene j, and experimental unit k within treatment i (i = 1, 2; j = 1, . . . , g; k = 1, . . . , n). Note that we looked at cases with n = 2, 3, 4 and 5 replicates for each treatment group. Two sets of counts, Y ijk , were simulated according to the data models:
P oisson(λ j exp{(−1) i δ j }) and N B(λ j exp{(−1) i δ j }, φ j ), respectively. The parameters λ and δ are empirically estimated from the maize LCM data set. In order to estimate δ, we implemented edgeR to determine DE genes. Given a p-value greater than 0.1, the half log-fold change, δ, was set to zero. Those genes with p-values less than 0.01 were declared DE and δ was estimated from the empirical half log fold change. This strategy allowed for an experiment involving g = 24, 121 genes.
Estimation of λ was set to be overall mean across treatment groups for each gene. We also applied edgeR to estimate separate dispersions for individual genes using the option "tagwise" when estimating dispersion parameters from the package. These tagwise dispersion estimates were used as the parameter φ, applied to the NB model.
All methods perform comparably well in detecting DE from Poisson distributed data particularly TSPM while baySeq:NB performs lowest, except GLM in the lowest replication of n = 2. All suffer a decrease in power when data was simulated from NB as opposed to Poisson distribution with most noticeable differences between the methods in small replications. TSPM and GLM decrease noticeably (at 5% FPR, the TPR drops 40% and 38.5%, respectively) and perform poorest ( Figure   3 ). At a controlled FDR level of 5%, both edgeR and DESeq give a conservative result with FDR at about half of the desired level for NB case (Table 4) this is also true of DESeq as well as GLM in Poisson case (Table 3) . In NB setting, GLM has a higher than desired rate for low replicates which decreases to slightly below 5% for larger replicates. The FDR control for TSPM, however,
shows a liberal behavior with higher true FDR than the desired level for the NB case for which the true FDR is 20% instead of the controlled level of 5% at n = 2 replicates (Table 4) . TSPM, on the other hand for Poisson, controls FDR level. 
Simulation 4:
This simulation is based on a large population based RNA-seq experiment which sequenced 69 lymphoblastoid cell lines derived from unrelated Nigerian individuals [20] . Each sample was sequenced at two separate labs (Argonne and Yale) on Illumina Genome Analyzer II instruments but the two labs generated reads with different lengths. For our simulation, we only selected one lane for each individual from those sequenced at Yale. After accounting for zero counts across all 69 samples we reduced the data from 41,466 to 33,442 genes. For each simulation we randomly selected and assigned n samples to each of two hypothetical treatment groups. Next, we randomly selected 14,000 genes and after excluding those with zero counts across both treatments, approximately 10,000 genes remained in each simulation. We expect no differential expression for these genes because the samples were randomly picked from the same population of 69 individuals. We simulated DE genes to a random sample of 20% of the total genes by scaling counts by exp{(−1) i δ j } where treatment group is indexed by i = 1, 2. We drew δ j for each intended DE gene independently from a two-component normal distribution with parameters: µ = (−0.5, 0.5) and standard deviation σ = (0.7, 0.7). We employed this simulation design for experiments with n = 2, 3, 4 and 5 replicates. This is a similar strategy to the one applied in Nettleton et al. (2007) where they looked at gene set analysis for microarray data. This simulation setting is expected to best mimic the real data because no distributional assumptions were imposed and all the counts have originated from real data.
The three methods based on NB models-edgeR, DESeq and baySeq-perform comparably while baySeq is obviously better for small FPR values. The range of small FPR values are of the most practical importance because, after controlling multiple testing error such as FDR, we rarely go down the significance list to a position with more than 5% FPR. For the smallest replication of n=2, TSPM and GLM perform much poorer than the other three, followed by a comparable performance in terms of power as replication increases (Figure 4 ). When we look at the FDR control, all methods do not control FDR well in this simulation setting, except GLM in larger replications (Table 5 ). 
Discussion
Due to the differences in generating microarray and RNA-seq data, methods appropriately considering the discrete distribution of RNA-seq data are important in obtaining meaningful results. In addition, the RNA-seq technologies and statistical methods for RNA-seq data are under continuous development. Timely review and comparison of the most recently proposed procedures are important in helping practitioners decide which procedure to apply. In this manuscript, we compared five recently proposed statistical methods including comparison of different options within applicable methods to detect differentially expressed genes based on RNA-seq data. We performed a variety of simulations that were based on different distribution models (Poisson, over-dispersed Poisson, or NB) and real data. We believe that results from simulated data that mimic the real data would provide a useful guide in choosing methods for analysis of data from RNA-seq experiments.
The results from ROC curves suggest that baySeq:NB performs best in terms of ranking genes according to their significance to be declared DE, especially for smaller values of FPR which is of most practical importance. Both edgeR (both versions) and DESeq perform similarly and close to baySeq. The results from TSPM and GLM are most variable and often the poorest. Please note that our simulated data comprised two, three, four, and five replicates because those are the numbers we encounter in our collaborative works with scientists. The behavior of TSPM and GLM would be improved for data with more replicates as shown in Auer and Doerge (2011).
In terms of FDR control, the results give a warning that in many cases, the FDR may not be controlled well as observed in the liberal rates of true FDR from our simulations. New investigations into the reasons why FDR is not controlled well and development of better methods are needed.
Meanwhile, we suggest practitioners use a more stringent FDR control to avoid excessive false discoveries.
Among the R packages that are freely available and compared in our manuscript, the flexibility of handling different experimental designs vary. All can deal with the simple case that compares two treatment groups from a completely randomized design. Some methods offer more flexibility in allowing more complex experimental designs and others allow alternative modes of estimation.
In the baySeq package, users can analyze experimental designs involving multiple sample groups.
All methods require replicates in at least one of the treatment groups except DESeq which allows analysis of experiments with no biological replicates in either of the experimental conditions. However, a design without replication is not recommended. Given these options, the choice of which method to use also depends on the experimental design.
