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AImtraet--The main aim of our work is to create an approximate solution to the ordinary differential 
equations (ODE's) which is continuously differentiable. For this purpose we add an extra term to any 
one step explicit method for solution of ODE's and this new method gives a continuously differentiable 
solution and "by stealth" the order of the solution's accuracy increases by one. 
INTRODUCTION AND DESCRIPT ION OF THE METHOD 
Recently we have discovered a lot of methods which are suitable for the realization, and are efficient 
in practice, for solution of ordinary differential equations (ODE's). The common property of these 
methods is that the approximate solution defined in some interval is not differentiable but a 
continuous function, so that they give only an external approximation of the solution, because the 
consistency of the numerical method requires the differentiability of the solution. This observation 
was first made in Ref. [1] with the proposition of a family of methods constructed by spline 
function. This idea was developed by several authors [2-4] in order to improve the properties of 
realization, but these methods have not been employed in practice on a large scale. 
We present an approach different from those that are mentioned above. The implementation f
the proposed method is not more difficult than the realization of any implicit single step method. 
The construction of the method is as follows. 
Let a differential equation be 
y '=f (x ,y )  xE[xo,xo+X]=: I  y(0)=y0 (1) 
and assume f (x ,y )~ C m in some domain G: 
G =:{(x ,y) lxe I ,  IlYll <g}.  
Further we assume that f satisfies the Lipschitz-condition i  G as well. We wish to construct an 
implicit single step method from a pth order explicit single step method in such a way that the 
approximate function is from the class C1(I). 
A general explicit single step method for problem (1) can be represented by the formula (see for 
example Refs [5], [8]): 
)7(x + h) = )7(x) + hdp()7, h,f).  (2) 
Instead of this method we propose the following modification as an implicit extension of equation 
(2): 
y(x + h) = y(x ) + hdp(y, h, f  ) + wh "+' (3) 
where p is the order of the method given by ~b in equation (2), and w is determined by the following 
condition: 
)7'(x + h) =f [x  + h, fi(x + h)], (4) 
where )7' (x + h) formally can be calculated from equation (3), but this calculation can be achieved 
easily only for Euler's method. In the case of a pth order (p > l) explicit single step method one 
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has to calculate the derivatives of function f To avoid this difficulty in the realization we use the 
Runge-Kutta lgorithm with continuously variable weights proposed by Sarafyan (in Ref. [6] and 
developed in Ref. [7]). 
STUDY OF LOCAL TRUNCATION ERROR 
To study the local truncation error of the method proposed above we can utilize the ideas given 
in Ref. [3], but it has to be remarked that our algorithm does not give a spline as an approximation 
of the solution of the original problem, but a spline-like C l [x0, x0 + X] function because on the 
subintervals [x~, x~+l], i = 0, 1 , . . . ,  equation (3) defines a nonpolynomial function. 
Theorem 
If the method given by equation (2) is a pth order single step explicit method andf~ C p+ l, there 
exists an h0 such that in the method (3) and (4) for all h ~< h0. w is determined uniquely and in 
this case method (3) and (4) defines a (p + 1)th order implicit single step method. 
Proof. By substituting equations (3) into (4) and constructing a single iteration we have: 
f'(x +h)=dp(fi, h,f)+hc~' (fi, h,f)+(p + l)wC'+')h'=f[x,y(x)+ hdp(fi, h,f)+ w~')h e+'] (5) 
and from equation (5) we discover that this iteration is contraction if hL/p + 1 < 1, where L is the 
Lipschitz constant of function f, so w exists and unique. 
By the assumption of the theorem we can write that 
1 
~(x + h) = y(x) + y'(x)h +... + ~,y(P)(x)h p + Ah p+ I + 0(hP+2), (6) 
p~ 
where 
1 A #----~.y(P+l)(x), 
(P + 
and y(x) is the exact solution. So we obtain that 
+ 1 ~P) x h p (A w)h p+l +0(hP+Z). fi(x +h)=y(x)+""  -~.y ( ) + + 
Consequently, from equation (4) and the Taylor series o f f  it follows: 
(7) 
y'(x) +. . .  + - -  
1 
1)[y~P)(x) + (A h- w)(p + 1)hP+ 0(h p+') (p i 
=f lx  + h,i~oly°)(x)hi +(A + w)hP+l +O(hP+2)] 
p+l 1 
= i~l=-- (i -- 1)v Y(°(x)h(i-1) .j¢_ O(hP+ 1). (8) 
From this we obtain: 
that is 
1 + (A + w)(p + 1) - --y(P l ) (x) ,  -p !  (9) 
1 A + w = ~_~_y~P+°(x),  (10) 
1 ) ! (p  + 
which completes the proof. 
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Remarks 
(1) Instead of equation (3) we can write 
~(x +h)=~(x)+hdP(~,h,f)+wthP+l +w~hp+2+'"wmhP+m (m~p)  
and similar equations to equation (4) can be written for the 2nd, 3rd . . . . .  m th derivatives 
of y(x + h), and the order of this method will be p + m, and the approximate solution 
belongs to C m. 
(2) Our single step method corresponds to the multi-step BDF method (backward 
differentiation formula, see Refs [5], [8]). 
(3) Note that the contraction umber in equation (5) is better by the factor (p + 1) -I than 
this is usual for the implicit methods. 
NUMERICAL EXAMPLES 
We have developed a computer program to realize the proposed method. The program is written 
in program language C, and it is capable of solving a general system of ODE's. Here we present 
two characteristic examples: 
y'=6y/x  
(I) [y (1 )= 1, exact solution y(x)= x 6, 
f y,=y2 
(II) [y(O) = 1, exact solution y(x) = 1/(1 - x). 
As we mentioned earlier, we applied the imbedded Runge--Kutta formulas of Ref. [7] to our method 
and these formulas have special features, namely the stepsize h can be varied continuously in the 
following form: 
h = cH (H is the "great" step size), 
where c ~ (0, 1], and the order of methods in Ref. [7] is 6 if c = 1 and 5 if c # 1. Furthermore, the 
derivatives of the approximate solution depend on c and we have found them the most satisfactory 
at c = 0.5 that is why we have chosen this value for c. 
In this case the basic imbedded formula is of order 5 and our equations (3) and (4) formula is 
of order 6. 
Finally we have to remark that i f f  depends only on x and indepent of y [y" =f(x,y)---f(x)] 
then our correction coefficient [w in equation (3)] will be zero, because quation (4) will be satisfied 
on the whole interval I independently of y. 
Example 1 
The solution of the first initial value problem, y = x 6, is a rather simple polynomial and serves 
to demonstrate he difference between the 5 and the 6 order formulas. Comparison of the fifth-order 
Runge--Kutta formula in Ref. [7] ~ and of our method 3~6 and of the exact solution is shown in 
Table 1. The stepsize is h = 0.1, which is great enough to show the differences between the methods 
and small enough to make contraction equation (5). 
Example 2 
The solution of the second initial value problem, y = 1/(1 - x), is not defined at x --- 1, and the 
Lipschitz constant of f tends to infinity if x tends to 1. The chosen stepsize was first h = 0.01 and 
then h = 0.001 and the comparison was made at x --0.98. The results are shown in Table 2. 
Table 2 shows that it would be an important question to determine the stability region of our 
method and it could be analysed in a subsequent paper. We only remark the interesting fact that 
if our method is applied for the explicit Euler's method then its stability region will be the same 
as the implicit (trapezoidal) Euler's method was, and this is an A-stable method. 
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Table 1 
x Y, .vs, fi6 Errors 
64 
2 63.999370 0.000630 
63.999998 0.000002 
729 
3 728.992579 0.00742 l 
728.999990 0.000010 
4096 
4 4095.958139 0.041861 
4095.999964 0.000036 
15625 
5 15624.840174 O. 159826 
15624.999878 0.000122 
46656 
6 46655.522639 0.477361 
46655.999654 0.000346 
I 17649 
7 117647.792162 1.203838 
117648.999144 0.000856 
262144 
8 262141.317518 2.682482 
262143.998109 0.001891 
531441 
9 531435.561740 5.438260 
531 440.996182 0.003818 
1000000 
10 999989.766856 10.233144 
999999.992832 0.007168 
Table 2 
h Y, .vs, fi6 Errors 
100 
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