We consider the Cacuhy problem for a viscous compressible rotating shallow water system with a third-order surface-tension term involved, derived recently in the modelling of motions for shallow water with free surface in a rotating sub-domain [18] . The global existence of the solution in the space of Besov type is shown for initial data close to a constant equilibrium state away from the vacuum. Unlike the previous analysis about the compressible fluid model without coriolis forces, see for instance [9, 15] , the rotating effect causes a coupling between two parts of Hodge's decomposition of the velocity vector field, and additional regularity is required in order to carry out the Friedrichs' regularization and compactness arguments.
Introduction
The nonlinear shallow water equation is used to model the motion of a shallow layer of homogeneous incompressible fluid in a three dimensional rotating sub-domain and, in particular, to simulate the vertical average dynamics of the fluid in terms of the horizontal velocity and depth variation. In general, it is modeled by the three dimensional incompressible Navier-StokesCoriolis system in a rotating sub-domain of R 3 together with a (nonlinear) free moving surface boundary condition for which the stress tension is evolved at the air-fluid interface from above and the Navier boundary condition of wall-law type holds at the bottom. Under a large-scale assumption and hydrostatic approximation, the nonlinear shallow water equation has been derived recently in [13, 18] . Usually, the nonlinear shallow water equations take the following form of compressible Navier-Stokes equations where h(t, x) is the height of the fluid surface, u(t, x) = (u 1 (t, x), u 2 (t, x)) ⊤ is the horizontal velocity field, u ⊥ (t, x) = (−u 2 (t, x), u 1 (t, x)), x = (
(∇u + (∇u) ⊤ ), g > 0 is the gravitational acceleration, f > 0 is the Coriolis frequency, ξ 0 and λ are the dynamical viscosities satisfying λ + ξ 0.
For the shallow water system (1.1), there is a mount of work to deal with the global well-posedness of strong solutions subject to some small initial perturbation of a constant state or the global existence of weak solutions for large initial data. When the viscosities satisfy ξ(h) = h and λ = 0, and the effect of the Coriolis force and/or third-order surface tension term is omitted (f = 0, β = 0), the local existence and uniqueness of classical solutions to the Cauchy-Dirichlet problem for the shallow water equations with initial data in C 2+α was studied in [4] using Lagrangian coordinates and Hölder space estimates. Kloeden and Sundbye [16, 22] proved the global existence and uniqueness of classical solutions to the Cauchy-Dirichlet problem using Sobolev space estimates by following the energy method of MatsumuraNishida [19] . Sundbye [23] proved also the existence and uniqueness of classical solutions to the Cauchy problem using the method of [19] . Wang-Xu, in [24] , obtained local solutions for any initial data and global solutions for small initial data h 0 −h 0 , u 0 ∈ H 2+s (R 2 ) with s > 0. The result was improved by
Chen-Miao-Zhang and Haspot to get global existence in time for small initial data h 0 −h 0 ∈Ḃ 0 2,1 ∩Ḃ 1 2,1 and u 0 ∈Ḃ 0 2,1 as a special case in [7, 15] . ChengTadmor discussed the long time existence of approximate periodic solutions for the rapidly rotating shallow water for initial data (h 0 , u 0 ) ∈ H m (T 2 ) with m > 5 where the viscous terms are absent (i.e. ξ = λ = 0 ) in [8] .
The global existence of weak solutions for arbitrarily large initial data is established in one dimension [17] , where the vanishing of vacuum states in finite time is shown, and in multi-dimensional bounded domain with spherical symmetry [14] with the help of the Bresch-Desjardins entropy [2] and the L 1 -stability compactness argument [20] . The global existence of weak solutions for arbitrarily large initial data is shown by Bresch-Desjardins [3] where additional drag friction and capillary terms are involved to construct an global approximate solutions. An related systems with a third-order term stemming from the capillary tensor also have been considered by DanchinDesjardins for a compressible fluid model of Korteweg type [12] with constant viscosity coefficients, and the global existence of strong solution is shown.
In the present paper, we consider the global existence of the Cauchy problem for the 2D viscous shallow water equations
which corresponds to (1.1) for the case 2ξ(h) = λ(h) = 2µh with µ > 0 a constant, and is derived recently in [18] with a third-order surface tension term involved by considering second order approximation and parabolic correction where β > 0 is the capillary coefficient. Although there are many mathematical results about the shallow water equations (1.1), there is no analysis about Eq. (1.2). It also should be mentioned that the global existence of weak solutions does not apply here since the Bresch-Desjardins entropy [2] is not satisfied for Eq. (1.2). In addition, the classical theory does not cover the case with coriolis force and capillarity term involved.
We investigate the global existence of strong solution in some Besov space. Although we also make use of the Hodge's decomposition to separate the velocity field into a compressible part and an incompressible part, unlike [9, 10] we finally obtain a coupled system due to the rotating effect of the Coriolis force. In fact, it can not be decoupled into a system involving only the compressible part and a heat equation containing only the incompressible part because of the appearance of the Coriolis frequency, which leads to a strong coupling between the gradient vector field part and divergence free part of the fluid velocity in terms of the Hodge's decomposition. Thus, we have to investigate the whole system of the height, the compressible velocity field part and the incompressible velocity field part. With the help of the Littlewood-Paley analysis and hybrid Besov spaces, we obtain the a priori estimates in Chemin-Lerner type time-spatial spaces which are necessary in order to use the interpolation theory of time-spatial spaces involving hybrid Besov spaces. Then we use a classical Friedrichs' regularization method to construct approximate solutions and prove the existence of a solution by compactness arguments. For the uniqueness of solutions, due to the contribution of the third-order surface tension term, we can prove it in a larger space than that for the existence and we do not need more regularity on the spaces.
For the convenience of the statement of main results, we note thatB
is a hybrid Besov space defined in the next section, the space E s is defined For the initial data h 0 , we suppose that it is a small perturbation of some positive constanth 0 . The main theorem of this paper reads as follows. 
satisfies:
where M is independent of the initial data.
The paper is organized as follows. We recall some Littlewood-Paley theories for homogeneous Besov spaces and give the definitions and some properties of hybrid Besov spaces and Chemin-Lerner type spaces in the second section. In Section 3, we are dedicated into proving of the a priori estimates. In Section 4, we prove the global existence and uniqueness of solution for small initial data by using a classical Friedrichs' regularization method and compactness arguments. such that
Let ϕ(ξ) be the function
Thus, ψ is supported in the ball {ξ ∈ R 2 : |ξ| 4/3}, and ϕ is also a smooth cut-off function valued in [0, 1] and supported in the annulus {ξ : 3/4 |ξ| 8/3}. By construction, we have
One can define the dyadic blocks as follows. For k ∈ Z, let
The formal decomposition
is called homogeneous Littlewood-Paley decomposition. Actually, this decomposition works for just about any locally integrable function which yields some decay at infinity, and one usually has all the convergence properties of the summation that one needs. Thus, the r.h.s. of (2.1) does not necessarily converge in S ′ (R 2 ). Even if it does, the equality is not always true in S ′ (R 2 ).
For instance, if f ≡ 1, then all the projections △ k f vanish. Nevertheless, (2.1) is true modulo polynomials, in other words (cf. [11, 21] 
A difficulty comes from the choice of homogeneous spaces at this point. Indeed, · Ḃs
= 0 means that f is a polynomial. This enforces us to adopt the following definition for homogeneous Besov spaces (cf. [10] ).
If m 0, we denote by P m the set of two variables polynomials of degree less than or equal to m and definė
For the composition of functions, we have the following estimates. 
Viscous Rotating Shallow Water Equations
We also need hybrid Besov spaces for which regularity assumptions are different in low frequencies and high frequencies [10] . We are going to recall the definition of these new spaces and some of their main properties. 
and
Let 
We will use the following interpolation property which can be verified easily (cf. [1] ).
,
Now, we define the following work space.
Definition 2.9 For T > 0 and s ∈ R, we denote
A priori estimates
Noticing that divD(u) =
∆u and substituting h by h +h 0 in (1.2), we have
For all s ∈ R, we denote Λ s f = F −1 (|ξ| sf ). Let c = Λ −1 divu and
to check that
Now, we can rewrite the system (3.1) in terms of these notations as the following:
where
For these equations, we study the following system:
where v is a vector function and we will precise its regularity in the following proposition.
dτ . The following estimate holds on [0, T ):
where C depends only on s,h 0 and coefficients µ, f, g and β.
Proof. Let (h, c, d) be a solution of (3.3) and we set
Thus, (3.3) can be transformed into
Applying the operator △ k to the system (3.4), we obtain the following system by noting (
To begin with, we consider the case where v = 0, K = 0 and F = G = P = 0 which implies that (3.5) takes the form 
The case of high frequencies
Taking the L 2 scalar product of the first equation of (3.6) withh k , of the second equation withc k , and the third one withd k , we get the following two identities:
Now we want to get an equality involving Λh k . To achieve it, we take L 2 scalar product of the first equation of (3.6) with Λ 2h k and Λc k respectively, then take the L 2 scalar product of the second equation with Λh k and sum with both last two equalities. This yields
Let K 1 > 0 be a constant to be chosen later and denote for k > 0
By a linear combination of (3.7) and (3.8), we can get
Using Schwartz' inequality, Young's inequality and Bernstein's inequality
we find, for any positive numbers
Thus, we need to determine the values of
One can verify that the above inequalities will hold if one has
Hence, we obtain
Therefore, there exists a constantċ > 0 such that
In the general case where F , G, P , K and v are not zero, we have, with the help of Lemma 6.2 in [10] , that 1 2
where k γ k 1 and s ∈ (0, 2].
The case of low frequencies
We replace the second equation of (3.8) by the following equation
Let K 2 > 0 be a constant to be chosen later and denote for k 0
A linear combination of (3.7), the first equation of (3.8) and (3.11) yields 1 2
Thus, we need to determine the values of K 2 , M 4 , M 5 and M 6 such that 4µ − 8
One can verify that the above inequalities will hold if one chooses
Therefore, there exists a constantc > 0 such that
) ,
Thus, combining two case of high and low frequencies, we obtain for any
where we choosec = min(ċ,c) and
. We are now going to show that the inequality (3.14) implies a decay for h, c and d.
The damping effect for h
Dividing (3.14) by α k , we get
Integrating over [0, t], we have
By the definition of α 2 k , we have
Thus, we have, by taking K large enough, that
Changing the functions (h,c,d,F ,G,P ) into the original ones (h, c, d, F, G, P ) and multiplying both sides of (3.16) by 2 k(s−1) . According to the last inequality, and due to (3.16) and (3.17), we conclude after summation on k in Z, that
(3.18)
The smoothing effects of c and d
Once the damping effect for h is established, it is easy to get the smoothing effect on c and d. Since (3.18) implies the desired estimate for high frequencies, it suffices to prove it for low frequencies only. We therefore suppose in this part that k 0.
Taking the L 2 scalar product of the last two equations of (3.5) withc k andd k respectively, we have 
Dividing by θ k and integrating over [0, t], we infer
Therefore, changing the functions (h,c,d,F ,G,P ) into the original ones, we get
) ) Using (3.18), we eventually conclude that
2,1 ) 2 dτ Combining the last inequality with (3.18), we complete the proof.
Existence and uniqueness
This section is devoted to the proof of the Theorem 1.1. The principle of the proof is a very classical one. We shall use the classical Friedrichs' regularization method, which was used in [5, 6, 7, 15] for examples, to construct the approximate solutions (h n , u n ) n∈N to (3.1), and then we will use Proposition 3.1 to get some uniform bounds on (h n , u n ) n∈N .
Construction of the approximate sequence
To this end, let us define the sequence of operators (J n ) n∈N by
and consider the following approximate system:
with ζ a smooth function satisfying
We want to show that (4.1) is only an ordinary differential equation in
We can observe easily that all the source term in (4.1) turn
For example, we consider the term
. By Plancherel's theorem, Hausdorff-Young's inequality and Hölder's inequality, we have
Thus, the usual Cauchy-Lipschitz theorem implies the existence of a strictly positive maximal time T n such that a unique solution exists which is continuous in time with value in
is also a solution of the following system:
The system (4.2) appears to be an ordinary differential equation in the space
Due to the Cauchy-Lipschitz theorem again, a unique maximal solution exists on an interval [0, T * n ) which is continuous in time with
Uniform bounds
In this part, we prove uniform estimates independent of T < T *
We shall show that T * n = +∞ by the Cauchy-Lipschitz theorem. Denote
whereC corresponds to the constant in Proposition 3.1 and A > max(2,C −1 )
is a constant. Thus, by the continuity we haveT n > 0. We are going to prove thatT n = T * n for all n ∈ N and we will conclude that T * n = +∞ for any n ∈ N. According to the Proposition 3.1 and the definition of (h n , u n ), the following inequality holds
Therefore, it is only a matter to prove appropriate estimates for F and u n · ∇c n . The estimate of F n 1 is straightforward. From Lemma 2.6, we have
With the help of Lemma 2.6 and interpolation arguments, we have
In the same way, we can get
To estimate other terms of H n 1 , we make the following assumption on E(0):
where C 1 is the continuity modulus ofḂ
From Lemma 2.6 and 2.3, and interpolation arguments, we havē
Similarly, we can get
Hence, from (4.4)-(4.6), we gather
Similarly, according to the Proposition 3.1 and the definition of (h n , u n ), the following inequality holds
The estimate of F n 1 is straightforward. From Lemma 2.6, we have
(4.10)
From Lemma 2.6, Lemma 2.3 and interpolation arguments, we havē
(4.12)
Hence, from (4.10)-(4.13), we gather
From (4.3), (4.8), (4.9) and (4.14), it follows
So we can choose E(0) so small that 1 + CA 2C 2 (1 + 4µh
ACE(0). So by continuity, for a sufficiently small constant σ > 0 we can obtain E(h n , u n ,T n + σ) ACE(0). This yields a contradiction with the definition ofT n . Now, ifT n = T * n < ∞, then we have obtained
Thus, we may continue the solution beyond T * n by the Cauchy-Lipschitz theorem. This contradicts the definition od T * n . Therefore, the approximate solution (h n , u n ) n∈N is global in time.
Existence of a solution
In this part, we shall show that, up to an extraction, the sequence (
to a solution (h, u) of (3.1) which has the desired regularity properties. The proof lies on compactness arguments. To start with, we show that the time first derivative of (h n , u n ) is uniformly bounded in appropriate spaces. This enables us to apply Ascoli's theorem and get the existence of a limit (h, u) for a subsequence. Now, the uniform bounds of the previous part provides us with additional regularity and convergence properties so that we may pass to the limit in the system. It is convenient to split (h n , u n ) into the solution of a linear system with initial data (h n , u n ) and the discrepancy to that solution. More precisely, we denote by (h n L , u n L ) the solution to the linear system
. Obviously, the definition of (h n , u n ) entails
where (h L , u L ) is the solution of the linear system
Now, we have to prove the convergence of (h n ,ū n ). This is of course a trifle more difficult and requires compactness results. Let us first state the following lemma.
Proof. Throughout the proof, we will note u.b. for uniformly bounded. We first prove that ∂ th n is u.b. in L 2 (R + ,Ḃ 0 2,1 ), which yields the desired result forh. Let us observe thath n verifies the following equation
According to the previous part, (h
2,1 ) which give the required result forū n by using the relation
Let us recall that
Results of the previous part and an interpolation argument yield uniform bounds for u n inL 
). The case of ∂ td n goes along the same lines. As the terms corresponding to
). Now, we can turn to the proof of the existence of a solution and use Ascoli theorem to get strong convergence. We need to localize the spatial space because we have some results of compactness for the local Sobolev spaces. Let (χ p ) p∈N be a sequence of C 2 ) and a subsequence (which we still denote by
Coming back to the uniform estimates of the previous part, we moreover get that (h,ū) belongs tõ Let us now prove that (h, u) := (h L , u L ) + (h,ū) solves (3.1). We first observe that, according to (4.1),
The only problem is to pass to the limit in
terms. This can be done by using the convergence results stemming from the uniform estimates and the convergence results (4.17) and (4.19).
As it is just a matter of doing tedious verifications, we show, as an example, the case of the term
We consider the decomposition
The last term tends to zero as n → +∞ due to the property of J n . As θL(h n ) and
, so that the third and the last terms also tend to 0 in L 1 (Ḃ 0 2,1 ). The other nonlinear terms can be treated in the same way.
We still have to prove that h is continuous inB 0,1+ε 2,1
and that u belongs to C(R + ; (B 0,ε 2,1 ) 2 ). The continuity of u is straightforward. Indeed, u satisfies
2,1 ) in view of the interpolation argument. In a similar argument, one can obtain u ∈ C(R + ; (Ḃ ε 2,1 ) 2 ). We have already got that
. Thus, there remains to prove the continuity of h inḂ 1+ε 2,1 . Let us apply the operator △ k to the first equation of (3.1) to get Now, we apply an energy method to (4.20) to obtain, with the help of Lemma 6.2 in [10] , that 1 2
where k α k 1. Integrating in time and multiplying 2 k(1+ε) , we get
2,1 ) and h divu ∈ L 1 (Ḃ 1+ε 2,1 ), we can get
Thus, |k| N △ k h converges uniformly in L ∞ (R + ;Ḃ 1+ε 2,1 ) and we can conclude that h ∈ C(R + ;Ḃ 
Uniqueness
Let (h 1 , u 1 ) and (h 2 , u 2 ) be solutions of (3.1) in E where
Similar to (3.1), we can get 
Moreover, from h 1 ∈ L 2 T (Ḃ 
2,1 ) .
Noting that h 1 , h 2 ∈ L ∞ T (Ḃ ,1 ) ). Thus, we obtain 
ACE(0)
to prove that (h 1 ,ũ 1 ) = (h 2 ,ũ 2 ) on the interval [0, T m ] with the same T m as in the above. Therefore, we complete the proofs.
