Abstract
Introduction
Re-identification of people in video is an important task. But despite its importance, this subject has not received its fair share of research attention. The purpose of this research is to investigate the re-identification of people in video based on their appearance. Given a video frame, one of the most distinguishing appearance features is the colour of people's clothing. Colour is an important attribute in video and is easily obtainable. But the downside of naively using colour as a dominant feature is that the recognition rate will drop. The reason for this is because different people might be wearing similarly coloured clothing. So to improve the re-identification, it is important to utilize the spatial distribution of the colour. This research has culminated in an appearance-based people descriptor that uses spatial colour distribution to obtain better re-identification results.
It can be seen from the literature that primarily three attributes of a person have been used for re-identification: Colour, Height and Gait. Some researchers have looked at texture but largely it is the combination of colour and some other feature that has been used for re-identification. All of these features can be obtained without the use of specialized cameras.
In this paper, we focus on the using spatial colour distribution to create an appearance-based descriptor for people. The aim is to improve the histogram model to create a more robust descriptor of people which can enhance the re-identification results. The descriptor is in the form of a histogram which can be used for matching. The advantage of using the histogram format is to leverage the use of existing histogram matching techniques.
Relevant Work
A review of the literature shows that a limited amount of work has been undertaken in the field of video reidentification. Within this limited research, the majority of research has concentrated on the matching aspects of the re-identification instead of modeling such as using classifiers. It can be shown in the review that most of the work has been based around simple histograms for colour modeling. There has been no serious attempt has been made to come up with a methodology to create a descriptor of a person based on spatial scattering of colour. Furthermore, it can be seen in the review that some of the techniques require learning from data which restricts these methods to cases where learning data is available. At the same time the importance of using colour histograms is also highlighted in this review.
M. Farenzena et al. (2010) proposed Symmetry-Driven Accumulation of Local Features [19] . A set of spatial features are obtained from head, torso and legs region. But the extraction of foreground requires training the model. Gheissari et al. (2006) combined the colour histogram with edgel histogram to create a signature for a person [5] . The salient edgels were recovered using a spatiotemporal segmentation algorithm. Matching was done using interest point operator approach and model based approach. But the histogram did not use any spatial information which could increase the re-identification. Goldmann et al. (2006) used colour histograms, colour structure descriptor and co-occurrence matrix [8] . The histograms were constructed by using average RGB colour space, HMMD colour space and pixel intensities. But the recognition was done using Gaussian Mixture Model (GMM), KNN and SVM and hence training data was required. Their work reports recognition using single and combination of features. The best recognition rate of 94.7% was reported for colour histogram with KNN. Javed et al. (2005) also used brightness adjusted colour histogram for tracking people between two cameras [4] . Brightness is adjusted by getting the Brightness Colour Transform between the two cameras. However, learning the colour transform required training data for learning limiting the application of such approach. This is because each time a camera is added to the network, the transform needs to be learned. Furthermore, it uses a simple colour histogram ignoring any spatial colour distribution.
Jaffre and Poly (2004) have used colour histogram to model the region below face [3] . In their work of automatic video indexing, they have used a face detector to locate the face of a person in a video. A colour histogram was created for the costume and matching was done using Bhattacharya Coefficient. However their work was restricted to TV videos where face could easily be detected. This means that their technique will not work in cases where face information is not available or the resolution is low. Surveillance videos are a prime example of low resolution video where it is not possible to use face recognition algorithm. Hahnel et al. (2004) used colour features and texture for people recognition [7] . The colour features included RGBL histogram, normalized RG histogram and colour structure descriptor defined in MPEG-7 standard. The recognition was achieved and compared for a Radial Basis Function (RBF) and KNN classifier. However this technique also required training data. Furthermore, the people detection was done using a blue screen background resulting in a perfect segmented person image. Of course, this is not the situation in real world where there is almost certainly some level of noise in the image. Again it should be noted that the best recognition results were obtained by using colour features. Nakajima et al. (2003) also used colour histograms, basic shape features and local shape features using convolution [6] . Simple shape features were extracted into histograms by counting the number of pixels in the segmented image. It is important to note that the best recognition rate was achieved by colour histogram using normalized RGB space. However, matching was done by Support Vector Machine (SVM) and K Nearest Neighbor (KNN) so training was required on hand-labeled data making its application less practical. Hence for each new person to be re-identified, training is required.
Wojtaszek and Laganiere (2002) used a simple colour histogram along with Earth Movers Distance matching for re-identification of people in a tracking system. However, their technique is tightly couple with the background subtraction technique to extract the region below the neck for colour histogram and tracking during which the histogram is created over a few sequences. This means that it will not work in situations where the people are identified using a direct detection technique like histogram of oriented gradients [2] . Furthermore, it ignores other colour information in the legs area which could make the histogram more distinctive. Adding the colour information of legs will add more discriminative power.
For gait alone, BenAbdelkader et al. (2004) used 4 gait features namely mean of oscillations, amplitude of oscillations, cadence and stride length to recognize people [9] . They used KNN for classification and the best accuracy was 49%. However, this recognition rate is far less than those reported in the literature. Similarly, Nixon Et Al. have reported gait-based recognition [10] . However, the study was conducted on a small data set of 5 people. However, this was only a single feature without incorporating any colour information.
Lastly, height has also been used in conjunction with other features. Madden & Piccardi (2005) have used colour histogram along with height estimation for people re-identification across cameras [12] . Again, there has been no attempt made to consider the spatial distribution of colour which could improve results.
One can see from the literature review that colour is a very strong attribute for re-identification and has been used in most of the relevant research. In some cases it has been used exclusively and in others along with other features. Furthermore, [6] , [7] and [8] have reported their best results have been obtained using colour histograms. On the other hand using no colour information indicates that ignoring colour information decreases the recognition rates. These studies confirm the effectiveness of colour histogram for people recognition.
Proposed Appearance Modeling
Colour is an intuitive appearance attribute. It is easily available from the image data. Colour is one of the most popular object attributes used for modeling. Use of histogram to model the colour information is a well researched area since it was first used by Swain and Ballard [11] . A histogram is fast to compute and provides rotation invariance. But there is one major drawback of using colour histograms: It does not retain the spatial colour distribution. Furthermore, many techniques are available for comparing histograms. In this research, we have taken an accumulative approach. We start with a simple colour histogram and then evolve it by adding spatial distribution to it.
Body Histogram
Given a person in an image, one way of capturing the colour information is to create a colour histogram of area under the bounding box. This has been the process used predominantly in the current research as described in the literature review. Adding the spatial attributes of colours will improve true positive rate in situations where someone's top colour is similar to another person's bottom colour and vice versa.
Top-bottom Histogram
The first step in improving a body colour histogram is to separate the histogram of the top body portion from the bottom. But a pre-requisite for using this method is to identify the torso and bottom or legs of people in an image. There are two ways to find the separation between the torso and legs. The first approach is to use the existing research and the second is to use the camera image to get the information. In this research, the first approach is used by leveraging existing research. In their research work, Park and Aggarwal [13] , they have used fixed proportions to identify the three body sections: head (16%), torso (29%) and legs (55%).
The top-bottom histogram ignores the information contained in the head section of the image. The primary reason to exclude it is because this colour information does not have the discriminatory power to contribute to the improvement of re-identification process. This is because there are two main sources of colour information: face and hair. But due to the resolution of images, it is hard to distinguish between different hair and face colours. Furthermore, it has been discovered that Hue component of face of most of the people is the same [14] . Therefore, the top-bottom histogram consists of a torso colour histogram and legs colour histogram. Both histograms are normalized to make it scale invariant. Experiments have shown that separating using top-bottom histogram greatly enhances the recognition results as compared to a simple histogram. This improvement is due to the consideration of spatial distribution of colour. A simple colour histogram does not make any distinction between torso and bottom colours; whereas, top-bottom histogram does.
Colour Context People Descriptor
The people descriptor uses histograms to model the colour and is able to incorporate the spatial colour information. It takes the colour distribution into account by separating the colour of lower body from upper body and by modeling torso colour with its spatial distribution. Concatenating lower body colour histogram with the upper body colour distribution to create a single distribution separates the lower body and torso distribution.
3.3.1
Torso Descriptor To incorporate spatial colour distribution of torso, histograms based on shape context scheme are created. Belongie et al. [16] described shape context structure for matching objects based on their shapes. The shape context structure consists of radial and angular distances that can be tuned to get the best results. The shape context results in a 2D structure that captures the relationship between points on the shape contour. The shape context structure is centered on few points around the contours and then matching is performed. The same structure has been adopted for this research to retaining the colour distribution in spatial domain using histogram, hence the name colour context histogram. Instead of using the structure at the edges of an object the shape context structure is placed at the centre of the object and histograms are created for each radial-angular cell. Each resulting histogram is concatenated generating a single description of the colour distribution. To create colour context histogram, a third colour dimension is added to the shape context structure. The third dimension data is simply a normalized colour histogram corresponding to a particular radial-angular region. This results in a 3D structure containing radial-angular colour distribution as shown below: Top-bottom histogram contains colour information for legs and background. Depending on the pose, the legs may contribute more or less colour information to the histogram. Therefore the bottom histogram for the same person will be different from pose to pose. Hence it is important to ignore the background pixels and only consider the legs' pixels to make the descriptor for discriminative. The main challenge of modeling the legs area is to correctly identify the valid pixels while ignoring the background. Given that this research does not require any background frame, the only information available is the colours and shape in the lower bounding box. We use histogram back-projection [11] to identify the pixels that belong to legs.
A colour histogram of a portion of legs area is constructed and back-projected on to the lower section of the bounding box to segment the legs' pixels. There is no post processing used after back-projection. The best portion to create the colour histogram from is the centre of the bounding box. The idea is to capture the most likely area of the legs. In the current research, 25% of the width of the bounding box and 25% of the height of the lower section of the bounding box is used empirically. It has been observed during experiments that these percentages work in most of the cases. The following figure shows the portion of the bounding box used for creating colour histogram for back-projection and segmentation results: The effectiveness of this method depends on the correct identification of torso and legs area in terms of colour separation. The proportions used for separating torso and legs may not apply to the colour boundary between legs and torso. In the cases where there the proportions are correct in terms of colour separation or there is little difference between torso and legs colour, this method works fine. But where these criteria fail, the segmented images are noisier because the histogram of legs area will contain colour from torso. If there is a large difference between torso and legs colour, back-projection will not correctly highlight the legs' pixels.
To improve the segmentation results, the above method is modified to find the best colour separation between the torso and the legs. A scan of the area in the vicinity of torso is made to find the largest colour mismatch. This technique empirically selects a rectangular area in the centre of the bounding box that has width and height equal to 25% of the width of the bounding box and 20% of the height (Ht) of the torso region. An area identical in width and height is selected under it. The scan starts at 0.4 * Ht above the torso line and stops at 0.8 * Hl, where Hl is the height of legs region. Colour histogram of both top and bottom rectangular areas are created and Bhattacharyya coefficient [15] is computed. Then the two rectangular areas are moved down and the Bhattacharyya coefficient is calculated in similar fashion. Any histogram matching technique could be used but we opted for Bhattacharyya coefficient.
The top and bottom regions generating the lowest Bhattacharyya coefficient gives us the least similarity in colour which indicates the best separation between torso and legs. So the line between these two regions is considered to be the new torso line. A Naïve Bayes Classifier is trained on different segmented images of legs for selecting the best segmented image. Given a list of input features, a Naïve Bayes Classifier uses Maximum A Posteriori (MAP) for classification as given below:
To train the classifier, the spatial distribution of pixels is taken into consideration. Each image is divided into n different sections horizontally. In the current research, n is empirically selected to be 8. Horizontal division of the image was selected to make the foreground invariant to the location of the legs in the image. The image is made scale invariant in y-direction by dividing the number of pixels per division by the height h of the division. This is shown below: The classifier is trained on a single class only. The class here represents a segmented legs image. Both segmented images are passed through the classifier and the one with the highest probability value is selected to be the best segmented image. Once a segmented image has been selected, the colour pixels corresponding to the segmented pixels are used to extract the colour information of the legs.
Bhattacharyya coefficient was used to match the histograms. Given two populations p(i) and p / (i) with N classes, the Bhattacharyya Coefficient is defined as: . Using this geometric analysis, if two distributions are identical, we get a value between 0 and 1 inclusive.
There are a few assumptions underlying the research. Firstly, it requires that the people are in upright pose and are fully visible. Secondly, it assumes that the people in the video are from the same session. In other words, their clothing has not changed. Lastly, the creation of the people descriptor requires a bounding box already defined around the people.
Experiments
An incremental approach was taken during the experimentations. Different parameters were used during the experimentation. Four colour models, namely, RGB, HSV, XYZ and YIQ, were used. For histogram bins, 3 different sizes of 3x3x3, 8x8x8 and 12x12x12 were used. For colour context histogram, radial distances of 1 and 2 were used and angles of 4, 6, 10 and 12 were used. The combination of parameters resulted in 132 appearance models tested on each person. ROC curves, representing Sensitivity vs.1-Specificity, were obtained and results were compared. The results could not be compared with other related research as none of them used a public data set.
Datasets
There were two primary datasets used for experimentation. The first dataset is the (Context Aware Vision using Image-based Active Recognition) CAVIAR dataset [17] . The ground truth for the CAVIAR dataset is available and was used to get the bounding box around a person. The dataset was manually pruned to identify 21 different people over 3987 images. The second dataset was generated by recording indoor video at one of NICTA's research labs. To get the ground truth for NICTA dataset, Meanshift tracking algorithm [18] was used. The algorithm was manually initialized. For the NICTA dataset, 12 different people were identified over 3022 images. A third dataset was generated that combined all the images from both CAVIAR and NICTA datasets having 7009 images of 33 people.
Results
It can be seen as the simple colour histogram is evolved by adding spatial colour information, the performance or re-identification increases. Colour Context People Descriptor performed the best in most of the cases. On the other hand, body histogram was the worst performing technique in most of the cases. These results are given below: 
Conclusion
Colour information is an important feature in videos. But we need to also add spatial distribution of colour to improve colour-based re-identification. We have seen from the literature review that colour histograms contribute to the best re-identification results. However, when the colour information is ignored, the reidentification rate is low. It has been shown throw the experimentation that taking into account spatial distribution of colours improves the re-identification performance. Using People Colour Context Descriptor along with other features is definitely going to further improve the re-identification rate. This is the future direction of this research where features like height or gait could be used along with People Colour Context Descriptor to increase the accuracy of re-identification of people in video.
