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We investigate the spin dynamics in the two-dimensional spin-orbit coupled system subject to
an in-plane (x-y plane) constant electric field, which is assumed to be turned on at the moment
t = 0. The equation of spin precession in linear response to the switch-on of the electric field is
derived in terms of Heisenberg’s equation by the perturbation method up to the first order of the
electric field. The dissipative effect, which is responsible for bringing the dynamical response to an
asymptotic result, is phenomenologically implemented a` la the Landau-Lifshitz-Gilbert equation by
introducing damping terms upon the equation of spin dynamics. Mediated by the dissipative effect,
the resulting spin dynamics asymptotes to a stationary state, where the spin and the momentum-
dependent effective magnetic field are aligned again and have nonzero components in the out-of-plane
(z) direction. In the linear response regime, the asymptotic response obtained by the dynamical
treatment is in full agreement with the stationary response as calculated in the Kubo formula, which
is a time-independent approach treating the applied electric field as completely time-independent.
Our method provides a new perspective on the connection between the dynamical and stationary
responses.
PACS numbers: 71.70.Ej, 72.25.Dc, 73.43.Cd, 75.47.-m
I. INTRODUCTION
The phenomenon of the spin-Hall effect is the appear-
ance of lateral bulk spin current in the spin-orbit coupled
systems driven solely by applying an electric field [1, 2].
The fact that the spin-Hall current, arising from the sep-
aration of opposite spin orientations without breaking
the time-reversal symmetry, is dissapationless, has enor-
mous advantages in the development of spintronics [3].
A lot of attention has been devoted to investigating the
theoretical foundations [4–6] of the spin-Hall effect and
performing the experiments [7] that test the validity of
theory [8] and advance the technology of spintronics.
In two-dimensional (2D) spin-orbit coupled systems [9–
12], the spin-Hall effect becomes very important, not only
for its relation to the topological Berry phase [13–16]
but also for the development of the quantum spin-Hall
effect [17–19] (2D topological insulators) and Chern in-
sulators [20], where the definition of the bulk spin cur-
rent [21–23] plays the key role in the bulk-edge corre-
spondence [17]. Recently, it was shown that the spin-
Hall effect in the two-dimensional Weyl fermion system is
caused by the spin torque current [24]. The phenomenon
of the bulk spin current is usually understood as the sta-
tionary response of the system to the applied in-plane
electric field, which, as well known, can be directly cal-
culated by the Kubo formula. However, the dynamical
origin of this response remains rather mysterious. That
is, if the applied electric field is switched on at the mo-
ment t = 0, how does the (expectation value of) spin
dynamically evolve from its original in-plane direction to
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yield an out-of-plane component and eventually asymp-
tote to the stationary value?
The connection between the dynamical evolution and
the stationary response is essential to understanding the
underlying mechanism of the spin-Hall effect. This con-
nection has been addressed for the Berry curvature in-
duced spin dynamics in the 3D p-type semiconductor [4],
the 2D k-linear Rashba system [5], the semiclassical
Drude model [25], and the stationary response of the ki-
netic equation [26]. Recently, the spin dynamics in the
honeycomb lattice [27] has also been investigated using
the Landau-Lifshitz-Gilbert equation [28], by which the
classical and quantum correspondence appears at low-
energy spectra. Besides theoretical importance, under-
standing the dynamical evolution of spin is also crucial
to the performance of spintronic devices, which largely
depends on their response time to the applied field. In
this work, we focus on the two-dimensional spin-orbit
coupled system subject to a constant in-plane electric
field switched on at t = 0.
For the two-dimensional spin-orbit coupled systems,
the Hamiltonian before the electric field is turned on is
in general written as H0 = ǫk+σxdx(k)+σydy(k), where
ǫk is the kinetic energy, d is referred to as the effective
magnetic field, and σi are Pauli matrices representing the
real electron spin in the system. It follows from the alge-
bra [σi, σj ] = 2iǫijkσk that the equation of motion of spin
(i.e., spin precession) is described by the Larmor preces-
sion around the direction of d. As the quantum average
of spin is parallel to the effective magnetic field, its com-
ponent in the out-of-plane (z) direction remains zero if
the effective magnetic field is in the in-plane (x-y) direc-
tion. Therefore, in order to have a nonzero stationary
response of z component of spin, the effective magnetic
field has to be tilted from the in-plane direction by some
2mechanism.
It turns out that applying an in-plane electric field pro-
vides such a mechanism. The quantum average of spin is
given by the stationary response to the applied electric
field [16], which exhibits a nonzero component in the z
direction. That is, in the presence of an in-plane electric
field, the total Hamiltonian H = H0+eE ·x, when evalu-
ated as expectation values with respect to the eigenstates
of H0, can be rendered into the form σ · D(k), where
D(k) represents the new effective magnetic field and has
a nonzero z component. However, the dynamical origin
of the spin-z component — especially, the question how
the electric filed tilts the effective magnetic field from the
in-plane direction — remains obscure.
To address the dynamical issues, we treat the Hamilto-
nian as time-dependent by assuming that the electric field
is turned off for t < 0 and turned on for t > 0. Heisen-
berg’s equation is then used to solve the dynamical evo-
lution perturbatively up to the first order of the electric
field. In this dynamical picture, the effective magnetic
field becomes nonstatic due to the switch-on of the elec-
tric field and exhibits a time-dependent component on
the x-y plane. The time-varying effective magnetic field
is no longer aligned with the spin for t > 0 and therefore
drives the spin to precess around it.
The dynamical evolution is expected to asymptote to
a stationary result, where the spin and the effective mag-
netic field are aligned again. To obtain the asymptotic
behavior, we have to take into account the dissipative
process that attenuates and eventually ceases the spin
precession. The fundamental mechanism for the dissipa-
tion remains unclear and complicated [29], but it can
be phenomenologically implemented a` la the Landau-
Lifshitz-Gilbert equation [28] by introducing damping
terms upon the equation of spin dynamics obtained from
the first-order perturbation. Via the dissipative process,
the precession of spin gives rise a backreaction that al-
ters the effective magnetic field and tilts it from the x-y
plane. The resulting dynamical evolution asymptotically
approaches a stationary state, where the spin and the
effective magnetic field are aligned again and both have
nonzero components in the z direction.
Meanwhile, we also directly compute the stationary re-
sponse in a time-independent approach where the electric
field is treated as always turned on. The linear term of
the stationary response is exactly equal to the asymptotic
result obtained in the dynamical analysis. Our dynami-
cal treatment not only reveals the dynamical origin of the
spin-z component in terms of the dynamical response to
the switch-on of the electric field but also establishes its
connection to the stationary response. In particular, we
uncover that the dissipative effect is crucial for connect-
ing the dynamical and stationary responses.
This paper is organized as follows. In Sec. II, the spin
dynamics for spin-orbit coupled systems subject to an
constant electric field turned on at t = 0 is derived in
terms of Heisenberg’s equation up to the first order of
the electric filed. In Sec. III, the equation of spin dynam-
ics is explicitly solved for a two-dimensional system. By
phenomenologically implementing the dissipative effect,
the spin dynamics is shown to approach an asymptotic
result. In Sec. IV, we use the time-independent method
to directly calculate the stationary response of spin. The
linear response of the spin-z component is exactly the
same as the asymptotic result obtained from the spin
dynamics. The spin-Hall current in relation to spin-z
component is also discussed in this section. Finally, our
conclusion is summarized and discussed in Sec. V.
II. EQUATION OF SPIN DYNAMICS IN 3D
SYSTEMS
In the presence of a constant and in-plane electric field
E, the full Hamiltonian is given by
H = H0 + eE · x, (1)
whereH0 is the unperturbed Hamiltonian, and in general
can be written as the form
H0 = ǫk + σxdx(k) + σydy(k) + σzdz(k), (2)
where σx, σy and σz are Pauli matrices and represents
real electron spin. The Hamiltonian H0 is time-reversal
symmetric as it is invariant under the transformation of
σi → −σi, di → −di and k→ −k.
To study the spin dynamics, we have to treat the full
HamiltonianH as time-dependent with a time-dependent
E, assuming that E(t) → 0 as t → −∞ and E(t) → E0
as t →∞. Generally, it is challenging to solve the time-
dependent Schro¨dinger (or, equivalently, Heisenberg’s)
equation. One strategy is to expanded E(t) in a Fourier
series in time (e.g., see [30]), but adding the results of all
Fourier modes together usually only yields a formal sum
expression. Another strategy is to model E(t) as an ex-
ponentially growing function given by E(t) = E0e
st with
a regularizing parameter s > 0 (e.g., see [31, 32]). To
obtain the static response as the asymptotic result, the
regularization is removed in the end by taking the s→ 0
limit. However, removing the regularization also erases
the dynamical evolution in response to the switch-on of
E(t), which we aim to investigate.
We adopt a different approach, assuming that E(t) is
switched off for t < 0 and abruptly switched on to a
constant value E0 ≡ E for t > 0. More precisely, Eq. (1)
is modified as
H = H0 + eE · x θ(t), (3)
where θ(t) is the step function. The advantage of this
modeling is that H becomes time-independent again for
t > 0 and thus the evolution operator eiHt/~ can be easily
expanded order by order for t > 0, enabling us to con-
duct the perturbation method. One might raise doubt as
to whether the model is legitimate, as the abrupt switch-
on gives discontinuity at t = 0. It turns out nothing
3is illegitimate. Because the time evolution is governed
by the Schro¨dinger or, equivalently, Heisenberg’s equa-
tion, which is a first-order differential equation in time,
the resulting solution remains continuous (more precisely,
of class C0) with respect to t, even if the time-varying
potential is given discontinuous (more precisely, of class
C−1).1 By exploiting the fact that the solution is of C0,
we focus on the dynamics for t > 0 and take the value
at t = 0− as the initial condition for t ≥ 0+.2 The fact
that the resulting solution is continuous but not differ-
entiable at t = 0 (i.e., of class C0 but not C1) is just an
artifact due to the idealized (but still legitimate) model-
ing of abruptness of the switch-on. In reality, the electric
field can in principle be switched on as abruptly as pos-
sible, but it remain smooth if measured with arbitrarily
high resolution in time.
According to Eq. (3), the corresponding equation of
motion of momentum is given by
~
dkt
dt
= −eEθ(t). (4)
The solution of Eq. (4) is kt = k−eEt/~ for t ≥ 0, where
k is defined as the momentum at t = 0−. Because the
dynamics of momentum kt = k− eEt/~ shows that time
and electric field couples in the form Et, this implies that
the linear response is valid also for a very short time. The
Heisenberg picture of an observable O is defined as
OH(t) = eiHt/~Oe−iHt/~. (5)
The dynamics of spin can always be cast in the following
Heisenberg’s equation
∂
∂t
σ
H(t) = ΩH(t)× σH(t) (6)
for some function ΩH(t), which is referred to as the ef-
fective magnetic filed.3 Eq. (6) can be exactly solved if
Ω
H(t) = Ω is time-independent. For the time-dependent
effective magnetic field ΩH(t), as far as we know, Eq. (6)
has no exact solution in general due to the complication
that the unitary transformation for diagonalizing the ef-
fective magnetic field is time dependent.
We can solve Eq. (6) perturbatively by expanding the
effective magnetic field ΩH(t) in series of different orders
of the applied electric field: ΩH(t) = Ω0+Ω1(t)+o(λ
2),
1 For a first-order differential equation αx′(t) + βx(t) + f(t) = 0,
if the driving term f(t) is of class Cn, the resulting solution x(t)
is of class Cn+1. Also note that the step function θ(t) is of class
C−1.
2 Accordingly, in the rest of this paper, the equations of motion
are derived only for t > 0 (the point t = 0+ is not included),
unless stated otherwise.
3 Rigorously speaking, it is −ΩH , not +ΩH , that should be re-
ferred to as the effective magnetic field (in k space). In this
paper, we nevertheless call +ΩH the effective magnetic field for
convenience.
where Ω0 is of o(λ
0) and Ω1 is of o(λ). The dimension-
less perturbative parameter λ with |λ| < 1 is given as a
constat proportional to E as
λ =
el
~Ω0
E, (7)
where Ω0 = 2|d|/~ is the interband gap of the unper-
turbed system H0 and l denotes a length scale associ-
ated with k. The condition |λ| < 1 is understood as that
the energy induced by E has to be smaller than the in-
terband gap so that interaction between the upper and
lower bands remains negligible.4 The length scale l(k) is
about how far a wave packet centered at k travels and
therefore is given by l(k) = |vg(k)|t with vg(k) = ∇kǫk
being the group velocity of the band at the point k. The
|λ| < 1 condition then implies that the result of the first-
order perturbation is valid only if t is short enough. More
precisely, the short-time condition is given by
t <
~Ω0
evg|E|
. (8)
The spin is also expanded in series accordingly:
σ
H(t) = σH0(t) + σλ(t) + o(λ2). Up to the linear or-
der of λ, Eq. (6) can be written as
∂
∂t
σ
λ(t) = Ω0 × σ
λ(t) +Ω1(t)× σ
H0(t), (9)
where the unperturbed equation
∂
∂t
σ
H0(t) = Ω0 × σ
H0(t) (10)
was used. The right hand side of Eq. (9) exhibits two
different kinds of torque. The first one Ω0 × σ
λ(t) gives
the Larmor precession around the direction of the static
magnetic field Ω0. The second one Ω1(t)× σ
H0(t) gives
a non-Larmor precession.
As E is turned on at t = 0, the initial state at t = 0 is
given by the eigenstate of the unperturbed Hamiltonian
H0 denoted as |nk〉, with n being the band index. We
now apply the expectation value 〈nk|OH(t)|nk〉, which
is also simply written as 〈OH(t)〉. For the unperturbed
system, we have 〈nk|OH0 (t)|nk〉 = 〈nk|O|nk〉. Conse-
quently, Eq. (9) leads to
∂
∂t
〈σλ(t)〉 = Ω0 × 〈σ
λ(t)〉+Ω1(t)× 〈σ
H0(t)〉. (11)
4 Note that Ω0 → 0 as k → 0, and the condition |λ| < 1 cannot
be satisfied in the vicinity of the Gamma point k = 0. It is
a consequence of the fact that the perturbation method breaks
down whenever the energy levels become degenerate. However,
in the end when we sum up contributions over all points in
the bands, only those inside the annulus circumscribed by the
Fermi surface contribute. The region close to k = 0 is ex-
cluded and thus causes no problem. More rigorously, when
the whole of the system is considered, Eq. (7) is given by
|λ| = max
k
−
F
≤|k|≤k+
F
el(k)|E|/~Ω0(k), where k
±
F
are the upper
and lower bounds of the Fermi momentum.
4Eq. (11) is the equation of motion of spin subject to the
extra torque Ω1(t) × 〈σ
H0(t)〉 in addition to the Lar-
mor torque. Furthermore, 〈σH0(t)〉 is parallel (or anti-
parallel) to Ω0. This can be deduced from the fact that
the left hand side of Eq. (10) vanishes because 〈σH0 (t)〉
is independent of time. Therefore, the second term of
Eq. (11) becomes Ω1 × 〈σ
H0(t)〉 = ±Ω1 × Ω0/Ω0, i.e.,
perpendicular to Ω0. This implies that the linear re-
sponse 〈σλ(t)〉 is always perpendicular to Ω0,
Ω0 · 〈σ
λ(t)〉 = 0. (12)
Eq. (12) can also be obtained as follows. Because the
first term and the second term on the right hand side
of Eq. (11) is always perpendicular to Ω0 and Ω0 is
time-independent, we have ∂(Ω0 · 〈σ
λ(t)〉)/∂t = 0. This
implies Ω0 · 〈σ
λ(t)〉 is a constant for all time. On the
other hand, as the perturbation term 〈σλ(t)〉 vanishes
at t = 0, the constant is zero and therefore we obtain
Eq. (12). Furthermore, Eq. (12) also leads to the result
that |〈σH(t)〉|2 = |〈σH0 (t)〉|2 + o(λ2). This means that
the magnitude of spin remains unchanged up to the first
order. That is, even though the non-Larmor torque can
alter the magnitude of spin, the change is of o(λ2).
Up to the linear order of the applied electric field, the
second derivative of Eq. (11) can be written as
∂2
∂t2
〈σλ(t)〉 =Ω0 × (Ω0 × 〈σ
λ(t)〉)
+Ω0 × (Ω1 × 〈σ
H0(t)〉)
+Ω1 × (Ω0 × 〈σ
H0(t)〉)
+
∂Ω1
∂t
× 〈σH0 (t)〉.
(13)
For the first term, we have
Ω0 × (Ω0 × 〈σ
λ(t)〉) = Ω0 · 〈σ
λ(t)〉Ω0 − Ω
2
0〈σ
λ(t)〉
= −Ω20〈σ
λ(t)〉,
(14)
where Ω0 · 〈σ
λ(t)〉 = 0 [see Eq. (12)] is used. The third
term vanishes, i.e., Ω1× (Ω0×〈σ
H0(t)〉) = 0 because Ω0
is parallel to the unperturbed spin 〈σH0 (t)〉 = 〈σ〉, which
is independent of t. Therefore, the second derivative of
〈σλ(t)〉 is given by
∂2
∂t2
〈σλ(t)〉 =− Ω20〈σ
λ(t)〉 +Ω0 × (Ω1 × 〈σ
H0 (t)〉)
+
∂Ω1
∂t
× 〈σH0(t)〉.
(15)
Eq. (11), Eq. (12) and Eq. (15) play the key role in ob-
taining the spin dynamics, and can be further simplified
in two-dimensional systems. In the next section, we will
solve the spin dynamics in the intrinsic (impurity-free)
system.
III. INTRINSIC 2D SYSTEMS
In two-dimensional systems, both Ω0 and Ω1 lie on
the x-y plane; we have Ω0 = (Ω0x,Ω0y, 0) and Ω1 =
(Ω1x,Ω1y, 0). This implies that Ω1 × Ω0 is always per-
pendicular to the plane. To the first order of the electric
field, 〈σλ(t)〉 precesses around Ω0 but also tends to be
dragged out of plane at the same time. In this sense,
we separate the solution of 〈σλ(t)〉 into a harmonic term
describing the Larmor motion and an anharmonic term
describing the non-Larmor motion for the drag effect.
Therefore, the first order perturbation of spin 〈σλ(t)〉
can be separated into two parts,
〈σλ(t)〉 = ΣL(t) +ΣN (t). (16)
Σ
L is referred to as the Larmor component of spin and
is a harmonic function of time. ΣN is referred to as
the non-Larmor component of spin and is anharmonic in
time. Correspondingly, ΣL and ΣN respectively satisfy
∂
∂t
Σ
L = Ω0 ×Σ
L, (17)
and
∂
∂t
Σ
N = Ω0 ×Σ
N +Ω1 × 〈σ〉, (18)
where
〈σH0 (t)〉 = 〈nk|σ|nk〉 ≡ 〈σ〉 (19)
was used.
Eq. (17) shows that ΣL precesses around the static
magnetic field Ω0 harmonically and as a consequence the
magnitude |ΣL| is independent of time. On the other
hand, as Ω0 and Ω1 span the 2D plane, the third term
at the right hand side of Eq. (15) is perpendicular to the
2D plane (the unperturbed spin 〈σ〉 is parallel to Ω0).
Furthermore, the second term at the right hand side of
Eq. (15) lies on the 2D plane. Therefore, the in-plane
spin, denoted as 〈σλ‖ 〉 = (〈σ
λ
x(t)〉, 〈σ
λ
y (t)〉). and the out-
of-plane spin, denoted as 〈σλz (t)〉, satisfy the following
equations, respectively,
∂2
∂t2
〈σλ‖ (t)〉+Ω
2
0〈σ
λ
‖ (t)〉 = G‖(t),
∂2
∂t2
〈σλz (t)〉 +Ω
2
0〈σ
λ
z (t)〉 = Gz(t),
(20)
where
G‖(t) = (Gx, Gy) = Ω0 × [Ω1 × 〈σ〉] ,
Gz(t)eˆz =
∂Ω1
∂t
× 〈σ〉.
(21)
Importantly, Gz in Eq. (21) gives the dynamical origin
of the nonzero spin-z component. We note that Gz is
related to time derivative of Ω1, which is nonzero in gen-
eral.
5The unperturbed Hamiltonian of the spin-orbit cou-
pled systems in two dimensions can be written as (dz = 0)
H0 = ǫk + σxdx(k) + σydy(k), (22)
where ǫk is the kinetic energy, and dx and dy are func-
tions of momentum k = (kx, ky), which describe the
spin-orbit coupling. The eigenenegry of Eq. (22) satis-
fying H0|nk〉 = Enk|nk〉 is given by Enk = ǫk − nd,
where d =
√
d2x + d
2
y and n = ± represents the band in-
dex. For generic k-linear systems, di can be written as
di =
∑
j βijkj [16]. For the k-cubic Rahsba system [9],
dx = αhk
3 sin(3φ) and dy = −αhk
3 cos(3φ). For the k-
cubic Rashba-Dresselhaus system [10], dx = [αh sin(3φ)+
βh cos(φ)]k
3, and dy = [−αh sin(3φ) + βh sin(φ)]k
3. The
precession frequency is given by Ω0 = 2d/~. The ex-
pectation values of spin with respect to the unperturbed
eigenstates are given by 〈σ〉 = 〈nk|σ|nk〉, and we have
(see Appendix A)
〈nk|σx|nk〉 = −n
dx
d
= −n
Ω0x
Ω0
,
〈nk|σy |nk〉 = −n
dy
d
= −n
Ω0y
Ω0
,
〈nk|σz |nk〉 = 0.
(23)
Since Ω0 = (Ω0x,Ω0y, 0) lies on the plane, the quantum
average of spin-z component is zero, i.e., 〈nk|σz |nk〉 = 0,
as expected. To simplify the following calculations, we
define dx = d sin θ, dy = −d cos θ, and we have
∂θ
∂ka
=
∂
∂ka
tan−1
(
dx
−dy
)
=
1
d2
(
dx
∂dy
∂ka
− dy
∂dx
∂ka
)
.
(24)
The equation of motion of spin for the total Hamiltonian
H = H0 + eE · x is then given by
∂
∂t
σ
H(t) =
2dH(t)
~
× σH(t), (25)
where dH(t) = (dHx (t), d
H
y (t), 0). The corresponding ef-
fective magnetic field is given by ΩH(t) = 2dH(t)/~. Eq.
(5) can be perturbatively expanded up to first order of
eEaxa [33], and the result is given by
OH(t) = OH0(t) + eEa[Γa,O
H0(t)] + o(λ2), (26)
where OH0(t) = exp(iH0t/~)O exp(−iH0t/~), and the
operator Γa is given by
Γa =
i
~
∫ t
0
dt′eiH0t
′/~xae
−iH0t
′/~. (27)
By using Eq. (26) and Eq. (27), we have
dHi (t) = e
iHt/~die
−iHt/~
= di −
eEa
~
∂di
∂ka
t+ o(λ2).
(28)
We note that the result Eq. (28) is valid in a short time as
given in Eq. (8). The original (i.e., zeroth-order) effective
magnetic field is given by
Ω0 = (
2dx
~
,
2dy
~
, 0), (29)
and the first-order effective magnetic field is given by
Ω1 =
2
~
(−eEa
∂dx
~∂ka
t,−eEa
∂dy
~∂ka
t, 0) (30)
The magnitude ofΩ0 is |Ω0| = 2d/~ = Ω0. We first focus
on the solution of 〈σλz (t)〉. The solution of the Larmor
component ΣLz in Eq. (20) is obtained by setting Gz = 0,
and we must have ΣLz = A sin(Ω0t) + B cos(Ω0t). On
the other hand, as the first-order magnetic field Ω1 is
linear in time, its time derivative is a constant in time.
The solution of the non-Larmor component ΣNz must be
anharmonic, and thus, we have Ω20Σ
N
z = Gz,
ΣNz =
1
Ω20
(
∂Ω1
∂t
× 〈nk|σ|nk〉
)
z
=
1
Ω20
(
∂Ω1x
∂t
× 〈nk|σy |nk〉 −
∂Ω1y
∂t
× 〈nk|σx|nk〉
)
= −eEa
2
~2Ω20
[
∂dx
∂ka
(
−n
dy
d
)
−
∂dy
∂ka
(
−n
dx
d
)]
= −
neEa
~Ω0
∂θ
∂ka
.
(31)
Simply by requiring the ΣLz +Σ
N
z = 0 at the initial time
t = 0, we have the coefficient B = −ΣNz and we conse-
quently 〈σλz (t)〉 = Σ
N
z (1 − cos(Ω0t)) + A sin(Ω0t). Since
the z-component of Ω0 is zero, i.e., Ω0z = 0, the con-
dition Ω0 · 〈σ
λ(t)〉 = 0 cannot determine the coefficient
A. We have to consider the time derivative of 〈σλ(t)〉
together with the solution of the in-plane component of
spin.
The solution of the Larmor precession in the in-plane
direction is given by ΣL‖ = C‖ cos(Ω0t) + K‖ sin(Ω0t).
The non-Larmor precession in Eq. (20) is given by
Ω20Σ
N
‖ = G‖, and we have
Σ
N
‖ (t) = Σ
N
x (t)eˆx +Σ
N
y (t)eˆy
=
1
Ω20
Ω0 × [Ω1 × 〈nk|σ|nk〉]
=
1
Ω20
Ω0 × eˆz (Ω1x〈nk|σy |nk〉 − Ω1y〈nk|σx|nk〉)
= ΣNz (Ω0 × eˆz)t
=
(
−dy
neEa
~d
∂θ
∂ka
t
)
eˆx +
(
+dx
neEa
~d
∂θ
∂ka
t
)
eˆy.
(32)
By requiring that ΣL‖ +Σ
N
‖ = 0 at the initial time t = 0,
we have C‖ = 0. For the non-Larmor precession, we find
6that Eq. (18) is satisfied by substitution of Eq. (31) and
Eq. (32) into Eq. (18). Up to this step, the remaining
coefficients are Kx, Ky and A for direct precession. By
substituting ΣL‖ and Σ
L
z into Eq. (17), we can obtain
A = 0, Kx = −Ω0yΣ
N
z /Ω0, and Ky = Ω0xΣ
N
z /Ω0. Fur-
thermore, by using the conditionΩ0·〈σ
λ(t)〉 = 0, we have
Ω0xKx +Ω0yKy = 0, and it is easy to check that the re-
sult is satisfied. Therefore, the solution of 〈nk|σH(t)|nk〉
can be written as
〈nk|σH(t)|nk〉 = 〈σ〉+ΣN (t) +ΣL(t), (33)
where the Larmor component of spin ΣL = (ΣLx ,Σ
L
y ,Σ
L
z )
is given by [dx = d sin θ, dy = −d cos θ is used]
Σ
L(t) =ΣNz cos θ sin(Ω0t)eˆx +Σ
N
z sin θ sin(Ω0t)eˆy
− ΣNz cos(Ω0t)eˆz ,
(34)
and the non-Larmor component of spin ΣN (t) =
(ΣDx ,Σ
D
y ,Σ
N
z ) is given by
Σ
N =
(
Ω0 × Σ
N
z eˆz
)
t+ΣNz eˆz. (35)
For the Larmor precession [see Eq. (34)], the magnitude
of ΣL is |ΣL| = ΣNz , and Σ
L precesses about the in-
plane axis Ω0 with frequency Ω0 as can be verified from
Eq. (17). For the non-Larmor precession, the spin-z com-
ponent is not necessary to be zero. The spin-z component
behaves as ΣNz (1−cos(Ω0t)), which has a maximum value
2ΣNz and a minimum value 0.
The solution of the in-plane and out-of-plane compo-
nents of spin obtained in Eq. (33), Eq. (34) and Eq. (35)
can be recast into the following form [see also Eq. (B17)]
〈nk|σH‖ (t)|nk〉 = −n
Ω0
Ω0
+ΣNz (Ω0 × eˆz)
[
t−
sin(Ω0t)
Ω0
]
,
〈nk|σHz (t)|nk〉eˆz = Σ
N
z [1− cos(Ω0t)] eˆz.
(36)
The term linear in t for 〈σH‖ 〉 seems to grow arbitrarily
large with t, but this is only an artifact due to the pertur-
bation method, which is valid only for a short range of t
as delimited by Eq. (8). In fact, the time-dependent part
of 〈σH‖ 〉 and the whole part of 〈σ
H
z (t)〉 are both of o(λ),
reassuring |〈σH(t)〉|2 = 1+ o(λ2). From Eq. (36), we see
that, after E is turned on at t = 0, the out-of-plane com-
ponent 〈σHz (t)〉 arises from zero and begins a harmonic
oscillation around ΣNz with the frequency Ω0. The typ-
ical value of the frequency Ω0 on the Fermi surface is
about 1010 per second.5
In reality, after a while, the harmonic oscillation will
decay and 〈σH(t)〉 will asymptote to a new value due to
some dissipative process, which has not been taken into
5 For pure Rashba system, Ω0 ∼ 2αkF /~ and kF ∼ 10
−2A˚−1 and
α ∼ 10−3eV A˚ [for GaAs [34]], and we have Ω0 ∼ 1010.
consideration. The switch-on of E bridges the two time-
independent systems described by H0 and H0 + eE · x,
respectively. Measurement of the spin in the latter sys-
tem does not exhibit any harmonic oscillation, because
a time-independent system gives a stationary solution
(which will be the topic of Sec. IV). However, on the
other hand, if the latter system is transited from the
former system, the transition will induce a harmonic os-
cillation as we just calculated. Without any dissipative
process, the harmonic oscillation will remain persistent,
which is unphysical because after long enough the system
should become oblivious of when the transition has taken
place.
The exact mechanism for the dissipation is unclear and
complicated, but it can be implemented phenomenologi-
cally. In particular, the time-varying behavior of a mag-
netic dipole subject to a magnetic filed can be modeled
by various forms of the Landau-Lifshitz-Gilbert equa-
tion [28], which phenomenologically includes a damping
term to account for the dissipation. The Landau-Lifshitz-
Gilbert equation can be obtained more fundamentally
in the context of irreversible statistical mechanics [29].
Unfortunately, as the Landau-Lifshitz-Gilbert equation
models the time-varying behavior only for the magnetic
dipole but assumes the magnetic field as static, it does
not serve our purpose. Instead, we phenomenologically
model the dissipative process by introducing damping
terms directly upon the precessional equation Eq. (20):
∂2
∂t2
〈σλ‖ (t)〉+Ω
2
0〈σ
λ
‖ (t)〉+ β‖
∂
∂t
〈σλ‖ (t)〉 =G‖(t)e
−αt,
∂2
∂t2
〈σλz (t)〉+Ω
2
0〈σ
λ
z (t)〉+ βz
∂
∂t
〈σHz (t)〉 = Gz(t),
(37)
where the constants β‖ and βz are two damping param-
eters responsible for damping the harmonic oscillation.
For generality, we keep β‖ and βz as two different co-
efficients. Additionally, we also include an exponential
decay factor e−αt for the “source” term G‖(t). This fac-
tor is not only prescribed to subdue the pathological trait
of the linear growth in t for G‖(t) but in fact is required
to render the damping with β‖ consistent (as will be seen
shortly). Provided that the dissipative effects are strong
enough, i.e., phenomenologically characterized by
1
β‖
,
1
βz
,
1
α
≪
~Ω0
evd|E|
, (38)
the spin precession will reach an asymptotic state within
the valid range of time given by Eq. (8).
If we require that the solution of Eq. (37) agrees with
Eq. (36) when β‖, βz, α→ 0, we then have the new solu-
7tion
〈nk|σH‖ (t)|nk〉 = −n
Ω0
Ω0
+ΣNz
Ω20 (Ω0 × eˆz)(
Ω20 − αβ‖ + α
2
)2
×
[
e−αt(Ω20 − αβ‖ + α
2)t
+ (2α− β‖)
(
e−αt − e−
β‖t
2
+iΩ˜‖t
)
− Ω0e
−η‖t
2 sin(Ω˜‖t)
]
,
〈nk|σHz (t)|nk〉eˆz = Σ
N
z
[
1− e−
βzt
2 cos(Ω˜zt)
]
eˆz,
(39)
where the new oscillatory frequencies Ω˜‖,z are given by
Ω˜2‖,z = Ω
2
0 −
(
β‖,z
2
)2
. (40)
Prescribing β‖ 6= 0 gives rise to a pathological trait that
〈σH‖ (t)〉 in general becomes complex, with an imaginary
part of o(λ). This problem can be avoided by choosing
2α = β‖. (41)
Therefore, to implement dissipation consistently, inclu-
sion of the damping term with β‖ entails the exponential
decay term with α.
By defining
F0(t) =
Ω30
Ω20 − αβ‖ + α
2
e−αtt,
F1(t) =
Ω30(2α− β‖)(
Ω20 − αβ‖ + α
2
)2
(
e−αt − e−
β‖t
2
+iΩ˜‖t
)
,
F2(t) =
Ω40(
Ω20 − αβ‖ + α
2
)2 e− β‖t2 sin(Ω˜‖t),
F3(t) = e
−βzt
2 cos(Ω˜zt),
(42)
Eq. (39) can be rewritten as
〈σH‖ (t)〉 = −n
Ω0
Ω0
+ΣNz
(
Ω0
Ω0
× eˆz
)
× [F0(t) + F1(t)− F2(t)] ,
〈σHz (t)〉eˆz = Σ
N
z [1− F3(t)] eˆz,
(43)
which follows
∂
∂t
〈σH‖ (t)〉 = Σ
N
z
(
Ω0
Ω0
× eˆz
)
× [F ′0(t) + F
′
1(t)− F
′
2(t)] ,
∂
∂t
〈σHz (t)〉eˆz = Σ
N
z F
′
3(t)eˆz.
(44)
Eqs. (43) and (44) can be organized into the following
form
∂
∂t
〈σH(t)〉 = Ωλ(t)× 〈σH(t)〉+ o(λ2), (45)
with the effective magnetic field given by
Ω
λ(t) = Ω0
+ nΣNz
(
Ω0
Ω0
× eˆz
)[
− Ω0F0(t)− Ω0F1(t)
+
(
Ω0F2(t)− F
′
3(t)
)]
+ nΣNz eˆz
[
− Ω0 + F
′
0(t) + F
′
1(t)
+
(
Ω0F3(t)− F
′
2(t)
)]
+ o(λ2).
(46)
With β‖,z = 0 and α = 0, we have F0(t) = Ω0t, F1(t) =
0, Ω0F2(t) − F
′
3(t) = 0 and Ω0F3(t) − F
′
2(t) = 0, and
consequently Eq. (46) leads to
Ω
λ(t) = Ω0 − nΣ
N
z (Ω0 × eˆz)Ω0t+ o(λ)
≡ Ω0 +Ω1(t) + o(λ
2).
(47)
This affirms the consistency that the effective magnetic
field Ωλ(t) obtained from the equation of spin precession
is identical to ΩH(t) in Eq. (6), where our calculation
begins.
On the other hand, with β‖, βz , α > 0, we have
F0,1,2,3(t) → 0 for t ≫ 1/β‖, 1/βz, 1/α. Therefore, when
t is large enough, the spin and the effective magnetic field
asymptote to the fixed values:
〈σH(t)〉 → −n
Ω0
Ω0
+ΣNz eˆz + o(λ
2), (48)
and
Ω
λ(t)→ Ω0 − nΩ0Σ
N
z eˆz + o(λ
2) (49)
In the asymptotic limit, both the spin 〈σH(t)〉 and the ef-
fective magnetic field Ωλ(t) are parallel to each other and
have constant nonzero components in the out-of-plane
direction. The asymptotic values of 〈σH(t)〉 and Ωλ(t)
obtained from the dynamical response to the switch-on
of the applied electric field should be the same as those
obtained as the stationary response to the electric field
that is viewed as never-changing in time. In the next sec-
tion, we will perform the time-independent analysis upon
the time-independent Hamiltonian H0+ eE ·x. In terms
of the matrix elements with respect to the eigenstates of
H0, the full Hamiltonian H0 + eE · x takes the form
Hˆ = ǫk + σ ·D. (50)
The direction of the effective magnetic field (i.e.,D/D) as
a stationary response is in full agreement with the asymp-
totic value of the dynamical response given in Eq. (49).
Therefore, we have arrived at a good understanding
about the dynamical origin of the out-of-plane spin com-
ponent. In the beginning, before the electric field E is
turned on, the spin is aligned with the original effective
8magnetic filed Ω0, lying on the x-y plane. When E is
turned on at t = 0, it deflects Ω0 into Ω0 +Ω1 + o(λ
2),
which remains on the x-y plane. The spin is no longer
aligned with the new effective magnetic field and starts
to precess around it, thereby giving rise to the spin-z
component. The precession of spin alters the effective
magnetic field and tilts it from the x-y plane as a back-
reaction via the dissipative process. Eventually, the pre-
cession of spin and the evolution of the effective magnetic
field asymptotically reach a stationary balance, where the
spin is aligned again with the effective magnetic field and
has a nonzero spin-z component. The dissipative effect
plays a crucial role in establishing the stationary balance.
We close this section with a remark: The mathemat-
ical result obtained from solving Eq. (6) up to the first
order of the electric field should be the same with that
obtained directly from the Heisenberg picture. The later
calculation is presented in Appendix B.
IV. TIME-INDEPENDENT ANALYSIS
As demonstrated in the previous section, an effective
out-of-plane magnetic field is dynamically generated by
an in-plane electric field and it asymptotes to an asymp-
totic result. In this section, complementary to the dy-
namical treatment, we conduct a time-independent anal-
ysis to directly derive the stationary response to the ap-
plied electric field, which is now treated as always turned
on and completely time independent. It will shown that
the linear term of the stationary response is exactly equal
to the asymptotic response obtained in the dynamical
treatment.
The unperturbed Hamiltonian Eq. (22) is represented
in the spin space | ↑〉 and | ↓〉. In the basis |nk〉, H0
is diagonalized, while the total Hamiltonian is not but
reads as
H =
(
〈+k|H |+k〉 〈+k|H |−k〉
〈−k|H |+k〉 〈−k|H |−k〉
)
=
(
ǫk − d+ VE 〈+k|xa|−k〉eEa
〈−k|xa|+k〉eEa ǫk + d− VE
)
,
(51)
where we have defined 〈+k|xa|+k〉eEa ≡ VE and
〈−k|xa|−k〉eEa ≡ −VE , as in general the vector po-
tential 〈nk|xa|nk〉 depends on the band index n =
±. In general, the quantity VE ≡ eEa(〈+k|xa|+k〉 −
〈−k|xa|−k〉)/2 is not invariant under the gauge transfor-
mation |+k〉 → eiφ+(k)|+k〉, |−k〉 → eiφ−(k)|−k〉 unless
we choose φ+(k) = φ−(k). This raises an issue of how to
define a gauge-independent spin current in the spin-Hall
effect. Following Ref. [21], one has to apply an intricate
prescription to render the spin current gauge indepen-
dent. Nevertheless, up to the first order of the electric
field, the linear response is independent of VE and thus
free of this problem as will be seen shortly.
For the off-diagonal matrix elements of xa, we can
write 〈±k|xa|∓k〉 in terms of matrix elements of σz,
which is valid for all choice of wave functions, as proved
in Appendix A. Using Eq. (A7), we have
〈+k|xa|−k〉 =
1
2
〈+k|σz |−k〉
∂θ
∂ka
,
〈−k|xa|+k〉 =
1
2
〈−k|σz |+k〉
∂θ
∂ka
.
(52)
Substituting Eq. (52) into Eq. (51), H can be written as
H = ǫk + axτx + ayτy + azτz, (53)
where
ax =
1
2
Re〈−k|σz |+k〉
∂θ
∂ka
eEa
ay =
1
2
Im〈−k|σz |+k〉
∂θ
∂ka
eEa
az = VE − d.
(54)
The matrices τi, which are called pseudo-spin matrices,
are mathematically Pauli matrices, but they are not real
spin. This can also be seen as follows. The position op-
erator x and the electric field E are even under the time-
reversal transformation. The real spin is odd σi → −σi
and the momentum is also odd under the time-reversal
operation k → −k. The effective magnetic field d must
be odd under the time-reversal operation dx → −dx and
dy → −dy. This implies that the Hamiltonian H0 is in-
variant under the time-reversal transformation. Since the
HamiltonianH0 is invariant under time-reversal transfor-
mation, the Hamiltonian in the basis |nk〉 must not break
the time reversal symmetry. Therefore, we find that ax,
ay and az are even under time reversal operation, and
thus τi must be even, which means that τi are not the
real spin. In order to transform Eq. (53) back to the real
spin, we have to transform the spin in basis |nk〉 to the
spin space | ↑〉 and | ↓〉.
The original spin σi in basis |nk〉 can be written in
terms of the new spin matrices denoted as σ˜i. For the
spin-z component, we have
σ˜z ≡
(
〈+k|σz |+k〉 〈+k|σz |−k〉
〈−k|σz |+k〉 〈−k|σz |−k〉
)
=
2
∂θ
∂ka
eEa
(axτx + ayτy) .
(55)
For spin-x nd spin-y components, we have
σ˜x ≡
(
〈+k|σx|+k〉 〈+k|σx|−k〉
〈−k|σx|+k〉 〈−k|σx|−k〉
)
= −
dx
d
τz +
dy
d
2
∂θ
∂ka
eEa
(ayτx − axτy) .
(56)
and
σ˜y ≡
(
〈+k|σy |+k〉 〈+k|σy |−k〉
〈−k|σy |+k〉 〈−k|σy |−k〉
)
= −
dy
d
τz −
dx
d
2
∂θ
∂ka
eEa
(ayτx − axτy) .
(57)
9By using Eq. (A5), it is easy to show that σ˜i satisfies
the algebra of the Pauli matrices, i.e., {σ˜i, σ˜j} = 2δij
and [σ˜i, σ˜j ] = 2iǫijkσ˜k. By using Eq. (55), Eq. (56) and
Eq. (57), the Hamiltonian Eq. (53) can be written in
terms of σ˜i and the result is given by
H = ǫk +Dxσ˜x +Dyσ˜y +Dzσ˜z , (58)
where
Dx = −
dx
d
az = dx −
dx
d
VE ,
Dy = −
dy
d
az = dy −
dy
d
VE ,
Dz =
1
2
∂θ
∂ka
eEa.
(59)
Therefore, the Hamiltonian in terms of the expectation
values with respect to |±k〉 can be again cast into the
form H = ǫk +D · σ˜. That is, the spin is aligned with
an effective magnetic field given by Eq. (59). We also
find that D = (Dx, Dy, Dz) are odd under time-reversal
operation. Therefore, the Hamiltonian in terms of the
expectation values with respect to |±k〉 can be cast into
the form
Hˆ = ǫk +Dxσx +Dyσy +Dzσz , (60)
where σi are pauli matrices. Importantly, Eq. (60) shows
that the z-component of effective magnetic field is non-
zero. The effective magnetic field is being tilted up in
the presence of an electric field. In the absence of electric
field, Eq. (60) goes back to the unperturbed Hamiltonian
H0 = ǫk + σxdx + σydy. It should be noted that Dx
and Dy in Eq. (59) contain unphysical gauge-dependent
pieces involving VE . Nevertheless, the gauge-dependent
terms are of o(λ) and are exactly cancelled out when
we compute D/D (i.e., the direction of D) in the linear
response regime. Noting that D2 = d2 − 2VEd + o(λ
2),
we have
D
D
=
dx
d
eˆx +
dy
d
eˆy +
1
2d
∂θ
∂ka
eEaeˆz + o(λ
2). (61)
Therefore, up to o(λ2), the result of Eq. (61) is gauge
independent. We find that the direction of the effective
magnetic field given in Eq. (61) is exactly the same as
that of Eq. (49).
The eigenstates of Hˆ are given by
|Ψ−k〉 =
1√
2(1 + Dˆz)
(
1 + Dˆz
Dˆx + iDˆy
)
,
|Ψ+k〉 =
1√
2(1 + Dˆz)
(
−Dˆx + iDˆy
1 + Dˆz
)
,
(62)
where Dˆi = Di/D andD =
√
D2x +D
2
y +D
2
z . The corre-
sponding eigenenergies are given by Hˆ|Ψℓk〉 = Eℓk|Ψℓk〉
with Eℓk = ǫk − ℓD. In the absence of electric field,
the eigenenergy is given by Eℓk = ǫk − ℓd, which is the
eigenenergy of the unperturbed Hamiltonian H0. As
mentioned above, the spin is aligned in the direction
D/D, and by using Eq. (62), we have 〈Ψℓk|σ|Ψℓk〉 =
−ℓD/D. In the presence of the electric field, up to the
first order of E, we have
〈Ψℓk|σ|Ψℓk〉 = −ℓD/D
= −ℓ
dx
d
eˆx − ℓ
dy
d
eˆy,−
ℓ
2d
∂θ
∂ka
eEaeˆz + o(λ
2).
(63)
On the other hand, consider the projection of spin on the
D direction, which is given by
Σ̂c =
1
D2
D(σ ·D). (64)
By noting that D2 = d2 − 2VEd + o(λ
2), the spin Σ̂c =
(Σ̂cx, Σ̂cy, Σ̂cz) in the unperturbed basis |nk〉 is given by
〈nk|Σ̂cx|nk〉 = −n
dx
d
+ o(λ2),
〈nk|Σ̂cy|nk〉 = −n
dy
d
+ o(λ2),
〈nk|Σ̂cz|nk〉 = −n
1
2d
∂θ
∂ka
eEa + o(λ
2).
(65)
It can be shown that 〈Ψnk|σ|Ψnk〉 = 〈nk|Σ̂c|nk〉+o(λ
2).
Importantly, compare to Eq. (31), we have
〈nk|Σ̂cz |nk〉 = Σ
N
z . (66)
Eq. (65) and Eq. (66) are in full agreement with the
asymptotic response obtained in Eq. (49).
We close this section by showing the relation between
the spin current and ΣNz by using the Kubo formula [33].
The spin-z component satisfies the following continuity
equation [21, 35]
∂
∂t
Ψ†SzΨ+∇iRe
[
Ψ†Jzi Ψ
]
= Re
[
Ψ†
dSz
dt
Ψ
]
, (67)
where the conventional spin current Jzi is given by
Jzi =
1
2
{J~σz, vi}
= J
∂ǫk
∂ki
σz,
(68)
where vi = ∂H/~∂ki and J = 1/2 for spin 1/2 and so on.
The Kubo formula for spin current [4] is given by
J zi =
2q~
V
∑
n( 6=n′)
fnk
Im〈nk|Jzi |n
′
k〉〈n′k|vj |nk〉
(Enk − En′k)2
Ej , (69)
where n = ±, q = −e for an electron and fnk is the Fermi-
Dirac distribution. Use the matrix elements Eq. (A5) and
Eq. (A6) shown in Appendix A, we have
〈nk|σz |n
′
k〉〈n′k|vj |nk〉 =
−2id2
~(Enk − En′k)
∂θ
∂kj
, (70)
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which is purely imaginary. Substituting Eq. (70) into
Eq. (69), we have
J zi =
J
V
∑
nk
fnk
∂ǫk
∂ki
(
−n
2d
)
∂θ
∂kj
eEj
=
J
V
∑
nk
fnk
∂ǫk
∂ki
ΣNz
=
J
V
∑
nk
fnk
∂ǫk
∂ki
〈nk|Σ̂cz|nk〉+ o(λ
2).
(71)
In the second equality of Eq. (70), the definition of ΣNz
[see Eq. (31)] was used. The third equality of Eq. (70)
can be directly obtained from Eq. (60) in the linear re-
sponse regime, and the result is in agreement with the
Kubo formula. Furthermore, since the source term in
Eq. (67) is d〈nk|σHz (t)|nk〉/dt → dΣ
N
z /dt = 0, and thus
we find that the spin current shown in Eq. (71) is the con-
served spin current. Another definition of spin current
from the source term Jτi =
1
2{xi, dσz/dt} (spin-torque
current) has been shown to be zero in the presence of
constant electric field [15, 16], which is in agreement with
the present result. The spin-torque current is non-zero
only when the electric field is nonhomogeneous in the
space E exp(iqx), and Jτi will be the rate of change of
the torque spin density with respective to q in the limit
q → 0 [21]. In addition, Eq. (65) shows that the linear
response of the in-plane spin is zero. This can be seen as
follows. By using Eq. (A2) and Eq. (A6), we have
〈nk|σx|n
′
k〉〈n′k|vj |nk〉
=
2idy
En′k − Enk
−2id2
~(Enk − En′k)
|〈nk|σz |n
′
k〉|2
∂θ
∂kj
=
−4dyd
2
(Enk − En′k)2
|〈nk|σz |n
′
k〉|2
∂θ
∂kj
,
(72)
which is purely real, and therefore the imaginary part is
zero. For σy, similar to the derivation shown in Eq. (72)
(by using Eq. (A3) and Eq. (A6)), it can be shown that
〈nk|σy |n
′
k〉〈n′k|vj |nk〉 is also purely real.
V. CONCLUSION
We obtain the dynamical equation of spin in two-
dimensional spin-orbit coupled systems by solving
Heisengerg’s equation perturbatively up to the linear or-
der of the applied electric field, which is assumed to be
turned on at t = 0. As shown in Eqs. (29) and (30),
the switch-on of the electric field deflects the effective
magnetic field from its original direction by giving a time-
dependent component on the x-y plane. As the spin is no
longer aligned with the effective magnetic field, it starts
to precess around the new direction.
Taking into account the dissipative effect that atten-
uates and eventually ceases the spin precession, we phe-
nomenologically add damping terms upon the equation
of spin dynamics as in Eq. (37). The solution of the re-
sulting dynamics is given in Eq. (39) for the spin and
Eq. (46) for the effective magnetic field. When t is large
enough, the dynamical solution asymptotes to an asymp-
totic state given by Eqs. (48) and (49), where the spin
and the effective magnetic field are aligned again and ex-
hibit nonzero components in the z direction.
On the other hand, treating the applied electric field as
always turned on, we also directly compute the stationary
response in the time-independent approach by projecting
the full Hamiltonian on the spin space as in Eq. (60). The
stationary response is obtained in Eqs. (65) [and (66)],
which is exactly equal to the asymptotic result (48) ob-
tained from the dynamical treatment. The direction of
effective magnetic field [Eq. (61)] is also in agreement
with that of the asymptotic result [Eq. (49)]. Further-
more, the relation between the stationary response of the
effective magnetic field and the spin current is derived,
and the result is in agreement with the Kubo formula.
Our dynamical treatment reveals the dynamical ori-
gin of the spin-z component and provides a method to
study the connection between the dynamical and station-
ary responses. The dissipative effect is found to be crucial
for establishing the connection. However, our prescrip-
tion of dissipative effect remains phenomenological and
it should be derived more fundamentally by the methods
of irreversible statistical mechanics following the lines of
Ref. [29]. Furthermore, it has been shown in Ref. [36]
that, in a many-body interacting system, the stationary
effective magnetic field is created by the sum of the vector
d in Eq. (2) that accounts for the spin-orbit coupling and
a mean-field contribution derived from the many-body
problem. This seems to suggest that the dissipative effect
might be understood as the result of many-body interac-
tion in a mean-field theory approach. In the dynamical
treatment, we study the evolution of the expectation val-
ues of the kind 〈nk| · |nk〉 but disregard the off-diagonal
terms of the kind 〈+k| · |−k〉 and 〈−k| · |+k〉, while in
the time-independent approach, both are included [see
Eq. (57)]. The fact that the dynamical treatment with
dissipation asymptotically leads to the stationary result
of the time-independent approach strongly suggests that
the dissipative effect in the dynamical picture is closely
related to the equilibrium of the interband transition in
the stationary picture. This relation should become more
transparent if the dissipation can be more fundamentally
derived.
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Appendix A: Matrix Elements
In this appendix, we calculate unperturbed matrix el-
ements of the spin and velocity operators used in this
article without specifying any form of the wave functions
|nk〉. By using {σx, H0} = {σx, ǫk + σxdx + σydy} =
2ǫkσx+2dx, and 〈nk|{σx, H0}|nk〉 = 2〈nk|σx|nk〉Enk =
2ǫk〈nk|σx|nk〉 − 2nd〈nk|σx|nk〉. We have the diagonal
matrix element of σx in the helicity basis,
〈nk|σx|nk〉 = −n
dx
d
. (A1)
For the off-diagonal matrix elements, we note that
[σx, H0] = [σx, ǫk + σxdx + σydy ] = 2iσzdy. It follows
〈nk|σx|mk〉 =
2idy
Emk − Enk
〈nk|σz |mk〉. (A2)
Similar to the derivation, for the spin-y component, we
have
〈nk|σy |nk〉 = −n
dy
d
,
〈nk|σy |mk〉 =
−2idx
Emk − Enk
〈nk|σz |mk〉.
(A3)
For the spin-z component, we have {σz, H0} = 2ǫkσz,
and this implies −2nd〈nk|σz|nk〉 = 0. If the splitting d
is nonzero (the spin-orbit coupling does not vanish and
k 6= 0), we have
〈nk|σz |nk〉 = 0. (A4)
The off-diagonal matrix element of σz cannot be further
determined, and in general 〈nk|σz |mk〉 depends on the
choice of wave functions |nk〉. However, from σ2z = 1,
we have 〈+k|σzσz|+k〉 = 1. By inserting
∑
n |nk〉〈nk| =
1 into the result, we obtain 〈+k|σz |+k〉〈+k|σz |+k〉 +
〈+k|σz |−k〉〈−k|σz|+k〉 = 1. Because of 〈+k|σz |+k〉 = 0
as shown above, we have in general
|〈nk|σz |mk〉|
2 = 1, n 6= m. (A5)
The velocity operator is defined as vb = ∂H0/~∂kb =
∂ǫk/~∂kb + σx(∂dx/~∂kb) + σy(∂dy/~∂kb). By using
Eqs. (A2), (A3), the off-diagonal matrix element of ve-
locity operator is given by
〈nk|vb|mk〉 =
−2id2
~(Emk − Enk)
〈nk|σz |mk〉
∂θ
∂kb
, (A6)
where Eq. (24) was used. The off-diagonal matrix el-
ement of vb is related to the position operator xb by
vb = dxb/dt = [xb, H0]/i~. By using 〈nk|mk〉 = 0 for
n 6= m, we have
〈nk|xb|mk〉 =
i~
Emk − Enk
〈nk|vb|mk〉. (A7)
For the diagonal part of vb, by using Eqs. (A1) and (A3),
we can obtain 〈nk|vb|nk〉 = ∂Enk/~∂kb.
Appendix B: Heisebgerg operator
In this appendix, we directly obtain the solutions of
spin dynamics in terms of the time-evolving spin opera-
tors in the Heisenburg picture. We will show that the re-
sult obtained from the method of solving equation of mo-
tion is the same with that obtained from the Heisenberg
time evolution method. The Hamiltonian under consid-
eration is given by
H0 = ǫk +K, (B1)
where K ≡ σxdx + σydy, and dx and dy depends on the
momentum and the spin-orbit coupling. The band index
n is defined as Enk = ǫk−nd, and the diagonal matrix el-
ement of K is 〈nk|K|nk〉 = −nd. The Pauli matrices σx,
σy and σz satisfy {σi, σj} = 2δij and [σi, σj ] = 2iǫijkσk.
By using K2 = d2x + d
2
y ≡ d
2, we have K2m+1 = d2mK.
The time evolution operator of the unperturbed Hamil-
tonian is given by
eiH0t/~ = eiǫkt/~
[
cos
(
d
~
t
)
+
iK
d
sin
(
d
~
t
)]
. (B2)
The time evolution of σx, σy and σz under the unper-
turbed Hamiltonian can be written as
σ
H0(t) =eiH0t/~σe−iH0t/~
=σ cos2
(
d
~
t
)
+
i
2d
sin
(
2d
~
t
)
[K,σ]
+
1
d2
sin2
(
d
~
t
)
(KσK) .
(B3)
The operator [K,σ] is given by
[K,σx] = −2iσzdy, [K,σy] = 2iσzdx,
[K,σz ] = −2i(dxσy − dyσx).
(B4)
The operator KσK is given by
KσxK = 2dy(dxσy − dyσx) + σxd
2,
KσyK = −2dx(dxσy − dyσx) + σyd
2,
KσzK = −σzd
2.
(B5)
Therefore, we have
σH0x (t) = σx +
dy
d
sin (Ω0t)σz
−
dy(d× σ)z
d2
[cos (Ω0t)− 1]
σH0y (t) = σy −
dx
d
sin (Ω0t)σz
+
dx(d× σ)z
d2
[cos (Ω0t)− 1]
σH0z (t) = σz cos (Ω0t) +
(d× σ)z
d
sin (Ω0t) ,
(B6)
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where Ω0 = 2d/~ was used. In order to simplify the
calculations, we define dx = d sin θ and dy = −d cos θ,
and we have Eq. (24). For position operator xa, we have
xH0a (t) = e
iH0t/~xae
−iH0t/~
= xa + e
iH0t/~
(
i
∂
∂ka
e−iH0t/~
)
,
(B7)
By substitution of Eq. (B2), we have
xH0a (t) =xa +
[
∂ǫk
~∂ka
+
K
2d
∂Ω0
∂ka
]
t+
1
2
σz
∂θ
∂ka
[cos(Ω0t)− 1]
+
1
2d
∂θ
∂ka
(d× σ)z sin(Ω0t).
(B8)
In the presence of applied electric field, the operator
O can be perturbatively expanded up to the first order
of the electric field [33], and the result is given by
OH(t) = OH0 (t) + eEa[Γa,O
H0(t)] + o(λ2), (B9)
where the operator Γa is given by
Γa =
i
~
∫ t
0
dt′eiH0t
′/~xae
−iH0t
′/~. (B10)
By substituting Eq. (B6) and Eq. (B8) into Eq. (B9) and
Eq. (B10), after straightforward calculations, we have
σ
H(t) =σH0(t) +
i
~
[A1σx +A2σy
+A3σz +BK +C (d× σ)z ],
(B11)
where Ax1, Ax2, Ax3, Bx and Cx are for the spin-
x component, the spin-y component and so on. The
separation is convenient for obtaining the diagonal ma-
trix element 〈nk|(· · · )|nk〉 because 〈nk|σz |nk〉 = 0 and
〈nk|(d × σ)z |nk〉 = 0. The results of the spin-z compo-
nent are given by
Ax1 =it
dy
d2
[cos(Ω0)− 1]
∂dy
∂ka
,
Ax2 =− it
dy
d2
[cos(Ω0)− 1]
∂dx
∂ka
+ i
∂θ
∂ka
[
1
Ω0
sin(Ω0t)− t
]
,
Ax3 =it
∂
∂ka
(
dy
d
sin(Ω0t)
)
−
it2
2d
∂Ω0
∂ka
dy cos(Ω0t)
+
i~
2d2
∂θ
∂ka
[cos(Ω0t)− 1]dx,
Bx =i
∂θ
∂ka
[
1
Ω0
sin(Ω0t)− t
]
dy
d2
[cos(Ω0t)− 1]
−
i~
2d2
∂θ
∂ka
[cos(Ω0t)− 1]
dy
d
sin(Ω0t),
Cx =−
it2
2d
∂Ω0
∂ka
dy
d
sin(Ω0t)− it
∂
∂ka
[
dy
d2
(cos(Ω0t)− 1)
]
.
(B12)
By using 〈nk|σH0x (t)|nk〉 = 〈nk|σx|nk〉 = −ndx/d,
〈nk|σy |nk〉 = −ndy/d, 〈nk|K|nk〉 = −nd and neglect-
ing the irrelevant terms Cx and Ax3, we obtain
〈nk|σHx (t)|nk〉
=− n
dx
d
+
i
~
{
dy
d2
[cos(Ω0t)− 1]
int
d
(
∂d
∂ka
× d
)
z
− in
∂θ
∂ka
[
~
2d
sin(Ω0t)− t
]
dy
d
cos(Ω0t)
+
in~
2d2
∂θ
∂ka
[cos(Ω0t)− 1]dy sin(Ω0t)
}
=− n
dx
d
+
neEa
~
dy
d
∂θ
∂ka
[
1
Ω0
sin(Ω0t)− t
]
.
(B13)
Similar to the derivation of 〈nk|σHx (t)|nk〉, the spin-y
component is given by
〈nk|σHx (t)|nk〉 = −n
dy
d
−
neEa
~
dx
d
∂θ
∂ka
(
1
Ω0
sin(Ω0t)− t
)
.
(B14)
For the spin-z component, the coefficients are given by
Az1 = −it sin(Ω0t)
1
d
∂dy
∂ka
,
Az2 = it sin(Ω0t)
1
d
∂dx
∂ka
,
Az3 = −
it2
2
∂Ω0
∂ka
sin(Ω0t),
Bz =
it
d
∂θ
∂ka
sin(Ω0t) +
i~
2d2
∂θ
∂ka
[cos(Ω0t)− 1],
Cz =
it2
2d
∂Ω0
∂ka
cos(Ω0t)− it sin(Ω0t)
1
d2
∂d
∂ka
.
(B15)
By using 〈nk|σH0x (t)|nk〉 = 〈nk|σx|nk〉 = −ndx/d,
〈nk|σy |nk〉 = −ndy/d, 〈nk|K|nk〉 = −nd, 〈nk|σz |nk〉 =
0 and neglecting the irrelevant terms Cx and Ax3, we can
obtain
〈nk|σHz (t)|nk〉 =
neEa
~Ω0
∂θ
∂ka
[cos(Ω0t)− 1]. (B16)
By using the definition of ΣNz , the components of spin
can be written as
〈nk|σH‖ (t)|nk〉 = −n
Ω0
Ω0
+ΣNz (Ω0 × eˆz)
[
t−
sin(Ω0t)
Ω0
]
,
〈nk|σHz (t)|nk〉eˆz = Σ
N
z [1− cos(Ω0t)] eˆz.
(B17)
and we can see that Eq. (B17) is exactly the same with
Eq. (33).
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