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a b s t r a c t
We are concerned with subsets of Rd that can be tiled with
translates of the half-open unit cube in a unique way.We call them
rigid sets.We show that the set tiledwith [0, 1)d+s, s ∈ S, is rigid if
for any pair of distinct vectors t , t ′ ∈ S the number |{i: |ti−t ′i | = 1}|
is even whenever t − t ′ ∈ {−1, 0, 1}d. As a consequence, we
obtain the chessboard theorem which reads that for each packing
[0, 1)d + s, s ∈ S, of Rd, there is an explicitly defined partition
{S0, S1} of S such that the sets tiled with the systems [0, 1)d + s,
s ∈ S i, where i = 0, 1, are rigid. The technique developed in
the paper is also applied to demonstrate certain structural results
concerning cube tilings of Rd.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Let I = [0, 1)d, and S ⊂ Rd be a non-empty set. We say that the set I ⊕ S = {I + s: s ∈ S} is a
packing of Rd with (half-open) unit cubes if the members of I ⊕ S are pairwise disjoint. Observe that
I ⊕ S is a packing if and only if for every two vectors t, t ′ ∈ S there is an i ∈ [d] such that |ti− t ′i | ≥ 1.
The cube packing I ⊕ S of Rd is a tiling of F ⊆ Rd if F = I + S := {x+ s: x ∈ I, s ∈ S}. The set F is said
to be rough if for each u ∈ Rd the inclusion I + u ⊆ F implies that u ∈ S. If there are no other cube
tilings of F except I ⊕ S, then F is said to be rigid. Obviously, roughness implies rigidity.
A cube tiling I ⊕ T of Rd is 2-extremal if it is 2Zd-periodic and for every t ∈ T ∩ [0, 2)d there is
a unique t ′ ∈ T ∩ [0, 2)d such that t − t ′ ∈ Zd \ {0}. Lagarias and Shor conjectured in [13] that for
such a tiling, the set T decomposes into two explicitly defined parts T 0 and T 1 such that each of them
determines T . Their conjecture means simply that the sets F 0 := I + T 0 and F 1 := I + T 1 are rigid.
In [7], we confirmed this, proving a more general result on the rigidity of polyboxes. (We believe that
the notion of a polybox appeared therein for the first time.) It is of some interest whether there is
a more straightforward approach to such kinds of problems in the case of cube tilings. We address
this question in this note by offering two proofs of the principal result (Theorem 1). Interestingly,
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they somewhat resemble two of the fourteen proofs (collected by Wagon [19]) of the result that if
a rectangle can be tiled with rectangles each of which has at least one integer side, then the tiled
rectangle has an integer side. Our first proof resembles that of Douady, while the other resembles that
of Rochberg and Stein. We wish to underline that Theorem 1 concerns arbitrary cube packings while
the relevant result [7, Theorem 11.6] deals with 2Zd-periodic cube tilings. The corresponding result
conjectured by Lagarias and Shor is an immediate consequence of Theorem 3. Since their work relates
to Keller’s conjecture on cube tilings, we give applications of our results to these kinds of problems.
Quite a few works concerning cube tilings have appeared in recent years. Some of them relate
to the already mentioned Keller conjecture and its even more important predecessor, Minkowski’s
conjecture [3,2,4,5,14,15,12,16,18,17,21]; the others relate to Fuglede’s conjecture [6,8–11].
2. Results
Our main result reads as follows.
Theorem 1 (Rigidity Theorem). Let I⊕ S be a packing of Rd. Suppose that for every two vectors t, t ′ ∈ S,
if t − t ′ ∈ {−1, 0, 1}d, then the number |{i: |ti − t ′i | = 1}| is even. Then F = I + S is rough. A fortiori, F
is rigid.
The rigidity theorem can be rephrased:
Theorem 2. Let I ⊕ S be a packing of Rd and let u ∉ S. If I + u ⊆ I + S, then there are t, t ′ ∈ S such
that t − t ′ ∈ {−1, 0, 1}d and the number |{i: |ti − t ′i | = 1}| is odd.
Proof. We let u = 0 without loss of generality. In addition, we may assume that each of the cubes
I + s, s ∈ S, intersects I . The idea of the proof is to embed I ⊕ S into a properly defined parametrised
family V ∋ x → I ⊕ Sx, whose members are cube packings of Rd and coverings of I , and to show that
the assertion can be deduced by manipulating this family.
For every i ∈ [d], let
Ai = {a > 0: there is s ∈ S such that a = si}.
For a ∈ Ai, define the set S ia := {s ∈ S: si = a or si = a − 1}. Take any unit line segment
J = {u1} × · · · × {ui−1} × [0, 1) × {ui+1} × · · · × {ud} parallel to the ith axis and contained in I .
It is clear that if J intersects the cluster I + S ia, then it is actually contained in this cluster. In fact we
have more:
{u1} × · · · × {ui−1} × (−µia, 1+ µia)× {ui+1} × · · · × {ud} ⊂ I + S ia,
for every positive µia ≤ min{1− a, a}. Now, replace a by a variable ξ and define
S iξ =

t: there is s ∈ S ia such that sj = tj, if j ≠ i;
ti = ξ, if si = a; ti = ξ − 1, if si = 1− a

.
It is clear that all members of the one-parameter family
(a− µia, a+ µia) ∋ ξ → I ⊕ ((S \ S ia) ∪ S iξ )
are packings of Rd and coverings of I . Moreover, each of them consists of cubes that intersect I . Cubes
belonging to I ⊕ S iξ cover the same part of I independently of ξ ∈ (a − µia, a + µia), as illustrated
(see Fig. 1).
As the variable ξ depends on i and a ∈ Ai, it will be convenient to denote it by xia for our further
purposes. Thus, we have defined the collection of variables xia, i ∈ [d], a ∈ Ai. Let us denote by C the
vector space that consists of all indexed families u = (uia: i ∈ [d], a ∈ Ai) of reals. Now, for every
s ∈ S, we define a mapping fs: C → Rd by the formula
(fs(x))i =
xisi − 1 if si < 0,
0 if si = 0,
xisi if si > 0.
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Fig. 1. Three members of a one-parameter family. The unit cube is (partly) visible as the dark shaded parallelepiped. The
transparent cube that covers the parallelepiped part of the unit cube is fixed and belongs to each member of the family. The
remaining (solid) cubes form the subfamily I ⊕ S iξ .
Clearly, each fs is an Rd-valued polynomial function of the variables xia. As we wish fs(x), s ∈ S, to
form the set Sx, a common domain V for all fs has to be determined so that I ⊕ Sx is a packing of Rd
and a covering of I . Let
ε = min{µia : i ∈ [d], a ∈ Ai}
2
and
V = {u ∈ C :−ε < uia − a < ε, i ∈ [d], a ∈ Ai}.
Clearly, V is an open cube in C . To confirm that V can serve as the domain of our hypothetical
parametrised family, we have to show that if W ⊂ V is the set of all these u ∈ V for which I ⊕ Su is
both a covering of I and a packing, thenW = V .
Let c ∈ C be chosen so that cia = a, for every i ∈ [d] and a ∈ Ai. Clearly, c is the center of V and
Sc = S. Therefore, c ∈ W andwe conclude thatW is non-empty. Observe that in order to demonstrate
thatW = V it suffices to show that for everyw ∈ W , every i ∈ [d] and a ∈ Ai, the intersection of the
straight line ℓ = {u ∋ C : ujb = wjb whenever (j, b) ≠ (i, a)} with V is contained in W . By the same
reasoning as at the beginning of the proof, this will be the case if
ε ≤ min{uia, 1− uia}. (1)
By the definition of V and ε we have
1− uia > 1− (a+ ε) = (1− a)− ε ≥ µia − µia2 ≥ ε,
and
uia > a− ε ≥ µia − µia2 ≥ ε.
Therefore, (1) holds true and the proof of the equality V = W is concluded. 
Let x ∈ V and s ∈ S. It follows from the definitions of ε and fs that si and (fs(x))i have the same
sign. Let vol denote the standard volume measure in Rd. Then, we have
vol(I ∩ (I + fs(x))) =

i:si>0
(1− xisi) ·

i:si<0
xi,si+1 =: Ps(x).
Summing up with respect to s gives us
1 =

s
Ps(x) =: P(x).
Thus, P is a polynomial which is constant on V . Since the latter set is open, P is constant. We have
assumed that 0 ∉ S. This implies that each of the polynomials Ps, s ∈ S, is of positive degree. It is
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clear that in the expansion of Ps into monomials there is only one leading term, that is the term of the
greatest degree,
Qs(x) = (−1)|{i:si>0}|

i:si>0
xisi ·

i:si<0
xi,si+1.
Let us pick t ∈ S so that Pt is of maximal degree. Since P is constant, we deduce that there is t ′ ∈ S \{t}
such thatQt+Qt ′ = 0. It is easily seen that this equation is equivalent to saying that t−t ′ ∈ {−1, 0, 1}d
and the number |{i: |ti − t ′i | = 1}| is odd.
Proof. As before, we assume that u = 0 and I + s intersects I whenever s ∈ S. Choose t ∈ S so that
it has the maximum number of non-zero coordinates. Suppose first that this number is equal to d. Let
us define v ∈ Rd as follows:
vi =

ti + 1, if ti < 0;
ti, otherwise.
Clearly, v is an interior point of the unit cube I . Therefore, the cube εJ + v, where J = [−1, 1)d, is
contained in I for sufficiently small ε > 0. It is also covered by the cubes I + s, for s ∈ S. Let us define
T = {s ∈ S: v ∈ cl(I + s)}.
There is a γ > 0 such that B = γ J + v is covered by I + T , and, at the same time, included in I . Let
us split each factor Bi of the cube B into segments B0i = [−γ , 0) + vi and B1i = [0, γ ) + vi. Then
B decomposes into 2d cubes Bσ = Bσ11 × · · · × Bσdd , where σ ∈ {0, 1}d. Let us associate with each
Bσ its sign sgn(Bσ ) = (−1)i σi . For every set C ⊆ B which is a union of a non-empty subfamily of
{Bσ : σ ∈ {0, 1}d}, we define the index of C:
ind(C) =

Bσ⊆C
sgn(Bσ ).
Observe that if C = (I+ z)∩B, where z ∈ T , then C is a box and for each i ≤ d, the factor Ci is equal to
one of the three sets Bi, B0i , B
1
i . In particular, the index of C is well-defined, and is equal to zero if and
only if there is an i such that Ci = Bi. If Ci ≠ Bi for each i, then there is a τ ∈ {0, 1}d such that C = Bτ .
Consequently, zi ∈ {vi − 1, vi}whenever i ∈ [d], and
ind(C) = sgn(Bτ ) = (−1)|{i:zi=vi}| = (−1)|{i:zi>0}|.
Now, let T ′ be the subset of T consisting of all the z ∈ T such that zi ∈ {vi − 1, vi} whenever i ∈ [d].
We have
0 = ind(B) =

z∈T
ind((I + z) ∩ B) =

z∈T ′
ind((I + z) ∩ B) =

z∈T ′
(−1)|{i:zi>0}|.
Since t ∈ T ′, there has to exist an additional element t ′ ∈ T ′ such that the sets {i: ti > 0} and
{i: t ′i > 0} are of different parity, which together with the fact that T ′ consists of elements with
non-zero coordinates readily implies that the number |{i: |ti − t ′i | = 1}| is odd. Furthermore, by the
definitions of v and T ′, we have t − t ′ ∈ {−1, 0, 1}d.
Suppose now that the number of non-zero coordinates of t is smaller than d. As we can change the
order of coordinates if necessary, we may assume that there is a k ∈ [d] such that ti ≠ 0 if i ≤ k,
and ti = 0 otherwise. Let U ⊆ S consist of all those s for which ([0, 1)d + s) ∩ Rk × {0}d−k ≠ ∅. For
each x ∈ Rd, let xĎ = (x1, . . . , xk) be the projection of x onto Rk. Let UĎ be the image of U under this
projection. One can see that [0, 1)k ⊕ UĎ is a packing of Rk and a covering of [0, 1)k, and every cube
[0, 1)k+x, x ∈ UĎ, intersects [0, 1)k.Moreover, tĎ ∈ UĎ and all its coordinates are non-zero. Therefore,
the preceding part of the proof applies with S replaced byUĎ and t replaced by tĎ. Consequently, there
is a u ∈ UĎ such that tĎ−u ∈ {−1, 0, 1}k and the number |{i: |tĎi −ui| = 1}| is odd. Let t ′ be the element
of U which is projected on u. Since the first k coordinates of t ′ and u coincide, they are all different
from 0. According to the definition of t , the vector t ′ cannot have more than k non-zero coordinates.
Thus t ′ = (u1, u2, . . . , uk, 0 . . . , 0). Consequently, t and t ′ satisfy the conclusion of our theorem
(see Fig. 2). 
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Fig. 2. This picture illustrates the proof in the case d = k = 2. The shaded areas indicate all those cubes Bσ in the decomposition
of B for which sgn(Bσ ) = −1. The set T is equal here to {t, u, v}. Clearly, ind((I + t) ∩ B) = −1, ind((I + u) ∩ B) = 0. The
element t ′ , whose existence is guaranteed by our reasoning, coincides with v.
Fig. 3. Decomposition of a cube tiling of R2 into two rough parts: F 0 (white) and F 1 (black).
Remark 1. An inspection of either of the two proofs reveals that the assertion of Theorem 2 can be
strengthened: Let S ′ be the set of all those s ∈ S for which the intersection (I + s) ∩ (I + u) is non-
empty, andJ be the family of all sets ⟨s⟩ = {i ∈ [d]: 0 < |si − ui|}, s ∈ S ′. Then for each t ∈ S ′ such
that ⟨t⟩ is a maximal element ofJ with respect to the partial order defined by the inclusion, there is
a t ′ ∈ S ′ such that ⟨t ′⟩ = ⟨t⟩, t − t ′ ∈ {−1, 0, 1}d and {i: |ti − t ′i | = 1} is of odd cardinality.
Theorem 3 (Chessboard Theorem). If I ⊕ S is a cube packing of Rd, then there is a partition {S0, S1} of S
such that the sets F i = I + S i, are rough. The sets S i can be defined explicitly.
Proof. Let us define two relations∼ and≈ in S as follows:
s ∼ t if and only if s− t ∈ Zd,
s ≈ t if and only if s ∼ t and the number |{i: ti − si ≡ 1 (mod 2)}| is even.
Both of these relations are equivalences. Either each equivalence class A of the relation ∼ is an
equivalence class of ≈ or it splits into exactly two such classes A′ and A′′. Let us pick S0 so that if
A does not split, then A is contained in S0 or is disjoint from this set; otherwise, S0 includes exactly
one of the classes A′, A′′. It is easily observed that the sets S0 and S1 = S \ S0 satisfy the assumptions
of the rigidity theorem; therefore they define the desired partition (see Fig. 3). 
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Fig. 4. Each shade of gray represents one of the families of boxes I + (t + Zd) ∩ S, t ∈ S.
Let us remark that one of the sets S i is allowed to be empty.
The stronger version of Theorem 2 stated in Remark 1 can be applied to cube tilings of Rd.
Theorem 4. Suppose I ⊕ S is a cube tiling of Rd. For every t ∈ S and every ε ∈ {−1, 1}d there is a set
J ⊆ [d] of odd cardinality such that the vector t ′ = t+i∈J εiei (where the ei are elements of the standard
basis e1 = (1, 0, . . . , 0), . . . , ed = (0, . . . , 1)) belongs to S.
Proof. Clearly, we may assume t = 0. Let u = (1/2)ε. Since I ⊕ S is a tiling, I + u is contained in
I + S. Define S ′ andJ as in Remark 1. It is easily seen that 0 ∈ S ′ and ⟨0⟩ = [d]. Consequently, the
latter set is maximal in J . Thus, by Remark 1, there is a t ′ ∈ S ′ such that ⟨t ′⟩ = [d], and the set
J = {i ∈ [d]: |t ′i − ti| = |t ′i | = 1} is of odd cardinality. Observe that εi = −1 for i ∈ J if and only if
t ′i = −1, as in otherwise I + t ′ and I + uwould be disjoint. Thus, t ′ =

i∈J εiei. 
The above theorem is a slightly stronger version of [13, Lemma 2.1], where it is stated that J is non-
empty rather than of odd cardinality. The following corollary is an easy consequence of both results
and possibly belongs to folklore.
Corollary 5. If I ⊕ S is a cube tiling of Rd, then for every t ∈ S the set (t + Zd)∩ S is infinite (see Fig. 4).
One can show that for every x ∈ Rd, every integerm ≥ 2, and every t ∈ S the number of elements
of the set ([0,m)d+ x)∩ (t +Zd)∩ S is divisible bym. This result gives us more detailed information
about the sets (t+Zd)∩S than Corollary 5 but it is beyond the scope of this paper andwill be published
elsewhere.
Proposition 6. Suppose I ⊕ S is a cube tiling of Rd. If G = S ∩ Zd is a subgroup of Zd and there are
k = (k1, . . . , kd) ∈ Zd and a set L ⊆ [d] containing at least d− 2 elements such that:
(1) for every i ∈ [d], the multiple kiei of ei belongs to G,
(2) for every i ∈ [d] and l ∈ L, the coordinates ki and kl are relatively prime whenever i ≠ l,
then there is an m ∈ [d] such that em ∈ G.
Proof. By the preceding theorem and the fact that 0 ∈ S, there is a set J ⊆ [d] of odd cardinality such
that s =i∈J ei belongs to S. Obviously, s is also an element of G. If J is a singleton, then s is a vector
of the standard basis; therefore, it remains to consider the case |J| ≥ 3. Then there is an m ∈ J ∩ L.
Let n =i∈J\{m} ki. It follows from assumption (2) that km and n are relatively prime. Thus, there exist
non-zero integers x and y such that xn+ykm = 1.We have ns = nem+i∈J\{m} nei. Since the elements
nei, i ∈ J \ {m}, are multiples of kiei, they belong to G. Consequently, nem belongs to G. Now, we have
em = x(nem)+ y(kmem) belongs to G. 
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Theorem 3 is a generalization of Theorem 50 in [7]. It should be mentioned however that it can
be proved within the framework of the theory of polyboxes developed there. Theorem 2 relates to
Lemma31 in [7]. These results rest upon an ideawhich has already been exploited in [1] (see also [20]).
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