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ABSTRACT 
Characterizations are obtained of those linear operators on the m x n matrices 
over an arbitrary semiring that preserve term rank. We also present characterizations 
of permanent and rook-polynomial preserving operators on matrices over certain types 
of semirings. Our results apply to many combinatorially interesting algebraic systems, 
including nonnegative integer matrices, matrices over Boolean algebras, and fuzzy 
matrices. 
1. INTRODUCTION AND SUMMARY 
Suppose X is a field and .L is the set of all m X n matrices over X. If 1 
is a linear operator on & and f is a function defined on A, then T preserves 
f if f(T(A))= f(A) for all A in Jli. 
Frobenius (1897 [4]), Marcus and Moyls (1959 [8, 9]), and Marcus and 
May (1962, [7]) characterized those linear operators on & that preserve the 
determinant and characteristic polynomial, the rank, and the permanent, 
respectively. In 1983, McDonald [lo] f ound that the characterizations ob- 
tained for the first three functions were valid for more general rings. 
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Typically, the first operations that come to mind for preserving f turned out 
to be the only ones. For example, T preserves the characteristic polynomial 
iff T is a similarity transformation, transposition, or composition of such 
operations [4]. 
In 1984 and 1985 analogues of Marcus and Moyls’s work on rank were 
obtained by Beasley, Gregory, and Pullman [l-3] for certain types of 
semirings. These included such combinatorially significant systems as the 
nonnegative reals, rationals, and integers and the Boolean algebra of two 
elements. Their results also apply to fuzzy matrices. 
In this paper that work is continued. We obtain characterizations of those 
linear operators on m x n matrices over arbitrary semirings that preserve 
term rank (Theorem 1 and Corollary 1.1). We also characterize the linear 
operators preserving the permanent (Theorem 3 and Corollary 3.1) and those 
that preserve the rook polynomial (Theorem 4 and Corollary 4.1). However, 
for these last two functions we assume the matrices have their entries in an 
“antinegative” commutative semiring without zero divisors (these include 
the combinatorially significant systems mentioned above). 
Section 2 contains most of the definitions and notation. In particular, 
“semiring” is defined formally at its outset. In brief, a semiring is a ring with 
unity except that its nonzero elements are not required to have negatives. 
Matrix operations are defined over semirings as over rings, so are concepts 
such as invertibility and linearity. Rings, fields, and division rings are all 
semirings; so are Boolean algebras (with union for addition and intersection 
for multiplication). The nonnegative members P + of any subring P of the 
reals Iw form a semiring. The real unit interval IF = [0, l] is a semiring 
(max = + and min = x); it provides the scalars for the fuzzy matrices. 
The term rank of a matrix X, t(X), is the least number of lines (rows or 
columns) needed to include all the nonzero entries of X. 
In Theorem 1 and Corollary 1.1 in Section 3 we show that the following 
statements about a linear operator T on the m X n matrices over an arbitrary 
semiring are equivalent: 
(i) T preserves term rank, that is, t(T(X)) = t(X) (for all X); 
(ii) t(X) = t(T(X)) if t(X) < 2 (for all X); 
(iii) t(T(X)) = 1 if and only if t(X) = 1 (for all X); 
(iv) T(X) is a composition of one or more of the following operations on X: 
(a) permute the rows of X, 
(b) permute the columns of X, 
(c) replace X by [bi jxi j] where no bi j is a zero divisor or zero, . , 
and/or 
(d) if m = n, transpose X. 
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Antinegative semirings are those in which only zero has a negative. So no 
nontrivial ring is antinegative, but R +, H + (the nonnegative integers), 
Boolean algebras, and F are antinegative. In Theorem 3 of Section 5 we show 
that when T is a linear operator on the m x n matrices over an antinegative 
commutative semiring without zero divisors, then: 
(a) The following statements are equivalent: 
(i) T preserves the permanent, i.e., per(X) = per(T(X)) for all X; 
(ii) T preserves term rank, and the permanent of every “diagonal’ (see 
Section 5) of T(J) is 1, where J is the m X n matrix of 1’s. 
(b) Also the following are equivalent: 
(i) T preserves the rook polynomial; 
(ii) T is a composition of row and column permutations and (if m = n) 
transposition; 
(iii) T preserves term rank and T(J) = J. 
Note that Theorem 1 above allows two variations on (a)(ii) and (b)(iii). 
The following theorem (see Corollaries 3.1 and 4.1 in Section 5) is valid 
for nonnegative integer matrices, Boolean matrices, and fuzzy matrices 
among others (it does not apply to the nonnegative real or rational matrices): 
When T is a linear operator on the m X n matrices over an antinegative 
commutative semiring without zero divisors that has only one unit (multi- 
plicatively invertible element), then the following are equivalent: 
(i) T preserves the permanent; 
(ii) T preserves the rook polynomial; 
(iii) T preserves term rank; 
(iv) T(X) is the composition of a row permutation of X, a column permuta- 
tion of X, and/or (if m = n) transposition of X. 
2. DEFINITIONS AND NOTATION 
A semiring (see e.g., Gregory and Pullman [5] or Kim [6]) is a binary 
system (9, + , x ) such that (9, +) is an abelian monoid (identity 0), 
(9, X) is a monoid (identity l), x distributes over + , 0 X s = s X0 = 0 for 
all s in S, and 1 # 0. Usually 9’ denotes the system and X is denoted by 
juxtaposition. (Some authors do not require a semiring to possess a multiplica- 
tive identity.) 
Algebraic terms such as unit and zero divisor are defined for semirings as 
they are for rings. Algebraic operations on matrices over a semiring and such 
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notions as linearity and invertibility are also defined as if the underlying 
scalars were in a field. 
Here are some examples of semirings which occur in combinatorics. Let 
.9? be any Boolean algebra; then (S?, U , n) is a semiring. Let V be any chain 
with lower bound 0 and upper bound 1; then (59, max,min) is a semiring 
(a chain semiring). In particular, if IF is the real unit interval [0, 11, then IF is a 
semiring with max for + and min for X. If P is a subring of the reals Iw 
(under real addition and multiplication) and P + denotes the nomlegative 
members of P, then P + is a semiring. In particular h +, the nonnegative 
integers, is a semiring. 
We let .4!,,_(Y) denote th e m X n matrices over 9. The m X n matrix 
of l’s is denoted Jm,“; the m x m identity matrix is defined as if 9’ were a 
field and is denoted I,,; the m X n zero matrix is defined as if 5“ were a field 
and is denoted O,,,, ,,; the m x n matrix all of whose entries are zero except its 
ijth, which is 1, is denoted E,,. 
CONVENTIONS. From now on we will assume that 2 < rn < n unless 
specified otherwise. For the rest of this paper the subscripts m and n may be 
suppressed and ./? will denote ~?,,,,~(9), a fixed semiring 9 being 
understood. 
The pattern Aof a matrix A in M is the (0,l) matrix whose ijth entry is 
0 if and only if a, j = 0. We will also assume that x is in A(B), where B 
denotes the Boolean algebra of two elements ((0, l}, + , X ), where + is U 
and x is n. 
If A and B are in A, we say B dominates A (written B > A or A < R) if 
bij = 0 implies a, j = 0 for all i, j. This provides a reflexive, transitive 
ordering on _M. Notice that A < B and B < A implies A= z. In fact J?(B) 
is partially ordered by <, its lower bound is 0, and its upper bound is J. 
We’ll write A E B if A= 2, and A < B if A 1 B but A < B. 
Note that A < B iff A< B, and that A + B< A+ 8 for all A and B. 
A matrix M in Y is a monomial if it has exactly in nonzero entries-one 
in each row, one in each nonzero column. The pattern of such a matrix is a 
column permutation of [I,,, 10 nr , n - n1 1. In particular, M is a permutation 
matrix if 7n = 12. 
If L < M and M is a monomial, we call L a submonomial matrix. 
The term rank t(A) of a matrix A is the minimum number k such that all 
the nonzero entries in A are contained in r rows and k - r cohlmns. 
Evidently the term rank of a matrix is the term rank of its pattern. 
LEMMA 1. ZfX and Y are any m X n matrices over 9, then t(X + Y) < 
t(x)+ t(Y). 
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LEMMA 2. For every m x n matrix A over S, there exists a s&monomial 
matrix M such that t(A) = t(M) and M < A. 
Proof See e.g., Ryser [ll, p. 551. n 
Lemma 2, which we’ll use frequently in the sequel, is equivalent to the 
well-known graph-theoretic theorem of Konig that the vertex covering num- 
ber of a bipartite graph is the size of a maximum matching. 
3. TERM-RANK PRESERVERS 
Let 9’ be any semiring and A = A’,, ,( 9’). Which linear operators over 
A preserve term rank? The operations of (1) permuting rows, (2) permuting 
columns, and (3) (if m = n) transposing the matrices in .M are all linear, 
term-rank preserving operators on JH. If we take a fixed m X n matrix B in 
4, none of whose entries is a zero divisor in 9, then its Schur product 
Z3 0 X = [ bi j xi j] with X has the same term rank as does X. The operator 
X + B 0 X is linear. Similarly X + X 0 B is a linear term-rank preserving 
operator. That these operations and their compositions are the only term-rank 
preservers is one of the consequences of Theorem 1 below. Such operators are 
described more formally in the following definition. 
If P and Q are m X m and n X n permutation matrices and B is an 
m x n matrix over Y none of whose entries is a zero divisor or zero, then T 
is a (P, Q, B) operator if 
(1) T(X) = P(B 0 X)Q for all X in .M or 
(2) m = n and T(X)= P(BoXt)Q for all X in A. 
If t(T(X)) = k whenever t(X) = k, we say Tpreserves term rank k. So an 
operator preserves term rank if it preserves term rank k for every k < m. 
THEOREM 1. Zf 9’ is any semiring, then the following are equivalent for 
any linear operator Ton .4 = AI,,,(Y): 
(i) T is a (P, Q, Z?) operator; 
(ii) T preserves term rank; 
(iii) T preserves term rank 1 and term rank 2. 
Proof. That (i) implies (ii) and (ii) implies (iii) is obvious. We now show 
that (iii) implies (i). Let I = { Ei j : 1~ i < m, 1 < j < n }. 
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We will first show that T(E,, j) = ci, jE,,I for constants c,, j and the 
corresponding mapping on indices (i, j) + (k, Z) is a bijection. 
Suppose T(E,, j) is not a scalar multiple of an element of &. Since 
t( Ei, j) = 1, and T preserves term rank 1, we have t(T(Ei, j)) = 1. Thus 
T(E,, j) has either a single nonzero row or a single nonzero column. Without 
loss of generality, let T(Ei,j) = a,,!$,,, + a,E,,, + . . . + u,,E~,~ for some k, 
where at least two of the ai’s are nonzero. (Note: if the nonzero line is a 
column, the same argument holds as the following.) Fix x # j. Now, since 
t(Ei, j + Ei,,) = 1, it follows that T(E,,,) = blEk,l + b,Ek,z + . . . + b,E,,. 
for some hi’s not all zero. Likewise for some fixed y # i, T(E,, j) = c~E~,~ + 
GE,,, + . . . + G%,n for some ci’s not all zero. Now t(Ei,x + E,, j) = 2 
while T(Ei,x + Ey,j) = (b, + cl)E,,, +(b, + c~)E~,~ + . . . +(b, + c,)E,,., 
contradicting the assumption that T preserves term rank 2. 
We have now shown that T(E,, j) = b,_ jE,,, for constants bi, j, none of 
which can be zero divisors. Let B = [ bi j]. 
If T(E,, j) = cT(E,,,) for some pans (i, j) #(k, Z), choose a pair (p, q) 
such that t(Ei, j + E,,,) = 2 and either p = k or q = I, and hence t(E,,, + 
E,, 4) = 1. Here, since T preserves term ranks 1 and 2, 2 = t( Ei, j + E,, y) = 
t(T(E,,j + Ep,q)) = t(T(Ei,j)+ T(E,,q)) = t(cT(E,,,)+ T(E,,q)) = t(T(cE,,/ 
+ Ep.,)) = t(cE,,, + E,,,) = 1, a contradiction. Thus the corresponding 
mapping f on indices (i, j ) + (k, 1) is a bijection. 
Let T’(E,, j) = Efci,j, for all Ei, j in 8. Let Ri = { Ei,!: 1~ j < n}, Cj = 
{Ei,j:l <i<m}, 9={&:1 <i<m}, 9?={Cj:1<j<n}, and 9= 
.%?UV. Define T*(Ri)={T’(Ei,j):l< j<n} for all i and T*(Cj)= 
{ T’(E,, j): 1 < j < n} for ah j. Note that T * maps 9 onto 8 injectively 
because T preserves term ranks 1 and 2 and T’ is bijective. Now suppose 
T*(Ri) = Cj and T*(R,) = R, for some i # k. Then T’(Ri U Rk) c Cj U R, 
but lRi U R,( = 2n and ICj U R,I = m + n - 1~ 2n - 1. This contradicts the 
fact that T’ is bijective on 8. 
Therefore there are two cases: (a) T *(.%‘) = 9 and T *(%) = %’ or (b) 
T*(B)=%? and T*(V)=%‘. 
Case (a). Let a(i)= j iff T*(Ri)=Rj. Then OL permutes {1,2,...,m}. 
Let p(i)= j iff T*(Ci)=Cj. Then p permutes {1,2,...,n}. Let P be the 
m x m permutation matrix corresponding to (Y, and Q be the n X n permu- 
tation matrix corresponding to p. Then for all X, T(X) = P(B 0 X)Q. 
Case (b). In this case m = n. Let a(i) = j if T*(Ri) = Cj and p(i) = j 
if T*(Cj)= Ri. Then LY and /3 permute {1,2,...,m}. By choosing the 
permutation matrices P and Q corresponding to (Y and /I appropriately, we 
haveT(X)=P(BoX’)QforaUX. n 
We say that an operator T strongly preserves term rank k if t( T( A)) = k if 
and only if t(A) = k. 
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Consider the operator on JZ(Z + ) defined by 
T [; ;]=(T+y+z+w)[; ;I. 
This linear operator preserves term rank 1 but does not strongly preserve 
term rank 1. 
COROLLARY 1.1. If Y is any semiring, then a linear operator T on 
d,,,,,,(Y) preserves term rank if and only if it strongly preserves term rank 1. 
Proof. Suppose T strongly preserves term rank 1. Let A be any matrix 
of term rank 2. Then A = B + C, where t(B) = t(C) = 1. Then t(T(B)) = 
t(T(C)) = 1 by hypothesis. Hence t(T(A)) < 2 by Lemma 1. But t(T( A)) # 1 
by hypothesis. We can choose D such that t(D) = 1 and t(A + D) = 2. To 
see why this is so, note that a,, j # 0 and ak, 1 f 0 for some i z k and j z 1; let 
D = Ei,l. If T(A) = 0, then t(T(A + D)) = t(T( D)). But t(T( D)) = 1, so 
t( A + D) = 1 by hypothesis, contradicting the fact that t( A + D) = 2. There- 
fore t(T(A)) = 2. Then T preserves term rank by Theorem 1. 
The converse is immediate. n 
Notice that term-rank preserving linear operators need not be invertible. 
Also the operator 
is an example of an invertible operator which is not a term-rank preserver. 
However, if Y is a division ring (or the two-element Boolean algebra), then 
the &matrix of Theorem 1 has a Schur inverse B *, that is, a matrix B * such 
that B 0 B * = B * 0 B = J. It is either [ b,;f ] or B, respectively, and hence the 
(P, Q, B) operator is invertible. Its inverse is a (I”, Q’, B * ) operator. 
COROLLARY 1.2. Zf Y is a division ring or the two-element Boolean 
algebra, then every term-rank preserving linear operator on -4?(Y) is invert- 
ibb. 
4. ANTINEGATIVE SEMIRINGS: PRELIMINARIES 
A semiring 9 is antinegative if no nonzero element has a negative in 9’; 
see e.g. [5]. That is, if x + y = 0, then x = y = 0. The examples 9?‘, ‘?Z, IF, and 
40 LEROY B. BEASLEY AND NORMAN J. PULLMAN 
P + of Section 2 are all antinegative semirings. Fields and rings, though they 
are always semirings, are never antinegative. We noted in Section 2 that if Y 
is an arbitrary semiring, then 
A+B<A+B forall A, B in k’(Y). (*) 
In the proof of the next lemma we use the fact that equality holds in (*) if 9’ 
is antinegative. 
LEMMA 3. Suppose 9’ is antinegative and T is a linear operator on 
A’(Y). For any A, B, and D in M(Y), 
if A+D=B then T(A)<T(B). 
- - - ~ 
Proof. T(A) < T(A) + T(D) = T(B) by linearity and antinegativity. l 
The following example shows the necessity of the hypothesis that 9 is 
antinegative. Suppose Y is the ring of integers, 
A= ’ ’ 
[ 1 1 0 
and B = 1 1 
[ 1 1 1’ 
Then 
.‘.(A)=[: i] and T(B)=[i t], 
so T(A) & T(B), although 
Let 1x1 denote the number of nonzero entries in the m X n matrix X. 
Note that t(D) = (DI for every submonomial matrix D. 
LEMMA 4. Suppose Y is antinegative and D is a submonomial matrix, 
A, D are in JZT, and T is any linear operator on A. lf t(D) < t(A) and 
D < T(A), then for some B < A, D < T(B) and (BI < t(D). 
Proof. Let Q= {(i, j):di,j#O}. For each (i, j)Efi there exists an 
ordered pair (i’, j’) such that Ei,, jj < A and Ei, j < T(Ei,,j’)’ because D G 
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T(A). Let B=C{Ei,,j,:(i,j)~Q}); then B<A and IBI<IQl=t(D). But 
DEC{E~,~:(~,~)EO} ~~{T(Ei,,j,):(i,j)~3} =T(B) by antinegativity. 
n 
LEMMA 5. If T is linear operator on A(Y), Y is antinegative, and T 
strongly preserves term rank m, then 
@w) a t(X) for all X in ./I. 
Proof. Suppose A E M, k = t(A), r = t(T(A)), and r < k. By Lemma 2 
we may choose a submonomial matrix M < A having term rank k. We may 
assume mi j = aij whenever mi j # 0. Then T(M) Q T(A) by Lemma 3. Let 
r ’ = t(T( M)). Then r’ < r by the definition of t. Choose another submono- 
mial matrix N having term rank m - k such that M + N is a monomial. 
Then t( M + N) = m implies that t(T( M) + T(N)) = m by hypothesis. So 
t(T(N)) 2 m - t(T(M)) by Lemma 1. Therefore t(T(N)) > m - r > m - k. 
By Lemma 2, T( M + N) > D for some monomial D. Then D = D, + D,, 
where D, and D, are submonomial matrices, D, < T(M), D, =G T(N). So 
t( Dl) < r’ < r < k = t(M). By Lemma 4, for some B < M, T(B) > D, and 
IBI<t(D1). Here t(N+B)g(m-k)+r’<m-k+r<m. But T(N)>,D, 
and T(B) >, D,. Therefore T(N + B) > D, and hence t(T(N + B) = m, con- 
trary to our hypothesis, as t( N + B) < m. n 
Notice that in this proof we used the fact that X > U and Y >, V imply 
X + Y > U + V. This is easy to verify, since Y is antinegative. However, if Y 
isn’t antinegative, then this need not occur. For example, if 
then X > U, Y >, V, but 
X+Y= [; ;] & [:, ;] =u+v. 
COROLLARY. If T is a linear operator on A(Y), 2’ is antinegative, and 
T strongly preserves term rank m, then T preserves term rank m - 1. 
LEMMA 6. Suppose T is a linear operator on &I = _/I ,,,, “,(Y’), Y’ is 
antinegative, and T strongly preserves term rank m. Suppose M,, M,, . . . , M, 
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are monomials in .M none of whose entries are zero divisors, 1~ p < m, and 
Mi 0 Mi = 0 for all i # j. lf for each 1~ i < p, Di is a monomial dominated 
by T(M,), then 
Di 0 Di = 0 for all i # j 
Proof. Let 8 = { Ei, j : 1~ i, j < m }. Suppose for some E in 8 we have 
E < Di and E < Dj while i # j. Now for some F, F’ in & we have F < Mi, 
F’ < M,, and E < T(F), while E Q T(F’). Let A\ B denote the matrix 
obtained from A by replacing au0 by 0 for all (u, v) such that b,, # 0. Then 
put X=(Mi\F)+F’. We have t(X)=m-1, because Mi,Mj are mxm 
monomial matrices and Mj 0 Mj = 0. On the other hand, as we shall prove 
shortly, E is the only member of 8 dominated by Di that T(F) dominates. 
By antinegativity, T( Mi\ F) > T( Mi)\T( F) > Di\T( F) = Di\E; therefore 
T(X) >, Di. But t(T(X)) = m - 1 by the Corollary to Lemma 5, a contradic- 
tion. Therefore Di 0 Dj = 0. 
It remains to show that Dj 0 T(F) = E. Let D be the submonomial 
D,\T(F). Suppose t(D) < m - 2. Let A = Mi\F; then t(D) < t(A) and 
I’( A) 2 D. Therefore there is a B < A such that (BJ < t(D) and T(B) > D by 
Lemma 4. Then B is a submonomial and t(B) < m - 2 therefore t( B + F) < 
m - 1. But T( B + F) = T(B) + T(F) > D + T(F) > Di, a monomial, contrary 
to Lemma 5, which implies t(T(B + F)) < m - 1. Therefore t(D) = m - 1, 
that is, Di\T( F) g E. W 
COROLLARY. Suppose T is a linear operator on .4 = .I,,,, ,,( Y), Y is 
antinegative, and T strongly preserves term rank m. Suppose for each 
i = 1,2,..., p, Mi is a monomial none of whose entries is a zero divisor and 
whose lust n - m columns are 0. Zf Mi 0 M, = 0 for all i # j, then every row 
of T(CrCIMi) has as least p rwnzero entries. 
Proof. We could use the same proof as that of Lemma 6 to establish that 
Di 0 Dj = 0 for all i # j. The critical point while so doing is to recognize 
that our assumption about the columns of the Mi allows us to assert that 
t(X) = m - 1. Then cyCIT(M,) > xFCIDi, and the latter sum has at least p 
nonzero entries per row because Dj 0 Dj = 0 for i # j and because each Di 
contributes 1 to the kth row of the sum of the D,‘s. W 
THEOREMS. If Y is an antinegative semiring, then T strongly preserves 
term rank m if and only if T preserves term rank. 
Proof. Suppose T preserves term rank m strongly. By Lemma 5, 
t(T(X)) > t(X) for all X in M. 
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Suppose t(T(A)) > t(A) for some A. Say t(T( A)) = 1. We may suppose 
that 1 is maximal. By permuting rows and columns if necessary we can 
assume 
T(A)> ‘d ; . [ 1 
If there were some X in J? with (T(X)),,, # 0 for some r, s with min(r, s) 
> 1, then for some (i, j), E,,, gT(Ei,j).Thereforet(T(A)+T(Ei,j))>Z+l. 
So t(A+Ei,j)<t(A)+l while t(T(A+E,,j))>Z+l>t(A)+l, contrary 
to our choice of 1. Therefore 
Xl -52 
T(X)= x 
[ 1 0 ’ where X,isZxZ and Z<m-1. (*) 3 
Let Q be the m X m monomial matrix that has qi,i+r= 1 for i = 
1,2,..., m-landq,,= 1, and X =~‘?‘:~[Qj]O,,“_,]. Then every row of 
T(X) has at least m ‘nonzero entries b y the Corollary to Lemma 6. This 
contradicts ( * ) and establishes the sufficiency of strong term-rank-m 
preservation. The converse follows immediately from the definition. n 
5. ANTINEGATIVE SEMIRINGS: PERMANENT PRESERVERS AND 
ROOK-POLYNOMIAL PRESERVERS. 
In 1962 Marcus and May [7] proved the following theorem. 
THEOREM. Zf 9’ is a field, T is a linear operator on A = .A,,,,,(S“), 
and m > 3, then T preserves the permunent if and only if there exist 
monomials U and V such that per( UV) = 1 and either 
(a) T(X)=UXVforaZZXinA or 
(b) T(X)=UX’VforaZZXinA. 
In this section we will obtain some analogues of their theorem valid for 
antinegative commutative semirings having no zero divisors. 
As we want to continue to discuss m X n matrices (with m < n) we’ll 
take this as our definition of the permunent of an m x n matrix X over any 
commutative semiring y; 
where A is the set of all injections of {1,2,. .., m} into {1,2,.. . , n}. 
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For each monomial D there is a unique 6 in A such that for all (i, j), 
di, j # 0 if and only if j = S(i). If B is any matrix, a monomial matrix D 
corresponding to 6 is a diagonal of B, written D = B,, if d,.sCij = hi,sCij for 
all l<i<m. 
LEMMA 7. Suppose Y is any commutative semiring. Zf T is a (P, Q, B) 
operator on A(9) and per(D) = 1 f or all diagonals D of B, then T 
preserves the permanent. 
Proof. Here, per(T(X)) = per( B 0 X) or per( B 0 X”). Now per( B 0 X) = 
CsE,n~~b,,,,i,ri,*(i)=~~t~n~n=lXi,S(i)= per(X). n 
THEOREM 3. Zf Y is antinegative and commutative and has no zero 
divisors, and T is any linear operator on .A’(2’), then T preserves the 
permanent if and only if T is a (P, Q, B) operator and per(D) = 1 for every 
diagonal D of B. 
Proof. The permanent of X is nonzero if and only if t(X) = m by 
Lemma 2, because 9’ is antinegative and has no zero divisors. So if T 
preserves the permanent, then T strongly preserves term rank m. For if 
t(X) = m, then per(X) # 0 and hence per(T(X)) # 0, so t(T( X)) = m. Thus 
T preserves rank m. If t(X) < m, then per(X) = 0 and hence per(T(X)) = 0, 
so t(T(X)) < m. Therefore T strongly preserves term rank m. By Theorems 1 
and 2, T is a (P, Q, B) operator. Let D = Js be any diagonal of J, the m X n 
matrix of 1’s. Then per(T( D)) = 1, so per( B 0 D) = 1. But B, = B 0 D. There- 
fore every diagonal of B has permanent 1. The converse is Lemma 7. W 
An invertible element in a semiring is called a unit. In some semirings 1 is 
the only unit. For example, Boolean algebras, the nonnegative integers, and 
the semiring [F underlying the fuzzy matrices (see Section 2) are all antinega- 
tive semirings with only one unit. 
COROLLARY 3.1. Suppose 9 is antinegative and commutative and has 
na zero divisors and only one unit, and T is a linear operator on A( 9). Then 
T preserves the permanent if and only if there exist permutation matrices P 
and Q such that 
(a) T(X) = PXQ for all X in A(Y) or 
(b) m=n~ndT(X)=PX’QforaZZXinM(~). 
Proof. The necessity of these conditions follows from Theorem 3. It 
ensures that T is a (P, Q, B) operator and that per( Bs) = 1 for all S E A. But 
then each bi, j = 1, so B = J. The sufficiency is immediate. W 
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The rook polynomial of a matrix A is R*(x) = Cj aOpjxj, where p, = 1 
and pj is the sum of the permanents of the j X j submatrices of A. 
THEOREM 4. Suppose 9’ is antinegative and commutative with no zero 
divisors and T is a linear operator on A(Y). Then T preserves the rook 
polynomial if and only if there exist permutation mutrices P and Q such that 
(a) T(X) = PXQ for all X in M(Y) or 
(b) m=nandT(X)=PXtQforaZlXinA’(9’). 
Proof. The permanent of X is the leading coefficient of the rook 
polynomial. If T preserves the rook polynomial, then T preserves the 
permanent, and hence T is a (P, Q, B) operator and per( B,) = 1 for all 6 E A 
by Theorem 3. Choose (i, j). Then T(E,, j) = P(Z3 0 Ei, j)Q = bi, jE,,,, for 
some (u, v). But the rook polynomial of Ej, j [and hence of T(E,, j)] is l+ r. 
Therefore h,, j = 1. Hence B = J. The sufficiency of the conditions is im- 
mediate. n 
COROLLARY 4.1. Zf 9’ is antinegative and commutative with no zero 
divisors and only one unit, and T is any linear operator on A(S), then T 
preserves the rook polynomial if and only if T preserves the permanent. w 
We now give some examples which illustrate the need for the hypotheses 
in the above theorems. Let Ti be operators on the set of 2 X2 matrices 
defined by 
T2:[; ]- [‘c t/j> 
T3:[; ;I+[_ ‘-b b 1. 
a+b+c+d b+d 
Note that T, preserves term rank but neither the permanent nor the rook 
polynomial; T, preserves the permanent and term rank but not the rook 
polynomial; and T3 preserves the permanent but neither the term rank nor 
the rook polynomial. 
Let 9’ be the four-element Boolean algebra of subsets of { 1,2}. Define a 
linear operator on ~Ys,s( 9) by 
T4: a b + 
[ ][ 
{l}a+{2}d {l}c+{2}b 
c d {l}b+{2}c 1 {l}d+{2}a ’ 
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Then T4 preserves the rook polynomial and hence the permanent, but T4 is 
not a (P, Q, B) operator and hence is not a term-rank preserver, by Theorem 
1. Note that 9 is an antinegative semiring, but {l} and (2) are zero divisors 
in 9. 
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