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Abstract
Multiplicity results for a fourth-order nonlinear boundary value problem are presented. The proof of the main result is based on
the critical point theory.
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1. Introduction
The aim of the present paper is to establish multiple solutions for the following problem:⎧⎪⎨
⎪⎩
uiv +Au′′ +Bu = λf (t, u) in [0,1],
u(0) = u(1) = 0,
u′′(0) = u′′(1) = 0,
(Dλ)
where f : [0,1] × R→ R is a function, A and B are real constants and λ is a positive parameter, by using a three
critical points theorem (see Theorem 2.1) established in [3]. It is well known that fourth-order two-point boundary
value problems are essential in describing a large class of elastic deflection. For this reason, there is a wide literature
that deals with the existence and the multiplicity of solutions for such a problem. We refer to [5,6,8] and references
therein.
In [5], using variational methods and under a suitable set of assumptions involving the two parameters A and B
(as, for instance, A2 −4B > 0) the authors ensure two nontrivial solutions to problem (D1). In [6], applying the Morse
theory, three solutions to problem (D1), with A = B = 0, are determined. In [8], by also using the fixed-point index in
cones and under the assumption A2 − 4B = 0, multiple solutions to problem (Dλ) are obtained. We also remark that,
in the above mentioned works, the nonlinearity f must have a suitable behavior at infinity and at zero.
We would like to stress that our results hold under rather different assumptions. In particular, we require that
there is a growth of the antiderivative of f which is greater than quadratic in a suitable interval (see, for instance,
condition (b1) of Theorem 3.2), and which is less than quadratic in a following suitable interval (see, for instance,
* Corresponding author.
E-mail addresses: bonanno@unime.it (G. Bonanno), bdibella@unime.it (B. Di Bella).0022-247X/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2008.01.049
G. Bonanno, B. Di Bella / J. Math. Anal. Appl. 343 (2008) 1166–1176 1167condition (b2) of Theorem 3.2). Hence, contrary to the previous cited works, f has no asymptotic condition at infinity
or conditions at zero (see Example 3.1). Moreover, we point out that in our main result, conditions on the sign of
A2 −4B are not assumed (see Remark 3.3). Furthermore, it is worth noting that our results establish the existence of a
precise open interval of parameters λ for which the problem (Dλ) has solutions. Finally, we also observe that, contrary
to [6, Theorem 1.1], in our results, conditions on f ′u are not requested (see Remark 3.6).
Theorems 3.3 and 3.4 are very special cases of our main results, which are, in fact, Theorem 3.1 and its consequence
Theorem 3.2. Theorem 3.3, under suitable conditions on f at zero and at infinity, ensures two nontrivial solutions
to (Dλ); while the second guarantees three nontrivial solutions to (Dλ) when λ = 1. Here, by the way of example, we
point out the following simple consequence of Theorem 3.3.
Theorem 1.1. Let f :R→R be a continuous function. Assume that xf (x) > 0 for all x = 0 and
lim
x→0
f (x)
x
= lim|x|→+∞
f (x)
x
= 0. (1)
Then, for every λ > λ, where λ = ( 819227 + 8π2)max{infd>0 d
2∫ d
0 f (x)dx
; infd<0 d2∫ d
0 f (x)dx
}, the problem
⎧⎪⎨
⎪⎩
uiv = λf (u) in [0,1],
u(0) = u(1) = 0,
u′′(0) = u′′(1) = 0
has at least four nontrivial classical solutions.
2. Preliminaries
Let X be a nonempty set and Φ,Ψ :X →R be two functions. For all r, r1, r2 > infX Φ , r2 > r1, r3 > 0, we define
ϕ(r) := inf
u∈Φ−1(]−∞,r[)
(supu∈Φ−1(]−∞,r[) Ψ (u)) − Ψ (u)
r − Φ(u) ,
β(r1, r2) := inf
u∈Φ−1(]−∞,r1[)
sup
v∈Φ−1([r1,r2[)
Ψ (v) −Ψ (u)
Φ(v) −Φ(u) ,
γ (r2, r3) :=
supu∈Φ−1(]−∞,r2+r3[) Ψ (u)
r3
,
α(r1, r2, r3) := max
{
ϕ(r1), ϕ(r2), γ (r2, r3)
}
.
Our main tool to prove results in the next section is Theorem 3.3 of [3]. For the reader’s convenience we here recall
its immediate consequence (see also Theorem 5.2 of [1]).
Theorem 2.1. Let X be a reflexive real Banach space; Φ : X → R be a convex, coercive and continuously Gâteaux
differentiable functional whose Gâteaux derivative admits a continuous inverse on X∗, Ψ : X →R be a continuously
Gâteaux differentiable functional whose Gâteaux derivative is compact, such that
(1) infX Φ = Φ(0) = Ψ (0) = 0;
(2) for every u1, u2 such that Ψ (u1) 0 and Ψ (u2) 0 one has
inf
t∈[0,1]Ψ
(
tu1 + (1 − t)u2
)
 0.
Assume that there are three positive constants r1, r2, r3 with r1 < r2, such that
(i) ϕ(r1) < β(r1, r2);
(ii) ϕ(r2) < β(r1, r2);
(iii) γ (r2, r3) < β(r1, r2).
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β(r1,r2)
, 1
α(r1,r2,r3)
[ the functional Φ − λΨ admits three distinct critical points u1, u2, u3 such that
u1 ∈ Φ−1(]−∞, r1[), u2 ∈ Φ−1([r1, r2[) and u3 ∈ Φ−1(]−∞, r2 + r3[).
Let A and B be two real constants such that
max
{
A
π2
,− B
π4
,
A
π2
− B
π4
}
< 1. (2)
For instance, if A 0 and B  0, then (2) is verified. Moreover, put
σ := max
{
A
π2
,− B
π4
,
A
π2
− B
π4
,0
}
and
δ := √1 − σ .
Let X := W 2,2([0,1]) ∩ W 1,20 ([0,1]) be the Sobolev space endowed with the usual norm. We recall the following
Poincaré type inequalities (see, for instance, Lemma 2.3 of [9]):
‖u′‖2
L2([0,1]) 
1
π2
‖u′′‖2
L2([0,1]), (3)
‖u‖2
L2([0,1]) 
1
π4
‖u′′‖2
L2([0,1]) (4)
for all u ∈ X. Therefore, taking into account (2)–(4), the following norm:
‖u‖X =
( 1∫
0
(|u′′|2 −A|u′|2 +B|u|2)dx
)1/2
is equivalent to the usual one and, in particular, one has
‖u′′‖L2([0,1]) 
1
δ
‖u‖X. (5)
We have the following proposition.
Proposition 2.1. Let u ∈ X. Then
‖u‖∞  12πδ ‖u‖X. (6)
Proof. Taking (3) and (5) into account, the conclusion follows from the well-known inequality ‖u‖∞  12‖u′‖L2([0,1]).
Throughout the sequel, for the function f we assume the following conditions:
(a) t → f (t, x) is measurable for every x ∈R;
(b) x → f (t, x) is continuous for almost every t ∈ [0,1];
(c) for every ρ > 0 there exists a function lρ ∈ L1([0,1]) such that
sup
|x|ρ
∣∣f (t, x)∣∣ lρ(t)
for almost every t ∈ [0,1];
(d) f (t, x)x  0 for almost every t ∈ [0,1] and for all x ∈R.
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(d′) f (t, x) 0 for almost every t ∈ [0,1] and for all x  0.
Of course, when (d′) holds, maybe f (t,0) = 0.
It is easy to see that if f (t, x)x < 0 for every t ∈ [0,1] and x = 0, the problem (Dλ) has only the trivial solution.
Put
F(t, ξ) =
ξ∫
0
f (t, x) dx
for each (t, ξ) ∈ [0,1] ×R.
Let us recall that a weak solution of (Dλ) is a function u ∈ X such that
1∫
0
[
u′′(t)v′′(t) −Au′(t)v′(t) + Bu(t)v(t)]dt − λ
1∫
0
f
(
t, u(t)
)
v(t) dt = 0 ∀v ∈ X. (7)
Moreover, a function u : [0,1] → R is said to be a generalized solution to problem (Dλ) if u ∈ C3([0,1]), u′′′ ∈
AC([0,1]), u(0) = u(1) = 0, u′′(0) = u′′(1) = 0, and uiv + Au′′ + Bu = λf (t, u) for almost every t ∈ [0,1]. If f is
continuous in [0,1] ×R, therefore each generalized solution u is a classical solution.
Proposition 2.2. Assume that u ∈ X is a weak solution of (Dλ). Then u is also a generalized solution of (Dλ).
Proof. Let u ∈ X satisfy (7). By standard regularity results one has u ∈ C3([0,1]), u′′′ ∈ AC([0,1]) and uiv(t) +
Au′′(t) + Bu(t) = λf (t, u(t)) for almost every t ∈ [0,1]. Clearly, u(0) = u(1) = 0. Moreover, from (7), integrating
by parts, one has u′′(1)v′(1) − u′′(0)v′(0) = 0 for every v ∈ C∞0 ([0,1]); hence, by arbitrary of v, it follows that
u′′(0) = u′′(1) = 0. 
Proposition 2.3. Assume that A2 − 4B  0. If u ∈ X, u′′(0) = u′′(1) = 0 and satisfies uiv + Au′′ + Bu  0, then
u(t) 0 for every t ∈ [0,1].
Proof. Fix c ∈R and let Tc : X → L2([0,1]) be the operator defined by
Tc[w] = w′′ − cw
for all w ∈ X. Setting a = −A−
√
A2−4B
2 and b = −A+
√
A2−4B
2 , one has
uiv +Au′′ +Bu = Tb
[
Ta[u]
]
a.e. in [0,1]. So, (Ta[u])′′ − b(Ta[u])  0. On the other hand, Ta[u](0) = 0 = Ta[u](1). Since from (2) −b < π2,
from [7] we get Ta[u] 0 a.e. in [0,1]. That means u′′ − au 0. Using again [7] we have u 0 in [0,1]. 
Remark 2.1. If, instead of the assumptions of Proposition 2.3, we assume A = 0, B  c0 ≡ 950.8843 and, in addition,
f is continuous, then u(t) > 0 for every t ∈ (0,1) (see Proposition 2.1 in [4]).
3. Main results
The main result of this paper is the following theorem. First, put
k = 2δ2π2
(
2048
27
− 32
9
A + 13
40
B
)−1
, (8)
where δ is given in Section 2. A simple computation shows that 0 < k < 12 . In fact, from (2) one has −A> − Bπ2 −π2
and B > −π4, therefore 204827 − 329 A + 1340B > 204827 − 329 π2 − 329π2 B + 1340B > 204827 − 1340π4; hence, since 4δ2π2 
4π2 < 2048 − 13π4, our claim is proved.27 40
1170 G. Bonanno, B. Di Bella / J. Math. Anal. Appl. 343 (2008) 1166–1176Theorem 3.1. Assume that there exist four positive constants c, d, e, l, with c < d < √ke < √kl (where k as given
by (8)), such that
(a1)
∫ 1
0 F(t, c) dt
c2
< k
∫ 5/8
3/8 F(t, d) dt −
∫ 1
0 F(t, c) dt
d2
;
(a2)
∫ 1
0 F(t, e) dt
e2
< k
∫ 5/8
3/8 F(t, d) dt −
∫ 1
0 F(t, c) dt
d2
;
(a3)
∫ 1
0 F(t, l) dt
l2 − e2 < k
∫ 5/8
3/8 F(t, d) dt −
∫ 1
0 F(t, c) dt
d2
.
Then, for every
λ ∈
]
2δ2π2
k
d2∫ 5/8
3/8 F(t, d) dt −
∫ 1
0 F(t, c) dt
,min
{
2δ2π2c2∫ 1
0 F(t, c) dt
,
2δ2π2e2∫ 1
0 F(t, e) dt
,
2δ2π2(l2 − e2)∫ 1
0 F(t, l) dt
}[
,
the problem (Dλ) has at least three generalized solutions ui (i = 1,2,3) such that ‖ui‖∞ < l, i = 1,2,3.
Proof. Let us define in X two functionals Φ and Ψ by setting, for each u ∈ X,
Φ(u) = 1
2
‖u‖2 and Ψ (u) =
1∫
0
F
(
t, u(t)
)
dt.
It is well known that these functionals are well-defined and satisfy the hypotheses of Theorem 2.1. In particular,
Φ ′(u)(v) =
1∫
0
[
u′′(t)v′′(t) −Au′(t)v′(t) +Bu(t)v(t)]dt
admits a continuous inverse in X∗, and
Ψ ′(u)(v) = λ
1∫
0
f
(
t, u(t)
)
v(t) dt
is compact for all v ∈ X. Clearly, the weak solutions to problem (Dλ) are exactly the critical points of the functional
Iλ := Φ − λΨ and, owing to Proposition 2.2, they are also generalized solutions. So, our aim is to apply Theorem 2.1
to Φ and Ψ .
Let v¯ ∈ X be defined by
v¯(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−64d
9
(
x2 − 3
4
x
)
, x ∈
[
0,
3
8
]
,
d, x ∈
]
3
8
,
5
8
]
,
−64d
9
(
x2 − 5
4
x + 1
4
)
, x ∈
]
5
8
,1
]
.
We observe that this choice of v gives the best constant k in (a1)–(a3), that is, k as given in (8).
It is easy to verify that
Φ(v¯) =
(
2048
27
− 32
9
A + 13
40
B
)
d2 = 2δ
2π2
k
d2.
Put r1 = 2δ2π2c2, r2 = 2δ2π2e2 and r3 = 2δ2π2(l2 − e2). From c < d <
√
ke <
√
kl we obtain r1 < Φ(v¯) < r2 and
r3 > 0. Moreover, taking (6) into account, when Φ(u) < r1 one has maxt∈[0,1] |u(t)| c; hence, since f is nonnegative
in [0,1] ×R, one has
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u∈Φ−1(]−∞,r1[)
1∫
0
F
(
t, u(t)
)
dt 
1∫
0
max
|ξ |c
F (t, ξ) dt =
1∫
0
F(t, c) dt.
In a similar way, we get
sup
u∈Φ−1(]−∞,r2[)
1∫
0
F
(
t, u(t)
)
dt 
1∫
0
F(t, e) dt
and
sup
u∈Φ−1(]−∞,r2+r3[)
1∫
0
F
(
t, u(t)
)
dt 
1∫
0
F(t, l) dt.
Therefore, taking into account that 0 ∈ Φ−1(]−∞, r1[), one has
ϕ(r1)
supu∈Φ−1(]−∞,r1[) Ψ (u)
r1

∫ 1
0 F(t, c) dt
2δ2π2c2
,
ϕ(r2)
supu∈Φ−1(]−∞,r2[) Ψ (u)
r2

∫ 1
0 F(t, e) dt
2δ2π2e2
,
and
γ (r2, r3)
supu∈Φ−1(]−∞,r2+r3[) Ψ (u)
r3

∫ 1
0 F(t, l) dt
2δ2π2(l2 − e2) .
On the other hand, since
1∫
0
F
(
t, v¯(t)
)
dt 
5/8∫
3/8
F
(
t, v¯(t)
)
dt =
5/8∫
3/8
F(t, d) dt
for each u ∈ Φ−1(]−∞, r1[) one has
β(r1, r2)
∫ 1
0 F(t, v¯(t)) dt −
∫ 1
0 F(t, u(t)) dt
1
2‖v¯‖2 − 12‖u‖2

∫ 1
0 F(t, v¯(t)) dt −
∫ 1
0 F(t, c) dt
2δ2π2d2
k
 k
2δ2π2
∫ 5/8
3/8 F(t, d) dt −
∫ 1
0 F(t, c) dt
d2
.
Thanks to (a1)–(a3) we get
α(r1, r2, r3) < β(r1, r2).
Now, conclusion of Theorem (2.1) can be used. It follows that, for every
λ ∈
]
2δ2π2
k
d2∫ 5/8
3/8 F(t, d) dt −
∫ 1
0 F(t, c) dt
,min
{
2δ2π2c2∫ 1
0 F(t, c) dt
,
2δ2π2e2∫ 1
0 F(t, e) dt
,
2δ2π2(l2 − e2)∫ 1
0 F(t, l) dt
}[
,
the functional Φ − λΨ has three critical points ui , i = 1,2,3, in X. Further, one has Φ(ui) < r2 + r3, that is,
‖ui‖∞ < l, which completes the proof. 
Remark 3.1. If in Theorem 3.1 we assume A2 − 4B  0, therefore, taking Proposition 2.3 into account, the three
solutions ensured by the same theorem are actually nonnegative. While, if we assume A = 0, B  c0 ≡ 950.8843,
f positive and continuous in [0,1] × [0,+∞), we obtain three positive classical solutions (see Remark 2.1). Clearly,
in these cases we assume condition (d′) instead of (d).
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Theorem 3.2. Assume that there exist three positive constants c, d,p, with c < d <
√
k
2p, such that
(b1)
∫ 1
0 F(t, c) dt
c2
<
k
1 + k
∫ 5/8
3/8 F(t, d) dt
d2
;
(b2)
∫ 1
0 F(t,p)dt
p2
<
1
2
k
1 + k
∫ 5/8
3/8 F(t, d) dt
d2
.
Then, for every
λ ∈
]
2δ2π2(1 + k)d2
k
∫ 5/8
3/8 F(t, d) dt
,min
{
2δ2π2c2∫ 1
0 F(t, c) dt
,
δ2π2p2∫ 1
0 F(t,p)dt
}[
,
the problem (Dλ) has at least three generalized solutions ui (i = 1,2,3) such that ‖ui‖∞ <p, i = 1,2,3.
Proof. Put, e = 1√
2
p and l = p. So, using (b2) one has
∫ 1
0 F(t, e) dt
e2
= 2
∫ 1
0 F(t,
1√
2
p)dt
p2
 2
∫ 1
0 F(t,p)dt
p2
<
k
1 + k
∫ 5/8
3/8 F(t, d) dt
d2
(9)
and ∫ 1
0 F(t, l) dt
(l2 − e2) = 2
∫ 1
0 F(t,p)dt
p2
<
k
1 + k
∫ 5/8
3/8 F(t, d) dt
d2
. (10)
Moreover, taking into account that c < d , from (b1) we get
k
∫ 5/8
3/8 F(t, d) dt −
∫ 1
0 F(t, c) dt
d2
> k
∫ 5/8
3/8 F(t, d) dt
d2
− k
∫ 1
0 F(t, c) dt
c2
>
(
k − k
2
1 + k
)∫ 5/8
3/8 F(t, d) dt
d2
= k
1 + k
∫ 5/8
3/8 F(t, d) dt
d2
.
Hence, using again (b1), (b2) and (9), (10), hypotheses (a1)–(a3) of Theorem 3.1 are fulfilled. 
Remark 3.2. When f does not depend on t , hypotheses (b1) and (b2) become the following simpler forms:
(b′1)
F (c)
c2
<
(
1
4
k
1 + k
)
F(d)
d2
;
(b′2)
F (p)
p2
<
(
1
8
k
1 + k
)
F(d)
d2
,
and the interval becomes ]8δ2π2 1+k
k
d2
F(d)
,min{ 2δ2π2c2
F(c)
,
δ2π2p2
F(p)
}[.
Now, we point out the following applications of Theorem 3.1 to the autonomous problem.
Theorem 3.3. Let f :R→ [0,+∞[ be a continuous and nonzero function such that
lim
x→0+
f (x)
x
= lim
x→+∞
f (x)
x
= 0. (11)
Then, for every λ > λ∗, where λ∗ = inf{8δ2π2 1+k
k
d2∫ d : d > 0, ∫ d0 f (x)dx > 0}, the problem
0 f (x)dx
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⎧⎪⎨
⎪⎩
uiv +Au′′ +Bu = λf (u) in [0,1],
u(0) = u(1) = 0,
u′′(0) = u′′(1) = 0
(12)
has at least two nontrivial classical solutions.
Proof. Fix λ > λ∗, put F(x) = ∫ x0 f (ξ) dξ for all x ∈ R, and let d > 0 such that F(d) > 0 and λ > 8δ2π2 1+kk d2F(d) .
From (11) there is c > 0 such that c < d and F(c)
c2
< 2δ
2π2
λ
, and there is p > 0 such that d <
√
k
2p and
F(p)
p2
< δ
2π2
λ
.
Therefore, Theorem 3.2 and Remark 3.2 ensure the conclusion. 
Proof of Theorem 1.1. Put
f1(x) :=
{0 if x < 0,
f (x) if x  0,
and
f2(x) :=
{0 if x < 0,
−f (−x) if x  0.
Taking into account Remark 3.1 and applying Theorem 3.3 to f1 and f2 the proof is complete. 
We emphasize that in our main result actually no asymptotic condition on f is requested. In this direction, the
following theorem, which is a very special case of Theorem 3.2, is highlighted. We also explicitly observe that it
investigates problem (Dλ) for λ = 1.
Theorem 3.4. Let f : R→ [0,+∞[ be a continuous function. Assume that there exist three positive constants c, m
and p, with c < 2m <
√
k
2p such that
(1) f (x) < (2δ2π2)c for all x ∈ [0, c];
(2) f (x) > (32δ2π2 1+k
k
)m for all x ∈ [m,2m];
(3) f (x) < (δ2π2)p for all x ∈ [0,p].
Then, the problem⎧⎪⎨
⎪⎩
uiv +Au′′ +Bu = f (u) in [0,1],
u(0) = u(1) = 0,
u′′(0) = u′′(1) = 0
(13)
has at least three classical solutions ui (i = 1,2,3) such that ‖ui‖∞ <p, i = 1,2,3.
Proof. Put d = 2m and F(x) = ∫ x0 f (ξ) dξ for all x ∈R. From our assumptions we obtain
c∫
0
f (x)dx <
(
2δ2π2
)
c2,
d∫
0
f (x)dx 
2m∫
m
f (x)dx >
(
32δ2π2
1 + k
k
)
m2 =
(
8δ2π2
1 + k
k
)
d2,
p∫
0
f (x)dx <
(
δ2π2
)
p2.
That is, F(c)2 < (2δ2π2), F(d)2 > (8δ2π2 1+k ), F(p)2 < δ2π2. Therefore, the conditions in Remark 3.2 are verified andc d k p
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]
8δ2π2
1 + k
k
d2
F(d)
,min
{
2δ2π2c2
F(c)
,
δ2π2p2
F(p)
}[
.
Hence, taking Remark 3.2 again into account, Theorem 3.2 ensures the conclusion. 
Now, we give two easy applications of Theorem 3.2.
Example 3.1. Put A = 2 and B = 1.
Clearly, one has
σ = 2
π2
, δ2 = π
2 − 2
π2
, k = 2160(π
2 − 2)
74591
>
1
5
and
k
1 + k =
2160π2 − 4320
2160π2 + 70271 >
1
6
. (14)
Moreover, for all (t, x) ∈ [0,1] ×R put f (t, x) = th(x), where
h(x) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1 if x  1,
400x − 399 if 1 < x  2,
−400x + 1201 if 2 < x  3,
1 if 3 < x  30,
h∗(x) if x > 30,
and h∗ : (30,+∞) →R is an arbitrary function.
By choosing, for instance, c = 1, d = 2 and p = 30 all assumptions of Theorem 3.2 are satisfied. In fact, 2 <√
1
10 30 <
√
k
2 30,∫ 1
0 F(t,1) dt
12
= 1
2
,∫ 5/8
3/8 F(t,2) dt
22
= 101
16
,
and ∫ 1
0 F(t,30) dt
302
= 43
180
;
so, taking (14) into account, our claim is proved. Moreover,
2δ2π2(1 + k)d2
k
∫ 5/8
3/8 F(t, d) dt
= 2(π2 − 2)1 + k
k
16
101
< 14,
2δ2π2c2∫ 1
0 F(t, c) dt
= 4(π2 − 2)> 31,
and
δ2π2p2∫ 1
0 F(t,p)dt
= (π2 − 2)180
43
> 32.
Hence, owing to Theorem 3.2, for each λ ∈ ]14,31[, the problem⎧⎪⎨
⎪⎩
uiv + 2u′′ + u = λth(u) in [0,1],
u(0) = u(1) = 0,
u′′(0) = u′′(1) = 0
has at least three classical nonnegative and nontrivial solutions ui (i = 1,2,3) such that ‖ui‖∞ < 31, i = 1,2,3.
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h(x) =
{
x2 if x  1,√
x if x > 1.
By choosing d = 1 one has
k
1 + k
∫ 5/8
3/8 F(t, d) dt
d2
= k
1 + k
4
9
(
4
√(
5
8
)3
− 4
√(
3
8
)3)
:= D > 1
100
and
2δ2π2(1 + k)d2
k
∫ 5/8
3/8 F(t, d) dt
= 2(π
2 − 2)
D
< 852.
Moreover,
∫ 1
0 F(t,c) dt
c2
= 49c and
∫ 1
0 F(t,p)dt
p2
= 49 (2
√
p3−1)
p2
. Therefore, for each λ > 2(π
2−2)
D
we can pick c small enough
and p big enough so that all assumptions of Theorem 3.2 are satisfied.
Hence, for each λ > 2(π
2−2)
D
, the problem
⎧⎪⎪⎨
⎪⎪⎩
uiv + 2u′′ + u = λh(u)4√t in [0,1],
u(0) = u(1) = 0,
u′′(0) = u′′(1) = 0
has at least two positive generalized solutions.
Remark 3.3. In Theorems 1 and 2 of [5] one of the key assumptions to ensure multiple solutions to (Dλ) is A2 −
4B > 0. In the previous examples such a condition is not verified; nevertheless, multiple nontrivial solutions are
obtained.
Remark 3.4. In [5] and [6] conditions on f at zero and at infinity (see (H1), (H2) of [5, Theorems 1 and 2] and (H1),
(H2) of [6, Theorem 1.1]) are assumed. On the contrary, in Theorems 3.1 and 3.2, conditions on f at zero and at
infinity are not requested, as Example 3.1 shows.
Remark 3.5. We explicitly observe that in Example 3.2 function f (t, u) is singular at t = 0.
Remark 3.6. If we choose A = B = 0 and h as in Example 3.2, Theorem 3.2 guarantees that, for each λ > 89 (27π2 +
1024), the problem⎧⎪⎨
⎪⎩
uiv = λh(u) in [0,1],
u(0) = u(1) = 0,
u′′(0) = u′′(1) = 0
has at least two positive solutions; while, Theorem 3.4 of [2] ensures at least one, but only one positive solution, to
the same problem.
Moreover, the function f (t, u) = h(u) of the same example does not satisfy the condition
(H4) there exists a natural number m 1 such that
m4π4 < fu(t,0) < (m + 1)4π4 ∀t ∈ [0,1],
which is the key assumption of Theorem 1.1 of [6].
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