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ABSTRACT 
Criteria are given for the controllability of certain pairs of tridiagonal matrices. 
These criteria may he used, with the Chen-Wimmer theorem, to obtain inertia results. 
Also, a characterization is given of those nonsingular tridiagonal matrices with certain 
principal minors nonnegative which are positive stable. This extends a previous 
characterization of the real &table tridiagonal matrices. 
1. INTRODUCTION 
The n X n complex tridiagonal matrix 
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is irreducible if 
bici * 0, i=2 ,a-., 12. 
Let B be an n X m complex matrix; the pair (A, B) is controllable if 
[ B, AB, A2B ,..., A”-‘B] has rank n; 
equivalently (cf. [5]), if for every complex column n-tuple X, 
A*X=XX, XEC, B*X=O j X=0. 
(Even if A and B are real, we must consider complex scalars X and complex 
vectors X.) 
The inertia of A is the triple of nonnegative integers In M = 
(r(M), v(M), 6(M)), where n(M), v(M), 6(M) are, respectively, the num- 
bers of eigenvalues of M with positive, negative, and zero real parts. The 
matrix A is positive stable, or just stable, if all its eigenvalues have positive 
real parts, i.e., if r(A) = n, and Dstubk if DA is stable for every positive 
diagonal matrix D (cf. [7]). 
In a previous paper [2], this author, B. N. Datta, and C. R. Johnson 
characterized the real tridiagonal matrices which are &table. Central to this 
work were the observations that if the complex matrix A is written as 
A = G - ‘(H + S), where H is hermitian and S is skew-hermitian, then 
(A*, H) is controllable iff no eigenvector of G -‘S lies in N(H), the column 
nullspace of H; and if also A is nonsingular, then (A*, H) is controllable iff 
no eigenvector of G - ‘S corresponding to a nonzero 
eigenvalue lies in N(H). (I) 
In this paper, we shall extend the techniques of [2] to characterize when 
certain pairs (A*, H) of tridiagonal matrices are controllable, and then use 
this to characterize when certain tridiagonal matrices are stable. We also 
discuss the use of our controllability results in inertia theorems. 
In discussing the inertia and stability of tridiagonal matrices, it is sufficient 
to consider irreducible tridiagonal matrices. We shall henceforth assume that 
all tridiagonal matrices denoted by A are irreducible. 
The following lemma generalizes slightly one in [Z]. The proof is omitted. 
LEMMA. L.et A be an n X n irreducible tridiagonul matrix. Suppose that 
AX=OforacomplexvectorX#O,andletw(X)=(i,,...,i,)bethesequence 
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of indices of zero entries of X. [If all entries of X are nonzero, then 
w(X)=0.] Zf 0(X)*0, then 
i, > 2, is-i,>2,..., i,-i,_r>2, n-i,>l. (2) 
ZfaZ.soai*O,i=l ,..., n, then 
i, > 3, is - i, > 3,. . . , i,-i,_r>3, n-$22. (3) 
Zfirhstea41ai=0,i=1,..., n,thenn=2k+lisodd,w(x)*lZI,and 
i, = 2, i, = 4,..., i, = 2k. (4) 
2. CONTROLLABILITY OF CERTAIN TRIDIAGONAL PAIRS (A*, H) 
Suppose A is an irreducible tridiagonal matrix with 
ai ER, i = l,...,n; b,,c,EC, O*b,c,EIW, i=2 ,..., 12. (5) 
(Such a matrix is diagonally similar to a real irreducible tridiagonal matrix.) 
Then there will exist nonsingular real diagonal matrices D = diag(d,, . . . ,d,) 
for which 
di_lbi=f dici, i=2 ,...,n. (6) 
(Let ei=&i/ciEIR, i=2,..., n.) A nonsingular real diagonal matrix D wiU 
yield (6) iff for some 0 * e, E R, 
D=dhd+e,,+e,e, ,..., ke,e,e,...e,). 
Let D be one such matrix, and define 
H=+(DA+A*D), S=i(DA-A*D); 
H is hermitian, S is skew-hermitian, with zero diagonal entries, and both are 
tridiagonal. By our construction of D, we have for i = 2,. . . ,n, 
hi_l,i = hi_l,i = 
di_,bi if di_,bi= dici, 
0 if di_,bi=- dici. 
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Thus H is a direct sum of tidiagonal blocks, which are either irreducible or 
1 x 1; and these tridiagonal blocks are just the corresponding blocks of DA. 
We have A = D - ‘(H + S), with H hermitian. If A is known to be 
nonsingular, then (A*, H) is controllable iff (1) holds. 
PROPOSITION 1. Let A be a rwwingulur irreducible tridiugonul matrix 
satisfying (S), let D be a rwm-ingulur real diagonal matrix satisfying 
d,_,b, = dici, i=2 ,..., n, 
and let H = i(DA + A*D). Then (A*, H) is controllable. 
(7) 
Proof By (4), H = DA and S = 0; (A*, H) is controllable because (1) 
holds. n 
We next deal with the case where A and D satisfy 
di_,bi=- dici, i=2 n. ,***, (3) 
In this case, H is diagonal and S is irreducible, with zero diagonal. Suppose X 
is an eigenvector of D - ‘S corresponding to eigenvalue A * 0. By applying our 
Lemma to XI - D - ‘S, w(X) must satisfy (3). Let #(A) = (iI,. . . , ip) be the 
sequence of indices of nonzero diagonal entries of A. Now J/(H) = $(A), and 
HX = 0 iff +(A) E w(X). If $(A) does not satisfy (3), then HX * 0, and by 
(l), (A*, H) is controllable. 
If J/(A) satisfies (3), then we may partition H, and T = D - 'S conform- 
ably, as 
H= 
3 
Hz 0 
0 
0 
0 
H2k 
0 
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with H,j=(hi,i,)==O, j=l,...,k, and 
T= 
T 11 
T 21 
0 
T22 . 
T 2k,2k T 2k,2k+l 
T 2k+1,2k T 2k+1,2k+; 
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0 
with T, = - -. = T2k,2k = (0); T,,, T3,. . ., T2k+1,2k+l irreducible, of order > 2, 
with zero diagonal entries; and 
Tj+l,j= (0 “)3 Tj,j+l=( sj O), 
sjtj< 0, j= l,..., 2k. 
Suppose TX = AX, X * 0 and partition X = (X j) conformably with H and 
T. Then 
XX, = T,,X, + T,,X,, 
XX, = T,,X, + T,X, + TmX3, (9) 
AX, = Ts2X2 + TsX3 + TaXa, 
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If also HX = 0, then X, = X, = . . . = 0, and (9) becomes 
0 = T2lX, + TBX3, (10) 
AX, = TDX3, 
Suppose TI1,Ts,... have a common eigenvalue X * 0, with respective 
eigenvectors Y1, Ys,. . . . Let X, = X, = . - - = 0, X, = Y,. Calculation yields 
T,,Y, = (tly), T,Y, = (szz), where y is the last entry of Yi, and z is the first 
entry of Ys. By our Lemma, y, z f 0. Let X, = kYs, where k = t,y/s,z; we 
have k * 0, and 0 = T,,X, + TmX3. Continuing in this way, we obtain an 
eigenvector X = (X j) of T corresponding to A; furthermore X E N(H), so that 
(A*, H) is not controllable. 
Suppose TI1,Ts,... have no common eigenvalue A * 0. It follows that if 
TX = hX, A * 0, and HX = 0, then for some j= 1,. . . , k, XX,,+, = 
T. 
zJ+l,zj+1’zj+l implies that ‘zj+l 
= 0, which implies Xsj_ i = 0, Xsj+s = 0, 
and ultimately X = 0. Thus (A*, H) is controllable. We have proved 
THEOREM 1. Let A be a non&g&r irreducible tridiagonul matrix 
satisfying (5), let D be a nonsingular real diagonal matrix satisfying (8), and 
define H, S, T as above. Then (A*, H) is controllable iff either 
(a) the inequality (3) does not hold for #(A), or 
(b) the inequulity (3) hoti for #(A), and TI1, Tu,. . . have rw common 
rwnzero eigenvalues. 
Having dealt with the special cases in which A and D satisfy (7) and (8), 
we proceed to the general case. Suppose A is an irreducible tridiagonal matrix 
satisfying (5), and D is a nonsingular real diagonal matrix satisfying (6). 
Defining H, S, T = D - ‘S as before, we now partition H and T in a different 
way. We partition T, and H conformably, as follows. First, let 
/ 
Tl 0' 
T, 
T= > 
,o ’ Tmj 
where each Tj has order ni’ and is either irreducible with nj > 2, or zero with 
CONTROLLABILITY, INERTIA, AND STABILITY 
nj= 1. Then 
H= 
where 
hg! , 
withrj*O,j=l ,..., m. 
7 Hj+l, j= 
/ 
i 
Yj 
0 
Hj, j+l = ( i 7 0, 
If (7) holds, then T = 0 and m = n. If (8) holds, then m = 1. If neither (6) 
nor (7) holds, then 1~ m < n and at least one Tj * 0. 
If Tj * 0 and Tj+ 1 * 0, we call the principal submatrix 
42 
422 
0 
0 
0 
\ 
213 
of H a transition submutrix, its entries transition entries, and its determinant a 
transition minor of H. (Observe that whether it is a transition minor or not, if 
h!j?h\j+l) - rjfj 2 0, then h$? f 0 and h(i+‘) f 0.) We define fi = H, except 
that transition entries are replaced by zeros. Partition fi = ( fii j) conformably 
with H. Make corresponding definitions for A. 
If l<i,<*.. 
set (1 
< i, < nj, we may consider (iI,. . . , i,,) relative to the index 
, . . . , nj). If (3) holds for 1c/( A,), then we may partition fijj and Tj as for 
Proposition 2, with fijj = diag(O, HhJ’, 0,. . . ) and Tj = (Ti{)) block tridiagonal. 
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THEOREM 2. Let A be a non-singular real irreducible tridiagonal matrix 
satisfying (5), let D be a nonsingular diagonul matrix satisfying (6), and 
define H, S, T as above. Then (A*, H) is controllable iff 
(a) the inequulity (3) fails for some $( Ajj) corresponding to a Tj * 0, or 
(b) there exists a rumzero transition minor, or 
(c) T1 = 0, or T, = 0, or at least two successive Ti = 0, or 
(d) the inequality (3) holds for all #(Ajj) corresponding to Tj f 0; all 
transition minors are zero; TI * 0, T, * 0, and there are not two successive 
Ti = 0; and there are no eigenvalues commn to all the T#, T$$, . . . obtained 
from the Tj f 0. 
If H is positive semi&finite, we may replace (c) by 
(c’) Tj=Ofarsomej l<jgm. 
Proof. Assume that A is a nonsingular irreducible tridiagonal matrix. 
Suppose that TX = AX, h * 0, and HX = 0 for some column vector X. We 
partition X = (Xi) conformably with T and H. For each j = 1,. . . ,m, we have 
TjXj = hX, and either Xj = 0, or Xj is an eigenvector of Tj, with w( Xi) 
satisfying (3) (and in particular with nonzero first and last entries). As A * 0, 
ifTj=O,thenalsoXj=O. 
That HX = 0 is equivalent to 
0 = H,,xl+ f&J&, 011) 
O=Hj,j-lxj_l+Hjjxj+Hj,j+lxj+l, j=2 ,...,m-1, (“j) 
0=H,,,_,x,_,+H,,x,. (11,) 
Whenever Xi * 0, one has that w(X .) satisfies (3), and Hi_ 1, j and Hr+ 1, j have 
the form given above; it follows that Hj_l,jXj*O and Hi+, jXj==O. The 
proof of the Lemma now yields that whenever X j = 0 and X j+ r’ = 0 for some 
j, l<j<m, then X=0, and if X,=0 or X,=0, then X=0. As Tj=O 
implies Xi = 0, if (c) holds, then we must have X = 0, and (A*, H) controlla- 
ble. 
Let Xi= (x(J) , , . . . ,x!,J?)‘, j= 1,. . . , 
(11 j) is equivalent to th; system 
m. If Tj * 0, then nj > 1, and Equation 
fj_ rx$,- ‘) + h\J?ri” = 0, J-1 WI 
h\J~~j” = 0, I= 2,...,nj-1, (128 
hiJp;J; + fj#+ l) = 0, 
( 1 
124 
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with two exceptions: 
If (b) holds, then some transition minor h;J;h\j+ l) - rjl; * 0. As Equations 
(129 and (12{“) hold, 
h;$k$? + rj@+ 9 = 0, 1 
f,r(l) + h\j+ V.#+ 1) = 0, 
I “j 
and x$,1; = r{j+i) = 0, implying that Xj = 
this case, (A*, H) is controllable. 
OandXj+,=O,andthatX=O.In 
Suppose (a) holds, so that (3) fails for some #(njj) corresponding to a 
Tj * 0. If Tj_ 1 = 0, then h\Jl is not a transition entry; as Xi_ r = 0, (121) is 
equivalent then to 
if Tj_ 1 * 0, then hill is a transition entry [and similarly for h;Jj and (llj,,)], If 
X j * 0, then w( X j) satisfies (3), and we must have 
for some nontransition entry h(,Jl, and HX * 0, a contradiction; we must have 
Xj = 0. But this implies, if j> 1, by (12i), that X$rn= 0, Xj_ i = 0, and 
X = 0; if j= 1, by (12;,), xi c2) = 0, X2 = 0, and X = 0. In this case (A*, H) is 
controllable. (The above portion of the proof of Theorem 2 appears with only 
notational changes in the proof of Theorem 3 in [2]; it is reproduced here for 
continuity.) 
Suppose H is positive semidefinite, and some Tj = 0 (we may assume 
2<j<m,Tj_l*0,andTj+,*O).Thenwehave 
(12i+‘) 
As H > 0, we have h(Jlh\j+ ‘) - rjfj > 0, implying that h’$’ ‘) f 0; and as Tj = 0, 
Xj=(Q)=O. Thus”i~j+l)=O, Xj+l=O, andX=O. 
Suppose finally that (3) holds for all $(Ajj) corresponding to Tj * 0, that 
all transition minors are zero, and that Tl f 0, T, f 0, and no two successive 
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Tj = 0. We partition fijj and Tj as for Theorem 1, with fijj = diag(O, H$Jl, 0,. . . ) 
and Tj = (Tip) block tridiagonal. Suppose that all of the T,(J), Tg), . . . share a 
common nonzero eigenvalue. As in the proof of Theorem 1, for each j we can 
find an eigenvector Yj of Tj for which fijjYj = 0. Let 2, = Y,. We have two 
possibilities to consider: first, if T, * 0, we wish to find 2, = ICY, * 0 so that 
(12:,) and (12:) hold for 2 = (Z,, Z,,. . .): 
h’,‘y;;) + r1kyf2’ =0, 
- 
r1yrq 
(1) + /4Qyp = 0. 
As the transition minor h(‘)h(,2) - rlfl = 0, and h’,l), h@), r, are all nonzero, such 
a k * 0 must exist. Secor& if T, = 0, then T3 * ‘0; we must take Z, = 0, and 
wish to find Z, = kY, * 0 so that H,,Z, + H,,Z, = 0. As in the proof of 
Theorem 1, this may be done. Continuing in this way, we construct an 
eigenvector Z = (Zj) of T for which HZ = 0; in this case, (A*, H) is not 
controllable. 
Suppose that the T#, T&Ii’, . . . do not all share a common nonzero eigen- 
value. For each A * 0, there exists (i, j) such that A is not an eigenvalue of 
q(JJ. The corresponding Xi” = 0, implying that Xj = 0, implying that X = 0. 
In this case, (A*, H) is controllable. n 
3. INERTIA THEOREMS FOR TRIDIAGONAL MATRICES 
Chen [4] and Wimmer [lo] have proved the following. 
THEOREM A. Let A be an n X n complex matrix. 
(i) Zf H = +(GA + A*G) a 0 for sm hermitian G, and if (A*, H) is 
controllable, th& G is nonsingular and In A = InG. 
(ii) ZfH =b(GA + A*G)a Ofirsme G > 0, then A is stable @(A*. H) 
is controllable. 
We observe first that (i) of this theorem, together with our results on 
controllability in the previous section, yield theorems on the inertia of 
tridiagonal matrices satisfying (5). All we need add to the hypotheses of our 
controllability results is that H be positive semidefinite to obtain conditions 
under which In A = In D. 
We can also use our lemma to generalize a result of Carlson and Datta [3] 
and Wimmer [ll] (which generalized a result of Schwarz [B]) in which the 
diagonal entries of A are allowed to be complex. 
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THEOREM 3. Let A be an irreducible tridiagonul matrix with ai E C, 
i=l ,...,n, and bi, c~EQ=, O*bici~IW, i=2 ,..., n. Define R= 
diag(Rea,,..., Rea,), E = diag(1, - b,c,, bzb3czc3,...,(-l)n+1b2 *.. b,,c, 
. . . c,,). ZfR f 0, RE >, 0, and q(R) does not satisfy (2), then 
InA=InE. 
Zf E > 0, i.e., if (- l)“+‘bici > 0, i = 2,. . . ,n, then A is &table. 
REMAFUCS. Carlson and Datta assumed that Re aI * 0 and Re a i = 0, 
i=2 , . . . , n [and used (Re a I)E in place of E]. Wimmer also assumed that 
b,c,EBB, i=2,..., n. Schwarz assumed in addition that bi = 1, i = 2,. . . ,n. 
Thus these previous results required R = diag(Re a,, 0,. . . , 0) * 0, which is 
much more restrictive than our condition that 4(R) does not satisfy (2). (We 
shaU see in the next section that when a,ElW, i=l,...,n, and b,c,<O, 
i=2 , . . . , n, we can relax this restriction even further.) 
Proof. Let 
then 
I 0 
- c2 
T=A--R-J= 
b2 
0. 
0 . 
0 
0 
- cn 
b” 
0 
D=diag(l,-es,e2e,,...,(-l)“+‘eaes*..e”), 
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then DE > 0, implying that DR > 0, and DT + T*D = DJ + J*D = 0, so that 
H=b(DA+A*D)=DR>O. 
Suppose that AX = hX, h E C, for some vector X * 0. By our Lemma, 
applied to A - hI, w(X) must satisfy (2). But #(H) = q(R) does not satisfy 
(2); thus HX * 0. By Theorem A, In A = In D = In E. 
If E > 0, then A is stable. The hypotheses hold for every product of a 
positive diagonal matrix and A, so that A is actually &table. n 
4. STABILITY AND D-STABILITY THEOREMS FOR TRIDIAGONAL 
MATRICES 
In this final section we use (ii) of Theorem A to determine those 
nonsingular tridiagonal matrices satisfying (5) with certain principal minors 
nonnegative which are positive stable. This extends the previous characteriza- 
tion of real tridiagonal &table matrices mentioned in the Introduction. 
Again we consider only tridiagonal matrices A which are irreducible. 
For an irreducible tridiagonal matrix A satisfying (5), there exists a 
positive diagonal matrix D (unique up to positive scalar multiples) for which 
(6) holds. We again form H = $(DA + A*D), S = i(DA - A*D), and T = 
D - ‘S. We shall say that A E PTD if H 2 0. As D is a positive diagonal 
matrix, A E PTD iff those principal submatrices of A within which all bici > 0 
have nonnegative determinant (in particular, we have all a, > 0). The follow- 
ing results are now easily proved. 
PROPOSITION 2 ([2]; see also [l] and [5]). Let A be an irreducible 
tridiagonul matrix, nonsingular, satisfying (5) with all principal minors 
nonnegative, and satisfying 
bici > 0, i=2 ,...,n. 
Then A is &table. 
Proof For our D > 0, H = i( DA + A*D) = AD. The principal minors of 
the hermitian matrix H are positive multiples of the corresponding minors of 
A; thus H >, 0. As S = 0, (1) holds, so that (A*, H) is controllable and thus A 
is stable. For any positive diagonal matrix E, EA satisfies the hypotheses 
stated and is also stable; A is D-stable. n 
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THEOREM 4. Let A be an irreducible tridiagonal matrix, rwnsingular, 
satisfying (5) with ai > 0, i = 1,. . . , n, and satisfying 
bici < 0, i=2 ,...,n. 
(i) A is &table iff (3) does not hold for #(A) [2]. 
(ii) A is stable but not Dstable iff (3) does hold for I)( A), but there are no 
nonzero eigenvalues common to TI1, Tss,. . . . 
Proof. For our D > 0, H = i( DA + A*D) is diagonal and positive semi- 
definite. If (3) does not hold for $(A), then by Theorem 1, (A*, H) is 
controllable, and by Theorem A, A is stable. As these hypotheses are invariant 
under multiplication on the left by any positive diagonal matrix, A is D-stable. 
Assume that (3) holds for #(A). If TI1, TS,. . . have a common nonzero 
eigenvalue, then (A*, H) is not controllable and A is not stable. If 
Tii,&,... have no common nonzero eigenvalues, then (A*, H) is controlla- 
ble, and A is stable. However, each nonzero Tzj+l,zj+l has nonzero eigenval- 
ues h, Aj = -Xi; we may choose Q,. . . , Ed > 0 so that, for E = 
diag(e,Z, I, E~Z ,..., ekZ) > 0, the matrices elTI1, szTm,. . obtained from EA 
and corresponding to TI1, TS,. . . do have a common nonzero eigenvalue. The 
matrix EA is not stable, and A is not D-stable. n 
REMARI(. In [l], Bamett and Storey show that if A is a tridiagonal matrix 
with a,>O, i=l,..., n, and satisfying bici < 0, i = 2,. . . ,n, then A is stable 
(and also Z&table). Theorem 4(i) contains their result. 
THEOREM 5. Let A be an irreducible tridiagonal matrix satisfying (5), 
nonsingular, and in PTD. Then 
(i) A is Dstable ifi 
(a) the inequality (3) fails for some +(Ajj), m 
(b) there exists a nonzero transition minor, or 
(c’) there exists a Tj = 0. 
(ii) A is stable but not &table iff none of (a), (b), (c’) hokZ.s, and there 
are no nonzero eigenvalues common to all the T,(i), T&), . . . obtained from the 
Tj. 
REMAW. Part (i) appears in [2] in a slightly different form. 
Proof. The proof is similar to that of Theorem 4, using the controllability 
conditions of Theorem 2 instead of those of Theorem 1. As A E PT\D insures 
that H >/ 0, we may use (c’) in place of (c). W 
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REh4ARK. We note that Veselii: [9] has recently given a lower bound on 
the number of distinct real eigenvalues of a real irreducible tridiagonal matrix 
A [and by diagonal similarity, a complex tridiagonal matrix A satisfying (5)] in 
terms of the numbers of positive and negative signs in the sequence 
I,b,c,,b,b,c,c, ,..., b,...b,,c,..+c,,. 
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