We present a maximum-entropy (MaxEnt) method for inferring stock density and mapping stock distribution from acoustic line-transect data. MaxEnt is founded on the bedrock of probability theory and allows the most efficient possible use of known data in the inference process. The method takes explicit account of spatial correlation in the observed data and seeks to reconstruct a distribution of density across the whole survey area that is both consistent with the observed data and for which the entropy is maximized. The method is iterative and uses the Bayesian approach of evaluating the posterior probability of a candidate solution under the constraint of the observed data to progress towards a converged solution. We apply the method to reconstruct maps of the distribution of Antarctic krill throughout areas 100 Â 80 km. Survey data were integrated at 0.5-km intervals along ten 80-km transects, giving approximately 1600 observed data points. We inferred the krill density for all 32 000 0.5 Â 0.5 km cells in the area. The method is demanding computationally, but appears to work well even in cases when the distribution of density is highly skewed. The MaxEnt technique has proved to be powerful for reconstructing quantitative images from incomplete and noisy physical data (e.g. radiotelescope data): we suggest that it has utility in biological systems too and could be of benefit to the fisheries-acoustics community, increasing the accuracy of acoustic estimates of stock density and generating better maps of stock distribution.
Introduction
Acoustic surveys are carried out in oceans worldwide to assess commercially and ecologically important pelagic species (MacLennan and Simmonds, 1992) . These surveys are conducted usually along line transects distributed across the survey area, and the mean density, biomass, and distribution of the target species throughout the whole survey area are estimated from the transect measurements (Foote and Stefánsson, 1993) . Acoustic surveys of fishery resources tend to be time-constrained both because of high ship costs and the desire to complete surveys in a period that is short compared with the time scales of stock movement (McAllister, 1998) . Survey transects are therefore often widely spaced and the area sampled directly by the acoustic beam is small compared with the whole survey area (Foote and Stefánsson, 1993) .
As a consequence of the limited sampling, data are sparse, survey variance may be large (Aglen, 1989) and high-resolution mapping of stock distribution is difficult. Although line-transect survey data contain valuable information on spatial distribution, this is ignored by the classically based statistical techniques that are often used to calculate mean stock density (e.g. Jolly and Hampton, 1990) . Geostatistical techniques that exploit along-and betweentransect spatial information have been applied successfully to some fishery-survey data (Rivoirard et al., 2000) , but standard linear geostatistics do not work well if the distribution of abundance is highly skewed (Maravelias et al., 1996) , which is often the case for schooling pelagic species. The scarce yet extreme values that characterize such distributions, and which are of major biological importance, are not outliers but have nevertheless been discarded in some instances because of the difficulty in modelling their distribution (Rivoirard et al., 2000) . Antarctic krill (Euphausia superba) is among the most patchily distributed pelagic species, forming exceedingly dense, highbiomass swarms. This patchiness poses major problems for accurate estimation of abundance and for distribution mapping. Because of the extreme skewness of density distribution within krill-survey data, geostatistical analyses have largely failed (Murray, 1996) and the valuable spatial information within krill-survey data remains unutilized.
Analytical methods that could use the spatial information embedded in acoustic-survey data, and could cope with extreme, patchy distributions in a data-sparse environment, could lead to more accurate estimates of stock density and improved maps of stock distribution, aiding resource management and ecological investigations. Bayesian techniques applied as maximum entropy (MaxEnt) and modern Markov Chain Monte Carlo (MCMC) algorithms can do this (Sivia, 1996) . MaxEnt techniques have been used with great success in many branches of physical science to reconstruct quantitative images from incomplete and noisy data (Gull and Daniel, 1978; Bontekoe et al., 1994) , and have been used to generate fine-scale maps of fish distribution from commercial-trawl data (Vignaux et al., 1998) . Here we describe the application of a MaxEnt technique to map stock distribution and estimate stock density from acoustic-survey data of Antarctic krill. Our objective is to provide a first demonstration to the fisheries-acoustics community of a powerful data-analysis technique that could make a useful contribution to the field.
Materials and methods

Acoustic data
The survey data considered here are from two 80 Â 100-km boxes to the northwest and northeast of South Georgia. Data were gathered annually over the course of 5 years between 1996 and 2000 and show considerable regional and interannual variation in mean krill density (e.g. . The surveys were designed to enable the calculation of valid variance estimates following the method of Jolly and Hampton (1990) and so transects were positioned randomly (Brierley et al., 1997) . Ten transects were defined for each box. Acoustic data were integrated at 0.5-km intervals along each transect, giving a total of about 10 Â 80/0.5 ¼ 1600 krill-density values (k) per box. Each survey area as a whole contained (100/0.5) Â (80/ 0.5) ¼ 32,000 such 0.5 Â 0.5 km cells. One approach to mapping the distribution of krill throughout the whole area, and evaluating the biomass of krill in the box, is to infer the most probable density of krill in each of these 32,000 cells (h ¼ (h(x 1 ), . . . , h(x 32,000 ))), where x i is the position in two dimensions (latitude, longitude) of the cell h(x i ) in the survey area.
Bayesian approach
Bayesian theory is founded upon the axioms of probability theory (additive and conditional probability) and provides a self-consistent framework for inference because it enables known information, i.e. the observed data, a subset of all information, and any existing knowledge about the range of unknown values that might be present (the prior probability distribution) to be incorporated explicitly in the development of descriptions of the complete set of information. It also enables different possible solutions to a particular problem to be compared quantitatively by providing a precise evaluation of the probability that can be placed on each solution (the evidence). Bayes' theorem is written PrðhjkÞ ¼ PrðkjhÞPrðhÞ PrðkÞ ;
where j means ''given''. Pr(h) is the prior probability and encapsulates our previous relevant information about hypothesis h before we have analyzed our present data k; Pr(kjh) is the likelihood or description of the underlying statistical process which may be uniform or Gaussian or Poisson, etc.; Pr(k) is the evidence, i.e. the tool for distinguishing between different hypotheses and Pr(hjk) is the posterior probability, or our state of knowledge in the light of the data. Hilborn and Mangel (1997) provide numerous examples of the application of Bayesian techniques to the analysis of ecological data, including fish-stock assessment. They also extol the advantages of the Bayesian approach over conventional statistical analyses. In this paper we construct our Bayesian prior on krill density using MaxEnt, and maximize the posterior distribution to yield the most probable krill distribution. The steps involved are detailed below.
Prior probability
The MaxEnt technique takes its name from the fact that the prior is derived using MaxEnt, as opposed, for example, to a uniform distribution or through use of minimum distance or central mass. The latter two both assume some degree of correlation between data, whereas MaxEnt is built upon the Independence principle between data and makes no ad hoc assumptions. Skilling (1988) has demonstrated that the probability-density functions that best correspond to constraints of known data are those which maximize the information entropy S. It has been said that MaxEnt is the only inference process consistent with common sense (Paris, 1994) . Sivia (1996) provides a clear explanation of the MaxEnt approach.
Here we seek to infer the most probable distribution of krill over the whole 80 Â 100-km survey region. To do this we reconstruct the krill density (h ¼ (h(x 1 ), . . . , h(x 32,000 ))) on a uniformly sampled set of i ¼ 1 to 32 000 cells, within which we have 1600 observed data points k(x i ). The observed distribution of krill density is extremely variable, so we have chosen to model its logarithm, so that h(x i ) ¼ log(krill density þ 1). This serves to transform the observed data to agree closely with our normal likelihood function (see Section Likelihood).
In its simplest form, the Bayesian MaxEnt method (Skilling, 1989 ) assigns a prior probability Pr(h) as
where a is a regularizing constant (to be determined) and S(h) is the entropy (Skilling, 1989) .
This entropic prior distribution penalizes variation in krill density at any 0.5-km cell from an initial estimate m(x i ), which is here assumed to be the spatially uniform, mean krill density for the survey (after Jolly and Hampton, 1990) . The starting point for the first of the series of many iterations is h ¼ m. As the process iterates, each h(x i ) is adjusted progressively until the misfit between the inferred data h(x i ) and the corresponding observed data k(x i ) is minimized (see Section Likelihood).
Likelihood
Bayes' theorem modulates the prior via the likelihood function h, which we have assumed to be Gaussian
is the least-square misfit (chi-squared) between inferred data h(x t ) and actual data k(x t ). We also investigated using a Poisson-likelihood function, but it very soon became apparent that this generated unbelievable results. Other likelihood options that could be investigated include negative binomial and binomial-gamma mixture.
Evidence
The evidence was evaluated as
PrðkÞ ¼ X h Prðh; kÞ using a conjugate-gradient method (Gull and Skilling, 1999; see below) . MacKay (1992) describes how the evidence term can play an essential quantitative role in comparison between possible solutions.
Mechanics of the analysis
The analyses were performed using the MemSys5 Quantified Maximum Entropy package (Gull and Skilling, 1999) , which has been widely used in many different fields of image and spectral analysis (Wu, 1997) . The MemSys algorithm uses a conjugate-gradient maximization of Q ¼ aS ÿ v 2 =2 starting from the global maximum of entropy at h ¼ m. The package varies the regularization constant until the evidence is maximized (see Gull and Skilling, 1999 for technical details), the so-called ''Classic MaxEnt'' stopping criteria. If the error statistics (r t in Equation (4)) are not well known, a similar Bayesian calculation can be invoked to estimate the most probable noise level as well as maximizing the posterior; we used a prior error of 10. The MemSys5 package implements this noise scaling (Gull and Skilling, 1999) and returns the numerical value of the evidence for later use in comparison between different solutions.
Spatial correlation
As described so far, the MaxEnt reconstruction would respond only to the cells where there are observed values of krill density. The reconstruction would be a set of 1600 values on-transect surrounded by cells of value m 0 , which is the initial value everywhere off-transect, which we set as the Jolly and Hampton (1990) mean krill density for the survey. There may be sharp, localized features (e.g. a krill swarm) such that the density of krill in each cell is effectively independent. However, there may well be local correlations where neighboring cells have similar krill densities, such that the image is locally smooth. MaxEnt tends towards the smoothest solution that the data will allow. Next we explain how the scale of any spatial correlation was investigated and incorporated in our reconstructions.
Spatial correlations are included in the MaxEnt formalism by use of the intrinsic correlation function (ICF) technique (Gull and Skilling, 1999) . Variants of this have appeared in the literature over the years (e.g. Weir and Djorgovski, 1991; Bontekoe et al., 1994) , but the general idea is to use a series of ''hidden'' reconstructions on which an uncorrelated entropic prior is assigned. The reconstruction that is compared with the data, the so-called ''visible'' reconstruction, is a blurred version of the hidden one. If there is not much support for detailed features in the data, then blurring the hidden reconstruction reduces the number of available degrees of freedom in the model and the evidence rises. If the blurring is taken too far, then the likelihood is reduced so that the evidence falls again. Multiple scales can be included so that the reconstruction can be smooth in one area (similar krill densities in adjacent cells) and sharp elsewhere (discrete krill swarms). Experience in a variety of problems has shown that it can be advantageous to use a series of perhaps seven hidden reconstructions, each blurred by a further linear factor of 2 and weighted by a factor of 4. The choice of the relative weighting and blurring of layers is essentially ad hoc, but Bayes' theorem can be used to assess objectively and quantitatively the merits of various weights, blurs, and weight-blur-layer combinations. We used up to seven ICF widths (0, 1, 2, 4, 8, 16, and 32) . Very roughly speaking, the number of adjacent 0.5-km cells that will be correlated at each width is given by w width!2 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ICFwidth Â ICFwidth ÿ 1 3
The visible space reconstruction was formed by weightsumming the layers of hidden space by convolution. This method is sometimes called Pyramid MaxEnt and has been described in more detail than space here will permit by Bontekoe et al. (1994) .
Testing the reconstruction
MemSys5 determines a mean krill density for each cell and the standard deviation for that cell by sampling from the posterior distribution. The variance does not provide a true measure of the precision of the estimate; instead, the Bayesian evidence provides the best indication of how well any given reconstruction fits the observed data. In order to provide some more obvious insight into how well the method as a whole was able to infer densities for unsampled cells, we ran some reconstructions of the JR38 W-survey after having removed observed data points at random from the observed data set. After the reconstruction in the absence of these observed data we compared the MaxEnt generated data at these positions with the observed data.
Results
We reconstructed distributions of krill from acoustic surveys of the two boxes at South Georgia for each of the 5 years from 1996 to 2000. From the total of 10 surveys, we here present results from two that are characterized by unusually high (JR28 E) and typically low (JR38 W) mean krill densities, and which are illustrative of the ranges of distributions of density encountered. The full series of reconstructions is presented elsewhere (Wafy et al., 2003) . The survey to the northeast of South Georgia in 1998 (JR28 E) had a mean krill density (following Jolly and Hampton, 1990) of about 151 g m ÿ2 ; the survey to the west in 1999 (JR38 W) had a mean of about 12 g m ÿ2 . Maps of along-transect krill distribution and the MaxEnt reconstructions of distribution throughout the whole survey areas are given in Figure 1 . Both of these visible reconstructions use six hidden reconstructions (ICF widths 0, 1, 2, 4, 8, and 16).
We used a number of criteria to decide which of many possible reconstructions we would accept: KolmogorovSmirnov tests had to fail to detect any significant difference (at Pr ¼ 0.05) between histograms of distribution of density for the observed data and the inferred data; there was to be little or no transect-related structure apparent in the reconstruction, since we believed that there should be no reason to expect, for example, that high-density values should be restricted to just occurring along the randomly placed transects; and, most importantly, the Bayesian evidence. Evidence values for increasing ICF-widths for both surveys are shown in Figure 2 . The evidence for both data set plateaus by ICF width ¼ 16, although the evidence for the solutions to JR28 E is consistently lower than for JR38 W. For visible reconstructions using more than six hidden layers, the distributions became increasingly smooth and we chose to accept reconstruction at the smallest scale beyond which there was no appreciable improvement in evidence.
The propensity of MaxEnt for smooth distributions ensures that all structure in any reconstructed spatial distribution must have come from the data and cannot be an artifact (Vignaux et al., 1998) , but there is an optimum point between too sharp an image, where spatial correlations are not considered at a great enough range, and excessive smoothing at longer ranges that leads to the loss of detail. On a practical point, as the number of hidden layers is increased the computational difficulty increases both because of the burden of the additional layer and because the number of cells beyond the bounds of the survey area has to be increased to prevent boundaryinduced errors. With seven hidden layers and a reconstruction grid of 330 Â 290 cells, one iteration took about 10 min on a 1.4 GHz Pentium-4 computer; up to 100 iterations were needed to complete the reconstruction.
Krill-biomass values inferred for JR28 E and JR38 W using the MaxEnt technique are given in Table 1 along with the values determined using the Jolly and Hampton (1990) method. The confidence limits for the MaxEnt analysis have been evaluated using the standard deviations for each inferred cell density, which are obtained by sampling from the posterior distribution.
The comparison of observed values removed from the JR38 W data prior to the analysis with those inferred by MaxEnt for the same geographic location provided strong support for the power and validity of this approach. A Wilcoxon signed-rank test failed to distinguish between pairs of original and reconstructed data (n ¼ 24, Z ¼ ÿ1.114, Pr ¼ 0.27), and the Spearman correlation coefficient between the original and the reconstructed data was 0.86 (significant at the 1% level).
Discussion
The MaxEnt technique has produced most probable maps of krill distribution and estimates of krill biomass given the observed survey data. The method has worked with quite smooth and very highly skewed distributions of density. Specifically, the distributions of krill in JR38 W and JR38 E were quite different: the mean density of krill in JR28 W was the highest observed over the 5-year series and included the highest individual 0.5 km density that we recorded, while JR38 W, in contrast, had a typically low mean and there were few swarms. There is interest both from the commercial and ecological viewpoints as to how aggregation (school or swarm) size varies with varying mean density (e.g. Auckland and Reid, 1998) . Whatever the relationship-if any-the fact remains that rare, highbiomass aggregations are extremely important biologically and efforts must be made to model their distribution.
The difficulty with modelling rare, high-density values is apparent in the differences in evidence between surveys JR38 W and JR28 E (Figure 2 ). For JR28 E the observed 0.5-km cell-density estimates (gm ÿ2 ) descended in ranked order from about 23 700, 8700, 6600, 5500, 5100, 4200, 3400. . . and 40 values exceed 1000 g m ÿ2 . For JR38 W, by contrast, the highest density value was about 1300 g m ÿ2 , Figure 1 . Maps of along-transect krill density (left panels) and MaxEnt reconstructions of krill distribution throughout the whole survey area (right panels) for JR38 W (top) and JR28 E (bottom). X-axes are distances along shelf (km) and Y-axes are distance across shelf (km). Scale bars show the density of krill (g m ÿ2 ). and this was the only value above 1000 g m ÿ2 . In probabilistic terms, a density of 23 700 g m ÿ2 is a very rare event and presents problems for inference. This single value will have contributed greatly to the misfit between the MaxEnt reconstruction and the observed data, and will have dragged down the evidence for JR28 E. However, the high number of values [1000 g m ÿ2 in the observed JR28 E data set ensures that similar values will also occur frequently in the reconstruction. As a consequence, the confidence limits for the MaxEnt reconstruction for JR28 E are narrower than those determined using the Jolly and Hampton (1990) approach. In the Jolly and Hampton analysis the single 23 700 g m ÿ2 value results in one transect of 10 having a mean density over five times higher than the lowest transect density (355 compared to 65 g m ÿ2 ) and consequently the coefficient of variation (CV) is high. It is important to realize that the narrow confidence limits for the JR28 E MaxEnt reconstruction do not necessarily reflect the quality of reconstruction; the evidence value should be the measure of reconstruction quality. The 95% confidence limits for the biomass arising from the MaxEnt reconstruction of JR38 W are considerably wider than are the Jolly and Hampton (1990) confidence limits. This is because there is a very large number of low observed values leading to a high proportion of low values in the reconstruction. There are, however, some values [1000 g m ÿ2 and the range of values in the reconstruction is high. Conversely, mean densities per transect are all similar-all less than 20 g m ÿ2 -and, as a consequence, the confidence limits for the MaxEnt approach are wider than for the Jolly and Hampton (1990) analysis because of the differences in sample sizes between methods (32 000 cells compared with just 10 transects).
It is possible that further improvements in the reconstructions could be achieved by altering the number of hidden layers and weighting between layers. We chose to stop at six hidden layers, because beyond this the reconstructions became increasingly smooth and there was no increase in evidence to support this smoothness. The weighting of layers, as with the ICF width, is adjustable in the MemSys5 package. Experience with a variety of spatial problems suggests that the weights we used should be effective and this led us to make an essentially ad hoc assumption about the layer weights here, but others could be used. In the end, the operator has a free hand to adjust the weights and can use Bayes' theorem and the evidence of the final reconstructions to assess objectively whether different weights give improved reconstructions. An obvious advantage of the MaxEnt technique presented here over other non-probabilistic approaches such as geostatistics is that an evidence value is determined for each solution. However, Bayesian kriging is a possibility (Omre, 1987) and an obvious line for future research would be to compare the two techniques.
The distribution of transects throughout the survey area has an influence on the quality of the reconstruction. The random distribution of transects required by Jolly and Hampton (1990) -type analysis is not optimal for the MaxEnt approach. Because our transects are spaced randomly, pseudorandomly actually, there are some instances when transects are far apart. The resulting absence of data across large areas of the survey grid presents problems for the reconstruction. A consequence of this is apparent in the reconstruction of JR38 W, where transect-like features are apparent on the left-hand side of the image. These are not the transects themselves, but areas between transects for which the inference is weak. The weak inference in these regions will contribute to the high CV for this survey. Regularly spaced transects give even coverage of the survey area and, by chance, the pseudorandom distribution of transects in the eastern survey box resulted in an even distribution; reconstructions in the east tend to be superior to the west. On one occasion, however, rough seas in the west prevented the usual straight-line transects from being surveyed there. A zig-zag course was adopted (see and this gave one of the best reconstructions of krill distribution because the area of coverage was increased. Unlike the Jolly and Hampton (1990) approach to survey analysis, the MaxEnt technique could also use data collected along transect heads; use of this extra data would further increase the quality of the reconstruction.
We suggest that the MaxEnt method as illustrated here could make substantial contributions to fisheries-independent stock assessment. Antarctic krill are among the most patchily distributed pelagic species and the fact that the MaxEnt technique has worked well for krill bodes well for the application of MaxEnt to acoustic-survey data from other species. A useful avenue for future research would be to undertake comparisons of MaxEnt reconstructions generated from data collected on virtual transects run through simulated data fields with the entire simulated data set (e.g. Simmonds et al., 2002) . Reconstruction of complete, visually plausible images from sparsely sampled, Table 1 . A comparison of measures of krill mean density, variance (CV, coefficient of variation), biomass, and 95% confidence intervals (CI) determined by the Jolly and Hampton (1990) (48, 249) image data provides a convincing visual illustration of the power of MaxEnt (see Sivia, 1996 and http://www.maxent. co.uk/examples.htm for examples from photographs of faces and vehicle-registration plates). Faithful reconstructions of whole, known data fields from virtual-sampling transects run through the simulated data may provide further quantitative evidence to convince the fisheriesacoustics community of the potential of the technique in their work.
