Abstract. General linear systems of delay differential-algebraic equations (DDAEs) of arbitrary order are studied in this paper. Under some consistency conditions, it is shown that every linear highorder DAE can be reformulated as an underlying high-order ordinary differential equation (ODE) and that every linear DDAE with single delay can be reformulated as a high-order delay differential equation (DDE). Condensed forms for DDAEs based on the algebraic structure of the system coefficients are derived and these forms are used to reformulate DDAEs as strangeness-free systems, where all constraints are explicitly available. The condensed forms are also used to investigate structural properties of the system like solvability, regularity, consistency and smoothness requirements.
1. Introduction. In this paper, we study general linear delay differentialalgebraic equations (DDAEs) of the form ( 
1.1)
A k x (k) (t) + ⋯ + A 0 x(t) + A −1 x(t − τ ) + ⋯ + A −κ x (κ) (t − τ ) = f (t), where the coefficients satisfy A i ∈ C ℓ,n , i = k, . . . , −κ, A k = 0, f ∶ [0, ∞) → C ℓ , and where τ > 0 is a single constant delay. We consider the time interval t ∈ [0, ∞). Note that most of our analysis also carries over to multiple and nonconstant delays but here we restrict ourselves to the constant single delay case.
An important special case of (1.1) is the initial value problem for a first order linear delay differential-algebraic equation with single delay ( 
1.2)
A 1ẋ (t) + A 0 x(t) + A −1 x(t − τ ) = f (t),
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To achieve uniqueness of solutions, for DDAEs one typically has to prescribe initial functions, which for the special case (1.2) take the form
Ordinary delay differential equations (DDEs) of the form (1.2), with A 1 being the identity matrix, arise in various applications, see [3, 10] and the references therein. If the states of the physical system are constrained, e.g., by conservation laws or interface conditions, then algebraic equations have to be included and one has to analyze delay differential-algebraic equations (DDAEs). DDAEs may be considered from two different perspectives. On the one hand, they are differential-algebraic equations (DAEs) that involve delayed terms. On the other hand, DDAEs are ordinary delay differential equations (DDEs) subject to constraints that also may involve time-delayed variables. Of course, DDAEs inherit all the difficulties that are associated with both DAEs and DDEs. Their interaction, however, leads to new effects that do not arise in either DAEs or DDEs, as has been pointed out in [2, 6, 8] .
Although DDEs are well studied analytically and numerically, see e.g. [3, 10] , and a similar maturity has been reached for the simulation and control of DAEs, see e.g. [4, 12, 13] , the theoretical understanding and the development of appropriate numerical methods for DDAEs, however, is far from complete even for the case of linear systems with constant coefficients. Only very few results are available, see e.g., [1, 2, 6, 7, 8, 19] , and these are mainly for the special case of DAEs, where the delay component is nothing else than an additional part of the inhomogeneity.
The main difficulty so far is the lack of a suitable regularity analysis (via the concept of an index) and a canonical form which allows to investigate structural properties like existence, uniqueness of solutions, consistency and smoothness requirements for the initial function.
In this paper, we derive such a canonical form for the linear constant coefficient case by extending the algebraic approach introduced in [13, 20] and combining it with the behavior approach [18] . Surprisingly, already in order to deal with (1.2), it is necessary to study linear high-order differential-algebraic equations of the form We study the theoretical aspects of (1.4)-(1.5) in Section 3 and then use these to study the general case of DDAEs in Section 4. The analysis is based on reformulation procedures which bring the systems into a strangeness-free form and allows also to 705 study theoretical aspects like existence and uniqueness of solutions, as well as the consistency and smoothness requirements for the initial functions.
2. Notation and preliminaries. In the following, we denote by I n ∈ C n,n (or I) the identity matrix and by A T the transpose of a matrix A. For an interval
we denote the space of k-times continuously differentiable functions from I to C n .
We use the following solution concept for (1.2). 
as initial vector of the initial value problem consisting of (1.4)-(1.5), Definition 2.1 extends to higher order systems, i.e., an initial vector X 0 ∈ C (k+1)ℓ is called consistent for system (1.4) if the initial value problem (1.4)-(1.5) has a solution, and system (1.4) is called solvable if for every sufficiently smooth f and every consistent initial vector X 0 , the associated initial value problem (1.4)-(1.5) has a solution.
Systems of differential-algebraic equations arise in real-time simulation and automated physical modeling via software packages such as Dymola [9] or Matlab Simulink [16] in all areas of technology. In general they may be over-or under-determined, i.e., they may contain free variable (controls) and/or redundant equations. Usually then a reformulation procedure is necessary to remove redundant equations, to make the system consistent or to achieve better properties for simulation and control [5, 13] .
The same procedure is necessary for delay differential-algebraic equations. To achieve a good reformulation, also for delay differential-algebraic equations one must add hidden constraints to the system and decouple the equations into two subsystems, one which describes the dynamics of the system and one which describes all the constraints, together with redundancy and consistency conditions that allow a regularization.
We will derive such a reformulation and regularization procedure for systems (1.4) and (1.1) in Sections 3, 4.
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To illustrate the difficulties that may arise we present a simple example. 
and the associated non-delay equation
in the time interval [0, ∞). Obviously, system (2.2) is under-determined, and f 3 = 0 is a consistency condition. If this holds, and if x 1 and f 1 , f 2 are continuous, then the solution x is continuous as well. However, if the consistency condition
holds, then it immediately follows that system (2.1) has the general solution
for all t ∈ [0, ∞). To obtain a unique solution, we have to provide an initial function
, which is consistent if and only if
Note, however, that the inhomogeneity f has to be at least twice continuously differentiable and, since x(t) is differentiated in the delay, further smoothness requirements are necessary for the initial function φ, depending on the length of the considered time interval.
Example 2.2 shows that further differentiability and consistency conditions may be required for DDAEs. To characterize these for general linear DDAEs with constant coefficients, we will derive a condensed form. For this we need the following preliminary results.
For matrices Q ∈ C q,n , P ∈ C p,n , the matrix pair (Q, P ) is said to have no hidden redundancy if rank Q P = rank(Q) + rank(P).
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Lemma 2.3. Suppose that for Q ∈ C q,n , P ∈ C p,n , the pair (Q, P ) has no hidden redundancy. Then, for any matrix U ∈ C q,q and any V ∈ C p,p , the pair (U Q, V P ) has no hidden redundancy.
Proof. The proof follows from the observation that a matrix pair has no hidden redundancy if and only if the intersection of the two vector spaces spanned by the rows of the two matrices contains only the vector 0.
If Q P is of full row rank for two matrices Q ∈ C q,n , P ∈ C p,n , then obviously, the pair (Q, P ) has no hidden redundancy. However, the converse is not true as is obvious for Q = 1 0 0 0 , P = 0 1 0 0 , since (Q, P ) has no hidden redundancy, but Q P does not have full row rank.
where S Z 1 ∈ C q,q is nonsingular and the rows of S ∈ C p,q are the rows of a permutation matrix such that
and (SQ, P ) has no hidden redundancy.
Proof. The proof follows by taking [Z 1 , Z 2 ] to be a full rank matrix spanning the left nullspace of Q P and completing it to a full rank matrix by rows of a permutation matrix so that S Z 1 is invertible and (SQ, P ) has no hidden redundancy.
Lemma 2.4 will be used later to recursively remove hidden redundancy in the coefficients of linear DAEs and DDAEs.
Lemma 2.5. Consider k + 1 full row rank matrices R 0 ∈ C r0,n , . . . , R k ∈ C r k ,n , such that none of the matrix pairs 
Proof. Since none of the matrix pairs in (2.3) has a hidden redundancy, it follows that
and since R k , . . . , R 0 have full row rank, also
3. Analysis and reformulations of high-order DAEs. It will turn out that the reformulation of DDAEs leads to higher order DAEs. In this section, we therefore study the analysis of high-order DAEs of the form (1.4) and of the initial value problem (1.4)-(1.5), see also [15, 17, 21] and the references therein for previous work on this topic. We will extend these results by combining it with the regularization procedure for DAEs proposed in [20] in a behavior setting [18] . Let
Then M (resp., X(t)) is called the behavior matrix (resp., behavior vector ) of system (1.4), which can be written as
For notational convenience, in this section we omit the argument t in X, x, f and their derivatives.
Scaling (1.4) with a nonsingular matrix P ∈ C ℓ,ℓ , we obtain 
if there exists a nonsingular matrix P ∈ C ℓ,ℓ such thatM = P M or equivalently,
Lemma 3.2. Consider the behavior matrix M of system (1.4). Then, M is left equivalent to a matrix
where all the matrices A k−j,j+1 , j = k, . . . , 0 on the main diagonal have full row rank. The integer numbers r 1 , . . . , r k+1 , v are the sizes of the block rows.
Proof. We first compress the first block column of M via a QR-decomposition, see [11] , to
such that A k,1 has full row rank. Continuing, by compressing the 2nd block column from the second block row and then inductively the other columns of M , we finally arrive at (3.3).
We call the number
the upper rank of the behavior matrix M . Note, that some of the r i may vanish and obviously, the upper rank is invariant under left equivalence transformations.
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Recall that the diagonal blocks A k,1 , A k−1,2 , . . . , A 0,k+1 have full row rank, therefore in system (3.4), for every j with k ≥ j ≥ 0, the (k + 1 − j)-th block row
represents r k+1−j = rank(A j,k+1−j ) scalar differential equations of order j. The idea now is to use differential equations of order smaller than j and their derivatives to reduce the number of scalar differential equations of order j. Let us illustrate this idea for the case j = k.
If the pair
has hidden redundancy, then Lemma 2.4 implies that there exists a matrix
and the matrix pair
has no hidden redundancy.
Scaling the first equation of (3.4) with S k Z k,k from the left we get From (3.5), we deduce
This leads to the systems
Note that (3.6) is a set of differential equations of order at most k − 1. Hence, we have reduced the number of scalar differential equations of order k from
Applying the same argument to the block rows numbered j = k−1, . . . , 1, we obtain the following two lemmas. For notational convenience, we denote by * unspecified matrices. Lemma 3.3. Consider the DAE (1.4) in its behavior form (3.1). Moreover, assume that the behavior matrix M is in the form (3.3). Then, there exist matrices iii) for each j with k ≥ j ≥ 1, the matrix pair
Proof. For each j with k ≥ j ≥ 1, by applying Lemma 2.4 to the matrix pair
and scaling system (1.4) withP from the left we obtain
For each j with k ≥ j ≥ 1, we then reduce the number of differential equations of order j by eliminating the block Z j,j A j,k+1−j of (3.7), as in the following lemma.
. . , 0, be defined as in Lemma 3.3. Then, the DAE (3.7) has the same solution set as the DAE (3.8) Proof. For each j with k ≥ j ≥ 1, by inserting
into the equation
we have
Moreover, the (k + 1 − i)-th equation of (3.4) implies that (3.10)
Thus, substituting (3.10) into (3.9) we have
Continuing like this inductively, we obtain (3.8). From (3.8), we deduce that r j = d j + s j , j = 1, . . . , k + 1, s k+1 = 0 and therefore the upper rank of the behavior matrixM of system (3.8) can be bounded from above viȃ
Step 1. Determine a nonsingular matrix P ∈ C ℓ,ℓ (as in Lemma 3.2) such that
where all the matrices on the main diagonal have full row rank, and let
be the upper rank of the behavior matrix M α in the α-th iteration.
Step 2. Determine matrices S j , Z j,i , j = k, . . . , 1, i = j, . . . , 0 of appropriate size such that
ii) for each j with k ≥ j ≥ 1,
iii) for each j with k ≥ j ≥ 1, the matrix pair
has no hidden redundancy. 
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Step 3. SettingP
Step 4. For each j with k ≥ j ≥ 1, we then reduce the number of differential equations of order j by eliminating the block Z j,j A j,k+1−j of (3.11), as in Lemma 3.3. In this way, we obtain the system
s i , we then increase α by 1, set M α =M , f α =f , and repeat the process from Step 1.
End.
Since r 
has full row rank.
Proof. Clearly, after carrying out Procedure 3.5, we obtain a system of the form (3.12), whereÂ k,1 , . . . ,Â 0,k+1 have full row rank and none of the matrix pairs
. . , 1 has a hidden redundancy.
Applying Lemma 2.5 to the matricesÂ j,k+1−j , j = 0, . . . , k, it follows that
Following the notation in [13] we call (3.12) the strangeness-free reformulation of the DAE (1.4).
Obviously, if at t = 0 the consistency assumptions
(1) (t) +Â0,2x(t) −f2(t) = 0, i = 0, 1,
hold, then we can differentiate all but the first equation of system (3.12) to obtain an underlying ODE as in the following theorem.
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The following corollary is a direct consequence of Theorem 3.7.
Corollary 3.8. Consider the initial value-problem (1.4)-(1.5), and assume that the function f is sufficiently smooth. Then we have: i) Consistency conditions for f and the initial vector X 0 ∶=
are given by system (3.13). ii) System (1.4) is uniquely solvable if and only if in addition, the matrix
Motivated by the strangeness-free reformulation (3.12) of the DAE (1.4), we introduce the following definition. Definition 3.9. Consider the behavior matrix
associated with the DAE
where
The matrix M is called strangeness-free if there exists a nonsingular matrix P ∈ 
, where i) each block column contains exactly n columns, and ii) the matrix
Remark 3.10. One of the characteristics of the behavior approach [18] is that all the variables are treated equal. This is important, for example, if one wants to know which variables to choose as controls. The behavior approach, however, is not appropriate if for example, the choice of controls is predetermined. In this case a uniform treatment for a general high-order system (with or without delay) is still not available, see [14] and [15] for special cases of first and second order systems without delay.
4. Analysis and reformulation of DDAEs. This section discusses DDAEs with single delay of the form (1.2) and the initial value problem (1.2)-(1.3). Analogous to Section 3, the behavior approach and the algebraic approach will be combined. Consider a behavior formulation of (1.2) as
A first remarkable difference between DAEs and DDAEs is that for the DAE (1.4) of order k, after applying the strangeness-free reformulation (Procedure 3.5) the resulting system is still a DAE of order at most k. However, when applying a similar procedure for the DDAE (1.2) then the order of the system may increase, as is illustrated in the following example. 
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In behavior form, we have
Differentiating the second equation and inserting it into the first, we get 0 0 0 0
In behavior form we have
Thus, the size of the behavior matrix is increased.
The second important difference between DAEs and DDAEs is the strangenessfree reformulation procedure. Let us illustrate this by considering the following example.
The associated non-delayed system is
Using the strangeness-free reformulation in [13] for the non-delayed system, we differentiate the first equation and insert it into the second equation to obtain 0 0 ẋ(t) + 1 0
. Clearly, if g(t) +ḟ (t) = 0 holds, then we obtain a unique solution x(t) = f (t).
Performing the same steps for system (4.2), we obtain that
.
The second equation of (4.3) not only gives the consistency conditioṅ
but also the constraintẋ
and one obtains the system
Thus, the step that passes from system (4.3) to (4.4) changes nothing but the inhomogeneity and we can proceed like this without ever terminating. This shows that DDAEs require a different reformulation procedure which terminates after a finite number of steps.
Considering system (4.2) again, we can proceed as follows. Replacing the first equation of (4.2) by its derivative gives
Subtracting the first equation from the second we get
Shifting the time in the first equation by τ , we obtain
and subtracting the second equation from the first yields
If the consistency condition in the first equation is satisfied, then we have a unique solution x(t). 
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Motivated by Example 4.2, we propose a new procedure to treat the system (1.2) in the behavior form (4.1). The idea is to replace nontrivial scalar DDEs in system (1.2) by (appropriately chosen) derivatives. Since in this way the order of the system may be increased, we study directly general DDAEs of the form (1.1). Setting
we have the behavior form of (1.1) given by
Set r ∶= rank(N − ) and d ∶= ℓ − r and perform a column compression of N − as in the following lemma.
Lemma 4.3. Consider the DDAE (1.1) in its behavior form (4.5). Then there exists a nonsingular matrix P ∈ C ℓ,ℓ such that by scaling system (4.5) with P from the left, we obtain the system
where G has full row rank.
Proof. First we determine a matrix P 2 ∈ C d,ℓ whose rows span the left nullspace of N − , i.e., P 2 N − = 0 and then we complement P 2 as P ∶= P 1 P 2 to a nonsingular matrix.
and G = P 1 N − has full row rank.
Since in (4.6) G has full row rank, we see that the behavior system (4.5) has r nontrivial scalar delay differential equations, and d scalar differential equations. Since typically the matrix F H is not strangeness-free, then a first idea would be carry out the strangeness-free formulation (Procedure 3.5) for the DAE 
However, as pointed out in Example 4.2, this may not lead to a procedure that terminates in a finite number of steps.
In order to overcome this difficulty, we propose the following approach. Since the order of the DAE HX + (t) = f 2 (t) is at most k, we replace the first equation of system (4.6) by its (k + 1)-st derivative and obtain the system (4.8)
To guarantee that system (4.8) has the same solution set as (4.7), we must require that the following consistency condition holds at t = 0
Thus, we have shown the following lemma.
Lemma 4.4. Consider system (4.7) and assume that the consistency condition (4.9) is satisfied at t = 0. Then system (4.7) has the same solution set as the DDAE (4.8).
Setting
we can apply Procedure 3.5 to the DAE
and thus immediately obtain the following lemma.
Lemma 4.5. Consider the DDAE (1.1) in its behavior form (4.5) and assume that the consistency condition (4.9) is satisfied at t = 0. Then, system (1.1) has the same solution set as the DDAE (4.10) 
for someκ ∈ N and where the matrix F 1F2
0H is strangeness-free and of full row rank.
Since the second equation in system (4.10) is a DAE of the variable x(t − τ ), we can shift it to obtain a DAE for x(t). We summarize this and Lemmas 4.3, 4.4, 4.5, in the following theorem. Theorem 4.6. Consider the DDAE (1.1) in its behavior form (4.5). Moreover, assume that the consistency condition (4.9) is satisfied at t = 0 and that
holds. Then, system (1.1) has the same solution set as the DDAE
In (4.12), the matrix F 1F2
0H
is strangeness-free and of full row rank.
By passing from system (4.6) to (4.12), we have reduced the number of scalar delay differential equations from r (in system (4.6)) to r − s (in system (4.12)). However, the number of system equations (number of rows) is still ℓ. We summarize the discussion above in the following procedure. 
Step 1. Determine a nonsingular matrix P ∈ C ℓ,ℓ such that by scaling P from the left of the behavior system
we obtain (4.13)
If F H is strangeness-free and has full row rank then STOP else proceed to Step 2.
Step 2. Check the consistency conditions
at t = 0. If they are satisfied, then transform the behavior system (4.13) into (4.14)
Step 3. Apply Procedure 3.5 to system (4.14) to obtain 
for someκ ∈ N, and the matrix F 1F2
Step 4. Check the consistency condition
If it is satisfied, then shift the second equation of system (4.15) and permute the second and the third block rows to get
Step 5. Reorganize system (4.16) in the form
, f Then, we call
the delay index of (1.1).
Theorem 4.10. Consider the DDAE (1.2) and let ω be the delay-index of (1.1). Moreover, suppose that the consistency conditions (4.9) at t = 0, and (4.11) of all reformulation steps 1, . . . , ω are satisfied. Then, (1.1) has the same solution set as the following DDAE 0 H ω is strangeness-free and of full row rank.
Since (1.2) is a special case of system (1.1), we can apply Theorem 4.10 to study (1.2) . Due to Definition 3.9, the fact that matrix F 
has full row rank. Rewriting (4.19) block row-wise in behavior form as (4.20)
we get the following consistency conditions at t = 0
Therefore, similar to Theorem 3.7, we obtain the following theorem, which stresses that every DDAE of the form (1.2) contains an underlying high-order DDE.
Theorem 4.11. Consider the DDAE (1.2). Let ω be its delay-index and assume that (4.19) is the delay-index 0 formulation of (1.2). Moreover, assume that the 
