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Abstract
Gravity theories are constructed on nite groups G. A self-consistent
review of the dierential calculi on nite G is given, with some new develop-
ments. The example of a bicovariant dierential calculus on the nonabelian




The algebraic treatment of dierential calculus in terms of Hopf structures allows
to extend the usual dierential geometric quantities (connection, curvature, met-
ric, vielbein etc.) to a variety of interesting spaces that include quantum groups,
noncommutative spacetimes (i.e. quantum cosets), and discrete spaces.
In this paper we concentrate on a particular sort of discrete spaces, i.e. nite
group \manifolds". As we will discuss, these spaces can be visualized as collections
of points, corresponding to the nite group elements, and connected by oriented
links according to the particular dierential calculus we build on them. Although
functions f 2 Fun(G) on nite groups G commute, the calculi that are constructed
on Fun(G) by algebraic means are in general noncommutative, in the sense that
dierentials do not commute with functions, and the exterior product does not
coincide with the usual antisymmetrization of the tensor product.
The physical motivations for nding dierential calculi on nite groups are at
least threefold in our opinion:
i) the possibility of using nite group spaces as internal spaces for Kaluza-
Klein compactications of supergravity or superstring theories. Harmonic analysis
on such spaces is far simpler than on the usual smooth manifolds (coset spaces,
Calabi-Yau spaces, etc.) or orbifolds. We note in this respect that compactication
of D = 5 Yang-Mills theory on the nite group space Z2 yields precisely the Higgs
potential, and gives it a geometric raison d’ eˆtre . In fact Connes’ reconstruction of
the standard model in terms of noncommutative geometry [1] can be presumably
recovered as Kaluza-Klein compactication of Yang-Mills theory on an appropriate
discrete internal space.
ii) eld theories on discrete structures are interesting per se: many statistical
models are of this sort and the tools oered by dierential calculi on these structures
can be of use in the study of integrable models, see for ex. ref. [2].
iii) Gauge and gravity theories on nite group spaces may be used as lattice
approximations. For example the action for pure Yang-Mills
∫
F ^ F considered
on the nite group space ZN  ZN  ZN  ZN , yields the usual Wilson action
of lattice gauge theories, and N ! 1 gives the continuum limit [3]. New lattice
theories can be found by choosing dierent nite groups.
Here we propose an action for a toy theory of gravity on the smallest nonabelian
nite group S3. In fact the same type of action can be used for any nite group.
Taking ZN  ZN  ZN  ZN yields a discretized version of gravity, in the same
spirit of ref.s [4] ( where however no action principle is used).
In Section 2 a review of the dierential calculus on nite groups is presented.
Most of this material is not new, and draws on the treatment of ref.s [5, 6], where the
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Hopf algebraic approach of Woronowicz [7] for the construction of dierential calculi
is adapted to the setting of nite groups. Some developments on Lie derivative,
dieomorphisms and integration are new. The general theory is illustrated in the
case of S3 in Section 3. The \softening" of the rigid nite group manifold is discussed
in Sect. 4, together with the application to a gravity-like eld theory on S3.
2 Differential calculus on finite groups
2.1 Fun(G) as a Hopf algebra
Let G be a nite group of order n with generic element g and unit e. Consider
Fun(G), the set of complex functions on G. An element f of Fun(G) is specied





g; fg 2 C (2.1)
where the functions xg are dened by
xg(g0) = gg0 (2.2)
Thus Fun(G) is a n-dimensional vector space, and the n functions xg provide a
basis. Fun(G) is also a commutative algebra, with the usual pointwise sum and
product [(f + h)(g) = f(g) + h(g), (f  h)(g) = f(g)h(g), (f)(g) = f(g); f; h 2







xg = I (2.3)
The G group structure induces a Hopf algebra structure on Fun(G), with coproduct
, coinverse  and counit " dened by group multiplication, inverse and unit as:
(f)(g; g0) = f(gg0);  : Fun(G) ! Fun(G)⊗ Fun(G) (2.4)
(f)(g) = f(g−1);  : Fun(G) ! Fun(G) (2.5)
"(f) = f(e); " : Fun(G) ! C (2.6)
In the rst line we have used Fun(GG)  Fun(G)⊗Fun(G) [indeed a basis for
functions on GG is given by xg1 ⊗ xg2 ; g1; g2 2 G]. On the basis functions xg the




xh ⊗ xh−1g; (xg) = xg−1 ; "(xg) = ge (2.7)
The coproduct is related to the pullback induced by left or right multiplication of
G on itself. Consider the left multiplication by g1:
Lg1g2 = g1g2; 8g1; g2 2 G (2.8)
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This induces the left action (pullback) Lg1 on Fun(G):
Lg1f(g2)  f(g1g2)jg2; Lg1 : Fun(G) ! Fun(G) (2.9)





Introducing the mapping L : Fun(G) ! Fun(GG)  Fun(G)⊗ Fun(G):
(Lf)(g1; g2)  (Lg1f)(g2) = f(g1g2)jg2 (2.11)
we see that
L =  (2.12)
Thus the coproduct mapping  on the function f encodes the information on all
the left actions Lg; g 2 G applied to f , without reference to a particular g (\point
of the group manifold"). It also encodes the information on right actions.
Indeed one can dene the right action R on Fun(G) as:
(Rf)(g1; g2)  (Rg1f)(g2) = f(g2g1)jg2 (2.13)
Introducing the flip operator  : Fun(GG) ! Fun(GG):
(u)(g1; g2)  u(g2; g1); u 2 Fun(GG) (2.14)
it is easy to nd that:
R =   (2.15)
For the basis functions:
Rg1xg = xgg
−1
1 ; Rxg =  (xg) = ∑
h2G
xh
−1g ⊗ xh (2.16)
Finally:
Lg1Lg2 = Lg1g2 ; Rg1Rg2 = Rg2g1; Lg1Rg2 = Rg2Lg1 (2.17)
2.2 First order differential calculus
Dierential calculi can be constructed on Hopf algebras A by algebraic means,
using the costructures of A [7]. In the case of nite groups G, dierential calculi on
A = Fun(G) have been discussed in ref.s [5, 6]. Here we review some of the results,
and present new developments.
A first-order differential calculus on A is dened by
i) a linear map d: A ! Γ, satisfying the Leibniz rule
d(ab) = (da)b + a(db); 8a; b 2 A; (2.18)
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The \space of 1-forms" Γ is an appropriate bimodule on A, which essentially means
that its elements can be multiplied on the left and on the right by elements of A
[more precisely A is a left module if 8a; b 2 A; 8; 0 2 Γ we have: a( + 0) =
a + a0; (a + b) = a + b; a(b) = (ab); I = . Similarly one denes a right
module. A left and right module is a bimodule if a(b) = (a)b]. From the Leibniz
rule da = d(Ia) = (dI)a + Ida we deduce dI = 0.





for some ak; bk belonging to A.
To build a rst order dierential calculus on Fun(G) we need to extend the
algebra A = Fun(G) to a dierential algebra of elements xg; dxg (it is sucient to
consider the basis elements and their dierentials). Note however that the dxg are




g2G dxg we see
that only n − 1 dierentials are independent. Every element  = adb of Γ can be
expressed as a linear combination (with complex coecients) of terms of the type
xgdxg
0
. Moreover b 2 Γ (i.e. Γ is also a right module) since the Leibniz rule and
the multiplication rule (2.3) yield the commutations:
dxgxg
0
= −xgdxg0 + gg0dxg (2.20)
allowing to reorder functions to the left of dierentials. There are n(n−1) indepen-
dent terms xgdxg
0
, since there are n−1 independent dxg. A convenient independent
set was chosen in ref. [5] by taking all the terms eg,g
0  xgdxg0 with g 6= g0. Within
this set one can choose any subset, dening a consistent rst order dierential al-
gebra of elements xg; eg,g
0
. These dierent choices can be described by oriented
graphs, whose vertices are elements g of G, and where an oriented line from g to g0
means that the term xgdxg
0
exists in the subset [5].
Partial derivatives, “curved” indices









g − fedxe =
∑
g 6=e





We have used dxe = −∑g 6=e dxg (from ∑g2G dxg = 0). The partial derivatives of f
have been dened in analogy with the usual dierential calculus, and are given by
@gf = fg − fe = f(g)− f(e) (2.22)
Not unexpectedly, they take here the form of nite dierences (discrete partial
derivatives at the origin e). The partial derivatives satisfy the modied Leibniz
rule:
@g(ff
0) = (@gf)f 0(g)− f(e)@gf 0 (2.23)
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2.3 Left and right covariance
A dierential calculus is left or right covariant if the left or right action of G (Lg or
Rg) commutes with the exterior derivative d. Requiring left and right covariance in
fact defines the action of Lg and Rg on dierentials: Lgdb  d(Lgb); 8b 2 Fun(G)
and similarly for Rgdb. More generally, on elements of Γ (one-forms) we dene Lg
as:
Lg(adb)  (Lga)Lgdb = (Lga)d(Lgb) (2.24)
and similar for Rg. For example the left and right action on the dierentials dxg is
given by:
Lg(dxg1)  d(Lgxg1) = dxg−1g1 ; Rg(dxg1)  d(Rgxg1) = dxg1g−1 (2.25)
In the same spirit as in the previous section, we can introduce mappings L : Γ !
A ⊗ Γ and R : Γ ! Γ ⊗ A that encode the information about all left or right
translations:
L(ab) = (a)L()(b); L(db) = (id⊗ d)(b) 8a; b 2 A;  2 Γ (2.26)
R(ab) = (a)R()(b); R(db) = (d⊗ id)(b) 8a; b 2 A;  2 Γ (2.27)
To see their relation with Lg and Rg, consider their action on the basic terms
xg1dxg2 2 Γ:
L(x
g1dxg2) = (xg1)(id⊗ d)(xg2) = ∑
h2G
xh ⊗ xh−1g1dxh−1g2 (2.28)
R(x
g1dxg2) = (xg1)(d⊗ id)(xg2) = ∑
h2G
xg1hdxg2h ⊗ xh−1 (2.29)












so that the relations we were looking for are simply
L()[g] = Lg; R()[g] = Rg; 8 2 Γ: (2.32)
Computing L and R on the basic dierentials yields:
L(dx
g1)  (id⊗ d)(xg1) = ∑
h2G
xh ⊗ dxh−1g1 (2.33)
R(dx
g1)  (d⊗ id)(xg1) = ∑
h2G
dxh ⊗ xh−1g1 (2.34)
In the following we will mainly use the pullbacks Lg and Rg, rather than the more
cumbersome mappings L and R. The reason we have introduced them is to make
contact with the notations of general Hopf algebras, where the notion of \point on
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the manifold" may not exist. The reader not interested in Hopf algebra formalism
can simply ignore the discussions involving L or R.
A dierential calculus is called bicovariant if it is both left and right covariant.
Finally, consider the left action on eg1,g2 = xg1dxg2 given by eq. (2.30). We see
that excluding from the dierential algebra the element eg1,g2 implies the exclusion
of all the elements ehg1,hg2; h 2 G, that is the exclusion of a subset of xdx elements
corresponding to an orbit under left multiplication of the couples (g1; g2). We
call this subset the eg1,g2 left orbit. Thus the left-covariant dierential calculi on
Fun(G) are obtained from the universal one (where none of the eg1,g2 is excluded)
by excluding one or more eg1,g2 left orbits [5]. Analogous considerations hold for
right-invariant calculi.
2.4 Left and right-invariant one-forms
As for Lie group manifolds, also in the case of nite groups one can construct left
and right invariant one-forms, which provide a basis (\vielbein basis" or cotangent
basis) for the vector space Γ of one-forms. Following the usual denition, left-
invariant one forms  are elements of Γ satisfying:
Lg =  (2.35)
In terms of the L mapping this means:
L = I ⊗  (2.36)










are indeed left-invariant: L
g = I ⊗ g, or equivalently : Lhg = g.
The relations (2.37) can be inverted [as they should, since property ii) of a rst




(xhg − xh)g (2.38)
From
∑


















We can take as basis of the cotangent space Γ the n − 1 linearly independent
left-invariant one-forms g with g 6= e. This basis corresponds to the \universal"
dierential calculus [5]. Smaller sets of g can be chosen as basis (see below).
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Notice that in the denition of g the whole eg,e orbit is involved, cf. (2.37).
Thus the left-invariant one-forms are in 1-1 correspondence with the (g,e) left orbits:
removing the eg,e left orbit means to remove g. All left-covariant dierential calculi
are therefore obtained by excluding (i.e. setting to zero) some of the g.
The remaining g (g 6= e) constitute a basis for the bimodule Γ. The x; 
commutations (bimodule relations) are easily found:
xhdxg = xhg
−1h = g
−1hxg ) xhg = gxhg−1 (2.40)
implying the general commutation rule between functions and left-invariant one-
forms:
fg = gRgf (2.41)
Thus functions do commute between themselves (i.e. Fun(G) is a commutative
algebra) but do not commute with the basis of one-forms g. In this sense the
dierential geometry of Fun(G) is noncommutative, the noncommutativity being
milder than in the case of quantum groups Funq(G)(which are noncommutative
algebras).






g = !g ⊗ I (2.42)
f!g = !gLgf (2.43)









For a bicovariant calculus the right action on g is given by (use the denitions of






ad(h)g ⊗ xh; or Rhg = ad(h)g (2.45)
where ad is the adjoint action of G on G, i.e. ad(h)g  hgh−1. Then bicovariant
calculi are in 1-1 correspondence with unions of conjugacy classes (different from
feg) [5]: if g is set to zero, one must set to zero all the ad(h)g; 8h 2 G corresponding
to the whole conjugation class of g.
As in [5] we denote by G0 the subset corresponding to the union of conjugacy
classes that characterizes the bicovariant calculus on G (G0 = fg 2 Gjg 6= 0g).
Unless otherwise indicated, hereafter repeated indices are summed on G0.
A bi-invariant (i.e. left and right invariant) one-form  is obtained by summing










g2G g = 0 =
∑




For a bicovariant dierential calculus on a Hopf algebra A an exterior product, com-
patible with the left and right actions of G, can be dened by means of a bimodule
automorphism  in Γ⊗ Γ that generalizes the ordinary permutation operator:
( ⊗ !) = ! ⊗ ; (2.47)
where  and ! are respectively left and right invariant elements of Γ [7]. Bimodule
automorphism means that
(a) = a() (2.48)
(b) = ()b (2.49)
for any  2 Γ ⊗ Γ and a; b 2 A. The tensor product between elements ; 0 2 Γ
is dened to have the properties a ⊗ 0 =  ⊗ a0, a( ⊗ 0) = (a) ⊗ 0 and
(⊗ 0)a = ⊗ (0a).
Left and right actions on Γ ⊗ Γ are dened by 1:
L(⊗ 0)  101 ⊗ 2 ⊗ 02; L : Γ⊗ Γ ! A⊗ Γ⊗ Γ (2.50)
R(⊗ 0)  1 ⊗ 01 ⊗ 202; R : Γ⊗ Γ ! Γ⊗ Γ⊗A (2.51)
where 1, 2, etc., are a customary short-hand notation dened by
L() = 1 ⊗ 2; 1 2 A; 2 2 Γ (2.52)
R() = 1 ⊗ 2; 1 2 Γ; 2 2 A: (2.53)
Left-invariance on Γ ⊗ Γ is naturally dened as L( ⊗ 0) = I ⊗  ⊗ 0 (similar
denition for right-invariance), so that, for example, i ⊗ j is left-invariant, and is
in fact a left-invariant basis for Γ⊗ Γ if fig is a left-invariant basis for Γ.
The denition of Lg and Rg on tensor products Γ ⊗ ::: ⊗ Γ is straightforward;
for example:
Lg(⊗ 0)  L(⊗ 0)[g] = 101(g)2 ⊗ 02 = Lg⊗ Lg0 (2.54)
Rg(⊗ 0)  R(⊗ 0)[g] = 1 ⊗ 01202(g) = Rg⊗Rg0 (2.55)
where the last equality in both equations is derived after expanding the generic form
 on the i basis ( = fi
i) and likewise for 0. In particular Lh(i ⊗ j) = i ⊗ j ,
Rh(i ⊗ j) = ad(h)i ⊗ ad(h)j .
1More generally, we can dene the action of L on Γ⊗ Γ⊗    ⊗ Γ as
L(ρ⊗ ρ′ ⊗    ⊗ ρ′′)  ρ1ρ′1    ρ′′1 ⊗ ρ2 ⊗ ρ′2 ⊗    ⊗ ρ′′2
L : Γ⊗ Γ⊗    ⊗ Γ ! A⊗ Γ⊗ Γ⊗    ⊗ Γ
R(ρ⊗ ρ′ ⊗    ⊗ ρ′′)  ρ1 ⊗ ρ′1    ⊗ ρ′′1 ⊗ ρ2ρ′2    ρ′′2
R : Γ⊗ Γ⊗    ⊗ Γ ! Γ⊗ Γ⊗    ⊗ Γ⊗A.
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Note 2.5.1: In general 2 6= 1, since (!j ⊗ i) is not necessarily equal to
i ⊗ !j. By linearity,  can be extended to the whole of Γ⊗ Γ.
Note 2.5.2:  is invertible and commutes with the left and right action of G,
i.e. L( ⊗ 0) = (id ⊗ )L( ⊗ 0) = 101 ⊗ (2 ⊗ 02), and similar for R.
Equivalently: Lg( ⊗ 0) = [Lg( ⊗ 0)] = (Lg ⊗ Lg0) and similar for Rg.
Therefore (i ⊗ j) is left-invariant, and can be expanded on the left-invariant
basis i⊗ j :
(i ⊗ j) = ij klk ⊗ l: (2.56)
The exterior product is dened as:
 ^ 0  ⊗ 0 − (⊗ 0) (2.57)
i ^ j  W ij klk ⊗ l = i ⊗ j − ij klk ⊗ l: (2.58)
where ; 0 2 Γ and fig = left-invariant basis for Γ. Notice that, given the matrix
ij kl, we can compute the exterior product of any ; 
0 2 Γ, since any  2 Γ is
expressible in terms of i.
In the case A = Fun(G), we nd






















−1)g0 ⊗ g = ad(g−1)g0 ⊗ g (2.59)








Then the exterior product of two left-invariant basic one-forms is given by:
g1 ^ g2 = g1 ⊗ g2 − g−11 g2g1 ⊗ g1 (2.61)
Note that:
g ^ g = 0 (no sum on g) (2.62)
This familiar formula holds for Fun(G), but not for a general Hopf algebra.
We can generalize the denition (2.58)to exterior products of n one-forms:
i1 ^ ::: ^ in  W i1i2j1k1W k1i3j2k2W k2i4j3k3:::W kn−2injn−1jnj1 ⊗ :::⊗ jn (2.63)
The space of n-forms Γ^n is therefore dened as in the usual case but with the new
permutation operator , and can be shown to be a bicovariant bimodule, with left




With the exterior product we can dene the exterior derivative
d : Γ ! Γ ^ Γ (2.64)
d(akdbk) = dak ^ dbk; (2.65)
which can easily be extended to Γ^n (d : Γ^n ! Γ^(n+1)), and has the following
properties:
d( ^ 0) = d ^ 0 + (−1)k ^ d0 (2.66)
d(d) = 0 (2.67)
L(d) = (id ⊗ d)L() or Lg(d) = d(Lg) (2.68)
R(d) = (d⊗ id)R() or Rg(d) = d(Rg); (2.69)
where  2 Γ^k, 0 2 Γ^n. The last two properties show that d commutes with the
left and right action of G.
2.7 Tangent vectors
In (2.21) we expressed df in terms of the dierentials dxg. Using (2.38) we nd the


















so that the \flat" partial derivatives thf are given by
thf = Rh−1f − f (2.71)
Note that thf are really functions 2 Fun(G), whereas the \curved" partial deriva-
tives of eq. (2.22) are numbers. The Leibniz rule for the flat partial derivatives tg
reads:
tg(ff
0) = (tgf)Rg−1f 0 + ftgf 0 (2.72)
In analogy with ordinary dierential calculus, the operators tg appearing in
(2.70) are called (left-invariant) tangent vectors, and in our case are given by
tg = Rg−1 − id (2.73)





where the structure constants are:
Ch g,g0 = 
h
g0g − hg − hg0 (2.75)
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Clearly we can expand df also on the right-invariant basis !g and dene (right-
invariant) tangent vectors ~th from df =
∑
h(~thf)!
h, whose explicit operator expres-
sion is:
~tg = Lg−1 − id (2.77)
Note 2.7.1 : The exterior derivative on any f 2 Fun(G) can be expressed as
a commutator of f with the bi-invariant one-form :
df = [; f ] (2.78)
as one proves by using (2.41) and (2.70).
Note 2.7.2 : From the fusion rules (2.74) we deduce the \deformed Lie algebra"
(cf. ref.s [7, 8, 9, 10]):
tg1tg2 − g3,g4g1,g2tg3tg4 = Ch g1,g2th (2.79)
where the C structure constants are given by:




and besides property (2.76) they also satisfy:




Moreover the following identities hold:














Thus the C structure constants are a representation (the adjoint representation)
of the tangent vectors t.
Note 2.7.3: The fusion rules (2.74) also allow to associate an ordinary (i.e. not
deformed) Lie algebra to the nite group G; the corresponding structure constants





2.8 Cartan-Maurer equations, connection and curvature





g1 ^ g2 = 0 (2.84)
where the structure constants Cg g1,g2 are those given in (2.75).
Parallel transport of the vielbein g can be dened as in ordinary Lie group
manifolds:
rg = −!g g0 ⊗ g
0
(2.85)





Thus parallel transport is a map from Γ to Γ⊗ Γ; by denition it must satisfy:
r(a) = (da)⊗  + ar; 8a 2 A;  2 Γ (2.87)
and it is a simple matter to verify that this relation is satised with the usual
parallel transport of Riemannian manifolds. As for the exterior dierential, r can
be extended to a map r : Γ^n ⊗ Γ −! Γ^(n+1) ⊗ Γ by dening:
r(’⊗ ) = d’⊗  + (−1)n’r (2.88)
Requiring parallel transport to commute with the left and right action of G
means:
Lh(rg) = r(Lhg) = rg (2.89)
Rh(rg) = r(Rhg) = rad(h)g (2.90)
Recalling that Lh(a) = (Lha)(Lh) and Lh( ⊗ 0) = (Lh) ⊗ (Lh0); 8a 2
A; ; 0 2 Γ (and similar for Rh), and substituting (2.85) yields respectively:






Therefore the same situation arises as in the case of Lie groups, for which par-
allel transport on the group manifold commutes with left and right action i the
connection components are ad(G) - conserved constant tensors. As for Lie groups,
condition (2.92) is satised if one takes Γ proportional to the structure constants.
In our case, we can take any combination of the C or C structure constants, since
both are ad(G) conserved constant tensors. As we see below, the C constants can be
used to dene a torsionless connection, while the C constants dene a parallelizing
connection.
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As usual, the curvature arises from r2:
r2g = −Rg g0 ⊗ g
0
(2.93)
Rg1 g2  d!g1g2 + !g1g3 ^ !g3g2 (2.94)
The torsion Rg is dened by:
Rg1  dg1 + !g1g2 ^ g2 (2.95)
Using the expression of ! in terms of Γ and the Cartan-Maurer equations yields
Rg1 g2 = (−Γg1h,g2Ch g3,g4 + Γg1g3,hΓh g4,g2) g3 ^ g4 = (2.96)
= (−Γg1h,g2Ch g3,g4 + Γg1g3,hΓh g4,g2 − Γg1g4,hΓh g4g3g−14 ,g2) 
g3 ⊗ g4
Rg1 = (−Cg1g2,g3 + Γg1g2,g3) g2 ^ g3 =
= (−Cg1g2,g3 + Γg1g2,g3 − Γg1g3,g3g2g−13 ) 
g2 ⊗ g3 (2.97)
Thus a connection satisfying:
Γg1g2,g3 − Γg1g3,g3g2g−13 = C
g1
g2,g3 (2.98)
corresponds to a vanishing torsion Rg = 0 and could be referred to as a \Rieman-
nian" connection.







corresponds to a vanishing curvature Rg g0 = 0, as can be checked by using the
fusion equations (2.83) and property (2.81). Then (2.99) can be called the paral-
lelizing connection: finite groups are parallelizable.
2.9 Tensor transformations and covariant derivative















The transformation rule (2.100) can be seen as induced by the change of basis
i = ai j









contravariant index) is dened as follows:
Di  di − j!j i (2.102)





Similarly on a function ’i with a covariant index transforming as (’i)0 = ai j’
j
the covariant derivative is:
D’i  d’i + !i j’j (2.103)
and transforms as (D’i)0 = ai j(D’
j). Then D on the scalar i’
i reduces to d, if




The generalization of D on tensors T with an arbitrary number of covariant
and contravariant indices is not straightforward, see for example ref. [5, 4] for
a discussion. Although a consistent denition of parallel transport for tensors is
clearly important, we will not need it in the following.
2.10 Metric
The metric tensor g can be dened as an element of Γ⊗ Γ:
g = gi,j
i ⊗ j (2.104)
Requiring it to be invariant under left and right action of G means:
Lh(g) = g = Rh(g) (2.105)
or equivalently, by recalling Lh(i ⊗ j) = i ⊗ j , Rh(i ⊗ j) = ad(h)i ⊗ ad(h)j :
gi,j 2 C; gad(h)i,ad(h)j = gi,j (2.106)
These properties are analogous to the ones satised by the Killing metric of Lie
groups, which is indeed constant and invariant under the adjoint action of the Lie
group.
On nite G there are various choices of biinvariant metrics. One can simply




k,j, or the \distance" matrix dened in Section 3.
Note that we are not insisting here on a covariantly conserved metric (i.e. a
metric compatible connection, see ref. ([5])).
For any biinvariant metric gij there are tensor transformations a
i
j under which
gij is invariant, i.e.:
ahh0γh,ka
k




These transformations are simply given by the matrices that rotate the indices




where (g) : G 7! G is an arbitrary mapping. Then these matrices are functions of
G via this mapping, and their action leaves γ invariant because of the its biinvariance
(2.106). Indeed substituting these matrices in (2.107) yields:
ahh0(g)γh,ka
k
k0(g) = γad([α(g)]−1)h0,ad([α(g)]−1)k0 = γh0,k0 (2.109)
proving the invariance of γ.
Consider now a contravariant vector ’i transforming as (’i)0 = ai j(’
j). Then








i.e. the vector ’i  ’kγk,i indeed transforms as a covariant vector.
2.11 Lie derivative and diffeomorphisms
The notion of dieomorphisms, or general coordinate transformations, is fundamen-
tal in gravity theories. Is there such a notion in the setting of dierential calculi
on Hopf algebras ? The answer is armative, and has been discussed in detail in
ref.s [8, 9, 10]. As for dierentiable manifolds, it relies on the existence of the Lie
derivative.
Let us review the situation for Lie group manifolds. The Lie derivative lti along










[(y + "ti)− (y)] (2.112)
identies the Lie derivative lti as a directional derivative along ti. Note the dierence
in meaning of the symbol ti in the r.h.s. of these two equations: a group generator
in the rst, and the corresponding tangent vector in the second.
To nd the natural generalization of the Lie derivative in the case of nite
groups, we express formula (2.111) in a completely algebraic notation:
lti = (id⊗ ti)R() (2.113)
This expression is well dened for any Hopf algebra. In particular for nite groups
(2.113) takes the form:
ltg = [Rg−1− ] (2.114)
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so that the Lie derivative is simply given by
ltg = Rg−1 − id = tg (2.115)
cf. the denition of tg in (2.73). For example
ltg(
g1 ⊗ g2) = ad(g−1)g1 ⊗ ad(g−1)g2 − g1 ⊗ g2 (2.116)
As in the case of dierentiable manifolds, the Cartan formula for the Lie deriva-
tive acting on p-forms holds:
ltg = itgd + ditg (2.117)
(see Appendix A ).
Exploiting this formula, dieomorphisms (Lie derivatives) along generic tangent
vectors V can also be consistently dened via the operator:
lV = iV d + diV (2.118)
This requires a suitable denition of the contraction operator iV along generic tan-
gent vectors V , discussed in Appendix A.
We have then a way of dening \dieomorphisms" along arbitrary (and x-
dependent) tangent vectors for any tensor :
 = lV  (2.119)
and of testing the invariance of candidate lagrangians under the generalized Lie
derivative.
2.12 Haar measure and integration
Since we want to be able to dene actions (integrals on p-forms) we must now dene
integration of p-forms on nite groups.
Let us start with integration of functions f . We dene the integral map h as a
linear functional h : Fun(G) 7! C satisfying the left and right invariance conditions:
h(Lgf) = 0 = h(Rgf) (2.120)
Then this map is uniquely determined (up to a normalization constant), and is





Next we turn to dene the integral of a p-form. Within the dierential cal-
culus we have a basis of left-invariant 1-forms, which may allow the denition of
a biinvariant volume element. In general for a dierential calculus with n inde-
pendent tangent vectors, there is an integer p  n such that the linear space of
p-forms is 1-dimensional, and (p + 1)- forms vanish identically. We will see explicit
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examples in the next Section. This means that every product of p basis one-forms
g1 ^ g2 ^ ::: ^ gp is proportional to one of these products, that can be chosen to
dene the volume form vol:
g1 ^ g2 ^ ::: ^ gp = g1,g2,...gpvol (2.122)
where g1,g2,...gp is the proportionality constant. Note that the volume p-form is ob-
viously left invariant. We can prove that it is also right invariant with the following
argument. Suppose that vol be given by h1 ^ h2 ^ ::: ^ hp where h1; h2; :::hp are
given group element labels. Then the right action on vol yields:
Rg[h1 ^ ::: ^ hp] = ad(g)h1 ^ ::: ^ ad(g)hp = ad(g)h1,...ad(g)hpvol (2.123)
Recall now that the \epsilon tensor"  is necessarily made out of the W tensors
of eq. (2.58), dening the wedge product. These tensors are invariant under the
adjoint action ad(g), and so is the  tensor. Therefore ad(g)h1,...ad(g)hp = h1,...hp = 1
and Rgvol = vol. This will be veried in the examples of next Section.
Having identied the volume p-form it is natural to set∫
fvol  h(f) = ∑
g2G
f(g) (2.124)











Due to the biinvariance of the volume form, the integral map
∫
: Γ^p 7! C satises






Moreover, under the assumption that the volume form belongs to a nontrivial
cohomology class, that is d(vol) = 0 but vol 6= d, the important property holds:∫
df = 0 (2.127)
with f any (p − 1)-form: f = fg2,...gp g2 ^ ::: ^ gp. This property, which allows






g2 ^ ::: ^ gp +
∫
fg2,...gpd(
g2 ^ ::: ^ gp) (2.128)
Under the cohomology assumption the second term in the r.h.s. vanishes, since
d(g2 ^ ::: ^ gp) = 0 (otherwise, being a p-form, it should be proportional to vol,




g1 ^ g2 ^ ::: ^ gp =
∫





[Rg−11 fg2,...gp(g)− fg2,...gp(g)] = 0 (2.129)
Q.E.D.
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3 Bicovariant calculus on S3
In this Section we illustrate the general theory on the particular example of the
permutation group S3.
Elements: a = (12), b = (23), c = (13), ab = (132), ba = (123), e.
Multiplication table:
e a b c ab ba
e e a b c ab ba
a a e ab ba b c
b b ba e ab c a
c c ab ba e a b
ab ab c a b ba e
ba ba b c a e ab
Nontrivial conjugation classes: I = [a; b; c], II = [ab; ba].
There are 3 bicovariant calculi BCI , BCII , BCI+II corresponding to the possible
unions of the conjugation classes [5]. They have respectively dimension 3, 2 and 5.
We examine here the BCI and BCII calculi.
3.1 BCI differential calculus
Basis of the 3-dimensional vector space of one-forms:
a; b; c (3.1)
Basis of the 4-dimensional vector space of two-forms:
a ^ b; b ^ c; a ^ c; c ^ b (3.2)
Every wedge product of two  can be expressed as linear combination of the
basis elements:
b ^ a = −a ^ c − c ^ b; c ^ a = −a ^ b − b ^ c (3.3)
Basis of the 3-dimensional vector space of three-forms:
a ^ b ^ c; a ^ c ^ b; b ^ a ^ c (3.4)
and we have:
c ^ b ^ a = −c ^ a ^ c = −a ^ c ^ a = a ^ b ^ c
b ^ c ^ a = −b ^ a ^ b = −a ^ b ^ a = a ^ c ^ b
c ^ a ^ b = −c ^ b ^ c = −b ^ c ^ b = b ^ a ^ c (3.5)
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Basis of the 1-dimensional vector space of four-forms:
vol = a ^ b ^ a ^ c (3.6)
and we have:
g1 ^ g2 ^ g3 ^ g4 = g1,g2,g3,g4vol (3.7)
where the nonvanishing components of the  tensor are:
abac = acab = cbca = cacb = babc = bcba = 1 (3.8)
baca = caba = abcb = cbab = acbc = bcac = −1 (3.9)
Cartan-Maurer equations:
da + b ^ c + c ^ b = 0
db + a ^ c + c ^ a = 0
dc + a ^ b + b ^ a = 0 (3.10)
The exterior derivative on any three-form of the type  ^  ^  vanishes, as one
can easily check by using the Cartan-Maurer equations and the equalities between
exterior products given above. Then, as shown in the previous Section, integration
of a total dierential vanishes on the \group manifold" of S3 corresponding to the
BCI bicovariant calculus. This \group manifold" has three independent directions,
associated to the cotangent basis a; b; c. Note however that the volume element
is of order four in the left-invariant one-forms .
3.2 BCII differential calculus
Basis of the 2-dimensional vector space of one-forms:
ab; ba (3.11)
Basis of the 1-dimensional vector space of two-forms:
vol = ab ^ ba = −ba ^ ab (3.12)
so that:
g1 ^ g2 = g1,g2vol (3.13)
where the  tensor is the usual 2-dimensional Levi-Civita tensor.
Cartan-Maurer equations:
dab = 0; dba = 0 (3.14)
Thus the exterior derivative on any one-form g vanishes and integration of a
total dierential vanishes on the group manifold of S3 corresponding to the BCII bi-
covariant calculus. This group manifold has two independent directions, associated
to the cotangent basis ab; ba.
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3.3 Visualization of the S3 group “manifold”
We can draw a picture of the group manifold of S3. It is made out of 6 points, corre-
sponding to the group elements and identied with the functions xe; xa; xb; xc; xab; xba.
BCI - calculus:
From each of the six points xg one can move in three directions, associated to
the tangent vectors ta; tb; tc, reaching three other points whose \coordinates" are
Raxg = xga; Rbxg = xgb; Rcxg = xgc (3.15)
The 6 points and the \moves" along the 3 directions are illustrated in the Fig. 1.
The links are not oriented since the three group elements a; b; c coincide with their
inverses.
BCII - calculus:
From each of the six points xg one can move in two directions, associated to the
tangent vectors tab; tba, reaching two other points whose \coordinates" are
Rabxg = xgba; Rbaxg = xgab (3.16)
The 6 points and the \moves" along the 3 directions are illustrated in Fig. 1. The
arrow convention on a link labeled (in italic) by a group element h is as follows:
one moves in the direction of the arrow via the action of Rh on xg. (In this case
h = ab). To move in the opposite direction just take the inverse of h.
The pictures in Fig. 1 characterize the bicovariant calculi BCI and BCII on
S3, and were drawn in Ref. [5] as examples of digraphs, used to characterize dif-
























S3 manifold (BC )II
Fig. 1 : S3 group manifold, and moves of the points under the group action
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3.4 Distance matrix
We dene a distance matrix (dist)i,j between two points i; j of the nite group man-
ifold as the minimum number of links that connects them. It is easy to verify that
the graphs in Fig. 1 (and more generally any graph corresponding to a bicovariant
calculus on a nite G) is ad(G) invariant, and therefore dist itself is ad(G) invari-
ant and can be taken as biinvariant metric. In the case of the connected manifold
corresponding to BCI the distance matrix is invertible and given by:
dist =

0 1 1 1 2 2
1 0 2 2 1 1
1 2 0 2 1 1
1 2 2 0 1 1
2 1 1 1 0 2
2 1 1 1 2 0

(3.17)
where rows and columns are ordered as e; a; b; c; ab; ba.
For the disconnected BCII graph we must dene also the distance between two
disconnected points, and we arbitrarily set it to zero. The resulting distance matrix
is also invertible.
4 Softening G and “gravity” on S3
We have in mind to construct a dynamical theory of vielbein elds whose vacuum
solution describes the G manifold. In particular let us take G = S3 in the BCI
setting. Then the dynamical elds of the theory are collected in the 1-form vielbein














In addition we consider also the \spin connection" 1-form !g1g2 as an independent
eld (rst order formulation). The eld equations will determine the expression of
! in terms of the vielbein eld.







g,g2Rg1 g2 ^ h3 ^ h4 (4.2)
where Rg1 g2, the \soft" curvature, is given in terms of ! as in eq. (2.94)and the
indices of the  tensor (dened in (3.7)) are lowered with the (bi-invariant) metric
gg1,g2 = g1,g2. The integrand is a 4-form (since we chose the BCI calculus on S3):
thus the action is formally identical to the one of general relativity. The one-forms

























Requiring A to be invariant under these transformations sets some conditions on























(a−1)k2g2 ^ h3 ^ h4 (4.5)
In the case of usual general relativity, the Lorenz metric and the Levi-Civita tensor
are conserved under local Lorenz rotations, and this implies the invariance of the
action under local Lorenz transformations.
Here the  tensor is the one given in (3.9); moreover the x dependent a matrix
elements do not commute with the two-form Rk1 k2 as in the usual case.
We will show that if the a matrices entries are taken to be the functions of
eq. (2.108) satisfying an additional periodic condition, then the action is invariant
under the transformations (4.4).




cause of (2.107). Suppose then that the a matrix entries satisfy a \two unequal
links" periodic condition:
ai j = Rgg0ai j ; g 6= g0 (4.6)
Then we can bring the agg2 term to the left of the curvature two-form (the g 6= g0







ag4k4 = k1,k2,k3,k4 (4.7)
i.e. if  is a conserved tensor. But as we have already argued in Section 2.11 this is
the case when the a matrix rotates the indices according to the adjoint action of G.
Hence we have an action invariant under the local ad(G) transformations, in
analogy with the local Lorenz rotations of general relativity.
This action is also invariant under the analogue of general coordinate transfor-
mations. Indeed dieomorphisms along a generic tangent vector v are generated by






[div(4-form) + ivd(4-form)] = 0 (4.8)
since d (4-form) = 0 and
∫
d (3-form) = 0.
Field equations
The eld equations are obtained by varying the action with respect to the dy-








(rst derivatives of) the vielbein and its inverse, as in the usual zero-torsion condi-
tion of ordinary Einstein-Cartan gravity. Varying with respect to V gh leads to the




h1,h2,h3,h] = 0 (4.9)














h1 ^ h2 ^ h3 ^ h4 (4.10)
is invariant under the local tangent rotations (4.4) because of property (4.7).
Note 4.2 : The same action (4.2) can be used in the case of the nite group
ZNZNZNZN . Here the situation simplies: for example the  tensor becomes
the usual Levi-Civita tensor, the basic one forms anticommute etc. One then obtains
a discretized gravity of the type discussed in ref. [4], with some dierences. The
eld equations are derived from a variational principle, the local symmetry involves
functions arbitrary up to a (\two unequal links") periodicity condition, no procedure
is used to \localize" the components of the curvature tensor, and no use of the left
symmetric tensor product ⊗L is made.
A Lie derivative along generic tangent fields
As discussed in ref. [10] a generic vector eld V can be written in terms of the
left-invariant tangent vectors ti of eq. (2.72) as V = a
iti, a
i 2 Fun(G) and dened
to act on any b 2 G as:
V b = (aiti)b  ai(tib) (A.1)
We denote by  the space of vector elds V . The product between elements of
Fun(G) and left-invariant tangent vectors ti generalizes to the whole : (aV )b 
a(V b), and
(a + b)V = aV + bV ; (ab)V = a(bV ); (a)V = (aV );  2 C (A.2)
 is the analogue of the space of derivations on Fun(G). Indeed:
V (a + b) = V (a) + V (b); V (a) = V (a) Linearity (A.3)
V (ab)  (citi)(ab) = ti(a)(Ri−1b)ci + aV (b) Leibniz rule (A.4)
Inner derivative
The iV contraction operator is dened by the following properties (V  citi,
a 2 Fun(G),  2 C):
iV () = iti()c
i (A.5)
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iV (a) = 0 (A.6)
iV (
i) = ci (A.7)
iV ( ^ 0) = iti() ^ (Ri−10)ci + (−1)deg(ρ) ^ iV (0) (A.8)
iV (a + 
0) = aiV () + iV (0) (A.9)
iV (a) = iti()(Ri−1a)ci (A.10)
iλV = iV (A.11)
Lie derivative
Denition:
lV  iV d + diV (A.12)
Properties (V  citi, a; b; ci 2 Fun(G)):
lV (a) = V (a) (A.13)
lV d = dlV  (A.14)
lV ( + 
0) = lV () + lV (0) (A.15)
lbV () = (lV )b− (−1)deg(ρ)iV () ^ db (A.16)
lV ( ^ 0) =  ^ lV (0) + lti() ^ (Ri−10)ci +
+ (−1)deg(ρ0)iti() ^ (Ri−10)dci (A.17)
lti(
j) = Cj k,i
k (A.18)
The proof that the Lie derivative lti dened as lti = (id⊗ ti)R() in (2.113) is
equal to lti = itid+diti is done by induction on the generic p-form ai1...ip
i1^ :::^ip ,
checking rst that both denitions give the same result on j (see ref.s ([8, 10])).
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