Artificial neural networks (NNs) have attracted research interest in many different fields mainly due to their ability to "learn" non-linear functions. Recently their potential in the field of control systems has been recognised. This paper discusses their application to electrical drives, in particular induction machine drives. Neural networks are introduced and a commonly used leaining algorithm is presented. Various applications of NNs to induction machine control are then discussed and evaluated.
INTRODUCTION
Artificial neural networks (NNs) are computer systems whose structure represents a simplified model ofthe human brain. They generally consist of a large number of neuron-like processing elements which have weighted intcrconnections. As such, they him highly parallel, distributed networks. This highly parallel, distributed nature makes NNs estrcmely fault tolerant and msensitive to noise. 3ne of the most interesting characteristics of neural networks is heir so-called "seli-learning" capability \vhich enables them to ' learn " functions by simply p c e s s i n g in p i t/ou tpu t data. The earning algorithm is programmed manually, however once this ias been acomplished, thc NN leanis to perfom a specific unction by itself, rather than by a strict algorithm. This makes dNs ideal in applications where algorithms become estrrmely omples or in applications \vhere no algorithmic solutions exist.
Jeural nelworks have been used successfully in applications as iverse as image and speech recognition, stock market prcdiction nd loan risk analysis.
.ecently their great potential in control systems has been :cognised. This paper investigates their possible use in iduction machine drives. The structure and operation of neural :tworks is described. A commonly used recursive learning iethod is presented. Possible applications of neural networks to C drives ai-e finally discussed and evaluated with the help of )mputer simulations.
NEURAL NETWORKS
le Neural Networks (NNs) used in this context consist of a imber of nodes (or neurons) ivhich are organised into layers. g. I shows a typical two-layer neural netivork with three inputs, re hidden nodes and two outputs. Each node in a particular /er is connected (via a weight) to all nodes in ad.jacent lavers t no connections exist between nodes in the same layer or between nodes in non-adjacent layers. The layer connected to the outputs is teimed the output layer and all other layers are termed hidden layers.
The output of each hidden node J is given by fi = d(q) where a(-) IS termed the activation function and IS tenned the activation of node J and is the weighted sum of the inputs Y, to that node and [termed the threshold of the node). Thresholds enable NNs to approximate functions with offsets. The mosl commonly used activation function IS the sigmoidal function 
CONCLUSION
'1'1~s paper has inti-oduccd ncur;il nct\vorks for possihlc use in inducrion inachine dri The mnthcmatical modcl the N N iis \\ ell ah a commonly usatl learning algorithm has been pi-escntcd. l'ossible applications ol'ncural net\\oi~ks to indrictioii macliinc control have been discussed. A sirnulittion has heen presented of a NN succcss1'u1I~ identifying the nun-linear rnuIti\,ariabli: inodel of an induction machinc stator transfer functioii. I'rcviously published applications l i a \~ bcen discussed and some possible flit1iI-e applications ha\re hcen p~~> p~s c ( l .
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