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ABSTRACT
In this paper, we address the problem of detection, in the frequency
domain, of a M -dimensional time series modeled as the output of
a M × K MIMO filter driven by a K-dimensional Gaussian white
noise, and disturbed by an additive M -dimensional Gaussian col-
ored noise. We consider the study of test statistics based of the
Spectral Coherence Matrix (SCM) obtained as renormalization of
the smoothed periodogram matrix of the observed time series over
N samples, and with smoothing span B. To that purpose, we con-
sider the asymptotic regime in which M,B,N all converge to infin-
ity at certain specific rates, whileK remains fixed. We prove that the
SCM may be approximated in operator norm by a correlated Wishart
matrix, for which Random Matrix Theory (RMT) provides a precise
description of the asymptotic behaviour of the eigenvalues. These
results are then exploited to study the consistency of a test based
on the largest eigenvalue of the SCM, and provide some numerical
illustrations to evaluate the statistical performance of such a test.
Index Terms— Spectral analysis, Detection Tests, High Dimen-
sional Statistics, Random Matrix Theory
1. INTRODUCTION
The detection of a low rank multivariate signal corrupted by a spa-
tially uncorrelated noise with unknown statistics is an important sig-
nal processing problem that is met in the context of array process-
ing of uncalibrated sensor networks, see e.g. [1] for applications
to radio-astronomy, [2] and [3] motivated by detection of primary
signals in the context of cognitive radio. We also notice that the un-
derlying signal model, called the errors in variables model, plays an
important role in other fields such as econometrics, and was inten-
sively studied in the past (see e.g. [4] for a review).
References [2] and [3] developed GLRT tests which require
solving rather difficult optimization problems to be implemented, in
particular if the underlying errors in variables model is dynamic in
the sense that the useful signal coincides with the output of a MIMO
filter driven by a low-dimensional white noise and that the noise on
each sensor is correlated in time (see [2, Sec. V]).
The goal of this paper is to address the detection of the useful
signal in the context of a dynamic errors in variables model when the
observations dimension M is large, the number of available samples
N is limited, and the rank K of the spectral density of the useful
signal is much smaller than M and N . This timely context is in
particular motivated by the considerable development of large sen-
sor networks which tend to produce high-dimensional multivariate
The authors were supported by the grant ANR-17-CE40-0003 of the
French National Research Agency ANR (project HIDITSA).
signals. While the high dimensionality of the observations poses a
number of new statistical problems, it sometimes allows to simplify
the performance analysis of traditional statistical inference schemes
as shown in the present paper.
An important class of high-dimensional models, called the gen-
eralized dynamic linear factor models, were introduced at the end of
the nineties in econometrics, see e.g. [5, 6]. It is assumed that M
and N both converge towards +∞ in such a way that M
N
remains
bounded (M
N
may also converges towards 0) and that K remains
fixed. The fundamental assumption formulated in these works is
that the K non zero eigenvalues of the spectral density matrix of
the useful signal converge towards +∞ while the spectral density
of the noise remains bounded. Under this regime, the K largest
eigenvalues of an estimate of the spectral density of the observation
converge towards +∞ almost surely, thus leading to a consistent
detection scheme. Moreover, it is possible to retrieve the frequency
domain principal components of the useful signal. While this regime
is certainly justified in the econometrics field, it is not the most rele-
vant in the context of high dimensional array processing where rele-
vant algorithms have the potential to produce a Signal to Noise Ratio
(SNR) ratio gain of the order of the number of sensors. Therefore,
regimes in which the SNR ρ, before applying such algorithms, is
O( 1
M
) term, are of special interest. Unfortunately, the generalized
dynamic linear factor models assumptions lead to a larger order of
magnitude SNR.
In contrast, large random matrix methods allow to obtain in-
teresting results in situations where ρ = O( 1
M
). Previous related
works addressed static models (also known as narrowband models
in array processing) where a number of papers used the so-called
spiked large random matrices defined as the sum of a low rank ma-
trix due to the signal with a full rank random matrix representing
the additive noise (see e.g. [7, 8, 9, 10, 11]). The most complete
results were obtained when the additive noise is temporally and spa-
tially white. It appears that the standard detection test comparing
the largest eigenvalue of the sample covariance matrix to a threshold
is consistent if and only if Mρ 1 is larger than the ratio
√
M
N
. In
other words, the high-dimensionality of the observations produces
a threshold effect on standard detectors. While the existing large
random matrix results allow to address detection in static models, a
considerable work is still needed to consider dynamic models (also
known as wideband models in array processing) in regimes where
ρ = O( 1
M
).
In this paper, we propose to develop frequency domain meth-
ods where the sample covariance matrix is replaced by a frequency
1If K = 1, Mρ represents the signal to noise after spatial matched filter-
ing.
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smoothed estimate Cˆ(ν) of the spectral coherence matrix of the ob-
servation at a Fourier frequency ν. Under some reasonable assump-
tions, we establish that at each Fourier frequency ν, Cˆ(ν) behaves
as the sample covariance matrix of a static spiked large random ma-
trix model whose noise part is temporally and spatially white. Using
this useful result, we characterize the conditions under which the test
comparing maxν λmax(Cˆ(ν)) to a certain threshold is consistent.
General notations. Vectors and matrices are denoted respec-
tively as bold lower case and bold upper case. If A is a matrix,
‖A‖ represents its spectral norm and ‖A‖F its Frobenius norm. If
a1, . . . , aM ∈ C, diag(a1, . . . , aM ) represents the diagonal ma-
trix with diagonal elements a1, . . . , aM , whereas if A is a matrix,
diag(A) is the diagonal matrix representing the diagonal part of A.
For any M ×M Hermitian matrix A, λ1(A) ≥ . . . ≥ λM (A) de-
note the eigenvalues of A sorted in decreasing order. The notation
NCM (0, I) is used for the standard M -dimensional complex Gaus-
sian distribution.
2. MODEL AND ASSUMPTIONS
In this section, we introduce the signal model and some definitions
and assumptions that will be used throughout the next sections.
We consider a M–dimensional observed signal (yn)n∈Z mod-
eled as
yn = un + vn (1)
where (un)n∈Z is a useful signal defined as the output of an un-
known causal and stableM×K MIMO filter driven by aNCK (0, I)
white noise (n)n∈Z, that is almost surely (a.s.),
un =
+∞∑
k=0
Hkn−k
and where the additive noise (vn)n∈Z is modeled as aM–dimensional
stationary complex Gaussian time series whose components time se-
ries (v1,n)n∈Z, . . . , (vM,n)n∈Z are mutually independent. For each
ν ∈ [0, 1], we define H(ν) = ∑+∞k=0 Hke−i2piνk, and for each
m ∈ {1, . . . ,M}, we denote by (rm(k))k∈Z the covariance se-
quence of (vm,n)n∈Z and by sm(ν) the corresponding spectral
density.
Denote by
ξy(ν) =
1√
N
N∑
n=1
yne
−i2piν(n−1)
the finite Fourier transform of (yn)n∈Z over the sample window n =
1, . . . , N , and for an even integer B < N referred to as smoothing
span,
Sˆy(ν) =
1
B + 1
B/2∑
b=−B/2
ξy(ν + b/N)ξy(ν + b/N)
∗
the classical frequency smoothed estimate of the spectral density
Sy(ν) of (yn)n∈Z, where
Sy(ν) = H(ν)H(ν)
∗ + Sv(ν)
with Sv(ν) = diag(s1(ν), . . . , sM (ν)) the spectral density of
(vn)n∈Z. We recall (see e.g. the classical reference [12]) that in
the classical large sample size regime where B,N → ∞ while
M,K are fixed, E[Sˆy(ν)] = Sy(ν) + O(B2N2 ) and E[‖Sˆy(ν) −
E[Sˆy(ν)]‖2] = O( 1B ) and the bias-variance compromise is achieved
by choosing B →∞ such that B
N
→ 0.
In the following, we study the statistical behaviour of the Spec-
tral Coherence Matrix (SCM)
Cˆy(ν) = diag
(
Sˆy(ν)
)− 1
2
Sˆy(ν) diag
(
Sˆy(ν)
)− 1
2 (2)
under the following high-dimensional asymptotic regime. We as-
sume that M = M(N) and B = B(N) are both functions of N
such that
M ∼ Nα and M
B
−−−−→
N→∞
c ∈ (0, 1) (3)
for α ∈ (0, 1), while K remains fixed with respect to N . Choosing
B in such a way that M/B → 0 (B = O(Nβ), β > α) would
make Sˆy(ν) a consistent estimator of Sy(ν). However, in practice,
for finite values of M and N , it is not necessarily possible to choose
B in such a way that M  B and B  N , thus making the regime
M/B → 0 inaccurate. Assumption 3 appears thus relevant.
Under this asymptotic regime, it is necessary to precise how cer-
tain quantities previously defined evolve with respect toM (and thus
N ). We first consider the following assumption regarding the noise
part (vn)n∈Z.
Assumption 1 The following hold
lim sup
M→∞
max
m=1,...,M
∑
k∈Z
(
1 + |k|2) |rm(k)| <∞ (4)
and
lim inf
M→∞
min
m=1,...,M
inf
ν∈[0,1]
sm(ν) > 0 (5)
Note that condition (4) trivially implies that the noise spectral densi-
ties s1, . . . , sM are twice continuously differentiable and that
lim sup
M→∞
max
m=1,...,M
sup
ν∈[0,1]
|s(i)m (ν)| < +∞
for i ∈ {0, 1, 2}, with s(i)m the i-th order derivative of sm. The con-
dition (5) is intuitively expected as our objective is to study the be-
haviour of the spectral coherence matrix (2), which involves a renor-
malization by the inverse of the spectral density estimates of each
time series (noise whitening). Note also that condition (5) together
with (4) implies that the total power of the noise satisfies
0 < lim inf
M→∞
1
M
E ‖vn‖2 ≤ lim sup
M→∞
1
M
E ‖vn‖2 <∞
The next assumption is related to the signal part (un)n∈Z.
Assumption 2 The following hold
lim sup
M→∞
+∞∑
k=0
(1 + k) ‖Hk‖ <∞ (6)
and if h1(ν), . . . ,hM (ν) denote the rows of H(ν), then
lim
M→∞
max
m=1,...,M
sup
ν∈[0,1]
‖hm(ν)‖ = 0 (7)
Since K is assumed fixed with respect to N , condition (6) implies
that E‖un‖2 =∑k≥0 ‖Hk‖2F = O(1) so that the ”observed SNR”
vanishes as M → ∞ at rate 1/M , that is ρ = E‖un‖2E‖vn‖2 = O
(
1
M
)
.
We notice that this regime is in accordance with a number of works
studying e.g. the behaviour of large sensor array processing tech-
niques [10]: taking advantage of large number M of sensors to in-
crease the observed SNR (or SNR before matched filtering in this
context) ρ by a factor O(M), it is reasonable to expect that despite
a low SNR, reliable information can be extracted on the useful sig-
nal. In order to explain the significance of condition (7), we notice
that the power E|um,n|2 of the contribution of un on sensor m can
be written as E|um,n|2 =
∫ ‖hm(ν)‖2dν. Condition (7) thus im-
plies that the SNR E|um,n|
2
E|vm,n|2 on each sensor m converges towards 0
when M → +∞. This condition in particular holds if the useful
signal powers received on the various sensors are of the same order
of magnitude, in which case E|um,n|
2
E|vm,n|2 = O(
1
M
).
3. ASYMPTOTIC BEHAVIOUR OF THE SCM Cˆy(ν)
In this section, we study the SCM Cˆy(ν) under the asymptotic
regime (3), and show that this matrix can be approximated by a
standard model from RMT. To that purpose, we study separately the
pure noise case (yn = vn in (1)) and the noise free case (yn = un
in (1)), and in the following, we denote by
ξv(ν) =
1√
N
N∑
n=1
vne
−i2piν(n−1)
ξu(ν) =
1√
N
N∑
n=1
une
−i2piν(n−1)
the finite Fourier transforms of (vn)n∈Z and (un)n∈Z respectively,
and also use the notation VN = {0, 1N , . . . , N−1N } for the set of
Fourier frequencies. Due to space constraints, the proofs of the re-
sults are omitted.
We have the following approximation result regarding the finite
Fourier transforms of (vn)n∈Z.
Theorem 1 LetΣv(ν) = 1√B+1 [ξv
(
ν − B
2N
)
, . . . , ξv
(
ν + B
2N
)
].
Then under Assumption 1, for all ν ∈ VN , there exists aM×(B+1)
random matrix Z(ν) with i.i.d. NC(0, 1) entries such that
max
ν∈VN
∥∥∥∥Σv(ν)− 1√B + 1Sv(ν) 12 Z(ν)
∥∥∥∥ a.s.−−−−→N→∞ 0
Using standard concentration bound on the norm of Wishart matrices
(see e.g. [13]), we deduce that maxν∈VN ‖Z(ν)‖ = O(
√
B) a.s.
and
max
ν∈VN
∥∥∥∥Sˆv(ν)− 1B + 1Sv(ν) 12 Z(ν)Z(ν)∗Sv(ν) 12
∥∥∥∥ a.s.−−−−→N→∞ 0
(8)
where
Sˆv(ν) =
1
B + 1
B/2∑
b=−B/2
ξv(ν + b/N)ξv(ν + b/N)
∗
Thus, Theorem 1 shows that the smoothed periodogram of (vn)n∈Z
behaves (asymptotically in operator norm) as a Wishart matrix with
scale matrix coinciding with the spectral density Sv(ν).
We now turn to the study of the finite Fourier transforms of the
signal part (un)n∈Z.
Theorem 2 LetΣu(ν) = 1√B+1 [ξu
(
ν − B
2N
)
, . . . , ξu
(
ν + B
2N
)
]
and Σ(ν) = 1√B+1 [ξ
(
ν − B
2N
)
, . . . , ξ
(
ν + B
2N
)
]. Then under
Assumption 2, it holds that
max
ν∈VN
‖Σu(ν)−H(ν)Σ(ν)‖ a.s.−−−−→
N→∞
0
Note that the type of approximation stated in Theorem 2 is well-
known in the classical large sample size regime in which M,K,B
are fixed while N →∞ since in that case [12, Th. 4.5.2]
sup
ν∈[0,1]
‖Σu(ν)−H(ν)Σ(ν)‖ = O
(√
log(N)
N
)
a.s.
Of course, in the high dimensional regime in which M and B also
converge to infinity, the result of Theorem 2 cannot be deduced from
[12] and requires a specific study.
Using Theorems 1 and 2, we directly obtain as for (8), that for
all ν ∈ VN there exists a M × (B + 1) random matrix X(ν) with
i.i.d. NC(0, 1) entries such that
max
ν∈VN
∥∥∥∥Sˆy(ν)− 1B + 1Sy(ν) 12 X(ν)X(ν)∗Sy(ν) 12
∥∥∥∥ a.s.−−−−→N→∞ 0
(9)
Moreover, using Assumption 2 (condition (7)), we can show that
max
ν∈VN
∥∥∥diag (Sˆy(ν))− Sv(ν)∥∥∥ a.s.−−−−→
N→∞
0 (10)
Equipped with (9) and (10), we are now in position to study the
behaviour of the SCM Cˆy(ν).
Corollary 1 Under Assumptions 1 and 2, there exists aM×(B+1)
random matrix X(ν) with i.i.d. NC(0, 1) entries such that
max
ν∈VN
∥∥∥∥Cˆy(ν)−Ξ(ν) 12 X(ν)X(ν)∗B + 1 Ξ(ν) 12
∥∥∥∥ a.s.−−−−→N→∞ 0 (11)
where Ξ(ν) = Sv(ν)−
1
2 H(ν)H(ν)∗Sv(ν)−
1
2 + I.
Let us make two observations regarding Corollary 1.
First, notice that the operator norm approximation (11) implies,
thanks to Weyl’s inequality, that
max
m=1,...,M
max
ν∈VN
∣∣∣λm (Cˆy(ν))−
λm
(
Ξ(ν)
1
2
X(ν)X(ν)∗
B + 1
Ξ(ν)
1
2
)∣∣∣ a.s.−−−−→
N→∞
0 (12)
which shows that any linear spectral statistic [14] based on the spec-
trum of Cˆy(ν) behaves (at first order) as the same linear spectral
statistic applied to the spectrum of the corresponding Wishart matrix
Ξ(ν)
1
2
X(ν)X(ν)∗
B+1
Ξ(ν)
1
2 .
Second, an interpretation of the results of Theorems 1 and 2,
and Corollary 1 can be given in the light of array processing ap-
plication. Indeed, the time domain model (1) is usually referred to
as wideband model, and in particular the useful signal contribution
(un)n∈Z is not necessarily confined to a low-dimensional subspace
of CM due to the filtering induced by (Hk)k≥0. In the frequency
domain, Theorems 1 and 2 show that we retrieve in some sense a
narrowband model, and that the useful signal contribution is now
confined to K-dimensional subspace of CM , which opens the pos-
sibility to use standard narrowband techniques for e.g. detecting the
presence of the useful signal (un)n∈Z, using test statistics based on
the eigenvalues of Sˆy(ν) or Cˆy(ν) at multiple Fourier frequencies
ν ∈ VN .
We take profit of these two observations to study the consistency
of a certain spectral detection test in the next section.
4. APPLICATION TO SPECTRAL DETECTION
As we have seen in the previous section, the SCM Cˆy(ν) behaves
asymptotically in operator norm as a Wishart matrix, with associated
scale matrix Ξ(ν) = Sv(ν)−
1
2 H(ν)H(ν)∗Sv(ν)−
1
2 + I being a
fixed rank K perturbation of the identity matrix. We can therefore
exploit the well-known results on spiked models in the RMT litera-
ture [15]. We define for the remainder the function
φ(γ) =
{
(γ+1)(γ+c)
γ
if γ >
√
c
(1 +
√
c)
2 if γ ≤ √c
and fix a frequency ν∗N ∈ VN such that
ν∗N ∈ argmax
ν∈VN
λ1
(
Sv(ν)
− 1
2 H(ν)H(ν)∗Sv(ν)
− 1
2
)
We consider the following purely technical additional assumption.
Assumption 3 For all k ∈ {1, . . . ,K}, there exists γk > 0 such
that
λk
(
Sv(ν
∗
N )
− 1
2 H(ν∗N )H(ν
∗
N )
∗Sv(ν
∗
N )
− 1
2
)
−−−−→
N→∞
γk
From (12) and the results of [15], we deduce the following indivual
behaviour of the eigenvalues of the SCM.
Corollary 2 Under Assumptions 1, 2 and 3, for all k = 1, . . . ,K,
λk
(
Cˆy(ν
∗
N )
)
a.s.−−−−→
N→∞
φ (γk)
whereas
λK+1
(
Cˆy(ν
∗
N )
)
a.s.−−−−→
N→∞
(
1 +
√
c
)2
λM
(
Cˆy(ν
∗
N )
)
a.s.−−−−→
N→∞
(
1−√c)2
Consider the set of indexes K = {k ∈ {1, . . . ,K} : γk > √c}.
Corollary 2 implies that each ”signal” eigenvalue λk(Cˆy(ν∗N )) of
the SCM at frequency ν∗N for which k ∈ K asymptotically splits
from the ”noise” eigenvalues λK+1(Cˆy(ν∗N )), . . . , λM (Cˆy(ν
∗
N )),
which concentrate in a neighborhood of the interval [(1−√c)2, (1+√
c)2]. Likewise, the signal eigenvalues λk(Cˆy(ν∗N )) for which
k 6∈ K are asymptotically absorbed in a neighborhood of [(1 −√
c)2, (1 +
√
c)2]. This phase transition phenomenon for the k-
th eigenvalue of Cˆy(ν∗N ) thus occurs when the eigenvalues of
Sv(ν
∗
N )
− 1
2 H(ν∗N )H(ν
∗
N )
∗Sv(ν∗N )
− 1
2 are sufficiently large:
γk = lim
N→∞
λk
(
Sv(ν
∗
N )
− 1
2 H(ν∗N )H(ν
∗
N )
∗Sv(ν
∗
N )
− 1
2
)
>
√
c
The result of Corollary 2 can be exploited to obtain consistent
test statistics based on the eigenvalues of Cˆy, for detecting the pres-
ence of the useful signal in model (1), i.e. considering the hypothesis
test
H0 : yn = vn vs H1 : yn = un + vn
Since the intrinsic dimensionalityK of the useful signal is not neces-
sarily known in practice, we consider the detection test solely based
on the largest eigenvalue of the SCM, i.e.
T = 1((1+
√
c)2+,+∞)
(
max
ν∈VN
∥∥∥Cˆy(ν)∥∥∥)
where  is some threshold. We thus have the following consistency
result.
Theorem 3 Under Assumptions 1, 2 and 3, and if
γ1 >
√
c
then for all  ∈ (0, φ(γ1)− (1 +√c)2), and i ∈ {0, 1}
Pi
(
lim
N→∞
T = i
)
= 1
wherePi is the underlying probability measure under hypothesisHi.
In practical situations, the condition γ1 >
√
c means that the quan-
tity ‖Sv(ν∗N )−1H(ν∗N )H(ν∗N )∗‖ should be larger than
√
M
B
.
We now illustrate numerically the above asymptotic approx-
imations when K = 1. The noise is chosen as a MA(1) pro-
cess with standard Gaussian innovation (zn)n∈Z, i.e. vn =
zn + θ1zn−1, whereas for the useful signal, we choose Hk =
CSNR
1√
M
βk (1, . . . , 1)T with β = 10
11
, and CSNR a factor control-
ling the SNR defined below.
Figures 1 and 2 represent the probability of detection as a func-
tion of the probability of false alarm (ROC curve) for the test statistic
T, for different values of the threshold  and a total of 105 draws.
In Figure 1, the ROC curve is plotted for different values of SNR
defined in the frequency domain as follows
SNRfreq = sup
ν∈[0,1]
M∑
m=1
‖hm(ν)‖2
sm(ν)
As the SNR increases, the performance of the test improves as well.
In Figure 2, we compute the ROC curve for increasing values of N
10 3 10 2 10 1 100
Pfa
10 3
10 2
10 1
100
Pd
ROC, M=20, B=40, N=1000, 1=0.8
SNRfreq=-3.0 db
SNRfreq=-2.0 db
SNRfreq=-1.0 db
SNRfreq=-0.0 db
SNRfreq=1.0 db
SNRfreq=2.0 db
Fig. 1. ROC curve of T with varying SNR
with B = N0.7 and B = 2M . As N grows, the performance of the
test improves as expected since we get closer to the high dimensional
asymptotic regime (3).
10 3 10 2 10 1 100
Pfa
10 3
10 2
10 1
100
Pd
ROC, 1=0.8, B = N0.7, SNRfreq=5.3 db
N=100
N=300
N=500
N=700
N=900
Fig. 2. ROC curve of T with varying N
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