Momentary experiences of positive and negative emotionalityalso referred to as state affect-are core components of well-being and performance. The ability to unobtrusively monitor state affect could raise individuals' awareness of their mental health status and enable healthcare providers to deliver targeted, just-in-time mental health interventions. In this work, we investigate whether passively sensed smartphone data can be used to recognize individuals' state affect. Our exploratory analysis uses data generated from 220 participants in a two-week study, and our results indicate that fluctuations in participants' negative state affect are associated with various aspects of context including current physical state, geographic location, and time. We also test algorithms that predict participants' negative state affect given contextual features, comparing the impact of historical contextual features on prediction performance.
INTRODUCTION
Momentary experiences of positive and negative emotionalityalso referred to as state affect-are core components of well-being and performance. For example, maintaining positive state affect is associated with stronger immune system functioning [13] and enhanced ability to withstand daily stress [10] . In contrast, negative state affect is among the strongest predictors of mental disorders such as depression and anxiety [12] , with college students having some of the highest rates of depressive and anxious symptoms [7] . Unfortunately, worsening anxiety and depression is associated with social avoidance, making early detection via self-report difficult in a busy college environment.
Advancements in mobile technology and data analytics make it possible to model state affect among smartphone users. Compared with traditional retrospective and paper-based surveys, which are time consuming and costly, mobile ecological momentary assessments (mEMAs) provide greater convenience and efficiency to collect fine-grained self-reported state affect. However, intensive use of mEMAs is limited by scarce user attention and time, and the resulting user burden can compromise user experience and retention. It is therefore important to develop alternative methods of assessing state affect, ideally bypassing the challenges of self-report using inference models driven by passive sensing. Individuals' overt behavioral states may provide information regarding their internal cognitive states, including affect. For example, depressed individuals will often evidence psychomotor retardation-a slowing of movement-which may be reflected in attenuated phone accelerometry. They may also confine themselves geographically (e.g., within their home). While anxiety is also characterized by avoidance of fear-provoking situations, an anxious, agitated state may be marked by an increase in movement, which may be reflected in increased phone accelerometry and/or movement patterns from GPS sensors.
Thus, we hypothesize that passively sensed data may provide information regarding users' state affect that is not present or easily captured by self-report surveys.
Prior research has investigated human markers of state affect including EEG [11] , skin conductance, and temperature [14] . However, sensing these markers typically requires installing, wearing, or otherwise carrying external sensors and devices, which limits their applicability to everyday life. As individuals have become increasingly inseparable from their smartphones, studies have turned to passive sensing data from phone-embedded hardware sensors (e.g., GPS and triaxial accelerometer) [3, 5, 16] . In addition, software sensors can capture phone usage data (e.g., phone calls, text messages, emails, web browsing) that are predictive of mood and other mental health metrics [4] . However, studies using communication (calls and texts), accelerometer, and GPS data to infer state affect are limited, particularly those aiming to produce accurate and reliable estimates of state affect that converge with self-report data.
In this work, we explore the prediction of self-reported negative state affect using passively sensed data from smartphones owned by a sample of college students. Unlike most prior studies, which have focused on predicting trait affect (i.e., relatively enduring depression and social anxiety symptoms), we aim to predict momentary state affect (e.g., Monday at 3pm) using contextual information from passive sensing. Moreover, we analyze the importance of momentary and historical contextual features for prediction performance. Our primary contributions include the following. First, we examine the quantitative relationship between self-reported momentary negative state affect and contextual features extracted from passive sensing data using linear mixed models. This may ultimately help clinicians and researchers better understand what drives negative state affect (e.g., visiting particular location types) so that better interventions can be provided. Second, we propose a framework for multi-modal state representation that applies auto-encoder methods to extract historical contextual features. Third, our predictive models provide preliminary evidence of the feasibility of estimating momentary negative state affect in a college student sample using passively sensed smartphone data. Our comparison of generalized and personalized models provide insights regarding the importance of personal routines on the prediction of state affect.
RELATED WORK
Researchers in affective computing and mental health have explored the feasibility of using features extracted from various sensors to recognize mental states. Zhou et al. recognized laptop users' emotions while they engaged in online social media using built-in laptop cameras [19] ; Bagroy et al. used social media as a predictor of mental well-being of college populations [2] . Petrantonakis et al. applied EEG data to recognize human emotion during human machine interactions [11] . Although promising, these methods require the use of additional sensing devices. Additionally, these sensing devices may be intrusive and operational for a small portion of the day, making them unsuitable for continuous monitoring. In contrast, smartphone ownership is high, and smartphone-embedded sensors are often in range of their owners.
Many existing studies have used smartphone sensing data to predict different trait affect and mental health outcomes. Ben et al. found significant correlations between sensor-derived features (e.g., geospatial activity and sleep duration) and daily stress level [3] . However, they did not explore predictability of daily stress level using these mobile sensing features. Canzian et al. defined a comprehensive set of mobility trajectory features using GPS data from mobile sensing and used these features to predict changes in daily depressive mood [5] . These features have been shown to be highly correlated with and predictive of changes in daily depression and mood; however, they require manual curation and thus may not generalize well to other study samples. Wang et al. discovered significant associations between automatically tracked behavioral features related to sleep, mobility, conversations, smartphone usage and self-reported indicators of mental health in schizophrenia [16] . They then built personalized models to predict aggregated scores of mental health indicators in schizophrenia with a mean error of 7.6% of the score range.
In contrast with this prior research, we focus on prediction of momentary negative state affect using features derived from smartphone sensing data. We explore an approach using auto-encoders to automatically learn representations of historical states. We report performance in two evaluation settings, using generalized and personalized models to explore the relationship between momentary negative state affect and personal behaviors.
DATA
We conducted a two-week mobile sensing study at a public university. The study was approved by the local Social and Behavioral Sciences Institutional Review Board. In total, 220 undergraduate students (M aдe = 19.43, SD = 2.92, 62% female) joined the study in exchange for course credit or monetary payment. Participants reported their race/ethnicity as 52% White, 27% Asian, 5% Black, 2% Latino, and 7% multiracial. For our data collection, we used the Sensus mobile application [17] . Participants with Android or iOS phones were recruited through email advertisements sent to a university email list service for undergraduate students, as well as through an undergraduate study participant pool. At enrollment, students were asked to complete a pre-study Social Interaction Anxiety Scale survey (SIAS [9] ) to assess their level of social anxiety. The Sensus mobile app was installed on participant phones through the official Android and iOS app stores, and Sensus was configured to collect in situ self-reported state affect. We asked students to separately rate their momentary positive and negative state affect using a single assessment item on a 100-point sliding scale. The corresponding mEMA question was "How positive/negative are you feeling?" Sensus was configured to deliver 6 mEMAs throughout the day, once at a random time within each 2-hour block from 9 a.m. to 9 p.m. (i.e., once between 9-11 a.m., once between 11 a.m.-1 p.m., etc.). Sensus was also configured to passively collect accelerometer data at 1 Hz, metadata for incoming and outgoing calls and SMS messages, and GPS locations every 2.5 minutes. Data were collected for up to two weeks and periodically uploaded to Amazon Web Services (AWS) Simple Storage Service (S3).
In total, we collected 5,083 mEMA responses. In our subsequent analyses, we use only momentary negative state affect as the outcome variable, as 1) momentary positive and negative state affect are inversely correlated (r = −0.647, p-value < 0.05); 2) our current methods are applicable to both prediction of momentary negative and positive state affect; and 3) negative state affect holds the most promise for future research aiming to develop interventions for mental health disorders.
CONTEXTUAL FEATURES
In this section we discuss how we extract contextual features that are used to represent participants' states and predict their momentary negative affect (see Table 1 ).
Temporal Features
Temporal features associated with the response time (e.g., when the participants started answering the mEMAs) were extracted and include day of week (Monday to Sunday), hour of day (1-24 hour), time of day (morning, afternoon, evening, and night), and day of study (time elapsed since enrollment in days).
Spatial Features
We processed participants' timestamped GPS coordinates into semantic locations (e.g., restaurant, university, and home) by integrating a spatiotemporal clustering algorithm [8] with the Open-StreetMap (OSM) geodatabase [1] . We implemented the time-based clustering algorithm described in [8] to convert GPS coordinate traces to series of location clusters (places) and transition points. We then associated the center of each location cluster with an OSM location label of Education (e.g., university and libraries), Leisure (e.g., cinemas), Food (e.g., restaurants), Health (e.g., hospital), Supermarket, Religious, Service (e.g., bank), Out of town, In transition (going from one place to another), Home, and Other houses; our algorithm has been trained to recognize Home as the place having a house OSM-tag (e.g., apartment, dormitory, and house; see [1] for more details) where a subject stayed the most between 10 p.m. and 9 a.m. We determined the locations where mEMAs were prompted by comparing the semantic locations and the mEMA's response time. 
Activity Features
Our accelerometer features were extracted from acceleration (a t =
to account for uncontrolled orientations of mobile phones during natural use [15] . Due to errors during data transmission (e.g., out of battery and software bugs), there were missing data in the accelerometer sequences. We performed a first-order interpolation on the acceleration readings (a t = (a t −1 + a t +1 )/2 ). We then segmented these sequences with a two-minute window and one-minute window. Within each segment, we extracted the mean, median, min, max, standard deviation (sd), and variance (var) as activity level features.
Communication Features
Sensus recorded communication logs including when a phone call was made, its duration, and whether it was an incoming or outgoing call; as well as text message receipt and sending. We calculated how many incoming and outgoing calls and text messages occurred within each time window (e.g., one-hour window) prior to the mEMA response time.
STATE AFFECT AND CONTEXT MODELS
We applied linear mixed models to measure correlations between momentary negative state affect and associated momentary contextual features. Subject was entered as a random intercept to account for repeated measures of self-reported momentary negative state affect from the same study participant over time. The ANOVA test of the overall model was significant with p-value < 0.001. For individual features, most of the features were not significant except day of week and location. Compared to Monday's average of 33.20, we saw an average reduction by 3.36 and 4.60 in self-reported momentary negative state affect ratings on Friday (p-value < 0.001) and Saturday (p-value < 0.001), respectively. Regarding location, being at a food place such as a restaurant led to significantly lower average self-reported momentary negative state affect. In food places, we recorded a decrease of 9.78 (p-value = 0.03) in average self-reported momentary negative state affect ratings from 31.94 when being at home. These results are consistent with prior results that associate anxiety and depressed mood with time spent in particular types of locations [4, 6] .
Figure 2: Spatial distribution of momentary negative state affect between all participants (A) and three randomly chosen participants (B, C, and D).
To further investigate the impact of location on negative state affect, we present in Figure 2 the spatial distribution of negative state affect. We first retrieved the GPS location where each mEMA was answered and interpolated the reported negative state affect using inverse distance weighted (IDW) interpolation [18] . To predict a value for any unmeasured location, IDW uses the measured affect surrounding the prediction location. The measured values closest to the prediction location have more influence on the predicted value than those farther away. In Figure 2 , we compare the spatial distribution of negative state affect of the whole population ( Figure 2A ) with three randomly chosen participants ( Figures 2B, C and D) . In Figure 2A , we can observe how different areas of the city associate with different levels of negative state affect. For instance, when participants were present in purple areas, such as leisure places, they tended to report less negative state affect than in orange areas, such as university campus. These differences indicate that the spatial dimension may impact negative state affect. Furthermore, Figures 2B, C, and D indicate that these differences vary from one participant to another. For instance, while home was purple (less negative state affect) for participants B and D, participant C reported more negative state affect when at home. Also, participants B and C reported less negative state affect at the university compared with participant D, who reported more. This non-linearity between locations and negative state affect may explain the insignificance of most predictors in the linear mixed model and suggest that the spatial distribution of negative state affect is impacted by participants' personal routines and preferences. Figure 3 adds a temporal dimension to the spatial distribution of negative state affect. The figure compares the spatial distribution of negative state affect during Fridays and Saturdays with the other days of the week. The comparison indicates a difference,
Figure 3: Differences in the spatial distribution of negative state affect between Friday-Saturday (B) and the rest of the week (A).
where more purple regions were recorded in Figure 3B (Fridays and Saturdays) than in Figure 3A (the other days). This suggests that participants reported lower negative state affect during Fridays and Saturdays.
STATE AFFECT RECOGNITION
The goal of this section is to investigate whether momentary negative state affect can be predicted using passive sensing data from smartphones. Moreover, we aim to explore which time span prior to the prediction target provides the best predictions of negative state affect (e.g., immediately preceding states versus activities within 6 hours prior). Before presenting the prediction results, we present our feature extraction framework based on multi-modal state representations in a given time span (e.g., the 24 hours prior to the assessment moment).
Multi-Modal State Representation
Participants' momentary negative state affect can be influenced by not only their current state (e.g., location), but also by their recent experiences (e.g., phone calls in the previous hour). To capture this information, we can look back into the recent past of their passive sensing data and use it to model the participants' activities. Understanding the participants' activities that precede negative state affect assessment may improve the prediction performance of negative state affect.
In Section 4, the multi-modal mobile sensing data are processed to create time series of participants' contextual states. To extract their significant activity patterns, we apply auto-encoders to these time series to extract compact state representations for each sensing modality. Given a time window, the contextual state sequences within the window are fed into the auto-encoders, and the outputs of the chosen hidden layer are used as feature vectors for predicting negative state affect outcomes. For categorical sequences such as location label sequences, the series are first converted using one-hot encoding. We experiment with learning compact representations for each sensing modality, including sequences of visited places, accelerometry, SMS, and phone call events, with three chosen time windows (6/12/24 hours) prior to the prediction moment. 
Experiments
In this section we aim to investigate 1) whether momentary contextual features can predict self-reported momentary negative state affect, 2) whether multi-modal historical states learned by autoencoders (using 6/12/24 hours time epochs before the self-report) can predict momentary negative state affect, and 3) whether combining the momentary state and historical states will improve the prediction of momentary negative state affect. In addition, we explore both generalized (i.e., using data from all participants) and personalized (i.e., using only data from the participant) models. We test our approach using a leave-one-subject-out cross validation (LOSOCV) for the generalized models and a leave-one-observationout cross validation (LOOOCV) for the personalized models. We experiment with bagging (random forest), boosting (extreme gradient boosting), and kernel (SVM) algorithms. In all experiments, the temporal features remain the same. To extract historical features in different time epochs (e.g., 6, 12, and 24 hours prior to the prediction moments), we follow our approach as outlined in Section 6.1. We chose one hidden layer with 36, 6, and 3 hidden nodes for GPS, accelerometer, and communication data, respectively. For the momentary time epoch, we chose similar settings but shrink the time window to one minute (e.g. semantic location and accelerometer features in the past one minute). We chose one minute because it is close enough to the participants' current state that they were unlikely to change their contextual states. Table 2 summarizes our experimental results and compares different approaches: using only momentary features and using historical features extracted in different epochs (1, 6, 12 , and 24h) prior to the prediction moment. We also compare both the generalized and personalized settings. First, we observe a difference between the performance of generalized and personalized models. Personalized models (average RMSE ≈ 13) outperformed generalized models (average RMSE ≈ 22). This suggests that it is necessary to personalize the prediction of momentary negative state affect due to betweensubject variations. These results are consistent with our exploratory analysis (see Section 5) , which suggests that the relationship between context and affect is impacted by personal routines and behaviors. Second, our results indicate that SVM outperformed the other algorithms in both generalized and personalized settings. Third, in the generalized setting, the contextual features extracted 24h before the assessment (RMSE = 21.9 using SVM) gave better performance than momentary features. On the other hand, for personalized models, momentary contextual features provided the best performance (RMSE = 12.82 using SVM). These results suggest that 1) it is feasible to predict momentary negative state affect using its associated contexts derived from smartphone passive sensing data; and 2) historical features are more predictive of negative state affect when used in generalized models. However, momentary features are still the best predictors of negative state affect for personalized models. One possible explanation for this is that in the generalized setting, historical features were better able to characterize the commonality of participants' routine patterns that influences their state affect, but in the personalized setting, the individual characteristics are more informative for individuals' state affect.
Lastly, we investigated whether combining momentary contextual features with historical contextual features improves prediction performance. Figure 4 presents the performance of generalized and personalized models when combining momentary contextual features with historical contextual features extracted from epochs prior to the assessment. The results indicate that, for generalized models, combining momentary contextual features with multi-modal historical features improved RMSE for prediction of self-reported momentary negative state affect compared with momentary contextual features alone. However, contrary to our expectations, we did not find any improvement in the performance of personalized models when combining historical contextual features with the momentary contextual features. This may be explained by the twoweek study period, which limited the detection of participants' personal routines.
DISCUSSION 7.1 Implications
Our results suggest that smartphone passive sensing data can be used to predict momentary negative state affect. Overall we observed statistical convergence with self-reported momentary negative state affect scores. Although it is important to not overgeneralize our findings, we believe this work has implications that should be pursued in the future.
The use of passively sensed data from personal smartphones to measure affect is consistent with theories of affect as a dynamic process that involves a bidirectional relationship between one's internal cognitive states and their overt behavior. In particular, following decades of emotion research that has hinged on people thinking about and reporting on their internal states, it may be possible to indirectly infer these states through behaviors measured with smartphone passive sensing data. Studies that leverage selfreport methods in intensive longitudinal studies run the risk of user fatigue and missing data. In contrast, leveraging sensors embedded in personal phones has little to no impact on their behavior.
The present study contributes to a broader effort to use continuous data streams to deliver just-in-time interventions. For example, it may be possible to apply statistical learning methods to smartphone sensor data to detect periods of high negative state affect and thereby disrupt the progression mental health disorders by delivering empirically-supported interventions. This type of affect monitoring and intervention delivery framework addresses many of the barriers of face-to-face treatment, which is limited by scheduling rigidity and poor scalability. The current work also has implications for how colleges and universities manage student mental health. The approach employed in the current study is scalable to large populations and can be integrated with automated alerting. Compared with traditional methods that rely on students seeking out counseling, unobtrusive monitoring that produces earlier alerts of student distress can have a significant impact on treatment course and duration.
Limitations
There are several limitations in our current work. First, our findings are based on a selective sample of undergraduate students, most of whom majored in psychology and engineering. Although a homogeneous sample increases the internal validity of our findings, there is a possibility that the features identified in the current study will not generalize to other student and non-student populations. Second, our study ran for only two weeks, and thus we collected a relatively limited amount of data from each participant. Finally, app usage and phone usage (e.g., screen on/off) data were unavailable. Features extracted from these sources (e.g. sleep patterns) may improve the performance of affect prediction models.
CONCLUSIONS
The ability to passively monitor and predict negative affect can serve as a proxy of mental health in adults. The focus on the present investigation was to predict momentary negative state affect from passively sensed smartphone data. By unobtrusively and continuously monitoring patients' affect, researchers and clinicians will be in a better position to design personalized, just-in-time interventions. Our exploratory analyses suggest that momentary negative state affect is significantly correlated with contextual features such as time and location. We compared several prediction algorithms in two settings (generalized and personalized). Our results provide preliminary evidence of the feasibility of estimating momentary negative affect from passively sensed data (RMSE = 12.82 on a 1-100 point scale using a personalized SVM model). We also found that the relationship between context and negative affect is impacted by personal behaviors and routines, leading to differences between the performance of generalized and personalized models. Future work will replicate the current study by including a larger sample and additional sensing modalities such as social interaction as captured by microphone and social media usage.
