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Résumé : Les conducteurs des véhicules à 
deux-roues motorisés (V2RM) sont parmi les 
usagers les plus vulnérables sur les routes. En 
France, les V2RMs ne constituent que 1.9% du 
trafic routier, mais ils sont impliqués dans 24% 
des accidents mortels. Le manque des systèmes 
d’aide à la conduite (Intelligent Transportation 
System, ITS) est pointé du doigt parmi les 
principales causes de ces chiffres alarmants. En 
effet, la complexité de la dynamique des 
V2RMs ainsi que l’inaccessibilité à certains 
états (comme l’angle du roulis, le couple de 
direction et les forces pneumatiques) rendent le 
déploiement des systèmes ITS très difficile et 
constituent un frein quant à leur développement. 
Dans ce contexte, mon travail de thèse vise 
l’estimation des dynamiques pertinentes des 
V2RMs. Premièrement, un observateur de type 
Takagi-Sugeno (TS) est proposé pour 
l’estimation de la dynamique latérale avec un 
découplage du couple de direction qui est 
considéré comme une entrée inconnue (UI). 
Ensuite, afin d’estimer le couple de direction, 
un autre observateur TS est proposé. 
L’observateur en question possède une loi 
d’adaptation proportionnelle-dérivée (PD) afin 
de reconstruire l’UI. Cependant,  dans  les  deux  
observateurs précédents, les non-linéarités aux 
forces pneumatiques latérales sont négligées. 
Pour contourner cette difficulté, les forces 
latérales sont considérées comme des entrées 
inconnues et sont estimées de manière 
algébrique en utilisant les observateurs par 
mode-glissant d’ordre supérieur. Enfin, nous 
nous sommes attelés à la dynamique 
longitudinale et proposé un observateur à 
entrées inconnues avec une loi d’adaptation PD 
afin d’estimer les forces longitudinales et les 
couples d’accélération et de freinage. Une fois 
les dynamiques latérales et longitudinales des 
V2RMs estimées, nous nous sommes attaqués à 
la commande du système de freinage. Dans ce 
contexte, un contrôleur robuste est proposé afin 
d’optimiser le freinage des V2RMs. Le 
contrôleur est basé sur les techniques par mode-
glissant et permet d’asservir le glissement 
longitudinal vers un glissement de référence. Ce 
dernier est calculé grâce à un programme 
inspiré des algorithmes MPPT. Enfin, afin de 
valider les différents observateurs proposés, une 
commande basée observateur utilisant les 
techniques TS a été proposée dans afin 
d’automatiser un scooter instrumenté et assurer 
le suivi d’un roulis de référence. 
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Abstract: Riders of Powered two-wheeled 
vehicles (P2WV) are among the most 
vulnerable drivers on roads. In France, riders of 
P2WVs are just 1.9% of road traffic, but 
account for 24% of road user deaths. This high 
rate of mortality may be explained by several 
factors. One of them is the lack of specific 
Intelligent Transportation System (ITS). In 
fact, because of the complexity of the P2WVs 
dynamics and the unavailability of some states 
(such as the steering torque, the roll angle and 
the lateral forces), it is more difficult to design 
specific ITS systems for P2WVs. In this 
context, my thesis aims the estimation of 
relevant dynamics of P2WVs. Firstly, a 
Takagi-Sugeno (TS) observer is proposed to 
estimate the lateral dynamics. The observer 
completely decouples the steering torque - 
which is considered as an unknown input (UI) 
– from the estimation error dynamics. Then, to 
estimate the lateral dynamics and the steering 
torque, another TS observer is proposed. The 
observer in question has a proportional 
derivative (PD)  adaptation  law  to  reconstruct 
the UI. However, in both observers, 
nonlinearities with respect to tire forces are 
neglected. To circumvent this difficulty, lateral 
forces are considered as UIs and they are 
algebraically estimated thanks to high order 
sliding mode observers. Finally, we focus on 
the longitudinal dynamics and propose an UI 
observer with a PD adaptation law to estimate 
the longitudinal forces and the thrust and 
braking torques. Once the lateral and 
longitudinal dynamics estimated, we were 
interested by the control of the braking system. 
In this context, a robust controller is proposed 
in order to optimize the braking for P2WVs. 
The controller is based on sliding mode 
techniques and allows the tracking of the 
longitudinal slip to a reference one. The latter 
is computed through a program inspired by 
MPPT algorithms. Finally, to validate the 
several observers developed in my thesis, an 
observer based controller using TS techniques 
is proposed in order to stabilize and automate 
an instrumented scooter and to track a 
reference roll angle. 
 
 
 
Remerciements
Les travaux de recherche présentés dans ce mémoire ont été réalisés au Laboratoire Informa-
tique, Biologie Intégrative et Systèmes Complexes (IBISC). Nombreux sont ceux que je voudrais
remercier de m’avoir aidé, soutenu ou accompagné durant ces années de thèse. C’est pour leur
exprimer toute ma gratitude et reconnaissance que je leur dédie cette page.
Je souhaiterai d’abord remercier mes directeurs de thèse, Monsieur Hichem ARIOUI et Mon-
sieur Saïd MAMMAR, ainsi que mon encadrant, Monsieur Dalil ICHALAL qui m’ont accueilli
au sein de leur équipe et qui m’ont oﬀert la possibilité de m’évoluer. Je les remercie pour la
conﬁance, l’appui et la liberté qu’ils m’ont témoignés, l’intérêt grandissant qu’ils ont porté sur
mes travaux, leurs encouragements et leur disponibilité durant ces années, sans oublier leurs
valeurs humaines et bonne humeur qui ont fait de chaque rencontre des moments très agréables.
Je remercie particulièrement Monsieur Damien KOENIG, Maître de conférences HDR à
l’Institut Polytechnique de Grenoble d’avoir accepté de faire partie du jury de thèse et de m’avoir
fait l’honneur de le présider.
Je tiens également à adresser mes plus vifs remerciements à Monsieur Thierry-Marie GUERRA
et Monsieur Ali CHARARA, respectivement Professeurs à l’Université de Valenciennes et l’Uni-
versité de Technologie de Compiègne pour l’honneur qu’ils m’ont fait en acceptant d’être rap-
porteurs de ce travail de thèse et pour leurs remarques pertinentes.
J’adresse toute ma gratitude à Monsieur Tarek HAMEL et Monsieur Sergio Matteo SA-
VARESI, respectivement professeurs à l’Université de Nice-Sophia-Antipolis et Politecnico di
Milano d’avoir accepté d’être examinateurs de cette thèse. Je leurs suis sincèrement reconnais-
sant.
J’ai été très honoré de présenter mes travaux de thèse devant un jury de cette envergure. Je
vous remercie inﬁniment.
Je remercie également mes amis et collègues du laboratoire IBISC et de l’UFRST : Khouloud,
Houssem, Adel, Hakim, Naïm, Hamza, Seddik et tous les autres que je n’ai pas cité, avec qui
j’ai passé des moments inoubliables, qu’ils trouvent ici mes remerciements les plus sincères.
Je n’oublierai pas les aides permanentes reçues du personnel administratif et des enseignants,
en particulier : Sabine, Hichem, Ali, Lamri, Florent, Gislin et Nicolas.
Mes vifs remerciements vont à mes parents Abdelkader, Fatma et Zohra, à ma grand-mère,
mes frères et sœurs (Mourad, Aissa, Kamelia, Rommaïssa, Wissam et M’hamed) et mes oncles
et tantes en France et particulièrement : Zohra et Djilali.
Je réserve un remerciement tout spécial à ma femme Ryma qui m’a supporté tout au long
des derniers moments et je lui transmets tout l’amour du monde.
i
ii
Je dédie cette thèse
à mes parents
à ma femme
et à ma famille
iii
iv
Sommaire
Table des figures xi
Nomenclature 1
Introduction générale 3
Chapitre 1
Contexte et motivation
1.1 Accidentologie des véhicules à deux-roues motorisés . . . . . . . . . . . . . . 7
1.2 Facteurs de vulnérabilité et d’accidentologie . . . . . . . . . . . . . . . . . . . 8
1.2.1 Facteurs de vulnérabilité . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.2 Facteurs d’accidentologie . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Spéciﬁcité de la dynamique des V2RM . . . . . . . . . . . . . . . . . . . . . 11
1.4 Solutions proposées pour les V2RM . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Sécurité préventive . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.2 Sécurité passive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4.3 Sécurité active ou semi-active . . . . . . . . . . . . . . . . . . . . . . 16
1.5 Objectifs de la thèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Partie I Cinématique et dynamique des V2RM
Introduction 21
v
Sommaire
Chapitre 2
Géométrie et mouvements des V2RM
2.1 Géométrie des V2RM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Mécanisme de direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.1 Angle de direction eﬀectif . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.2 Courbure de la trajectoire . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Angles de carrossage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 Angles de glissement latéral . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Chapitre 3
Efforts généralisés
3.1 Forces de contact pneu-sol . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.1 Représentation analytique des eﬀorts pneumatiques . . . . . . . . . . 34
3.1.2 Force longitudinale . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.3 Force latérale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.1.4 Forces verticales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.1.5 Couplage entre les forces longitudinales et latérales . . . . . . . . . . 41
3.2 Moments agissant sur la pneumatique . . . . . . . . . . . . . . . . . . . . . . 44
3.2.1 Moment de résistance au roulement . . . . . . . . . . . . . . . . . . . 44
3.2.2 Moment d’auto alignement . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.3 Moment de renversement . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3 Forces aérodynamiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Impacts des attributs de la route . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.1 Dévers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.2 Pente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Chapitre 4
Modélisation dynamique des V2RM
4.1 Etat de l’art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Modes In-plane et Out-of-plane . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Dynamique latérale des V2RM (Out-of-plane) . . . . . . . . . . . . . . . . . 54
4.3.1 Cas d’étude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.2 Autres variantes du cas d’étude . . . . . . . . . . . . . . . . . . . . . 59
4.3.3 Modes de vibration et équilibre latéral des V2RM . . . . . . . . . . . 60
4.4 Dynamique longitudinale des V2RM (In-plane) . . . . . . . . . . . . . . . . . 62
vi
4.4.1 Régime d’accélération et de freinage des V2RM . . . . . . . . . . . . 62
4.4.2 Modélisation de la dynamique longitudinale . . . . . . . . . . . . . . . 65
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Partie II Estimation de la dynamique des V2RM
Introduction 71
Chapitre 5
Observateur polytopique pour l’estimation des systèmes TS
5.1 Observateur avec découplage des entrées inconnues pour les systèmes TS . . 74
5.1.1 Synthèse de l’observateur nominal . . . . . . . . . . . . . . . . . . . . 76
5.1.2 Synthèse de l’observateur robuste . . . . . . . . . . . . . . . . . . . . 79
5.2 Application à l’estimation de la dynamique latérale . . . . . . . . . . . . . . 79
5.2.1 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.3 Observateur adaptatif à UI pour les systèmes TS . . . . . . . . . . . . . . . . 88
5.3.1 Synthèse de l’observateur . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.4 Application à l’estimation de la dynamique latérale . . . . . . . . . . . . . . 92
5.4.1 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Chapitre 6
Observateur algébrique pour l’estimation de la dynamique latérale
6.1 Introduction à l’observation algébrique . . . . . . . . . . . . . . . . . . . . . 98
6.2 Diﬀérentiateurs robustes pour l’estimation des dérivées . . . . . . . . . . . . 99
6.2.1 Diﬀérentiateurs par mode glissant pour l’estimation des dérivées . . . 99
6.3 Positionnement du problème . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.4 Système de vision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4.1 Observabilité du modèle cinématique de vision . . . . . . . . . . . . . 102
6.5 Synthèse de l’observateur basé système de vision . . . . . . . . . . . . . . . . 103
6.5.1 Reconstruction de la cinématique . . . . . . . . . . . . . . . . . . . . 103
6.5.2 Estimation de la dynamique latérale . . . . . . . . . . . . . . . . . . . 104
vii
Sommaire
6.6 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
Chapitre 7
Estimation de la dynamique longitudinale des V2RM
7.1 Modèle de la dynamique longitudinale . . . . . . . . . . . . . . . . . . . . . . 112
7.2 Etude d’observabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.3 Synthèse de l’observateur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.3.1 Observateur nominal . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.3.2 Observateur robuste . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.4 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.4.1 Cas nominal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.4.2 Cas incertain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.4.3 Cas incertain avec changement brusque de l’adhérence de la route . . 118
7.4.4 Evaluation de l’observateur . . . . . . . . . . . . . . . . . . . . . . . . 121
7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
Partie III Vers la sécurité active des véhicules à deux-roues motorisés
Introduction 125
Chapitre 8
Contrôleur basé observateur pour la dynamique latérale
8.1 Contrôleur basé observateur pour la poursuite de trajectoire . . . . . . . . . 128
8.1.1 Positionnement du problème . . . . . . . . . . . . . . . . . . . . . . . 128
8.1.2 Synthèse de l’observateur . . . . . . . . . . . . . . . . . . . . . . . . . 130
8.1.3 Synthèse du contrôleur . . . . . . . . . . . . . . . . . . . . . . . . . . 132
8.2 Application à l’automatisation d’un V2RM . . . . . . . . . . . . . . . . . . . 135
8.2.1 Modèle de la dynamique latérale . . . . . . . . . . . . . . . . . . . . . 135
8.2.2 Contraintes additionnelles . . . . . . . . . . . . . . . . . . . . . . . . 136
8.2.3 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
viii
Chapitre 9
Freinage optimal pour les véhicules à deux-roues motorisés
9.1 Dynamique des roues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
9.1.1 Modèle de la dynamique des roues . . . . . . . . . . . . . . . . . . . . 145
9.1.2 Modèle de la pneumatique . . . . . . . . . . . . . . . . . . . . . . . . 145
9.1.3 Changement d’échelle temporelle . . . . . . . . . . . . . . . . . . . . . 146
9.2 Contrôle par mode glissant . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
9.2.1 Choix de la surface de glissement . . . . . . . . . . . . . . . . . . . . 147
9.2.2 Attractivité de la surface de glissement . . . . . . . . . . . . . . . . . 148
9.3 A la recherche du glissement longitudinal optimal . . . . . . . . . . . . . . . 150
9.3.1 Discussions sur le glissement longitudinal optimal . . . . . . . . . . . 150
9.3.2 Algorithmes MPPT et similitude avec le freinage optimal . . . . . . . 150
9.3.3 Algorithme P&O et recherche du glissement longitudinal optimal . . 152
9.4 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
9.4.1 Route sèche et ligne droite . . . . . . . . . . . . . . . . . . . . . . . . 156
9.4.2 Route mouillée et ligne droite . . . . . . . . . . . . . . . . . . . . . . 156
9.4.3 Adhérence variable et ligne droite . . . . . . . . . . . . . . . . . . . . 157
9.4.4 Changement d’adhérence et prise de virage . . . . . . . . . . . . . . . 157
9.4.5 Discussions sur les résultats obtenus . . . . . . . . . . . . . . . . . . . 160
9.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
Conclusion générale 163
Annexes 165
Annexe A Rappels théoriques et prérequis 165
A.1 Rappels sur les notions de stabilité . . . . . . . . . . . . . . . . . . . . . . . . 165
A.1.1 Déﬁnitions des fonctions de classe K et KL . . . . . . . . . . . . . . . 165
A.1.2 Fonctions déﬁnies positives et semi-déﬁnies positives . . . . . . . . . . 165
A.1.3 Stabilité au sens de Lyapunov . . . . . . . . . . . . . . . . . . . . . . 165
A.1.4 Stabilité Entrées-Etats ISS et ISpS . . . . . . . . . . . . . . . . . . . 167
A.1.5 Performances H∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
A.2 Rappels sur les observateurs . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
A.2.1 Observateurs pour les systèmes dynamiques . . . . . . . . . . . . . . 168
A.2.2 Observabilité et détectabilité des systèmes non-linéaires . . . . . . . . 169
A.2.3 Observabilité et détectabilité des systèmes linéaires . . . . . . . . . . 170
A.3 Systèmes étudiés . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
ix
Sommaire
A.3.1 Déﬁnition des systèmes LPV et quasi-LPV . . . . . . . . . . . . . . . 172
A.3.2 Modèle de Takagi-Sugeno . . . . . . . . . . . . . . . . . . . . . . . . . 172
Annexe B Valeurs numériques utilisées pour les simulations 175
Annexe C Passage du modèle LPV et quasi-LPV au modèle TS 177
Annexe D Modèle TS pour la commande basée observateur avec signaux de
sensibilité 181
Liste des publications 183
Bibliographie 185
x
Table des figures
1.1 Bilan de la mortalité routière en France en 2013 par catégorie d’usagers . . . . . 9
1.2 Le stoppie d’une moto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 Le wheeling d’une moto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4 Système de sécurité de HONDA ASV-3 : Intersection warning . . . . . . . . . . 14
1.5 Système d’alerte de collision : projet WATCH-OVER . . . . . . . . . . . . . . . . 14
1.6 (a) Le scooter C1 de BMW, (b) Gillet Airbag moto en essai réel, (c) Système
AIRBAG sur la YAMAHA ASV-3 . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1 Les principaux mouvements d’un V2RM . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Géométrie d’un V2RM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Angle de direction eﬀectif ∆ en fonction de l’angle de direction δ pour diﬀérentes
valeurs du roulis φ (ǫ = 27◦). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4 Angle de direction eﬀectif ∆ en fonction de l’angle de direction δ pour diﬀérentes
valeurs de l’angle de chasse ǫ (φ = 30◦). . . . . . . . . . . . . . . . . . . . . . . . 28
2.5 Courbure de la route ρ en fonction de l’angle de direction δ pour diﬀérentes valeurs
du roulis φ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.6 Courbure de la route ρ en fonction de l’angle de direction δ pour diﬀérentes valeurs
de l’empattement p. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.7 L’angle de glissement latéral et de carrossage . . . . . . . . . . . . . . . . . . . . 30
3.1 Représentation des forces et moments appliqués au pneu par la chaussée . . . . . 34
3.2 Formule magique de Pacejka . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Variation de la force longitudinale normalisée en fonction du glissement longitudinal 37
3.4 La force latérale : (à gauche) en fonction du glissement latéral α pour diﬀérentes
valeurs de l’angle de carrossage λ, (à gauche) en fonction de l’angle de carrossage
λ et pour diﬀérentes valeurs du glissement latéral α . . . . . . . . . . . . . . . . . 39
3.5 La force latérale en fonction du glissement latéral et de l’angle de carrossage en 3D 39
3.6 Représentation des forces verticales . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.7 L’ellipse de friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.8 Les courbes du glissement longitudinal [Cos06] . . . . . . . . . . . . . . . . . . . 43
3.9 Les courbes du glissement latéral [Cos06] . . . . . . . . . . . . . . . . . . . . . . 43
3.10 Moment de résistance au roulement . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.11 Moment de renversement [Neh08] . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.12 Angle de dévers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.13 Angle de pente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1 Schéma cinématique de la moto, selon [Sha71] . . . . . . . . . . . . . . . . . . . . 55
xi
Table des figures
4.2 Les parties réelles des valeurs propres da la matrice d’état du modèle de Sharp
1971 en fonction de la vitesse longitudinale . . . . . . . . . . . . . . . . . . . . . 61
4.3 Les parties imaginaires en fonction des parties réelles des valeurs propres da la
matrice d’état du modèle de Sharp 1971 . . . . . . . . . . . . . . . . . . . . . . . 61
4.4 Force longitudinale normalisée en fonction du glissement longitudinal . . . . . . . 64
4.5 Force longitudinale normalisée en fonction du glissement longitudinal. A droite :
diﬀérents angles de glissement latéral. A gauche : diﬀérentes adhérences . . . . . 64
4.6 Un scénario de freinage avec un glissement longitudinal de référence λ∗ = −0.09.
En haut à gauche : glissement longitudinal avant. En haut à droite : force verticale
au pneu arrière. En bas à gauche : l’angle de tangage. En bas à droite : vitesse
longitudinale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.7 La décélération maximale de la moto pour diﬀérentes vitesses longitudinales . . . 66
4.8 Représentation d’un V2RM avec les dynamiques longitudinales . . . . . . . . . . 66
5.1 Scénario de changement de voie à 100km/h. En bleu : modèle multi-corps non-
linéaire et en rouge : résultats d’estimation . . . . . . . . . . . . . . . . . . . . . 82
5.2 Scénario de changement de voie à 50km/h. En bleu : modèle multi-corps non-
linéaire et en rouge : résultats d’estimation . . . . . . . . . . . . . . . . . . . . . 83
5.3 Scénario de changement de voie avec un freinage depuis 100km/h à vx = 60km/h.
Haut : en bleu modèle multi-corps non-linéaire et en rouge résultats d’estimation.
Bas : proﬁl de la vitesse longitudinale . . . . . . . . . . . . . . . . . . . . . . . . 83
5.4 Scénario de changement de voie à 100km/h. En bleu : modèle multi-corps non-
linéaire et en rouge résultats d’estimation avec une vitesse longitudinale diﬀérente
vx = 90km/h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.5 Scénario de changement de voie à 100km/h. En bleu : modèle multi-corps non-
linéaire avec la masse augmentée de 10% et l’angle de chasse réduit de 10%, et en
rouge résultats d’estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.6 Un scénario de traﬁc routier de 3km. En bleu : angle de roulis du modèle multi-
corps non-linéaire, et en rouge les résultats d’estimation . . . . . . . . . . . . . . 86
5.7 Un scénario de traﬁc routier de 3km. En bleu : forces latérales du modèle multi-
corps non-linéaire, et en rouge les résultats d’estimation . . . . . . . . . . . . . . 87
5.8 Changement de voie à 100km/h. En rouge, données BikeSim et en bleu, les ré-
sultats d’estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.9 Changement de voie à 50km/h. En rouge, données BikeSim et en bleu, les résultats
d’estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.10 Le proﬁl de la vitesse longitudinale pour le troisième scénario . . . . . . . . . . . 94
5.11 Changement de voie pour une accélération entre 50km/h et 100km/h. En rouge,
données BikeSim et en bleu, les résultats d’estimation . . . . . . . . . . . . . . . 95
5.12 La trajectoire de la moto en bleu et sa reconstruction avec les données estimées
en rouge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.13 Changement de voie avec des erreurs sur la mesure de la vitesse longitudinale. En
rouge, données BikeSim et en bleu, les résultats d’estimation . . . . . . . . . . . 96
6.1 Système de vision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2 Schéma global d’observation : système de vision et dynamique latérale . . . . . . 103
6.3 Proﬁl de la vitesse longitudinale . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.4 (En haut) Courbure de la route (en bleu) et son estimée (en rouge), (en bas) la
vitesse latérale (en bleu) et son estimée (en rouge) . . . . . . . . . . . . . . . . . 106
xii
6.5 Les entrées inconnues (en bleu) et leurs estimées (en rouge) . . . . . . . . . . . . 107
6.6 (En haut) Courbure de la route (en bleu) et son estimée (en rouge), (en bas) la
vitesse latérale (en bleu) et son estimée (en rouge) : présence de bruit . . . . . . 107
6.7 Les entrées inconnues (en bleu) et leurs estimées (en rouge) : présence de bruit . 108
7.1 Représentation d’un V2RM avec la dynamique longitudinale . . . . . . . . . . . . 112
7.2 Forces pneumatiques longitudinales . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.3 Couple équivalent de freinage T . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.4 Les forces longitudinales avec des incertitudes de modélisation . . . . . . . . . . . 119
7.5 Le couple de freinage équivalent avec des incertitudes de modélisation . . . . . . 120
7.6 Les forces longitudinales avec des incertitudes de modélisation et un changement
soudain de l’adhérence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.7 Couple de freinage équivalent avec des incertitudes de modélisation et un chan-
gement soudain de l’adhérence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
8.1 Proﬁl de vitesse longitudinale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
8.2 En haut : angle de roulis réel (bleu), son estimé (rouge) et le roulis de référence
(vert). En bas : couple de direction. . . . . . . . . . . . . . . . . . . . . . . . . . . 139
8.3 Les états réels (bleu) et leurs estimés (rouge) . . . . . . . . . . . . . . . . . . . . 140
8.4 En haut : angle de roulis réel avec un zoom (bleu), son estimé (rouge) et le roulis
de référence (vert). En bas : couple de direction avec un zoom . . . . . . . . . . . 140
8.5 Les états réels (bleu), leurs estimés (rouge) et les mesures (vert) . . . . . . . . . . 141
8.6 Trajectoire réelle de la moto (bleu) et son estimé (rouge) . . . . . . . . . . . . . . 141
9.1 Organigramme de l’algorithme P&O pour trouver le glissement longitudinal cor-
respondant au pic des forces longitudinales. . . . . . . . . . . . . . . . . . . . . . 151
9.2 Fonction hystérésis f1(Pbi) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
9.3 Fonction hystérésis f2(ax) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
9.4 Architecture du programme global pour le freinage optimal . . . . . . . . . . . . 154
9.5 Organigramme des sous-programmes 1 et 2 . . . . . . . . . . . . . . . . . . . . . 155
9.6 β = 0.85. En haut : glissement longitudinal avant et arrière et glissement de
référence. Au milieu : modes de contrôle (sous-programme 1 ou 2). En bas : force
verticale arrière. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
9.7 β = 0.85. En haut à gauche : surface de glissement. En haut à droite : couples de
freinage. En bas à gauche : accélération longitudinale. En bas à droite : vitesse
longitudinale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
9.8 β = 0.5. En haut : glissement longitudinal avant et arrière et glissement de ré-
férence. Au milieu : modes de contrôle (sous-programme 1 ou 2). En bas : force
verticale arrière. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
9.9 β varie entre 1 et 0.5. En haut : glissement longitudinal avant et arrière et glis-
sement de référence. Au milieu : modes de contrôle (sous-programme 1 ou 2). En
bas : force verticale arrière. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
9.10 Freinage en virage avec une adhérence non-favorable. En haut : glissement longi-
tudinal avant et arrière et glissement de référence. Au milieu : modes de contrôle
(sous-programme 1 ou 2). En bas : force verticale arrière. . . . . . . . . . . . . . 160
9.11 Freinage en virage avec une adhérence non-favorable. En haut : forces latérales.
En bas : couple de direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
xiii
Table des figures
xiv
Nomenclature
1
Nomenclature
p Empattement
d Oﬀset de la fourche du guidon
ǫ Angle de chasse
Ri Rayon des pneus avant et arrière, i ∈ {f, r}
η, ηn, ηp Chasses mécanique, normale et pneumatique
δ Angle de direction du guidon
∆ Angle de direction eﬀectif du guidon
φ, ψ, ϕ Angles du roulis, de lacet et de tangage
ρ Courbure d’une trajectoire
Rc Rayon de courbure
κi Glissement longitudinal avant et arrière, i ∈ {f, r}
αi Angles de glissement latéral avant et arrière, i ∈ {f, r}
λi Angles de carrossage avant et arrière, i ∈ {f, r}
vx, vy Vitesses longitudinale et latérale du véhicule
l, b, h, a, c, k, e, f , j Paramètres géométriques de la moto (ﬁgure 4.1)
Biν , Ciν , Diν , Eiν Paramètres du modèle de Pacejka, i ∈ {f, r}, ν ∈ {α, λ, κ}
Fxi, Fyi, Fzi Forces longitudinale, latérale et verticale, i ∈ {f, r}
µ Coeﬃcient d’adhérence de la route
ωi Vitesses de rotation des roues avant et arrière
Kκi Coeﬃcients de raideur pneumatique longitudinal, i ∈ {f, r}
Ci1 Coeﬃcient de raideur pneumatique du glissement latéral, i ∈ {f, r}
Ci2 Coeﬃcient de raideur pneumatique du carrossage, i ∈ {f, r}
σi Longueur de relaxation du pneu
M , Mf , Mr Masse du véhicule, du corps avant et du corps arrière
lM , bM , hM Paramètres géométriques (voir la section 3.1.4)
g Accélération de la pesanteur
Mw, Mz Moments de résistance au roulement et d’auto-alignement
Mx Moments de renversement
P Pression du pneu
FD, FL Forces aérodynamiques de trainée et de portance
ρair Densité de l’air
AD Surface obtenue par projection frontale du véhicule
CD, Cl Coeﬃcients aérodynamique de traînée et de portance
φd, φp Dévers et pente de la route
Ri(OiXi, Yi, Zi) ie Repère avec Oi est l’origine et (Xi, Yi, Zi) sont les trois axes
Bi Couples de freinage aux pneus avant et arrière, i ∈ {f, r}
E Couple moteur
ys(t) Déplacement latéral depuis le milieu avec le système de vision
ls Distance de visée du système de vision
ψl(t) Déplacement angulaire avec le système de vision
αs Glissmeent latéral du véhicule
β Coeﬃcient d’adhérence de la route
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Introduction générale
De nos jours, les sociétés modernes ont beaucoup évolué engendrant un changement profond
dans les mœurs et les habitudes des individus. Ces changements ont poussé la société civile
à optimiser le temps aﬁn de gérer au mieux le quotidien (scolarité des enfants, travail, santé,
sport, etc.) Cette concentration des activités a malheureusement générée un stress incommen-
surable. Plusieurs usagers sont tournés, donc, vers des solutions simples et eﬃcaces (transport
en commun, achat par internet, etc.) et parfois même économes (covoiturage, voiture hybride,
moto-vélo, etc.). De plus, du fait de plusieurs autres changements (climatique, géopolitique, éco-
nomique) l’homme se veut plus attentif à son environnement, à sa santé et à son budget. Ce
constat est beaucoup plus criant dans la mobilité des biens et des personnes, en particulier le
choix des moyens de transport.
Dans ce contexte, de plus en plus de personnes s’orientent vers des moyens de transport
rapides, légers, moins coûteux et de petits gabarits. Ce constat, souvent étiqueté aux jeunes
individus, concerne aujourd’hui toutes les tranches d’âge et toutes les classes sociales. Parmi ces
moyens de transport, les véhicules à deux-roues motorisés sont de plus en plus prisés de par la
grande liberté de conduite qu’ils procurent et la possibilité d’éviter les engorgements du traﬁc
et les diﬃcultés de stationnement, nonobstant le manque de confort et les risques de conduite
dont les conducteurs ont souvent conscience.
A l’heure actuelle, les scooters et motos sont devenus des moyens de transport indispensables
dans notre société et les derniers chiﬀres des ventes de véhicules à deux-roues motorisés viennent
renforcer ce constat. En eﬀet, les deux-roues de 125cm3, motos et scooters confondus, aﬃchent
une hausse de 9.3% de leur vente, entre janvier 2015 et aout 2015 en France. Egalement, les
deux-roues, toutes cylindrées confondues, marquent une progression de 1.92% pour la même
période. Cette augmentation du parc des motos et scooters est, malheureusement, suivie d’une
augmentation des accidents sur la route [ONI14].
De par le monde, le développement des moyens de transport a aggravé, avec lui, le nombre
des accidents sur les routes. L’OMS a enregistré, en 2014, 1.14 million de décès et 20 à 50 millions
de blessés engendrés par les accidents routiers à l’échelle internationale [OMS]. En plus de ces
pertes humaines, les accidents entrainent des coûts économiques considérables pour les victimes,
leurs proches et les autorités. En France, l’insécurité routière a couté environ 1.7% du PIB en
2013 [ONI14]. Ce bilan dramatique l’est encore plus si nous nous focalisons sur les conducteurs
des motos et scooters. En eﬀet, ces derniers sont parmi les conducteurs les plus vulnérables sur les
routes et les plus susceptibles d’avoir un accident routier. Selon les statistiques d’accidentologie
routière en France, la présence des deux-roues motorisés est faible dans le parc automobile (moins
de 2%), toutefois les conducteurs des motos et scooters sont impliqués dans 24% des accidents
mortels et dans 43% des accidents avec blessés graves [ONI14]. De plus, conduire une moto nous
expose à un risque 20 fois plus important d’avoir un accident mortel par rapport à la conduite
d’une voiture, sous les mêmes conditions de conduite [USD12].
Dans ces circonstances, la sécurité dans les transports routiers est devenue une préoccupation
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centrale des organismes publics et des constructeurs automobiles. D’un côté, plusieurs mesures
préventives et répressives ont été mises en place aﬁn de mettre en garde les conducteurs des
risques liés à certains comportements au volant et au guidon. D’un autre côté, plusieurs projets
de recherche ont été initiés aﬁn d’apporter des solutions en matière de prévention et des systèmes
d’aide à la conduite. Ces eﬀorts ont donné leurs fruits et ont fait baisser la mortalité routière :
10.5% de moins entre 2012 et 2013 en France. Malheureusement, cette baisse reste moins impor-
tante pour les véhicules à deux-roues motorisés, de l’ordre de 5%, et le rapport entre la présence
de ces véhicules et le nombre des accidents reste proportionnellement alarmant [ONI14].
La baisse de la mortalité routière est, en partie, expliquée par le développement des systèmes
d’aide à la conduite qui est accompagné par des réglementations et normes de sécurité de plus en
plus strictes. Toutefois, en observant la proportion des systèmes d’aide à la conduite déployés sur
les véhicules de tourisme et ceux déployés sur les motos et les scooters, nous nous apercevons du
retard accusé par ces derniers. Ce reproche a été souligné par la Motorcycle Safety Fondation et
par l’Association des Constructeurs Européens de Motocycles. Parallèlement, les législateurs sont
aussi responsables du retard dans le déploiement des systèmes de sécurité. Les systèmes ABS
sont, par exemple, obligatoires sur les nouvelles voitures depuis 2006 dans l’Union Europèenne
alors qu’ils ne le seront sur les nouvelles motos qu’à partir de 2016.
Plusieurs hypothèses sont avancées pour expliquer ce retard dans les systèmes de sécurité.
Tout d’abord, les systèmes de sécurité pour les deux-roues sont pour la plupart orientés vers
certaines catégories uniquement (sportive, tourisme). De plus, selon certains spécialistes, la moto
oﬀre un potentiel d’évolution moindre que l’automobile à cause de sa dynamique particulière.
En eﬀet, elle n’a que deux roues avec une seule motrice, ce qui rend diﬃcile l’intervention
sur le comportement du véhicule. Par conséquent, il n’est pas anodin que ce retard, dans le
développement des systèmes d’aide à la conduite, résonne avec un retard dans le développement
des outils de prédiction de la situation du véhicule et l’accessibilité de ces états dynamiques. Ces
derniers, qui sont indispensables pour évaluer la sécurité du véhicule, constituent l’axe principal
de notre travail de recherche.
Le travail présenté dans ce mémoire vise à faciliter le développement des systèmes d’aide à
la conduite par la proposition de nouvelles techniques d’estimation des variables pertinentes de
la dynamique des véhicules à deux-roues motorisés et par la commande de certains mouvements
aﬁn d’améliorer la sécurité des conducteurs. Concernant la partie estimation, nous nous sommes
intéressés aux techniques d’observation polytopiques puis diﬀérentielles pour l’estimation des va-
riables associées à la dynamique latérale. Ensuite, nous avons employé les techniques algébriques
associées à des observateurs diﬀérentiels aﬁn d’estimer les variables non-mesurables de la dyna-
mique longitudinale. L’autre volet de la thèse est la commande de certains mouvements de la
moto. Tout d’abord, nous avons synthétisé une commande basée observateur aﬁn de contrôler
la dynamique latérale en utilisant les approches polytopiques. Par la suite, nous avons proposé
un contrôleur par mode glissant associé à un algorithme innovant pour la commande de freinage
lors des manœuvres d’urgence.
Cette thèse apporte plusieurs contributions à l’estimation et à la commande de la dynamique
des véhicules à deux-roues motorisés et elle est organisée comme suit :
Le premier chapitre décrit le contexte de notre sujet avec des statistiques sur l’accidentologie
en général, et celle des motos en particulier. Nous avons détaillé quelques facteurs de vulnérabilité
et d’accidentologie pointés du doigt comme principales causes de ces statistiques alarmantes.
Parmi ces facteurs, nous avons porté une attention particulière aux spéciﬁcités de la dynamique
des motos et ce qui la diﬀérencie de la dynamique des véhicules de tourisme. Ce chapitre est
conclu par quelques solutions existantes en matière de sécurité préventive, passive et active.
La suite de la thèse est scindée en trois parties. La première partie, contenant trois chapitres,
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traite la modélisation cinématique et dynamique du comportement des véhicules à deux-roues
motorisés. Le premier chapitre de cette partie (chapitre 2) est consacré à la description géomé-
trique du véhicule. Il inclut des discussions sur le mécanisme de direction et les mouvements
des roues. Le chapitre 3 dresse un bilan des diﬀérents moments et forces agissants sur la moto
avec une attention particulière aux forces pneumatiques. Enﬁn, le chapitre 4 est consacré à la
modélisation dynamique du comportement des véhicules à deux-roues motorisés. Un état de l’art
sur la modélisation de ces véhicules est fournit, puis des modèles dynamiques sont déroulés pour
modéliser les mouvements longitudinaux et latéraux des véhicules à deux-roues motorisés.
La deuxième partie de cette thèse est consacrée à l’estimation des états importants dans
la dynamique des véhicules à deux-roues motorisés. Dans le premier chapitre de cette partie
(chapitre 5), nous développons deux observateurs polytopiques pour l’estimation des états et
des entrées inconnues des systèmes de type Takagi-Sugeno avec des variables de prémisses non-
mesurables. Ensuite, ces observateurs sont appliqués pour l’estimation de la dynamique latérale
des motos sous l’hypothèse d’une représentation linéaire des forces latérales. On s’aﬀranchit de
cette hypothèse dans le chapitre 6, où un observateur algébrique est synthétisé pour l’estimation
de la dynamique latérale avec une représentation non-linéaire des forces latérales. Le dernier
chapitre de cette partie (chapitre 7) traite l’estimation de la dynamique longitudinale en utilisant
un observateur à entrées inconnues.
La dernière partie regroupe les contributions en matière de commande pour les deux-roues
motorisés. Dans le chapitre 8, nous nous sommes intéressés à la stabilisation latérale d’un scooter
à des ﬁns d’automatisation. Dans cette perspective, nous avons utilisé les approches polytopiques
et nous avons développé une commande basée observateur pour le contrôle de la dynamique
latérale et la poursuite de trajectoire par l’asservissement de l’angle de roulis. Le dernier chapitre
de cette partie (chapitre 9) est consacré à la commande de freinage. Nous avons considéré les
situations de freinage d’urgence et nous avons proposé une commande par mode glissant associée
à un algorithme optimisant le freinage tout en préservant la sécurité du véhicule.
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1.1 Accidentologie des véhicules à deux-roues motorisés
De par le monde, chaque année, près de 1.14 million de personnes décèdent dans les accidents
de la route et 20 à 50 millions sont blessés, voire handicapés selon le dernier rapport de l’OMS
[OMS]. Les accidents de la route constituent la première cause de mortalité pour les 15 à 29
ans. Rien qu’en Europe, en moyenne, 75 personnes perdent la vie tous les jours sur les routes et
750 personnes sont gravement blessées [ONI14]. L’OMS prévoit 1.9 million de décès à cause des
accidents si rien n’est fait d’ici 2020.
En plus des pertes humaines et handicaps irréversibles, les accidents de la route entrainent
des pertes économiques considérables pour les victimes, leurs proches et les autorités de façon
plus générale. Ces coûts sont liés aux traitements médicaux, les enquêtes, les dommages subis
par les véhicules et les infrastructures ainsi qu’à la baisse ou l’absence d’activité pour la victime
ou ses proches qui sont parfois amenés à interrompre leur travail pour s’occuper de la victime
handicapée.
Il y a peu d’estimation des coûts mondiaux des accidents de la route. Cependant, d’après
une estimation réalisée en 2000, ce coût s’élèverait à environ 518 milliards de dollars (Md$).
D’autres estimations nationales ont montrées que les coûts d’accidents atteignent dans certains
pays jusqu’à 3% du PIB national.
3.223 millions d’euros, c’est le coût en 2013 d’un tué sur la route en France selon l’Ob-
servatoire Nationale Interministérielle de la Sécurité Routière (ONISR). Dans la même année,
l’ONISR a estimé le coût des accidents corporels en France Métropolitaine à environ 22 milliards
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d’euros (Mde) et le coût des accidents non-corporels correspondant aux seuls dégâts matériels
en responsabilité civile à 15.3 Mde. Ainsi, le coût total de l’insécurité routière a représenté pour
la France, en 2013, environ 37.3 Mde, soit 1.7% du PIB [ONI14].
Maintenant, si l’on traite les statistiques d’accidentologie du point de vue des types d’usagers,
l’OMS a constaté que la moitié des tués sur les routes, à l’échelle internationale, sont des «usagers
vulnérables» tels que les piétons, les cyclistes et les conducteurs des véhicules à deux-roues
motorisés (V2RM).
Plus précisément, les V2RM sont parmi les moyens de transport les plus utilisés et deviennent
une option de plus en plus envisageable grâce à la grande liberté de conduite qu’ils procurent et
à la possibilité d’éviter les engorgements de la route et les diﬃcultés de stationnement. Mais en
contrepartie, ils président le classement des véhicules les plus vulnérables sur la route. En eﬀet, ils
représentent un pourcentage disproportionné du nombre d’accidents par rapport à leur présence
sur le traﬁc routier. Selon le Conseil Européen de la Sécurité des Transports (ETSC), environ un
décès sur six, dans les accidents routiers en Europe, implique un motocycliste [ETS14]. Toujours
en Europe et selon la même source, le risque pour un motocycliste d’avoir un accident mortel sur
la route est 20 fois plus important que pour un conducteur de véhicule de tourisme conduisant sur
la même route. Aux Etats-Unis, selon le rapport Traﬃc Safety Facts 2012 publié par : «United
States Department of Transportation» et «National Highway Traffic Safety Administration»
(USDOT/NHTSA), le taux de mortalité pour les motocyclistes est 6 fois plus grand que le
taux de mortalité pour les conducteurs des véhicules de tourisme [USD12]. Ces statistiques sont
beaucoup plus élevées dans certains pays en émergence comme l’Inde et la Chine.
A l’orée des années 2000, dans un rapport sur « la politique européenne des transports à
l’horizon 2010 », l’Union Européenne (UE) s’était déﬁni comme objectif de réduire le taux de
mortalité de l’ensemble du traﬁc routier en Europe de 50% au cours de la période 2001-2010.
Certains pays de l’UE sont parvenus à atteindre cet objectif. Cependant, les accidents des V2RM
ne décroissent pas à la même allure. De ce fait, la part des accidents mortels pour les V2RM ne
cesse de croître. La réduction de l’accidentologie des V2RM est donc devenue une priorité pour
les décideurs politiques européens, cela d’autant plus que les accidents coûtent environ 2% du
PIB européen [SSG12].
Plus particulièrement en France, dans le dernier rapport de l’ONISR de 2013 [ONI14], une
forte baisse des tués sur la route a été enregistrée : 10.5% de moins par rapport à 2012. Malheu-
reusement, cette baisse est moins importante pour les motos, elle est de l’ordre de 5% unique-
ment. De plus, alors que les V2RM ne représentent que 1.9% du traﬁc routier, ils sont impliqués
dans 24% des tués et 43% des blessés graves [ONI14] (ﬁgure 1.1).
1.2 Facteurs de vulnérabilité et d’accidentologie
Dans la section précédente, nous avons constaté que les conducteurs des V2RM sont les
conducteurs les plus vulnérables sur les routes. Leurs accidents sont 20 fois plus mortels que
les accidents impliquant les autres usagers de la route (voitures de tourisme, camions, etc.).
Dans ce contexte, plusieurs projets ont été initiés aﬁn d’améliorer la sécurité de ces conducteurs
vulnérables. On cite à titre d’exemple les projets MAIDS [ACE08], RIDER [AM05], SAFERI-
DER [PE10], RIDERSCAN [FEM11], H2020 [EU15], etc. Malgré ces eﬀorts, la situation reste
dramatique. Cette vulnérabilité peut être expliquée par plusieurs facteurs dont on se contente
de citer quelques-uns.
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Figure 1.1 – Bilan de la mortalité routière en France en 2013 par catégorie d’usagers
1.2.1 Facteurs de vulnérabilité
1. L’architecture du véhicule et l’absence d’habitacle : Du fait de l’absence d’habitacle
sur les motos, les motards sont les moins protégés lors d’impact avec d’autres véhicules
ou avec l’infrastructure. De ce fait, leurs blessures, suite aux accidents, sont souvent plus
sévères.
2. La géométrie du véhicule : La nature instable des V2RM les rend plus susceptibles aux
pertes de contrôle. Ce problème est d’autant plus important lors du freinage d’urgence ou
lors de la prise de virage.
– En freinage d’urgence, un mauvais dosage des forces de freinage peut conduire au blocage
des roues et par conséquent augmenter le risque de perte de contrôle.
– Lors de la prise de virage, les motocyclistes sont particulièrement vulnérables parce qu’ils
doivent s’incliner aﬁn de s’opposer aux forces centrifuges. Cette inclinaison favorise le
risque de perte de contrôle et elle représente 57% des cas d’accidents de véhicule seul
[MBFP07].
– L’état de la route peut rendre le problème de freinage et de prise de virage beaucoup
plus complexe. En eﬀet, les V2RM sont plus sensibles à l’état de la route que les autres
véhicules. Ils ne disposent que de deux pneus pour assurer le contact avec le sol. Par
conséquent, l’adhérence des pneus doit être optimale pour garder le bon équilibre du
véhicule en situation normale et en situation d’urgence. Selon le rapport ﬁnal du projet
MAIDS [ACE08], l’infrastructure est impliquée dans 7.7% des accidents des motos à
cause d’un défaut de conception de la route, d’un défaut d’entretien ou d’un danger
temporaire lié à la gestion du traﬁc.
3. Le manque de visibilité : La faible visibilité des motards par les autres usagers constitue
un facteur d’accident particulièrement dans les ronds-points, carrefours, lors des dépasse-
ments, aux feux de croisement, etc. En eﬀet, 38% des cas d’accidents pour les motos en
Europe surviennent dans les intersections [IDI04].
1.2.2 Facteurs d’accidentologie
D’autres facteurs comportementaux et environnementaux viennent aggraver la situation en
rendant les accidents des V2RM plus probables et plus mortels comparés aux accidents impli-
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quant les autres usagers. Parmi ces facteurs, on cite :
1. La vitesse excessive ou inadaptée : est la cause principale d’au moins 25 % des
accidents mortels en France selon les forces de l’ordre [ONI14]. Selon le rapport de l’ACEM
(Association des Constructeurs Européens de Motocycles) [IDI04], pour chaque 10 km/h
d’augmentation de la vitesse avant l’accident, le risque d’accident mortel croît de 38 %.
2. L’alcool et les stupéfiants : est la cause d’au moins 20 % des accidents mortels en France
pour tous types d’usagers. Les conducteurs avec un taux d’alcool > 0.5 g/l sont impliqués
dans 29.1 % des accidents mortels et les conducteurs testés positifs aux stupéﬁants sont
impliqués dans 21 % des accidents mortels [ONI14]. Ces statistiques sont plus graves
pour les cyclomotoristes. Ils ont la moyenne du taux d’alcoolémie la plus élevée lors des
accidents en France comparée aux moyennes du taux d’alcoolémie prélevées sur les autres
types d’usager. Ce taux d’alcoolémie est en moyenne supérieur de 9 % par rapport au taux
légal pour les accidents corporels et de 36.5 % pour les accidents mortels [ONI14].
3. L’absence du casque : est un facteur aggravant, surtout à faible vitesse. En 2013, 41
usagers des V2RM sont décédés en France alors qu’ils ne portaient pas de casque [ONI14].
4. Le manque de formation (ou novicité) des conducteurs : Il constitue un des prin-
cipaux facteurs mis en cause dans les accidents impliquant des motocyclistes. En 2013,
22.5% des motocyclistes tués sur les routes en France sont des conducteurs novices. Et sur
la même année, 109000 permis catégorie A dont 41000 catégorie A2 ont été délivrés. Selon
les statistiques de l’ONISR, les motocyclistes novices avec un permis A ont 4 fois plus de
risque d’être tués dans un accident de la route que les motocyclistes expérimentés [ONI14].
En parallèle à la novicité des conducteurs, la formation proposée aux conducteurs des
V2RM est en général limitée aux manoeuvres de bases. De ce fait, un grand nombre d’ac-
cidents sont dus au manque de connaissance des conducteurs quant aux risques encourus
dans certaines situations de conduite et leurs conséquences dramatiques tels que le manque
d’appréciation des limites du véhicule lors du freinage, lors de la prise de virage ou encore
le non-respect des limitations de vitesse.
5. Faiblesse des stratégies de formation : Le manque d’expérience des conducteurs
novices peut être compensé par des formations virtuelles plus diversiﬁées (multitude de
scénario, conditions météorologiques, etc.) en ayant recours aux simulateurs de conduite.
Ces formations confronteront les motocyclistes à des situations plus ou moins complexes
et dangereuses aﬁn d’améliorer leurs réﬂexes. Cependant, les simulateurs existants ne sont
pas ouverts au grand public, ne sont pas aussi performants en terme de reproduction de
scénarios et sont moins réalistes que ceux dédiés aux autres types de véhicules [Neh08].
6. Développement des systèmes intelligents de sécurité : De nos jours, plusieurs sys-
tèmes intelligents de transport (ITS) ont été développés aﬁn d’améliorer la sécurité rou-
tière. Cependant, peu de systèmes ITS ont été exploités pour la conduite moto. Ce constat
a été critiqué par la « Motorcycle Safety Fondation » (MSF) dans son plan d’action na-
tional pour l’amélioration de la sécurité des motards qui a suggéré une meilleure détection
des motos dans le traﬁc routier [WT05]. Un constat similaire sur le manque des systèmes
ITS a été relevé par l’ACEM dans son plan d’action MAIDS [IDI04] où elle suggère de
développer davantage les communications inter-véhicules aﬁn d’améliorer la visibilité des
motos et éviter les collisions.
En plus des constructeurs automobiles, les législateurs sont aussi responsables du retard
dans le déploiement des systèmes ITS sur les motos. Par exemple, les systèmes ABS sont
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obligatoires sur les nouvelles voitures dans l’UE depuis 2006 alors qu’ils ne seront obliga-
toires sur les nouvelles motos qu’à partir de 2016 [Bos15].
D’un point de vue global, l’accidentologie des V2RM constitue un enjeu majeur pour les
conducteurs, les collectivités et les constructeurs automobiles. Aﬁn de mieux comprendre et
d’améliorer la sécurité des motards et cyclomotoristes, nous avons cité les diﬀérents facteurs
comportementaux et environnementaux d’accidentologie. Parmi ces facteurs, et dans le contexte
de la thèse, on se focalisera sur deux points importants : la dynamique particulière des V2RM
et le manque des systèmes ITS. Notre principal objectif dans le cadre de la thèse est d’aider
au développement des systèmes ITS et les rendre plus eﬃcaces par la proposition de nouveaux
capteurs logiciels (ou observateurs) permettant l’estimation de variables inaccessibles tout en
prenant en compte la richesse dynamique des motos.
Aﬁn de mieux comprendre l’importance de la prise en compte de la dynamique particulière
des motos, on donnera deux exemples d’illustration :
– Les limitations de vitesse sur les infrastructures sont souvent inadaptées aux motos et
scooters parce qu’elles se basent, en général, sur la dynamique automobile ; alors que sur
une moto, la limitation de vitesse ne dépend pas uniquement de la nature du virage mais
elle est aussi en fonction de l’inclinaison du V2RM. En eﬀet, une inclinaison adéquate au
virage peut aider le motard à aborder un virage avec une vitesse largement supérieure
à la vitesse autorisée. Cependant, une mauvaise inclinaison du véhicule peut induire à
l’instabilité du véhicule même si la vitesse limite est respectée.
– Il n’est pas toujours évident de transposer les systèmes ITS automobiles sur les motos.
A titre d’exemple, les systèmes d’aide au freinage ABS automobile ne prennent pas en
compte le risque de soulèvement de la roue arrière lors du freinage qui est assez récurent
sur les motos. De plus, les systèmes Electronic Stability Program ESP pour les voitures
se basent sur la répartition du freinage ou le couple moteur entre les quatre roues aﬁn de
créer un couple de rotation et rattraper le risque d’instabilité du véhicule. Cette logique
ne peut pas être appliqués sur la moto pour la simple raison que le véhicule ne dispose
que de deux roues.
1.3 Spécificité de la dynamique des V2RM
Au-delà de la liberté de conduite et la possibilité d’éviter les engorgements de la route
qu’oﬀrent les véhicules à deux-roues motorisés, ils sont à la tête des véhicules les plus vulné-
rables sur les routes. Nous avons vu dans la section précédente les principaux facteurs de cette
vulnérabilité. Dans cette section, nous examinerons les principales diﬀérences entre les V2RM et
les véhicules de tourisme en termes de dynamique. La comparaison présentée dans cette section
sera succincte. Une étude beaucoup plus approfondie de la dynamique des V2RM sera présentée
dans le chapitre suivant. Ci-après une liste non exhaustive des diﬀérences entre la dynamique
des véhicules à quatre roues et les véhicules à deux-roues :
Equilibre : un véhicule à quatre-roues est, par nature, stable en situation de conduite normale
ou à l’arrêt, alors qu’un véhicule à deux-roues motorisé ne peut se tenir en équilibre sans
intervention. Par conséquent, en plus de la correction de trajectoire que le conducteur de la
moto doit assurer, il aura également à stabiliser le véhicule en permanence, ce qui constitue
pour le conducteur une tâche supplémentaire non-négligeable et une vigilance accrue.
Inclinaison du véhicule : il s’agit de la composante la plus importante des mouvements la-
téraux des V2RM. En eﬀet, une moto doit se pencher pendant un virage aﬁn d’équilibrer
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entre autres les forces centrifuges qu’elle subit. Cet angle d’inclinaison, aussi appelé angle
du roulis, négligeable dans la dynamique automobile, peut atteindre les 55◦ dans le cas des
V2RM. Dans ce contexte, l’angle du roulis constitue un dégré de liberté supplémentaire
que l’on doit bien gérer aﬁn d’éviter de se retrouver dans une situation de sous-virage et
un risque de basculement ou dans une situation de sur-virage.
Rapport de masse conducteur/véhicule : ce rapport est beaucoup plus important dans le
cas des V2RM que dans le cas des véhicules automobiles. En eﬀet, le poids d’une moto
varie entre 130 kg et 300 kg selon le type de la moto alors qu’il varie entre 900 kg et 2
tonnes pour les véhicules. De ce fait, les V2RM sont très sensibles aux mouvements et au
style de conduite des conducteurs.
Commande des mouvements latéraux : le mouvement latéral caractérise tout mouvement
en rapport avec la rotation du guidon ou l’inclinaison du véhicule. Il regroupe la prise de
virage, la conduite en rond-point, le dépassement, etc. Les diﬀérents mouvements latéraux
d’un véhicule à deux-roues motorisé sont contrôlés grâce au couple de direction appliqué
au guidon. Ce dernier est directement lié à la roue avant (via le système de suspension).
Alors que pour les véhicules automobiles, le conducteur contrôle la dynamique latérale à
travers l’angle de braquage du volant qui est relié à la roue par un démultiplicateur (entre
1 :18 et 1 :25). Par conséquent, le conducteur d’un V2RM ressent davantage l’eﬀort sur la
colonne de direction, et l’angle de direction est, en général, très faible surtout à grandes
vitesses. Aussi, le conducteur d’un V2RM peut agir avec le mouvement de son buste aﬁn de
contrôler au mieux la dynamique latérale ce qui constitue un degré de liberté de commande
supplémentaire.
Transfert de charge : du fait de la géométrie particulière des V2RM, le transfert de charge
entre les roues avant et arrière est plus important. Cela conduit parfois à des situations
dangereuses tels que le stoppie (le basculement du conducteur vers l’avant lors du freinage
- ﬁgure 1.2) ou le wheeling (soulèvement de la roue avant lors de l’accélération - ﬁgure
1.3). Ces phénomènes, souvent négligés dans les systèmes ITS pour automobiles à cause
du faible transfert de charge, doivent être pris en compte lors de la conception des systèmes
ITS pour motos au risque de provoquer la chute ou l’instabilité du véhicule.
Figure 1.2 – Le stoppie d’une moto
Contre-braquage : Enﬁn, une autre particularité des V2RM réside dans le contre-braquage.
Ce phénomène transitoire résulte des eﬀets gyroscopiques qui contribuent à générer un
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Figure 1.3 – Le wheeling d’une moto
mouvement de roulis de la roue avant. Ainsi, un braquage à droite développe un moment de
roulis à gauche et vice versa. Néanmoins, l’amplitude de ce phénomène est faible comparée
aux autres moments agissant sur les roues, mais son caractère transitoire est très important
lors de la prise de virage. On verra par la suite la relation entre ce phénomène et le caractère
à « non-minimum de phase » de la dynamique latérale de la moto.
Les points cités ci-dessus montrent les principales diﬀérences entre la dynamique de la moto
et la dynamique automobile. Ces diﬀérences n’illustrent pas complètement la particularité de la
dynamique de la moto. Cette dernière sera traitée plus en détail dans la prochaine partie.
1.4 Solutions proposées pour les V2RM
La ﬁabilité des V2RM est sans équivoque. En eﬀet, l’étude de MAIDS 1 [IDI04] révèle que
sur 96.2% des cas d’accidents traités, il n’y a pas eu de problème technique avant l’accident.
Dans ce contexte, il est nécessaire d’améliorer les systèmes d’aide à la conduite ou les systèmes
préventifs pour ce type de véhicule. D’autant plus que le manque de formation des motards est
souvent pointé du doigt comme l’une des principales causes d’accident.
D’une façon générale, les systèmes de sécurité ou systèmes d’aide à la conduite sont catégo-
risés en trois grandes classes :
Systèmes de sécurité préventifs : il s’agit de systèmes de sécurité permettant de prévenir
les conducteurs en amont des situations dangereuses auxquelles ils sont confrontés en
quantiﬁant les risques de conduite et en envoyant des signaux d’alerte au conducteur.
Systèmes de sécurité passifs : ce sont des systèmes de sécurité palliatifs qui ont pour princi-
pal rôle de minimiser la gravité des accidents. Ils interviennent en général dans les instants
qui suivent l’accident.
Systèmes de sécurité actifs ou semi-actifs : ce sont des systèmes qui agissent directement
sur la dynamique du véhicule. L’objectif de ce type de système est d’améliorer la stabilité
ou la manœuvrabilité du véhicule surtout durant une situation à risque. Dans une situation
de danger, si le système de sécurité prend complètement le contrôle de la moto, on parle
de système actif. Sinon, s’il partage le contrôle de la moto avec le conducteur, on parle de
système semi-actif.
Nous allons citer dans la suite de la section les principaux systèmes de sécurité disponibles
actuellement pour les motos et les scooters.
1. Motorcycle Accidents In Depth Study
13
Chapitre 1. Contexte et motivation
1.4.1 Sécurité préventive
De nos jours, le travail le plus remarquable dans cette thématique est ARAS 2 eﬀectué dans
le cadre du projet européen SAFERIDER [LBC+11]. Des fonctions de risque ont été proposées
pour générer des vitesses limites ou des distances de sécurité limites. Cependant, ces travaux ne
tiennent compte que de la cinématique des motos et plusieurs variables dynamiques importantes
ont été négligées tel que le roulis. Des travaux récents ont été initiés aﬁn de mieux prendre en
compte la dynamique des V2RM dans l’élaboration des fonctions de risque [SANM10].
Les principaux systèmes de sécurité préventifs disponibles actuellement sont :
Intersection warning : cette fonction permet d’informer le conducteur de la distance jusqu’à
la ligne du stop et l’alerte de l’approche d’autre véhicules à l’intersection. De plus, cette
fonction peut aussi alerter le conducteur s’il faut ralentir. Dans ce contexte, YAMAHA
a proposé des prototypes dotés de cette technologie : YAMAHA ASV-2 puis YAMAHA
ASV-3 [AAI09]. On peut citer aussi HONDA avec son modèle HONDA ASV-3 [KKT+06]
(voir ﬁgure 1.4).
Figure 1.4 – Système de sécurité de HONDA ASV-3 : Intersection warning
Collision warning : cette fonction détecte les obstacles comme les véhicules à l’arrêt, objets
abandonnés sur les routes ou la présence de piétons sur les passages piétons. Le projet
WATCH-OVER se distingue dans cette thématique [AGL+06]. Son objectif est de concevoir
un système coopératif aﬁn de prévenir de la présence d’autres usagers sur la route (voir
ﬁgure 1.5). Le principe du système est fondé sur des communications à courtes distances
et des capteurs de vision.
Figure 1.5 – Système d’alerte de collision : projet WATCH-OVER
Système d’alerte sur les véhicules à proximité : il s’agit d’un système d’aide qui informe
le motard sur la position, la direction et la vitesse des véhicules à proximité.
2. Advanced Rider Assistance System
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Alerte lors de la prise de virage : cette fonction communique au conducteur des informa-
tions sur l’allure du virage, le dévers et la courbure à partir des données cartographiques.
Cette fonction surtout utile dans les virages avec une faible visibilité.
Feux de lumière adaptatifs : cette fonctionnalité est très utile pour les V2RM du fait des
grands angles de roulis qu’ils peuvent prendre. Les motos équipées de cette technologie
adaptent leurs feux de route aﬁn de mieux éclairer la route lors de la prise de virage.
Information sur la vue arrière par caméra : il s’agit d’un système qui aﬃche la vue ar-
rière du véhicule sur un écran frontal.
Systèmes d’alerte sur les vitesses limites : Dans le projet ISA MOTOBIKE [CFL+08], un
système d’alerte de vitesse limite a été implanté sur une SUZUKI Bandit 650s. Une alerte
est envoyée au conducteur si un premier seuil critique est atteint. Lorsqu’un deuxième seuil
est détecté, un contrôleur intervient aﬁn de réduire le couple moteur disponible au niveau
de l’accélération. Cependant, cette problématique n’est pas encore complètement résolue.
En eﬀet, la plupart des systèmes d’alertes des vitesses limites (entre autre le projet ISA
MOTOBIKE) sont développés pour les véhicules de tourisme et la transposition directe
de ces systèmes n’est pas forcément la meilleure solution. Dans ce contexte, des travaux
récents ont été initiés aﬁn de mieux prendre en compte la dynamique des V2RM [SANM10].
De nos jours, seuls les prototypes ASV-2 et ASV-3 de YAMAHA et le prototype ASV-3
de HONDA sont équipés de la plupart des technologies citées précédemment. Cependant, on
demeure toujours à l’étape du prototypage et rares sont les modèles commercialisés dotés de ces
technologies.
1.4.2 Sécurité passive
Les systèmes de sécurité passive sont des systèmes de sécurité palliatifs qui ont pour principal
rôle de minimiser la gravité des accidents. Cependant, leur développement n’est pas si évident
à cause de l’absence d’habitacle qui limite considérablement les développements en la matière.
De nos jours, le casque est le seul équipement de sécurité passive obligatoire pour le conduc-
teur et le passager. Il permet de minimiser les blessures à la tête et les traumatismes crâniens.
On peut aujourd’hui voir des casques intelligents intégrant des systèmes d’Airbag. Néanmoins,
ils sont au stade du développement.
Au-delà du casque, il est recommandé de porter des gants, des bottes et des vêtements
adaptés qui permettent de réduire considérablement la gravité des accidents.
En ce qui concerne les systèmes de sécurité permettant l’absorption de l’énergie suite aux
chocs, les V2RM accusent un grand retard comparé aux automobiles. En eﬀet, les véhicules à
quatre roues sont dotés d’habitacles et de coussins gonﬂables (AIRBAG). Peu de V2RM avec
habitacles proposent un bon niveau de sécurité. De plus, les V2RM avec habitacles ne recontrent
pas un grand succès aurpès du public. On cite par exemple le scooter C1 de BMW (ﬁgure 1.6) qui
a été commercialisé au début de l’année 2000 ; cependant, sa commercialisation fut abandonnée
courant 2003.
En termes de gilets et coussins gonﬂables, le groupe D-Tec (département de recherche et
développement de Dainese) a proposé en 2006 des gilets gonﬂables pour les motocyclistes (ﬁgure
1.6.b). Cependant, ils s’avèrent n’être eﬃcaces qu’à basses et moyennes vitesses. Au cours de la
même année, HONDA a proposé un système AIRGAB sur son prototype ASV-3 qui se dépoile
entre les jambes et sensé maintenir le pilote en place. Malgré la conﬁance des concepteurs dans ce
projet, ce type d’AIRBAG n’a jamais été adapté à un modèle de série. De plus, jusqu’à présent,
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rien ne déﬁnit clairement les contraintes techniques à respecter pour un gilet AIRBAG (absence
de norme européenne oﬃcielle d’homologation technique des systèmes AIRBAG moto).
(a) (b) (c)
Figure 1.6 – (a) Le scooter C1 de BMW, (b) Gillet Airbag moto en essai réel, (c) Système
AIRBAG sur la YAMAHA ASV-3
1.4.3 Sécurité active ou semi-active
À l’heure actuelle, les constructeurs d’équipements de moto mettent l’accent sur les systèmes
de sécurité actifs et semi-actifs (dosage de freinage, correction de trajectoire, etc.) avant la
sécurité passive (AIRBAG, casque, etc.) en raison de l’absence d’habitacle. Parmi les systèmes
de sécurité actifs ou semi-actifs les plus présents sur le marché automobile, on distingue les
systèmes d’aide au freinage, les systèmes d’aide à l’accélération et les contrôleurs de stabilité.
En ce qui concerne le freinage, les conducteurs novices ont souvent tendance à privilégier le
frein arrière, alors que le frein avant est plus eﬃcace. A cela s’ajoute le risque de blocage des pneus
lors du freinage brusque ou le risque de stoppie dû au transfert de masse. Face à ces problèmes, les
constructeurs se sont ﬁxés des objectifs ambitieux aﬁn de développer ou d’améliorer les systèmes
d’aide au freinage. Bien que les systèmes ABS actuels permettent d’éviter le blocage des roues,
ils ne sont pas encore conçus pour bien agir dans les virages. Cette capacité de bien freiner tout
en négociant les virages est dans les prochaines perspectives des industriels et chercheurs grâce
aux nouvelles technologies des capteurs et actionneurs.
La commercialisation des systèmes ABS pour motos a débuté en 1988 [SSG12]. Au début, les
systèmes ABS étaient uniquement hydrauliques et leur objectif était de bien répartir les forces
de freinage entre les deux pneus (Single-ABS et Dual-CBS-ABS de HONDA). Ensuite, il y a eu
les systèmes ABS électroniques (Continental MIB, BOSCH ABS-M8). Ces derniers possèdent
une connexion hydraulique entre le levier de frein et l’actionneur de freinage. Plus récemment, de
nouveaux actionneurs de freinage hydrauliques permettant une modulation continue du couple
de freinage sont apparus. Ces actionneurs permettent un contrôle plus facile du glissement
longitudinal en utilisant les outils de l’automatique moderne. Dans ce contexte, HONDA a
proposé le système de freinage Brake-by-wire C-ABS [NNT+08]. D’autres travaux théoriques
ont été initiés dans ce contexte [CSTF08, CTS+08b].
Bien que les systèmes cités précédemment procurent à la moto un meilleur freinage com-
paré aux motos non-équipées de ces systèmes, les solutions proposées restent insuﬃsantes dans
les conduites en virages. Aucun des systèmes précédents n’est équipé d’un capteur pour l’ac-
célération latérale ou l’angle du roulis et aucun système ABS commercial ne peut adapter son
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algorithme pour les scénarios de virage. De plus, peu de motos sont actuellement équipées d’un
capteur pour l’angle du roulis.
Pour les systèmes d’aide à l’accélération, un contrôleur d’accélération a été proposé dans
[CTS+08a] en utilisant les techniques de modes glissants d’ordre 2 sur un système d’accélération
de type Ride-by-Wire. Cependant, ce travail ne tient pas compte de la dynamique latérale de
la moto. En 2010, BMW a proposé une nouvelle moto S1000RR équipée d’un système d’aide à
l’accélération et d’un capteur pour le roulis aﬁn de mieux contrôler les mouvements d’accélération
de la moto en virage.
Concernant les contrôleurs de stabilité, le constructeur allemand BOSCH a proposé en 2012
un système ESC (Electronic Stability Control). Le système vient en aide au motocycliste en
cas de forte accélération ou freinage. Néanmoins, il n’existe - dans la littérature- aucune étude
théorique ou expérimentale pour prouver l’eﬃcacité ou la ﬁabilité d’un tel système.
Dans une autre démarche et aﬁn d’améliorer la stabilité des V2RM, un contrôleur tout-
ou-rien a été proposé pour contrôler l’amortissement de direction [DFCTS11] et améliorer la
stabilité de la moto. Un autre contrôleur agissant sur la suspension a été proposé dans [Eva10]
pour maintenir la chasse géométrique constante (la chasse géométrique est la distance que fait
l’axe passant par la colonne de direction et le point de contact du pneu avant avec le sol. Il sera
vu plus en détail dans la partie suivante).
1.5 Objectifs de la thèse
A partir des discussions précédentes, on peut conclure que des eﬀorts considérables ont été
déployés aﬁn d’améliorer la sécurité des motards. Cependant, la situation reste encore dra-
matique si on compare avec les eﬀorts consentis au proﬁl des automobilistes. Les statistiques
d’accidentologie conﬁrment aussi ce constat.
Dans ce contexte, on propose dans la présente thèse d’apporter des contributions à deux
points importants pour la sécurité des motards :
– Des capteurs logiciels (ou observateurs) novateurs aﬁn d’estimer les dynamiques impor-
tantes non-mesurables des V2RM grâce aux nouvelles techniques d’observation.
– Des systèmes d’aide à la conduite innovant aﬁn d’aider le conducteur moto lors du freinage
et automatiser un scooter qui sera utilisé par la suite pour les tests expérimentaux.
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Cinématique et dynamique des
V2RM
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Introduction
Dans le chapitre précédent, nous avons expliqué les facteurs d’accidentologie et de vulné-
rabilité des conducteurs des V2RM. Nous avons aussi conclu à la nécessité de connaitre leur
dynamique aﬁn d’aboutir aux deux objectifs ﬁxés dans cette thèse, à savoir : l’estimation des dy-
namiques non-mesurables et aider aux développement de nouveaux systèmes d’aide à la conduite.
Dans cette partie, on s’intéressera aux particularités de la dynamique des V2RM. On essayera
de décrire en détail les diﬀérents modèles qui seront utilisés par la suite pour le développement
des diﬀérents contrôleurs et observateurs.
Ainsi, une étude cinématique sera présentée dans le chapitre 2 où nous discuterons les dif-
férents mouvements possibles sans pour autant entrer dans les détails de la modélisation dy-
namique avec les équations diﬀérentielles et les eﬀorts généralisés. Ensuite, le chapitre 3 est
consacré à la modélisation des diﬀérentes forces agissant sur la dynamique moto avec une at-
tention particulière aux pneus que l’on considèrera comme des composantes importantes de la
dynamique du véhicule de par les forces de maintien qu’elles génèrent et le confort de conduite
qu’elles procurent. Enﬁn, le denier chapitre de cette partie (chapitre 4) est dédié à la modéli-
sation dynamique des V2RM. Ce chapitre commence par un état de l’art sur le développement
des modèles motos depuis le début du 20e siècle. Ensuite, des modèles dynamiques sont donnés
pour les dynamiques latérale longitudinale.
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La modélisation dynamique d’un V2RM – comme tout objet en mouvement - se fait en trois
grandes étapes : l’étude cinématique, la synthèse des forces généralisées agissant sur le corps et
l’étude dynamique donnant lieu aux équations diﬀérentielles du mouvement.
L’étude cinématique se caractérise par l’étude des mouvements d’un ou plusieurs corps,
abstraction faite des forces qui les produisent. Concrètement, lors de l’étude cinématique, on
s’intéresse aux positions, vitesses et accélérations des corps sans s’intéresser aux causes qui
produisent ces mouvements.
Dans notre cas, les V2RM sont des véhicules très complexes (chaîne cinématique fermée)
d’un point de vue cinématique parce qu’ils sont composés de plusieurs parties mécaniques. Ainsi,
l’étude des mouvements peut facilement donner lieu à des calculs fastidieux si on tient compte
de toutes les composantes d’une moto ou d’un scooter. Dans le chapitre 4, un état de l’art sur
la modélisation dynamique des V2RM est donné avec des modèles plus ou moins complexes et
avec un nombre plus ou moins élevé des corps pris en compte. Cependant, dans ce chapitre, on
se contentera d’une représentation relativement simple de la géométrie des V2RM.
Les travaux développés au cours de cette thèse s’inscrivent dans la thématique de l’obser-
vation et la commande. Ainsi, il est primordial d’utiliser des modèles assez représentatifs du
comportement de la moto mais en même temps des modèles assez aisés pour simpliﬁer la syn-
thèse des contrôleurs et observateurs. Par conséquent, tout au long de la thèse, on considèrera
que les suspensions sont rigides et que le véhicule est composé de quatre corps rigides :
– le corps arrière (le châssis, la selle, le réservoir, le moteur et le groupe de transmission) ;
– le corps avant (la fourche, le mécanisme de direction et le guidon) ;
– le pneu avant ;
– le pneu arrière.
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On verra par la suite pour quelle raison notre choix s’est porté sur cette conﬁguration et ces
hypothèses. D’autres modèles avec plus de corps et plus de dégrés de liberté sont brièvement
présentés dans l’état de l’art présenté dans le chapitre 4.
Compte-tenu des mouvements que les quatre corps peuvent avoir et les contraintes qui les
relient ensemble ainsi que les contraintes de contact pneu-sol, on distingue trois principaux
dégrés de liberté (voir ﬁgure 2.1) :
– le mouvement longitudinal du véhicule est le mouvement du véhicule suivant l’axe qui relie
les deux pneus avec le sol et il est principalement engendré par la rotation des pneus ;
– le mouvement du roulis est le mouvement de rotation du corps arrière autour de l’axe qui
relie les deux pneus avec le sol ;
– le mouvement de direction est le mouvement de rotation du corps avant autour de l’axe
passant par la fourche.
Pneu arrière
Rotation du pneu arrière
Points de contact pneu-sol
Corps arrière
Rotation du guidon
Mouvement longitudinal
Pneu avant
Corps avant
Roulis
Figure 2.1 – Les principaux mouvements d’un V2RM
Ces trois principaux mouvements sont obtenus en négligeant le glissement des roues. En
réalité, le mouvement d’une roue n’est pas qu’un mouvement de rotation pur.
La génération des forces longitudinales (nécessaires à l’accélération et au freinage) et les
forces latérales exige un certain glissement dans les deux directions, longitudinale et latérale, en
fonction des conditions de la route. Ainsi, les principaux mouvements caractérisant la dynamique
des V2RM sont :
– le mouvement longitudinal du véhicule ;
– le mouvement du roulis ;
– la rotation du guidon ;
– le movement de lacet ;
– le glissement longitudinal du pneu avant (freinage) ;
– le glissement longitudinal du pneu arrière (accélération et freinage) ;
– le glissement latéral du pneu avant ;
– Le glissement latéral du pneu arrière.
Ce chapitre sera organisé comme suit. Tout d’abord, nous nous focaliserons sur l’étude de la
géométrie des V2RM. Ensuite, nous étudierons le système de direction et le couplage entre ce
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dernier et le roulis du véhicule. Enﬁn, nous décrirons les variables angulaires importantes pour
la génération des forces pneumatiques à savoir les angles de glissement et de carrossage. L’étude
cinématique des vitesses et accélérations des diﬀérents corps sera traitée dans le chapitre 4 en
même temps que la modélisation dynamique du véhicule.
2.1 Géométrie des V2RM
Au cours de cette section, on va présenter les principales caractéristiques géométriques des
V2RM. Le véhicule est considéré comme un corps rigide. La ﬁgure 2.2 résume les principales
caractéristiques géométriques d’un V2RM qui sont les suivantes :
– l’empattement p : est la distance entre les deux points de contact pneu/sol des pneus avant
et arrière ;
– l’oﬀset de la fourche d : est la distance entre l’axe de rotation du mécanisme de direction
et l’axe parallèle à ce dernier passant par le centre du pneu avant ;
– l’angle de chasse ǫ : est l’angle que fait l’axe de rotation du mécanisme de direction avec
l’axe vertical ;
– les rayons des pneus avant et arrière Rf , Rr.
X
Y
Rr
Rf
p
d
ǫ
η
a
Figure 2.2 – Géométrie d’un V2RM
Quelques paramètres géométriques importants peuvent être déduits à partir des variables
précédentes :
– la chasse mécanique η = Rf sin ǫ− d ;
– la chasse normale ηn =
η
cos ǫ = Rf tan ǫ − dcos ǫ : est la distance entre le point de contact
du pneu avant avec le sol et l’intersection de l’axe de rotation du mécanisme de direction
avec le sol.
25
Chapitre 2. Géométrie et mouvements des V2RM
Les paramètres les plus fréquemment utilisés pour décrire la géométrie d’un V2RM sont
l’empattement, l’angle de chasse et la chasse mécanique [Cos06].
L’empattement varie en fonction du type de véhicule. Il est de l’ordre des 1.20m pour les
scooters, et peut aller jusqu’à 1.60m pour les motos routières et grand-tourismes.
En augmentant l’empattement d’une moto, sous l’hypothèse que les autres paramètres géo-
métriques et dynamiques restent constants, on obtient :
– une augmentation défavorable de la déformabilité en ﬂexion et en torsion des principaux
corps de la moto. Ceci est très important pour la manœuvrabilité du véhicule (un corps
plus déformable rend le véhicule moins manœuvrable) ;
– une augmentation défavorable du rayon de courbure minimal que le véhicule peut eﬀectuer.
Avec un empattement plus grand, le véhicule aura du mal à suivre des trajectoires avec
de petits rayons de courbure ;
– une diminution favorable du transfert de charge entre les deux pneus lors de l’accélération
et du freinage ; ceci rend le stoppie (ﬁgure 1.2) ou le wheeling (ﬁgure 1.3) plus diﬃcile à
provoquer ;
– une réduction favorable des mouvements de tangage générés par les imperfections de la
route ;
– une augmentation favorable de la stabilité du mécanisme de direction du véhicule c.à.d.
moins de vibartion sur la colonne de direction.
Les autres paramètres géométriques importants pour les V2RM sont l’angle de chasse et la
chasse mécanique. Ils déﬁnissent en particulier la géométrie du mécanisme de direction et sont
importants pour la manœuvrabilité et la stabilité du véhicule.
L’angle de chasse varie en fonction du type du véhicule entre 19◦ pour les motos de course
jusqu’à 27◦− 34◦ pour les grandes motos routière. L’eﬀet de l’angle de chasse est le suivant : un
petit angle rend la fourche plus sensible surtout lors du freinage. Cette sensibilité peut parfois
être dangereuse et provoque des vibrations au niveau du guidon (appelé wobble).
En pratique, il y a une relation entre le choix de l’angle de chasse et la chasse mécanique. Par
exemple : si on augmente l’angle de chasse, pour avoir une bonne sensation de conduite, cette
augmentation doit être accompagnée d’une augmentation de la chasse mécanique. La valeur
de la chasse mécanique varie entre 0.075m pour les motos de courses à 0.12m pour les motos
routières.
2.2 Mécanisme de direction
Le mécanisme de direction constitue l’une des particularités des V2RM. En eﬀet, la rotation
du guidon permet de générer des forces latérales nécessaires aux changements de direction de la
moto, à la poursuite d’une trajectoire désirée ou le maintien en équilibre du véhicule. Cependant,
d’un point de vue cinématique, le comportement du mécanisme de direction lorsqu’il est sollicité
diﬀère complètement du comportement de la colonne de direction dans les voitures du fait des
mouvements de roulis et de tangage. En eﬀet, quand le guidon d’une moto est tourné d’un angle
δ et que le véhicule est maintenu à la verticale, le centre du pneu s’incline et sa hauteur par
rapport au sol change. Cette diﬀérence de hauteur dépend principalement de l’angle de chasse
et la chasse mécanique et est donnée par [Cos06] :
∆h = Rf
(
1−
√
1− sin2 δ sin2 ǫ
)
− d sin ǫ(1− cos δ) (2.1)
Prenons par exemple le cas d’une moto avec un pneu avant de rayon Rf = 0.30m, l’oﬀset
de la fourche est d = 0.05m et l’angle de chasse est ǫ = 27◦. Pour un angle de direction δ = 9◦,
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la diﬀérence de hauteur est ∆h = 0.478mm ; alors que pour un angle δ = 45◦, la diﬀérence de
hauteur devient ∆h = 0.920mm.
Notons que ces résultats ne tiennent pas compte du mouvement de roulis du véhicule et il sera
traité ultérieurement. Cependant, on peut constater l’inﬂuence des paramètres géométriques et
l’angle de direction sur les mouvements du mécanisme de direction. Ceci est la cause pour laquelle
les angles de glissement et de carrossage que l’on verra par la suite diﬀèrent complètement entre
le pneu avant et arrière.
2.2.1 Angle de direction effectif
L’une des particularités des V2RM réside dans le roulis qui peut prendre des valeurs impor-
tantes. Cette particularité associée à la diﬀérence de hauteur due à la rotation du mécanisme
de direction (voir équation (2.1)) engendre une diﬀérence entre l’angle de direction du guidon
et l’angle de direction eﬀectif. L’angle de direction du guidon est l’angle que fait le plan passant
par le pneu arrière avec celui passant par le pneu avant ; alors que l’angle de direction eﬀectif
est la projection de l’angle de direction sur le plan horizontal de la chaussée.
L’angle de direction eﬀectif ∆ est donné par l’équation suivante [Cos06] :
∆ = arctan
(
sin δ cos (ǫ+ ϕ)
cosφ cos δ − sinφ sin δ sin (ǫ+ ϕ)
)
(2.2)
∆ dépend de l’angle de roulis φ, l’angle de direction δ, l’angle de chasse ǫ et l’angle de tangage
ϕ.
La ﬁgure 2.3 présente la variation de l’angle de direction eﬀectif en fonction de l’angle de
direction pour diﬀérents angles de roulis. On voit que l’angle de direction eﬀectif est approxima-
tivement égal à l’angle de direction du guidon pour un certain angle de roulis. Quand l’angle de
roulis est supérieur à ce dernier, l’angle de direction eﬀectif est supérieur à l’angle de direction
du guidon et vis-versa.
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Figure 2.3 – Angle de direction eﬀectif ∆ en fonction de l’angle de direction δ pour diﬀérentes
valeurs du roulis φ (ǫ = 27◦).
L’angle de direction eﬀectif dépend aussi de la géométrie du mécanisme de direction. Par
exemple, la ﬁgure 2.4 montre la dépendance de l’angle de direction eﬀectif en fonction de l’angle
de chasse. A partir de la ﬁgure, on voit que la direction eﬀective est plus sensible aux variations
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de l’angle de direction (∆ > δ) quand l’angle de chasse est faible. Dans le cas contraire, la
direction eﬀective est moins sensible.
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Figure 2.4 – Angle de direction eﬀectif ∆ en fonction de l’angle de direction δ pour diﬀérentes
valeurs de l’angle de chasse ǫ (φ = 30◦).
2.2.2 Courbure de la trajectoire
D’un point de vue purement cinématique, si on considère qu’une moto ne subit pas de
glissement latéral quand elle prend un virage, alors la courbure de la trajectoire ρ qu’elle eﬀectue
(l’inverse du rayon de courbure de la trajectoire Rc) dépend de la direction et l’empattement du
véhicule et est donnée par l’équation suivante [Cos06] :
ρ =
tan∆
p
(2.3)
Si on suppose que l’angle de direction du guidon δ est faible, la courbure de la route est alors
exprimée par l’équation suivante [Cos06] :
ρ =
cos ǫ
p cosφ
δ (2.4)
Les ﬁgures 2.5 et 2.6 présentent des exemples des variations de la courbure de la trajectoire en
fonction de la direction pour diﬀérentes valeurs du roulis et diﬀérentes valeurs de l’empattement
respectivement. A partir de l’équation (2.4) et des ﬁgures 2.5 et 2.6, on remarque que la courbure
est inversement proportionnelle à l’empattement mais est proportionnelle au roulis. Ceci explique
pourquoi il faut s’incliner davantage pour prendre des virages plus fermés (des virages avec des
courbures plus grandes ou des rayons plus petits). De plus, on remarque que les motos avec un
faible empattement (moto de course) présentent une meilleure manœuvrabilité dans les virages
fermés (comparées aux motos de tourisme avec un grand empattement).
2.3 Angles de carrossage
Non seulement la cinématique des V2RM est beaucoup plus complexe que celle des véhicules
à quatre roues, elle possède des aspects bien particuliers. En eﬀet, les V2RM ont la particularité
de pouvoir atteindre des angles de roulis relativement élevés, pouvant aller jusqu’à 55◦. De ce
28
2.3. Angles de carrossage
0 5 10 15 20 25 30 35
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
angle de direction (degré)
co
u
rb
ur
e 
de
 la
 ro
ut
e 
(m
−
1 )
 
 
φ = 0°
15°
30°
45°
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fait, il est important de prendre en compte le carrossage des roues qui est souvent négligé dans
les modèles d’automobiles à quatre roues (voir ﬁgure 2.7).
La roue arrière est une roue non-directrice, donc l’angle de carrossage est souvent considéré
égal à l’angle de roulis du véhicule, sous l’hypothèse de la rigidité de la liaison roue arrière-
véhicule.
Pour la roue avant, on a vu dans la section 2.2 que la rotation du mécanisme de direction
entraîne davantage d’inclinaison de la roue avant par rapport à la roue arrière. En négligeant le
mouvement de suspension et la ﬂexibilité des roues par rapport au véhicule, les carrossages de
la roue avant et arrière sont donnés par [Sha71] :
λr = φ
λf = sin−1 (sinφ+ δ sin ǫ cosφ) (2.5)
avec λf et λr sont les angles de carrossage des pneus avant et arrière.
2.4 Angles de glissement latéral
Lors de la prise d’un virage, un V2RM est soumis aux forces centrifuges et à son poids.
Pour se maintenir en équilibre, des forces latérales sont nécessaires. Une partie de ces forces est
générée grâce au carrossage du véhicule. Cependant, il s’avère que ce dernier n’est pas suﬃsant
pour maintenir le véhicule en équilibre et il est nécessaire d’avoir un glissement latéral qui est
la deuxième source de génération des forces latérales. Le glissement latéral est l’angle que fait
la roue avec son vecteur de déplacement (voir ﬁgure 2.7).
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Figure 2.7 – L’angle de glissement latéral et de carrossage
En considérant la moto comme un ensemble de deux corps : le corps principal et le corps
de direction tel que suggéré par Sharp dans [Sha71], les angles de glissement latéral aux pneus
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avant et arrière sont donnés par :
αr = tan−1
[
vy − bψ˙
vx
]
αf = tan−1

vy + lψ˙ + η
(
δ. sinφ.φ˙− δ˙. cosφ
)
vx

−∆ (2.6)
où αf et αr sont les angles de glissement latéral des pneus avant et arrière respectivement, vx et
vy sont les vitesses longitudinale et latérale du corps principal, l et b sont les distances entre la
projection du centre de masse du corps principal sur le sol et le point de contact sol-roue avant
et sol-roue arrière respectivement (les détails seront donnés dans la section 4.3 et la ﬁgure 4.1),
η est la chasse géométrique et ∆ est l’angle de direction eﬀectif déﬁni dans l’équation (2.2).
2.5 Conclusion
Ce chapitre a été consacré à l’étude cinématique du comportement des V2RM. Nous avons
commencé par déﬁnir les diﬀérentes variables géométriques caractérisant les V2RM. Ensuite,
à partir des diﬀérentes discussions, nous sommes ressortis avec deux grandes remarques. La
première est l’angle de carrossage qui peut prendre des valeurs extrêmement élevées jusqu’à 55◦.
Cet angle est essentiellement dû au roulis du véhicule et il est considéré comme une particularité
des V2RM. Il est nécessaire pour équilibrer les forces centrifuges et assurer la stabilité latérale
du véhicule.
La deuxième remarque réside dans le mécanisme de direction qui est aussi aﬀecté par le roulis
du véhicule ce qui crée une diﬀérence entre l’angle de direction au niveau du guidon et ce que l’on
a appelé l’angle de direction eﬀectif. Nous avons terminé le chapitre avec une discussion sur les
angles de carrossage et de glissement pour les V2RM et on a ainsi pu remarquer les diﬀérences
entre le carrossage et le glissement latéral pour le pneu avant et arrière. Cette diﬀérence est
essentiellement due à la structure du mécanisme de direction et l’impact du roulis sur ce dernier.
Le prochain chapitre sera consacré à la description des diﬀérentes forces agissant sur la dyna-
mique des V2RM avec une attention particulière pour les forces pneumatiques et les diﬀérentes
formules qui existent dans la littérature pour les modéliser.
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Avant d’aborder l’étude de la dynamique d’un véhicule, une étape primordiale consiste à
faire le bilan des diﬀérents moments et forces agissant sur le corps en question. Pour les V2RM,
les principaux moments et forces sont regroupés en 3 catégories :
– les forces et moments pneumatiques seront traités dans les sections 3.1 et 3.2 ;
– les forces aérodynamiques seront traitées dans la section 3.3 ;
– les forces dues à la géométrie de la route seront traitées dans la section 3.4.
3.1 Forces de contact pneu-sol
Le pneu est l’une des composantes les plus importantes dans la dynamique des V2RM. Sa
principale caractéristique est sa déformabilité qui assure le contact du pneu avec le sol même en
présence de petits obstacles.
En plus du confort de conduite qu’il procure, son adhérence permet d’apporter la force
nécessaire à l’accélération, le freinage et la génération des forces latérales nécessaires aux mou-
vements latéraux. L’interaction pneu-sol peut être représentée par un système de trois forces et
trois moments (ﬁgure 3.1) :
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– la force longitudinale suivant l’axe parallèle à l’intersection du plan de la roue avec le sol.
Elle est positive lors de l’accélération et négative lors du freinage ;
– la force latérale sur le plan du sol et perpendiculaire à la force longitudinale ;
– la force verticale perpendiculaire au sol ;
– le moment de renversement autour de l’axe longitudinal (OX) ;
– le moment de résistance au roulement autour de l’axe vertical (OY ) ;
– le moment d’auto-alignement autour de l’axe horizontal (OZ).
Figure 3.1 – Représentation des forces et moments appliqués au pneu par la chaussée
Dans cette section, on se concentera sur les forces pneumatiques. On commencera par les
diﬀérentes formes de représentation des forces pneumatiques puis on étudiera en détail les forces
pneumatiques sur les trois axes ainsi que les diﬀérentes interactions qui les relient entre elles.
3.1.1 Représentation analytique des efforts pneumatiques
Les forces pneumatiques citées précédemment dépendent de l’état dynamique du véhicule
pour lequel il est primordial de trouver un modèle qui reﬂète cette relation ﬁdèlement. Les va-
riables dynamiques les plus importantes dans la représentation des eﬀorts pneumatiques sont :
l’angle de carrossage des pneus, les accélérations linéaires et glissements longitudinaux et laté-
raux.
De plus, les forces pneumatiques dépendent aussi des caractéristiques des pneus et du sol
telles que la pression et la température des pneus et l’adhérence disponible au sol.
Toutes ces dépendances font que la modélisation des forces pneumatiques s’avère une tâche
complexe. Dans ce contexte, plusieurs travaux ont été proposés dans la littérature pour les
décrire d’une façon simple sans pour autant réduire leur ﬁdélité. La formule magique de Pacejka
est parmi les plus utilisées et sera présentée dans la prochaine section.
a) Formule magique de Pacejka
La formule magique pour la modélisation des eﬀorts pneumatiques a été proposée par Pa-
cejka en 1993 [Pac05]. Le modèle proposé peut être utilisé pour modéliser les forces longitudinales
d’accélération ou de freinage, les forces latérales et le moment d’auto-alignement. La modélisa-
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tion suit une approche empirique avec des paramètres déterminés par des mesures physiques.
L’expression de la formule magique est donnée par l’équation suivante :
Fi(νi) = Diν . sin {Ciν . arctan [Biννi − Eiν (Biννi − arctanBiννi)]} (3.1)
avec Biν , Ciν , Diν et Eiν sont les paramètres empiriques à déterminer, i ∈ {f, r} sert à désigner
s’il s’agit du pneu avant ou arrière et ν ∈ {α, λ, κ} correspond soit à l’angle de glissement latéral
ou de carrossage ou bien au glissement longitudinal que l’on verra après.
La quantité Fi(νi) peut être utilisée pour représenter la force longitudinale pour ν = κ et
la force latérale ou le moment d’auto-alignement pour ν ∈ {α, λ} et la quantité νi peut être
utilisée pour représenter le glissement longitudinal, latéral ou l’angle de carrossage en fonction
de la force qu’on cherche à modéliser.
La ﬁgure 3.2 est un exemple de l’allure de Fi(νi) par rapport à νi. La signiﬁcation des
diﬀérents paramètres de la formule est la suivante :
– Diν représente le pic de la courbe (à condition que Eiν < 1 et Ciν > 1) et dépend
linéairement de la force verticale appliquée au pneu en question.
Diν = Fzidiν (3.2)
avec diν est une valeur normalisée du paramètre Diν .
– Ciν permet de contrôler la valeur ﬁnale que peut prendre la force quand la quantité
νi tend vers l’inﬁni et permet ainsi de contrôler l’allure de la courbe ( lim
νi→∞
Fi(νi) =
Diν sin
(
π
2Ciν
)
) ;
– Biν est utilisée pour contrôler la pente de la courbe autour de νi = 0 ;
– Enﬁn, Eiν permet de modiﬁer la courbure près du pic et permet aussi de positionner le
pic.
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Figure 3.2 – Formule magique de Pacejka
b) Autres formules de modélisation des efforts pneumatiques
La formule magique de Pacejka présentée précédemment est une modélisation paramétrique
empirique des eﬀorts pneumatiques. Par ailleurs, il existe dans la littérature d’autres modèles
analytiques pour modéliser les forces. Parmi ces modèles, on cite :
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b.1) Modèle de Dugoff : dans ce modèle, on considère un coeﬃcient de frottement ﬁxe et
on introduit un paramètre pour le couplage entre les forces longitudinales et latérales
[DFS70]. Ce modèle présente moins de paramètres que la formule de Pacejka et est plus
facile à utiliser. Dans le cas d’un mouvement latéral pur, la formule simpliﬁée du modèle
de Dugoﬀ pour les automobiles est donnée par :
Fyi = −Ciα tanαif(xi) (3.3)
avec Ciα est la régidité de dérive et f(xi) est donnée par :
f(xi) =
{
(2− xi)xi si xi < 1
1 si xi ≥ 1 (3.4)
xi =
µFzi
2Ciα |tanαi| (3.5)
Dans la formulation ci-dessus, µ représente le coeﬃcient d’adhérence de la route. Ce modèle
simpliﬁé néglige l’eﬀet des forces longitudinales. La prise en compte de ces dernières donne
lieu à un modèle relativement plus complexe mais qui reste néanmoins plus simple que le
modèle de Pacejka.
b.2) Modèle de Gim : c’est un modèle qui calcule les forces à partir de la répartition de
pression sur la surface de contact pneu-sol [GN90, Gim91]. D’un point de vue numérique,
ce modèle est plus complexe à cause du nombre important des paramètres qu’il sollicite.
Les détails sur les formulations mathématiques de ce modèle sont donnés dans [Gim91].
b.3) Modèle de Kiencke : ce modèle s’obtient en deux étapes. Tout d’abord, le coeﬃcient de
frottement µki est calculé par le modèle de Burckhardt étendu [Bur93]. Ce dernier s’écrit
en fonction du coeﬃcient de glissement global (longitudinal/latéral) κgi comme suit :
µki = C1
(
1− e−C2κgi
)
− C3κgie−κgiC4vx
(
1− C5iF 2zi
)
κgi =
√
κi + κyi (3.6)
κyi est un coeﬃcient de glissement latéral faisant intervenir le glissement longitudinal
comme suit :
κyi =
{
(1− κi) tanαi (Accélération)
tanαi (Décélération)
(3.7)
Les paramètres C1, C2 et C3 dépendent de l’état de la route, C4 est un coeﬃcient qui
dépend de la vitesse maximale et C5i est un coeﬃcient qui dépend de la force verticale
maximale supportée par le pneu.
Une fois le coeﬃcient de frottement calculé, les forces longitudinales et latérales sont dé-
crites par [NK00] :
Fxi = µki
Fzi
κgi
(κgi cosαi − Cµκyi sinαi) (3.8)
Fyi = µki
Fzi
κgi
(Cµκyi cosαi + κgi sinαi) (3.9)
où Cµ représente un coeﬃcient de pondération ayant des valeurs entre 0.90 et 0.95.
36
3.1. Forces de contact pneu-sol
3.1.2 Force longitudinale
Lors de l’accélération ou du freinage, le pneu subit un cisaillement à travers la surface de
contact. A cause de cette tension, la vitesse longitudinale du point de contact est supérieure à
la vitesse tangentielle du pneu en cas d’accélération et est inférieure en cas de freinage. Cette
diﬀérence engendre un glissement longitudinal κi exprimé par :
κi = − vx − ωiRimax(vx, ωiRi) (3.10)
où vx est la vitesse longitudinale du véhicule, ωi est la vitesse de rotation du pneu avant (pour
i = f) ou arrière (pour i = r) et Ri est le rayon du pneu correspondant.
Ainsi, le glissement longitudinal est positif en cas d’accélération et négatif en cas de freinage.
a) Représentation non-linéaire des forces longitudinales
La force longitudinale est approximativement linéaire à la force verticale. Le rapport entre
la force longitudinale et la force verticale FxiFzi est appelé force longitudinale normalisée.
La force longitudinale d’accélération ou de freinage peut être exprimée avec la formule ma-
gique de Pacejka comme suit :
Fxi = Diκ sin {Ciκ arctan [Biκκi − Eiκ (Biκκi − arctanBiκκi)]} (3.11)
Le coeﬃcient Diκ représente le pic de la force longitudinale et il est linéaire à la force verti-
cale :Diκ = Fzidiκ. Le produitDiκCiκBiκ est le coeﬃcient de raideur pneumatique longitudinale.
La ﬁgure 3.3 montre l’allure de la force longitudinale normalisée en fonction du glissement lon-
gitudinal. Notons que le pic du coeﬃcient de frottement longitudinal dépend fortement de l’état
de la chaussée.
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dinal
37
Chapitre 3. Efforts généralisés
b) Représentation linéaire des forces longitudinales
A cause de la complexité de la formule de Pacejka, on est parfois amené à utiliser une forme
linéaire comme suit :
Fxi = Kκiκi (3.12)
avec : Kκi = dFxidκi
∣∣∣
κi=0
Kκi est le coeﬃcient de raideur pneumatique en N . En comparant ce dernier à la formule
de Pacejka (3.11), Kκi est la pente de la partie linéaire des forces longitudinale et elle s’obtient
par l’équation suivante :
Kκi = DiκCiκBiκ (3.13)
Le coeﬃcient de raideur est, en général, proportionnel à la force verticale :
Kκi = kκiFzi (3.14)
avec kκ est le coeﬃcient de raideur normalisé. Ce dernier varie entre 12 et 30 en fonction de la
pneumatique et de la chaussée.
3.1.3 Force latérale
Elle agit sur le plan de la route et perpendiculairement à la force longitudinale. A la diﬀérence
des véhicules à quatre roues où la force latérale ne dépend que de l’angle de glissement ; pour les
V2RM, cette force dépend à la fois de l’angle de glissement latéral et de l’angle de carrossage.
En eﬀet, le carrossage est directement lié au roulis qui peut atteindre les 55◦ pour les V2RM.
Le glissement latéral est déﬁni comme étant l’angle entre la projection du vecteur de direction
sur le sol et l’intersection du plan de la roue avec le plan de la chaussée (voir ﬁgure 2.7). La
force latérale due au glissement dépend de la déformation du pneu alors que la force due au
carrossage dépend principalement de la géométrie.
Lorsqu’une roue est soumise à une sollicitation latérale, la surface de contact pneu-sol se
déforme. Cette déformation varie en fonction des caractéristiques du pneu, de l’angle de roulis, du
glissement latéral et d’autres facteurs externes comme la charge appliquée au pneu et la pression
du pneu, etc. Si la sollicitation latérale du pneu survient en même temps que l’accélération ou
le freinage, le pneu se déforme encore plus.
a) Représentation non-linéaire des forces latérales
La force latérale dépend de la force verticale, de l’angle de glissement latéral et de l’angle de
carrossage. Le couplage entre la composante de la force due à l’angle de glissement αi et celle
due à l’angle de carrossage λi peut être exprimé avec l’équation suivante :
Fyi = DyiFzi [sin {Ciα. arctan [Biααi − Eiα (Biααi − arctanBiααi)]}
+ {Ciλ. arctan [Biλλi − Eiλ (Biλλi − arctanBiλλi)]}] (3.15)
Cette formule est la plus récente pour la modélisation des forces latérales [Pac05]. En eﬀet,
les autres formules pour la modélisation des forces latérales sont développées pour les véhicules
à quatre roues et ne tiennent pas en compte le carrossage des V2RM.
Dyi correspond au pic du coeﬃcient de frottement latéral, DyiCiαBiα = Ci1 est le coeﬃcient
de raideur du glissement et DyiCiλBiλ = Ci2 est le coeﬃcient de raideur du carrossage.
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La ﬁgure 3.4 montre la force latérale normalisée en fonction de la variation de l’angle de
glissement latéral et l’angle de carrossage et la ﬁgure 3.5 illustre la même force normalisée en
3D. La valeur maximale de la force normalisée dépend fortement des conditions de la chaussée.
On remarque aussi l’inﬂuence du couplage entre les deux composantes de la force latérale.
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Figure 3.5 – La force latérale en fonction du glissement latéral et de l’angle de carrossage en
3D
b) Représentation linéaire des forces latérales
Tout comme pour les forces longitudinales, pour les faibles valeurs de l’angle de glissement
et l’angle de carrossage, les composantes de la force latérale dues au glissement et au carrossage
peuvent être approximées par un modèle linéaire. Ainsi, la force latérale s’écrit comme suit :
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Fyi = Ci1αi + Ci2λi (3.16)
Les paramètres Ci1 et Ci2 sont les coeﬃcients de raideur du glissement et de carrossage
respectivement (en N.rad−1).
Ci1 =
dFyi
dαi
∣∣∣∣
αi=0,λi=0
Ci2 =
dFyi
dλi
∣∣∣∣
αi=0,λi=0
(3.17)
(3.18)
Les coeﬃcients de raideur du glissement et de carrossage dépendent linéairement de la force
verticale :
Ci1 = ci1Fzi
Ci2 = ci2Fzi (3.19)
avec ci1 et ci2 sont les coeﬃcients de raideur normalisés.
Les coeﬃcients de raideur du glissement et du carrossage varient en fonction des caractéris-
tiques du pneu et de la chaussée. Le coeﬃcient du glissement normalisé ci1 varie entre 10 rad−1
et 25 rad−1, alors que le coeﬃcient du carrossage ci2 varie entre 0.7 rad−1 et 1.5 rad−1.
Le rapport entre la force latérale et la force verticale peut atteindre 1.3 voire 1.6 en virage
quand la chaussée est bien propre et sèche.
c) Régime transitoire et régime permanant
Nous avons vu précédemment que les forces latérales dépendent du glissement latéral et
de l’angle du carrossage. Cependant, les modèles donnés précédemment concernent le régime
d’équilibre des forces et un régime transitoire est nécessaire à la convergence de ces forces vers
leurs régimes d’équilibre. La durée de ce régime dépend principalement des caractéristiques du
pneu et de la vitesse du véhicule.
Supposons qu’une moto est dans un état initial avec des angles de carrossage et de glissement
latéral nuls, ce qui correspond à une force latérale nulle. Si l’angle de carrossage et de glissement
latéral varient instantanément vers des valeurs non-nulles, les forces latérales convergeront expo-
nentiellement vers les régimes d’équilibre et suivront - avec un retard - les variations de l’angle
de carrossage et de glissement latéral. Ceci est principalement dû à la distorsion du pneu qui
doit attendre un certain temps avant de s’établir.
En général, le régime transitoire des eﬀorts latéraux est modélisé par un système linéaire de
premier ordre comme suit :
σi
vx
F˙yi + Fyi = Fyi0 (3.20)
avec Fy0i est la force latérale au régime d’équilibre donnée soit avec le modèle non-linéaire (3.15)
ou linéaire (3.16). σi est la longueur de relaxation du pneu. Elle correspond à la longueur que le
pneu doit parcourir pour que la force latérale atteigne 63% de sa valeur d’équilibre. La longueur
de relaxation varie, en général, entre 0.1m et 0.3m.
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3.1.4 Forces verticales
La force verticale est la force exercée par le pneu perpendiculairement au sol aﬁn d’équilibrer
la force due à la masse du véhicule. Cette force constitue une composante très importante dans
la dynamique des V2RM. En eﬀet, les forces longitudinales et latérales sont proportionnelles à la
force verticale. Cette proportionnalité est exprimée dans l’équation (3.2) par Diν = Fzidiν , dans
l’équation (3.14) par Kκi = kκiFzi et dans l’équation (3.19) par Ci1 = ci1Fzi et Ci2 = ci2Fzi.
Les forces verticales et leur répartition entre les deux pneus dépendent principalement de la
masse du véhicule, des paramètres géométriques et de l’accélération longitudinale. La variation de
la répartition de la force verticale entre les deux pneus pour les V2RM est communément appelée
équilibre des charges en statique et transfert de charge en dynamique. Les forces verticales sont
illustrées dans la ﬁgure 3.6 et sont déﬁnies par les équations suivantes :
 Fzf =
M(bMg−hMax)
p
Fzr =
M(lMg+hMax)
p
(3.21)
avec lM et bM sont les distances entre le centre de gravité du véhicule et le point de contact sol-
pneu avant et sol-pneu arrière respectivement, p est l’empattement, M est la masse du véhicule
et hM est la hauteur du centre de gravité du véhicule par rapport au sol.
M
lM bM
p
hM
ax
Fzf Fzr
Figure 3.6 – Représentation des forces verticales
On constate qu’en absence d’accélération longitudinale, les forces verticales nominales sont :
Fzf =
M(bMg)
p et Fzr =
M(lMg)
p . La variation de la force verticale à cause de l’accélération
longitudinale est proportionnelle à la hauteur du centre de gravité et inversement proportionnelle
à l’empattement. Cependant, on sait que les V2RM sont caractérisés par un faible empattement
et une position haute du centre de masse. C’est la raison pour laquelle le transfert de charge est
plus important dans le cas des V2RM comparé aux véhicules à quatre roues. Par conséquent,
il y a plus de probabilité de voir apparaitre le stoppie et le wheeling dans le cas des V2RM qui
sont des phénomènes dangereux liés à l’annulation des forces verticales.
3.1.5 Couplage entre les forces longitudinales et latérales
La force longitudinale d’accélération (Fxi > 0) ou de freinage (Fxi < 0) est directement
générée par le conducteur grâce au couple du moteur ou de freinage. La présence de ces forces
longitudinales a un impact important sur les forces latérales. En eﬀet, la force latérale qui peut
être exercée est réduite par la présence de la force longitudinale.
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La résultante vectorielle des deux forces doit être à l’intérieur d’une ellipse appelée ellipse
de friction (voir ﬁgure 3.7). Les limites de l’ellipse de friction sont Fxm et Fym correspondantes
aux valeurs maximales des forces longitudinales et latérales, respectivement, lorsqu’elles agissent
seules. La modélisation de ce couplage s’obtient en multipliant la force latérale par un coeﬃcient
de correction qui dépend de la force longitudinale appliquée :
Fyi = Fym
√
1−
(
Fxi
Fxm
)2
(3.22)
Fxi/Fzi
Fyi/Fzi
Fxm/FziFxm/Fzi
Fym/Fzi
Fym/Fzi
AccélérationFreinage
Figure 3.7 – L’ellipse de friction
L’interaction entre les forces longitudinales et latérales peut être illustrée en représentant les
courbes du glissement latéral et du glissement longitudinal sur l’ellipse de friction. La courbe
des glissements longitudinaux constants est représentées dans ﬁgure 3.8 et celle des glissements
latéraux constants dans la ﬁgure 3.9.
Considérons par exemple une moto en situation de freinage à l’entrée d’un virage. Supposons
que le pneu arrière est soumis à une force longitudinale de freinage normalisée de FxrFzr = −0.70
et une force latérale normalisée égale à FyrFzr = 0.35 (point A) ce qui correspond à un angle de
glissement latéral de λr = 3.9◦ d’après la ﬁgure 3.9.
Si le freinage est soudainement interrompu, la force latérale correspondante au glissement
latéral de λr = 3.9◦ augmente brusquement, et il y aura un déplacement des forces du point A
vers le point C. La force latérale générée grâce au glissement de λr = 3.9◦ est maintenant égale à
Fyr
Fzr
= 0.95 qui peut être supérieure à la force latérale nécessaire à l’équilibre du véhicule. Ainsi,
le conducteur doit réduire le glissement latéral avec le mouvement du guidon ou de son buste
aﬁn de ramener la force latérale à sa valeur initiale nécessaire à l’équilibre (point B).
A travers cet exemple, on comprend mieux l’interaction entre les forces latérales et longitu-
dinales. Cependant, cet exemple est très simpliste. En eﬀet, on a négligé les variations des forces
verticales qui accompagnent le freinage ou son interruption. De plus, l’équilibre dont on parle
est un équilibre statique obtenu avec un raisonnement sur les forces sans la prise en compte de
la dynamique du roulis du véhicule.
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Figure 3.8 – Les courbes du glissement longitudinal [Cos06]
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Figure 3.9 – Les courbes du glissement latéral [Cos06]
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Avec cette section, on conclut sur la nécessité de la prise en compte des interactions entre
les diﬀérentes forces pour prédire exactement la dynamique et les limites de manœuvrabilité des
V2RM.
3.2 Moments agissant sur la pneumatique
En plus des forces pneumatiques qui sont considérées comme les eﬀorts externes les plus
inﬂuentes dans la dynamique des motos, des moments sont aussi générés par les pneus. Ces
moments sont souvent négligés à cause de leur faible grandeur physique ; cependant, il est im-
portant de les prendre en compte dans le contexte de modélisation parce qu’ils peuvent participer
à l’équilibre du véhicule dû au moment d’auto-alignement ou au déséquilibre du véhicule grâce
au moment de renversement.
Les trois principaux moments pneumatiques sont discutés ci-dessous.
3.2.1 Moment de résistance au roulement
Considérons un pneu qui roule sans glissement sur une surface plane. Le rayon de roulement
est déﬁni par le rapport entre la vitesse longitudinale du véhicule et la vitesse de rotation du
pneu.
Ri0 =
vx
ωi
(3.23)
Le rayon de roulement eﬀectif est en général plus petit que le rayon du pneu sans charge à
cause de la déformation du pneu. Cette dernière dépend du type du pneu, sa raideur radiale, sa
pression, la force verticale et la vitesse longitudinale du véhicule.
La diﬀérence entre le rayon eﬀectif et le rayon du pneu au repos fait déplacer la résultante de
la force de contact verticale vers l’avant par rapport au centre d’appui du pneu par une distance
d (voir ﬁgure 3.10). Ce déplacement longitudinal est appelé paramètre de friction de roulement
et il génère un moment de résistance au roulement égal à :
Mw = dFz (3.24)
Une formule empirique a été proposée pour calculer le moment de résistance au roulement
pour les V2RM [Cos06]. La formule prend en compte la pression du pneu et la vitesse longitu-
dinale comme suit :
Mw =

 R Fz
(
0.0085 + 0.018P +
1.59∗10−6
P v
2
x
)
pour les vitesses inférieures à 165km/h
R Fz
(
0.018
P +
2.91∗10−6
P v
2
x
)
pour les vitesses supérieures à 165km/h
(3.25)
La vitesse longitudinale est exprimée en km/h et la pression des pneus en bar.
3.2.2 Moment d’auto alignement
La distribution des eﬀorts latéraux générés par le glissement latéral sur la surface cisaillée
n’est pas symétrique. La résultante des forces latérales est ainsi appliquée à un point diﬀérent du
centre d’appui du pneu. La distance entre le point d’application des forces latérales et le centre
d’appui du pneu est appelée chasse pneumatique ηp. Par conséquent, la force latérale génère un
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Mw = dFz
Fz
d
Mouvement de rotation
Patch de contact
Figure 3.10 – Moment de résistance au roulement
moment qui tend à faire tourner la roue de telle sorte à réduire le glissement latéral. Pour cette
raison, ce moment est appelé moment d’auto-alignement.
Le moment d’auto-alignement Mz correspond au produit de la force latérale Fy et la chasse
pneumatique ηp [Cos06].
Mz = −ηpFy (3.26)
Les résultats expérimentaux ont montré que la chasse pneumatique atteint son maximum
quand l’angle de glissement latéral est nul. Elle peut être approximée par l’équation suivante :
ηp = ηp0
(
1−
∣∣∣∣ ααmax
∣∣∣∣
)
ηp = 0 si |α| > αmax (3.27)
avec ηp0 représente la valeur maximale de la chasse pneumatique (ηp0 varie entre 15mm et 50mm)
et αmax correspond au glissement latéral pour lequel la chasse pneumatique devient nulle.
3.2.3 Moment de renversement
Vu la géométrie torique des pneumatiques des V2RM, le point de contact pneu-sol se déplace
transversalement à cause du carrossage du véhicule et se retrouve à une distance sp du point
d’intersection du plan vertical du pneu avec le sol [Lot04].
A cause de ce déplacement transversal, la force verticale au pneu crée un moment appelé
moment de renversement (overturning en anglais) de nature déstabilisante autour de l’axe de
déplacement longitudinal [TH03] (voir ﬁgure 3.11).
Le moment de renversement est exprimé par l’équation suivante :
Mx = −spFz (3.28)
Le moment de renversement est plus important pour les V2RM que pour les automobiles du
fait des forts angles de carrossage - liés aux forts angles de roulis - et la géométrie beaucoup plus
torique de la pneumatique pour les V2RM.
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Figure 3.11 – Moment de renversement [Neh08]
3.3 Forces aérodynamiques
Un V2RM - comme tout objet en mouvement dans l’air – est exposé aux forces aérodyna-
miques. On distingue trois principales forces :
– la force de traînée en opposition au mouvement longitudinal,
– la force de portance qui tend à soulever le véhicule,
– la force latérale qui constitue une perturbation externe inﬂuant la stabilité latérale.
Les principales composantes des forces aérodynamiques sont les forces de traînée et de por-
tance. Elles sont appliquées au centre de pression qui ne coïncide pas forcément avec le centre
de gravité.
La force de trainée inﬂuence sur la vitesse maximale atteignable et les performances en
accélération et en freinage. Elle peut être approximée par l’équation suivante :
FD =
1
2
ρairCDADv
2
x (3.29)
– ρair représente la densité de l’air (égale à 1.167kg/m3 dans les conditions atmosphériques
normales),
– AD est la surface obtenue par projection frontale du véhicule. Cette surface peut varier
selon la position du conducteur,
– CD représente le coeﬃcient aérodynamique de traînée. Ce coeﬃcient dépend fortement de
la forme du véhicule,
– vx est la vitesse longitudinale du véhicule.
L’interaction de la moto avec l’air génère aussi une force de portance FL qui réduit la charge
verticale appliquée aux pneus avant et arrière. Elle est déﬁnie comme suit :
FL =
1
2
ρairCLADv
2
x (3.30)
avec CL représente le coeﬃcient aérodynamique de portance.
Les caractéristiques aérodynamiques des motos sont données par les produits (CDAD et
CLAD). Les valeurs du produit CDAD peuvent varier entre 0.18m2 pour les motos de sport bien
carénées jusqu’à 0.7m2 pour les motos non-carénées avec le conducteur en position droite.
46
3.4. Impacts des attributs de la route
3.4 Impacts des attributs de la route
En plus des forces pneumatiques et aérodynamiques, les attributs de la route sont respon-
sables de la génération de forces supplémentaires. En eﬀet, les attributs de la route font que les
forces gravitationnelles auront une composante avec les forces latérales ou longitudinales. Les
attributs de la route en question sont le dévers et la pente.
3.4.1 Dévers
Le dévers d’une route est la pente transversale d’un des deux côtés d’une chaussée. Le dévers
sert en premier à favoriser l’évacuation des eaux en surface. Il contribue aussi à l’équilibre
dynamique des véhicules par la compensation d’une partie des forces centrifuges [Ari10]. Dans
la législation française, le dévers d’une route doit être compris entre 2.5% et 7%. La valeur
minimale est imposée aﬁn de permettre l’évacuation des eaux et la valeur maximale varie en
fonction de la courbure de la route et la vitesse limite autorisée pour des raisons de stabilité
dynamique [ETR08].
Figure 3.12 – Angle de dévers
Une route avec un dévers φd engendre une force latérale proportionnelle à la masse du
véhicule (voir ﬁgure 3.12). Si le dévers est favorable à la compensation des forces centrifuges,
alors l’angle de dévers est positif. Dans le cas contraire, l’angle de dévers est négatif [Sli12].
Quand le dévers est positif, la force latérale générée par le dévers est déﬁnies comme suit :
Fr =Mg sinφd (3.31)
Cette force sera répartie entre les pneus avant et arrière en fonction des forces verticales
appliquées aux deux pneus.
3.4.2 Pente
L’angle de la pente est l’angle que fait le plan de la route avec le plan horizontal autour
de l’axe transversal (voir ﬁgure 3.13). Cet angle est positif quand la pente est dans le sens
d’une montée et est négatif quand la pente est dans le sens d’une descente. D’un point de vue
dynamique, une pente a les eﬀets suivants :
– Un transfert de charge entre les deux roues. En montée, le transfert de charge se fait de la
roue avant vers la roue arrière ; et en descente, l’inverse se produit. Le transfert de charge
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entre les deux roues peut être exprimé par les équations suivantes :
∆Fzf = −Mg sinφp
(
hM
p
)
(3.32)
∆Fzr = Mg sinφp
(
hM
p
)
(3.33)
(3.34)
– Une force longitudinale est générée et est répartie entre les deux pneus en fonction des
forces verticales sur les deux pneus. Cette force est dans le même sens de mouvement
du véhicule en descente et en opposition au mouvement du véhicule en montée. La force
générée par la pente est égale à :
Fp =Mg sinφp (3.35)
avec φp > 0 en descente et φp < 0 en montée.
Figure 3.13 – Angle de pente
3.5 Conclusion
Nous avons vu dans ce chapitre les diﬀérents moments et forces qui agissent sur la dynamique
des V2RM. Nous avons commencé par une synthèse de certains modèles analytiques pour la
modélisation des forces pneumatiques. Cette dernière est obtenue par des modèles linéaires et
non-linéaires avec une discussion sur le couplage qui peut exister entre les diﬀérentes forces à
travers l’ellipse de friction. Par la suite, les moments pneumatiques sont brièvement présentés.
A partir des diﬀérentes discussions sur les forces et moments pneumatiques, nous sommes
ressortis avec les constats suivant : à la diﬀérence des véhicules à quatre roues, les motos ont une
composante supplémentaire des forces latérales due aux grands angles de carrossage. Toujours à
cause du carrossage et à cause de la géométrie beaucoup plus torique de la pneumatique pour les
V2RM, le moment de renversement est plus important pour les motos que pour les automobiles.
Enﬁn, à cause de la géométrie des V2RM, le transfert de charge est souvent plus important ce
qui facilite la reproduction du stoppie et wheeling.
Nous avons aussi traité les forces aérodynamiques et nous avons décrit les deux principales
forces aérodynamiques à savoir la force de traîné et de portance. Ces deux forces, négligées à
basses vitesses, sont à prendre au sérieux pour les grandes vitesses à cause de leur implication
dans la dynamique longitudinale que nous examinerons dans le prochain chapitre.
La dernière section a été consacrée à la modélisation des eﬀets des attributs de la route.
Les attributs considérés sont le dévers et la pente. Le dévers agit sur la dynamique latérale
par la création de forces latérales supplémentaires qui peuvent avoir un eﬀet stabilisant ou
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déstabilisant. L’autre attribut est la pente qui agit sur la dynamique longitudinale en modiﬁant
la répartition des forces verticales sur les deux pneus et en créant des forces longitudinales avec
un eﬀet d’accélération ou de décélération. Par la suite, l’eﬀet des attributs est négligé et on
suppose que la moto est en mouvement sur des routes planes. La prise en compte des attributs
en vue de l’observation et la commande fait partie de nos perspectives pour les travaux à venir.
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La modélisation dynamique des V2RM est une tâche très importante en vue des applications
de contrôle, d’estimation ou de l’évaluation de la sécurité. Cependant, du fait de la complexité
de leur architecture mécanique, il a été diﬃcile de les modéliser ﬁnement et les modèles ma-
thématiques obtenus sont souvent très complexes. Dans cette section, on va présenter un état
de l’art de la modélisation des V2RM, puis on discutera en détail quelques modèles qui seront
utilisés par la suite pour le développement des lois de commande et d’observation.
4.1 Etat de l’art
La littérature de la dynamique des véhicules à deux-roues est aussi riche et même plus
ancienne que celle de l’automobile. L’un des premiers essais pour analyser la dynamique des
vélos apparut en 1869 3. Ce papier est intéressant d’un point de vue historique mais a peu de
valeur technique aujourd’hui.
La première contribution substantielle à la littérature de la dynamique des bicyclettes fut
le travail de Whipple [Whi99] en 1899. Ce travail remarquable contient, pour la première fois,
un système d’équations diﬀérentielles non-linéaires décrivant le mouvement d’une bicyclette
et de son conducteur. La possibilité pour le conducteur d’appliquer un couple de direction
comme entrée en utilisant un ressort de torsion en direction est également envisagée. Cependant,
les calculateurs numériques n’étaient pas disponibles à l’époque pour résoudre les équations
3. William John Macquorn Rankine. On the dynamical principles of the motion of velocipedes. The Engineer,
28(79) : 129, 1869
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diﬀérentielles non-linéaires. Ainsi, Whipple s’est contenté de linéariser le modèle et de l’étudier
pour de petites perturbations autour d’un état d’équilibre de conduite en ligne droite à une
vitesse constante donnée.
Le modèle de Whipple considère la bicyclette comme un ensemble de deux corps liés via l’axe
de rotation du guidon. Les roues sont supposées ﬁnes et sans glissement avec des contraintes
holonomes par rapport au mouvement vertical et des contraintes non-holonomes par rapport
aux mouvements longitudinal et latéral [Gol65].
Parallèlement au travail de Whipple, plusieurs travaux ont été initiés sur la modélisation
et l’analyse de stabilité des bicyclettes entre 1900 et 1970 [Car01]. Dans toutes ces études, les
modèles ont été obtenus en linéarisant autour d’un mouvement en ligne droite pour des vitesses
longitudinales constantes. L’interaction pneu-sol a toujours été négligée.
De plus, la plupart des travaux cités traitent la dynamique des bicyclettes. Cependant, plu-
sieurs facteurs les diﬀérencient des V2RM. Une grande moto peut peser au moins dix fois plus
qu’un vélo et par conséquent, dans le cas de la moto, le rapport de la masse du conducteur par
rapport à la masse globale véhicule-conducteur est plus petit. Une moto de sport moderne peut
atteindre des vitesses de pointe de l’ordre de 100m/s, tandis qu’un vélo de sport moderne ne peut
dépasser les 20m/s. En raison de ces grandes diﬀérences de vitesses, l’étude de la dynamique
moto doit être étendue à des vitesses qui sont généralement sans rapport avec les études com-
portementales d’une bicyclette. A grande vitesse, les forces aérodynamiques sont importantes
et doivent être prises en compte. Enﬁn, la pneumatique est est un facteur suplémentaire qui
diﬀérencie le comportement des motos du comportement des vélos.
En 1971, Robin Sharp proposa un travail remarquable pour analyser la stabilité d’une moto
en ligne droite [Sha71]. Le modèle présenté dans [Sha71] a permis de prédire les modes instables
et vibratoires de la moto à savoir le capsize, le weave et le wobble. Tout comme Whipple, Sharp a
considéré le conducteur rigide à la moto et a décomposé la moto en deux corps. Contrairement à
Whipple, Sharp considère les pneus comme des générateurs de force, qui dépendent du glissement
et du carrossage. La relaxation de la pneumatique est prise en compte tandis que les forces
aérodynamiques ne le sont pas.
[Sha76] représente la première tentative d’étude de l’eﬀet de l’accélération et la décélération
sur la stabilité des motos. L’approche était relativement simple où l’équation du mouvement
longitudinal a été découplée des équations de la dynamique latérale et uniquement l’accélération
longitudinale est inclue dans les équations de la dynamique latérale. Des résultats plus récents
[LSE01] basés sur des modèles hautement ﬁdèles ont montré des discordances dans les résultats
proposés dans [Sha76].
L’importance des forces aérodynamiques sur les performances et la stabilité des V2RM sur-
tout les motos de sport à grandes vitesses a été démontrée dans [Coo74]. Il a été conclu que les
forces de trainée et de portance contribuent d’une manière signiﬁcative à des changements dans
la posture de la moto sur sa suspension et les forces verticales aux pneus.
L’étude de l’inﬂuence de la ﬂexibilité des composantes de la moto a commencé avec [Sha74]
où la ﬂexibilité de la roue arrière par rapport au corps arrière a été prise en compte. L’inﬂuence
de la ﬂexibilité de l’ensemble du véhicule incluant la liaison pneu arrière/corps arrière par le
biais de la barre oscillante et la fourche a été étudiée dans [VSS80, Sha94].
Le conducteur a été inclus dans la modélisation des V2RM à partir de [KP80] où il est
considéré comme un pendule inversé. Ensuite, dans [NAK85], on a considéré plus de ﬂexibilité
dans le mouvement du conducteur en prenant en compte le mouvement de roulis de sa partie
haute et la translation latérale de sa partie basse par rapport au véhicule. Le rôle du conducteur
comme étant un contrôleur actif a été étudié en détail dans [WZ78].
Concernant les forces pneumatiques, les modèles utilisés jusqu’aux années 90 étaient des
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modèles linéaires. La modélisation des eﬀorts pneumatiques dans leurs formes non-linéaires a
commencé par les travaux de Pacejka et son modèle empirique, dit formule magique de Pacejka,
pour les véhicules à quatre-roues [BNP87] et ensuite pour les motos [Pac05]. Ce modèle est le
plus couramment utilisé par les fabricants de pneumatiques et les constructeurs automobiles.
Plus récemment, des modèles hautement ﬁdèles ont vu le jour grâce aux avancées considé-
rables des outils numériques de calcul. En 2001, l’équipe de Sharp a proposé un modèle plus
élaboré en utilisant l’outil numérique MULTISIM pour la modélisation multi-corps [Sha01]. Les
forces pneumatiques sont modélisées selon [Koe83]. Ce modèle a permis d’étudier la dynamique
des V2RM pour de larges mouvements autour des conditions d’équilibre et comprendre mieux
le couplage entre les dynamiques longitudinale et latérale.
Cependant, ce modèle ne tient pas compte de la largeur des pneus. En 2004, Sharp a présenté
un modèle [SEL04] tenant compte de la largeur des pneus ainsi que la combinaison des forces
pneumatiques latérales et longitudinales. Ce modèle est considéré comme étant le plus ﬁdèle de
la littérature. Ce modèle est repris par la société Mechanical Simulation Corporation, créateur
de CarSim, qui l’utilise dans BikeSim 4 pour la simulation des V2RM.
En parallèle aux travaux de l’équipe de Sharp, l’équipe de Cossalter à l’Université de Padoue
fut la première à introduire la largeur des pneus dans la modélisation des V2RM. En 2002, un
modèle à 11 DdL fut proposé en utilisant une autre approche de modélisation dite : natural
coordiantes approach [CL02]. Plus récemment, un modèle moins couteux en temps de calcul
mais aussi ﬁdèle que [SEL04, CL02] a été proposé dans [NASM13] en utilisant le formalisme de
Jourdain.
4.2 Modes In-plane et Out-of-plane
Nous avons vu dans la section précédente un historique des diﬀérents modèles existant dans la
littérature pour la modélisation de la dynamique des V2RM. Les travaux les plus récents tel que
[SEL04, CL02, NASM13] ont démontré qu’il y a un fort couplage entre les diﬀérents mouvements.
Cependant, et aﬁn de faciliter l’étude de la modélisation, l’estimation ou la commande, on
propose de décomposer les mouvements de la moto en deux modes : mode In-Plane et mode
Out-of-Plane. Ceci facilitera par la suite la synthèse de la commande et des observateurs.
Les caractéristiques des deux modes sont comme suit :
Modes In-plane : sont les modes agissant sur le plan de symétrie longitudinal du véhicule. Ils
sont aﬀectés principalement par l’accélération, le freinage, les mouvements de suspension
et les irrégularités de la route. Parmi ces modes, on distingue le tangage ou Pitch qui
correspond à la rotation du véhicule autour de l’axe transversal et le Bounce qui correspond
à la translation verticale du véhicule.
Modes Out-of-plane : sont les modes agissant sur la dynamique latérale du véhicule. Les 3
principaux modes Out-of-plane sont le renversement (Capsize), le guidonnage (Wobble) et
le louvoiement (Weave). Ces modes seront expliqués en détail dans la suite de la section.
Les résultats théoriques et pratiques [Cos06] ont montré qu’il existe un fort couplage entre
les modes In-plane et Out-of-plane et les modèles mathématiques reproduisant ce couplage
[SEL04, CL02, NASM13] sont souvent très complexes pour être utilisés en vue de la commande
ou l’observation. Dans ce contexte, un modèle simpliﬁé concentré sur la dynamique Out-of-plane
et un autre concentré sur la dynamique In-plane seront discutés par la suite.
4. BikeSim est un logiciel commercial de simulation des V2RM. Il est produit et distribué par Mechanical
Simulation Corporation. Le modèle dynamique de BikeSim est basé sur le modèle multi-corps développé par
Sharp [SEL04].
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4.3 Dynamique latérale des V2RM (Out-of-plane)
Avant de synthétiser une loi de commande ou un observateur, il faut d’abord trouver le bon
compromis entre la ﬁdélité et la simplicité du modèle à utiliser. Concernant les dynamiques
Out-of-plane des V2RM, les travaux récents sur la modélisation [SEL04, CL02, NASM13] sont
inadaptés pour la synthèse à cause de leur complexité.
Dans ce contexte, il est préférable de travailler avec des modèles assez simples qui représentent
au mieux les comportements intéressants d’une moto et s’assurer ensuite de la robustesse du
contrôleur ou de l’observateur. Voici une liste non-exhaustive des modèles les plus couramment
utilisés dans la synthèse des commandes et observateurs dans la littérature récente :
Le modèle de Sharp 1971 [Sha71] : il s’agit d’un modèle à deux corps et 4 dégrés de liberté
(DdL) : lacet, roulis, direction et glissement latéral. Les forces pneumatiques sont pour la
première fois prises en compte avec une représentation linéaire et la vitesse longitudinale
est considérée constante.
Le modèle de Getz 1995 [Get95] : c’est une variante beaucoup plus simpliﬁée du modèle
bicyclette de Whipple [Whi99]. C’est un modèle à un seul corps et 2 DDL : roulis et
déplacement longitudinal. Les entrées de contrôle sont l’angle de direction et la vitesse du
véhicule. L’interaction pneu-sol, l’inertie des pneus et le glissement longitudinal et latéral
sont négligés. L’angle de chasse et la chasse géométrique sont considérés nuls. Ce modèle
a été utilisé dans [Get95, Get94] pour la poursuite de trajectoire d’une moto autonome et
dans [FBS04] pour le développement d’un pilote virtuel.
Le modèle de Yi 2006 [YSLJ06] : le modèle de Getz [Get95] est étendu dans [YSLJ06] en
prenant en compte l’angle de chasse et la chasse géométrique qui sont des paramètres
importants dans la dynamique moto. Ce modèle a été utilisé avec succès pour commander
une moto complètement automatique dans le cadre de la compétition DARPA [YSLJ06].
Le modèle de Yi 2009 [YZS09] : ce modèle est la suite du travail [YSLJ06]. La supposition
de la vitesse latérale nulle est relaxée ce qui permet de prendre en compte le glissement
latéral. L’interaction pneu-sol est prise en compte et les eﬀorts pneumatiques sont modélisés
avec un modèle non-linéaire. Ainsi, le modèle obtenu possède 3 DdL : roulis et glissements
longitudinal et latéral,
Le modèle de MacMallin 2009 [MH09] : il s’agit d’un modèle similaire à [YZS09] avec un
seul corps et 4 DdL : roulis, lacet et glissements longitudinal et latéral. Les forces pneu-
matiques sont modélisées avec la formule magique de Pacejka et le transfert de charge est
pris en compte.
Parmi les modèles cités en haut, on a décidé d’étudier le modèle de Sharp 1971 [Sha71] (avec
plusieurs adaptations sur les eﬀorts, la vitesse longitudinale variable, etc.) puisqu’il représente
le meilleur compromis entre simplicité et ﬁdélité. En eﬀet, le modèle de Getz 1995 [Get95] et
Yi 2006 [YSLJ06] sont trop simples pour représenter ﬁdèlement les dynamiques out-of-plane
de la moto. Tandis que le modèle de Yi 2009 [YZS09] et de MacMallin 2009 [MH09] sont très
compliqués en terme des non-linéarités mais n’apporte pas une nette amélioration en ﬁdélité par
rapport à [Sha71].
4.3.1 Cas d’étude
Le modèle proposé par Sharp en 1971 fut la première réelle contribution à la modélisation
de la dynamique latérale des V2RM. L’auteur considéra le véhicule comme un ensemble de deux
corps rigides liés par le mécanisme de direction. Le corps avant est composé de la roue avant, de
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Figure 4.1 – Schéma cinématique de la moto, selon [Sha71]
la fourche et du guidon. Le corps arrière est composé de la roue arrière, du moteur, du réservoir,
du siège et du système d’amortissement arrière. Certaines hypothèses ont été formulées pour
faciliter l’étude :
– le motard est rigidement lié au véhicule,
– les pneus sont modélisés par des disques ﬁns et rigides,
– le sol est plat,
– la vitesse longitudinale est constante ou faiblement variable et il n’y a pas de glissement
longitudinal,
– les eﬀets des forces aérodynamiques sont négligés,
– la chasse pneumatique est négligée, parce que son eﬀet sur le pneu arrière est insigniﬁant,
et son eﬀet sur le pneu avant est négligeable devant la chasse géométrique.
Dans la suite, nous allons présenter brièvement les étapes à suivre pour obtenir le modèle de
Sharp 1971. La modélisation des V2RM n’étant pas l’objet de la thèse, le lecteur peut se référer
à [Sha71] pour plus de détails sur la construction du modèle.
a) Repères
La moto est représentée dans la ﬁgure 4.1. Premièrement, on considère le repère du véhicule
associé au corps arrière R2(AX2, Y2, Z2). Le repère du véhicule est un repère relatif se déplaçant
avec le véhicule. Son origine est le point A qui représente la projection du centre de masse
du corps arrière Gr sur le plan horizontal du sol. Un autre repère associé au corps avant est
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considéré : R4(GfX4, Y4, Z4). Enﬁn le repère inertiel est R0(OX0, Y0, Z0). D’autres repères sont
ajoutés aﬁn de faciliter l’étude de la dynamique du véhicule. Ainsi, les repères utilisés sont :
– R0(OX0, Y0, Z0) est le repère inertiel,
– R1(OX1, Y1, Z1) est un repère relatif, obtenu par un mouvement de rotation de lacet ψ
par rapport à R0,
– R2(AX2, Y2, Z2) est un repère relatif associé au corps arrière du véhicule, obtenu par un
mouvement de rotation de roulis φ par rapport à R1,
– R3(AX3, Y3, Z3) est un repère relatif associé au corps arrière, obtenu par un mouvement
de rotation d’angle constant ǫ (représente l’angle de chasse) par rapport à R2,
– R4(GfX4, Y4, Z4) est un repère relatif associé au corps avant, obtenu par un mouvement
de rotation du guidon d’un angle δ par rapport à R3.
b) Equations de Lagrange
Les équations du mouvement sont dérivées en appliquant le Lagrangien :
d
dt
(
∂T
∂q˙
)
− ∂T
∂q
+
∂V
∂q˙
= Qq (4.1)
où T est l’énergie cinétique, V est l’énergie potentielle, q est le vecteur des coordonnées généra-
lisées et Qq est le vecteur des forces généralisées.
La position du véhicule est déﬁnie dans le repère inertiel R0 par les coordonnées x0, y0 du
point A, l’angle de lacet ψ et du roulis φ du corps arrière, l’angle de direction δ du corps avant
et les angles de rotation des pneus avant et arrière θf et θr respectivement. Les expressions des
énergies cinétiques et potentielles en fonction de ces sept variables sont d’abord calculées puis
utilisées dans l’équation (4.1) aﬁn d’obtenir les équations de mouvement du véhicule.
c) Energie cinétique
Le véhicule étant composé de deux corps, l’énergie cinétique est donnée par :
T = Tf + Tr + Tw (4.2)
avec Tf est l’énergie cinétique associée au corps avant, Tr est l’énergie cinétique associée au corps
arrière et Tw est l’énergie cinétique de rotation des deux pneus.
Tf =
1
2
Mfv
2
Mf
+
1
2
Ifxp
2
f +
1
2
Ifyq
2
f +
1
2
Ifzr
2
f (4.3)
Tr =
1
2
Mrv
2
Mr +
1
2
Irxp
2
r +
1
2
Iryq
2
r +
1
2
Irzr
2
r − Crxzprrr (4.4)
avec vMf et vMr sont les normes des vitesses de translation des corps avant et arrière dans le
repère R1 et pi, qi et ri sont les trois composantes de la vitesse de rotation du corps avant pour
i = f et du coprs arrière pour i = r.
La vitesse de translation du centre de masse Gr dans le repère R1 a les composantes sui-
vantes :
−→v Mr =

 vMrxvMry
vMrz

 =

 vx − hψ˙ sinφvy + hφ˙ cosφ
hφ˙ sinφ

 (4.5)
v2Mr = v
2
Mrx + v
2
Mry + v
2
Mrz (4.6)
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et sa vitesse de rotation est :
−→ωMr =

 prqr
rr

 =

 φ˙ψ˙ sinφ
ψ˙ cosφ

 (4.7)
La géométrie du mécanisme de direction rend le calcul des vitesses de translation et de
rotation du corps avant beaucoup plus complexes. Elles sont déﬁnies dans le repère R1 comme
suit :
−→v Mf =

 vMfxvMfy
vMfz

 (4.8)
avec :
v2Mf = v
2
Mfx
+ v2Mfy + v
2
Mfz
vMfx = vx − eδ˙ cos ǫ sin δ − ψ˙ (a sin ǫ sinφ+ e sin δ cosφ+ e sin ǫ cos δ sinφ+ f cos ǫ sinφ)
vMfy = vy + φ˙ (a sin ǫ cosφ− e sin δ sinφ+ e sin ǫ cos δ cosφ+ f cos ǫ cosφ)
+δ˙ (e cos δ cosφ− e sin ǫ sin δ sinφ) + ψ˙ (a cos ǫ+ e cos ǫ cos δ − f sin ǫ)
vMfz = φ˙ (a sin ǫ sinφ+ e sin δ cosφ+ e sin ǫ cos δ sinφ+ f cos ǫ sinφ) + eδ˙ cos δ sinφ
(4.9)
−→ωMf =

 pfqf
rf

 =

 φ˙ cos ǫ cos δ + ψ˙ (sin δ sinφ− sin ǫ cos δ cosφ)−φ˙ cos ǫ sin δ + ψ˙ (sin ǫ sin δ cosφ+ cos δ sinφ)
δ˙ + φ˙ sin ǫ+ ψ˙ cos ǫ cosφ

 (4.10)
L’énergie cinétique de translation des roues est prise en compte dans Tf et Tr parce que
la masse des roues est incluse dans Mf et Mr, cependant leur énergie cinétique rotationnelle
n’est pas prise en compte. La roue étant rigide, symétrique et plate, seulement la composante
de l’énergie cinétique selon l’axe AY2 est prise en compte.
Après le calcul des vitesses angulaires des roues avant et arrière et en négligeant les inerties
des roues selon les axes OX et OZ, l’énergie cinétique associée à la rotation des pneus est donnée
par :
Tw = iry
(
ψ˙ωr sinφ+
1
2
ω2r
)
+ ify
[{
−φ˙ cos ǫ sin δ + (sin ǫ sin δ cosφ+ cos δ sinφ) ψ˙
}
ωf +
1
2
ω2f
]
(4.11)
Enﬁn, l’énergie cinétique totale est obtenue en sommant les trois énergies cinétiques.
d) Energie potentielle
L’énergie potentielle est la somme des énergies potentielles des deux corps : V = Vf + Vr.
Seule l’énergie potentielle gravitationnelle est pris en compte. Elle est considérée nulle quand les
deux masses sont au niveau du sol. Ainsi, on obtient :
V =Mfg (a sin ǫ cosφ− e sin δ sinφ+ e sin ǫ cos δ cosφ+ f cos ǫ cosφ) +Mrgh cosφ (4.12)
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e) Efforts généralisés
Les eﬀorts généralisés sont les eﬀorts qui agissent sur les diﬀérents degrés de liberté considé-
rés. Dans le cas de la dynamique latérale des V2RM, les eﬀorts généralisés sont générés à partir
des forces pneumatiques, du couple de direction et des forces gravitationnelles. Les forces pneu-
matiques sont calculées depuis les variables dynamiques du véhicule, à partir des expressions
des angles de glissement latéral et des angles de carrossage.
Tout d’abord, les eﬀorts généralisés selon les diﬀérents dégrés de liberté sont comme suit :
Qy1 = Fyf + Fyr (4.13)
Qψ˙ = lFyf − bFyr (4.14)
Qφ˙ = −ηδ (cosφFzf − sinφFyf ) (4.15)
Qδ˙ = −Kδ˙ + η [{−Fyf∆cos ǫ+ (Fyf sinφ− Fzf cosφ) sin ǫ} δ − (Fyf cosφ+ Fzf sinφ)] + τ
(4.16)
Pour simpliﬁer l’étude, la force verticale au pneu avant Fzf est considérée constante.
Les forces latérales sont en fonction de l’angle du glissement latéral et l’angle du carrossage
vus dans les sections 2.3 et 2.4. Ces angles sont donnés par les équations (2.5-2.6). En considérant
ces derniers faibles, les régimes d’équilibre des forces latérales sont déﬁnies par des fonctions
linéaires des angles de carrossages et de glissement :
Fyf0 = Cf1αf + Cf2λf (4.17)
Fyr0 = Cr1αr + Cr2λr (4.18)
Et les forces latérales sont reliées à leurs régimes d’équilibre par des systèmes de premier
ordre :
σf
vx
F˙yf + Fyf = Fyf0 (4.19)
σr
vx
F˙yr + Fyr = Fyr0 (4.20)
f) Equations de mouvement
Parce que le glissement longitudinal est considéré absent, on pourra s’aﬀranchir des vitesses
de rotation ωf et ωr dans la suite de la modélisation. Les vitesses de rotation des deux roues se
réduisent à :
ωr = − vx
Rr
(4.21)
ωf = −vx + ηδψ˙ cosφ
Rf
(4.22)
Maintenant que les énergies cinétiques, potentielles et les forces généralisées calculées, les
équations de mouvement sont obtenues en appliquant le formalisme de Lagrange. Les expressions
du mouvement longitudinal de la moto ainsi que les mouvements décrivant les rotations des pneus
ne vont pas apparaitre grâce à l’hypothèse de la vitesse longitudinale constante et l’absence du
glissement longitudinal.
En négligeant les non-linéarités associées aux produits entre les variables dynamiques, les
équations dynamiques suivantes sont obtenues :
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la dynamique latérale
M(v˙y + ψ˙vx) +Mfkψ¨ + (Mf j +Mrh)φ¨+Mfeδ¨ = Fyf + Fyr (4.23)
la dynamique de lacet
Mfk
(
v˙y + ψ˙vx
)
+ a2φ¨+ a3ψ¨ + a1δ¨ − a4vxφ˙− ify
Rf
sin (ǫ)vxδ˙ = lFyf − bFyr (4.24)
avec a1 =Mfek + Ifz cos ǫ, a2 =Mf jk − Crxz + (Ifz − Ifx) sin ǫ cos ǫ,
a3 =Mfk2 + Irz + Ifx sin2 ǫ+ Ifz cos2 ǫ et a4 =
(
ify
Rf
+ iryRr
)
.
la dynamique de roulis
(Mf j +Mrh) v˙y + b2φ¨+ a2ψ¨ + b1δ¨ + b5vxψ˙ +
ify
Rf
cos(ǫ)vxδ˙ = b4φ− b3δ (4.25)
avec b1 =Mfej+Ifz sin ǫ, b2 =Mf j2+Mrh2+Irx+Ifx cos2 ǫ+Ifz sin2 ǫ, b3 = ηZf−Mfeg,
b4 = (Mf j +Mrh)g et b5 =Mf j +Mrh+
ify
Rf
+ iryRr .
la dynamique de direction
Mfev˙y + b1φ¨+ a1ψ¨ + c1δ¨ − ify
Rf
cos(ǫ)vxφ˙+ c3vxψ˙ +Kδ˙ = −b3φ− c2δ − ηFyf + τ (4.26)
avec c1 = Ifz +Mfe2, c2 = (ηZf −Mfeg) sin ǫ et c3 =Mfe+ ifyRf sin ǫ
Les forces latérales Fyf et Fyr sont considérées dans leur forme linéaire avec relaxation, et
elles sont exprimées par les équations (4.17 - 4.20).
Les angles de glissement latéral et de carrossage sont approximés par :

αf =
(
vy+lψ˙−ηδ˙
vx
)
− δ cos ε
αr =
(
vy−bψ˙
vx
) (4.27)
{
γf = φ+ δ sin ε
γr = φ
(4.28)
4.3.2 Autres variantes du cas d’étude
Le modèle sur lequel seront basées nos études n’est rien d’autre que le modèle de Sharp 1971
[Sha71]. D’un point de vue automatique, la représentation d’état correspondante à ce modèle
donne lieu à un système linéaire continu à paramètres variables ou Linear Parameter Varying
system (LPV) avec la vitesse longitudinale vx comme paramètre variable. Cependant, ce modèle
ne prend en compte que les petites perturbations autour de l’équilibre c.à.d. que de faibles
valeurs de l’angle du roulis. De plus, ce modèle n’est pas valable quand la vitesse longitudinale
est variable parce qu’il ne prend pas en compte les mouvements d’accélération et de freinage
nécessaires à la variation de la vitesse longitudinale.
Pour des mouvements qui sollicitent de fortes perturbations autour de l’équilibre, c.à.d. de
grandes valeurs de l’angle du roulis ou de la direction, il n’est plus possible de simpliﬁer sinφ par
φ ou sin δ par δ ou de modéliser les forces par des modèles linéaires. Ainsi, il s’avère nécessaire de
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prendre en compte les non-linéarités associées à ces variables pour s’approcher du comportement
réel du véhicule.
Dans cette perspective, quelques variantes du modèle de Sharp [Sha71] ont été utilisées dans
nos développement aﬁn de mieux prédire le comportement de la moto pour de fortes sollicitation
de la dynamique latérale.
La première variante consiste à prendre en compte les non-linéarités présentes dans les éner-
gies potentielles ce qui nous ramène à la dynamique du roulis et de direction suivante :
la dynamique du roulis
(Mf j +Mrh) v˙y + b2φ¨+ a2ψ¨ + b1δ¨ + b5vxψ˙ +
ify
Rf
cos(ǫ)vxδ˙ = b4 sin(φ)− b3 sin(δ) (4.29)
la dynamique de direction
Mfev˙y + b1φ¨+ a1ψ¨+ c1δ¨− ify
Rf
cos(ǫ)vxφ˙+ c3vxψ˙+Kδ˙ = −b3 sin(φ)− c2 sin(δ)− ηFyf + τ
(4.30)
Aﬁn de mieux prédire le comportement non-linéaire du véhicule, une autre variante est de
modéliser les forces pneumatiques en utilisant la formule magique de Pacejka. Ainsi les régimes
d’équilibre des forces latérales seront écrits comme suit :
Fyf0 = DyfFzf
[
sin
{
Cαf . arctan
[
Bαfαf − Eαf
(
Bαfαf − arctanBαfαf
)]}
+
{
Cλf . arctan
[
Bλfλf − Eλf
(
Bλfλf − arctanBλfλf
)]}]
(4.31)
Fyr0 = DyrFzr
[
sin
{
Cαr . arctan
[
Bαfαr − Eαr (Bαrαr − arctanBαrαr)
]}
+ {Cλr . arctan [Bλrλr − Eλr (Bλrλr − arctanBλrλr)]}] (4.32)
Enﬁn, pour prendre en compte les mouvements d’accélération et de freinage nécessaires à la
variation de la vitesse longitudinale, le couplage des forces longitudinales et latérales ainsi que le
transfert de charge peuvent être pris en compte dans le modèle de Sharp. Le régime d’équilibre
des forces latérales dépendra cette fois-ci de la force longitudinale (équation (3.22)). De plus,
transfert de charge fait que les forces verticales sont considérées variables (équations (3.21)).
4.3.3 Modes de vibration et équilibre latéral des V2RM
En considérant le modèle de Sharp linéaire donné par les équations (4.23-4.26), la variation
des valeurs propres de la matrice d’état en fonction de la vitesse longitudinale est donnée dans
les ﬁgures 4.2 et 4.3.
A partir des tracées des valeurs propres, on distingue trois modes bien séparés :
Capsize : est un mode non-oscillant bien amorti en basses vitesses et avec un amortissement
décroissant en moyennes et grandes vitesses. Dans ce mode, la roue est braquée en direction
du roulis mais pas suﬃsamment pour éviter la chute,
Weave : ce mode a une fréquence allant de 0.2Hz en basses vitesses jusqu’à 4Hz en grandes
vitesses. Il est instable en basse vitesse, bien amorti en moyennes vitesses et moyennement
amorti en grandes vitesses. Il aﬀecte l’ensemble du véhicule et la direction se retrouve en
déphasage de 180◦ avec le lacet et de 90◦ avec le roulis,
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Figure 4.2 – Les parties réelles des valeurs propres da la matrice d’état du modèle de Sharp
1971 en fonction de la vitesse longitudinale
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Figure 4.3 – Les parties imaginaires en fonction des parties réelles des valeurs propres da la
matrice d’état du modèle de Sharp 1971
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Wobble : la fréquence de ce mode est indépendante de la vitesse longitudinale. Elle est comprise
entre 8 à 10Hz. Ce mode est bien amorti en basses et moyennes vitesses et moyennement
amorti en grandes vitesses. Ce mode intervient quand le guidon commence à osciller d’un
coté à l’autre jusqu’à la chute du véhicule.
4.4 Dynamique longitudinale des V2RM (In-plane)
Le comportement de la moto durant les mouvements en ligne droite dépend principalement
des forces pneumatiques longitudinales, des forces aérodynamiques et de la pente de la route.
L’étude de la dynamique longitudinale fait ressortir certains comportements typiques aux véhi-
cules à deux roues comme le stoppie lors du freinage ou le wheeling lors de l’accélération.
A cause de la complexité du couplage entre la dynamique longitudinale et latérale, on ne
s’intéressera dans cette section que des mouvements longitudinaux purs. Nous allons voir dans
ce qui suit les phénomènes de stoppie et de wheeling, puis on discutera la notion de freinage
optimal et enﬁn, on donnera un modèle longitudinal sur lequel seront basés nos travaux sur la
dynamique longitudinal.
4.4.1 Régime d’accélération et de freinage des V2RM
En tenant compte des limites de la motorisation, le caractère non-linéaire des forces pneu-
matiques et le transfert de charge ; l’accélération et le freinage de la moto sont confrontés à des
limites physiques que l’on abordera dans cette section.
a) Limite physique d’accélération vs wheeling
Si on considère une moto en mouvement d’accélération sur une route plane et on ignore le
moment de résistance au roulement, en appliquant le principe de Newton de la dynamique de
translation, on obtient :
Max = Fxr − FD (4.33)
Seule la force longitudinale au pneu arrière Fxr est considérée, parce que le moment d’ac-
célération n’est appliqué qu’à la roue arrière. On sait d’après l’ellipse de friction que la force
longitudinale ne peut dépasser une valeur maximale qui dépend de l’adhérence de la route et la
force verticale comme suit :
Fxr ≤ µmaxFzr (4.34)
Et on a vu que la force verticale s’écrit comme suit :
Fzr =
M (lMg + hax)
p
(4.35)
Ainsi, on déduit la première limite d’accélération due aux limites physiques des pneus. Cette
limite dépend de l’adhérence et des forces aérodynamiques.
ax ≤ µmaxlMg
p− µmaxh −
FDp
M(p− µmaxh) (4.36)
La deuxième limite d’accélération à laquelle est confrontée un véhicule à deux-roues motorisé
est le wheeling qui survient lorsque la force verticale au pneu avant s’annule, ce qui se traduit
par :
Fzf =
M (bMg − hax)
p
= 0 (4.37)
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Et qui correspond à une accélération maximale de :
ax =
bMg
h
(4.38)
Donc, l’accélération maximale doit toujours satisfaire l’inégalité suivante :
ax ≤ min


µmaxlMg
p − FDM
1− µmaxhp
,
bMg
h

 (4.39)
La première limite est une limite physique que l’on ne pourra jamais dépasser et elle dépend
de l’adhérence maximale disponible ; tandis que la deuxième limite est une accélération que l’on
ne doit pas dépasser au risque de voir le wheeling.
b) Limite de décélération vs stoppie
Les conducteurs novices ont souvent tendance à privilégier le freinage arrière en situation
de danger par peur de voir le véhicule basculer vers l’avant à cause du stoppie. Cependant, le
freinage avant est plus eﬃcace et ceci est expliqué par le transfert de charge qui renforce la
charge verticale au pneu avant lors de la décélération. Ainsi, on se retrouve dans un compromis :
comment assurer un freinage optimal tout en évitant le stoppie.
En eﬀet, à cause du transfert de charge en freinage, la force verticale au pneu arrière peut
atteindre le seuil critique de zéro ce qui risque de provoquer le stoppie. La décélération maximale
à ne pas dépasser pour éviter le stoppie est déduite à partir de Fzr > 0, ce qui nous donne [CL02] :
Fzr =
M (lMg + hax)
p
> 0 (4.40)
Donc :
ax > − lMg
h
(4.41)
Maintenant quel est le couple de freinage à appliquer aﬁn d’avoir la décélération maximale
tout en évitant le stoppie ? C’est à quoi on va répondre dans la prochaine discussion.
c) Freinage optimal
Il s’agit de trouver le couple de freinage qui permet de minimiser le temps du freinage ou
de maximiser la décélération. Les nouvelles technologies ABS sur les motos assurent le freinage
en contrôlant le glissement longitudinal des pneus. Dans ce contexte, on s’attaquera au freinage
optimal en essayant de trouver le meilleur glissement longitudinal de référence.
Premièrement, on analyse l’inﬂuence de glissement longitudinal sur les forces longitudinales
de freinage (voir ﬁgure 4.4).
Cette ﬁgure est obtenue lors d’un freinage en ligne droite c.à.d. pas de glissement latéral ni
de carrossage et pour une adhérence de la route β = 1. La force longitudinale et le glissement
longitudinal sont négatifs et sont aﬃchés en valeurs absolues. Notons qu’il existe un glissement
longitudinal λ∗ ≈ −0.12 qui permet de maximiser les forces longitudinales.
Ainsi, pour obtenir la décélération maximale, le glissement longitudinal doit être asservi vers
le pic λ∗ qui maximise les forces.
L’asservissement du glissement longitudinal vers une référence pour les automobiles a été
étudié dans plusieurs travaux (voir chapitre 5-8 de [JR03]). Cependant, ce glissement longitudinal
63
Chapitre 4. Modélisation dynamique des V2RM
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
1.2
|λ|
|F x
/F
z|
Force longitudinale maximale
Figure 4.4 – Force longitudinale normalisée en fonction du glissement longitudinal
qui optimise les forces n’est pas constant. En eﬀet, il varie en fonction des forces verticales,
l’adhérence de route, les caractéristiques des pneus et la dynamique latérale du véhicule.
Le comportement de la force longitudinale pour une moto en fonction du glissement longi-
tudinal λi pour diﬀérentes valeurs du glissement latéral αi et diﬀérentes valeurs de l’adhérence
de la route β est illustré dans la ﬁgure 4.5.
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Figure 4.5 – Force longitudinale normalisée en fonction du glissement longitudinal. A droite :
diﬀérents angles de glissement latéral. A gauche : diﬀérentes adhérences
A partir de ces discussions, on conclut que les forces longitudinales ont une valeur maximale
par rapport aux variations du glissement longitudinal (ﬁgure 4.4). Cette valeur maximale garantit
la décélération maximale. Cependant, le glissement correspondant n’est pas constant et dépend
de plusieurs paramètres comme le glissement latéral, l’adhérence, etc (ﬁgure 4.5).
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Maintenant, considérons une moto se déplaçant sur une route avec une adhérence β = 1 et
supposons que le glissement longitudinal de référence est connu : λ∗ = −0.09. En appliquant
une loi de commande adéquate aﬁn d’asservir le glissement longitudinal vers la référence λ∗ (une
loi de commande sera développée dans la section 9.2), les résultats de simulation obtenus par
BikeSim sont donnés dans la ﬁgure 4.6.
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Figure 4.6 – Un scénario de freinage avec un glissement longitudinal de référence λ∗ = −0.09.
En haut à gauche : glissement longitudinal avant. En haut à droite : force verticale au pneu
arrière. En bas à gauche : l’angle de tangage. En bas à droite : vitesse longitudinale.
A t = 3.5s, on constate que la force verticale au pneu arrière s’annule à cause du transfert
de charge. Ceci engendre la perte de contact du pneu arrière avec le sol ce qui provoque le
phénomène de stoppie.
La décélération maximale à ne pas dépasser donnée par l’équation (4.41) ne tient pas en
compte les forces aérodynamiques. Selon [Cos06], la décélération maximale pour éviter le stoppie
dépend de la position du centre de gravité du véhicule, sa vitesse longitudinale et ses caracté-
ristiques aérodynamiques. Elle doit satisfaire l’inégalité suivante :
ax > − lMg
h
− Cdv
2
x
M
(4.42)
Pour une moto donnée, la décélération maximale en fonction de la vitesse longitudinale est
donnée dans la ﬁgure 4.7.
4.4.2 Modélisation de la dynamique longitudinale
Pour des raisons de simplicité, on considère que la moto est en mouvement longitudinal pur
sur une route plane. Il est alors possible de découpler complètement les modes In-plane des
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Figure 4.7 – La décélération maximale de la moto pour diﬀérentes vitesses longitudinales
modes Out-of-plane. Ainsi, les équations du mouvement longitudinal sont dérivées à partir du
modèle longitudinal d’un véhicule à un seul corps (la ﬁgure 4.8) et elles sont données par le
système d’équation suivant [Cos06, CSTF08] :


Mv˙x = Fxf + Fxr − Cdv2x
ifyω˙f = −RfFxf −Bf
iryω˙r = −RrFxr + E −Br
σf
vx
F˙xf + Fxf = Fxf0(κf , Fzf )
σr
vx
F˙xr + Fxr = Fxr0(κr, Fzr)
(4.43)
Max
vxFxf Fxr
ωr , T
Br
ωf
Bf
Figure 4.8 – Représentation d’un V2RM avec les dynamiques longitudinales
Bf et Br sont les couples de freinage appliqués aux pneus avant et arrière et E est le couple
d’accélération. On note que les couples d’accélération et de freinage ne peuvent pas être appliqués
simultanément et le couple d’accélération n’est appliqué qu’au pneu arrière. Fxf0(κf , Fzf ) et
Fxr0(κr, Fzr) sont les régimes d’équilibre des forces longitudinales. Les perturbations latérales
sont négligées. Ainsi, les régimes d’équilibre des forces longitudinales dépendent du glissement
longitudinal et la force verticale du pneu en question et peuvent s’écrire sous forme linéaire
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(équation (3.12)) ou non-linéaire (équations (3.11)).
Une autre variante du modèle cité en haut consiste à prendre en compte la dynamique
latérale dans les équations du mouvement longitudinal. En eﬀet, lors d’un mouvement couplé
longitudinal-latéral, l’accélération longitudinale ax n’est pas égale à v˙x mais plutôt à
(
v˙x − vyψ˙
)
[VDNFM08]. De plus, les régimes d’équilibre des forces longitudinales peuvent aussi prendre en
compte l’inﬂuence de la dynamique latérale. Ainsi, le modèle de la dynamique longitudinale sous
l’inﬂuence d’un mouvement couplé donne lieu au modèle suivant :


M(v˙x − vyψ˙) = Fxf + Fxr − Cdv2x
ifyω˙f = −RfFxf −Bf
iryω˙r = −RrFxr + E −Br
σf
vx
F˙xf + Fxf = Fxf0(κf , Fzf, αf , λf )
σr
vx
F˙xr + Fxr = Fxr0(κr, Fzr, αr, λr)
(4.44)
Cette fois-ci, les régimes d’équilibre des forces longitudinales dépendent, en plus des glisse-
ments longitudinaux et des forces verticales, des glissements latéraux et des angles de carrossage.
Ainsi, le couplage entre les forces longitudinales et latérales est pris en compte dans ce modèle.
4.5 Conclusion
Dans ce chapitre, on a tout d’abord vu un historique sur la modélisation de la dynamique des
V2RM. Ensuite, aﬁn de faciliter la synthèse des commandes et des observateurs qui va suivre,
on a scindé l’étude de la modélisation en deux sections. On a commencé par la modélisation
des modes Out-of-Plane qui sont en rapport avec la dynamique latérale. Le modèle qui a retenu
notre attention est le modèle de Sharp [Sha71]. Par conséquent, ce modèle a été développé et
décrit en utilisant le formalisme de Lagrange. Etant donné que la modélisation ne fait pas l’objet
de notre thèse, on s’est contenté de souligner les principaux étapes aﬁn d’obtenir le modèle de
Sharp. Le modèle obtenu nous a permis de distinguer les trois principaux modes de la dynamique
latérale des V2RM à savoir le capsize, le weave et le wobble.
Par la suite, le modèle de Sharp a été étendu et on a proposé d’autres variantes aﬁn de
prendre en compte les fortes perturbations autour de l’équilibre (grands angles de carrossage et
de glissement) et aussi pour prendre en compte l’interaction entre la dynamique latérale et la
dynamique longitudinale.
Le deuxième volet de ce chapitre a été consacré à la modalisation des modes In-Plane et plus
particulièrement la dynamique longitudinale. Tout d’abord, on a discuté les limites physiques
d’accélération et de freinage auxquelles sont soumis les motos et scooters avec une discussion sur
la façon d’avoir le freinage le plus eﬃcace. Ensuite, un modèle est proposé pour la modélisation
de la dynamique longitudinale tout en prenant en compte les forces aérodynamiques. Enﬁn,
des variantes au précédent modèle sont données aﬁn de prendre en compte le couplage entre la
dynamique longitudinale et latérale.
Ce chapitre clôt la partie de la cinématique et la modélisation dynamique des V2RM. Les
diﬀérents modèles présentés dans ce chapitre seront utilisés par la suite pour la synthèse des
observateurs et contrôleurs.
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Deuxième partie
Estimation de la dynamique des
V2RM
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Introduction
Comme tout système d’aide à la conduite, les systèmes ITS pour les motos nécessitent la
prédiction de la situation du véhicule et la mesure ou l’estimation de ses états dynamiques aﬁn
de les utiliser par la suite pour évaluer les limites de manœuvrabilité du véhicule ou de proposer
des systèmes de sécurité passifs ou actifs.
Cependant, la mesure par les capteurs de tous les états, entrées et paramètres de la dyna-
mique des motos ainsi que les attributs de l’infrastructure est improbable. En eﬀet, plusieurs
variables sont diﬃciles à mesurer pour des raisons économiques ou techniques comme le couple
de direction, l’angle de roulis, les forces pneumatiques, l’adhérence de la route, etc. De ce fait,
il est nécessaire de développer des observateurs aﬁn d’estimer les états de la dynamique des
V2RM, reconstruire les actions du conducteur et identiﬁer la géométrie de la route : pente,
dévers, adhérence de la route, etc.
Dans la littérature, peu de travaux ont été proposés sur la conception d’observateurs pour
les V2RM. Néanmoins, on peut citer certains travaux intéressants. Le premier observateur pour
l’estimation de l’angle du roulis des V2RM remonte à 2004 [GBF+04]. Plusieurs études ont
été proposées aﬁn d’estimer l’angle du roulis ; cependant la dynamique de direction a souvent
été négligée. On cite à titre d’exemple les observateurs basés sur le ﬁltrage par séparation des
fréquences [BST09, SSS11], le ﬁltrage de Kalman [TJ12, LCM12], les observateurs PMI (Propor-
tionnel Multiple Intégrateurs) [TJ12, LCM12] et les observateur TS [ICAM12]. Ces techniques
sont développées sous des hypothèses très strictes comme la négligence du mécanisme de direc-
tion, la négligence du contact pneu-sol, etc. De plus, ces estimateurs manquent de robustesse
vis-à-vis des variations de la vitesse longitudinale. En eﬀet, ces travaux considèrent souvent une
vitesse constante ce qui ne reﬂète pas ﬁdèlement la réalité.
L’estimation de l’angle de direction a été traitée dans [DFCTS11] où un contrôleur basé-
observateur LPV a été proposé pour le contrôle d’un système de direction semi-actif sous l’hy-
pothèse d’une vitesse longitudinale variable. Cependant, l’observateur a été synthétisé en sup-
posant un angle de roulis nul et sans aucune garantie de convergence sous les variations de ce
dernier.
A notre connaissance, l’estimation simultanée de la dynamique latérale, les forces latérales
et la dynamique de direction a été traitée pour la première fois dans [NIA+13] en utilisant
les techniques par mode glissant d’ordre supérieur pour une vitesse longitudinale constante ;
cependant, il s’avère que cette technique n’est pas robuste aux variations de la vitesse longitu-
dinale. L’estimation de la dynamique latérale, les forces latérales et la dynamique de direction
sans la connaissance préalable du couple de direction n’a jamais été traitée pour des vitesses
longitudinales variables.
L’estimation de la dynamique longitudinale est beaucoup moins abordée dans la littérature.
On peut citer le travail remarquable [CPS13], où un observateur basé-contrôleur a été proposé
pour le problème de commande en accélération aﬁn d’estimer le glissement longitudinal. A notre
connaissance, l’estimation des forces longitudinales n’a jamais été étudiée pour les V2RM.
71
Introduction
Dans cette partie, on s’intéresse à l’estimation des dynamiques longitudinale et latérale.
Cette partie est organisée comme suit : les deux premiers chapitres sont consacrés à l’estimation
de la dynamique latérale et la dynamique de direction. Le premier fait appel aux observateurs
polytopiques et le second fait appel aux observateurs algébriques. Le dernier chapitre de cette
partie est consacré à l’estimation de la dynamique longitudinale.
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Observateur polytopique pour
l’estimation des systèmes TS
Sommaire
5.1 Observateur avec découplage des entrées inconnues pour les
systèmes TS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.1.1 Synthèse de l’observateur nominal . . . . . . . . . . . . . . . . . . . 76
5.1.2 Synthèse de l’observateur robuste . . . . . . . . . . . . . . . . . . . 79
5.2 Application à l’estimation de la dynamique latérale . . . . . . . 79
5.2.1 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.3 Observateur adaptatif à UI pour les systèmes TS . . . . . . . . . 88
5.3.1 Synthèse de l’observateur . . . . . . . . . . . . . . . . . . . . . . . . 88
5.4 Application à l’estimation de la dynamique latérale . . . . . . . 92
5.4.1 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
L’estimation des états de la dynamique latérale, des forces latérales et de la dynamique
de direction sans la connaissance du couple de direction n’a fait l’objet d’aucune étude dans la
littérature pour des vitesses longitudinales variables. Ainsi, ce chapitre est consacré à l’estimation
de ces dynamiques en utilisant les approches Takagi-Sugeno (TS). L’annexe A est consacré à
quelques rappels théoriques et prérequis nécessaires à la synthèse des observateurs proposés.
Dans le même annexe, on rappelle la déﬁnition des systèmes LPV, quasi-LPV et la structure TS
Le choix des structures TS est motivé par la nature non-linéaire et à paramètres variants de
cette même dynamique. En eﬀet, pour prendre en compte la variation dans le temps de la vitesse
longitudinale et quelques non-linéarités associées aux grandes valeurs de l’angle du roulis, un
modèle non-linéaire de la dynamique latérale des V2RM est considéré. Il est ensuite exprimé en
un modèle quasi-LPV puis écrit sous une forme polytopique en utilisant l’approche par secteurs
non-linéaires [TW01].
Dans ce chapitre, deux structures d’observateurs polytopiques à entrées inconnues sont pro-
posées aﬁn d’estimer la dynamique latérale et la dynamique de direction pour les V2RM. Les
contributions majeures de ces observateurs sont :
– L’estimation simultanée des états de la dynamique latérale et la dynamique de direction
pour diﬀérentes vitesses longitudinales.
– L’estimation est garantie sans la mesure du couple de direction.
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– Les résultats de simulation sont donnés pour diﬀérents scénarios par le biais du simulateur
de conduite dédié aux V2RM : BikeSim.
5.1 Observateur avec découplage des entrées inconnues pour les
systèmes TS
Dans ce chapitre, on s’intéresse à l’observation des systèmes non-linéaires écrits sous forme TS
en utilisant les observateurs à structure polytopique. La synthèse de l’observateur doit répondre
à deux déﬁs majeurs : certaines non-linéarités dans le modèle dépendent de variables non-
mesurables. Par conséquent, les variables de prémisses dans la structure TS sont partiellement ou
complètement non-mesurables. La deuxième contrainte est l’innaccessibilité de certaines entrées
qui sont considérées comme des entrée inconnues pour le modèle TS. Dans ce contexte, le premier
observateur que l’on présentera dans cette section est un observateur polytopique qui découplera
l’entrée non-mesurable et l’erreur d’estimation vériﬁe la propriété de stabilité ISS. De plus, le
résultat est reformulé comme un problème d’optimisation sous des contraintes LMI aﬁn de
minimiser l’erreur d’estimation.
Le lemme suivant est utilisé pour la preuve de convergence de l’observateur.
Lemme 1. On considère le système continu suivant écrit sous forme polytopique :{
x˙(t) = A(ξ(t))x(t) +B(ξ(t))u(t)
=
∑r
i=1 µi(ξ(t))(Aix(t) +Biu(t))
(5.1)
Le système (5.1) vérifie la propriété ISS avec :
‖x(t)‖2 ≤ β1. ‖x(0)‖2 e−
αt
2 + β2. ‖u(t)‖∞ (5.2)
s’il existe des scalaires positifs α et γ et une matrice symétrique et définie positive Q avec une
valeur propre minimale χ1 et maximale χ2 tels que le problème d’optimisation suivant sous des
contraintes LMI est satisfait pour i = 1, . . . , r :
min
Q,γ
γ (5.3)
sous les LMI :
χ1I ≤ Q (5.4)
[
ATi Q+QAi + αQ QBi
BTi Q −γI
]
< 0 (5.5)
avec β1 =
√
χ2
χ1
, β2 =
√
γ
αχ1
et χ1I ≤ Q ≤ χ2I
La procédure pour résoudre le problème LMI commence en imposant α et χ1 puis en résolvant
le problème d’optimisation (5.3) sous les contraintes LMI (5.4) - (5.5). Si aucune solution n’est
obtenue, on diminue α ou χ1 jusqu’à trouver une solution.
Démonstration. Considérons la fonction de Lyapunov suivante :
V (t) = x(t)TQx(t) (5.6)
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avec Q = QT > 0
V (t) est une fonction de Lyapunov. Elle peut donc être bornée comme suit :
χ1. ‖x(t)‖22 ≤ V (t) ≤ χ2. ‖x(t)‖22 (5.7)
avec χ1 et χ2 sont les valeurs propres minimale et maximale de la matrice Q. Ainsi, l’inégalité
(5.4) doit être satisfaite pour imposer une valeur propre minimale à la matrice Q.
A partir du système TS (5.1), en dérivant la fonction de Lyapunov (5.6) par rapport au
temps, on obtient :
V˙ (t) = x(t)T
(
QA(ξ(t)) +A(ξ(t))TQ
)
x(t) + 2x(t)TQB(ξ(t))u(t)
=
[
x(t)
u(t)
]T [
QA(ξ(t)) +A(ξ(t))TQ+ αQ QB(ξ(t))
B(ξ(t))TQ −γI
] [
x(t)
u(t)
]
− αx(t)TQx(t)
+γu(t)Tu(t) (5.8)
Si l’inégalité (5.5) est satisfaite, alors :[
QA(ξ(t)) +A(ξ(t))TQ+ αQ QB(ξ(t))
B(ξ(t))TQ −γI
]
< 0 (5.9)
Par conséquent, la dérivée par rapport au temps de la fonction de Lyapunov est bornée
comme suit :
V˙ (t) < −αx(t)TQx(t) + γu(t)Tu(t)
< −αV (t) + γu(t)Tu(t)
(5.10)
En intégrant cette inégalité par rapport au temps de 0 à t, on obtient :
V (t) < V (0)e−αt + γ
∫ t
0
e−α(t−s) ‖u(s)‖22 ds
≤ V (0)e−αt + γ
α
‖u(t)‖2∞ (5.11)
En combinant cette dernière inégalité avec (5.7), l’inégalité suivante découle :
‖x(t)‖22 <
χ2
χ1
‖x(0)‖22 e−αt +
γ
αχ1
‖u(t)‖2∞ (5.12)
Cette dernière inégalité implique la suivante :
‖x(t)‖2 <
√
χ2
χ1
‖x(0)‖2 e−
αt
2 +
√
γ
αχ1
‖u(t)‖∞ (5.13)
L’équation précédente est écrite sous la même forme que l’inégalité (5.2). Par conséquent, le
système (5.1) est ISS.
Puisque α et χ1 sont imposés avant de résoudre le problème LMI, la minimisation de γ
assurera le transfert minimal entre l’entrée inconnue u(t) et le vecteur d’état x(t).
Notons que la condition ISS est plus forte comparée à d’autres propriétés de stabilité comme
la stabilité L2 ou l’ISpS [JTP94].
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5.1.1 Synthèse de l’observateur nominal
Considérons le système quasi-LPV écrit sous forme TS suivant :

x˙(t) = A(ξ(t))x(t) +Bu(t)
=
∑r
i=1 µi(ξ(t))Aix(t) +Bu(t)
y(t) = Cx(t)
(5.14)
où x(t) est le vecteur des états, u(t) est le vecteur des entrées inconnues (UI : Unkown Input),
y(t) est le vecteur des sorties mesurables et ξ(t) est le vecteur des variables de prémisses déﬁni
dans un ensemble Ω ⊂ RN . Le vecteur des variables de prémisses peut dépendre de paramètres
externes au système comme il peut dépendre des états mesurables ou non-mesurables.
L’objectif de cette section est de synthétiser un observateur à UI pour le système quasi-LPV
(5.14). Cet observateur permet de découpler les UI et d’estimer le vecteur d’état à partir du
vecteur des sorties et des entrées mesurables. Les deux principales diﬃcultés lors de la synthèse
de l’observateur sont le vecteur des UI et les variables de prémisses qui ne sont pas mesurables.
Avant de commencer la synthèse de l’observateur, les hypothèses suivantes sont considérées :
Hypothèse 1. Dans ce qui suit, il est supposé que :
– Le vecteur d’état x(t) et le vecteur des UI u(t) sont considérés bornés,
– rang (CB) = rang (B),
– La paire (A(ξ(t)), C) est observable pour tout ξ(t) ∈ Ω ⊂ Rn.
Considérons l’observateur non-linéaire suivant :{
z˙(t) = N(ξˆ(t))z(t) + L(ξˆ(t))y(t)
xˆ(t) = z(t)−Hy(t) (5.15)
Le vecteur ξˆ(t) peut être diﬀérent de ξ(t) parce que les variables de prémisses ne sont pas
mesurables et les autres paramètres variants peuvent être aﬀectés par des bruits de mesure ou
des perturbations. Les matrices N(ξˆ(t)) ∈ Rn×n, L(ξˆ(t)) ∈ Rn×ny , H ∈ Rn×ny de l’observateur
sont déterminés d’une manière à minimiser les erreurs d’estimation. n et ny sont les dimensions
du vecteur d’état et du vecteur de sortie.
N(ξˆ(t)) et L(ξˆ(t)) ont la même structure quasi-LPV que la matrice A(ξ(t)) et ils peuvent
être écrits sous forme TS comme suit :
N(ξˆ(t)) =
r∑
i=1
µi(ξˆ(t))Ni, L(ξˆ(t)) =
r∑
i=1
µi(ξˆ(t))Li (5.16)
Dans ce qui suit, il est supposé que les variables de prémisses µi(ξˆ(t)) vériﬁent la condition
de convexité (A.34).
Cette structure d’observateur est privilégiée pour sa simplicité. D’autres structures d’observa-
teur avec adaptation et estimation des UI existent. Les observateurs polytopiques proportionnels
intégraux (PI) utilisent une loi d’adaptation intégrale pour la reconstruction de l’UI [IMRM09].
Néanmoins, la convergence de l’erreur d’estimation n’est valable que pour des UI constantes ou
faiblement variables. Pour alléger cette contraintes, les observateur polytopique proportionnels
multi-intégraux (PMI) ont été proposés dans [IMRM09]. Pour un observateur PMI d’ordre q,
on estime l’UI et ses (q− 1)e dérivées avec des loi d’adaptation PI et la convergence des erreurs
d’estimation est garantie si la qe dérivée de l’UI est nulle. Un autre observateur à UI a été
proposé dans [IDAM13] avec une loi d’adaptation proportionnelle dérivée (PD) et sera étudié
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dans la prochaine section. Néanmoins, dans cette partie, on ne s’intéresse pas à l’estimation des
UI et on se contentera d’un observateur découplant les UI.
En se référant aux équations (5.14)-(5.15), l’erreur d’estimation est donnée par :
e = x− xˆ = (I +HC)︸ ︷︷ ︸
P
x− z (5.17)
A partir des équations (5.14)-(5.15) et (5.17), la dynamique de l’erreur d’estimation obéit
au système d’équations diﬀérentielles suivant :
e˙(t) = PA(ξ(t))x(t) + PBu(t)−N(ξˆ(t))z(t)− L(ξˆ(t))Cx(t)
= N(ξˆ(t))e(t) + (PA(ξˆ(t))−N(ξˆ(t))P − L(ξˆ(t))C)x(t) + PBu(t) + Pζ(t) (5.18)
avec ζ(t) = (A(ξ(t))−A(ξˆ(t)))x(t).
Sous les conditions suivantes [DMR05, HDM10] :
PB = 0 (5.19)
PA(ξˆ(t))−N(ξˆ(t))P − L(ξˆ(t))C = 0 (5.20)
la dynamique de l’erreur d’estimation est ainsi réduite à :
e˙(t) = N(ξˆ(t))e(t) + Pζ(t) (5.21)
Grâce au lemme 1, les performances ISS sont obtenues pour le système (5.21). Pour obtenir
les gains de l’observateur qui satisferont les conditions LMI (5.19)-(5.20) et minimiseront le gain
ISS entre le vecteur de perturbation ζ(t) et l’erreur d’estimation e(t) pour le système (5.21), les
étapes suivantes seront suivies :
Premièrement, l’égalité (5.19) implique que :
(I +HC)B = 0 ⇔ HCB = −B (5.22)
⇔ H = −B(CB)† (5.23)
(5.24)
avec (CB)† =
[
(CB)T .(CB)
]−1
.(CB)T est la pseudo-inverse gauche de la matrice CB.
Après l’obtention de la matrice H, la matrice P est calculée et remplacée dans l’égalité (5.20)
ce qui conduit à :
PA(ξˆ(t))−N(ξˆ(t))(I +HC)− L(ξˆ(t))C = 0 ⇔ PA(ξˆ(t))︸ ︷︷ ︸
A(ξˆ(t))
−N(ξˆ(t))− (N(ξˆ(t))H + L︸ ︷︷ ︸
K(ξˆ(t))
)C = 0
⇔ N(ξˆ(t)) = A(ξˆ(t))−K(ξˆ(t))C (5.25)
Par conséquent, la dynamique de l’erreur d’estimation devient :
e˙(t) = (A(ξˆ(t))−K(ξˆ(t))C)e(t) + Pζ(t) (5.26)
A partir des hypothèses 1, le terme ζ(t) est supposé borné et sera considéré par la suite
comme une perturbation dont on cherche à minimiser l’impact. Ensuite, grâce au lemme 1 et à
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la majoration de ζ(t), s’il existe une matrice symétrique et déﬁnie positive Q, des matrices Ki
et des scalaires positifs α, χ1 et γ tels que pour 1 ≤ i ≤ r :[
(Ai −KiC)TQ+Q(Ai −KiC) + αQ QP
P TQ −γI
]
< 0 (5.27)
et
Q ≥ χ1I (5.28)
alors, le système (5.26) est stable et vériﬁe la propriété ISS :
‖e(t)‖2 ≤ β1 ‖e(0)‖2 e−
αt
2 + β2 ‖ζ(t)‖∞ (5.29)
avec β1 =
√
χ2
χ1
, β2 =
√
γ
αχ1
et χ1I ≤ Q ≤ χ2I.
En considérant Mi = QKi, les conditions LMI (5.27) seront équivalentes à :[
ATi Q+QAi − CTMTi −MiC + αQ QP
P TQ −γI
]
< 0 (5.30)
Aﬁn de minimiser le gain ISS entre les perturbations ζ(t) et le vecteur des erreurs d’estimation
e(t), les matrices Ki et Q doivent être calculées dans l’objectif de minimiser le gain ISS :
√
γ
αχ1
.
Puisque α et χ1 sont imposés avant de résoudre le problème LMI, la minimisation du gain ISS
est équivalente à la minimisation de γ.
La synthèse de l’observateur à UI est résumée dans les étapes suivantes :
1. vériﬁer la condition d’observabilité du couple (A(ξ(t)), C) et la condition de rang :
rang (CB) = rang (B),
2. calculer les matrices H et P comme suit :{
H = −B(CB)†
P = I +HC
(5.31)
3. pour des scalaires positifs α et χ1, résoudre le problème d’optimisation sous contraintes
LMI suivant :
min
Q,Mi,γ
γ (5.32)
sous les contraintes LMI :
Q ≥ χ1I (5.33)[
ATi Q+QAi − CTMTi −MiC + αQ QP
P TQ −γI
]
< 0 (5.34)
avec Ai = PAi,
4. si le problème d’optimisation n’admet pas de solution numérique, réduire α ou χ1 et répéter
le problème d’optimisation sous contraintes LMI ; sinon, aller à l’étape suivante,
5. Les gains de l’observateur N(ξˆ(t)) et L(ξˆ(t)) sont calculés comme suit :
M(ξˆ(t)) =
∑r
i=1 µi(ξˆ(t))Mi
A(ξˆ(t)) = ∑ri=1 µi(ξˆ(t))Ai
K(ξˆ(t)) = Q−1M(ξˆ(t))
N(ξˆ(t)) = A(ξˆ(t))−K(ξˆ(t))C
L(ξˆ(t)) = K(ξˆ(t))−N(ξˆ(t))H
(5.35)
Ainsi, on termine la synthèse de l’observateur.
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5.1.2 Synthèse de l’observateur robuste
L’observateur qui a été décrit repose sur la connaissance exacte des paramètres du modèle.
Qu’en est-il de la robustesse de l’observateur si ces paramètres ne sont pas exactement connus ?
Dans ce cas, le modèle du système quasi-LPV peut être écrit comme suit :
x˙(t) = (A(ξ(t)) + ∆A)x(t) + (B +∆B)u(t) (5.36)
avec ∆A et ∆B sont les incertitudes de modélisation. Ces incertitudes ne sont pas connues mais
doivent être bornées comme suit :
∆A = FAδAEA avec δTAδA ≤ I
∆B = FBδBEB avec δTBδB ≤ I (5.37)
Maintenant, considérons l’observateur suivant :{
z˙(t) = N(ξˆ(t))z(t) + L(ξˆ(t))y(t)
xˆ(t) = z −Hy(t) (5.38)
L’erreur d’estimation est toujours donnée par :
e = x− xˆ = (I +HC)︸ ︷︷ ︸
P
x− z (5.39)
Alors, la dynamique de l’erreur d’estimation devient :
e˙(t) = N(ξˆ(t))e(t) + (PA(ξˆ(t))−N(ξˆ(t))P − L(ξˆ(t))C)x(t) + PBu(t) + Pζ(t) (5.40)
avec ζ(t) = (A(ξ(t))−A(ξˆ(t)))x(t) + ∆Ax(t) + ∆Bu(t)
La dynamique de l’erreur d’estimation (5.40) est similaire à celle obtenue lorsque les para-
mètres sont connus (5.18). La seule diﬀérence réside dans le vecteur de perturbation ζ(t) qui
inclut cette fois-ci les incertitudes sur les matrices A(ξ(t)) et B. Par conséquent, la même étude
que celle faite précédemment est réalisée dans ce cas et les performances ISS sont toujours
garanties.
5.2 Application à l’estimation de la dynamique latérale
Dans un premier temps, on se focalise sur l’estimation de la dynamique latérale sans la
reconstruction du couple de direction. La synthèse de l’observateur est faite sur la base du modèle
de Sharp [Sha71]. Cependant, certaines non-linéarités présentes dans ce modèle dépendent de
variables non-mesurables ce qui rend les variables de prémisses dans la structure TS partiellement
non-mesurables. De plus, le couple de direction n’est pas disponible et on le considère comme
une UI. Par conséquent, on fait appel à l’observateur polytopique présenté dans la section 5.1
qui permet d’estimer les états des systèmes TS avec des variables de prémisses non-mesurables.
De plus, cet observateur découple complètement l’UI de l’erreur d’estimation.
Le modèle de Sharp 1971 [Sha71] est déﬁni par les équations de mouvement (4.23)-(4.24) et
(4.29)-(4.30) et les forces latérales sont considérées avec la relaxation et leur régime d’équilibre est
considéré linéaire. Les forces latérales sont modélisées par les équations (4.17)-(4.20) et (4.27)-
(4.28). Le modèle ainsi obtenu est non-linéaire. Ce modèle est transformé en une structure
quasi-LPV et ensuite écrit sous une forme TS.
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A partir des équations (4.17)-(4.20), (4.23)-(4.24), (4.27)-(4.28) et (4.29)-(4.30), la dynamique
latérale d’un V2RM peut être modélisée par la représentation d’état suivante :
Ex˙(t) = A(vx(t), sinc(φ(t)), sinc(δ(t)))x(t) + Bτ(t) (5.41)
avec : x(t) = [φ(t), δ(t), vy(t), ψ˙(t), φ˙(t), δ˙(t), Fyf (t), Fyr(t)]T .
E =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 M e34 e35 e36 0 0
0 0 e34 e44 e45 e46 0 0
0 0 e35 e45 e55 e56 0 0
0 0 e36 e46 e56 e66 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

, B =


0
0
0
0
0
1
0
0


et A(vx, sinc(φ), sinc(δ)) =


0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 a34.vx 0 0 1 1
0 0 0 a44.vx a45.vx a46.vx a47 a48
a51.sinc(φ) a52.sinc(δ) 0 a54.vx 0 a56.vx 0 0
a61.sinc(φ) a62.sinc(δ) 0 a64.vx a65.vx a66 a67 0
a71.vx a72.vx a73 a74 0 a76 a77.vx 0
a81.vx 0 a83 a84 0 0 0 a88.vx


Les paramètres aij et eij peuvent facilement être déduits depuis les équations (4.17)-(4.20),
(4.23)-(4.24), (4.27)-(4.28) et (4.29)-(4.30).
sinc(x) est la fonction de sinus cardinal déﬁnie comme suit :
sinc(x) =
{
1 si x = 0
sin(x)
x si x 6= 0
(5.42)
Dans le modèle d’état précédent, la vitesse longitudinale est considérée comme un paramètre
variant dans la matrice A. La non-linéarité correspondant à l’angle de direction sinc(δ(t)) est
approximée par 1 à cause des faibles valeurs de l’angle de direction (inférieures à 5◦). La seule
non-linéarité considérée ici est sinc(φ(t)).
Comme E est non-singulière et sous l’hypothèse de faibles valeurs de l’angle de direction, le
modèle donné par l’équation (5.41) peut être écrit sous forme quasi-LPV comme suit :
x˙(t) = A(ξ(t))x(t) +Bτ(t) (5.43)
avec : ξ(t) = (vx(t), sinc(φ(t)))T , A(ξ(t)) = E−1A(vx(t), sinc(φ(t)), 1) , B = E−1B
A partir de l’approche par secteurs non-linéaire [TW01], le modèle quasi-LPV peut être
écrit sous une représentation TS exacte avec 4 sous-modèles (parce qu’il y a deux paramètres
variants). Ainsi, les variables de prémisses sont :
z1 = vx(t) , z2 = sinc(φ(t)) (5.44)
La vitesse longitudinale est considérée variable entre vmin et vmax et l’angle de roulis est
considéré inférieur à un roulis maximal φmax. Par conséquent, les variables de prémisses sont
bornées comme suit :
vmin ≤ z1(t) ≤ vmax , sinc(φmax) ≤ z2(t) ≤ 1 (5.45)
D’après l’approche par secteurs non-linéaire, un modèle TS est obtenu comme suit :
x˙(t) =
4∑
i=1
µi(ξ(t))Aix(t) +Bτ(t) (5.46)
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avec : Ai = A(ξ1(t))
et ξ1(t) = (vmin, 1)T , ξ2(t) = (vmax, 1)T , ξ3(t) = (vmin, φmax)T et ξ4(t) = (vmax, φmax).
Les variables µi(ξ(t)) sont appelées les fonctions de pondération et elles doivent satisfaire la
propriété de somme convexe suivante :{
0 ≤ µi(ξ(t)) ≤ 1∑4
i=1 µi(ξ(t)) = 1
(5.47)
Remarque 1. Dans quelques scénarios, l’angle de direction peut dépasser la limite de 5◦. Dans
ce contexte, la non-linéarité correspondante à l’angle de direction peut être prise en compte aussi.
Dans ce cas, une représentation TS avec 3 paramètres variables et 8 sous-modèles est nécessaire.
Même si le nombre de sous-modèles est élevé, le développement demeure identique. Cependant,
si cette non-linéarité est considérée, on aura davantage de contraintes LMI à satisfaire ce qui
peut induire à une infaisabilité des LMI. Cet aspect est bien connu avec les techniques TS surtout
lors de l’utilisation des fonctions de Lyapunov quadratiques. Pour résoudre ce problème, d’autres
techniques de stabilité sont proposées dans la littérature : en utilisant des fonctions de Lyapunov
non-quadratiques [THW03, RW06], ou des stratégies de relaxation (lemme de Tuan [TANY01]
et lemme de Polya [Sn07], etc.).
Concernant le vecteur des mesures : les vitesses du roulis et du lacet sont considérées mesu-
rables grâce aux capteurs gyroscopiques. L’angle de direction et sa dérivée peuvent être obtenus
avec des encodeurs optiques. De plus, les accéléromètres conventionnels permettent la mesure
de l’accélération latérale qui correspond à la somme des forces latérales divisée par la masse du
véhicule et du conducteur comme suit : May(t) = Fyf (t) +Fyr(t). Ainsi, le vecteur des mesures
est donné par l’équation suivante :
y(t) =
[
δ(t) , ψ˙(t) , φ˙(t) , δ˙(t) , ay(t)
]T
=
[
δ(t) , ψ˙(t) , φ˙(t) , δ˙(t) ,
(Fyf (t) + Fyr(t))
M
]T
= Cx(t) (5.48)
avec : C =


0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1M
1
M


5.2.1 Résultats de simulation
A partir du modèle TS (5.46) et du vecteur des mesures (5.48), en calculant la matrice
d’observabilité des couples (Ai, C), on s’aperçoit que les quatre sommets du système TS sont
observables. Ce résultat n’implique pas forcément l’observabilité du système non-linéaire mais
c’est une condition nécessaire à son observabilité.
Les gains de l’observateur sont calculés à partir des équations (5.31)-(5.35) appliquées au
modèle TS (5.46) et le vecteur des mesures (5.48), avec les valeurs numériques des éléments des
matrices E, A et B sont données dans l’annexe B. Dans le problème d’optimisation, la vitesse
longitudinale est considérée variable entre vmin = 30km/h et vmax = 120km/h et l’angle de
roulis maximal est φmax = 36◦ (les bornes peuvent être élargies, mais cela peut aﬀecter la
faisabilité du problème d’optimisation).
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Rappelons que l’observateur synthétisé engendre une erreur d’estimation bornée et vériﬁant
la propriété de stabilité ISS comme suit :
‖e(t)‖2 ≤ β1 ‖e(0)‖2 e−
αt
2 + β2 ‖ζ(t)‖∞ (5.49)
Le choix des paramètres prédéﬁnis dans le problème d’optimisation est très important. L’aug-
mentation de α favorisera la convergence rapide de β1 ‖e(0)‖2 e−
αt
2 vers 0, mais risque de rendre
le problème d’optimisation infaisable. De même pour χ1. S’il est choisi suﬃsamment large, β2
sera faible et l’eﬀet de la perturbation sera moins important, cependant, on risque de ne pas
trouver de solution au problème d’optimisation. Au ﬁnal, on a compromis dans le choix de α et
χ2 entre la précision d’estimation et la faisabilité des LMI.
Pour des raisons de faisabilité, et après plusieurs essais, le jeu de paramètres suivant est
utilisé dans le problème d’optimisation : α = 1, χ1 = 10−6. Le problème d’optimisation sous
contraintes LMI est résolu avec la Toolbox YALMIP de Matlab [Löf04]. Le gain ISS obtenu est
β2 = 0.2229. Les simulations sont réalisées à l’aide du simulateur BikeSim.
Pour les aspects de sécurité et les systèmes d’aide à la conduite, il est plus intéressant
d’estimer les forces latérales et l’angle de roulis. Ces états sont considérés comme étant les
variables dynamiques latérales les plus pertinentes et seule leur analyse est abordée.
Premièrement, les résultats de simulation sont donnés pour un scénario de changement de
voie pour diﬀérentes vitesses longitudinales. Ensuite, un scénario de simulation, de 70s sur 3km
avec une vitesse longitudinale variable et des mouvements latéraux, est considéré.
Pour un scénario de changement de voie avec une vitesse longitudinale vx = 100km/h,
les résultats sont donnés dans la ﬁgure 5.1. Ce même scénario est exécuté avec une vitesse
longitudinale vx = 50km/h, les résultats sont illustrés sur la ﬁgure 5.2. Finalement, pour le cas
avec freinage, les résultats sont représentés par la ﬁgure 5.3.
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Figure 5.1 – Scénario de changement de voie à 100km/h. En bleu : modèle multi-corps non-
linéaire et en rouge : résultats d’estimation
Notons que sur les trois scénarios, l’angle du roulis et les forces latérales sont bien estimés. En
eﬀet, il y a quelques diﬀérences sur les pics de l’angle du roulis et les forces latérales. Ceci peut
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Figure 5.2 – Scénario de changement de voie à 50km/h. En bleu : modèle multi-corps non-
linéaire et en rouge : résultats d’estimation
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Figure 5.3 – Scénario de changement de voie avec un freinage depuis 100km/h à vx = 60km/h.
Haut : en bleu modèle multi-corps non-linéaire et en rouge résultats d’estimation. Bas : proﬁl
de la vitesse longitudinale
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être expliqué par les incertitudes de modélisation du fait de la linéarisation. De plus, même en
freinage (ﬁgure 5.3) où le modèle de Sharp 1971 n’est pas valide (voir remarque 2), les résultats
d’estimation restent acceptables.
Remarque 2. Le modèle de Sharp 1971 est un modèle purement latéral valable pour des vitesses
longitudinales constantes. Ainsi, ce modèle ne prend pas en compte la dynamique longitudinale
(nécessaire à la variation de la vitesse longitudinale). En effet, en accélération ou en freinage,
d’autres dynamiques associées au mouvement longitudinal apparaissent, comme le transfert de
charge entre les deux pneus, les mouvements de suspension et la saturation des forces latérales
[SEL04, Cos06].
Dans ce contexte, le modèle utilisé pour la synthèse de l’observateur n’est pas valide en
accélération ou en freinage. Même avec cette limitation, les bonnes performances de l’observateur
sont toujours assurées.
Pour évaluer les performances de l’observateur, l’erreur normalisée pour l’estimation des
diﬀérentes variables est calculée. Cette quantité est donnée en relatif et permet de comparer
l’estimation de toutes les variables pour tous les scénarios avec le même ordre de grandeur. La
moyenne et la variance de l’erreur normalisée nous donnera un aperçu sur les perfromances de
l’observateur.
L’erreur normalisée pour une variable z est donnée par [SCM07] :
ǫz =
100(‖zmes − zest‖)
max ‖zmes‖ (5.50)
avec zmes est la mesure de z et zest est son estimée obtenue par l’observateur.
La table 5.1 présente le maximum, la moyenne et la variance de l’erreur normalisée pour les
trois scénarios vus en haut.
Table 5.1 – Erreur normalisée pour un scénario de changement de voie avec diﬀérentes vitesses.
(a) vx = 100km/h, (b) vx = 50km/h , (c) freinage depuis 100km/h à 60km/h
angle du roulis force latérale avant force latérale arrière
(a) (b) (c) (a) (b) (c) (a) (b) (c)
max(ǫz) (%)) 6.69 9.17 6.87 10.86 8.62 2.51 9.22 8.04 2.65
moyenne(ǫz) (%)) 2.48 2.50 2.55 3.54 2.14 0.59 3.07 2.04 0.64
variance(ǫz) (%)) 2.89 2.11 2.11 3.15 2.57 0.58 2.70 2.43 0.63
Dans tous les scénarios, la moyenne de l’erreur normalisée pour l’angle de roulis et les forces
latérales avoisine les 2%. Alors, on peut dire que l’estimation de l’angle de roulis et les forces
latérales est bonne même en freinage.
La robustesse de l’observateur est testée pour des incertitudes sur la vitesse longitudinale. Un
scénario avec une vitesse longitudinale constante de 100km/h sur un scénario de changement de
voie est considéré. Cependant, l’observateur est excité avec une vitesse longitudinale diﬀérente
(vx = 90km/h ). Dans ce cas, les résultats sont donnés dans la ﬁgure 5.4. Même en présence
d’incertitudes sur la vitesse longitudinale, une bonne estimation des dynamiques latérales est
toujours assurée.
Pour évaluer la robustesse de l’observateur face aux incertitudes paramétriques, la masse du
véhicule est du conducteur sont augmentées de 10% et l’angle du carrossage est réduit de 10%.
Les résultats de simulation sont donnés dans la ﬁgure 5.5. A partir des résultats de simulation,
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Figure 5.4 – Scénario de changement de voie à 100km/h. En bleu : modèle multi-corps non-
linéaire et en rouge résultats d’estimation avec une vitesse longitudinale diﬀérente vx = 90km/h
on peut constater que les performances de l’observateur sont conservées même en présence
d’incertitudes sur les paramètres.
Le test ﬁnal est eﬀectué sur un scénario de traﬁc routier avec une vitesse longitudinale
variable entre 40km/h et 90km/h. Pour évaluer les performances de l’observateur en présence
des bruits de mesure, on suppose que les mesures sont aﬀectées par un bruit aléatoire borné et
centré d’une amplitude maximale de 5% de la valeur maximale de la variable concernée. Les
résultats sont donnés par les ﬁgures 5.6 et 5.7.
Remarque 3. Etant donné que l’estimation des forces latérales pour les V2RM n’a jamais été
abordée et testée sur une plate-forme expérimentale ou sur un simulateur de conduite pour une
vitesse longitudinale variable, seules les performances de l’estimation de l’angle de roulis sont
discutées et comparées avec d’autres travaux. A cette fin, l’erreur quadratique moyenne (RMSE :
Root Mean Squared Error) est utilisée pour comparer les perfromances d’estimation de l’angle
de roulis du travail proposé avec les résultats obtenus dans [SSL+12].
Les auteurs, dans [SSL+12], ont proposé trois techniques pour l’estimation de l’angle de
roulis d’une moto. La première technique consiste à traiter des images obtenues grâce à une
caméra embarquée sur la moto. A partir du traitement informatique des images, les auteurs
estiment l’angle de roulis. La deuxième approche fait appel au filtrage de Kalman et les mesures
sont obtenues grâce à la centrale inertielle. La troisième approche combine les deux méthodes
précédentes et elle est la plus précise des trois.
Les trois méthodes ainsi que notre observateur sont testés sur le même scénario et les résultats
sont résumés dans le tableau 5.2.
A partir des résultats de RMSE, on aperçoit que les performances de l’observateur proposé
sont approximativement proches de celles de la méthode combinée système de vision/centrale
inertielle proposée dans [SSL+12]. Cependant, l’avantage de l’observateur proposé est qu’il ne
nécessite pas un système de vision indispensable dans [SSL+12]. De plus, l’avantage principal
de notre solution réside dans la bonne estimation des forces latérales.
85
Chapitre 5. Observateur polytopique pour l’estimation des systèmes TS
0 5 10
−15
−10
−5
0
5
10
15
20
25
30
Temps (s)
An
gl
e 
de
 ro
ul
is 
(°)
0 5 10
−800
−600
−400
−200
0
200
400
Temps (s)
Fo
rc
e 
la
té
ra
le
 a
va
nt
 (N
)
0 5 10
−800
−600
−400
−200
0
200
400
Temps (s)
Fo
rc
e 
la
té
ra
le
 a
rri
èr
e 
(N
)
Figure 5.5 – Scénario de changement de voie à 100km/h. En bleu : modèle multi-corps non-
linéaire avec la masse augmentée de 10% et l’angle de chasse réduit de 10%, et en rouge résultats
d’estimation
0 10 20 30 40 50 60 70
−40
−30
−20
−10
0
10
20
30
40
Temps (s)
An
gl
e 
de
 ro
ul
is 
(°)
Figure 5.6 – Un scénario de traﬁc routier de 3km. En bleu : angle de roulis du modèle multi-
corps non-linéaire, et en rouge les résultats d’estimation
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Figure 5.7 – Un scénario de traﬁc routier de 3km. En bleu : forces latérales du modèle multi-
corps non-linéaire, et en rouge les résultats d’estimation
Table 5.2 – Résultats RMSE pour l’estimation de l’angle de roulis
Méthode RMSE
Système de vision 2.24
IMU - Filtre de Kalman 2.01
Combinaison vision et IMU 1.20
Observateur proposé 1.28
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5.3 Observateur adaptatif à UI pour les systèmes TS
Dans cette section, le développement de l’observateur est basé sur la propriété ISpS. Un
observateur TS avec une loi adaptative sur l’estimation des entrées inconnues est proposé aﬁn
de reconstruire les états du système et les UI. Le concept de l’ISpS est utilisé pour prouver
que l’erreur d’estimation des états et des entrées inconnues est bornée. De plus, le résultat est
reformulé comme un problème d’optimisation sous des contraintes LMI aﬁn de minimiser l’erreur
d’estimation pour garantir la meilleure précision.
La contribution majeure de cet observateur, comparé au précédent, est l’estimation des
entrées inconnues tout en adaptant leurs estimées dans l’observateur.
Les lemmes suivants sont utilisés par la suite.
Lemme 2. Considérons deux matrices X et Y avec des dimensions appropriées. La propriété
suivante est valable pour toute matrice définie positive G > 0 :
XTY + Y TX ≤ XTGX + Y TG−1Y (5.51)
Lemme 3 (The Xie lemma). [Xie96] Etant donné des matrices X, Y , Z, et ∆ avec des dimen-
sions appropriées et Z = ZT , alors les inégalités suivantes sont équivalentes :
1.
Z +X∆Y + Y T∆TXT < 0 , ∀∆ avec ∆T∆ ≤ I (5.52)
2. Il existe un scalaire positif ǫ∆ telle que :
Z + ǫ∆XX
T +
1
ǫ∆
Y TY < 0 (5.53)
La preuve des lemmes 2 et 3 peut être obtenue en utilisant la S-procédure [BEFB94].
Lemme 4 (Complément de Schur). [BEFB94] Soient les matrices X, Y et Z avec des dimen-
sions appropriées et avec X = XT et Z = ZT , alors :[
X Y
Y T Z
]
< 0⇔
{
Z < 0
X − Y Z−1Y T < 0 (5.54)
L’objectif est de synthétiser un observateur à entrées inconnues aﬁn d’estimer le vecteur d’état
et reconstruire le vecteur des entrées inconnues. Tout comme pour l’observateur développé dans
la section 5.1, les variables de prémisses sont partiellement non-mesurables. Les hypothèses 1
sont considérées vériﬁées.
5.3.1 Synthèse de l’observateur
Considérons le système quasi-LPV (5.14) et l’observateur non-linéaire suivant :

˙ˆx(t) =
∑r
i=1 µi(ξˆ(t))(Aixˆ(t) + Liey(t)) +Buˆ(t)
˙ˆu(t) = ΓF (e˙y(t) + σey(t))
ey(t) = y(t)− Cxˆ(t)
(5.55)
avec r est le nombre des sous-modèles, ξˆ(t) est l’estimée du vecteur des variables de prémisses
et les matrices Li ∈ Rn×ny , F ∈ Rnu×ny , Γ ∈ Rnu×nu+ et le scalaire σ de l’observateur sont
déterminés d’une manière à avoir une erreur d’estimation minimale.
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La matrice F , dans la loi d’adaptation, est constante parce que la matrice des entrées incon-
nues B est constante. Autrement, une structure TS est considérée pour la loi d’adaptation avec
F (ξˆ(t)) =
∑r
i=1 µi(ξˆ(t))Fi.
Les fonctions de pondération µi(ξˆ(t)) doivent satisfaire la condition de convexité donnée par
(A.34).
Considérons l’erreur d’estimation e(t) = x(t) − xˆ(t) et l’erreur d’estimation des entrées
inconnues eu(t) = u(t)−uˆ(t). A partir des équations (5.14), (5.48) et (5.55), l’erreur d’estimation
des états et des UI obéit aux équations diﬀérentielles suivantes :{
e˙(t) =
∑r
i=1 µˆiΦie(t) +Beu(t) + ∆(t)
e˙u(t) = u˙(t)− ΓFC (∑ri=1 µˆiΦie(t) +Beu(t) + ∆(t) + σe(t)) (5.56)
avec Φi = Ai −LiC, ∆(t) =∑ri=1(µi − µˆi)Aix(t), et µi et µˆi sont les abréviations de µi(ξ(t)) et
µi(ξˆ(t)).
A partir des hypothèses 1 et le fait que les fonctions µi sont bornées, le terme ∆(t) est aussi
borné et sera vu comme une perturbation dont on cherche à minimiser l’impact.
On considère la fonction de Lyapunov suivante :
V (t) = eT (t)Pe(t) +
1
σ
eTu (t)Γ
−1eu(t) (5.57)
avec P ∈ Rn×n : P = P T > 0 et Γ ∈ Rnu×nu : Γ = ΓT > 0.
Selon le système d’équation (5.56), la dérivée de la fonction de Lyapunov par rapport au
temps est donnée par :
V˙ (t) =
r∑
i=1
µˆie
T (t)(PΦi +ΦTi P )e(t) + 2e
T (t)PBeu(t) + 2eT (t)P∆(t) +
2
σ
eTu (t)Γ
−1u˙(t)
− 2
σ
eTu (t)FC
(
r∑
i=1
µˆiΦie(t) +Beu(t) + ∆(t) + σe(t)
)
(5.58)
Cette dernière est équivalente à :
V˙ (t) =
r∑
i=1
µˆie
T (t)Ωie(t) + 2eT (t)PBeu(t) + 2eT (t)P∆(t) +
2
σ
eTu (t)Γ
−1u˙(t)
− 2
σ
r∑
i=1
µˆie
T
u (t)FCΦie(t)−
2
σ
eTu (t)FCBeu(t)−
2
σ
eTu (t)FC∆(t)− 2eTu (t)FCe(t)5.59)
avec : Ωi = PΦi +ΦTi P .
A partir des hypothèses 1 ; puisque rang (CB) = rang (B), il est possible de trouver une
matrice déﬁnie positive P et une matrice F telle que : BTP = FC. Par conséquent, l’équation
(5.59) est écrite comme suit :
V˙ (t) =
r∑
i=1
µˆi
(
eT (t)Ωie(t)− 2
σ
eTu (t)B
TPΦie(t)
)
+ 2eT (t)P∆(t) +
2
σ
eTu (t)Γ
−1u˙(t)
− 2
σ
eTu (t)B
TPBeu(t)− 2
σ
eTu (t)B
TP∆(t) (5.60)
Grâce au lemme 2, et le fait que la dérivée du couple de direction est bornée, l’inégalité
suivante est obtenue :
2
σ
eTu (t)Γ
−1u˙(t) ≤ 1
σ
eTu (t)Geu(t) +
1
σ
u˙T (t)Γ−1G−1Γ−1u˙(t)
≤ 1
σ
eTu (t)Geu(t) +
1
σ
u21maxλmax(Γ
−1G−1Γ−1) (5.61)
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avec : λmax(Γ−1G−1Γ−1) est la valeur propre maximale de la matrice Γ−1G−1Γ−1.
En additionnant et soustrayant
(
αeT (t)Pe(t) + ασ e
T
u (t)Γ
−1eu(t)− γ∆T (t)∆(t)
)
de la partie
droite de l’inégalité (5.60) avec γ > 0 et en tenant en compte l’inégalité (5.61), l’inégalité suivante
est obtenue :
V˙ (t) =
r∑
i=1
µˆi
(
eT (t) (Ωi + αP ) e(t)− 2
σ
eTu (t)B
TPΦie(t)
)
+ 2eT (t)P∆(t)
+
1
σ
eTu (t)
(
G− 2BTPB + αΓ−1
)
eu(t)− 2
σ
eTu (t)B
TP∆(t)− αeT (t)Pe(t)
−α
σ
eTu (t)Γ
−1eu(t) + γ∆T (t)∆(t) +
1
σ
u21maxλmax(Γ
−1G−1Γ−1) (5.62)
La dérivée de la fonction de Lyapunov est alors bornée comme suit :
V˙ (t) ≤
r∑
i=1
µˆix˜(t)Hix˜(t)− αeTa (t)Qea(t) + γ∆T (t)∆(t) + d (5.63)
avec
Hi =

 Ωi + αP −
1
σΦ
T
i PB P
− 1σBTPΦi Ψ+ ασS − 1σBTP
P − 1σPB −γI


x˜(t) = [eT (t) , eTu (t) , ∆
T (t)]T
ea(t) = [eT (t) , eTu (t)]
T
Ψ = − 2
σ
BTPB +
1
σ
G
S = Γ−1
Q = diag(P,
Γ−1
σ
)
d =
1
σ
u21maxλmax(Γ
−1G−1Γ−1)
Considérons le changement de variables Mi = PLi, la matrice Hi devient :
Hi =

 PAi +A
T
i P −MiC − CTMTi + αP − 1σATi PB + 1σCTMTi B P
− 1σBTPAi + 1σBTMiC − 2σBTPB + 1σG+ ασS − 1σBTP
P − 1σPB −γI

 (5.64)
Pour minimiser l’énergie entre la perturbation ∆(t) et la constante d vers le vecteur d’esti-
mation augmenté ea(t), le théorème suivant est proposé :
Théorème 1. [IDAM13] Sous l’hypothèse 1, soit des scalaires positifs σ et α et (a1, a2, a3) ∈ R3+,
s’il existe une matrice symétrique et définie positive P , des matrices de gains Mi et des scalaires
positifs G, γ et S comme solution au problème d’optimisation suivant pour i = 1, ..., r :
min
P,Mi,γ,G,S
a1γ + a2S − a3G (5.65)
sous les contraintes LMI et LME :
BTP = FC (5.66)
Hi < 0 (5.67)
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alors, l’erreur d’estimation des états et UI est bornée. Les gains de l’observateur sont calculés
depuis Li = P−1Mi, Γ = S−1 et F sont obtenus en résolvant le problème d’optimisation cité en
haut.
Le transfert entre les termes de perturbation et les termes constants vers les erreurs d’esti-
mation est minimisé grâce à la minimisation de la fonction coût donnée dans (5.65).
Démonstration. Considérons la fonction de Lyapunov donnée dans (5.57). Si l’inégalité (5.67)
donnée dans le théorème 1 est satisfaite pour tout i = 1, . . . r, alors :
r∑
i=1
µˆix˜(t)Hix˜(t) < 0 (5.68)
Par conséquent, à partir de l’équation (5.63), on obtient :
V˙ (t) < −αeTa (t)Qea(t) + γ∆T (t)∆(t) + d (5.69)
Notons que le terme eTa (t)Qea(t) n’est rien d’autre que la fonction de Lyapunov V (t). Alors :
V˙ (t) < −αV (t) + γ∆T (t)∆(t) + d (5.70)
A partir de l’inégalité ci-dessus et le résultat du lemme 9 (annexe A), l’observateur proposé
sous les contraintes LMI données dans le théorème 1 permet de garantir l’ISpS pour l’erreur
d’estimation des états et des UI. Notre objectif est de minimiser le transfert d’énergie entre
le vecteur des perturbations ∆(t) et de la constante d vers les erreurs d’estimation. Dans ce
contexte, γ, G−1 et (Γ−1 = S) doivent être minimisés. La minimisation du second terme est
obtenue en maximisantG. Finalement, par la minimisation de la fonction de coût (5.65), l’énergie
transférée des termes de perturbations vers les erreurs d’estimation est réduite.
Remarque 4. Dans le théorème précédent, la variable G est à déterminer dans le problème
d’optimisation. Cependant, si on choisit G = Γ−1 = S, l’équation (5.61) devient :
2
σ
eTu (t)Γ
−1u˙(t) ≤ 1
σ
eTu (t)Γ
−1eu(t) +
1
σ
u˙T (t)Γ−1u˙(t)
≤ 1
σ
eTu (t)Γ
−1eu(t) +
1
σ
u21maxΓ
−1 (5.71)
La dérivée de la fonction de Lyapunov est alors bornée comme suit :
V˙ (t) ≤
r∑
i=1
µˆix˜(t)Hix˜(t)− αeTa (t)Qea(t) + γ∆T (t)∆(t) + d (5.72)
avec
Hi =

 Ωi + αP −
1
σΦ
T
i PB P
− 1σBTPΦi Ψ+ ασG − 1σBTP
P − 1σPB −γI


Ψ = − 2
σ
BTPB +
1
σ
G
G = Γ−1
d =
1
σ
u21maxΓ
−1
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Avec le même changement de variables que précédemment, Hi devient :
Hi =

 PAi +A
T
i P −MiC − CTMTi + αP − 1σATi PB + 1σCTMTi B P
− 1σBTPAi + 1σBTMiC − 2σBTPB + α+1σ G − 1σBTP
P − 1σPB −γI

 (5.73)
Le problème d’optimisation précédent donné dans le théorème 1 devient : Etant des scalaires
positifs σ, α et a ∈ [0, 1], s’il existe une matrice symétrique et définie positive P , des matrices
Mi et des scalaires positifs G et γ comme solution au problème d’optimisation suivant, i = 1, ..., r
min
P,Mi,γ,G
aγ + (1− a)G (5.74)
sous les contraintes LMI :
BTP = FC (5.75)
Hi < 0 (5.76)
alors, l’erreur d’estimation des états et des UI est bornée. Les gains de l’observateur sont calculés
depuis Li = P−1Mi, Γ = G−1 et F en résolvant le problème d’optimisation sous contraintes LMI.
5.4 Application à l’estimation de la dynamique latérale
Cette fois, on s’intéresse à l’estimation de la dynamique latérale et l’estimation du couple
de direction. Dans ce contexte, l’observateur développé dans la section 5.3 est sollicité. Cet
observateur polytopique contient une loi adaptative sur l’estimation des entrées inconnues et
permet de reconstruire la dynamique latérale ainsi que le couple de direction pour de larges
variations de la vitesse longitudinale. Le concept de l’ISpS a été utilisé pour prouver que l’erreur
d’estimation des états et entrées inconnues est bornée.
Les gains de l’observateur à entrées inconnues sont calculés en utilisant le théorème 1 appliqué
au modèle TS présenté dans la section 5.2. Les valeurs numériques des matrices E, A and B sont
données dans l’annexe B. Dans le problème d’optimisation, la vitesse longitudinale est considérée
variable entre vmin = 36km/h et vmax = 108km/h et l’angle de roulis maximal est φmax = 45◦.
Les paramètres utilisés dans le problème d’optimisation sont comme suit : σ = 10, α = 0.1
et a1 = a2 = a3 = 1.
5.4.1 Résultats de simulation
Les simulations sont réalisées sur le simulateur de conduite des V2RM BikeSim. Les résultats
de simulation sont donnés pour un scénario de changement de voie et pour trois proﬁls de
vitesses longitudinales. Premièrement, pour une vitesse longitudinale constante de 100km/h, les
résultats sont donnés dans la ﬁgure 5.8. Notons que l’angle du roulis, les forces latérales, l’angle
de direction et le couple de direction sont bien estimés. En eﬀet, il y a quelques erreurs sur
l’estimation de la force latérale arrière. Celles-ci sont dues aux erreurs de modélisation du fait
de la linéarisation. Cependant, l’erreur la plus remarquable est celle de la vitesse latérale. Cette
diﬀérence est expliquée par le fait que la vitesse latérale est exprimée dans des repères diﬀérents
sur le modèle de Sharp et le simulateur BikeSim.
Pour un changement de voie à 50km/h, les résultats de simulation sont illustrés sur la ﬁgure
5.9. Les mêmes remarques que pour le scénario précédent peuvent être formulées dans ce cas.
Pour un scénario d’accélération où la vitesse longitudinale varie comme indiquée sur la ﬁgure
5.10, les résultats de simulation sont aﬃchés sur la ﬁgure 5.11. Même en accélération, où le
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Figure 5.8 – Changement de voie à 100km/h. En rouge, données BikeSim et en bleu, les
résultats d’estimation
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Figure 5.9 – Changement de voie à 50km/h. En rouge, données BikeSim et en bleu, les résultats
d’estimation
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modèle utilisé pour l’observateur n’est pas valide (parce qu’il s’agit d’un modèle latéral pur), les
résultats restent acceptables.
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Figure 5.10 – Le proﬁl de la vitesse longitudinale pour le troisième scénario
Dans tous les scénarios, l’estimation de la dynamique latérale et la dynamique de direction
sont acceptables. La seule diﬀérence est notée sur la vitesse latérale. Notons que la vitesse
latérale est relativement faible (et impacte moins la dynamique latérale) comparée aux autres
variables de la dynamique latérale. Elle est souvent négligée dans les aspects de contrôle des
motos [YSLJ06] ou les aspects d’estimation [GBF+04]. Dans la ﬁgure 5.12, la trajectoire d’une
moto et la trajectoire reconstruite à partir des données estimées sont comparées. Le modèle
utilisé pour la reconstruction de la trajectoire à partir des données estimées est donné par le
système des équations suivant : {
x˙ = vx cos r − vy sinψ
y˙ = vx sin r + vy cosψ
(5.77)
De la ﬁgure 5.12, on remarque que dans tous les scénarios, la diﬀérence entre la trajectoire
réelle de la moto et la trajectoire reconstruite à partir des données estimées n’est pas très per-
ceptible et la diﬀérence entre les deux ﬁgures provient principalement des erreurs d’intégration.
Alors, on conﬁrme que la vitesse latérale n’a pas un grand impact dans la reconstruction de la
trajectoire des V2RM.
Passons maintenant au test de la robustesse de l’observateur vis-à-vis des erreurs de mesure
de la vitesse longitudinale. L’observateur est excité avec une vitesse diﬀérente de celle du véhicule.
Ce dernier a une vitesse longitudinale variant entre 46km/h et 56km/h alors que l’observateur
est excité avec une vitesse constante de 50km/h. Les résultats de simulation sont donnés dans la
ﬁgure 5.13. Même en présence des incertitudes sur la vitesse longitudinale, une bonne estimation
de la dynamique latérale et la dynamique de direction est obtenue.
5.5 Conclusion
Ce chapitre a été consacré à l’estimation de la dynamique latérale pour les V2RM en utilisant
les approches polytopiques. Deux structures d’observateurs ont été présentées et utilisées pour
l’estimation.
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Figure 5.11 – Changement de voie pour une accélération entre 50km/h et 100km/h. En rouge,
données BikeSim et en bleu, les résultats d’estimation
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Figure 5.12 – La trajectoire de la moto en bleu et sa reconstruction avec les données estimées
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Figure 5.13 – Changement de voie avec des erreurs sur la mesure de la vitesse longitudinale.
En rouge, données BikeSim et en bleu, les résultats d’estimation
La modèle de Sharp dans sa forme non-linéaire a été utilisée pour la synthèse de l’observateur.
Après quelques manipulations mathématiques sur ce modèle, nous avons déduit un modèle TS
avec quatre sous-modèles. Le modèle polytopique obtenu présente deux diﬃcultés majeures :
le couple de direction qui est vu comme une entrée du modèle n’est pas mesurable et n’est
pas constant non plus. La deuxième diﬃculté est la présence de l’angle de roulis, qui n’est
pas mesuré, dans les variables de prémisse. Dans ce contexte, les deux observateurs présentés
dans ce chapitre ont été utilisés pour l’estimation de la dynamique latérale des V2RM. Le
premier observateur à structure TS a permis de découpler le couple de direction, alors que
dans le deuxième observateur TS, une loi adaptative proportionnelle-dérivée est utilisée pour
l’estimation du couple de direction.
Dans les deux cas, les observateurs proposés nous ont permis l’estimation de la dynamique
latérale pour diﬀérentes vitesses longitudinales. De plus, l’estimation est garantie sans la mesure
du couple de direction. Enﬁn, les résultats de simulation sont donnés pour diﬀérents scénarios
sur BikeSim et ont conﬁrmé l’eﬃcacité des deux observateurs.
Par ailleurs, la principale critique que l’on peut faire aux observateurs présentés dans ce
chapitre est la simplicité du modèle utilisé et la non prise en compte de certaines dynamiques
associées aux mouvements longitudinaux et aux fortes perturbations latérales autour de l’équi-
libre. Par conséquent, les deux observateurs manquent parfois de précision en cas d’accélération
ou de freinage ou en cas de grands mouvements de roulis. Cette problématique sera partielle-
ment résolue dans le prochain chapitre où les forces latérales seront considérées à paramètres
inconnus. Ainsi, on tiendra compte de l’inﬂuence des mouvements longitudinaux et du caractère
non-linéaire des forces latérales dans la synthèse de l’observateur algébrique qui sera présenté
par la suite.
96
Chapitre 6
Observateur algébrique pour
l’estimation de la dynamique latérale
Sommaire
6.1 Introduction à l’observation algébrique . . . . . . . . . . . . . . . 98
6.2 Différentiateurs robustes pour l’estimation des dérivées . . . . . 99
6.2.1 Diﬀérentiateurs par mode glissant pour l’estimation des dérivées . . 99
6.3 Positionnement du problème . . . . . . . . . . . . . . . . . . . . . 100
6.4 Système de vision . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4.1 Observabilité du modèle cinématique de vision . . . . . . . . . . . . 102
6.5 Synthèse de l’observateur basé système de vision . . . . . . . . . 103
6.5.1 Reconstruction de la cinématique . . . . . . . . . . . . . . . . . . . 103
6.5.2 Estimation de la dynamique latérale . . . . . . . . . . . . . . . . . 104
6.6 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . 105
6.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
Dans la littérature récente, les travaux de recherche se sont focalisés essentiellement sur
l’estimation des mouvement de roulis en délaissant le mécanisme de direction. Par ailleurs,
d’autres travaux, peu nombreux, ont abordé l’estimation des forces latérales et le couple de
direction. Malheureusement, ces derniers travaux souﬀrent de robustesse vis-à-vis des variations
de la vitesse longitudinale [NIA+13]. De plus, les observateurs TS proposés, dans le chapitre
précédent, ont été synthétisés en supposant que les forces latérales ont une expression analytique
linéaire avec des paramètres pneumatiques connus.
A notre connaissance, l’estimation de la dynamique du roulis, la dynamique de direction et
les forces latérales ayant une forme non-linéaire, sans la connaissance préalable des paramètres
pneumatiques et pour un large domaine de variation de la vitesse longitudinale, n’a jamais été
traitée pour les motos. Ainsi, ce chapitre est consacré à l’estimation de la dynamique latérale des
V2RM sans requérir au préalable un modèle pour les forces latérales à reconstruire. Cependant,
avec cette dernière supposition, le système associé à la dynamique latérale perd son observabilité
forte si on suppose les mêmes mesures que celles considérées dans le chapitre précédent. Pour
remédier à cette contrainte, on suppose que le véhicule est équipé d’un système de vision qui
permet de mesurer le déplacement latéral et le déplacement angulaire du véhicule par rapport
au centre de la route. Avec cette conﬁguration, le système retrouve son observabilité forte et
permet de reconstruire les forces latérales.
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Le chapitre est organisé comme suit. Tout d’abord, une première section est consacrée à
quelques rappels théoriques et prérequis nécessaires à la synthèse d’un observateur algébrique.
Ensuite, l’observateur est synthétisé en deux étapes, un premier observateur pour l’estimation
de la vitesse latérale à partir du système de vision et ensuite un second pour l’estimation de la
dynamique latérale du V2RM. Enﬁn, le chapitre est achevé par des résultats desimulation aﬁn
de prouver les perfromances de l’observateur.
6.1 Introduction à l’observation algébrique
L’observation algébrique est une technique d’estimation récente qui suscite de plus en plus
l’intérêt des chercheurs grâce aux nouveaux travaux sur les diﬀérentiateurs robustes [Lev98,
Ibr03, FJSR08].
La condition d’observabilité algébrique est équivalente à la possibilité d’exprimer les états
d’un système en fonction des sorties, des entrées et de leurs dérivées successives à un ordre ﬁni.
Cette condition est résumée dans la déﬁnition suivante :
Définition 1. [Ibr03] On considère le système non-linéaire suivant :{
x˙(t) = f(x(t), u(t), t)
y(t) = h(x(t), u(t), t)
(6.1)
avec x(t) ∈ Rn, u(t) ∈ Rnu et y(t) ∈ Rny sont respectivement les états, les entrées et les sorties.
Les champs de vecteur f , g et h sont supposés lisses. On suppose aussi que y(t) et u(t) sont
continûment différentiable pour tout t ≥ 0. Le système (6.1) est dit algébriquement observable
s’il existe une fonction F et des entiers positifs ki, i = 1, . . . ny et li, i = 1, . . . nu tels que :
x(t) = F(y1(t), . . . , y(k1)1 (t), . . . , yny(t), . . . , y
(kny )
ny (t), u1(t), . . . , u
(l1)
1 (t), . . . , unu(t), . . . , u
(lnu)
nu (t))
(6.2)
L’observabilité forte a été discutée dans la section A.2.2 pour les systèmes linéaires et non-
linéaires. L’observabilité forte est équivalente à l’observabilité forte algébrique donnée par la
déﬁnition suivante :
Définition 2. Le système (6.1) est dit algébriquement fortement observable par rapport à l’entrée
u(t), s’il existe une fonction F et des entiers positifs ki, i = 1, . . . ny tels que :
x(t) = F(y1(t), . . . , y(k1)1 (t), . . . , yny(t), . . . , y
(kny )
ny (t)) (6.3)
On voit qu’à la diﬀérence de l’observabilité algébrique, la forte observabilité algébrique est
équivalente à la possibilité d’exprimer tous les états du système uniquement à partir des sorties
et de leurs dérivées successives.
Cette déﬁnition concerne l’observabilité forte algébrique des états. Dans le cas où on cherche
à estimer également les entrées inconnues, la déﬁnition suivante est utilisée.
Définition 3. Le système (6.1) est dit à état et entrées inconnues algébriquement fortement
observable s’il existe une fonction F et des entiers positifs ki, i = 1, . . . ny tels que :[
x(t)
u(t)
]
= F(y1(t), . . . , y(k1)1 (t), . . . , yny(t), . . . , y
(kny )
ny (t)) (6.4)
Une fois la fonction permettant d’exprimer l’état et/ou les entrées inconnues en fonction des
sorties et leurs dérivées est obtenue, le problème d’estimation des états et/ou entrées inconnues
se réduit à l’estimation des dérivées successives des sorties.
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6.2 Différentiateurs robustes pour l’estimation des dérivées
L’estimation des dérivées successives des sorties peut s’avérer diﬃcile dans le cas où les
mesures sont très bruitées où les bruits risquent d’ampliﬁer l’erreur d’estimation des dérivées
successives des sorties. Ce problème a attiré récemment l’attention des chercheurs et plusieurs
diﬀérentiateurs robustes ont vu le jour.
Lorsqu’on ne dispose d’aucune information sur la nature du bruit de mesure et sur la dy-
namique du signal à diﬀérentier et sous la seule hypothèse que le signal est continûment diﬀé-
rentiable, plusieurs algorithmes ont été proposés aﬁn d’estimer ses dérivées successives. A titre
d’exemple, on cite l’algorithme super-twisting [Lev98], les dérivateurs Linéaires à Temps Variant
[Ibr03], la technique de dérivation numérique proposée par M. Fliess [FJSR08] et le dérivateur
à grand gain [KLHŻ10].
6.2.1 Différentiateurs par mode glissant pour l’estimation des dérivées
Dans nos travaux, on s’est intéressé aux diﬀérentiateurs par mode glissant pour leur facilité
de synthèse et d’implémentation. Basé sur l’algorithme de super-twisting [Lev93], des diﬀéren-
tiateurs par mode glissant ont montré leur eﬃcacité aﬁn d’estimer les dérivées dans le temps des
signaux en temps ﬁni [Lev98].
Dans ce contexte, on cite quelques théorèmes proposés par Levant aﬁn de synthétiser les
diﬀérentiateurs robustes. Les preuves sont omises et les lecteurs peuvent se référer à [Lev93,
Lev98, Lev03].
Théorème 2. [Lev03] Soit le signal f(t), dont on cherche à estimer ses dérivées, défini dans
t ∈ [0,∞[. Le signal f(t) est composé d’un bruit borné inconnu à énergie finie et du signal de
base f0(t) dont la kème dérivée a une constante de Lipschitz connue L. Le problème d’estimation
robuste en temps-réel de f
(i)
0 (t), i = 0, . . . k a été résolu avec le différentiateur suivant :

z˙0(t) = v0(t)
v0(t) = −λk |z0(t)− f(t)|
k
k+1 sign(z0(t)− f(t)) + z1(t)
z˙1(t) = v1(t)
v1(t) = −λk−1 |z1(t)− v0(t)|
k−1
k sign(z1(t)− v0(t)) + z2(t)
...
z˙k−1(t) = vk−1(t)
vk−1(t) = −λ1 |zk−1(t)− vk−2(t)|
1
2 sign(zk−1(t)− vk−2(t)) + zk(t)
z˙k(t) = −λ0sign(zk(t)− vk−1(t))
(6.5)
avec sign est la fonction signe et est définie comme suit :
sign (x) =


1 si x > 0
−1 si x < 0
0 si x = 0
(6.6)
Théorème 3. Avec le différentiateur (6.5) et avec un choix adéquat des paramètres de l’obser-
vateur λi, i = 1, . . . , k, les égalités suivantes sont vérifiées en l’absence des bruits de mesure
après un temps fini de transition :
z0 = f0(t), zi = vi−1 = f
(i)
0 (t), i = 1, . . . , k (6.7)
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Supposons que le bruit de mesure satisfait l’inégalité |f(t)− f0(t)| ≤ ǫ ; alors, les inégalités
suivantes sont établies en temps fini pour des constantes positives µi et νi dépendantes exclusi-
vement des paramètres du différentiateur [Olo51] :
∣∣∣zi − f (i)0 (t)∣∣∣ ≤ µiǫ(n−i+1)/(n+1), i = 1, . . . , k∣∣∣vi − f (i+1)0 (t)∣∣∣ ≤ νiǫ(n−i)/(n+1), i = 1, . . . , k − 1 (6.8)
Remarque 5. Le choix des paramètres λi, i = 1, . . . , k du différentiateur devient très compliqué
au-delà de k > 2. Pour k = 2, le théorème 3 est équivalent à l’algorithme de super-twisting et
le choix des paramètres a été discuté dans [Lev98]. Pour k ≤ 5, des séquences de paramètres
particulières ont été proposées dans [Lev03] ; mais à notre connaissance, aucune méthode de
synthèse n’a été proposée pour le calcul des paramètres pour tout entier k > 5.
Pour k ≤ 5, le choix de la séquence {λi}5i=0 = {1.1L, 1.5L1/2, 2L1/3, 3L1/4, 5L1/5, 8L1/6}
permet d’obtenir les résultats présentés dans le théorème 3.
6.3 Positionnement du problème
Les principaux outils nécessaires à la synthèse des observateurs algébriques ont été présentés
dans la section précédente. Dans cette section, on discutera l’observabilité du système lié à la
dynamique latérale des V2RM et on motivera les raisons du rajout d’un système de vision.
Il est bien connu dans la littérature des V2RM que la pneumatique est l’une des composantes
les plus importantes [Cos06]. Outre le confort de conduite qu’elle procure, elle permet de générer
les forces longitudinales nécessaires à l’accélération et au freinage et les forces latérales nécessaires
aux mouvements latéraux.
Dans ce contexte, il parait nécessaire d’estimer soit l’adhérence du contact pneu-sol ou les
forces pneumatique. Dans notre cas, on se focalise sur les situations en virage et on essaiera d’es-
timer les forces latérales dans leur forme non-linéaire même quand les paramètres pneumatiques
sont inconnus ou changent avec le temps. Ainsi, dans ce chapitre, on utilise les observateurs
algébriques pour l’estimation de l’état et la reconstruction des entrées inconnues. Dans la suite,
on considère les forces latérales comme des entrées inconnues pour s’aﬀranchir de la nécessité de
connaissance d’un modèle analytique des forces et des caractéristiques de la chaussée.
Pour la modélisation de la dynamique latérale, on utilise le modèle de Sharp [Sha71] pour
la conception de l’observateur. Au lieu d’inclure les forces pneumatiques dans le vecteur d’état
comme mentionné dans [Sha71], on les considère comme des entrées inconnues, idem pour le
couple conducteur.
Sous ces hypothèses, on obtient un modèle à 6 états (φ, δ, vy, ψ˙, φ˙, δ˙) et 3 entrées inconnues
(Fyf , Fyr, τ). Les mesures sont la vitesse du roulis φ˙, la vitesse du lacet ψ˙ et l’angle de direction
δ.
Toutefois, il est bien connu dans la littérature de la moto et des vélos que leur dynamique
latérale est un système à phase non-minimale quand la dynamique de direction est prise en
compte (du fait du phénomène de contre-braquage). Avec la représentation d’état proposée dans
[Sha71] et avec l’ensemble des états et entrées inconnues que l’on a considéré, on obtient un
système avec des zéros dynamiques instables. Par conséquent, le système considéré n’est ni
fortement observable ni fortement détectable (voir la proposition 1).
Cette contrainte a été résolue dans [NIA+13], pour la synthèse d’un observateur par mode
glissant d’ordre supérieur avec des UI, en considérant l’angle de roulis comme une UI. Ainsi, on
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obtient la représentation d’état suivante avec le vecteur des UI augmenté :

0 Mfe M Mfk d1
0 a1 Mfk a3 a2
0 b1 d1 a2 b2
0 c1 Mfe a1 b1

 x˙2(t) =


0 0 0 −Mvx 0
0 d2vx 0 −Mfkvx a4vx
−b3 d3vx 0 b5vx 0
−c2 −K 0 −c3vx d1vx

x2(t) +


1 1 0 0
l −b 0 0
0 0 0 b4
−η 0 1 −b3

 d2(t)
⇔M2x˙2(t) = A2x2(t) + D2d2(t) (6.9)
avec : xT2 (t) = [δ(t), δ˙(t), vy(t), ψ˙(t), φ˙(t)] et d
T
2 (t) = [Fyf (t), Fyr(t), τ(t), φ(t)].
La dimension du vecteur des entrées inconnues est 4. Alors, on doit avoir au moins 4 mesures
pour pouvoir reconstruire tout le vecteur des entrées inconnues. Pour remédier à ce problème,
il faut trouver une mesure supplémentaire aﬁn de rendre le système fortement observable.
Dans ce travail, nous avons proposé d’ajouter un système de vision. L’intérêt du système de
vision est d’estimer la vitesse latérale. Il nous donne un dégré de liberté additionnel lors de la
reconstruction des forces latérales.
En considérant la vitesse latérale vy(t) comme une 4ème mesure supplémentaire, le vecteur
des mesures devient :
y2(t) =


1 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

x2(t)
= C2x2(t) (6.10)
En considérant le modèle (6.9) et pour une vitesse longitudinale vx(t) = v∗x (constante par
morceaux), la matrice de Roosenbrock déﬁnie dans la déﬁnition 21 devient :
R2(s) =
[
sI4 −M−1A∗2 M−1D2
C2 0
]
(6.11)
La matrice R2(s) est plein rang si et seulement si R´2(s) donnée par (6.12) est plein rang.
R´2(s) =
[
sM −A∗2 D2
C2 0
]
(6.12)
Après calcul, on obtient : det(R´2(s)) = b4(l + b). Sachant que l et b sont des paramètres
géométriques et positifs, de plus b4 = (Mf j +Mrh)g 6= 0. Alors R´2(s) est toujours plein rang
indépendamment de la vitesse longitudinale et le système (6.9) est, par conséquent, fortement
observable.
6.4 Système de vision
Les systèmes de vision ont été largement exploités dans les applications automobiles. Ils ont
été aussi utilisés dans les systèmes d’aide à la conduite et la gestion du traﬁc routier [CBMM98]
que pour l’estimation des dynamiques non mesurables [DCRH10].
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On considère que l’on dispose d’un système de vision permettant le calcul du déplacement
latéral et du déplacement angulaire du véhicule depuis le milieu de la route à une distance
à l’avant du véhicule (voir ﬁgure 6.1). Ces mesures sont extraites depuis des images avec des
caméras appropriées.
rayon de courbure = 1ρ
β ys
ls
ψl
Figure 6.1 – Système de vision
Les équations décrivant l’évolution de ces mesures sont données par [DCRH10, Cos06] :{
y˙s(t) = vx(t)(αs(t) + ψl(t)) + ls(ψ˙(t)− vx(t)ρ(t))
ψ˙l(t) = ψ˙(t)− vx(t)ρ(t) (6.13)
où ys(t) est le déplacement latéral depuis le milieu de la route à une distance de visée ls à l’avant
du véhicule, ψl(t) est le déplacement angulaire, ρ est la courbure de la trajectoire et αs et le
glissmeent latéral du véhicule déﬁni par : αs = tan−1
(
vy(t)−bψ˙(t)
vx(t)
)
.
Le système (6.13) peut être réécrit sous la forme :
x˙1(t) =
[
0 vx(t)
0 0
]
x1(t) +
[
vx(t) −lsvx(t)
0 −vx(t)
]
d1(t) +
[
ls
1
]
ψ˙(t)
= A1x1(t) +D1d1(t) + E1y1(t)
y1(t) = C1x1(t) (6.14)
avec xT1 (t) = [ys(t), ψl(t)], d
T
1 (t) = [αs(t), ρ(t)] et C1 =
[
1 0
0 1
]
.
Remarque 6. Il est à noter que le modèle (6.13) utilisé pour modéliser le système de vision
n’est valable que pour de faibles valeurs de l’angle de roulis. En effet, pour des angles de roulis
importants, le modèle de vision va être couplé avec la dynamique du roulis du véhicule et un
autre modèle tenant compte de la dynamique du roulis doit être développé.
6.4.1 Observabilité du modèle cinématique de vision
On cherche à étudier la forte observabilité du système (6.14) pour vx(t) = v∗x avec x1(t) le
vecteur d’état, y1(t) le vecteur des mesures et d1(t) le vecteur des UI. La matrice de Roosenbrock
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associée à ce système est donnée par :
R1(s) =


s −v∗x v∗x −lsv∗x
0 s 0 −v∗x
1 0 0 0
0 1 0 0

 (6.15)
Si v∗x 6= 0, la matrice de Roosenbrock est toujours plein rang. Alors, le système (6.13) est
toujours fortement observable quel que soit v∗x 6= 0.
6.5 Synthèse de l’observateur basé système de vision
Maintenant que les modèles dynamiques ont été présentés et que l’observabilité vis-à-vis des
états et entrées inconnues a été vériﬁée, nous passons à la synthèse de l’observateur. La synthèse
se fait en deux étapes ; d’abord un observateur pour la partie associée au système de vision est
présenté, et ensuite un deuxième observateur basé sur les résultats du premier observateur est
proposé pour l’estimation de la dynamique latérale. Le diagramme de l’observation est donné
dans la ﬁgure 6.2 [DIA+14].
Trajectoire
ρ
Système de vision 1er observateur
ψl
ys
ρˆ
vˆy
V2RM
vy
τ
Fx
vx , ψ˙
φ˙
δ
2ème observateur
Fˆyf
Fˆyr
τˆ
φˆ
Mesures Estimées
Figure 6.2 – Schéma global d’observation : système de vision et dynamique latérale
6.5.1 Reconstruction de la cinématique
Le premier observateur permet l’estimation de la courbure et la vitesse latérale à partir du
système de vision et il est conçu à base du modèle (6.13). Le vecteur d’état x1(t) est considéré
mesurable et peut s’obtenir grâce à un traitement d’image [DCRH10]. Ainsi, le vecteur des dégrés
relatifs est : (r1, r2) = (1, 1). Aussi, il a été vériﬁé précédemment que le système est fortement
observable.
On note que le système est déjà écrit sous la forme triangulaire par rapport à chaque sortie
de mesure. De plus, tous les états sont mesurables. Alors, on n’a pas besoin de la transformation
suggérée dans [FDL11] pour reconstruire les entrées inconnues.
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Puisque les deux mesures ys(t) et ψl(t) et leurs premières dérivées sont bornées, on utilise le
diﬀérentiateur par mode glissant de second ordre pour estimer les dérivées des mesures.


v˙11(t) = v12(t)− λ11|v11(t)− ys(t)| 12 sign(v11(t)− ys(t))
v˙12(t) = −λ12sign(v12(t)− v˙11(t))
v˙21(t) = v22(t)− λ21|v21(t)− ψl(t)| 12 sign(v21(t)− ψl(t))
v˙22(t) = −λ22sign(v22(t)− v˙21(t))
(6.16)
λij sont des scalaires positifs et sont choisis selon les bornes des dérivées de ys(t) et ψl(t)
comme suit :
λ12 = 1.1Lys
λ11 = 1.5Lys
λ22 = 1.1Lψl
λ21 = 1.1Lψl
avec Lys et Lψl sont les bornes des dérivées de ys et ψl.
Soient xˆ1(t) et ˙ˆx1(t) les estimées de x1(t) et sa dérivée x˙1(t). On a : xˆT1 (t) = (v11(t), v21(t))
et ˙ˆxT1 (t) = (v12(t), v22(t)).
A partir de (6.13) et des expressions des estimées et grâce au fait que la matrice D est plein
rang, l’estimée du vecteur des entrées inconnues est donnée par inversion de modèle comme suit :
dˆ1(t) = D
−1
1 [
˙ˆx1(t)−A1xˆ1(t)− E1y1] (6.17)
avec dˆT1 (t) = [αˆs(t), ρˆ(t)].
Remarque 7. La seule condition pour l’existence de l’observateur est que la vitesse longitudinale
n’est pas nulle (i.e. le véhicule ne doit pas être à l’arrêt) pour garantir que la matrice D soit de
plein rang.
Ainsi, à partir de l’expression du glissement latéral : αˆs(t) = tan−1
(
vˆy(t)−bψ˙(t)
vx(t)
)
, on obtient :
vˆy(t) = vx(t) tan αˆs(t) + bψ˙(t) (6.18)
Cette expression algébrique nous permet d’estimer la vitesse latérale nécessaire pour exciter
le deuxième observateur.
6.5.2 Estimation de la dynamique latérale
Pour le deuxième observateur, on considère la vitesse latérale comme une mesure supplé-
mentaire pour ramener le nombre des mesures égal au nombre des entrées inconnues. Cette
hypothèse est garantie grâce à la convergence en temps ﬁni du premier observateur.
Dans ce cas, on voit le vecteur des dégrés relatifs des mesures par rapport aux entrées incon-
nues est (2, 1, 1, 1) indépendamment de la vitesse longitudinale. Ainsi, le système est fortement
observable et les entrées inconnues peuvent être reconstruites en temps ﬁni.
Comme pour le premier observateur, le diﬀérentiateur par mode glissant d’ordre supérieur
est utilisé pour estimer δ˙(t), δ¨(t), v˙y(t), φ¨(t) et ψ¨(t).
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Ainsi, on propose le diﬀérentiateur suivant :

v˙31(t) = v32(t)− λ31|v31(t)− δ| 23 sign(v31(t)− δ(t))
v˙32(t) = v33(t)− λ32|v32(t)− v˙31(t)| 12 sign(v32(t)− v˙31(t))
v˙33(t) = −λ33sign(v33(t)− v˙32(t))
v˙41(t) = v42(t)− λ41|v41(t)− vˆy(t)| 12 sign(v41(t)− vˆy(t))
v˙42(t) = −λ42sign(v42(t)− v˙41(t))
v˙51(t) = v52(t)− λ51|v51(t)− ψ˙(t)| 12 sign(v51(t)− ψ˙(t))
v˙52(t) = −λ52sign(v52(t)− v˙51(t))
v˙61(t) = v62(t)− λ61|v61(t)− φ˙(t)| 12 sign(v61(t)− φ˙(t))
v˙62(t) = −λ62sign(v62(t)− v˙61(t))
Les scalaires λij sont réels et positifs et ils sont choisis selon les bornes de la seconde dérivée
de δ(t) et les premières dérivées de vy(t), φ˙(t) et ψ˙(t).
Rappelons que xT2 (t) = [δ(t), δ˙(t), vy(t), ψ˙(t), φ˙(t)] et d
T
2 (t) = [Fyf (t), Fyr(t), τ(t), φ(t)]. Par
conséquent, les estimées de x2(t) et x˙2(t) sont données par :{
xˆT2 (t) = (v31(t), v32(t), v41(t), v51(t), v61(t))
˙ˆxT2 (t) = (v32(t), v33(t), v42(t), v52(t), v62(t))
(6.19)
Et enﬁn, l’estimée de d2(t) est obtenue en combinant (6.19) avec (6.9).
dˆ2(t) = D
−1
2 [M2
˙ˆx2(t)−A2xˆ2(t)] (6.20)
Ainsi, nous avons estimé les forces latérales, le couple de direction et l’angle de roulis.
Remarque 8. La condition de l’existence d’un tel observateur est que la matrice D2 est plein
rang : b4 6= 0 et p 6= 0.
6.6 Résultats de simulation
L’observateur a été testé en simulation sur un modèle non-linéaire incluant la dynamique
longitudinale et latérale. Les forces pneumatiques sont modélisées avec la formule magique de
Pacejka. Les simulations sont eﬀectuées pour un scénario de changement de voie avec le proﬁl
de la vitesse longitudinale représenté par la ﬁgure 6.3.
Les résultats de simulation sans bruit de mesure sont donnés dans la ﬁgure 6.4 pour le
premier observateur et dans la ﬁgure 6.5 pour le second observateur.
Sans bruit de mesure, on constate que toutes les données inconnues sont bien estimées.
L’avantage de cet observateur est qu’il ne nécessite aucune information sur les forces pneuma-
tiques. Seuls les paramètres géométriques et la masse du véhicule sont nécessaires.
Un autre avantage de cet observateur est son insensibilité vis-à-vis des variations de la vitesse
longitudinale car cette dernière est prise en compte dans la synthèse de l’observateur.
Dans un second temps, on considère que les mesures sont aﬀectées par un bruit aléatoire et
centré pour tester l’observateur en présence des bruits de mesures. Les résultats de simulation
sont représentés dans les ﬁgures 6.6 et 6.7. L’eﬀet du bruit est visible mais l’estimation de toutes
les variables reste acceptable.
Bien entendu, un compromis dans le choix des gains des diﬀérentiateurs est nécessaire. S’ils
sont choisis suﬃsamment grands, on obtiendra une meilleure estimation avec une plus rapidité
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Figure 6.3 – Proﬁl de la vitesse longitudinale
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Figure 6.4 – (En haut) Courbure de la route (en bleu) et son estimée (en rouge), (en bas) la
vitesse latérale (en bleu) et son estimée (en rouge)
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Figure 6.5 – Les entrées inconnues (en bleu) et leurs estimées (en rouge)
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Figure 6.6 – (En haut) Courbure de la route (en bleu) et son estimée (en rouge), (en bas) la
vitesse latérale (en bleu) et son estimée (en rouge) : présence de bruit
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Figure 6.7 – Les entrées inconnues (en bleu) et leurs estimées (en rouge) : présence de bruit
de réponse mais l’observateur devient plus sensible aux bruits de mesure. Par ailleurs, dans le
cas contraire, l’observateur sera moins sensible aux bruits de mesure mais l’estimation ne sera
pas assez bonne et le temps de réponse sera plus important. Une autre alternative pour atténuer
l’eﬀet des bruits de mesure sur la diﬀérentiation est d’utiliser le diﬀérentiateur proposé par M.
Fliess [FJSR08].
Il convient de noter aussi qu’avec ce type de diﬀérentiateur, l’estimation obtenue est sensible
au pas d’échantillonnage. Dans ce contexte, le diﬀérentiateur proposé dans [Ibr03] s’avère être
une bonne solution pour régler ce problème d’échantillonnage.
6.7 Conclusion
Dans le chapitre 5, deux observateurs polytopiques pour l’estimation de la dynamique latérale
pour les V2RM ont été proposés. Les résultats de simulations sont concordants satisfaisants.
Néanmoins, les observateurs proposés manquent de précision vis-à-vis de l’estimation des forces
latérales surtout en accélération, en freinage ou sous de grands angles de roulis. Cet eﬀet a été
justiﬁée par les modèles utilisés pour la représentation des forces latérales. En eﬀet, nous avons
utilisé des modèles linéaires sans tenir compte du couplage avec la dynamique longitudinale
et du caractère non-linéaire des forces pour les grandes valeurs de l’angle de carrossage et de
glissement.
Face à cette problématique, nous avons proposé d’estimer les forces latérales dans leur régime
non-linéaire et sans la connaissance a priori des paramètres pneumatiques ou des caractéristiques
de la chaussée. L’idée consiste à considérer les forces pneumatiques comme des entrées incon-
nues. Néanmoins, avec cette hypothèse, le système associé à la dynamique latérale perd son
observabilité. Par conséquent, nous avons suggéré d’installer un système de vision qui permet
de mesurer le déplacement latéral et angulaire par rapport au centre de la route à une distance
de visée grâce à un traitement d’image approprié.
Par la suite, deux observateurs algébriques en cascade basés sur les techniques de diﬀéren-
tiation par mode glissant d’ordre supérieur ont été proposés. Le premier observateur, associé au
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système de vision, permet d’estimer le glissement latéral et la courbure alors que le deuxième
observateur est synthétisé aﬁn d’estimer l’angle de roulis, le couple de direction et les forces
latérales.
Les résultats de simulation sont satisfaisants même sous les variations de la vitesse longitu-
dinale ou en présence de changements brusques de l’adhérence de la route.
Néanmoins, deux critiques ressortent de ce travail. La première est le compromis sur le
choix des gains du diﬀérentiateur. En eﬀet, pour des mesures très bruitées et avec des variations
brusques, il est diﬃcile de trouver des gains qui assurent la convergence rapide du diﬀérentiateur
tout en minimisant l’impact du bruit. De nouvelles techniques de diﬀérentiation ont vu le jour
récemment et sont envisagées comme piste pour les travaux à venir.
La seconde critique concerne la sensibilité des observateurs algébriques face aux incertitudes
paramétriques. En eﬀet, les observateurs algébriques estiment les états et UI en boucle ouverte.
Par conséquent, il est diﬃcile de rendre ces observateurs robustes à cause de l’absence d’une loi
de contre-réaction prenant en compte les incertitudes paramétriques. Ce problème reste encore
ouvert et la littérature des observateurs algébriques est encore à ses débuts.
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Estimation de la dynamique
longitudinale des V2RM
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L’estimation de la dynamique longitudinale n’a que rarement été étudiée dans la littérature
comparée à l’estimation de la dynamique latérale. En eﬀet, le peu de travaux existant se focalisent
sur l’estimation du glissement longitudinal en phase d’accélération [CPS13]. Cependant, à notre
connaissance, l’estimation des forces longitudinales n’a fait l’objet d’aucun travail auparavant
pour les V2RM.
Dans ce chapitre, l’estimation des forces longitudinales est abordée en les considérant comme
des entrées inconnues. En eﬀet, considérer les forces pneumatiques comme des entrées inconnues
est plus conforme à la réalité parce qu’elles dépendent de plusieurs paramètres comme la pression
des pneus, l’adhérence de la route, le transfert de masse entre les deux pneus, etc. En eﬀet, il
n’est plus nécessaire dans notre cas de connaitre les paramètres statiques ou dynamique des
pneus.
Le chapitre commence par la présentation du modèle analytique utilisé pour la synthèse
de l’observateur. Ensuite, une étude d’observabilité est donnée. L’observateur développé tient
compte des incertitudes de modélisation. Le chapitre se termine par des résultats de simulation
de l’observateur.
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7.1 Modèle de la dynamique longitudinale
Le modèle analytique est obtenu à partir d’un modèle à un seul corps [Cos06, CSTF08] et
est donné par les équations suivantes (ﬁgure 7.1) :

Max(t) = Fxf (t) + Fxr(t)− Cdv2x(t)
ifyω˙f (t) = −RfFxf (t)−Bf (t)
iryω˙r(t) = −RrFxr(t) + E(t)−Br(t)
(7.1)
Les paramètres du modèle ci-dessus sont déﬁnis dans la section 4.4.2.
Max
vxFxf Fxr
ωr , E
Br
ωf
Bf
Figure 7.1 – Représentation d’un V2RM avec la dynamique longitudinale
Pour des raisons d’observabilité, les freinages sur les roues avant et arrière sont supposés
couplés et le rapport de freinage entre les deux roues est considéré connu. On considère Bf = α∗B
et Br = (1− α∗)B avec α∗ ∈ [0, 1] et B est le nouveau couple de freinage à distribuer entre les
deux roues. Ainsi, le modèle (7.1) peut être écrit comme suit :

Max(t) = Fxf (t) + Fxr(t)− Cdv2x(t)
ifyω˙f (t) = −RfFxf (t) + αT (t)
iryω˙r(t) = −RrFxr(t) + (1− α)T (t)
(7.2)
avec : T (t) =
{
E(t) phase d’accélération
−B(t) phase de freinage et α =
{
0 phase d’accélération
α∗ phase de freinage
et α∗ est le rapport du couple de freinage entre les deux roues.
Le modèle peut être écrit avec la forme :
 M 0 00 ify 0
0 0 iry


︸ ︷︷ ︸
M1

 ax(t)ω˙f (t)
ω˙r(t)


︸ ︷︷ ︸
Y˙ (t)
=

 1 1 0−Rf 0 α
0 −Rr 1− α


︸ ︷︷ ︸
D1

 Fxf (t)Fxr(t)
T (t)


︸ ︷︷ ︸
U(t)
−

 Cd0
0


︸ ︷︷ ︸
D2
v2x(t) (7.3)
Y (t) = [vx(t), ωf (t), ωr(t)]
T correspond au vecteur des mesures. Y˙ (t) = [ax(t), ω˙f (t), ω˙r(t)]T est
sa dérivée par rapport au temps. ax(t) est considérée mesurable.
Les variables mesurables dans ce modèle sont l’accélération et la vitesse longitudinales ainsi
que les vitesses angulaires. En eﬀet, ces variables sont facilement mesurables et sont disponibles
sur la plupart des V2RM équipés avec des systèmes d’aide au freinage (ABS). La tâche la plus
diﬃcile est d’estimer les forces longitudinales, objet de ce chapitre.
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7.2 Etude d’observabilité
Pour étudier l’observabilité du système (7.1), les déﬁnitions données dans la section A.2.2
sont utilisées.
A partir des données mesurées, on peut conclure que la somme des deux forces peut être
déduite algébriquement comme suit :
Fxf (t) + Fxr(t) =Max(t) + Cdv
2
x(t) (7.4)
Par conséquent, le vecteur z(t) = [ωf (t), ωr(t), Fxf (t) + Fxr(t)]T est connu.
Faisant référence à la déﬁnition 17, en considérant deux trajectoire z(t) et z¯(t), à partir du
système (7.1), on obtient : 

F˜xf (t) + F˜xr(t) = 0
−Rf F˜xf (t)− B˜f (t) = 0
−RrF˜xr(t) + T˜ (t)− B˜r(t) = 0
(7.5)
avec : F˜xf (t) = Fxf (t)−F¯xf (t), F˜xr(t) = Fxr(t)−F¯xr(t), T˜ (t) = T (t)−T¯ (t), B˜f (t) = Bf (t)−B¯f (t)
et B˜r(t) = Br(t) − B¯r(t). Ce système admet une seule solution (F˜xf (t) + F˜xr(t)) = 0. Ceci
n’implique pas forcément (F˜xf (t), F˜xr(t)) = (0, 0). Alors, les forces longitudinales ne peuvent
pas être reconstruites séparément. D’où l’hypothèse d’un rapport de freinage connu entre les
deux roues. Dans ce cas précis, on obtient le système d’équations suivant :

F˜xf (t) + F˜xr(t) = 0
−Rf F˜xf (t) + αU˜(t) = 0
−RrF˜xr(t) + (1− α)U˜(t) = 0
(7.6)
Ce système admet une seule solution :
[F˜xf (t), F˜xr(t), U˜(t)]
T = 0
Alors, les forces longitudinales deviennent fortement observables i.e. elles peuvent être esti-
mées séparément.
7.3 Synthèse de l’observateur
Pour estimer les forces longitudinales, l’accélération longitudinale, la vitesse longitudinale et
les vitesses angulaires sont considérées mesurables. Les dérivées premières par rapport au temps
des vitesses angulaires sont obtenues par les techniques de diﬀérentiation robustes présentées
dans la section 6.2. Dans le reste du chapitre, toutes les dérivées sont obtenues par le diﬀéren-
tiateur de Super-Twisting [Lev98]. Ce dernier est utilisé pour estimer les les premières dérivées
ω˙f (t) et ω˙r(t) comme suit :

v˙11(t) = v12(t)− λ11|v11(t)− ωf (t)| 12 sign(v11(t)− ωf (t))
v˙12(t) = −λ12sign(v12(t)− v˙11(t))
v˙21(t) = v22(t)− λ21|v21(t)− ωr(t)| 12 sign(v21(t)− ωr(t))
v˙22(t) = −λ22sign(v22(t)− v˙21(t))
(7.7)
λij sont des scalaires positifs et sont choisis suivant les bornes des dérivées de ωf (t) et ωr(t).
v(t) = [v12(t), v22(t)]
T sont les estimées de [ω˙f (t), ω˙r(t)]T et λ12 = 1.1Lωf , λ11 = 1.5Lωf ,
λ22 = 1.1Lωr et λ21 = 1.1Lωr avec Lωf et Lωr sont les bornes des dérivées de ωf (t) et ωr(t).
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7.3.1 Observateur nominal
Sous l’hypothèse d’un modèle longitudinale connu, on considère l’observateur suivant :{
M1
˙ˆ
Y (t) = D1Uˆ(t)−D2v2x(t) +K1Y˜ (t)
˙ˆ
U(t) = K2Y˜ (t) +K3M1
˙˜Y (t)
(7.8)
avec : Y˜ (t) = Y (t)−Yˆ (t). Le précédent observateur est muni d’une loi d’adaptation proportionnelle-
dérivée aﬁn d’estimer les entrées inconnues. Ki étant les gains de l’observateur ; ils sont calculés
aﬁn de garantir la convergence de l’erreur d’estimation du vecteur d’état Y˜ (t) = Y (t)− Yˆ (t) et
l’erreur d’estimation des UI U˜(t) = U(t)− Uˆ(t) avec des performances H∞.
Théorème 4. [DIAM15] Sous l’hypothèse que U˙(t) est bornée, et soient des matrices positives
et diagonales Q1 et Q2, s’il existe des matrices K1, L2 et K3 comme solution au problème
d’optimisation sous contrainte LMI (7.9)-(7.10) ; alors, les dynamiques des erreurs d’estimation
Y˜ (t) et U˜(t) sont stables avec des performances H∞ pondérées.
min
K1,L2,K3
γ¯ (7.9)
sous les contraintes LMI :
 −K1 −K
T
1 L
T
2 0
∗ −K3D1 −DT1KT3 +Q1 I
∗ ∗ −γ¯Q2

 ≤ 0 (7.10)
Le gain K2 est calculé à partir de : K2 = D
T
1 − L2 +K3K1.
Les performances H∞ pondérées sont garanties par rapport à U˙(t), avec les matrices de
pondération Q1 et Q2 et le coeﬃcient d’atténuation γ =
√
γ¯, ce qui implique :
– Si U˙(t) = 0, alors Y˜ (t)→ 0 et U˜(t)→ 0.
– Si U˙(t) 6= 0, alors : U˜T (t)Q1U˜(t) ≤ γ2U˙T (t)Q2U˙(t).
Démonstration. A partir du modèle de la dynamique longitudinale (7.3) et la structure de l’ob-
servateur (7.8), la dynamique de l’erreur d’estimation est donnée par :{
M1
˙˜Y = D1U˜ −K1Y˜
˙˜U = U˙ + (K3K1 −K2)Y˜ −K3D1U˜
(7.11)
On considère la fonction de Lyapunov suivante :
V (t) = Y˜ T (t)M1Y˜ (t) + U˜
T (t)U˜(t) (7.12)
A partir de la dynamique de l’erreur d’estimation (7.11), la dérivée par rapport au temps de
la fonction de Lyapunov est donnée comme suit :
V˙ (t) = −Y˜ T (t)(K1 +KT1 )Y˜ (t) + 2Y˜ T (t)(D1 −KT2 +KT1 KT3 )U˜(t)
− U˜T (t)(K3D1 +DT1KT3 )U˜(t) + 2U˜T (t)U˙(t) (7.13)
avec les dérivées premières des entrées inconnues U˙(t) bornées.
L’objectif principal est d’atténuer l’eﬀet du vecteur U˙(t) que l’on considère comme une
perturbation virtuelle sur le vecteur d’estimation des entrées inconnues U˜(t). Du fait de la
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diﬀérence d’ordre de grandeurs dans les éléments des vecteurs U˙(t) et U˜(t), des performances
H∞ pondérées sont privilégiées aﬁn d’équilibrer les transferts entre les diﬀérents éléments de
U˙(t) par rapport aux éléments de U˜(t). Avec des matrices de pondération Q1 pour U˜(t) et Q2
pour U˙(t), les performances H∞ sont garanties si :
V˙ (t) + U˜T (t)Q1U˜(t) ≤ γ2U˙T (t)Q2U˙(t) (7.14)
A partir de la dérivée de la fonction de Lyapunov (7.13), l’inégalité (7.14) est déﬁnie négative
si : 
 −K1 −K
T
1 D1 −KT2 +KT1 KT3 0
∗ −K3D1 −DT1KT3 +Q1 I
∗ ∗ −γ2Q2

 ≤ 0 (7.15)
Aﬁn d’obtenir des LMI, les changements de variables γ¯ = γ2 et L2 = DT1 − K2 + K3K1
sont utilisés et la LMI (7.15) devient équivalante à (7.10). De plus, la minimisation de γ¯ permet
l’atténuation de l’eﬀet pondéré du vecteur U˙(t) sur l’erreur d’estimation du vecteur des entrées
inconnues U˜(t).
7.3.2 Observateur robuste
L’observateur proposé précédemment permet d’estimer les forces latérales sous l’hypothèse
de la connaissance parfaite des paramètres du véhicules (M , Rf , Rr, Cd). Par conséquent,
l’observateur nominal précédent ne prend pas en compte ces incertitudes et ne garantit aucune
preuve de convergence. Dans ce contexte, on propose une synthèse robuste de l’observateur pour
l’estimation de la dynamique longitudinale des V2RM même en présence des incertitudes.
La dynamique longitudinale des V2RM est modélisée dans ce cas comme suit :
 M0 + δM 0 00 ify 0
0 0 iry


︸ ︷︷ ︸
M10+δM1

 axω˙f
ω˙r


︸ ︷︷ ︸
Y˙
=

 1 1 0−Rf0 − δRf 0 α
0 −Rr0 − δRr 1− α


︸ ︷︷ ︸
D10+δD1

 FxfFxr
T


︸ ︷︷ ︸
U
−

 Cd0 + δCd0
0


︸ ︷︷ ︸
D20+δD2
v2x (7.16)
avec : |δM | < ∆1, |δRf | < ∆2, |δRr| < ∆2 et |δCd| < ∆3.
δM1 =

 δM 0 00 0 0
0 0 0

 , δCd =

 δCd0
0

 , δD1 =

 0 0 0−δRf 0 0
0 −δRr

.
Puisque δM , δRf , δRr et δCd sont bornés, on peut écrire :
δM1 = ∆1δ1 , δD1 = ∆2δ2 et δCd = ∆3δ3 ; avec : δT1 δ1 ≤ I , δT2 δ2 ≤ I et δT3 δ3 ≤ I.
L’observateur robuste a la même structure que dans le cas précédent (7.8). Les gains de
l’observateur dans ce cas seront calculés selon le théorème 5.
Théorème 5. [DIAM15] Sous l’hypothèse que U˙(t) et les incertitudes δM ,δRf , δRr et δCd
sont bornées, et soient des matrices positives et diagonales Q1, Q21, Q22, Q23, Q24, s’il existe
des matrices K1, L2 et K3 comme solution au problème d’optimisation sous contrainte LMI
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(7.17)-(7.18) ; alors, les dynamiques des erreurs d’estimation Y˜ (t) et U˜(t) sont stables avec des
performances H∞ pondérées.
min
K1,L2,K3
γ¯ (7.17)
sous les contraintes LMI : 
 N11 0 N13∗ N22 0
∗ ∗ N33

 < 0 (7.18)
avec N11 =

 −K1 −KT1 LT2 0∗ −K3D10 −DT10KT3 +Q1 I
∗ ∗ −γ¯Q21

 , N13 =
[
−∆1I ∆2I −∆3I
∆1K3 −∆2K3 ∆3K3
0 0 0
]
N22 =
[
−γ¯Q22 + ǫ2I 0 0
∗ −γ¯Q23 + ǫ3I 0
∗ ∗ −γ¯Q24 + ǫ4
]
, N33 =
[
−ǫ2I 0 0
∗ −ǫ3I 0
∗ ∗ −ǫ4I
]
Le gain de l’observateur K2 est calculé depuis K2 = D
T
10 − L2 +K3K1.
Les performances H∞ pondérés sont garanties par rapport à U˙(t), Y˙ (t), U(t) et v2x(t) avec
les matrices de pondération Q1 , Q21, Q22, Q23 et Q24. Le coeﬃcient d’atténuation est γ =
√
γ¯
ce qui est équivalent à :
U˜T (t)Q1U
T (t) ≤ γ2
[
U˙T (t), Y˙ T (t), UT (t), v2x(t)
]
Q2


U˙(t)
Y˙ (t)
U(t)
v2x(t)

 (7.19)
avec Q2 = diag(Q21, Q22, Q23, Q24).
Remarque 9. Notons que les matrices diagonales Q21, Q22, Q23 et Q24 sont des matrices de
pondération qui permettent de donner plus d’importance à la minimisation d’un transfert par
rapport à un autre.
Démonstration. Considérons le modèle de la dynamique longitudinale (7.16) et l’observateur
(7.8). La dynamique de l’erreur d’estimation est modélisée par le système d’équations suivant :


M10
˙˜Y (t) = D10U˜(t)−K1Y˜ (t)− δM1Y˙ (t) + δD1U(t)− δD2v2x(t)
˙˜U(t) = U˙(t) + (K3K1 −K2)Y˜ (t)−K3D10U˜(t) +K3δM1Y˙ (t)−K3δD1U(t)
+K3δD2v
2
x(t)
(7.20)
On considère la fonction de Lyapunov suivante :
V (t) = Y˜ T (t)M10Y˜ (t) + U˜
T (t)U˜(t) (7.21)
Selon la dynamique de l’erreur d’estimation (7.20), la dérivée de la fonction de Lyapunov est
comme suit :
V˙ (t) = −Y˜ T (t)(K1 +KT1 )Y˜ (t) + 2Y˜ T (t)(D10 −KT2 +KT1 KT3 )U˜(t)
−U˜T (t)(K3D10 +DT10KT3 )U˜(t) + 2Y˜ T (t)
(
−δM1Y˙ (t) + δD1U(t)− δD2v2x(t)
)
+2U˜T (t)
(
U˙(t) +K3δM1Y˙ (t)−K3δD1U(t) +K3δD2v2x(t)
)
(7.22)
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Les performances H∞ pondérées sont garanties avec un coeﬃcient d’atténuation γ si et
seulement si :
V˙ (t) + U˜T (t)Q1U
T (t) ≤ γ2
[
U˙T (t), Y˙ T (t), UT (t), v2x(t)
]
Q2


U˙(t)
Y˙ (t)
U(t)
v2x(t)

 (7.23)
avec : Q2 = diag(Q21, Q22, Q23, Q24). L’inégalité (7.23) est équivalente à :[
N11 N12
∗ N22
]
< 0
avec : N11 =

 −K1 −KT1 D10 −KT2 +KT1 KT3 0∗ −K3D10 −DT10KT3 +Q1 I
∗ ∗ −γ2Q21

 ,
N12 =
[
−δM1 δD1 −δD2
K3δM1 −K3δD1 K3δD2
0 0 0
]
, N22 =
[
−γ2Q22 0 0
∗ −γ2Q23 0
∗ ∗ −γ2Q24
]
Avec le changement de variables γ2 = γ¯ et L2 = DT10 −K2 +K3K1 et en utilisant le lemme
de Xie, la LMI précédente est équivalente à la suivante :
[ N11 0
∗ N22
]
+ ǫ−12


−∆1I
∆1K3
0
0
0
0

 .(∗)
T + ǫ−13


∆2I
−∆2K3
0
0
0
0

 .(∗)
T + ǫ−14


−∆3I
∆3K3
0
0
0
0

 .(∗)
T < 0 (7.24)
Grâce au lemme de Schur (lemme 4), l’inégalité ci-dessus est équivalente à (7.18). Ainsi, par la
minimisation de γ¯, l’eﬀet du transfert de
[
U˙T (t), Y˙ T (t), UT (t), v2x(t)
]T
vers l’erreur d’estimation
du vecteur des entrées inconnues est minimisé suivant les matrices de pondération Q21, Q22, Q23
et Q24.
7.4 Résultats de simulation
Les paramètres du véhicule sont donnés dans l’annexe B. Les simulations sont réalisées sur
un modèle multi-corps non-linéaire [NASM13] qui prend en compte la dynamique combinée
longitudinale et latérale des V2RM. Les forces longitudinales sont modélisées par la formule
magique de Pacejka [Pac05] et les mesures sont collectées avec une fréquence d’échantillonnage
de 50Hz. Les simulations sont considérées pour un scénario de changement de voie où un couple
de freinage est appliqué aux deux pneus pour réduire la vitesse longitudinale du V2RM de
200km/h à 30km/h.
Pour le dimensionnement des bruits de mesure, nous avons utilisés les paramètres donnés
dans [HHRG14]. Des bruits aléatoires centrés et bornés sont ajoutés avec les variances suivantes :
σax = 0.23m.s
−2, σvx = 0.25m.s−1, σωf = 0.08rad.s
−1 et σωr = 0.08rad.s−1.
Pour le premier observateur nominal (le cas nominal), Q1 et Q2 sont choisies égales à la
matrice identité. L’atténuation obtenue par le problème d’optimisation est γ = 0.03.
Pour le second observateur (le cas incertain), le coeﬃcient d’atténuation est γ = 3.16 et les
matrices de pondération ont été choisies comme suit : Q1 = I, Q21 = 7× 10−4I, Q22 = 6× 104I,
Q23 = 5× 10−2I et Q24 = 0.4.
Dans ce qui suit, les valeurs mesurables sont données en bleu et les estimées en rouge.
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7.4.1 Cas nominal
Dans ce cas, les paramètres du V2RM sont considérés bien connus. Les résultats de simulation
sont donnés dans les ﬁgures 7.2 et 7.3 en utilisant le premier observateur.
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Figure 7.2 – Forces pneumatiques longitudinales
Les résultats de simulation montrent que les forces longitudinales et le couple de freinage sont
bien estimés même sans aucune information des paramètres pneumatiques (modèle). Notons que
ce scénario excite le comportement non-linéaire des forces pneumatiques du fait d’un freinage
brusque.
Notons que le chattering observé sur les variables estimées est dû à l’action de dérivation
dans la loi d’adaptation de l’estimation des entrées inconnues. En réduisant le gain K3 associé
à l’action de dérivation, l’observateur sera moins sensible aux bruits de mesure mais aura une
réponse plus lente.
7.4.2 Cas incertain
En présence d’incertitudes, aucune preuve de convergence du premier observateur n’est ga-
rantie. Alors, le second observateur robuste est utilisé.
Dans ce cas, la masse du conducteur est réduite de 10%, le rayon du pneu avant est réduit de
1%, le rayon du pneu arrière est augmenté de 1% et les coeﬃcients aérodynamiques sont réduits
de 3% [Cos06]. Les ﬁgures 7.4 et 7.5 montrent que même en présence d’incertitudes, les résultats
d’estimation restent acceptables.
7.4.3 Cas incertain avec changement brusque de l’adhérence de la route
Dans ce cas, on considère que les paramètres sont toujours soumis aux mêmes incertitudes
ainsi qu’à un changement soudain de l’adhérence de la route à t = 7s. Les résultats de simulation
sont donnés dans les ﬁgures 7.6 et 7.7.
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Figure 7.3 – Couple équivalent de freinage T
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Figure 7.4 – Les forces longitudinales avec des incertitudes de modélisation
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Figure 7.5 – Le couple de freinage équivalent avec des incertitudes de modélisation
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Figure 7.6 – Les forces longitudinales avec des incertitudes de modélisation et un changement
soudain de l’adhérence
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Figure 7.7 – Couple de freinage équivalent avec des incertitudes de modélisation et un change-
ment soudain de l’adhérence
Même sous un changement soudain de l’adhérence de la route, on constate que l’observateur
présente toujours de bonnes performances.
7.4.4 Evaluation de l’observateur
Pour tester les performances de l’observateur, on compare l’erreur normalisée en % déﬁnie
comme suit [DVCL10] :
ǫf (t) = 100.
|u(t)− uˆ(t)|
max(|u(t)|) (7.25)
avec u(t) est l’entrée inconnue et uˆ(t) est son estimée. Le tableau 7.1 présente la moyenne et
l’écart type des erreurs normalisées de l’estimation du vecteur des entrées inconnues. La moyenne
et l’écart type de l’erreur d’estimation normalisée des forces longitudinales est inférieure à 1.6%
dans le cas où les paramètres de la moto sont exactement connus (cas (a)). Dans le cas où les
paramètres sont incertains (cas (b) et (c)), les performances de l’observateur sont réduites avec
une moyenne de l’erreur d’estimation normalisée entre 2.4% et 3.4% et un écart type inférieur
à 4%. Néanmoins, l’observateur robuste améliore légèrement ces performances, comme on peut
le constater pour les écarts type des erreurs d’estimation normalisées des forces longitudinales
dans le cas (b).
Ce tableau conﬁrme l’eﬃcacité de l’observateur proposé et sa robustesse y compris en pré-
sence d’incertitudes paramétriques ou un changement soudain des caractéristiques pneuma-
tiques.
7.5 Conclusion
Dans ce chapitre, nous avons abordé l’estimation des états pertinents non-mesurables de la
dynamique longitudinale des V2RM. Après avoir proposé, dans les chapitres précédents, des ob-
servateurs pour l’estimation des variables importantes de la dynamique latérale comme les forces
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Table 7.1 – Performances de l’observateur
Max |Fxf | = 734N , Max |Fxr| = 418N , Max |T | = 309N.m−1
Cas (a) Cas (b) Cas (b) Cas (c)
1er obs 1er obs 2ème obs 2ème obs
Mean ǫFxf (%) 1.22 2.56 2.52 2.48
Mean ǫFxr(%) 1.35 3.25 3.25 2.93
Mean ǫT (%) 1.43 2.73 2.73 3.31
Std ǫFxf (%) 1.56 1.96 1.72 2.05
Std ǫFxr(%) 1.20 1.92 1.85 3.47
Std ǫT (%) 1.90 2.99 3.23 2.25
latérales, le couple de direction et l’angle de roulis, nous nous sommes intéressés à l’estimation
des variables importantes de la dynamique longitudinale comme les forces longitudinales.
Lors des mouvements longitudinaux, les états décrivant la dynamique que l’on cherche à es-
timer sont les forces d’intéraction pneumatiques. Cependant, les représentations mathématiques
associées à la modélisation de ces forces sont souvent très complexes et dépendent de plusieurs
paramètres qui ne sont pas accessibles ou varient en fonction de l’état du véhicule ou de la chaus-
sée. Par conséquent, il est diﬃcile d’utiliser ces représentations mathématiques pour estimer les
forces longitudinales.
Notre solution à cette problématique est de considérer les forces longitudinales comme des
entrées inconnues dans la synthèse de l’observateur. Par conséquent, on s’aﬀranchit des modèles
analytiques des forces d’interaction roues-sol. Cette synthèse d’observateur ne requiert aucune
information sur l’infrastructure (courbure, pente, adhérence, etc.). Néanmoins, après une étude
d’observabilité sur le modèle considéré, nous avons remarqué que les forces pneumatiques ne
sont pas toujours fortement observables. Pour résoudre ce verrou, nous avons supposé que la
répartition du couple de freinage entre les deux roues est connue. Cette supposition n’est pas
une contrainte dans ce travail parce que le rapport de freinage peut être considéré mesurable et
il est disponible sur certains systèmes de freinage ABS commercialisés.
Une fois l’observabilité forte, par rapport aux forces latérales, retrouvée ; deux observateurs
ont été synthétisés et leur convergence ISS a été prouvée en utilisant la propriété de stabilité avec
des performances H∞. Le premier observateur est un observateur nominal et sa convergence ISS
a été prouvée uniquement dans le cas où les paramètres du modèle sont exactement connus. Dans
le cas où les paramètres sont soumis à des incertitudes, un observateur robuste a été proposé et
ses gains ont été optimisés aﬁn de minimiser le transfert des incertitudes sur les performances
d’estimation.
A partir des résultats de simulation, on peut conclure de la bonne eﬃcacité des deux obser-
vateurs même sans aucune connaissance a priori sur les paramètres des pneus ou de la chaussée.
De plus, même en présence des variations brusques des paramètres de la chaussée, comme le
coeﬃcient d’adhérence de la route, ou des incertitudes de modélisation et même si les mesures
sont soumises à des bruits, les résultats d’estimation demeurent satisfaisants.
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Troisième partie
Vers la sécurité active des véhicules
à deux-roues motorisés
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Introduction
L’objectif principal de la thèse est d’aider au développement des systèmes d’assistance à
la conduite appropriés aux motos et aux scooters. Pour y arriver, nous avons commencé par
rappeler les diﬀérences entre la dynamique moto et la dynamique des autres véhicules. Ensuite,
dans la première partie, plusieurs modèles mathématiques ont été présentés. Puis, il s’est avéré
nécessaire d’estimer quelques états pertinents qui ne sont pas disponibles à la mesure ou qui
nécessitent des coûts relativement élevés. Dans ce contexte, la deuxième partie a été consacrée
à l’estimation des dynamiques longitudinale et latérale.
A présent, nous nous attaquons à la commande et l’aide à la conduite pour les V2RM. Ainsi,
le premier chapitre de cette partie est consacré à la commande de la dynamique latérale et
l’asservissement du roulis avec une commande basée observateur en utilisant les structures TS.
L’objectif principal de ce chapitre est de développer une loi de commande nécessitant moins de
capteurs aﬁn de stabiliser et d’automatiser un scooter complètement autonome. Cette étape est
primordiale aﬁn de disposer d’une plate-forme expérimentale sans danger et sans conducteur.
Ensuite, le deuxième chapitre traite du freinage optimal pour les V2RM en utilisant une
commande par mode glissant et un algorithme de recherche du glissement optimal. Le prototype
de freinage présenté dans ce chapitre permet d’aider les conducteurs dans les situations de
freinage d’urgence aﬁn de garantir la décélération optimale possible tout en évitant le dérapage
ou le renversement du véhicule.
125
Introduction
126
Chapitre 8
Contrôleur basé observateur pour la
dynamique latérale
Sommaire
8.1 Contrôleur basé observateur pour la poursuite de trajectoire . 128
8.1.1 Positionnement du problème . . . . . . . . . . . . . . . . . . . . . . 128
8.1.2 Synthèse de l’observateur . . . . . . . . . . . . . . . . . . . . . . . . 130
8.1.3 Synthèse du contrôleur . . . . . . . . . . . . . . . . . . . . . . . . . 132
8.2 Application à l’automatisation d’un V2RM . . . . . . . . . . . . 135
8.2.1 Modèle de la dynamique latérale . . . . . . . . . . . . . . . . . . . . 135
8.2.2 Contraintes additionnelles . . . . . . . . . . . . . . . . . . . . . . . 136
8.2.3 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
Les V2RM ont un comportement non-linéaire, instable et fortement dépendant de la vitesse
du véhicule [Sha01, SANM10]. La synthèse des commandes stabilisantes ou des systèmes de
sécurité pour la stabilité latérale a été traitée dans peu de travaux dans la littérature. Quelques
techniques de commande ont été étudiées dans [DFTC+11, NLG08, YSLJ06] pour des modèles
de motos relativement simples ou pour des vitesses longitudinales constantes. Dans [MCL10,
SHB08, Sha12], des techniques de commande sont considérées avec des modèles plus complexes
mais sous l’hypothèse de la connaissance de tout le vecteur d’état et dans [MCL10], en utilisant
le séquencement de gains mais sans aucune preuve de stabilité.
Ce chapitre a pour objectif de proposer un contrôleur assurant la stabilité d’un V2RM avec
asservissement de l’angle de roulis. Le vecteur d’état ne pouvant pas être complètement mesu-
rable, un observateur est considéré aﬁn d’estimer le vecteur d’état requis pour la commande.
Cependant, le grand déﬁ est d’assurer la stabilité du couple observateur/contrôleur. Dans ce
contexte, un contrôleur basé observateur est présenté dans ce chapitre pour le contrôle des sys-
tèmes TS en utilisant la propriété de stabilité entrées-états (ISS). Le chapitre est organisé comme
suit : la première section est consacrée à l’étude théorique avec la formulation du problème et
la synthèse de l’observateur et du contrôleur. Ensuite, dans la deuxième section, le contrôleur
basé observateur développé est utilisé pour la stabilisation d’un scooter complètement auto-
nome. Des résultats de simulation sont illustrés dans la même section pour tester le couple
contrôleur/observateur.
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8.1 Contrôleur basé observateur pour la poursuite de trajectoire
Au cours des dernières années, les modèles TS ont démontré leur puissance et facilité à
représenter les systèmes non-linéaires. L’analyse de stabilité et les problèmes de synthèse de
contrôleurs et d’observateurs se font, en général, avec les techniques d’optimisation LMI. Cepen-
dant, le plus grand déﬁ lors de la synthèse des contrôleurs et des observateurs pour les systèmes
TS est le conservatisme des conditions LMI. Ce problème devient d’autant plus compliqué quand
le vecteur d’état n’est pas complètement mesurable.
En eﬀet, en synthétisant séparément un contrôleur et un observateur, le principe de sépara-
tion qui est valable pour les systèmes linaires n’est pas toujours vériﬁé pour le cas des systèmes
non-linéaires. La stabilité du système global avec le couple observateur/contrôleur n’est alors pas
garantie. L’analyse de stabilité du contrôleur basé observateur conduit à un problème d’Inégali-
tés Matricielles Bilinéaires (BMI) [XQ03]. Dans [TCU01], les auteurs ont proposé une solution à
ce problème en résolvant les BMI en deux-étapes avec deux problèmes LMI mais avec une solu-
tion plus conservative. Dans [GKVT06], une autre solution a été proposée en utilisant le lemme
de congruence, mais la principale reproche est le nombre considérable des LMI et l’introduction
de nouvelles variables inconnues. Une solution non-conservative est de considérer le principe de
séparation lors de la synthèse du contrôleur basé-observateur. Jusqu’à présent, les recherches
sur le principe de séparation pour la synthèse des contrôleurs basés observateurs sont loin d’être
suﬃsantes. Dans [TW01, YNKI00], les auteurs donnent des conditions de stabilité avec le prin-
cipe de séparation et avec des lois de commande continues. Une étude similaire est donnée dans
[YS10] avec des contrôleurs à séquencement de gains. Cependant, à notre connaissance, le prin-
cipe de séparation n’a jamais été utilisé pour les systèmes TS avec des variables de prémisses
non-mesurables soumis à des bruits de mesures pour des ﬁns de poursuite de trajectoire.
8.1.1 Positionnement du problème
Considérons la classe des systèmes non-linéaires continus écrits sous la forme TS donnée par
l’équation (8.1). Plusieurs systèmes peuvent être écrits sous cette forme comme la dynamique
latérale des véhicules à deux-roues motorisés étudiée dans cette section.
 x˙a(t) =
r∑
i=1
µi(ξ(t))Aaixa(t) +Bu(t)
y(t) = Cxa(t) +Dw(t)
(8.1)
avec xa(t) ∈ Rn le vecteur d’état, u(t) ∈ Rnu le vecteur de commande, y(t) ∈ Rny le vecteur de
sortie, w(t) correspond aux bruits sur les mesures, r est le nombre de sous-modèles et µi(ξ(t)) la
fonction de pondération correspondante au ième sous-modèle et satisfait la propriété de somme
convexe : {
0 ≤ µi(ξ(t)) ≤ 1, i = 1, . . . , r∑r
i=1 µi(ξ(t)) = 1
(8.2)
Les fonctions de pondération µi(ξ(t)) peuvent dépendre du vecteur d’état xa(t) et/ou d’un
vecteur de paramètres externes connus ou disponibles en temps réel.
L’un des objectifs de ce travail est d’asservir une partie des variables d’état vers des signaux
de référence. Pour garantir cet objectif, on ajoute des variables d’état : x˜(t) = [x˜1(t), ..., x˜q(t)]T :
x˜i(t) =
∫ t
0
(xj(s)− rj(s))ds (8.3)
avec rj(t) est le signal de référence pour asservir la jème variable d’état. La forme intégrale est
privilégiée parce qu’elle permet d’annuler l’erreur statique en asservissement.
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Remarque 10. La dimension q du nouveau vecteur d’état x˜(t) est déduite à partir du rang de
la matrice de commande B [OS00]. La dimension q doit être inférieure ou égale au rang de la
matrice B.
L’autre objectif de ce travail est d’estimer les variables d’état en présence des bruits de me-
sure. De ce fait, on ajoute des signaux de sensibilité déﬁnis par des ﬁltres appropriés hi(t) et
l’observateur proposé par la suite est synthétisé pour minimiser l’impact des bruits sur l’estima-
tion de ces signaux.
Ainsi, on obtient le système augmenté suivant :

x˙(t) =
r∑
i=1
µi(ξ(t))Aix(t) +B1r(t) +B2u(t)
h2(t) = C12x(t)
y(t) = C2x(t) +Dw(t)
(8.4)
avec x(t) le vecteur d’état augmenté. Plus de détail sur le passage de (8.1) à (8.4) et aussi sur
les dimensions des diﬀérents vecteurs et matrices sont donnés dans l’annexe D.
L’observateur et le contrôleur TS ont une structure parallèle distribuée (Parallel Distributed
Control : PDC) et sont donnés par :

˙ˆx(t) =
r∑
i=1
µi(ξˆ(t)) (Aixˆ(t) + Li(y(t)− yˆ(t))) +B1r(t) +B2u(t)
h1(t) = C11(x(t)− xˆ(t))
yˆ(t) = C2xˆ(t)
u(t) = −
r∑
i=1
µi(ξˆ(t))Kixˆ(t)
(8.5)
avec xˆ(t) est l’estimée de x(t).
Dans ce qui suit et par souci de brièveté, on écrit µi et µˆi au lieu de µi(ξ(t)) et µi(ξˆ(t)).
Les matrices de gain Li de l’observateur et Ki du contrôleur sont à déterminer dans les deux
sections suivantes.
A partir des équations (8.4) et (8.5), on obtient les deux dynamiques de l’erreur d’estimation
et de commande (8.6) et (8.7). La première équation correspond à l’erreur d’estimation et le
vecteur de sensibilité associé au rejet des bruits de mesure. Le deuxième système correspond au
système commandé en boucle fermée avec le vecteur de sensibilité associé pour la poursuite de
trajectoire. 
 e˙(t) =
r∑
i=1
µˆi [Φie(t)− LiDw(t)] + ∆
h1(t) = C11e(t)
(8.6)

 x˙(t) =
r∑
i=1
µˆi(Ξix(t) +B2Kie(t)) +B1r(t) + ∆(t)
h2(t) = C12x(t)
(8.7)
avec : Φi = Ai − LiC2 , ∆(t) =
N∑
i=1
(µi − µˆi)Aix et Ξi = Ai −B2Ki.
Le lemme suivant est utilisé pour la synthèse de la commande basée observateur.
Lemme 5. [KG96] Pour toute matrice symétrique et définie positive P et tout vecteur x(t) et
V (x(t)) = xT (t)Px(t), les inégalités suivantes sont satisfaites :
χ1(P ) ‖x(t)‖22 ≤ V (x(t)) ≤ χ2(P ) ‖x(t)‖22∥∥∥∥∂V (x(t))∂x
∥∥∥∥
2
≤ χ3 ‖x(t)‖2 , χ3 > 0
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avec χ1(P ) et χ2(P ) sont les valeurs propres minimales et maximales de la matrice P .
Pour la synthèse du contrôleur basé observateur, les hypothèses suivantes sont supposées
satisfaites :
Hypothèse 2. Dans ce qui suit, il est supposé que :
– les paires (Ai, C2) sont observables ;
– les paires (Ai, B2) sont commandables ;
– les bruits de mesures sont bornés ;
– les signaux de référence sont bornés ;
– ∆(t) est considérée comme une perturbation à minimiser. Grâce à la commande et le
fait que les fonctions de pondération sont bornées, on suppose que ∆(t) est bornée ; et si
xˆ(t)→ x(t) alors ∆(t)→ 0.
8.1.2 Synthèse de l’observateur
Le premier objectif est de synthétiser les matrices de gain Li pour garantir une estimation
précise du vecteur d’état tout en minimisant l’impact des bruits de mesure sur les signaux de
sensibilité hi(t). Dans ce contexte, la propriété de stabilité au sens ISS est utilisée.
Sous des perturbations bornées ∆(t) et w(t), l’observateur (8.5) est synthétisé par la réso-
lution du problème d’optimisation sous les contraintes LMI données dans le théorème 6 aﬁn
d’assurer la bonne estimation du vecteur d’état.
Théorème 6. [DIAM13] Sous les hypothèses 2 et soit un scalaire positif a1 ∈ [0, 1], s’il existe
une matrice positive et définie positive P1, des matrices de gain Zi et des scalaire positifs ǫ1 et
ǫ2 comme solution au problème d’optimisation suivant :
min
P1,Zi,ǫ1,ǫ2
a1ǫ1 + (1− a1)ǫ2 (8.8)
sous les contraintes LMI

Ωi P1 −ZiD CT11
P1 −ǫ1I 0 0
−(ZiD)T 0 −ǫ2I 0
C11 0 0 −I

 < 0, i = 1, ..., r (8.9)
avec
Ωi = A
T
i P1 + P1Ai − ZiC2 − CT2 ZTi (8.10)
où a1 est un scalaire de pondération ; alors, le système généré par les erreurs d’estimation est
stable et vérifie la propriété de stabilité au sens ISS et l’erreur est bornée comme suit :
‖e(t)‖2 <
√
χ2(P1)
χ1(P1)
‖e(0)‖2 e−
η1
2
t +
√
ǫ1
‖C11‖2
‖∆(t)‖∞ +
√
ǫ2
‖C11‖2
‖w(t)‖∞ (8.11)
Les gains de l’observateur sont calculés à partir de Li = P
−1
1 Zi. Les scalaires ǫ1 et ǫ2 sont
alors minimisés afin d’avoir un transfert minimal depuis ∆(t) et w(t) vers l’erreur d’estimation.
Démonstration. Nous partons de l’hypothèse que la matrice positive et symétrique P1, les ma-
trices Zi et les scalaires positifs ǫ1 et ǫ2 du théorème 8.9 existent tel que l’inégalité (8.9) est
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faisable. En appliquant le lemme de Schur, en multipliant par les µˆi correspondants et addition-
nant toute les inégalités, on obtient :
r∑
i=1
µˆi

 Ωi + C
T
11C11 P1 −ZiD
P1 −ǫ1I 0
−(ZiD)T 0 −ǫ2I

 < 0 (8.12)
En multipliant à gauche et à droite la précédente inégalité par le vecteur (eT (t)∆T (t)wT (t))
et son transposé, respectivement, on obtient :
N∑
i=1
µˆi(e
T (t)Ωie(t)− eT (t)ZiDw(t)− wT (t)DTZTi e(t)) + eT (t)CT11C11e(t) + ∆T (t)P1e(t)
+eT (t)P1∆(t)− ǫ1∆T (t)∆(t)− ǫ2wT (t)w(t) < 0 (8.13)
En considérant la fonction de Lyapunov suivante :
V1(e(t)) = e
T (t)P1e(t) (8.14)
Selon l’équation (8.6), sa dérivée par rapport au temps est donnée par :
V˙1(t) =
r∑
i=1
µˆi
[
eT (t)
(
ΦTi P1 + P1Φi
)
e(t)− eT (t)ZiDw(t)− wT (t)DZTi e(t)
]
+ eT (t)P1∆(t)
+∆T (t)P1e(t) (8.15)
A partir de l’inégalité (8.13) et la dérivée par rapport au temps de la fonction de Lyapunov
(8.15), on obtient :
V˙1(t) + h
T
1 (t)h1(t)− ǫ1∆T (t)∆(t)− ǫ2wT (t)w(t) < 0 (8.16)
Selon le lemme 5 et la LMI (8.16), on obtient :
V˙1(t) < −η1V1(t) + ǫ1∆T (t)∆(t) + ǫ2wT (t)w(t) (8.17)
avec η1 est un scalaire positif donné par :
η1 =
‖C11‖22
χ1(P1)
(8.18)
Il en résulte :
V1(t) < V1(0)e
−η1t + ǫ1
t∫
0
e−η1(t−s) ‖∆(s)‖22 ds+ ǫ2
t∫
0
e−η1(t−s) ‖w(s)‖22 ds (8.19)
< V1(0)e
−η1t +
ǫ1
η1
‖∆(t)‖2∞ +
ǫ2
η1
‖w(t)‖2∞
En utilisant de nouveau le lemme 5, on obtient :
‖e(t)‖22 <
χ2(P1)
χ1(P1)
‖e(0)‖22 e−η1t +
ǫ1
‖C11‖22
‖∆(t)‖2
∞
+
ǫ2
‖C11‖22
‖w(t)‖2
∞
(8.20)
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Le résultat obtenu dans (8.11) est obtenu en appliquant la racine carrée à l’inégalité pré-
cédente. Le taux d’atténuation du transfert depuis ∆(t) et w(t) vers l’erreur d’estimation est
borné et est donné par les quantités
√
ǫ1
‖C11‖2 et
√
ǫ2
‖C11‖2 .
Aﬁn d’assurer une estimation plus précise du vecteur d’état, ǫ1 et ǫ2 sont à minimiser dans
le problème LMI. Une combinaison linéaire de ǫ1 et ǫ2 est choisie dans (8.8) comme la fonction
coût à minimiser.
A présent, en se basant sur les estimées du vecteur d’état, on synthétise le contrôleur qui
permettra de stabiliser le système et poursuivre la trajectoire de référence.
8.1.3 Synthèse du contrôleur
Le principe de séparation a été utilisé avec succès dans [TW01, YS10, YNKI00] pour la
commande basée observateur des systèmes TS sans bruits de mesure et avec des variables de
prémisses mesurables. Cependant, avec la présence de signaux externes (trajectoire de référence
et/ou bruits de mesures) et avec des variables de prémisse non-mesurables, le problème est plus
diﬃcile à traiter avec la synthèse du contrôleur. Grâce au fait que ∆(t) et r(t) sont bornés, on
démontre la stabilité au sens ISS du système global en boucle fermée.
Théorème 7. [DIAM13] Supposons que le problème LMI dans le théorème 6 est faisable et a
une solution et soit un scalaire positif a2 ∈ [0, 1], s’il existe une matrice symétrique et définie
positive X2, des matrices de gains Yi et des scalaires positifs ǫ3 et ǫ4 comme solution au problème
d’optimisation suivant :
min
X2,Yi,ǫ3,ǫ4
a2ǫ3 + (1− a2)ǫ4 (8.21)
sous les contraintes : 

Πi I B1 X2C
T
12
I −ǫ3I 0 0
BT1 0 −ǫ4I 0
C12X2 0 0 −I

 < 0, i = 1, ..., r (8.22)
avec
Πi = AiX2 +X2Ai −B2Yi − Y Ti BT2 (8.23)
où a2 est un scalaire de pondération ; alors, l’ensemble du système avec le contrôleur basé ob-
servateur est stable et vérifie la stabilité au sens ISS. Les gains du contrôleur sont calculés
depuis Ki = YiX
−1
2 . Les taux d’atténuation des transferts entre ∆(t), r(t) et w(t) vers le vecteur
d’état et vers l’erreur d’estimation sont bornés et dépendent proportionnellement des scalaires
ǫi (i = 1, ..., 4).
Démonstration. A partir des inégalités (8.22) du théorème 7 ; en appliquant le lemme de Schur,
en multipliant par les µˆi correspondants et en additionnant toute les inégalités, on obtient :
r∑
i=1
µˆi

 Πi +X2C
T
12C12X2 I B1
I −ǫ3I 0
BT1 0 −ǫ4I

 < 0 (8.24)
En multipliant à gauche et à droite par [X−12 I I] et son transposé et en considérant X
−1
2 =
P2, on obtient :
r∑
i=1
µˆi

 Υi + C
T
12C12 P2 P2B1
P2 −ǫ3I 0
BT1 P2 0 −ǫ4I

 < 0 (8.25)
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avec : Υi = P2(Ai −B2Ki) + (Ai −B2Ki)TP2.
En multipliant à gauche et à droite la LMI précédente par [xT (t), ∆T (t), rT (t)] et son
transposé, respectivement, on obtient :
r∑
i=1
µˆix
T (t)Υix(t) + x
T (t)CT12C12x(t) + x
T (t)P2∆(t) + ∆
T (t)P2x(t) + x
T (t)P2B1r(t)
+ rT (t)BT1 P2x(t)− ǫ3∆T (t)∆(t)− ǫ4rT (t)r(t) < 0 (8.26)
Considérons, maintenant, la fonction de Lyapunov suivante :
V2(x(t)) = x
T (t)P2x(t) (8.27)
Selon l’équation (8.7), la dérivée par rapport au temps de V2(x(t)) est donnée par :
V˙2(x(t)) =
r∑
i=1
µˆi
(
xT (t)Υix(t)
)
+ f(e(t)) + xT (t)P2 (∆(t) +B1r(t))
+
(
∆T (t) + rT (t)BT1
)
P2x(t) (8.28)
avec :
f(e(t)) =
r∑
i=1
µˆi
(
xT (t)P2B2Kie(t) + e
T (t)KTi B
T
2 P2x(t)
)
(8.29)
On note que la combinaison des équations (8.15) et (8.28) donne lieu à un problème BMI.
Basée sur le principe de séparation, une solution est proposée dans [YS10] pour les systèmes TS
avec variables de prémisses sont mesurables et en présence des bruits de mesure. En s’inspirant de
cette technique, nous prouvons la stabilité au sens ISS de notre système avec des perturbations
et des variables de prémisses non-mesurables.
Depuis la dérivée de la fonction de Lyapunov (8.28) et l’inégalité (8.26), on obtient :
V˙2(x(t)) + h
T
2 (t)h2(t)− ǫ3∆T (t)∆(t)− ǫ4rT (t)r(t) < f(e(t)) (8.30)
La LMI ci-dessus est équivalente à :
V˙2(x(t)) < −η2 ‖x(t)‖22 + ǫ3∆T (t)∆(t) + ǫ4rT (t)r(t) + f(e(t)) (8.31)
avec :
η2 = ‖C12‖22 (8.32)
Notons que f(e(t)) peut être écrit comme suit :
f(e(t)) = 2
r∑
i=1
µˆix
T (t)P2B2Kie(t)
= 2xT (t)P2
r∑
i=1
µˆiB2Kie(t)
=
∂V T2 (x(t))
∂x(t)
r∑
i=1
µˆiB2Kie(t) (8.33)
A partir du lemme 1, on obtient :∥∥∥∥∂V2(x(t))∂x
∥∥∥∥
2
≤ χ3 ‖x(t)‖2 (8.34)
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Nous avons aussi : µˆi ≤ 1,∀i = 1...r. Ainsi, on obtient :
f(e(t)) < χ3 ‖x(t)‖2
∥∥∥∥∥
r∑
i=1
µˆiB2Kie(t)
∥∥∥∥∥
2
< χ3
r∑
i=1
‖B2Ki‖2 ‖x(t)‖2 ‖e(t)‖2
< α3 ‖x(t)‖2 ‖e(t)‖2 (8.35)
avec :
α3 = χ3
r∑
i=1
‖B2Ki‖2 (8.36)
A partir de (8.31) et (8.35), on écrit :
V˙2(x(t)) < −η2 ‖x(t)‖22 + α3 ‖x(t)‖2 ‖e(t)‖2 + ǫ3∆T (t)∆(t) + ǫ4rT (t)r(t) (8.37)
Il en résulte que la dérivée de la fonction de Lyapunov devient bornée comme suit :
V˙2(x(t)) < −η2
2
‖x(t)‖22 + ǫ3∆T (t)∆(t) + ǫ4rT (t)r(t)
−η2
2
(
‖x(t)‖22 −
2α3
η2
‖x(t)‖2 ‖e(t)‖2 +
(
α3
η2
‖e(t)‖2
)2
−
(
α(t)
η2
‖e(t)‖2
)2)
= −η2
2
‖x(t)‖22 −
η2
2
(
‖x(t)‖2 −
α3
η2
‖e(t)‖2
)2
+
α23
2η2
‖e(t)‖22 + ǫ3∆T (t)∆(t)
+ǫ4r
T (t)r(t)
< −η2
2
‖x(t)‖22 +
α23
2η2
‖e(t)‖22 + ǫ3∆T (t)∆(t) + ǫ4rT (t)r(t)
< −η2χ2(X2)
2
V2(t) +
α23
2η2χ2(P1)
V1(t) + ǫ3∆
T (t)∆(t) + ǫ4r
T (t)r(t) (8.38)
avec χ2(X2) est la valeur propore maximale de X2 qui est aussi égale à la valeur propre minimale
de P2 = X−12 .
En combinant la dérivée de la fonction de Lyapunov de la partie observation donnée par
l’inégalité (7.13) avec celle de la partie commande donnée par l’inégalité (8.38), on obtient :
V˙ (x(t)) =
[
V˙1(x(t))
V˙2(x(t))
]
<
[
−η1 0
α1 −α2
] [
V1(x(t))
V2(x(t))
]
+
[
ǫ1 0 ǫ2
ǫ3 ǫ4 0
] ‖∆(x(t))‖
2
2
‖r(x(t))‖22
‖w(x(t))‖22


= A˜V + ǫ˜w˜ (8.39)
avec : α1 =
α23
2η2χ2(P1)
et α2 =
η2χ2(X2)
2 .
La matrice A˜ est déﬁnie négative. Ceci conﬁrme la propriété ISS du système en boucle
fermée et la convergence des états du système et des erreurs d’estimation vers une région qui
sera optimale aﬁn de minimiser les erreurs d’estimation et l’erreur de poursuite de trajectoire.
Dans ce qui suit, une brève discussion sur la région de convergence est donnée.
En intégrant l’inégalité (8.39), on obtient :
V (x(t)) < eA˜t V (x(0)) +
t∫
0
eA˜(t−s)ǫ˜ w˜(s)ds (8.40)
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Nous avons aussi :
t∫
0
eA˜(t−s)ǫ˜ w˜(s)ds < −A˜−1ǫ˜ ‖w˜(t)‖2∞ (8.41)
avec :
A˜−1 =
[ − 1η1 0
− α1η1α2 − 1α2
]
(8.42)
et
‖w˜(t)‖2∞ =

 ‖∆(t)‖
2
∞
‖r(t)‖2∞
‖w(t)‖2∞

 (8.43)
A partir du lemme 5 et les inégalités (8.40) et (8.41), on obtient :[
‖e(t)‖22
‖x(t)‖22
]
<
[
1
χ1(P1)
0
0 χ2(X2)
]
eA˜t V (x(0))
−
[
1
χ1(P1)
0
0 χ2(X2)
]
A˜−1ǫ˜ ‖w˜(t)‖2∞ (8.44)
Il est claire que le premier terme de la partie droite de l’inégalité convergent vers zéro parce
que la matrice A˜ est Hurwitz. On focalise notre étude sur le second terme.
−
[
1
χ1(P1)
0
0 χ2(X2)
]
A˜−1 =


1
‖C11‖22
0
(
χ1(P1)α23
χ2(P1)
1
‖C11‖22‖C12‖42
)
2
‖C12‖22

 (8.45)
Ainsi, on conclut à partir de cette dernière égalité que les taux d’atténuation des transferts
depuis ∆(t), r(t) et w(t) vers les variables d’état sont bornés et donnés respectivement par
les racines carrées des quantités suivantes :
(
β1ǫ1 +
2ǫ3
‖C12‖22
)
,
(
2ǫ4
‖C12‖22
)
et (β1ǫ2) avec β1 =
χ1(P1)α23
χ2(P1)‖C11‖22‖C12‖42
.
Les scalaires ǫi (i = 1, ..., 4) sont minimisés aﬁn d’avoir le transfert minimal depuis ∆(t),
r(t) et w(t) vers les variables d’état et les erreurs d’estimation. Les deux problèmes LMI dans
les théorèmes 6 et 7 sont à résoudre avec la minimisation des fonctions coût associées données
par (8.8) et (8.21).
8.2 Application à l’automatisation d’un V2RM
8.2.1 Modèle de la dynamique latérale
On considère que le véhicule peut être soumis à de fortes perturbations latérales autour de
l’équilibre. Ainsi, on considère le modèle non-linéaire déduit à partir du modèle de Sharp 1971.
Ce modèle a été décrit en détail dans la section 4.3 avec les équations (4.17)-(4.24) et (4.27)-
(4.30). L’écriture de ce modèle non-linéaire, sous forme TS en utilisant l’approche par secteurs
non-linéaires, a été détaillé dans la section 5.2. Enﬁn, un modèle TS est obtenu comme suit :
 x˙v(t) =
4∑
i=1
µi(ξ(t))Avixv(t) +Bτ(t)
yv(t) = Cxv(t) +Dw(t)
(8.46)
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Cette fois-ci, le vecteur de mesure considéré regroupe l’angle de direction et sa dérivée, la
vitesse du roulis et la vitesse du lacet. Le vecteur de mesure est aussi soumis à des bruits de
mesure w avec D égale à l’identité. Le vecteur des paramètres variables ξ(t) contient la vitesse
longitudinale et l’angle de roulis non-mesurable.
Comme décrit dans la section précédente, on rajoute l’intégrale de l’erreur de suivi du roulis
comme une variable d’état supplémentaire (8.47).
eφ(t) =
∫ t
0
(φ(t)− φr(t))dt (8.47)
On considère aussi que les bruits aﬀectent les mesures principalement sur les hautes fré-
quences. Pour être insensibles à ces bruits, des ﬁltres passe-haut de premier ordre sont considérés
pour les signaux de sensibilité :
H1i(s) =
s/ω0
1 + s/ω0
Ei(s) (8.48)
avec H1i(s) et Ei(s) sont, respectivement, la ième composante du vecteur h1(t) et e(t) dans le
domaine de Laplace. ω0 est la fréquence de coupure choisie. La dernière équation conduit au
système d’état suivant : {
x˙hi(t) = −ω0xhi(t)− ω0ei(t)
h1i(t) = xhi(t) + ei(t)
(8.49)
En ajoutant ces variables auxiliaires, on obtient facilement le modèle TS donné dans l’équa-
tion (8.4).
8.2.2 Contraintes additionnelles
En plus des problèmes d’optimisation présentés dans les deux théorèmes précédents, on
souhaite que les forces latérales ne dépassent pas leurs limites de saturation aﬁn de rester dans
le régime linéaire. En eﬀet, en dehors de cette zone linéaire, le modèle risque de ne plus être
valable et les performanes du contrôleur ou de l’observateur peuvent s’altérer. Pour être cohérent
avec ces contraintes, on impose certaines conditions additionnelles sur les conditions LMI. Ces
conditions sont obtenues grâce au lemme suivant.
Lemme 6. [TW01] Soit le système (8.4) et soit le vecteur yc(t) = Ccx(t). On cherche à trouver
la loi de commande qui contraint le vecteur yc(t) comme suit : |yci(t)|2 ≤ λi pour tout t ≥ 0,
avec yci(t) est la i
ème variable de yc(t).
Supposons que la condition initiale x(0) est connue et supposons aussi qu’il existe une fonc-
tion de Lyapunov V (x(t)) = x(t)TPx(t) avec P = P T > 0 et une loi de commande u(t) garan-
tissant que la fonction de Lyapunov est décroissante, alors la contrainte |yci(t)|2 ≤ λi pour tout
t ≥ 0 est satisfaite si, en plus des LMI sur les gains de la loi de commande, les LMI suivantes
sont satisfaites : [
1 x(0)T
x(0) X
]
≥ 0 (8.50)
[
X XCTc
CcX2 Λ
]
≥ 0 (8.51)
avec Λ = diag (λ1, . . . , λi, . . .)
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Si on cherche à limiter les forces latérales, on considère yc(t) = Ccx(t) = [Fyf (t) Fyr(t)]T et
Λ est la matrice diagonale contenant les limites de saturation des forces pneumatiques latérales.
On souhaite aussi que la dynamique de l’observateur est plus rapide que celle du contrôleur.
Cette condition peut être satisfaite par des contraintes LMI sur les gains du contrôleur et de
l’observateur. Le lemme suivant est obtenu à partir des résultats présentés dans [CG96].
Lemme 7. [CG96] Soit le système TS en boucle fermée suivant :
x˙(t) =
r∑
i=1
µi(ξ(t))Abfix(t)
= Abf (ξ(t))x(t) (8.52)
Les pôles de chaque sous-modèle du système sont contraints dans le demi-plan gauche défini
par
{
zAbf |R(zAbf ) < −α
}
avec α > 0 s’il existe une matrice de Lyapunov symétrique et définie
positive P tel que les LMI suivantes sont satisfaites :
PAbfi +A
T
bfiP + 2αP < 0, i = 1, . . . , r (8.53)
Les pôles de chaque sous-modèle du système précédent sont contraints dans le cercle de rayon
β défini par {|zobs| < β} avec β > 0 s’il existe une matrice de Lyapunov symétrique et définie
positive P tel que les LMI suivantes sont satisfaites :[
−βP PAbfi
ATbfiP −βP
]
< 0, i = 1, . . . , r (8.54)
Dans notre cas, les pôles de chaque sous-modèle de l’observateur sont contraints dans l’inter-
section du demi-plan gauche {zobs|R(zobs) < −3} avec le cercle |zobs| < 1000} alors que les pôles
de chaque sous-modèle du système en boucle fermée sont contraints dans {zcon|R(zcon) < −1 ,
|zcon| < 1000}.
8.2.3 Résultats de simulation
L’observateur estime les variables de la dynamique latérale en utilisant uniquement les vi-
tesses de lacet et de roulis obtenues grâce à une centrale inertielle ainsi que l’angle de direction
et sa dérivée avec un codeur optique. La commande basée observateur est synthétisée pour une
vitesse variable entre 5 et 30m/s et un angle de roulis maximal de 45◦. Les conditions ini-
tiales du système sont x(0) = [0.1, 0, 0.1, 0, 0, 0, 10, 10]T et celles de l’observateur sont
xˆ(0) = [0, 0, 0, 0, 0, 0, 0, 0]T . Les conditions de simulation sont données pour le proﬁl de
vitesse donné dans la ﬁgure (ﬁg. 8.1).
En l’absence des bruits de mesure, les résultats sont donnés dans les ﬁgures 8.2 et 8.3. On
remarque que toutes les variables d’état sont bien estimées excepté la vitesse latérale, mais les
erreurs d’estimation sont toujours bornées.
Aﬁn de tester l’observateur en présence des bruits de mesure, on considère que les mesures
sont aﬀectées par des signaux aléatoires centrés et bornés d’une amplitude maximale de 5% de
la valeur maximale des mesures. Les résultats obtenus sont donnés dans les ﬁgures 8.4 et 8.5.
Les états restent bien estimés excepté la vitesse latérale. Cependant, l’erreur d’estimation de
cette dernière reste toujours bornée.
On remarque que dans les deux cas, uniquement la vitesse latérale a une erreur d’estimation
non négligeable. La vitesse latérale est l’une des variables les plus diﬃciles à estimer et ceci peut
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Figure 8.1 – Proﬁl de vitesse longitudinale
être expliqué par le mal-conditionnement de la matrice d’observabilité associée au modèle utilisé.
Cependant, du fait des faibles valeurs de la vitesse latérale, son erreur d’estimation aﬀecte peu
les performances de suivi du roulis de référence. A partir des trajectoires reconstruites avec les
états du scooter et leurs estimées en présence des mêmes bruits de mesure, on constate à partir
de la ﬁgure 8.6, que la mauvaise estimation de la vitesse latérale n’a pas un grand impact sur
l’estimation de la trajectoire du véhicule.
Remarque 11. On tient à noter que les résultats donnés en [TCU01] ne permettent pas de
trouver une solution à notre problématique. Ainsi, on peut conclure que la commande basée
observateur proposée donne des résultats moins conservatifs que ceux donnés dans [TCU01].
8.3 Conclusion
Dans ce chapitre, nous avons proposé un contrôleur basé observateur pour la poursuite de
trajectoire des systèmes non-linéaires écrits sous une forme TS en présence de variables de
prémisses non-mesurables et avec des bruits de mesure. La convergence des états du système
et des erreurs d’estimation est garantie grâce à la propriété de stabilité entrée-état ISS et les
conditions de stabilité sont données sous la forme de deux problèmes d’optimisation indépendants
avec des contraintes LMI.
Par la suite, le contrôleur basé observateur a été appliqué pour le contrôle de la dynamique
latérale des V2RM avec l’asservissement de l’angle de roulis vers un roulis de référence. Dans
un premier temps, le modèle non-linéaire de la dynamique latérale de la moto a été transformé
en une structure polytopique et des états virtuels ont été ajoutés pour assurer la poursuite de
trajectoire du roulis et pour minimiser des signaux de sensibilité. Ensuite, les deux théorèmes
présentés dans le chapitre ont été utilisés pour synthétiser les gains de l’observateur et du
contrôleur. Les résultats de simulation ont été présentés aﬁn d’illustrer l’eﬃcacité du contrôleur
et de l’observateur.
La particularité de ce travail est la prise en compte des bruits de mesure et les variables de
prémisses non-mesurables dans la synthèse. De plus, d’un point de vue ingénierie, la synthèse
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Figure 8.2 – En haut : angle de roulis réel (bleu), son estimé (rouge) et le roulis de référence
(vert). En bas : couple de direction.
d’un contrôleur basé observateur pour les V2RM avec la preuve de convergence pour diﬀérentes
vitesses longitudinales n’a pas été traitée auparavant.
Dans les travaux à venir, le modèle non-linéaire sera redéﬁni aﬁn de prendre en compte la
dynamique du contrôleur. Ainsi, on pourra appliquer la loi de commande pour des ﬁns d’auto-
matisation de notre scooter et ainsi avoir une loi de commande plus lisses.
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Figure 8.3 – Les états réels (bleu) et leurs estimés (rouge)
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Figure 8.4 – En haut : angle de roulis réel avec un zoom (bleu), son estimé (rouge) et le roulis
de référence (vert). En bas : couple de direction avec un zoom
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Figure 8.6 – Trajectoire réelle de la moto (bleu) et son estimé (rouge)
141
Chapitre 8. Contrôleur basé observateur pour la dynamique latérale
142
Chapitre 9
Freinage optimal pour les véhicules à
deux-roues motorisés
Sommaire
9.1 Dynamique des roues . . . . . . . . . . . . . . . . . . . . . . . . . . 145
9.1.1 Modèle de la dynamique des roues . . . . . . . . . . . . . . . . . . . 145
9.1.2 Modèle de la pneumatique . . . . . . . . . . . . . . . . . . . . . . . 145
9.1.3 Changement d’échelle temporelle . . . . . . . . . . . . . . . . . . . 146
9.2 Contrôle par mode glissant . . . . . . . . . . . . . . . . . . . . . . 147
9.2.1 Choix de la surface de glissement . . . . . . . . . . . . . . . . . . . 147
9.2.2 Attractivité de la surface de glissement . . . . . . . . . . . . . . . . 148
9.3 A la recherche du glissement longitudinal optimal . . . . . . . . 150
9.3.1 Discussions sur le glissement longitudinal optimal . . . . . . . . . . 150
9.3.2 Algorithmes MPPT et similitude avec le freinage optimal . . . . . . 150
9.3.3 Algorithme P&O et recherche du glissement longitudinal optimal . 152
9.4 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . 153
9.4.1 Route sèche et ligne droite . . . . . . . . . . . . . . . . . . . . . . . 156
9.4.2 Route mouillée et ligne droite . . . . . . . . . . . . . . . . . . . . . 156
9.4.3 Adhérence variable et ligne droite . . . . . . . . . . . . . . . . . . . 157
9.4.4 Changement d’adhérence et prise de virage . . . . . . . . . . . . . . 157
9.4.5 Discussions sur les résultats obtenus . . . . . . . . . . . . . . . . . . 160
9.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
Le freinage d’urgence est un point important souvent blâmé comme l’une des causes d’ac-
cidents pour les V2RM, c’est d’autant plus vrai, que ce phénomène est un phénomène que l’on
retrouve chez les novices. Le problème de freinage d’urgence est encore plus dangereux si l’adhé-
rence de la route est insuﬃsante (route mouillée ou enneigée). Dans ce contexte, l’objectif du
travail présenté dans ce chapitre est double : 1- synthétiser un algorithme pour la recherche
du glissement optimal pour maximiser les forces longitudinales de freinage et éviter la perte de
contact du pneu arrière au sol et 2- proposer un contrôleur robuste pour l’asservissement du
glissement longitudinal vers ce glissement de référence.
Pour le contrôle du glissement longitudinal des pneus, plusieurs prototypes commerciaux
existent déjà comme le système anti-blocage des roues (ABS) et le programme de stabilité élec-
tronique (ESP) pour les véhicules de tourisme [VZ02] et les stratégies de freinage pour les motos
de course [CSTF08]. La commande du glissement longitudinal a été développée grâce aux avan-
cées technologiques dans les actionneurs hydrauliques de freinage qui permettent une modulation
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continue du couple de freinage. Dans ce contexte, plusieurs approches ont été présentées pour
commander le glissement longitudinal (voir chapitres 5-8 de la thèse [JR03]). Un contrôleur PID
a été proposé dans [CSTF08], une commande par mode glissant dans [DODA95], un contrôleur
ﬂou dans [LH03], une commande LQR par séquencement de gain dans [PJKL01] et une com-
mande par réseaux de neurones dans [SC99]. Cependant, tous ces travaux ne prennent pas en
compte les incertitudes sur les interactions pneu-sol, les variations de l’adhérence de la route et
l’eﬀet du transfert de charge.
Pour surmonter ce problème, quelques travaux ont été initiés aﬁn d’estimer les forces lon-
gitudinales et les caractéristiques de la route (adhérence, etc.) [CdWPS03, OAS+03, TS06].
Cependant, combiner ces observateurs avec les contrôleurs cités auparavant peut conduire à des
tâches de calculs importantes. C’est pourquoi les contrôleurs robustes restent la meilleure alter-
native. Dans [TAS08], un contrôleur non-linéaire robuste a été proposé mais son inconvénient
majeur était la génération des cycles limites pour quelques glissements longitudinaux de réfé-
rence. Dans [PLLG12], une commande non-linéaire par feedback et feedforward a été proposée
pour résoudre le problème des cycles limites. Cependant, certaines limitations ont été relevées :
l’intervalle des vitesses où le contrôleur peut être appliqué est limité aux basses vitesses, le frei-
nage est considéré en ligne droite, les forces verticales sont considérées constantes et malgré la
robustesse du contrôleur, un modèle des forces pneumatiques est nécessaire.
De plus, dans tous les travaux cités auparavant, le glissement longitudinal de référence est
souvent considéré connu et constant ce qui n’est pas toujours vrai parce qu’il varie en fonction
de caractéristiques pneumatiques (pression, température, etc.) et les attributs de la route. Ce
problème n’est pas facile à résoudre, et peu de travaux ont présenté des résultats intéressants
[TPS09]. Ce problème est d’autant plus diﬃcile dans le cas des motos où le transfert de charge
et le risque de perte de contact du pneu arrière doivent être pris plus au sérieux. Dans [CSTF08],
une solution a été présentée pour prévenir contre le stoppie. Un algorithme a été utilisé pour
basculer entre un contrôleur du glissement et un contrôleur de la force verticale au pneu ar-
rière. Cependant, le glissement longitudinal de référence a été considéré constant et connu, des
commandes PID linéaires ont été utilisées pour les deux contrôleurs et la force verticale a été
asservie dans la boucle de commande, ce qui est diﬃcile à réaliser, parce que les forces verticales
sont diﬃcilement mesurables.
Pour surmonter ces contraintes, le travail présenté dans ce chapitre a deux principales contri-
butions :
– Le contrôle du glissement longitudinal. Seulement la vitesse et l’accélération longitudinales
et les vitesses de rotation des roues sont requises. Le contrôleur par mode glissant proposé
est robuste au transfert de charge, aux variations ou aux incertitudes sur les caractéris-
tiques des pneus et à la dynamique latérale. De plus, le modèle des forces pneumatiques
n’est plus requis.
– Un algorithme est donné aﬁn de chercher le meilleur glissement longitudinal qui maximise
les forces longitudinales de freinage et évite la perte de contact du pneu arrière avec le sol.
Tout comme le contrôleur, l’algorithme nécessite uniquement l’accélération longitudinale
et les glissements longitudinaux.
Le chapitre est organisé comme suit : dans la première section, un modèle pour la dynamique
de rotation des roues et du système de freinage est décrit. Ensuite, la synthèse du contrôleur est
donnée dans la deuxième section et la synthèse de l’algorithme de recherche du glissement de
référence dans la troisième section. Enﬁn, la dernière section permet d’évaluer les performances
de la stratégie de freinage proposée avec diﬀérents scénarios de simulation sur le simulateur
BikeSim.
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9.1 Dynamique des roues
Dans cette section, les équations décrivant la dynamique des pneus et le système de frei-
nage sont données. Même simple, le modèle utilisé prend en compte l’inﬂuence des mouvements
importants du véhicule sur la dynamique des roues.
Dans ce qui suit, l’indice i est utilisé pour désigner le pneu arrière pour (i = r) et le pneu
avant pour (i = f).
Aussi, zi = F (xi, yi) signiﬁe que :{
zf = F (xf , yf )
zr = F (xr, yr)
9.1.1 Modèle de la dynamique des roues
L’un des objectifs de ce travail est de contrôler le glissement longitudinal vers un glissement
de référence lors de la phase de freinage. Dans ce contexte, le couple de freinage est le seul couple
externe considéré (le couple moteur est nul). De plus, un actionneur de freinage hydraulique est
considéré, mais la dynamique des ﬂuides est négligée. Ainsi, la relation entre le couple de freinage
et la pression du liquide de freinage est linéaire. Donc, le modèle de la dynamique de rotation
des roues est décrit par les équations suivantes :{
Iyi
dωi
dt = −RiFxi +Bi
λi =
Riωi−vx
max{vx,Riωi}
(9.1)
Bi est le couple de freinage.
Lors du freinage, vx > Riωi et le glissement longitudinal est donné par : λi = Riωi−vxvx .
A présent, on considère le vecteur d’état suivant :[
x1i
x2i
]
=
[
λ
Ri
dωi
dt − ax
]
(9.2)
avec ax = dvxdt .
La représentation d’état suivante est obtenue :

dx1i
dt =
x2i−x1iax
vx
dx2i
dt = −
R2i
Iyi
dFxi
dt +
Ri
Iyi
dBi
dt − daxdt
(9.3)
Aﬁn d’exprimer la dérivée dans le temps de l’accélération longitudinale et les forces pneu-
matiques, on doit choisir un modèle analytique pour les forces pneumatiques.
9.1.2 Modèle de la pneumatique
Avant de détailler la dynamique de la pneumatique, on considère quelques hypothèses :
Hypothèse 3. L’adhérence de la route est constante par morceau.
Hypothèse 4. Les forces aérodynamiques sont négligées.
Hypothèse 5. La dérivée dans le temps de l’accélération longitudinale est supposée connue.
Notons que si l’accélération longitudinale est mesurée, il est facile d’estimer sa dérivée dans le
temps même si l’accélération longitudinale est bruitée grâce aux nouvelles méthodes de dérivation
vues précédemment (section 6.2).
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Hypothèse 6. Le V2RM peut être soumis à des perturbations latérales mais la dérivée du
glissement latéral doit être bornée (i.e. l’angle de glissement latéral doit être de classe C1).
Les forces pneumatiques longitudinales sont souvent considérées proportionnelles aux forces
verticales [Pac05]. Ainsi, les forces longitudinales sont modélisées comme suit :
Fxi = FziΠi(λi, αi, β) (9.4)
avec β l’adhérence disponible de la route.
A partir de l’hypothèse 3, la dérivée dans le temps des forces longitudinales est donnée par
les équations suivantes :
dFxi
dt =
∂Fxi
∂λi
dλi
dt +
∂Fxi
∂αi
dαi
dt +
∂Fxi
∂Fzi
dFzi
dt
= Fzi
∂Πi(λi,αi,β)
∂λi
(
x2i−x1iax
vx
)
+Fzi
∂Πi(λi,αi,β)
∂αi
dαi
dt +Πi(λi, αi, β)
dFzi
dt
= FziΠ
′
i(λi, αi, β) + Πi(λi, αi, β)
dFzi
dt
(9.5)
avec : Π′i(λi, αi, β) =
∂Πi(λi,αi,β)
∂λi
(
x2i−x1iax
vx
)
+ ∂Πi(λi,αi,β)∂αi
dαi
dt .
Grâce à l’hypothèse 4, les forces verticales sont exprimées par les équations suivantes : (voir
la section 3.1.4 pour plus de détails) :
 Fzf =
M(bMg−hMax)
p
Fzr =
M(lMg+hMax)
p
(9.6)
Par conséquent :
dFzi
dt
= (−1)jMhM
p
dax
dt
(9.7)
avec j = 1 si i = f et j = 2 si i = r.
9.1.3 Changement d’échelle temporelle
Aﬁn d’avoir une commande insensible à la vitesse longitudinale, on écrit le système de la
dynamique des roues dans une nouvelle échelle de temps.
A partir des équations (9.5) et (9.7), la deuxième équation de la représentation d’état (9.3)
est réécrite comme suit :
dx2i
dt
= −R
2
i
Iyi
FziΠ
′
i(λi, αi, β) +
Ri
Iyi
dBi
dt
− R
2
i
Iyi
Πi(λi, αi, β)
dFzi
dt
− dax
dt
= −ci(Fzi)Π′i(λi, αi, β) +
Ri
Iyi
dBi
dt
− dax
dt
(
(−1)jR
2
i
Iyi
Πi(λi, αi, β)
Mh
p
+ 1
)
(9.8)
avec ci(Fzi) =
R2i
Iyi
Fzi.
En considérant Ui = RivxIyi
dBi
dt , on obtient :
dx2i
dt
= −ci(Fzi)Π′i(λi, αi, β) +
Ui
vx
− ∆i
vx
(9.9)
avec : ∆i = vx daxdt
(
(−1)j R2iIyiΠi(λi, αi, β)Mhp + 1
)
.
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Le système (9.3) est réécrit dans une nouvelle échelle de temps (voir [PLLG12]) comme suit :
s(t) =
∫ t
0
dτ
vx(τ)
ce qui implique que : dt = vxds.
Si l’on considère : χ˙ = dχds , alors : χ˙ =
dχ
dt
dt
ds =
dχ
dt vx.
Le système (9.3) combiné à l’équation (9.9) donne :{
x˙1i = x2i − x1iax
x˙2i = −ci(Fzi)Π′′i (λi, αi, β) + Ui −∆i
(9.10)
avec Π′′i (λi, αi, β) = vxΠ
′
i(λi, αi, β)
Ce modèle ﬁnal prend en compte les plus importantes caractéristiques de la dynamique
longitudinale des V2RM et la dynamique des pneumatiques : les forces longitudinales non-
linéaires, le transfert de charge, l’angle de glissement latéral et la variation de l’adhérence de la
route. La section suivante est consacrée à la commande de ce système.
Dans ce qui suit, dχdt désignera la dérivée dans le temps de χ et χ˙ =
dχ
ds désignera la dérivée
dans la nouvelle échelle de temps.
9.2 Contrôle par mode glissant
Comme expliqué auparavant, l’objectif de cette section est de contrôler le glissement longi-
tudinal vers un glissement de référence. Cet objectif sera assuré en utilisant un contrôleur par
mode glissant. Premièrement, une discussion est donnée par rapport au choix de la surface de
glissement. Ensuite, on passera à la synthèse de la loi de commande permettant d’assure la
convergence du vecteur d’état vers la surface de glissement.
9.2.1 Choix de la surface de glissement
Supposons que les glissements longitudinaux de référence des pneus avant et arrière sont :
x∗1f et x
∗
1r.
La surface de glissement suivante est considérée :
Si = ki(x1i − x∗1i) + (x2i − x∗2i) (9.11)
Sur la surface de glissement, le système est réduit à :
x2i = x
∗
2i − ki(x1i − x∗1i) (9.12)
et :
x˙1i = x
∗
2i − x1iax − ki(x1i − x∗1i) (9.13)
Si x∗2i = axx
∗
1i, la surface de glissement devient :
Si = ki(x1i − x∗1i) + (x2i − axx∗1i) (9.14)
et le système réduit s’écrit :
x˙1i = −(ki + ax)(x1i − x∗1i) (9.15)
Sur la surface de glissement avec le système réduit, le glissement longitudinal x1i convergera
vers le glissement de référence x∗1i. La vitesse de convergence de x1i vers x
∗
1i dépendra du gain
ki, l’accélération ax et la vitesse longitudinale vx (parce que le système est exprimé dans une
nouvelle échelle de temps). Ainsi, pour assurer une convergence rapide de x1i vers x∗1i sur la
surface de glissement indépendamment de la vitesse et l’accélération longitudinales, le gain ki
doit être suﬃsamment grand.
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9.2.2 Attractivité de la surface de glissement
L’objectif de cette section est de ramener la surface de glissement à zéro en temps ﬁni à
l’aide de la commande Ui.
A partir des équations (9.10) et (9.11), x˙1i peut être écrit comme suit :
x˙1i = −(ki + ax)(x1i − x∗1i) + Si (9.16)
Sous l’hypothèse que le glissement longitudinal de référence est constant par morceaux, la
dynamique de la surface de glissement est obtenue à partir des équations (9.10) et (9.16) comme
suit :
S˙i = kix˙1i + x˙2i − a˙xx∗1i
= ki [−(ki + ax)(x1i − x∗1i) + Si] + Ui − a˙xx∗1i +∆′i (9.17)
avec : ∆′i = −∆i − ci(Fzi)Π′′i (λi).
Considérons la fonction de Lyapunov suivante :
Vi =
1
2
S2i (9.18)
Pour assurer la convergence en temps-ﬁni du système (9.17), la condition suivante doit être
satisfaite :
dVi
dt
≤ −ηV 12 , η > 0 (9.19)
équivalente à :
V˙i ≤ −η′V 12 , η′ = ηvx (9.20)
La dérivée dans le temps de Vi dans la nouvelle échelle de temps est calculée comme suit :
V˙i = Si (ki [−(ki + ax)(x1i − x∗1i) + Si] + Ui − a˙xx∗1i
+∆′i
)
(9.21)
Si la loi de commande suivante est considérée :
Ui = −ki [−(ki + ax)(x1i − x∗1i) + Si] + a˙xx∗1i + vi (9.22)
avec vi une nouvelle commande virtuelle à déterminer. En la combinant à l’équation (9.21), on
obtient :
V˙i = Si
(
∆′i + vi
)
(9.23)
Essayons de trouver la borne maximale de |∆′i|.
– Premièrement, puisque vx est toujours positive et l’adhérence |Πi| est bornée par Πi,max,
on obtient :
|∆i| = vx
(
R2i
iyi
Mh
p
Πi,max + 1
) ∣∣∣∣daxdt
∣∣∣∣ (9.24)
– La force Fzi est bornée et on obtient : |ci(Fzi)| ≤ R
2
i
iyi
Mg.
– Puisque Πi(λi, αi, β) est Lipschitz par rapport à λi et αi (voir [Pac05, Cos06]), le terme∣∣∣∂Πi(λi,αi,β)∂λi
∣∣∣ peut être borné par Π′1i,max et ∣∣∣∂Πi(λi,αi,β)∂αi
∣∣∣ par Π′2i,max.
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– De plus, à partir de l’hypothèse 6, le terme
∣∣∣dαidt ∣∣∣ peut être borné par α′i,max ce qui implique
que :
|ci(Fzi)Π′′i (λi, αi, β)| ≤
R2i
iyi
Mg
(
Π′1i,max |x2i − x1iax|+ vxΠ′1i,maxα′i,max
)
(9.25)
Par conséquent :
|∆′i| ≤ vx
(
R2i
iyi
Mh
p
Πi,max + 1
) ∣∣∣∣daxdt
∣∣∣∣+ R2iiyiMg (Π′1i,max |x2i − x1iax|+ vxΠ′1i,maxα′i,max)
= ‖∆′i‖∞ (9.26)
Ainsi, si la commande virtuelle vi est donnée par :
vi = −(
∥∥∆′i∥∥∞ + σi)sign(Si) (9.27)
avec σi > 0 et sign(Si) =
{
1 if Si ≥ 0
−1 if Si < 0 , la fonction de Lyapunov est bornée comme suit :
V˙i ≤ −σi |Si|
≤ −√2σiV
1
2
i (9.28)
Alors, la loi de commande Ui qui force Si vers zéro en temps ﬁni :
Ui = −ki [−(ki + ax)(x1i − x∗1i) + Si] + a˙xx∗1i − (
∥∥∆′i∥∥∞ + σi)sign(Si) (9.29)
Les gains σi sont choisis pour ajuster le temps ﬁni de convergence de la surface de glissement
vers zéro. Ce temps ﬁni de convergence tr est obtenu comme suit :
Supposons que le freinage commence à t = t0 et entre t0 et t1 > t0, x∗1i est constant, la vitesse
longitudinale pour t ∈ [t0, t1] est inférieure à vx0 = vx(t0) (parce que le véhicule est en phase
de freinage). Par conséquent, à partir de l’équation (9.28), on obtient :
dVi(t)
dt
≤ −
√
2σi
vx(t)
V
1
2
i (t)
≤ −
√
2σi
vx0
V
1
2
i (t) (9.30)
En intégrant (9.30) sur l’intervalle de temps t0 ≤ τ ≤ t avec (t ≤ t1) :
V
1
2
i (t) ≤ −
√
2σi
2vx0
t+ V
1
2
i (t0) (9.31)
Par conséquent, Vi(t) atteindra zéro en un temps-ﬁni [SEFL14] :
tr ≤
√
2vx0
σi
V
1
2
i (t0)
=
vx0 |Si(t0)|
σi
(9.32)
Parce que x∗1i est constante par morceaux (et non pas toujours constante), après chaque
changement de x∗1i à un instant tch, la surface de glissement s’éloigne de zéro et le nouveau
temps-ﬁni pour que la surface de glissement atteindra de nouveau zéro est :
tr − tch ≤ vx(tch) |Si(tch)|
σi
(9.33)
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A partir de la dernière équation, on constate que le temps-ﬁni pour que la surface de glis-
sement converge à zéro dépend de la vitesse du véhicule. Ceci doit être soigneusement pris en
compte pour mieux choisir les gains σi. Par exemple, il peut être choisi en fonction de la vitesse
longitudinale.
Finalement, le couple de freinage à appliquer réellement au véhicule pour contrôler le glisse-
ment longitudinal est donné par :
Bi =
∫ t
0
Iyi
Rivx(τ)
Ui(τ)dτ (9.34)
A partir de la synthèse, on conclut que le contrôleur proposé est robuste aux paramètres des
forces longitudinales et verticales, l’adhérence de la route et l’angle de glissement latéral.
9.3 A la recherche du glissement longitudinal optimal
9.3.1 Discussions sur le glissement longitudinal optimal
L’objectif principal de ce chapitre est d’assurer un freinage optimal. Le problème d’optimalité
considéré ici consiste à minimiser le temps de la phase de freinage par la recherche du glissement
longitudinal garantissant la décélération maximale possible.
Une discussion détaillée sur la relation entre le glissement longitudinal et le freinage optimal
a été donnée dans la section 4.4.1. Cette discussion peut être résumée dans les points suivants :
– Les forces longitudinales ont une valeur maximale par rapport aux variations du glissement
longitudinal (ﬁgure 4.4). Cette valeur maximale garantit la décélération maximale. Cepen-
dant, le glissement correspondant n’est pas constant et dépend de plusieurs paramètres
(ﬁgure 4.5).
– Si l’adhérence de la route n’est pas suﬃsante, il n’y a pas de risque d’atteindre la décéléra-
tion maximale provoquant le stoppie du véhicule et le freinage optimal sera garanti par le
contrôle du glissement longitudinal vers le glissement de référence correspondant au pic.
– Si l’adhérence de la route est favorable (surface sèche), la décélération maximale peut
facilement être atteinte et il devient inutile, voire dangereux, d’essayer d’atteindre le glis-
sement longitudinal optimal.
9.3.2 Algorithmes MPPT et similitude avec le freinage optimal
Le glissement longitudinal maximisant les forces longitudinales est très diﬃcile à trouver ana-
lytiquement. Cependant, on peut constater que ce glissement longitudinal optimal est unique.
Ainsi, une nouvelle méthode est proposée ici pour trouver ce glissement longitudinal empirique-
ment.
L’algorithme proposé est inspiré des méthodes MPPT (Maximum Power Point Tracking)
utilisées sur les panneaux photovoltaïques [EC07]. Parmi les algorithmes MPPT, la méthode
Perturb & Observe (P&O) est la plus utilisée pour sa simplicité, sa facilité d’implémentation
et ses bonnes performances [EC07, JA07]. Le principe de l’algorithme P&O est illustré dans la
ﬁgure 9.1.
Si le glissement longitudinal est perturbé dans une certaine direction et la force longitudinale
de la roue correspondante augmente (dFxidλi > 0), ceci implique que le glissement longitudinal a
été perturbé vers le glissement optimal (voir ﬁgure 4.4) et, par conséquent, il doit être perturbé
encore plus vers la même direction. Par ailleurs, si la force longitudinale diminue (dFxidλi < 0), le
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Début
Lire Fxi(k) , λi(k)
∆Fxi = Fxi(k) − Fxi(k − 1)
∆λi = λi(k)− λi(k − 1)
∆Fxi = 0
∆Fxi > 0
∆λi > 0∆λi > 0
λi ref = λi ref −∆λλi ref = λi ref +∆λλi ref = λi ref −∆λ
Fxi(k − 1) = Fxi(k)
λi(k − 1) = λi(k)
non
oui
ouinon
ouinonouinon
Figure 9.1 – Organigramme de l’algorithme P&O pour trouver le glissement longitudinal cor-
respondant au pic des forces longitudinales.
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glissement a été éloigné du glissement optimal et, par conséquent, la direction de perturbation
du glissement doit être inversée.
Remarque 12. Notons que cet algorithme requière la connaissance des forces longitudinales qui
n’est pas évident. Pour surmonter ce problème, deux options sont proposés :
– Considérer uniquement le freinage avec le pneu avant (suffisant quand l’adhérence de la
route est favorable). Dans ce cas, si les forces aérodynamiques sont négligées, la force
longitudinale avant peut être approximée à partir de l’accélération longitudinale par :
Max = Fxf .
– Si on veut utiliser le freinage avant et arrière ensemble, on considère que les deux roues
possèdent approximativement le même glissement optimal. Les glissements avant et arrière
seront contrôlés vers le même glissement de référence. De plus, l’accélération longitudinale
est aussi utilisée pour approximer la somme des forces longitudinales comme suit : Max =
Fxf + Fxr.
Il n’y a pas une grande diﬀérence dans la structure de l’algorithme en choisissant la première
ou la deuxième option est considérée. Dans cette section, un algorithme est proposé pour trouver
le glissement longitudinal correspondant au pic des forces de décélération. Cependant, est-ce
que ce glissement longitudinal est la solution optimale ? La réponse est non. Si l’adhérence de
la route est favorable, avant que le glissement longitudinal correspondant au pic soit atteint, on
peut atteindre la décélération maximale qui causera le stoppie (comme nous l’avons vu dans la
ﬁgure 4.6). Dans ce cas, l’algorithme précédent doit être arrêté avant d’atteindre la décélération
critique.
9.3.3 Algorithme P&O et recherche du glissement longitudinal optimal
L’algorithme proposé est basé sur les principes suivants :
– L’algorithme est déclenché uniquement quand le conducteur applique un couple de freinage
puissant. Ceci peut être détecté en comparant la pression du liquide de freinage (Pbf et
Pbr) avec une pression maximale (P ∗). Si la pression du liquide de freinage est supérieure
à P ∗, on estime que le conducteur tente d’appliquer un freinage brusque et l’algorithme
est alors déclenché. De plus, pour éviter les transitions multiples inutiles (ou Chattering)
entre le déclenchement et la rupture de l’algorithme, une fonction hystérésis f1(Pbi) est
utilisée pour comparer les pressions des liquides de freinage Pbf et Pbr avec la pression
maximale P ∗, (voir ﬁgure 9.2 et l’organigramme dans la ﬁgure 9.4).
Pbi(N/mm
2)
f1(Pbi)
P∗
1
Figure 9.2 – Fonction hystérésis f1(Pbi)
– Si l’algorithme est déclenché et si la décélération du V2RM est inférieure à la décélération
critique (−ax < −a∗x), l’algorithme Perturb and Observe (P&O) est sollicité pour trouver
le glissement longitudinal optimal correspondant au pic de la ﬁgure 4.4.
– Si la décélération est supérieure ou égale à la décélération critique, l’algorithme P&O est
désactivé et un autre algorithme est sollicité pour s’éloigner du glissement longitudinal
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correspondant au maximum des forces longitudinales. Ceci est important aﬁn mettre la
décélération du véhicule à l’écart de la décélération critique provoquant le stoppie. Dans
ce cas, l’algorithme eﬀectuera la tache inverse de l’algorithme P&O.
– Idéalement, le switch entre l’algorithme P&O et l’autre algorithme a lieu quand la décéléra-
tion longitudinale est égale à la décélération critique ; en pratique, la décélération critique
−a∗x est remplacée par −a∗x− δax . Ceci est important pour garantir un apport minimal des
forces verticales sur le pneu arrière. De plus, une fonction hystérésis f2(ax) est aussi utilisée
pour la comparaison (δ1 = 1m/s2 et δ2 = 2m/s2) pour éviter de multiples commutations
entre les deux sous-programmes cités en haut (voir ﬁgure 9.3 et l’organigramme dans la
ﬁgure 9.4).
−ax(m/s
2)
f2(ax)
|
−a∗x
(−a∗x − δ1)(−a
∗
x − δ2)
1
Figure 9.3 – Fonction hystérésis f2(ax)
L’architecture de l’algorithme proposé est donnée dans la ﬁgure 9.4. Parce que l’accélération
longitudinale est utilisée dans cet algorithme au lieu des forces longitudinales, il est évident
qu’avec l’algorithme proposé, il n’est pas possible de déterminer les glissements longitudinaux
optimaux des pneus avant et arrière séparément. Ainsi, uniquement le glissement longitudinal
avant sera utilisé pour le calcul du glissement optimal. Le choix du glissement avant et non pas
arrière est motivé par le fait que l’apport de freinage apporté par le pneu avant et plus important
que celui apporté par le pneu arrière à cause du transfert de charge.
Le sous-programme 1 est exécuté dans le cas où la décélération du véhicule est inférieure à
la décélération maximale. Dans ce cas, l’objectif est de trouver le glissement longitudinal qui
maximisera la force longitudinale. Ainsi, l’algorithme P&O est exécuté. Il a le même principe
que l’algorithme proposé dans la ﬁgure 9.1, mais au lieu d’utiliser les forces longitudinales Fxi,
l’accélération longitudinale est utilisée (voir ﬁgure 9.5 avec le rectangle rouge supérieur).
Le sous-programme 2 est exécuté quand il y a un risque d’atteinte de la décélération cri-
tique. Dans ce cas, le sous-programme aura la tâche d’éloigner le glissement longitudinal du
glissement correspondant à la force longitudinale maximale et il eﬀectuera la tâche inverse du
sous-programme 1. Ceci est expliqué dans la ﬁgure 9.5 avec le rectangle rouge inférieur.
9.4 Résultats de simulation
Pour tester les performances du contrôleur proposé, des simulations sont eﬀectuées sur le
simulateur BikeSim, qui prend en compte toute les dynamiques des V2RM et les interactions
roues/sol [Pac05]. Plusieurs scénarios sont simulés pour vériﬁer les performances du contrôleur
proposé.
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Début
Lire ax(k) , Pbi(k)
Calculer f1(Pbf (k)), f1(Pbr(k))
f1(Pbf (k)) = 1
ou
f1(Pbr(k)) = 1
Calculer f2(ax(k))
f2(ax(k)) = 1
sous-programme 1 sous-programme 2
oui
non
non oui
λ∗
Figure 9.4 – Architecture du programme global pour le freinage optimal
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Début
Lire ax(k) , λf (k)
∆ax = ax(k)− ax(k − 1)
∆λf = λf (k)− λf (k − 1)
∆ax = 0
∆ax > 0
∆λf > 0∆λf > 0
λref = λref −∆λλref = λref +∆λλref = λref −∆λ
ax(k − 1) = ax(k)
λi(k − 1) = λi(k)
Sous-programme 1
non
oui
ouinon
ouinonouinon
λref = λref +∆λλref = λref −∆λλref = λref +∆λSous-programme 2
Figure 9.5 – Organigramme des sous-programmes 1 et 2
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9.4.1 Route sèche et ligne droite
Premièrement, un scénario sur une ligne droite avec une adhérence constante β = 0.85 est
considéré. Dans ce cas, l’adhérence de la route est favorable au freinage et le transfert de charge
peut être important. Les résultats de simulation de ce scénario sont donnés dans les ﬁgures 9.6
et 9.7.
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Figure 9.6 – β = 0.85. En haut : glissement longitudinal avant et arrière et glissement de
référence. Au milieu : modes de contrôle (sous-programme 1 ou 2). En bas : force verticale
arrière.
Dans ce scénario, l’adhérence de la route est favorable et il est facile d’atteindre la décélération
critique. Pour cette raison, le sous-programme 2 est souvent sollicité. Depuis la ﬁgure 9.6, la force
verticale arrière est toujours positive en freinage et une marge de sécurité est toujours assurée
pour garantir un apport minimal de la charge verticale sur le pneu arrière. A partir de la ﬁgure
9.7, le contrôleur proposé nous permet d’atteindre une décélération de −10m/s−2. Les autres
graphes montrent les surfaces de glissement, les couples de freinage et la vitesse longitudinale.
9.4.2 Route mouillée et ligne droite
A présent, un scénario, sur une ligne droite et une route mouillée avec une adhérence β = 0.5,
est considéré. Les résultats obtenus avec le contrôleur proposé sont donnés dans la ﬁgure 9.8.
Puisque l’adhérence de la route n’est pas favorable au freinage, il n’est pas possible d’atteindre
la décélération critique. Dans ce cas, uniquement le premier sous-programme est sollicité. Ceci
peut être vu sur la ﬁgure 9.8.
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Figure 9.7 – β = 0.85. En haut à gauche : surface de glissement. En haut à droite : couples de
freinage. En bas à gauche : accélération longitudinale. En bas à droite : vitesse longitudinale.
A partir des graphes dans la ﬁgure 9.8, l’algorithme proposé converge vers un glissement
de référence avoisinant −0.06 ce qui est censé correspondre à la force longitudinale maximale.
Une discussion est donnée par la suite pour démontrer que le glissement optimal avoisine aussi
−0.06.
9.4.3 Adhérence variable et ligne droite
Dans le prochain scénario, un changement d’adhérence se produit en freinage à t = 5.4s.
Avant ce changement, l’adhérence est favorable (β = 1) et il y a un risque de perte de contact
du pneu arrière à cause du stoppie. Pour cette raison, le sous-programme 2 est sollicité et le
glissement longitudinal converge vers environ λ∗ = −0.04. A partir de la ﬁgure 9.9, la force
verticale arrière est toujours supérieure à zéro pour éviter la perte de contact du pneu arrière.
Après t = 5.4s, l’adhérence de la route change vers β = 0.5. De ce fait, l’accélération change
brusquement et de la même manière les forces verticales (voir ﬁgure 9.9). Par conséquent, après
t = 5.4s, uniquement le sous-programme 1 sera sollicité et le glissement longitudinal converge
vers environ λ∗ = −0.06.
De plus, à partir de la ﬁgure 9.9, la robustesse du contrôleur proposé pour des changements
brusques de l’adhérence est aussi visible.
9.4.4 Changement d’adhérence et prise de virage
Dans ce dernier cas, un scénario de freinage est considéré à l’intérieur d’un virage avec un
changement d’adhérence à t = 3.8s (β = 1 −→
t=3.8s
0.5). Les résultats sont donnés dans la ﬁgure
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Figure 9.8 – β = 0.5. En haut : glissement longitudinal avant et arrière et glissement de
référence. Au milieu : modes de contrôle (sous-programme 1 ou 2). En bas : force verticale
arrière.
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Figure 9.9 – β varie entre 1 et 0.5. En haut : glissement longitudinal avant et arrière et
glissement de référence. Au milieu : modes de contrôle (sous-programme 1 ou 2). En bas : force
verticale arrière.
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9.10 pour les variables de la dynamique longitudinale et dans la ﬁgure 9.11 pour les variables de la
dynamique latérale. De la ﬁgure 9.10, les mêmes remarques précédentes peuvent être constatées.
De plus, la robustesse, du contrôleur et de l’algorithme vis-à-vis des perturbations latérales, est
aussi visible. A partir de la ﬁgure 9.11, l’inﬂuence du changement de l’adhérence est visible à
t = 3.8s et l’inﬂuence du freinage est aussi notable à t = 5.2s.
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Figure 9.10 – Freinage en virage avec une adhérence non-favorable. En haut : glissement longitu-
dinal avant et arrière et glissement de référence. Au milieu : modes de contrôle (sous-programme
1 ou 2). En bas : force verticale arrière.
9.4.5 Discussions sur les résultats obtenus
Pour mieux apprécier les performances du système de freinage proposé, les scénarios de
freinage précédent sont considérés et les distances de freinage seront comparées. Pour chaque
scénario, la comparaison est eﬀectuée entre les cas suivants :
– En utilisant la loi de commande (9.34) et l’algorithme de recherche du glissement optimal
donné dans la ﬁgure 9.4.
– En utilisant la loi de commande (9.34) et en considérant le glissement de référence constant
(λ∗ = −0.02, −0.05, −0.1, −0.2).
La comparaison est proposée dans le tableau 9.1. En utilisant le contrôleur par mode glis-
sant et en considérant le glissement de référence constant, le freinage optimal (correspondant
à la distance de freinage minimale) est obtenu pour quelques scénarios quand le glissement de
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Figure 9.11 – Freinage en virage avec une adhérence non-favorable. En haut : forces latérales.
En bas : couple de direction.
Table 9.1 – Distances de freinage
Algorithme proposé λ∗ = −0.02 λ∗ = −0.05 λ∗ = −0.1 λ∗ = −0.2
β = 0.85 130.44 215.60 129.14 Stoppie Stoppie
β = 0.5 172.49 238.27 174.36 176.93 196.35
β = 1 −→
t=3.8s
0.5 139.69 227.76 Stoppie Stoppie Stoppie
β = 0.5 en virage 45.80 64.64 46.38 47.06 Dérapage
161
Chapitre 9. Freinage optimal pour les véhicules à deux-roues motorisés
référence est d’environ λ∗ ≈ −0.05. Cependant, quand l’adhérence est favorable au freinage, si
le glissement de référence n’est pas bien choisi, le pneu arrière peut perdre contact avec le sol (à
cause du transfert de charge) provoquant le stoppie. De plus, un choix inapproprié du glissement
de référence en virage peut induire au dérapage du véhicule. Dans les autres cas, si le glissement
de référence n’est pas bien choisi, le freinage le plus eﬃcace n’est pas sûr d’être obtenu.
Ces remarques montrent à quel point il est important de bien choisir le glissement de réfé-
rence qui est souvent considéré constant et connu [CSTF08, PLLG12]. Ce déﬁ a été relevé, en
partie, avec le système de freinage proposé qui recherche automatiquement le meilleur glissement
longitudinal de référence aﬁn d’éviter les situations dangereuses et garantir le freinage le plus
eﬃcace possible. De plus, la commande par mode glissant et l’algorithme de recherche du glisse-
ment optimal ont démontré leur eﬃcacité et leur robustesse même en présence des perturbations
latérales et des changements d’adhérence.
Remarque 13. Pour le deuxième scénario (β = 0.5), l’algorithme proposé donne un glissement
de référence d’environ λ∗ = − 0.06. Voyons s’il s’agit du glissement optimal ? En utilisant la
loi de commande (9.34) et en considérant le glissement de référence constant, après plusieurs
itérations, le freinage le plus rapide est obtenu pour λ∗ = −0.064 avec une distance de freinage
de 172.40m. Ceci confirme que l’algorithme proposé nous a permis d’obtenir approximativement
le glissement de référence optimal.
9.5 Conclusion
Le travail présenté dans ce chapitre présente une méthode innovante pour gérer le freinage
d’urgence pour les V2RM. Il s’agit d’une alternative intéressante aux systèmes ABS classiques.
Tout d’abord, un modèle pour la dynamique longitudinale du véhicule tenant en compte le
comportement non-linéaire des forces pneumatiques est considéré. Ce modèle est, ensuite, décrit
dans une nouvelle échelle de temps dépendant de la vitesse longitudinale aﬁn de faire disparaitre
cette dernière des équations du modèle d’état.
Par la suite, le système de freinage est synthétisé en deux parties. Premièrement, une boucle
de commande interne avec un contrôleur de freinage est présentée aﬁn d’asservir le glissement
longitudinal vers un glissement de référence. Nous avons opté pour une commande par mode
glissant pour la robustesse qu’elle apporte. De plus, après des changements de variables adéquats,
la loi de commande réelle qui est appliquée par l’actionneur de freinage est obtenue par intégra-
tion (ﬁltrage basse fréquence) de la commande par mode glissant développée. Par conséquent,
le phénomène de chattering est atténué et la commande réelle est plus lisse. La robustesse du
contrôleur est prouvée même sous les variations des forces verticales, les variations de l’adhérence
de la route ou en présence de perturbations latérales (freinage en virage).
La seconde partie du système de freinage contient un algorithme aﬁn de choisir le glissement
de référence à utiliser par le premier contrôleur. Ainsi, la seconde partie est en boucle fermée
externe par rapport à la première boucle de commande. Le glissement longitudinal de référence
utilisé pour l’asservissement est choisi aﬁn d’éviter les situations dangereuses comme le bascu-
lement du véhicule (stoppie) ou le glissement longitudinal inutile. Il permet aussi d’exploiter les
forces longitudinales maximales aﬁn d’avoir le freinage optimal.
Les performances du système de freinage ont été démontrées avec des tests sur le simulateur
BikeSim. Plusieurs scénarios de simulation ont été considérés : freinage en ligne droite, freinage
avec des changements d’adhérence et freinage à l’intérieur des virages. Les résultats de simula-
tions ont conﬁrmé les performances de la loi de commande et de l’algorithme de sélection du
glissement de référence.
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Conclusion générale
Ce travail s’inscrit dans l’objectif d’aider au développement des systèmes d’assistance à la
conduite pour les véhicules à deux-roues motorisés. Cet objectif est atteint par la synthèse de
nouveaux observateurs pour l’estimation des états dynamiques non-mesurables et pertinents et
par la commande de certains mouvements importants dans la dynamique du véhicule.
Après avoir relaté une étude bibliographique des diﬀérents modèles existants pour la des-
cription des mouvements longitudinaux et latéraux des motos et scooters ; nous avons présenté,
en détail, des modèles particuliers, que nous avons jugé les plus adéquats. Les modèles en ques-
tion sont le modèle de Sharp 1971 pour la modélisation de la dynamique latérale et quelques
variantes de ce modèle pour prendre en compte le couplage entre la dynamique longitudinale et
la dynamique latérale. Nous avons, aussi, détaillé un modèle pour la dynamique longitudinale
prenant en compte l’inﬂuence des mouvements latéraux.
Cette thèse a visé l’apport des contributions dans deux grands volets : l’estimation et la
commande. Concernant l’estimation, nous avons constaté que les véhicules à deux-roues moto-
risés ont une dynamique bien particulière à cause des grands angles de roulis et l’importance du
transfert de charge. Parallèlement à ce constat, nous avons aussi remarqué que peu de travaux
ont abordé le problème d’estimation et les rares travaux se concentrent sur l’estimation du roulis
avec des modèles relativement simples. Dans ce contexte, nous avons proposé des observateurs
polytopiques pour l’estimation de la dynamique latérale (angle de roulis, vitesse latérale et forces
latérales) et la dynamique de direction (couple de direction) en utilisant des modèles assez repré-
sentatifs du comportement du véhicule. De plus, la convergence des observateurs a été prouvée
pour diﬀérentes vitesses longitudinales et même sous des incertitudes paramétriques. Les obser-
vateurs ont été validés sur BikeSim pour diﬀérents scénarios et les résultats de simulations sont
plus que satisfaisants.
L’une des conclusions avec lesquelles nous sommes ressorties sur les observateurs polytopiques
est la perte de performances pour les grands angles de roulis. Nous avons expliqué ce résultat
par la représentation linéaire des forces latérales qui n’est plus valable dans le cas des grands
angles de carrossage et de glissement. Par la suite, nous avons proposé d’utiliser les techniques
algébriques et nous avons considéré les forces latérales comme des entrées inconnues. Pour des
raisons d’observabilité, nous avons ajouté un système de vision à la moto aﬁn d’acquérir des
informations supplémentaires sur la position et le déplacement latéral du véhicule. Avec cette
conﬁguration, l’observateur algébrique permet d’estimer les forces latérales sans la préalable
connaissance d’une représentation mathématique de ces dernières et sans aucune connaissance
des caractéristiques des pneus ou de la chaussée. Les résultats de simulations nous ont permet
de conﬁrmer les performances de l’observateur sans aucune information sur le pneu et même
sous des variations brusques de l’état de la chaussée.
Aussi, nous nous sommes intéressés à l’estimation des forces longitudinales. De la même
manière, aﬁn de prendre en compte le caractère non-linéaire des forces longitudinales, nous les
avons considérés comme des entrées inconnues et un observateur proportionnel-dérivée a été
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synthétisé aﬁn d’estimer les forces longitudinales. Aﬁn d’atténuer l’eﬀet des bruits de mesures
sur l’action de dérivation de l’observateur, les techniques de diﬀérentiation par mode glissant
ont été utilisées pour estimer les dérivées des mesures.
Avec ce travail, nous avons proposé les outils nécessaires à l’estimation des forces pneuma-
tiques pour les véhicules à deux-roues motorisés même dans des situations de conduite couplant
les dynamiques longitudinale et latérale. Ces résultats peuvent être exploités à des ﬁns de sécu-
rité aﬁn de prédire les limites de manœuvrabilité et de maniabilité des motos et de prévenir des
situations à risques potentiels.
Le deuxième volet de la thèse a traité la commande pour les véhicules à deux-roues motorisés.
Dans un premier temps, aﬁn de développer les diﬀérents observateurs que l’on a proposés tout
au long de la thèse, nous avons synthétisé une commande basée observateur pour la stabilisation
du véhicule et la poursuite de trajectoire par l’asservissement du roulis. Nous avons choisi des
structures polytopiques pour l’observateur et le contrôleur. Cependant, la grande diﬃculté rési-
dait dans le principe de séparation qui n’était pas évident à appliquer. Une solution théorique a
été proposée à cette problématique et a été appliquée à la dynamique latérale de la moto avec
des résultats de simulations assez satisfaisants.
Par ailleurs et aﬁn d’aider les conducteurs dans les situations de freinage d’urgence, nous
avons proposé une commande par mode glissant aﬁn de contrôler le glissement longitudinal
du véhicule. La commande par mode glissant s’est avérée robuste même sous des variations
brusques de l’état de la chaussée et des sollicitations latérales. L’autre partie de cette commande
de freinage résidait dans le choix du glissement longitudinal de référence. Sur les contrôleurs de
freinage actuels, ce dernier est souvent considéré constant et connu, ce qui constitue le principal
inconvénient. Le contrôleur, que nous proposons, permet de choisir le glissement de référence
garantissant le freinage optimal tout en prévenant certaines situations dangereuses comme le
stoppie. La commande a été testée sous BikeSim pour diﬀérents scénarios et les résultats semblent
très intéressants.
Bien entendu, ce travail est loin d’être achevé et il reste plus de points théoriques et pratiques
à examiner qu’il n’en a été résolu. A court terme, nos perspectives sont :
– La validation expérimentale des diﬀérents observateurs et contrôleurs développés au cours
de la thèse.
– L’estimation de la vitesse longitudinale qui a été considérée connue dans tous les observa-
teurs et contrôleurs que l’on a développé.
– L’observateur algébrique pour l’estimation de la dynamique latérale doit être amélioré par
la prise en compte d’une dynamique plus précise, du système de vision, tenant en compte
l’inclinaison de la caméra.
– La prise en compte des incertitudes paramétriques liées à la diﬀérence entre la modélisa-
tion linéaire et non-linéaire des forces latérales dans la synthèse de la commande basée
observateur.
– La prise en considération de la dynamique des actionneurs dans la commande de stabili-
sation latérale et la commande de freinage.
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Annexe A
Rappels théoriques et prérequis
A.1 Rappels sur les notions de stabilité
A.1.1 Définitions des fonctions de classe K et KL
Définition 4. [KG96]
Soit βK(s) : R≥0 → R≥0 une fonction continue. On dit que βK appartient à la classe K si :
– βK(s) est strictement croissante ;
– βK(0) = 0.
Définition 5. [SW95, KG96]
Soit βKL(s, t) : R≥0 × R≥0 → R≥0 une fonction continue. On dit que βKL appartient à la
classe KL si :
– pour tout t ≥ 0, βKL(., t) est non-décroissante ;
– pour tout t ≥ 0, lim
s→0+
βKL(s, t) = 0 ;
– pour tout s ≥ 0, βKL(s, .) est non-croissante ;
– pour tout s ≥ 0, lim
t→∞βKL(s, t) = 0.
A.1.2 Fonctions définies positives et semi-définies positives
Définition 6. Une fonction V : ΩV → R est dite semi-définie positive (respectivement semi-
définie négative) s’il existe un voisinage ΞV de 0 tel que :
– V (0) = 0 ;
– pour tout x ∈ ΞV , V (x) ≥ 0 (respectivement V (x) ≤ 0).
La fonction V : ΩV → R est dite définie positive (respectivement définie négative) s’il existe
un voisinage ΞV de 0 tel que :
– V (0) = 0 ;
– pour tout x ∈ ΞV , V (x) > 0 (respectivement V (x) < 0).
A.1.3 Stabilité au sens de Lyapunov
Définition 7. Soit f : Ωf → Rn une application continue, on lui associe le système :
x˙(t) = f(x(t), t) (A.1)
avec Ωf est un ensemble ouvert non vide de R
n (n ∈ N ∗) contenant 0.
Un point x¯ ∈ Ωf est un point d’équilibre, ou un point singulier du système (A.1) si f(x¯, t) = 0.
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Dans la suite, on considérera l’équilibre en x¯ = 0. Pour le cas général, il suﬃt de procéder
au changement de variables suivant :
x˜(t) = x(t)− x¯ (A.2)
Définition 8. Soit le système (A.1), le point d’équilibre x¯ = 0 du système est stable au sens de
Lyapunov si pour tout ς > 0, il existe un r = r(ς) tel que :
‖x(0)‖2 < r ⇒ ‖x(t)‖2 < ς, ∀t > 0 (A.3)
avec ‖x(t)‖2 désigne la norme 2 du signal x(t).
Si cette déﬁnition n’est pas vériﬁée, alors le système est instable.
Théorème 8. [Lya92]
L’équilibre x¯ = 0 du système (A.1) est stable au sens de Lyapunov s’il existe une fonction
non bornée V (x(t), t) avec V (0, t) = 0 - appelée fonction de Lyapunov - définie positive pour
x(t) ∈ Ωf dont la dérivée par rapport au temps dV (x(t),t)dt le long de la trajectoire du système
(A.1) soit semi-définie négative.
Démonstration. Voir [Lya92].
Définition 9. Le point d’équilibre du système (A.1) est asymptotiquement stable si :
– il est stable au sens de Lyapunov ;
– il existe un r > 0 tel que : ‖x(0)‖2 < r ⇒ limt→∞x(t) = 0
Théorème 9. [Lya92]
L’équilibre x¯ = 0 du système (A.1) est asymptotiquement stable s’il existe une fonction de
Lyapunov V (x(t), t) non bornée avec V (0, t) = 0 définie positive pour x(t) ∈ Ωf dont la dérivée
par rapport au temps dV (x(t),t)dt le long de la trajectoire de (A.1) soit définie négative.
Démonstration. Voir [Lya92].
Définition 10. Le point d’équilibre x¯ = 0 du système (A.1) est globalement asymptotiquement
stable s’il est asymptotiquement stable pour toute condition initiale x(0) ∈ Rn.
Théorème 10. [KG96]
L’équilibre x¯ = 0 du système (A.1) est globalement asymptotiquement stable s’il existe une
fonction de Lyapunov V (x(t), t) non-bornée avec V (0, t) = 0 définie positive pour x(t) ∈ Rn telle
que :
dV (x(t), t)
dt
< 0 , ∀x(t) 6= 0 (A.4)
dV (x(t), t)
dt
→ −∞ quand ‖x(t)‖ → ∞ (A.5)
Démonstration. Voir [KG96]
Définition 11. Le point d’équilibre x¯ = 0 du système (A.1) est exponentiellement stable si :
– il est asymptotiquement stable et
– il existe un voisinage du point d’équilibre ‖x(0)‖ ∈ Ωf et un scalaire λ > 0 tel que :
‖x(t)‖2 ≤ e−λt ‖x(0)‖2 , ∀t > 0 (A.6)
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Théorème 11. [KG96]
L’équilibre x¯ = 0 du système (A.1) est exponentiellement stable s’il existe une constante
λ > 0 et une fonction de Lyapunov V (x(t), t) définie positive sur x(t) ∈ Ωf dont la dérivée par
rapport au temps dV (x(t),t)dt le long des trajectoires du système (A.1) vérifie :
dV (x(t), t)
dt
≤ −λV (x(t), t), ∀x(t) ∈ Ωf , ∀t ∈ R+ (A.7)
Démonstration. Voir [KG96].
Définition 12. Le point d’équilibre x¯ = 0 du système (A.1) est globalement exponentiellement
stable s’il est exponentiellement stable pour toute condition initiale x(0) ∈ Rn.
A.1.4 Stabilité Entrées-Etats ISS et ISpS
Définition 13. [SL14] Soit le système non-linéaire à temps continu suivant :
x˙(t) = f(x(t), w(t), t) (A.8)
Le système (A.8) vérifie la propriété de stabilité Entrées-Etats (Input-to-State Stability : ISS)
s’il existe une fonction KL : {βKL : Rn × R −→ R} et une fonction K : {βK : R −→ R} telles
que pour chaque entrée w(t) satisfaisant ‖w(t)‖∞ < ∞ et chaque condition initiale x(0), la
trajectoire du système (A.8) associée à x(0) et w(t) satisfait :
‖x(t)‖2 ≤ βKL (‖x(0)‖2 , t) + βK (‖w(t)‖∞) (A.9)
avec ‖w(t)‖∞ est la norme infinie du signal w(t).
Lemme 8. [SL14]
Une fonction continue V (x(t), t) : Rn × R −→ R est une fonction de Lyapunov vérifiant la
propriété de stabilité ISS pour le système (A.8) si et seulement s’il existe des fonctions de classe
K : {βK1, βK2, βK3} telles que pour chaque entrée w(t) satisfaisant ‖w(t)‖∞ <∞, les conditions
suivantes sont satisfaites :
βK1(‖x(t)‖2) ≤ V (x(t), t) (A.10)
dV (x(t), t)
dt
≤ −βK2(‖x(t)‖2) + βK3(‖w(t)‖2) (A.11)
Démonstration. Voir [SL14].
Définition 14. [CL06] Soit le système :
x˙(t) = f(x(t), w(t)) (A.12)
Le système (A.12) vérifie la propriété de stabilité pratique Entrées-Etats (Input to State
pratical Stability : ISpS) s’il existe une fonction KL : {βKL : Rn × R −→ R}, une fonction
K : {βK : R −→ R} et une constante positive m telle que pour chaque entrée w(t) satisfaisant
‖w(t)‖∞ <∞ et chaque condition initiale x(0), la trajectoire du système (A.12) associée à x(0)
et w(t) satisfait :
‖x(t)‖2 ≤ βKL (‖x(0)‖ , t) + βK (‖w(t)‖∞) +m (A.13)
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Lemme 9. Une fonction continue V (x(t), t) : Rn × R −→ R est une fonction de Lyapunov
vérifiant la propriété de stabilité ISpS pour le système (A.12) si et seulement si, il existe des
fonctions K : {βK1, βK2, βK3} et une constante positive m telles que pour chaque entrée w(t)
satisfaisant ‖w(t)‖∞ <∞, les deux conditions suivantes sont satisfaites :
βK1(‖x‖2) ≤ V (x(t), t) (A.14)
dV (x(t), t)
dt
≤ βK2(‖x(t)‖2) + βK3(‖w(t)‖2) +m (A.15)
Démonstration. Voir [CL06]
A.1.5 Performances H∞
Définition 15. Soit γ un réel positif. Le système (A.12) est stable avec des performances H∞
et un gain inférieur ou égale à γ si :
lim
t→∞x(t) = 0 si w(t) = 0 (A.16)
et ∫ ∞
0
xT (t)x(t)dt ≤ γ2
∫ ∞
0
wT (t)w(t)dt si w(t) 6= 0 (A.17)
Le système (A.12) est stable et a des performances H∞ pondérées avec un gain inférieur ou
égale à γ s’il vérifie (A.16) ainsi que :∫ ∞
0
xT (t)Mx(t)dt ≤ γ2
∫ ∞
0
wT (t)Nw(t)dt pour w(t) 6= 0 (A.18)
avec M et N sont les matrices de pondération définies positives.
Lemme 10. [IMRM10] Le système (A.12) est stable et possède les performances H∞ définies
par les équations (A.16, A.17) s’il existe une fonction de Lyapunov V (x(t), t) satisfaisant :
dV (x(t), t)
dt
+ x(t)Tx(t)− γ2w(t)Tw(t) ≤ 0 (A.19)
Le même système est stable et possède les performances H∞ pondérées définies par les équa-
tions (A.16, A.18) s’il existe une fonction de Lyapunov V (x(t), t) satisfaisant :
dV (x(t), t)
dt
+ x(t)TMx(t)− γ2w(t)TNw(t) ≤ 0 (A.20)
Démonstration. Voir [IMRM10].
A.2 Rappels sur les observateurs
A.2.1 Observateurs pour les systèmes dynamiques
La mesure par les capteurs ou l’estimation de toutes les variables décrivant la dynamique d’un
système physique est un champ de recherche très actif depuis une trentaine d’années. En eﬀet,
du fait de l’innaccessibilité des variables physiques ne pouvant être mesurées pour des raisons
techniques et/ou économiques. Ainsi, il est nécessaire d’avoir recours à des capteurs logiciels
appelés généralement observateurs aﬁn d’estimer les variables inaccessibles en s’appuyant sur
des modèles mathématiques.
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Les observateurs sont utiles voire incontournables dans plusieurs domaines comme la com-
mande des systèmes dynamiques, la supervision ou le diagnostic des défauts.
Considérons le système dynamique suivant :{
x˙(t) = f(x(t), u(t), w(t), t)
y(t) = h(x(t), u(t), w(t), t)
(A.21)
avec x(t) ∈ Rn est le vecteur d’état, u(t) ∈ Rnu est le vecteur des entrées connues, w(t) ∈ Rnw
est le vecteur des entrées inconnues (perturbations, incertitudes, etc.), y(t) ∈ Rny est le vecteur
des sorties mesurables et f : Rn×Rnu ×Rnw ×R+ −→ Rn et h : Rn×Rnu ×Rnw ×R+ −→ Rny
sont des fonctions continues.
Un observateur d’état du système précédent est un système dynamique ayant u(t) et y(t)
comme entrées et pour sortie l’estimée du vecteur d’état notée xˆ(t) :{
z˙(t) = fz(z(t), u(t), y(t), t)
xˆ(t) = hz(z(t), u(t), y(t), t)
(A.22)
Le principal objectif lors de la synthèse d’un observateur est de déterminer les fonctions fz(.)
et hz(.) aﬁn de garantir la convergence asymptotique de l’erreur d’estimation e(t) = x(t)− xˆ(t)
vers zéro :
‖e(t)‖ = ‖x(t)− xˆ(t)‖ → 0 quand t→ +∞ (A.23)
Dans le cas où la convergence asymptotique ne peut être assurée du fait de l’existence
d’incertitudes, de défauts, de perturbations ou d’entrées externes non-mesurables, on peut faire
appel à des outils issus de la robustesse. Ces outils permettront de minimiser l’erreur d’estimation
au lieu de la convergence asymptotique.
Une autre structure d’observateur peut être considérée. Il s’agit des observateurs estimant
les entrées inconnues et ayant la structure suivante :

z˙(t) = fz(z(t), y(t), u(t), t)
xˆ(t) = hz1(z(t), y(t), u(t), t)
wˆ(t) = hz2(z(t), y(t), u(t), t)
(A.24)
Ainsi, l’objectif de la synthèse cette fois-ci est de trouver les fonctions fz(.), hz1(.) et hz2(.)
permettant d’assurer la convergence asymptotique des erreurs d’estimation (e(t) = x(t) − xˆ(t)
et ew(t) = w(t)− wˆ(t)) vers zéro ou les minimiser au sens ISS ou ISpS.
Cependant, toute synthèse d’observateur doit être précédée d’une étude d’observabilité qui a
pour but de vériﬁer s’il est possible de reconstruire l’état x(t) et le cas échéant l’entrée inconnue
w(t) du système à partir des entrées connues et des sorties.
A.2.2 Observabilité et détectabilité des systèmes non-linéaires
Etudier l’observabilité ou la détectabilité d’un système dynamique consiste à déﬁnir les condi-
tions sous lesquelles l’état du système peut être déterminé à partir des entrées connues et des
sorties.
Définition 16. [Hau83] Considérons le système non-linéaire (A.21). Pour toute condition ini-
tiale x(0), tout vecteur d’entrée u(t) et tout couple d’entrées inconnues (w(t), w¯(t)), le système
non-linéaire (A.21), avec deux trajectoires d’état différentes x(t) et x¯(t), est appelé :
– à état fortement observable si : y(t, x(t), u(t), w(t)) = y(t, x¯(t), u(t), w¯(t)) implique que : x(t) =
x¯(t).
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– à état fortement détectable si : y(t, x(t), u(t), w(t)) = y(t, x¯(t), u(t), w¯(t)) implique que : x(t)→
x¯(t) quand t→∞.
– à état fortement asydétectable si : y(t, x(t), u(t), w(t)) → y(t, x¯(t), u(t), w¯(t)) quand t → ∞
implique que : x(t)→ x¯(t) quand t→∞.
Remarque 14. Dans [Hau83], la forte asydétectabilité est appelé forte∗ détectabilité.
La déﬁnition 16 traite uniquement de l’observabilité et la détectabilité des états. L’observa-
bilité (respectivement la détectabilité) des entrées inconnues est la possibilité de reconstruire les
entrées inconnues de manière unique et en temps ﬁni (ou asymptotiquement) en ayant comme
information les vecteurs des sorties et des entrées connues.
Définition 17. [MRCW14] Pour toute condition initiale x(0) et tout vecteur d’entrée connu
u(t), le système (A.21) est dit :
– à état et entrées inconnues fortement observables si :
y(t, x(t), u(t), w(t)) = y(t, x¯(t), u(t), w¯(t)) implique que : x(t) = x¯(t) et w(t) = w¯(t).
– à état et entrées inconnues fortement détectables si :
y(t, x(t), u(t), w(t)) = y(t, x¯(t), u(t), w¯(t)) implique que : x(t)→ x¯(t) et w(t)→ w¯(t) quand
t→∞.
– à état et entrées inconnues fortement asydétectables si :
y(t, x(t), u(t), w(t)) → y(t, x¯(t), u(t), w¯(t)) quand t → ∞ implique que : x(t) → x¯(t) et
w(t)→ w¯(t) quand t→∞.
A.2.3 Observabilité et détectabilité des systèmes linéaires
Dans le cas des systèmes linéaires invariants dans le temps, on considère la classe des systèmes
suivants : {
x˙(t) = Ax(t) +Bu(t) +Dw(t)
y(t) = Cx(t)
(A.25)
avec A ∈ Rn×n est la matrice d’état, B ∈ Rn×nu est la matrice de commande des entrées
connues, D ∈ Rn×nw est la matrice de commande des entrées inconnues et C ∈ Rny×n est la
matrice d’observation. n, nu, nw et ny sont, respectivement, les dimensions de x(t), u(t), w(t)
et y(t).
Définition 18. Soit O la matrice d’observabilité dite de Kalman [Kal59] :
O =


C
CA
...
CAm−1

 (A.26)
– Le système (A.25) est observable si : rang(O) = n.
– Autrement, le système (A.25) est détectable si les modes non-observables du système sont
stables.
Si on s’intéresse à l’observabilité ou la détectabilité des entrées inconnues, on introduit la
notion des degrés relatifs. Ces derniers sonr déﬁnis somme suit :
Définition 19. Soit le système (A.25). On considère que (A.25) est un système mono-entrée
mono-sortie (Single Input Single Output : SISO). ryu est un degré relatif de la sortie y(t) par
rapport à l’entrée u(t) pour le système (A.25) si et seulement si :
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– la sortie y(t) et ses dérivées successives d
iy(t)
dti
avec i = 1, . . . , ryu − 1 ne dépendent pas
explicitement de l’entrée u(t) ;
– la dérivée d
ryuy(t)
dtryu dépend explicitement de l’entrée u(t).
Si y(t) dépend explicitement de u(t), alors le degré relatif ryu = 0.
La même déﬁnition peut être appliquée pour le degré relatif de la mesure y(t) par rapport à
l’entrée inconnue w(t). Pour les systèmes non-linéaires, la formulation mathématiques du degré
relatif est obtenue avec les dérivées de Lie [KG96].
Dans le cas des systèmes multi-entrées multi-sorties, on introduit la notion du vecteur des
degrés relatifs. Il est déﬁni comme suit :
Lemme 11. Soit le système (A.25) avec le vecteur des sorties y(t) = [y1(t), . . . , yny(t)]
T . Soit ri
le degré relatif de la sortie yi(t) par rapport à l’entrée u(t). Le vecteur des degrés relatifs partiels
de la sortie multivariables y(t) par rapport au vecteur des entrées u(t) est donné par : (r1, ..., rny)
si et seulement si :
rang


dr1y1(t)
dtr1
...
d
rny yny (t)
dt
rny

 = ny (A.27)
On appelle ryu = Σ
ny
1 ri le dégré relatif du vecteur des sorties y(t) par rapport au vecteur des
entrées u(t). Il est toujours inférieur au égal à n.
Pour les systèmes linéaires, le vecteur des degrés relatifs est déﬁni comme suit :
Définition 20. [FDL11] Considérons le système (A.25). (r1, ..., rny) est le vecteur des dégrés
relatifs partiels du vecteur de sortie y(t) par rapport au vecteur des entrées inconnues w(t), si
pour chaque dégré relatif ri, les équations suivantes sont vérifiées :
CiA
jD = 0, j = 1, ..., ri − 2
CiA
ri−1D 6= 0 (A.28)
et
det


C1A
r1−1D
...
CnyA
rny−1D

 6= 0 (A.29)
avec Ci est le i
ème vecteur ligne de la matrice C.
L’étude d’observabilité et de détectabilité des entrées inconnues revient à étudier le degrée
relatif du vecteur des sorties par rapport au vecteur des entrées inconnues, ou bien étudier la
matrice de Roosenbrock déﬁnie comme suit :
Définition 21. Pour le système (A.25), on définit la matrice de Roosenbrock du triplet (A,D,C)
par [Ros67] :
R(s) =
[
sI −A D
−C 0
]
(A.30)
s0 est un zéro invariant du triplet (A,D,C) si rang (R(s0)) < n+ rang (D).
Proposition 1. Le système (A.25) est fortement observable si et seulement si l’une des pro-
priétés suivantes est vérifiée :
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– Le triplet (A,D,C) n’a pas de zéro invariant.
– Le vecteur des mesures y(t) a un dégré relatif ryw = n par rapport au vecteur des entrées
inconnues w(t).
Autrement, il est fortement détectable si et seulement si :
– Le dégré relatif r du vecteur de sortie y(t) par rapport au vecteur des entrées inconnues
w(t) existe et le triplet (A,D,C) n’a pas de zéros invariants instables c.à.d. le système est
à phase minimale.
A.3 Systèmes étudiés
A.3.1 Définition des systèmes LPV et quasi-LPV
Définition 22. Les systèmes LPV sont des systèmes linéaires à paramètres variants où la
matrice d’état et/ou la matrice de commande dépendent d’un ensemble de paramètres externes
variables dans le temps. Ils sont décrits par :
x˙(t) = A(ξ(t))x(t) +B(ξ(t))u(t) (A.31)
avec A(ξ(t)) et B(ξ(t)) dépendant d’un vecteur ξ(t) de paramètres externes variables dans le
temps.
Définition 23. Les systèmes quasi-LPV sont similaires aux systèmes LPV et leur représentation
d’état a la forme du système (A.31). Cependant, la différence réside dans le fait que pour les
systèmes quasi-LPV, le vecteur des paramètres variables ξ(t) dépend au moins d’un état du
système.
A.3.2 Modèle de Takagi-Sugeno
Le modèle TS proposé par Takagi et Sugeno [TS85] est une représentation très utile des
systèmes non-linéaires. Il s’agit de transformer le système non-linéaire en plusieurs systèmes
linéaires régis par des règles IF-THEN (Si-Alors) qui représentent le comportement local et
linéaire du système. Le comportement global du système est obtenu en interpolant par des
fonctions non-linéaires positives et bornées l’ensemble des systèmes linéaires.
D’un point de vue mathématique, la transformation TS permet d’exploiter et d’étendre
certains outils d’analyse du domaine linéaire au domaine des systèmes non-linéaires.
Soit le système non-linéaire suivant :{
x˙(t) = f(x(t), u(t), t)
y(t) = h(x(t), u(t), t)
(A.32)
À l’heure actuelle, il n’existe pas d’approche universelle pour traiter la stabilité, la com-
mande ou l’observation des systèmes non-linéaires sous la forme (A.32). On est souvent amené
à considérer des classes particulières de systèmes non-linéaires. La représentation TS est une
alternative intéressante. En eﬀet, elle permet d’écrire le système non-linéaire en une somme
convexe de systèmes linéaires reliés par des fonctions non-linéaires. Un modèle TS est déﬁni par
les équations suivantes : {
x˙(t) =
∑r
i=1 µi(ξ(t))(Aix(t) +Biu(t))
y(t) =
∑r
i=1 µi(ξ(t))(Cix(t) +Diu(t))
(A.33)
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Le nombre de sous-modèles linéaires est r et chaque sous-modèle est décrit par le modèle
d’état déﬁni par les matrices Ai, Bi, Ci etDi. Les variables µi(ξ(t)) sont les fonctions d’activation
ou de pondération des sous-modèles linéaires. Elles dépendent du vecteur des paramètres ξ(t)
qui peut dépendre des états du système, des entrées ou de paramètres externes. Les paramètres
présents dans le vecteur ξ(t) sont appelés variables de prémisses. Les fonctions d’activation
µi(ξ(t)) doivent satisfaire la propriété de somme convexe déﬁnie par :{
0 ≤ µi(ξ(t)) ≤ 1, i = 1, . . . , r∑r
i=1 µi(ξ(t)) = 1
(A.34)
En général, il y a deux approches pour construire le modèle TS :
– L’identiﬁcation en utilisant des données entrées-sorties : cette approche a été beaucoup
traitée dans la littérature. On cite à titre d’exemple les travaux remarquables de Sugeno
et Kang [SK88] ou le travail de Gasso [Gas00] avec les techniques de sous-espaces. D’une
manière générale, la procédure d’obtention du modèle TS se fait en deux étapes : identiﬁca-
tion de la structure TS et des fonctions d’activation ensuite, identiﬁcation des paramètres
des sous-modèles linéaires à partir des jeux de mesures entrées-sorties.
– Dérivation à partir des équations non-linéaires du système : on distingue deux méthodes
pour la dérivation à partir du modèle non-linéaire du système, l’approche d’approximation
locale et l’approche de décomposition par secteurs non-linéaires.
L’approche d’approximation locale consiste à linéariser le modèle non-linéaire autour de
plusieurs points de fonctionnement. Chaque point de fonctionnement correspond à un sous-
modèle. Le modèle TS est obtenu par la combinaison des diﬀérents sous-modèles avec un choix
judicieux des fonctions d’activation [MSJ97]. Plusieurs méthodes sont données dans la littérature
pour le choix des fonctions d’activation. On cite à titre d’exemple la technique d’optimisation
de l’erreur quadratique de sortie donnée dans [Akh04].
L’autre approche de déduction à partir du modèle non-linéaire est la décomposition par
secteurs non-linéaires [TW01]. Elle sera utilisée tout au long de ce manuscrit. Contrairement
aux approches précédentes, qui sont basées sur une approximation du modèle non-linéaire, cette
méthode permet d’obtenir un modèle TS exact et équivalent au modèle non-linéaire dans un
compact de l’espace d’état.
Aﬁn d’obtenir le modèle TS par secteurs non-linéaires à partir du modèle non-linéaire (A.32),
on suit les étapes suivantes.
On considère que le système (A.32) peut être écrit sous la forme quasi-LPV suivante :{
x˙(t) = A(ξ(t))x(t) +B(ξ(t))u(t)
y(t) = C(ξ(t))x(t) +D(ξ(t))u(t)
(A.35)
où A(ξ(t)), B(ξ(t)), C(ξ(t)),D(ξ(t)) sont des matrices avec des fonctions non-linéaires dépendant
de x(t) et u(t) (ils peuvent aussi dépendre de certaines variables externes comme pour le cas des
systèmes à paramètres variables). Les fonctions non-linéaires sont regroupées dans le vecteur ξ(t)
et sont appelées variables de prémisses. Soit k le nombre des fonctions non-linéaires ξi(t) dans
le système (A.35). Sous l’hypothèse que les non-linéarités ξi(t) peuvent être bornées à l’intérieur
d’un compact :
ξi(t) ∈
[
ξimin, ξ
i
max
]
, i = 1, . . . , k (A.36)
alors le modèle quasi-LPV (A.35) s’écrira sous la forme TS (A.33). La méthodologie de passage
du modèle quasi-LPV vers le modèle TS est détaillée dans l’annexe C.
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Annexe B
Valeurs numériques utilisées pour les
simulations
Table B.1 – Paramètres du modèle de Sharp et valeurs numériques
Paramètres du modèle de Sharp
e34 =Mfk , e35 =Mf j +Mrh , e36 =Mfe , e44 =Mfk2 + Irz + Ifx sin2 ǫ+ Ifz cos2 ǫ
e45 =Mf jk − Crxz + (Ifz − Ifx) sin ǫ cos ǫ , e46 =Mfek + Ifz cos ǫ
e55 =Mf j
2 +Mrh
2 + Irx + Ifx cos
2 ǫ+ Ifz sin
2 ǫ , e56 =Mfej + Ifz sin ǫ , e66 = Ifz +Mfe2
a34 = −Mvx , a44 = −Mfkvx , a45 =
(
ify
Rf
+
iry
Rr
)
vx , a46 =
ify
Rf
sin ǫvx , a47 = lf , a48 = −lr
a51 = (Mf j +Mrh)gsinc(φ) , a52 = −(ηZf −Mfeg)sinc(δ)
a54 = −
(
Mf j +Mrh+
ify
Rf
+
iry
Rr
)
vx , a56 = − ifyRf cos ǫvx , a61 = −(ηZf −Mfeg)sinc(φ)
a62 = −(ηZf −Mfeg) sin ǫsinc(δ) , a64 = −
(
Mfe+
ify
Rf
sin ǫ
)
vx
a65 =
ify
Rf
cos ǫvx , a66 = −K, a67 = −η , a71 = Cf2vxσf
a72 =
(Cf2 sin ǫ+Cf1 cos ǫ)vx
σf
, a73 = −Cf1σf , a74 = −
Cf1lf
σf
, a76 =
Cf1η
σf
, a77 = − vxσf , a81 =
Cr2vx
σr
a83 =
Cr1
σr
, a84 = Cr1lrσr , a88 = − vxσr
Valeurs numériques des matrices du modèle de Sharp
M = 274.4 , e34 = 61.97 , e35 = −157.5 , e36 = 1.458 , e44 = 71.8 , e45 = −29.3 , e46 = 1.391
e55 = 122.1 , e56 = −1.496 , e66 = 0.543 , a34 = −274.4vx , a44 = −61.96vx , a45 = −3.87vx
a46 = 0.679vx , a47 = 0.95 , a48 = −0.42 , a51 = 1545sinc(φ) , a52 = −89.8sinc(δ)
a54 = 161.4vx , a56 = 1.567vx , a61 = −89.8sinc(φ) , a62 = 36.53sinc(δ) , a64 = −2.136vx
a65 = −1.525vx , a66 = −12.67 , a67 = −0.0489 , a71 = −5282vx , a72 = 104503vx
a73 = −112042 , a74 = −106440 , a76 = 5481 , a77 = −5vx , a81 = −2592vx , a83 = −88283
a84 = 37078 , a88 = −5vx
Valeurs numériques de la dynamique longitudinale
M = 274.4kg , Cd = 0.19kg.m−1 , ify = 0.484kg.m−2 , iry = 0.638kg.m−2 , Rf = 0.274m
Rr = 0.274m , α = 2/3
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Annexe C
Passage du modèle LPV et
quasi-LPV au modèle TS
On considère le système LPV ou quasi-LPV suivant :{
x˙(t) = A(ξ(t))x(t) +B(ξ(t))u(t)
y(t) = C(ξ(t))x(t) +D(ξ(t))u(t)
(C.1)
où A(ξ(t)), B(ξ(t)), C(ξ(t)),D(ξ(t)) sont des matrices avec des fonctions non-linéaires dépendant
de x(t) et u(t) (ils peuvent aussi dépendre de certaines variables externes comme pour le cas des
systèmes à paramètres variables). Les fonctions non-linéaires sont regroupées dans le vecteur ξ(t)
et sont appelées variables de prémisses. Soit k le nombre des fonctions non-linéaires ξi(t) dans
le système (A.35). Sous l’hypothèse que les non-linéarités ξi(t) peuvent être bornées à l’intérieur
d’un compact :
ξi(t) ∈
[
ξimin, ξ
i
max
]
, i = 1, . . . , k (C.2)
alors la non-linéarité ξi peut s’écrire sous la somme convexe suivante [TW01] :
ξi(t) = ξ
i
minw
i
0(t) + ξ
i
maxw
i
1(t) (C.3)
où : 

wi0(t) =
ξimax−ξi(t)
ξimax−ξimin
wi1(t) =
ξi(t)−ξimin
ξimax−ξimin
(C.4)
Enﬁn, les fonctions d’activation µi(ξ(t)) sont obtenues comme suit :
µi+i0+i1×2+...+ik×2k−1(ξ(t)) =
k∏
j=1
wjij (t) (C.5)
Le nombre des sous-modèles r est égale à 2k et le modèle quasi-LPV (A.35) s’écrira sous la
forme TS suivante : {
x˙(t) =
∑r
i=1 µi(ξ(t))(Aix(t) +Biu(t))
y(t) =
∑r
i=1 µi(ξ(t))(Cix(t) +Diu(t))
(C.6)
Prenons l’exemple d’un système à trois états et deux non-linéarités suivant :

x˙1(t) = sin x2(t) + u(t)
x˙2(t) = x1(t)x3(t)− x2(t)
x˙3(t) = sin x2(t)− 2x3(t)
(C.7)
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Le système ci-dessus peut s’écrire sous la forme quasi-LPV suivante :
x˙(t) =

 0 sinc(x2(t)) 0x3(t) −1 0
0 −sinc(x2(t)) −2

x(t) +

 10
0

u(t) (C.8)
avec la fonction sinc(x2(t)) est la fonction de sinus cardinal déﬁnie par :
sinc(x2(t)) =
{
sin(x2(t))
x2(t)
si x2(t) 6= 0
1 si x2(t) = 0
Les variables de prémisses que l’on considère dans cet exemple sont regroupé dans ξ(t) comme
suit :
ξ(t) =
[
sinc x2(t)
x3(t)
]
(C.9)
La première non-linéarité sinc(x2(t)) est toujours bornée, parce que la fonction de sinus
cardinal l’est toujours. Concernant la deuxième non-linéarité, on suppose qu’elle est toujours
bornée. Pour les systèmes physiques, cette hypothèse peut être vériﬁée pour certaines variables
à cause des limitations physiques du système. Dans le cas où la variable n’a pas de limitation
physique, la commande est synthétisée aﬁn de contraindre la variable à rester dans le domaine
que l’on a considéré.
On suppose que ξ1min ≤ sinc(x2(t)) ≤ ξ1max et ξ2min ≤ x3(t) ≤ ξ2max. Par conséquent, les
non-linéarités s’écrivent comme suit :
sinc(x2(t)) = ξ1minw
1
0(t) + ξ
1
maxw
1
1(t)
x3(t) = ξ
2
minw
2
0(t) + ξ
2
maxw
2
1(t)
(C.10)
où : 

w10(t) =
ξ1max−sinc(x2(t))
ξ1max−ξ1min
w11(t) =
sinc(x2(t))−ξ1min
ξ1max−ξ1min
w20(t) =
ξ2max−x3(t)
ξ2max−ξ2min
w21(t) =
x3(t)−ξ2min
ξ2max−ξ2min
(C.11)
Puisqu’on a deux non-linéarités, le modèle TS contient 4 sous-modèles et les fonctions d’ac-
tivation µi(ξ(t)) sont obtenues comme suit :

µ1(ξ(t)) = w
1
0(t)w
2
0(t)
µ2(ξ(t)) = w
1
0(t)w
2
1(t)
µ3(ξ(t)) = w
1
1(t)w
2
0(t)
µ4(ξ(t)) = w
1
1(t)w
2
1(t)
(C.12)
et les matrices A1 sont déﬁnies comme suit :
A1 =

 0 w
1
0(t) 0
w20(t) −1 0
0 −w10(t) −2

 , A2 =

 0 w
1
0(t) 0
w21(t) −1 0
0 −w10(t) −2

 (C.13)
A3 =

 0 w
1
1(t) 0
w20(t) −1 0
0 −w11(t) −2

 , A4 =

 0 w
1
1(t) 0
w21(t) −1 0
0 −w11(t) −2

 (C.14)
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Le modèle TS ﬁnal est, alors, écrit sous la forme suivante :
x˙(t) =
4∑
i=1
µi(ξ(t))Aix(t) +Bu(t) (C.15)
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Annexe D
Modèle TS pour la commande basée
observateur avec signaux de
sensibilité
Rappelons l’écriture du système (8.1) :

 x˙a(t) =
r∑
i=1
µi(ξ(t))Aaixa(t) +Bu(t)
y(t) = Cxa(t) +Dw(t)
(D.1)
avec xa(t) ∈ Rn le vecteur d’état, u(t) ∈ Rnu le vecteur de commande, y(t) ∈ Rny le vecteur de
sortie, w(t) correspond aux bruits sur les mesures.
Nous allons expliquer comment passer de ce système au système (8.4).
Tout d’abord, par garantir l’asservissement de certaines variables vers des valeurs de réfé-
rence, on ajoute des variables d’état : x˜(t) = [x˜1(t), ..., x˜q(t)]T :
x˜i(t) =
∫ t
0
(xj(s)− rj(s))ds (D.2)
avec rj(t) est le signal de référence pour asservir la jème variable d’état.
Pour simpliﬁer la démarche, nous considérons que nous nous intéressons à l’asservissement
de la première variable x1(t) uniquement. La variable d’état à ajouter pour l’asservissement est
déﬁnie par :
x˜1(t) =
∫ t
0
(x1(s)− r1(s))ds (D.3)
Si on désire rejeter l’erreur d’asservissement, on choisit cette variable comme le signal de
sensibilité à rejeter. Ainsi, h2(t) est égale à x˜1(t).
Concentrons-nous, maintenant, sur le rejet des bruits de mesure. On sait que les bruits
agissent plus sur les parties hautes fréquences des mesures. Par conséquent, on choisit les signaux
de sensibilité comme étant les erreurs d’estimation ﬁltrées par un ﬁltre passe-haut pour ne garder
que les parties hautes fréquences de ces derniers. L’observateur est synthétisé aﬁn de minimiser
l’impact des bruits en minimisant les signaux sensibles à ces derniers.
Intéressons-nous à l’estimation de la deuxième variable d’état, par exemple. L’erreur d’esti-
mation de cette variable est : e2(t) = x2(t)− xˆ2(t).
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On désire rejeter les bruits qui agissent au-delà d’une fréquence ω0. Un ﬁltre passe-haut de
premier ordre est considéré pour le signal de sensibilité :
H1(s) =
s/ω0
1 + s/ω0
E2(s) (D.4)
avec H1(s) et E2(s) sont, respectivement, le signal de sensibilité h1(t) et l’erreur d’estimation
e2(t) dans le domaine de Laplace. La dernière équation conduit au système d’état suivant :{
x˙h1(t) = −ω0xh1(t)− ω0e2(t)
h1(t) = xh1(t) + e2(t)
(D.5)
Le vecteur d’état augmenté devient : xT (t) = [xa(t), x˜1(t), xh1(t)]
Le système TS ﬁnal avec le vecteur d’état augmenté devient comme suit :

x˙(t) =
r∑
i=1
µi(ξ(t))Aix(t) +B1r(t) +B2u(t)
h2(t) = C12x(t)
y(t) = C2x(t) +Dw(t)
h1(t) = C11(x(t)− xˆ(t))
(D.6)
où Ai =

 Aai 0 0υ1 0 0
−ω0υ2 0 −ω0

, B1 =

 0−1
0

, B2 =

 B0
0

, C11 = [ υ2 0 1 ],
C12 =
[
0 1 0
]
, C2 =
[
C 0 0
]
avec υ1 = [1, 0, . . . , 0] et υ2 = [0, 1, 0, . . . , 0]
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