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Abstract
We show that the matrix embeddings in Bratteli diagrams are iterated direct sums of Hopf-Galois
extensions (quantum principle bundles) for certain abelian groups. The corresponding strong universal
connections are computed. We show that Mn(C) is a trivial quantum principle bundle for the Hopf
algebra C[Zn × Zn]. We conclude with an application relating known calculi on groups to calculi on
matrices.
1 Introduction
We suppose that P is a unital algebra and that H is a Hopf algebra over C. We write the coproduct of H
as ∆(h) = h(1)⊗h(2) using the Sweedler notation. The idea of using a Hopf algebra in place of a group
in a principal bundle was given in [13]. Independently in [4, 5] this was described in terms of differential
calculi. For the connection between classical Galois theory and Hopf-Galois extensions, see [7, 9, 11].
Definition 1.1. For an algebra P and a Hopf algebra H, we say that a right coaction ∆R : P → P ⊗H
makes P into a right H-comodule algebra if ∆R is an algebra map, i.e. for p, q ∈ P
(pq)[0]⊗(pq)[1] = p[0]q[0]⊗ p[1]q[1] , ∆R(1) = 1⊗ 1 (1)
where we write the coaction as ∆R = p[0]⊗ p[1].
This means that the invariants A = P coH = {p ∈ P : ∆R(p) = p⊗ 1} is a subalgebra of P .
Definition 1.2. Let P be a right H-comodule algebra. P is a Hopf-Galois extension of A = P coH if the
canonical map ver] : P ⊗A P → P ⊗H is a bijection, where
ver](p⊗ q) = pq[0]⊗ q[1] . (2)
The idea of Hopf-Galois extension can also be described as a quantum principle bundle for the case of
universal differential calculi [1]. We shall return to this later where we give an application to differential
calculi on the matrices. If P is a Hopf-Galois extension then there are elements of P ⊗A P mapping
to 1⊗h for all h ∈ H. For many practical purposes we seek an element h(1)⊗h(2) ∈ P ⊗P (not ⊗A)
mapping to 1⊗h under the canonical map. This is no longer unique, but we ask whether there is a
function ω] : H → P ⊗P given by ω](h) = h(1)⊗h(2) such that ω](1) = 1⊗ 1 and
h(1)⊗h(2)[0]⊗h(2)[1] = h(1)(1)⊗h(1)(2)⊗h(2) ,
h(1)[0]⊗h(1)[1]⊗h(2) = h(2)(1)⊗Sh(1)⊗h(2)(2) (3)
in which case we say that ω] is a strong universal connection (this name was given in [8]). In [2] it was
shown that if H has a normalised integral then ω] always exists, using the next result, for which we
provide a framework of the proof as we shall require it later.
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Theorem 1.3. Suppose that H has normalised left-integral
∫
and bijective antipode, and that P is a
right H-comodule algebra with ver] surjective. Then (P,H,∆R) is a universal quantum principal bundle
and admits a strong connection. To show this begin with a linear map h 7→ h(1)⊗h(2) ∈ P ⊗P so
that 1 7→ 1⊗ 1 and ver](h(1)⊗h(2)) = 1⊗h ∈ P ⊗H, but not necessarily satisfying (3). Now define
b : H ⊗H → C by b(h, g) = ∫ (hSg), and then aR : P ⊗H → P and aL : H ⊗P → P by aR(p⊗h) =
p[0]b(p[1], h) and aL(h⊗ p) = b(h, S−1p[1])p[0]. Then we have a strong universal connection
ω](h) = aL(h(1)⊗h(2)(1))⊗ aR(h(2)(2)⊗h(3)) (4)
In 1972 Ola Bratteli introduced graphs for describing certain classes of C∗- algebras in terms of limits
of direct sums of matrices [3]. This is a graph split into levels, and an example of one level in a Bratteli
digram is
M1 ⊕M2 =

M1• •M1
M2• •M4
 = M1 ⊕M4 = P (5)
which represents the map
(a)⊕
(
b c
d e
)
7→ (a)⊕

a 0 0 0
0 a 0 0
0 0 b c
0 0 d e
 .
In Section 2 we will show that such diagrams do not necessarily give Hopf-Galois extensions. However,
we can split the level on the diagram into smaller pieces, each of which is a direct sum of Hopf-Galois
extensions. For example, we rewrite (5) as a composition of three stages
• • • •
• • •
• • •
and we refer to these as (from right to left) Case 1, Case 2 and Case 3. In each of these cases we shall
exhibit a strong universal connection map. For our purposes it is sufficient to consider H = C[G], the
complex valued functions on a finite group G. Then H has basis δg, the function which is 1 at g ∈ G
and zero elsewhere. The Hopf algebra operators are
δxδy =
{
δx if x = y
0 if x 6= y and ∆δg =
∑
x,y:xy=g
δx⊗ δy
1 =
∑
x∈G
δx , (δx) = δx,e , S(δx) = δx−1 .
The idea of a trivial quantum principle bundle was set down in [10]. In Section 6 we show that Mn(C) is
a trivial quantum principle bundle for the Hopf algebra C[Zn × Zn]. Note that in [6] it was shown that
Mn(C) was an algebra factorisation of two copies of C[Zn] satisfying a Galois condition. We conclude by
an application relating differential calculi on Mn(C) to differential calculi on C[Zn × Zn].
The example of differential calculi shows the Hopf-Galois extensions described here have applications,
and in general quantum principle bundles are an expanding era of interest in noncommutative geometry.
In algebraic topology iterated fibrations (often called towers of fibrations) often occur, e.g. Postnikov
systems or Postnikov towers [12]. Here the mere existence of these iterated fibrations is very useful.
2
2 A Bratteli Diagram which is not a Hopf-Galois Extension
We shall show that the Bratteli diagram
M1 ⊕M1 =

M1• •M1
M1• •M2
 = M1 ⊕M2 = P (6)
does not give an inclusion coming from a Hopf-Galois extension. In terms of matrices this is
(a)⊕ (b) 7→ (a)⊕
(
a 0
0 b
)
P has a linear basis (1)⊕0 and (0)⊕Eij for i, j ∈ {0, 1} and A has a linear basis (1)⊕E11 and (0)⊕E22.
Note that multiplication by elements of A simply scales each of the given basis vectors in P by a number.
Thus to find P ⊗A P we only have to consider the first element of P to be a basis element. Note that in
P ⊗A P
((1)⊕ 0)⊗(α⊕ β) = ((1)⊕ 0)((1)⊕ E11)⊗(α⊕ β) = ((1)⊕ 0)⊗((1)α⊕ E11β)
so we have
((1)⊕ 0)⊗((0)⊕ E2j) = 0 .
Next
((0)⊕ Ei1)⊗(α⊕ β) = ((0)⊕ Ei1)((1)⊕ E11)⊗(α⊕ β) = ((0)⊕ Ei1)(α⊕ Ei1β)
so we have
((0)⊕ Ei1)⊗((0)⊕ E2j) = 0 .
Next
((0)⊕ Ei2)⊗(α⊕ β) = ((0)⊕ Ei2)((0)⊕ E22)⊗(α⊕ β) = ((0)⊕ Ei2)⊗((0)⊕ E22β)
so we have
((0)⊕ Ei2)⊗((1)⊕ 0) = ((0)⊕ Ei2)⊗((0)⊕ E1j) = 0 .
We have shown that 12 tensor products of the basis of P with itself disappear, making P ⊗A P 13
dimensional. If this was a Hopf-Galois extension this would have to be dimP × dimH, which would be
a multiple of 5.
3 Combining Matrices on Block Diagonals
We consider two cases of subalgebras A of P = Mm(C) and also a subalgebra of the direct sum of matrix
algebras, and show that they form quantum principle bundles. In the following section we count matrices
from entry 0, 0 in the top left, and use mod m arithmetic for the rows and columns of Mm(C). We follow
on from the previous section by calculating P ⊗A P in these three cases.
Case 1:
We choose block decompositions of Mm(C) with rows and columns being divided into intervals of nonzero
length l0, l1, . . . , ln−1 where l0+l1+. . .+ln−1 = m. Let A be the image of the nonzero diagonal embedding
Ml0(C)⊕Ml1(C)⊕ . . .⊕Mln−1(C) −→Mm(C) . (7)
For row or column j we take (j) ∈ Zn to be the block to which row or column j belongs. Thus for
l0 = 2, l1 = 1,m = 3 we have
 a b 0c d 0
0 0 e
 ∈ A and (0) = 0, (1) = 0, (2) = 1.
3
Proposition 3.1. Mm(C)⊗AMm(C) where A is the image of (7) is given by the isomorphism of Mm(C)-
Mm(C) bimodules Mm(C)⊗AMm(C) T // Mm(C)⊗C[Zn] which is given by
T (Eij ⊗Eab) = Eibδja⊗ δ(j)
Proof. First we get, as Eaa ∈ A,
Eij ⊗Eab = Eij ⊗EaaEab = EijEaa⊗Eab = δjaEij ⊗Eab .
Next if (k) = (j) then Ekj ∈ A so
Eij ⊗Ejr = EikEkj ⊗Ejr = Eik ⊗EkjEjr = Eik ⊗Ekr .
Case 2:
We take the embedding Mk(C) −→ Mm(C) where m = nk sending the matrix x to the block diagonal
matrix with all diagonal blocks being x, and let A be the image. E.g. for n = 3 we have
x 7→
 x 0 00 x 0
0 0 x
 . (8)
Proposition 3.2. Mm(C)⊗AMm(C) where A is the image of (8) is given by the isomorphism of Mm(C)-
Mm(C) bimodules R : Mm(C)⊗AMm(C) −→Mm(C)⊗C[Zn]⊗C[Zn] which is given by
R(Eij ⊗Eab) =
{
Eib⊗ δr ⊗ δ(a) if j = a+ kr mod m, for 0 ≤ r < n
0 otherwise .
Proof. Setting y =
∑
0≤r<n
Ea+kr,a+kr ∈ A, we have
Eij ⊗Eab = Eij ⊗ yEab = Eijy⊗Eab
Eij ⊗Eab = 0 unless j = a+ kr mod m for some 0 ≤ r < n. Now A has linear basis
∑
0≤r<n
Ea+kr,d+kr =
Gad for (a) = (d), i.e. a and d in the same block. Then if j = a+ kr element of Zm
Eij ⊗Eab = Eij ⊗GadEdb = EijGad⊗Edb = EijEa+kr,d+kr ⊗Edb = Ei,d+kr ⊗Edb .
So the only nonzero tensor product of the Eij has the following relation, where (a) = (d),
Ei,a+kr ⊗Eab = Ei,d+kr ⊗Edb .
Thus we have r, (a) and the product Eib are the same of both sides of the relation, so R is well defined.
Case 3:
For unital algebra B, consider the replication map rep : B → B⊕n = P given by
rep(b) = b⊕ · · · ⊕ b
and call its image A. For s ∈ Zn we label b,s as the element of B⊕n which is b ∈ B is the sth component
and 0 in the other positions. The elements of A are of the form a =
∑
s
b,s. Now for c ∈ B
c,r ⊗ b,t = c,r ⊗ a · 1,t = c,ra⊗ 1,t = (cb),r ⊗ 1t
so P ⊗A P has an isomorphism u : P ⊗A P → P ⊗C(Zn), where t ∈ Zn
u(c,r ⊗ b,t) = (cb),r ⊗ δt .
4
4 Block Matrices and Quantum Principle Bundles
In this section we will show that the three cases in the previous section are actually examples of quantum
principle bundles. In the definition of Hopf-Galois extension we only need the case where H = C[G]. If
G acts on the algebra P on the left by algebra maps, i.e. g . (pq) = (g . p)(g . q) then we have a right
C[G] comodule algebra ∆R : P → P ⊗H by
∆R(p) =
∑
g∈G
g . p⊗ δg . (9)
We set Rn to be the group of complex nth roots of unity, and recall that we label matrices from row and
column zero.
Case 1:
We define the group
G =
gw =

1
ω
. . .
ωn−1
 : ω ∈ Rn
 ⊂ GLm(C) (10)
using the blocks of length l0, · · · ln−1. Now G acts on P = Mm(C) by algebra maps gω .x = gωxg−1ω . For
x purely in the st block for s, t ∈ Zn we have
gω . x = ω
s−tx
so the fixed points of the G action are precisely the block diagonal subalgebra A. The canonical map is
can(Eij ⊗Eab) = δja
∑
ω∈Rn
Eib ω
(a)−(b)⊗ δω where a, b, i, j ∈ Zm .
If the canonical map is surjective, then it is automatically injective since the dimension ofMm(C)⊗AMm(C)
is the same as Mm(C)⊗H by the previous section. Now for ξ ∈ Rn
can
(
ξ(i)−(j)Eij ⊗Eji
)
=
∑
ω∈Rn
Eii
(
ω
ξ
)(j)−(i)
⊗ δω
so ∑
j∈Zm
1
l(j)
ξ(i)−(j)can
(
Eij ⊗Eji
)
=
∑
q∈Zn,ω∈Rn
Eii
(
ω
ξ
)q−(i)
⊗ δω
and by the formula for the sum of a geometric progression this sum is zero unless
ω
ξ
= 1, so
can
(∑
j,i
1
l(j)
ξ(i)−(j)Eij ⊗Eji
)
= n
∑
i
Eii⊗ δξ = n · Im⊗ δξ (11)
since the canonical map is a left P -module map we see that it is surjective, and we have a quantum
principle bundle. We have proved the following Proposition
Proposition 4.1. For ξ 6= 1 set
δ
(1)
ξ ⊗ δ(2)ξ =
1
n
∑
j,i
1
l(j)
ξ(i)−(j)Eij ⊗Eji , δ(1)1 ⊗ δ(2)1 = Im⊗ Im −
∑
ξ 6=1
δ
(1)
ξ ⊗ δ(2)ξ . (12)
Then 1(1)⊗ 1(2) = Im⊗ Im and for all η ∈ Rn
can
(
δ(1)η ⊗ δ(2)η
)
= Im⊗ δη . (13)
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Case 2:
For ω ∈ Rn and i ∈ Zn, define using blocks of length k
gi,ω =

0 . . . 0 1 0 . . . 0
0 . . . 0 0 ω . . . . . .
: : : : : : :
ωn−i 0 0 0 0 0 0
: : : : : : :
0 . . . ωn−1 0 0 . . . 0

where the original 1 (in fact Ik) is in column i (counting from column 0). Note that
gi,ωgj,η = η
igi+j,ωη, g
−1
i,ω = ω
ig−i, 1
ω
. (14)
We take the group G of projective matrices G ⊂ PGLn(C) consisting of the gi,ω, so we get G ∼= Zn×Rn.
Then define an action of G on Mm(C) by (i, ω) . x = gi,ωxg−1i,ω which is not dependent on a scale factor
on the gi,ω. We use Fjt for j, t ∈ Zn to denote the identity matrix in the jt block and zero elsewhere.
Now
(i, ω) . Fjt = ω
j−tFj−i,t−i, so ∆RFjt =
∑
s,ω
ωj−tFj−s,t−s⊗ δ(s,ω)
and the canonical map is
can(Fab⊗Fjt) =
∑
ω
ωj−tFa,t−j+b⊗ δ(j−b,ω)
and a particular case of this is, by setting b = j − i and t = i+ a
can(Fa,j−i⊗Fj,i+a) =
∑
ω
ωj−i−aFa,a⊗ δ(i,ω) .
Now, using the sum of powers of a root of unity,
can
(∑
j
ξi−j(Fa,j−i⊗Fj,i+a)
)
=
∑
ω,j
ω−a(
ω
ξ
)j−iFa,a⊗ δ(i,ω) = n ξ−aFa,a⊗ δ(i,ξ)
so
can
(∑
j,a
1
n
ξi−j+a(Fa,j−i⊗Fj,i+a)
)
=
∑
a
Fa,a⊗ δ(i,ξ) = Im⊗ δ(i,ξ) . (15)
Thus we have proved the following result
Proposition 4.2. If we define, for (i, ξ) 6= (0, 1)
δ
(1)
(i,ξ)⊗ δ(2)(i,ξ) =
1
n
∑
j,a
ξi−j+aFa,j−i⊗Fj,i+a , δ(1)(0,1)⊗ δ(2)(0,1) = Im⊗ Im −
∑
(i,ξ)6=(0,1)
δ
(1)
(i,ξ)⊗ δ(i,ξ)(2) . (16)
Then 1(1)⊗ 1(2) = Im⊗ Im and for all (j, η) ∈ Zn ×Rn
can
(
δ
(1)
(j,η)⊗ δ(2)(j,η)
)
= Im⊗ δ(j,η) . (17)
Case 3:
We use the group G = Zn acting on P = B⊕n by i . b,s = b,s+i mod n. Now
can(1,t⊗ 1,s) = 1,t.
∑
i∈Zn
1,s+i⊗ δi = 1,t⊗ δt−s (18)
so we have the following Proposition.
Proposition 4.3. If we define, for i ∈ Zn
δ
(1)
i ⊗ δ(2)i =
∑
t
1,t⊗ 1,t−i . (19)
Then 1(1)⊗ 1(2) = ∑t 1,t⊗∑s 1,s and
can
(
δ
(1)
i ⊗ δ(2)i
)
=
∑
t
1,t⊗ δi . (20)
6
5 Strong Universal Connection
We find the strong universal connections corresponding to the cases in the previous section, starting with
the back maps h 7→ h(1)⊗h(2) given there. Note these have been defined so that 1(1)⊗ 1(2) = 1⊗ 1. This
uses Theorem 1.3 and normalised integral on C[G] for G a finite group
∫
f =
1
|G|
∑
g∈G
f(g).
Proposition 5.1. In Case 1
ω](δη) =
1
n
∑
i,j∈Zm:(i)6=(j)
1
l(j)
η(i)−(j)Eij ⊗Eji + 1
n
Im⊗ Im . (21)
Proof. By Theorem 1.3 and Proposition 4.1
ω](δη) =
∑
ω,ξ
aL(δω ⊗ δ(1)ξ )⊗ aR(δ(2)ξ ⊗ δηω−1ξ−1)
=
∑
ω,ξ 6=1
aL(δω ⊗ δ(1)ξ )⊗ aR(δ(2)ξ ⊗ δηω−1ξ−1) +
∑
ω
aL(δω ⊗ Im)⊗ aR(Im⊗ δηω−1)
−
∑
ω,ξ 6=1
aL(δω ⊗ δ(1)ξ )⊗ aR(δ(2)ξ ⊗ δηω−1)
=
∑
ω,ξ 6=1
aL(δω ⊗ δ(1)ξ )⊗ aR(δ(2)ξ ⊗(δηω−1ξ−1 − δηω−1)) +
∑
ω
aL(δω ⊗ Im)⊗ aR(Im⊗ δηω−1)
=
1
n
∑
ω,ξ 6=1,i,j
1
l(j)
ξ(i)−(j)aL(δω ⊗Eij)⊗ aR
(
Eji⊗(δηω−1ξ−1 − δηω−1)
)
+
∑
ω
aL(δω ⊗ Im)⊗ aR(Im⊗ δηω−1) .
Then we calculate aR and aL for both sums by aR(Eij ⊗ δξ) = 1
n
ξ(j)−(i)Eij and aL(δξ ⊗Eij) = 1
n
ξ(i)−(j)Eij
and so
ω](δη) =
1
n3
∑
ω,ξ 6=1,i,j
1
l(j)
ξ(i)−(j)ω(i)−(j)Eij ⊗Eji
(
(ηω−1ξ−1)(i)−(j) − (ηω−1)(i)−(j))
+
∑
ω,i
1
n
Eii⊗
∑
i
1
n
Eii
=
1
n3
∑
ω,ξ 6=1,i,j
1
l(j)
ξ(i)−(j)η(i)−(j)
(
ξ(j)−(i) − 1)Eij ⊗Eji +∑
ω
1
n2
Im⊗ Im
=
1
n2
∑
ξ 6=1,i,j
1
l(j)
η(i)−(j)Eij ⊗Eji
(
1− ξ(i)−(j))+ 1
n
Im⊗ Im . (22)
Now for the first term if (i)− (j) 6= 0 we get∑
ξ
ξ(i)−(j) = 0 = 1 +
∑
ξ 6=1
ξ(i)−(j) (23)
we split the last equation in (22) into an (i) = (j) part (the summand vanishes), and (i) 6= (j) part where
summing over ξ and using (23) gives
ω](δη) =
1
n2
∑
i,j:(i)6=(j)
1
l(j)
η(i)−(j)Eij ⊗Eji
(
n− 1 + 1) = 1
n
∑
i,j:(i)6=(j)
1
l(j)
η(i)−(j)Eij ⊗Eji .
Proposition 5.2. In Case 2
ω](δ(k,η)) =
1
n
∑
b,s∈Zm
ηb−sFb,s⊗Fs+k,b+k − 1
n2
∑
b,i∈Zm
Fb,b⊗Fi+k+b,i+k+b . (24)
7
Proof. By Proposition 4.2
ω](δ(k,η)) =
∑
(i,p,ω,ξ)
aL
(
δ(p,ω)⊗ δ(1)(i,ξ)
)⊗ aR(δ(2)(i,ξ)⊗ δ(k−p−i,ηω−1ξ−1))
=
∑
(p,ω),(i,ξ)6=(0,1)
aL
(
δ(p,ω)⊗ δ(1)(i,ξ)
)⊗ aR(δ(2)(i,ξ)⊗ δ(k−p−i,ηω−1ξ−1))
+
∑
(p,ω)
aL
(
δ(p,ω)⊗ δ(1)(0,1)
)⊗ aR(δ(2)(0,1)⊗ δ(k−p,ηω−1))
=
∑
(p,ω),(i,ξ)6=(0,1)
aL
(
δ(p,ω)⊗ δ(1)(i,ξ)
)⊗ aR(δ(2)(i,ξ)⊗(δ(k−p−i,ηω−1ξ−1) − δ(k−p,ηω−1)))
+
∑
(p,ω)
aL
(
δ(p,ω)⊗ Im
)⊗ aR(Im⊗ δ(k−p,ηω−1)) .
Using aR(Fjk ⊗ δ(r,ξ)) = 1
n2
ξk−jFj+r,k+r and aL(δ(r,ξ)⊗Fjk) = 1
n2
ξj−kFj−r,k−r for both terms
=
1
n
∑
(p,ω),(i,ξ)6=(0,1),j,a
aL
(
δ(p,ω)⊗ ξi−j+aFa,j−i
)⊗ aR(Fj,i+a⊗(δ(k−p−i,ηω−1ξ−1) − δ(k−p,ηω−1)))
=
1
n5
∑
(p,ω),(i,ξ)6=(0,1),j,a
(
ξi−j+aωa−j+iFa−p,j−i−p
)⊗
(
(ηω−1ξ−1)i+a−jFj+k−p−i,i+a+k−p−i − (ηω−1)i+a−jFj+k−p,i+a+k−p
)
=
1
n4
∑
p,j,a,(i,ξ)6=(0,1)
(ξη)i+a−jFa−p,j−i−p⊗
(
ξj−i−aFj+k−p−i,a+k−p − Fj+k−p,i+a+k−p
)
=
1
n4
∑
p,j,a,i 6=0,ξ
ηi+a−jFa−p,j−i−p⊗
(
Fj+k−p−i,a+k−p − ξi+a−jFj+k−p,i+a+k−p
)
+
1
n4
∑
p,j,a,ξ 6=1
ηa−jFa−p,j−p⊗Fj+k−p,a+k−p
(
1− ξa−j) . (25)
The first part of equation (25) is
=
1
n3
∑
p,j,a,i 6=0
ηi+a−jFa−p,j−i−p⊗
(
Fj+k−p−i,a+k−p − δi+a−j,0Fj+k−p,i+a+k−p
)
=
1
n3
∑
p,j,a,i 6=0
ηi+a−jFa−p,j−i−p⊗Fj+k−p−i,a+k−p − 1
n3
∑
p,a,i 6=0
Fa−p,a−p⊗Fi+a+k−p,i+a+k−p
=
n− 1
n3
∑
p,s,a
ηa−sFa−p,s−p⊗Fs+k−p,a+k−p − 1
n3
∑
p,a,i 6=0
Fa−p,a−p⊗Fi+a+k−p,i+a+k−p
=
n− 1
n2
∑
b,r
ηb−rFb,r ⊗Fr+k,b+k − 1
n2
∑
b,i6=0
Fb,b⊗Fi+k+b,i+k+b (26)
where we have relabelled s = j − i in the first term. Next relabelling b = a − p and r = s − p. Now let
b = a− p and s = j − p in the second part of (25)
1
n4
∑
p,s,b,ξ 6=1
ηb−sFb,s⊗Fs+k,b+k
(
1− ξb−s) = 1
n3
∑
s,b,ξ 6=1
ηb−sFb,s⊗Fs+k,b+k
(
1− ξb−s)
=
1
n2
∑
s,b
ηb−sFb,s⊗Fs+k,b+k
(
1− δb,s
)
, (27)
since
∑
ξ 6=1
(
1− ξb−s) = n(1− δb,s), and adding equations (26) and (27) gives the results.
Proposition 5.3. In Case 3
ω](δi) =
∑
s∈Zn
1,s⊗ 1,s−i . (28)
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Proof. From Theorem 1.3 and (19)
ω](δi) =
∑
j,k
aL(δj ⊗ δk(1))⊗ aR(δk(2)⊗ δi−j−k) =
∑
j,k,t
aL(δj ⊗ 1,t)⊗ aR(1,t−k ⊗ δi−j−k)
as ∆Rb,t =
∑
s
bt+s⊗ δs, then
aL(δj ⊗ 1,t) =
∑
s
b(δj ⊗ δ−s)1,t+s =
∑
s
(
∫
δjδs)1,t+s =
1
n
1,t+j ,
aR(1,t⊗ δj) =
∑
s
1,t+sb(δs⊗ δj) =
∑
s
(
∫
δsδ−j)1,t+s =
1
n
1,t−j
so
ω](δi) =
1
n2
∑
j,k,t
1,t+j ⊗ 1,t−i+j = 1
n
∑
j,t
1,t+j ⊗ 1,t−i+j (29)
and setting s = t+ j gives the answer.
6 A Trivial Quantum Principle Bundle
We first recall that if Φ,Ψ are maps from a coalgebra (in our case H) to an algebra then so is the
convolution product  defined by
ΦΨ = · (Φ⊗Ψ)∆
and that Φ is convolution-invertible when there is an inverse Φ−1 such that ΦΦ−1 = Φ−1Φ = 1..
Proposition 6.1. [1] Let P be a right H-comodule algebra equipped with a convolution-invertible right-
comodule map Φ : H → P with Φ(1) = 1. Then P is a quantum principal bundle over A = PH . We call
it a trivial bundle with trivialisation Φ.
We show that the algebra Mn(C) is a trivial Hopf-Galois extension of the group Zn × Zn, referring
to the construction in Section 4 Case 2. We use the notation Rn to be the multiplicative group of the
nth roots of unity, generated by x = e2pii/n with xn = 1.
Proposition 6.2. The construction of Section 4 Case 2 gives a trivial quantum principle bundle with
algebra P = Mn(C) and Hopf algebra H = C[G] for G = Zn ×Rn.
Proof. We start by defining Φ(δ(s,ω)) =
∑
ij
Φs,ω,i,jFij to be a right comodule map, meaning the following
quantities are equal
∆RΦ(δ(s,ω)) =
∑
i,j,r,ξ
Φs,ω,i,jξ
i−jFi−r,j−r ⊗ δ(r,ξ)
(Φ⊗ id)∆(δ(s,ω)) =
∑
t,η
Φ(δ(t,η))⊗ δ(s−t,ω
η
) =
∑
t,η,p,q
Φt,η,p,qFpq ⊗ δ(s−t,ω
η
) . (30)
Using these we can show that there are βij with
Φs,ω,i,j = ω
j−iβi−s,j−s
and for Φ(1) = 1 we need
∑
i
βii =
1
n
. The inverse Ψ of Φ in Proposition 6.1 can be shown to
obey ∆RΨ(h) = Ψ(h(2))⊗Sh(1). Writing Ψ as Ψ(δ(s,ω)) =
∑
ij
Ψs,ω,i,jFij we can show that Ψs,ω,i,j =
ωi−jγi+s,j+s. The equations for convolution inverse reduce to
ηj−iβi−t,j−t(
ω
η
)j−qγj+s−t,q+s−tFiq =
{
In if s = 0 and ω = 1
0 otherwise
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so ∑
t,η,j
ωj−qηq−iβi−t,j−tγj+s−t,q+s−t =
{
δiq if s = 0 and ω = 1
otherwise
the sum over η gives zero unless q = i, so we are left with
n
∑
j
ωj−i
∑
t
βi−t,j−tγj+s−t,i+s−t =
{
1 if s = 0 and ω = 1
0 otherwise .
Now we use the result that evaluation gives an isomorphism from C[ω]<n (the polynomials of degree < n
mod n) to C[Rn] the complex functions on the set Rn. Using this we can rewrite (6) as∑
t
βi−t,j−tγj+s−t,i+s−t =
{
1
n
if s = 0
0 otherwise
let r = i− t so t = i− r and k = j − i then for k and s∑
r
βr,r+kγs+r+k,s+r =
{
1
n2
if s = 0
otherwise .
(31)
The values β0,k =
1
n
, γk,0 =
1
n
for all k ∈ Zn with all other βij and γij zero solve (31), and also∑
i
βii =
1
n
. Thus we have a trivial Hopf-Galois extension.
7 Consequences for Differential Calculus
We can use Hopf-Galois extensions to study differential calculi on algebras. In particular we have the
idea of a quantum principle bundle where we have the exact sequence
0 −→ P Ω1AP inc−−→ Ω1P ver−−→ P ⊗Λ1H −→ 0 (32)
where inc is the inclusion map and Λ1H is the left invariant 1-forms on H. The vertical map is defined by
ver(p.dq) = pq[0]⊗S(q[1])dq[2]
and is well defined if the map p.dq 7→ p[0]q[0]⊗ p[1]dq[1] from Ω1P to P ⊗Ω1H is well defined. This condition
can be thought of as H coacting on P in a differentiable manner.
We shall use this theory to build calculi for matrices Mn(C) from calculi on groups. We take the
Case 2 of our previous discussion, where A = M1(C) and P = Mn(C). As d1 = 0, A must have the zero
calculus, and (32) becomes
0 −→ 0 −→ Ω1P ver−−→ P ⊗Λ1H −→ 0
so the left module map ver is an isomorphism. If we write ver(ξ) = ξ0⊗ ξ1 then
ver(p ξ) = p ξ0⊗ ξ1 and ver(ξ p) = ξ0p[0]⊗ ξ1 / p[1] (33)
where η / h = S(h(1))ηh(2). The first order left covariant differential calculi on H = C[G] for a finite
group G correspond to subsets C ⊆ G \ {e} [1]. The basis as a left module for the left invariant 1-forms
is ea for a ∈ C, with relations and exterior derivative for f ∈ C[G] being
ea.f = Ra(f)ea, df =
∑
a∈C
(Ra(f)− f)ea
where Ra(f) = f(( )a) denotes right-translation. We can calculate
ver(d p) =
∑
g∈G
g . p⊗S(δg(1))dδg(2)
=
∑
g,x,y∈G:xy=g
∑
a∈C
g . p⊗ δx−1(δya−1 − δy)ea
=
∑
a∈C
∑
x,g∈C
g . p⊗ δx−1(δg,a − δg,e)ea =
∑
a∈C
(a . p− p)⊗ ea .
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Based on the idea of projective representation, we define a projective homomorphism pi : G → P inv
for a group G and the group P inv of invertible elements of an algebra P . If the algebra is over the field
C then we have pi(e) = 1 and pi(x)pi(y) = Cx,ypi(xy) where e ∈ G is the group identity and for x, y ∈ G
we have Cx,y ∈ C \ {0}. Now we have an action of G on P by algebra maps g . p = pi(g)ppi(g)−1. For a
finite group G we can write this as a right coaction of the Hopf algebra C[G] of complex functions on G,
∆R : P → P ⊗H, ∆R(p) = p[0]⊗ p[1] =
∑
g∈G
g . p⊗ δg . (34)
In the case where H has a left covariant calculus Ω1H , we have the right adjoint action of H on Ω
1
H
ea / δg =
∑
x,y:xy=g
S(δx)eaδy =
∑
x,y:xy=g
δx−1δya−1ea = δg,a
∑
x
δxea = δg,aea .
One of the simplest way to describe differential calculi is by using central generators (i.e. commute with
elements of the algebra). We have an isomorphism Ω1P
ver−−→ P ⊗Λ1H , so a basis of Λ1H would generate
Ω1P as a left P -module, but Λ
1
H is not central. However we can make another isomorphism in our Case
2, which will explicitly give Ω1P for P = Mn(C) in a frequently presented form with central generators.
Consider the left P - action on the image of ver, P ⊗Λ1H
(p⊗ ea)q = pq[0]⊗ ea / q[1] =
∑
g∈G
p(g . q)⊗ ea / δg = p(a . q)⊗ ea (35)
in the case where the group action is given by a projective homomorphism we define a map Φ : P ⊗Λ1H →
E = P ⊗Λ1H by Φ(p⊗ ea) = p pi(a)⊗ ea, then from (35)
Φ((p⊗ ea).q) = Φ(ppi(a)qpi(a)−1⊗ ea) = Φ(ppi(a)q⊗ ea) = Φ(p⊗ ea) · (q⊗ 1)
using the product of tensor product. Thus on E = P ⊗Λ1H the left and right actions are purely multi-
plication on the P part, i.e. Λ1H is central. We can define Ω
1
P = P ⊗Λ1H with
dp = Φ(ver(dp)) =
∑
a∈C
[pi(a), p]⊗ ea
giving P a calculus with |C| free central generators. In the case of P = M2(C) we have, taking C to
include all non identity elements,
dp =
[(
1 0
0 −1
)
, p
]
⊗ eg0,−1 +
[(
0 1
1 0
)
, p
]
⊗ eg1,1 +
[(
0 1
−1 0
)
, p
]
⊗ eg1,−1
= [E00 − E11, p]⊗ eg0,−1 + [E01, p]⊗
(
eg1,1 + eg1,−1
)
+ [E10, p]⊗
(
eg1,1 − eg1,−1
)
. (36)
Thus the calculus for C = {(0,−1), (1, 1), (1,−1)} is the 3D universal calculus for M2, which in [1]
Example 1.8 is defined in terms of the inner element 1
2
(E00 − E11) ⊕ E01 ⊕ E10. In addition we have
C = {(1, 1), (1,−1)} corresponding to the 2D non-universal calculus with inner element E01 ⊕E10. Note
that the structure of the group action we have imposed means that we do not get the full rage of calculi
on M2(C) described in [1].
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