Rounding is the familiar practice of reporting one value whenever a real number lies in an interval. Uncertainty about the extent of rounding is common when researchers analyze survey responses to numerical questions. The prevalent practice has been to take numerical responses at face value, even though many may in fact be rounded. This paper studies the rounding of responses to survey questions that ask persons to state the percent-chance that some future event will occur. We analyze data from the Health and Retirement Study and find strong evidence of rounding, the extent of rounding differing across respondents. We propose use of a person's response pattern across different questions to infer his rounding practice, the result being interpretation of reported numerical values as interval data. We then bring to bear recent developments on statistical analysis of interval data to characterize the potential consequences of rounding for empirical research. Finally, we propose enrichment of surveys by probing to learn the extent and reasons for rounding.
Introduction
Rounding is the familiar practice of reporting one value whenever a real number lies in an interval. Consider, for example, how American meteorologists describe surface wind direction. Weather reports issued to the general public commonly delineate eight wind directions (north, northeast, east, and so on) while those to aircraft pilots delineate thirty-six directions (360, 10, 20, 30 degrees, and so on). A report to the public that the wind is from the north means that the wind direction lies in the interval [337.5
• ,
22.5
• ] while a report to pilots that the wind direction is 360
• means that the direction lies in the interval [355
. An important feature of wind reports is that the extent of rounding is common knowledge. Hence, pilots and members of the public know the accuracy of the measurements they receive.
Whereas the extent of rounding is common knowledge in standardized communications such as weather reports, recipients of rounded data may be unsure of the extent of rounding in other settings. Consider, for example, responses to the question "What time is it?" If someone says "4.01 PM," one might reasonably infer that the person is rounding to the nearest minute. However, if someone says "4 PM," one might well be uncertain whether the person is rounding to the nearest minute, quarter hour, or half hour. Moreover, one might be uncertain whether a person who says "4 PM" knows the precise time and rounds to simplify communication or, contrariwise, does not know the precise time and rounds to convey partial knowledge.
Uncertainty about the extent of rounding is common when researchers analyze survey responses. Respondents are routinely asked to report their annual incomes, hours worked, and other numerical quantities. Questionnaires generally do not request that respondents round to a specified degree, nor do they ask persons to describe their round-ing choices. There are no established conventions for rounding survey responses. Hence, researchers cannot be sure how much rounding there may be in survey data. Nor can researchers be sure whether respondents round to simplify communication or to convey partial knowledge. Consider, for example, responses to the question: "How many hours did you work last week?" A person who says "40 hours" may know he worked precisely 40 hours, or know he worked 42 hours but round for simplicity, or not know his hours with precision but want to convey that he has a "full-time"job.
The prevalent practice in survey research has been to ignore the possibility that responses may be rounded. Most empirical studies take numerical responses at face value. When researchers show concern about data accuracy, they typically assume the classical errors-in-variables model in which observed responses equal latent true values plus white-noise error. However, the structure of the data errors produced by rounding is different from that occurring in the errors-in-variables model. This paper studies the intriguing forms of rounding that appear to occur in responses to survey questions asking persons to state the percent-chance that some future event will occur. From the early 1990s on, questions of this type have become increasingly common in economic surveys. Manski (2004) reviews the literature.
It has often been observed that respondents tend to report values at one-percent intervals at the extremes (i.e., 0, 1, 2 and 98, 99, 100) and at five-percent intervals elsewhere (i.e., 5, 10, . . . , 90, 95), with responses more bunched at 50 percent than at adjacent round values (40, 45, 55, 60). Consider, for example, the Dominitz and Manski (1997) study of perceptions of economic insecurity. Respondents to the Survey of Economic Expectations (SEE) were asked these questions, among others:
Health Insurance: "What do you think is the percent chance that you will have health insurance coverage 12 months from now?"
Burglary: "What do you think is the percent chance that someone will break into your home and steal something, during the next 12 months?" Table 1 , which is based on In principle, empirical analysis with interval data is simply a matter of considering all points in the relevant interval to be feasible values of the quantity of interest. The practical feasibility of implementing this simple idea depends on the objective of the analysis. We focus on familiar problems of regression and best linear prediction, where the objective is to predict the quantity of interest conditional on specified covariates. The research approach proposed in Section 3 is logically more credible than the traditional practice of ignoring rounding, but it carries the price of weakened inferences.
The only way to enhance credibility without weakening inference is to collect richer data on expectations. Section 4 reports an exploratory study to show what we have in mind.
Here we describe a sequence of survey questions that follows the usual percent-chance with further questions that probe to learn the extent and reasons for rounding. We use data collected in the American Life Panel to illustrate. Section 5 concludes. For each of the questions shown, the columns of Table 2 give the fractions of respondents who do not respond, who respond with three specific values (0, 50, 100), and who The sizeable fractions of responses of 0 and 100 do not suggest any particular degree of rounding-respondents may often really believe that an event is extremely unlikely or likely. Consider, for example, the fraction 0.218 of responses of 0 percent to the "rain or snow tomorrow" question. Some of these responses may embody significant rounding but many respondents, especially persons living in the southwestern part of the country, may be rounding only minimally when they report 0 percent.
Responses to Specific Questions
Comparison of the fractions of 50, M10, and M5 responses suggests that responses vary in the degree to which they are rounded. To see this, select any of the questions described in Table 2 and consider the joint hypothesis that a. all persons giving a 50, M10, or M5 response round to the nearest five percent;
b. all persons have latent subjective probabilities for events, and the cross-sectional distribution of beliefs is locally uniform. That is, for each non-extreme value x that is a multiple of 5, similar fractions of persons believe there to be an x and x + 5 percent chance that the event will occur.
The response 50 is a single value, the M10 category contains the eight values (10, . . . , 40, 60, . . . , 90), and the M5 category has the ten values (5, . . . , 45, 55, . . . , 95). Hence, the fraction of M5 responses should be slightly larger than the fraction of M10 responses and about ten times as large as the fraction of 50 responses.
The data in Table 2 are considerably at odds with the specified joint hypothesis.
Scanning the fifteen questions, we find that the fraction of M10 responses is always at least twice as large as the fraction of M5 responses, and sometimes much more. The fraction of 50 responses is almost always at least as large as the fraction of M5 responses and sometimes as much as twice as large.
Part (b) of the joint hypothesis has high credibility. We think it plausible that the distribution of non-extreme latent subjective probabilities should be locally uniform.
Taking part (b) as a maintained assumption, the data in Table 2 sharply contradict the rounding hypothesis of part (a). It appears that many of the respondents who report 50 round to the nearest fifty percent, while many of those who report M10 round to the nearest ten percent. Table 2 suggests that the responses to different expectations questions vary in the degree to which they are rounded. However, it does not indicate whether respondents systematically vary in their tendency to round. Table 3 addresses this matter. Table 2 , the overall response rate to the expectations module is very high. 3 Empirical Analysis with Potentially Rounded Responses 
Response Patterns Across Questions

Formation of Interval Data from Survey Responses
The general idea is to replace each report v jk with an interval [v jkL , v jkU ]. To show how the idea works in practice, this section sets out an algorithm that we think reasonably balances the tension between wanting the interval to be narrower, hence more informative, and wider, hence more credible. The proposed algorithm uses only the information in a given person's responses to a specified class of questions. For example, one might suppose that an HRS respondent applies a common rounding rule to the personal finance questions, but perhaps a different one to the personal health questions.
If a person does not respond to a question, then we only know that his subjective 
Inference on Best Predictors with Interval Outcome Data
In principle, empirical analysis with interval data is simply a matter of considering all points in the relevant interval to be feasible values of the quantity of interest. In practice, implementation of this simple idea can be easy or difficult, depending on the objective of the analysis. We discuss here only the relatively simple problem of inference on best predictors with interval outcome data. We first consider identification and then statistical inference. Manski and Tamer (2002) and Horowitz and Manski (2006) address aspects of the more complex problem of inference on best predictors with interval covariate data.
Identification
As explained in Manski (2003) , the identification region for a population parameter is the set of values that remain feasible when unlimited observations from the sampling process are combined with maintained assumptions. The parameter is point-identified when this set contains a single value and is partially identified when the set is smaller than the parameter's logical range, but is not a single point. The present analysis maintains the assumption that v jk lies in the set [v jkL , v jkU ] for all values of (j, k), but makes no assumption about the location of v jk within the interval. The result is that best predictors are partially identified rather than point-identified.
Consider best nonparametric prediction of v given x under square loss, where v is a latent subjective expectation,
and v L , v U are constructed as in Section 3.1. Assume for now that persons round to simplify communication rather than to express ambiguity; hence, the latent expectations are well-defined. Also assume that the inferential method proposed in Section 3.1 is correct, so the constructed intervals always contain the latent expectation. Then the best predictor is E (v| x) . Manski and Tamer (2002) show that its identification region using the interval data is
where H [·] denotes the identification region of the functional in brackets.
Consider now best linear prediction under square loss. Let P vx denote the joint distribution of (v, x) and let Γ denote the set of all probability distributions on < k+1 .
The identification region for P vx is
where the notation x ≤ x 0 indicates that each element of x is less than or equal to the corresponding element of x 0 . It follows immediately that the identification region for the parameters β of the best linear predictor (BLP) of v given x is
The corresponding identification region for the best predictor is
Finally, consider the assumption that the BLP is best nonparametric, i.e. ∃ β ∈ < k such that E (v| x) = β 0 x. Then Manski and Tamer (2002) show that the identification region for β is the set
The above assumes that the latent expectations v are well-defined and that the inferential method proposed in Section 3.1 is correct. Either assumption could fail in practice, the former if respondents are unable to place precise probabilities on events and the latter if respondents do not use a common rounding rule across the questions in class m. If either assumption is incorrect, the identification regions given in equations (1), (2), and (3) nevertheless remain mathematically well-defined and non-empty. However, the substantive interpretation of these regions is not transparent.
Statistical Inference for Regressions and Best Linear Predictors of v Given x
The lower and upper bounds in equation (1) can be estimated through standard nonparametric procedures, for example kernel regression. Denote these estimators respectively byv nL|x andv nU|x , where n is sample size. Then a natural estimate of When the BLP is assumed to be best nonparametric, it can be estimated using methods , confidence sets that asymptotically cover the entire identification region with a prespecified probability constitute valid but conservative confidence intervals for the partially identified parameter. In the empirical illustration of Section 3.3, we report confidence sets for the entire identification region.
Illustrative Application
This section illustrates how attention to rounding in probabilistic expectations affects the conclusions that one can draw in empirical analysis. We consider the subjective expectations of HRS respondents for survival to age 75. These expectations have drawn attention beginning with the work of Hurd and McGarry (1995) . Their study and subsequent research have taken the elicited expectations at face value. We examine how empirical findings are affected when the algorithm specified in Section 3.1 is used to account for rounding.
We analyze data from the 2006 wave of the HRS, where 6,713 respondents below age 65 were asked: "What is the percent chance that you will live to be 75 or more?" See question P28 in Table 2 for the response distribution. To keep the illustration simple, we focus on the variation of responses with age and gender. give more refined responses, the estimated intervals were much narrower.
Estimation of the Parameters of the Best Linear Predictor
We do not report these findings because they pertain to a select sub-population that is not generally of substantive interest. This sub-population would have the same distribution of beliefs as the full population, and hence be of interest, if we were to assume that respondents randomly fall into the (all NR) , (all 0 or 100) and (all 0, 50, or 100)
response categories. However, we think this assumption too unrealistic to entertain seriously.
Parametric and Nonparametric Prediction of Expectations
Now consider prediction of respondents' expectations conditional on age and gender.
The feasible values of the estimated BLP cannot be obtained from Table 5 because the joint identification region for the three parameters on (age, gender, constant) is not the Cartesian Product of the identification regions for each parameter in isolation.
Rather, it is a proper subset of this Cartesian Product set. That is, some values of the parameters for (age, gender, constant) are feasible taken one parameter at a time but are not jointly feasible. Beresteanu and Molinari (2008) show that the joint identification region of the three parameters is a certain convex subset of the Cartesian Product set.
The top panels of Figures 1 and 2 report, for males and females respectively, the nonparametric set estimates of the form given in equation (4) conditional on age and gender for males of age 64 and 63 can be read in Table 5 , as the identification region for the parameter of the "age" variable.
Probing Beneath the Reported Expectations
The research approach developed in Section 3 is more credible than the traditional practice of ignoring rounding, but it carries the price of weakened inference. The illustration of Section 3.3 indicates that taking account of rounding can be consequential.
Even using all of the HRS expectations questions to infer how respondents round their responses to the survival question, we could draw only weak conclusions about survival expectations and their variation with age and gender.
The only way to enhance credibility without weakening inference is to collect richer data on expectations. A potentially fruitful way to enrich the data is to follow a standard probabilistic expectations question with further questions that probe to learn the extent and reasons for rounding. Consider again the survival probability question analyzed in The responses to these questions could be used to improve on the inferences of Section 3. When the response to Q1 is "an exact number," one could reasonably conclude that rounding was minimal. When the response is "rounding or approximating," one could use the response to Q2 to interpret the data.
To explore how persons might respond to probes on their rounding practices, we posed the survival question to 552 respondents to the American Life Panel (ALP), an internet survey of American adults administered by RAND, and followed it by Q1 and Q2. See http://rand.org/labor/roybalfd/american_life.html for description of the ALP. Table 6 describes our findings. All of the respondents answered question Q1. Of the 552 respondents, 264 reported that their response to the survival question was an exact answer and the remaining 288 reported that they had rounded or approximated.
Within the group of 288 persons who were asked Q2, all but two responded fully. 70 persons reported that they had an exact number in mind and 248 that they had a range in mind. These numbers sum to more than 288 because 31 persons reported that they had both an exact number and a range in mind. Among the 248 who reported a range in response to Q2, the average width of the reported interval was 17.6 percent.
One can use the ALP data to estimate the BLP for the probability of survival to age 75, conditional on age and gender. Table 7 presents the parameter estimates in a manner similar to Table 5 , and Figure 3 reports the BLP estimates in a manner similar to Figures 1 and 2 . The left panel of Table 7 reports point estimates that take the elicited survival probabilities at face value. The right panel of Table 7 and the graphs in Figure 3 report set estimates based on the responses to questions Q1 and Q2. Thus, we take the elicited probability at face value when a person responds to Q1 stating that he meant it as an exact number. We use the exact or range response to Q2 otherwise.
We use the stated range in the 31 cases where a person gave both an exact number and a range in response to Q2. We use the range [0, 100] for the respondent who did not answer question Q2 and for the respondent who answered Q2 with a range having lower bound greater than upper bound. We use an upper bound equal to 100 for the respondent who gave a range that specified only the lower bound.
Observe that the interval estimates in Table 7 and Figure 3 are considerably narrower than the corresponding intervals in Table 5 and Figures 1 and 2 . This is so because the ALP responses to questions Q1 and Q2 tend to yield much tighter inferences on rounding than the algorithm of Section 3.1 did when applied to the HRS data. We 
Conclusion
This paper has studied the rounding of responses to percent-chance expectations ques- Notes: N = sample size, NR = nonresponse, M10 = multiple of 10 but not (0, 50, 100), M5 = multiple of 5 but not of 10. * One respondent who reported a probability of surviving to age 75 and older equal to 50 and reported to be approximating/rounding refused to answer the subsequent questions. ** Some respondents who declared they were approximating/rounding reported both a range and an exact number. *** One respondent reported a range with lower bound greater than upper bound, and one respondent did not report an upper bound. These two respondents were dropped from the average width calculation (these respondents were in the M10 group and in the 96-99 group).
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