Abstract. In this short note we consider a method of enhancing diffusion MRI data based on analytically deblurring the ensemble average propagator. Because of the Fourier relationship between the normalized signal and the propagator, this technique can be applied in a straightforward manner to a large class of models. In the case of diffusion tensor imaging, a commonly used 'ad hoc' min-normalization sharpening method is shown to be closely related to this deblurring approach. The main goal of this manuscript is to give a formal description of the method for (generalized) diffusion tensor imaging and higher order apparent diffusion coefficient-based models. We also show how the method can be made adaptive to the data, and present the effect of our proposed enhancement on scalar maps and tractography output.
Introduction
Many advanced tractography techniques allow tracts to deviate from the principal direction of diffusion. This can be advantageous in terms of robustness to noise, but if the diffusion profile is not sufficiently sharp the tracts can still deviate significantly from the main diffusion direction. This is just one example of issues that inspired various preprocessing techniques that have been proposed, such as the log-Euclidean framework to handle noisy data [1] , spherical deconvolution of the diffusion tensor to enhance the anisotropy [10] , and sharpening by raising the diffusion tensors to a certain power [19] .
The purpose of this manuscript is the introduction of a simple enhancement method based on deblurring the ensemble average propagator. The theoretical basis of the method is described in Sec. 2, and explicit expressions for specific models are presented in Sec. 2.2. We perform some basic experiments on diffusion tensor imaging to illustrate the potential of the method (Sec. 3) of which the results are presented in Sec. 4.
Theory

The Enhanced Diffusion Signal
The ensemble average propagator P ∆ (r) represents the likelihood of a displacement r occurring in a voxel within diffusion time ∆, which is assumed to satisfy P ∆ (−r) = P ∆ (r). Under the narrow-pulse approximation, i.e., when the duration δ of the applied 1 diffusion encoding gradients g is much smaller than ∆, P ∆ is related to the normalized signal S ∆ (q) through a Fourier transform [4] :
e i 2π q·r P ∆ (r) dr.
Here q := (2π) −1 γδg is the wave vector encoding information regarding the applied gradients, with γ the gyromagnetic ratio. In the typical situation where δ ≈ ∆, a relation analogous to Eq. (1) holds [22, 24] . One generally acquires a number of samples of S ∆ for various q in each voxel, though we will not state this voxel dependence explicitly until Sec. 4 .
Interesting features of the propagator, like differences between angular diffusivities, can be difficult to detect. This difficulty is aggravated by e.g. sparse sampling of the Fourier space, which has a blurring effect. To this end we consider what happens when the propagator P ∆ is blurred with a Gaussian
2σ 2 , σ ≥ 0, and define Q ∆ as the deconvolution of P ∆ , i.e., such that P ∆ = G σ * Q ∆ . Consequently,
Using
where ρ σ is the effective deblurring operator acting on the signal. We note that σ is constrained by the fact that the signal S ∆ , and thus also the sharpened signal ρ σ (S ∆ ) (q), is required to be strictly less than 1 everywhere except in the origin 2 . This means that σ should be chosen such that
Eq. (3) can be used to process raw diffusion MRI data, but this should be avoided due to ill-posedness. Note for example that for large values of q , the presence of noise means Eq. (4) will impose σ 2 = 0. In fact, it is desirable to apply the sharpening after S ∆ is expressed in terms of a specific model, the specific structure of which can be exploited to simplify Eq. (3). In the following section we present details for three commonly used models.
Simplified Deconvolution for Specific Models
Diffusion Tensor Imaging In Diffusion Tensor Imaging (DTI) [2] , the ensemble average propagator is assumed to be a multivariate normal distribution. The signal model is of the form
with a constant τ := 4π
2 ∆ − δ 3 and with D the positive-definite second order diffusion tensor. It follows that the signal corresponding to the sharpened propagator is given by
with I the 3 × 3 identity matrix. In this case the sharpening consists therefore simply of subtracting a constant value (depending on the chosen σ) from the diagonal elements of the diffusion tensor D.
Note that the diffusion tensor is required to be positive-definite, which imposes a cap on the allowed values for σ:
Here λ min is the smallest eigenvalue. This constraint corresponds exactly to Eq. (4).
Apparent Diffusion Coefficient Models For higher order models based on the apparent diffusion coefficient, the signal is described by [11, 30] 
in which the apparent diffusion coefficient ADC(q) is assumed to satisfy
for λ ∈ R. Applying Eq. (3) to this model gives
a common 'ad-hoc' enhancement principle already adopted in practice [31] . The ADC is typically expressed in terms of a fully symmetric higher order (Cartesian) tensor or in terms of real-valued spherical harmonic functions, both of which transform in a straightforward manner under the proposed enhancement.
In the case of a tensor expansion the ADC is parameterized by symmetric coefficients T i1...i 2L . L is called the order of the expansion. By definingq := q/ q ∈ S 2 as the direction of the wave vector, we can write the tensor expansion of the ADC as
whereq i denotes the i th component ofq in Cartesian coordinates. Plugging Eq. (11) into Eq. (9) gives
in which the tensor with components I i1...i 2L has the property that it produces one when contracted with any unit vectorq, viz.
Here δ ij is 1 for i = j and 0 otherwise, and parentheses denote index symmetrization [21, p. 126 ]. For L = 2 for example, the only non-zero components (excluding symmetries) are given by [32] 
The real-valued and symmetrical spherical harmonics are defined [8] for l = 0, 2, . . . and −l ≤ m ≤ l as 
with 2L again the maximum order of the expansion. SinceỸ
is the only constant basis function, sharpening in the spherical harmonics basis has the simple form
and so sharpening boils down to subtracting the constant There are no known conditions on the coefficients (independent of the chosen basis) that impose the constraint in Eq. (4) exactly, so one would have to solve Eq. (4) numerically when explicit constraints are needed. The constraint does simplify significantly though:
Alternatively one could check if the coefficients satisfy a sufficient (but not necessary) condition for positive-definiteness [14] .
Generalized Diffusion Tensor Imaging The last model we consider is another generalization of DTI proposed by Liu et al. [20] . In this case the signal is modeled as
..ji the components of the generalized diffusion tensor, and now L the maximum order considered (in this case not forced to be even). In this case the analogy with DTI is immediately apparent, and we observe that the sharpening is achieved by subtracting the value
, and D 33 . The same holds for more specific models of this general form, like diffusional kurtosis imaging [18] .
Again there are no known conditions on the coefficients D j1...ji that enforce Eq. (4) generally, and unlike in the previous section Eq. (4) does not simplify. There do exist similar sufficient conditions that can be useful in this context [7, 15] .
Adaptive Enhancement
To apply enhancement the user would have to select a reasonable value for σ. We know from Eq. (4) that if we allow the sharpening parameter σ to surpass the given limit, then the sharpening will produce incorrect results. A single globally optimal value for σ will thus, provided it exists, be based on a fraction of the globally smallest eigenvalue. Let us define the theoretical bound on σ as
where x ∈ Ω ⊂ R 3 specifies a voxel in the region Ω, which will typically comprise all voxels in the brain, and where we include the x-dependence of the signal S ∆ . The enhancement operator is then defined as
where f ∈ [0, 1] is a user-selected fraction of that determines the sharpening strength. The effect of sharpening for a number of DTI tensors is shown in Fig. 1 . Though a single parameter value for an entire data set makes sense from a theoretical perspective, in practice it can be rather limiting. Therefore we propose to select a global fraction f of the local bound (x). This locally adaptive enhancement can be defined as
In this case f is still a global parameter, but the bound is now a function of position:
The effect this operator has depends on the type of diffusion in a voxel, and we can make the following observations, see also Fig. 1 .
1. Voxels with large and relatively isotropic diffusion (e.g. in the ventricles) are affected the strongest; the amount of diffusion is decreased while the anisotropy is increased slightly. 2. In areas where the diffusion is anisotropic (white matter), the amount of diffusion decreases a little bit, while anisotropy increases far more significantly. 3. With small isotropic diffusion, both the (absolute) amount of diffusion and the anisotropy remain relatively untouched. 
Relation to Other Sharpening Methods
The sharpening method discussed here is similar to, but distinctly different from techniques like spherical deconvolution [9, 10] . A precise description of their relation is subject of future work. The method also has obvious ties to the work of Canales-Rodríguez et al. [5] , who looked at deconvolving a fully reconstructed propagator (based on diffusion spectrum imaging) with a sinc function.
Methods
The first experiment we present in the next section illustrates the effect of the method on scalar maps, where it provides a simple means to improve contrast. As a preliminary investigation into its use as a pre-processing step for further analysis, we additionally present results on DTI tractography. For this second experiment we select two deterministic tractography algorithms; a streamline method that traces the vector field defined by the main eigenvector of the diffusion tensor, and a multi-valued geodesic tractography method. Since the enhancement presented here does not change the main directions of diffusivity, its use in streamline tractography is limited to a modification of the boundary conditions (like the stopping criterion). In geodesic tractography fibers are reconstructed as minimum length paths, i.e., the geodesics in a given metric space, where the main assumption is that the fibers tend to follow the path of the most efficient diffusion propagation [16] . Specifically, we use a recently introduced geodesic tractography technique that obtains these pathways as solutions of Euler-Lagrange equations in Riemannian or Finslerian manifolds [26] . This approach can capture (multivalued) geodesics connecting two given points or regions by considering the geodesics as functions of position and orientation. Since in this case tractography relies on the entire diffusion profile instead of just the main directions of diffusion, enhancement has a more pronounced effect. Though there are alternatives [12, 13, 17, 25] , we use the inverse of the diffusion tensor as the metric as it is the most well-known definition.
Apart from the proposed enhancement we use a simple power transform as an alternative diffusion tensor imaging pre-processing step for a comparison [19, 27] . The power sharpening depends on the parameter s, and is given by the matrix power of the diffusion tensor:
We use two data sets to perform the experiments. The first data set (referred to as the Siemens data set) was acquired with a 3T Siemens scanner at a resolution of 1 × 1 × 1 mm 3 and a b-value of 1000 s/mm 2 (66 gradient directions). The second data set is provided by the Human Connectome Project (subject ID 100307, preprocessed, weighted linear least squares DTI reconstruction based on the b = 1000 s/mm 2 shell), WU-Minn Consortium (Principal Investigators: David Van Essen and Kamil Ugurbil; 1U54MH091657) funded by the 16 NIH Institutes and Centers that support the NIH Blueprint for Neuroscience Research; and by the McDonnell Center for Systems Neuroscience at Washington University [29] .
The regions of interest are selected within the corpus callosum and derived from the expert-annotated Mori tract atlas [23] . Experiments were performed with in-house software and with the vIST/e software framework 3 . With geodesic tractography two seed points are placed in each voxel, and we assign four random orientations to each seed point from an elliptic cone around the main eigenvector [26] . In all tracking experiments the algorithms terminate once the fractional anisotropy gets below 0.1.
Since there is no ground truth available to quantify the tractography, we look at the true positive percentile defined as the percentage of fibers which connect a seed region with given regions of interest selected using available white matter bundle atlases [6, 23] .
Results
Adaptive Sharpening of Scalar Maps
One interesting and illustrative application of enhancement pertains to scalar maps. We look at the effect of enhancement on the Fractional Anisotropy (FA) and Mean Diffusivity (MD) indices for diffusion tensor imaging [3] . The results are shown in Fig. 2 , and showcase the effects listed at the end of Sec. 2.3. In both cases contrast improves markedly, but concomitant changes such as a strong decrease in MD for areas of large and isotropic diffusivity may, depending on the application, be undesirable. 
The Effect of Adaptive Sharpening on DTI Tractography
In Fig. 3 the seed region is placed in the postcentral gyri areas of the corpus callosum, Siemens data set (Sec. 3), and tractography is done using streamlining. The resulting tracts are known to correspond fairly well to the anatomy, even in the case of DTI tractography. As such we would like the enhancement not to change the tracts too much, which we indeed see in the top row. Note also that the tracts are recovered consistently while varying f . Additionally we find that tracts continue a little bit farther into the gray matter compared to the original data due to the increased anisotropy. The second row shows that sharpening with a power transform produces a number of incoherent tracts even for low powers.
More interesting are the results of geodesic tractography, seen in Fig. 4 , for the same data set and seed region. In this case we see that after enhancement, we obtain much denser, more coherent, and generally more cogent tracts. The number of spurious fibers increases as expected with increasing f , with the best results apparently attained with f ≈ 0.25. Of particular interest are the areas indicated with the orange arrows, where we recover tracts that are missing in the tractography based on the original data. These fibers are expected to be present from known anatomy and from symmetry arguments. For reference we include the results obtained when applying a power transform to the tensors, Eq. (24), which introduces far more spurious fibers and does not recover any tracts in the indicated region. As a very simple quantification we show the true positive percentiles in Fig. 5 , as explained in Sec. 3. (22)), and sharpened diffusion tensors with powers 2, 3, and 4 (bottom row, Eq. (24)). The orange arrows point to regions where symmetry of the tracts, lacking in the original and the power sharpened data, is partly recovered after enhancement.
Discussion
Regarding the method, we have presented in Sec. 2.2 simple expressions that follow when modeling the diffusion weighted signal in a particular way. For many models not considered here the resulting expressions will be equally uninvolved, e.g. multi-compartment models in which the compartments are modeled by tensors. In other models (e.g. fiber orientation distribution models [28] ) application of the enhancement might range from difficult to extraneous.
The experiments presented here illustrate that the method has some positive effects on tractography in the simple DTI case. Though the presented exper- iments are quite straightforward, combined with the fact that the method is fairly easy even for more advanced models they appear to demonstrate potential. Generally speaking though, the method remains to be validated for each model in which it is to be applied, including DTI. In addition to this there are still model-dependent open questions, like the proper range of f , that would have to be considered.
One final point we have not discussed in depth concerns the computation of (x), Eq. (23). In the experiments presented here simple analytical formulae provided an unambiguous choice for this value, but for some other models this value may have to be approximated numerically. This will complicate the implementation, and in some cases may even be a limiting factor. We plan to address this issue in future work.
Conclusion
In this work we propose a new method to enhance diffusion MRI data by deconvolving the central quantity in diffusion MRI, the ensemble average propagator. The method is shown to produce very simple algorithms for a number of models, namely apparent diffusion coefficient based models and (generalized) diffusion tensor imaging, and a preliminary valuation is done by investigating its effect on scalar maps and on tractography. Improvement is shown in preliminary tractography experiments, both quantitative by tallying the number of true positive connections found, and qualitative by the recovery of a reasonable fiber tract not obtained using the original data.
