To help understand various reproducing kernels used in applied sciences, we investigate the inclusion relation of two reproducing kernel Hilbert spaces. Characterizations in terms of feature maps of the corresponding reproducing kernels are established. A full table of inclusion relations among widely-used translation invariant kernels is given. Concrete examples for Hilbert-Schmidt kernels are presented as well. We also discuss the preservation of such a relation under various operations of reproducing kernels. Finally, we briefly discuss the special inclusion with a norm equivalence.
Introduction
Reproducing kernel Hilbert spaces (RKHS) are Hilbert spaces of functions on which point evaluations are always continuous linear functionals. They are the natural choice of background spaces for many applications. First of all, thanks to the existence of an inner product, Hilbert spaces are the normed vector spaces that are well-understood and can be handled best. Secondly, the inputs for many application-oriented algorithms are usually modeled as the sample data of some desirable but unknown function. Requiring the sampling process to be stable seems to be a necessity. Mathematically, this is synonymous with desiring point evaluation functionals to be bounded. For these reasons, RKHS are widely applicable in probability and statistics [2, 19] , dimension reduction [9] , numerical study of differential equations [5, 10] , generalizations of the Shannon sampling theory [13, 26] , and approximation from scattered data [22] . Moreover, an RKHS possesses a unique function, named a reproducing kernel, which represents point evaluations on the space. Reproducing kernels are able to measure the similarity between inputs and could save the calculation of inner products in a feature space [17] . This gives birth to the "kernel trick" in machine learning and makes RKHS the popular underlying feature spaces for applications in the field. As a result, reproducing kernel based methods are dominant in machine learning [4, 7, 17, 18, 21] .
Despite the wide applications of RKHS, there are some important theoretical issues that are not well-understood. This paper is devoted to the inclusion relation between RKHS, that is, given two reproducing kernels, we are interested in whether the RKHS of one reproducing kernel is contained by the RKHS of the other. The clarification of this problem is helpful to understand the structure of RKHS and hence is contributive to the theory of reproducing kernels [1] . For instance, the relation is needed in building a multi-resolution decomposition of RKHS. Besides, the study could provide guidelines to the choice of reproducing kernels in machine learning. There are many reproducing kernels in the literature. In a particular application, the selection of reproducing kernels is usually critical to the success of a learning algorithm. While there are no well-recognized guidelines in making such a decision, avoiding overfitting or underfitting is usually the first principle. When overfitting or underfitting occurs, a remedy is to change the current reproducing kernel so that the RKHS of the new kernel becomes smaller or larger compared to that of the existing kernel. Understanding the inclusion relation between RKHS could help achieve such an update of reproducing kernels.
Three characterizations of the inclusion relation of RKHS were established before 1970s [1, 6, 25] . With the advent of machine learning in 1990s, there has been increasing interest in reproducing kernels and RKHS. Many concrete reproducing kernels have emerged in the literature and in applications. Most of them can be conveniently represented by a feature map, which was unknown in the past studies [1, 6, 25] . The purpose of this paper is to provide a systematic study of the inclusion relation of RKHS with focus on the concrete examples of RKHS appeared in machine learning. Recent references [23, 24] studied the embedding relation of RKHS, that is, an equal norm requirement is imposed. As shown by the examples therein, the requirement that two RKHS share the same norm on the smaller space might be demanding and rules out many commonly-used RKHS. For example, the RKHS of a Gaussian kernel can not be properly embedded into the RKHS of another translation invariant reproducing kernel of a continuous type. By relaxing the requirement, we shall see more applications and have more structural results.
The outline of the paper is as follows. We shall discuss characterizations of the inclusion relation in the next section. Sections 3 and 4 are devoted to the investigation of concrete translation invariant and Hilbert-Schmidt reproducing kernels, respectively. Particularly, we shall establish a full table of inclusion relations among popular translation invariant reproducing kernels in Section 3. In Section 5, we discuss the preservation of the relation under various operations of reproducing kernels. In the last section, we shall briefly discuss the special inclusion relation where a norm equivalence is required.
Characterizations
We start with introducing some basics of the theory of reproducing kernels [1] . Let X be a prescribed set, which is often referred to as an input space in machine learning. A reproducing kernel (or kernel for short) K on X is a function from X × X to C such that for all finite pairwise distinct inputs x := {x j : j ∈ N n } ⊆ X, the kernel matrix
is hermitian and positive semi-definite. Here, for the simplicity of enumerating with finite sets, we denote for each n ∈ N by N n := {1, 2, . . . , n}. A reproducing kernel K on X corresponds to a unique RKHS, denoted by H K , such that K(x, ·) ∈ H K for all x ∈ X and
where (·, ·) H K denotes the inner product on H K . There is a characterization of reproducing kernels in terms of feature maps. A feature map for a kernel K on X is a mapping from X to another Hilbert space W such that
The space W is call a feature space for kernel K. One observes from (2.1) that
Thus, Φ(x) := K(x, ·), x ∈ X and W := H K is a pair of feature map and feature space for K. The RKHS of a reproducing kernel can be easily identified once a feature map representation is available.
The following result is well-known in machine learning community [14, 17, 23] . For a feature map Φ : X → W, we shall denote by P φ the orthogonal projection from W onto the linear span span Φ(X) of Φ(X).
In particular, if span Φ(X) is dense in W then H K is isometrically isomorphic to W through the linear mapping (u, Φ(·)) W → u.
As an example, we look at the sinc kernel
It can be represented as the Fourier transform of 
Here (x, ξ) is the standard inner product on R d . Thus, one sees that 
. This is well-known. We use it to illustrate the application of Lemma 2.1. Given two kernels K, G on a prescribed input space X, the corresponding RKHS H K , H G can usually be identified by Lemma 2.1. The theme of the paper is the set inclusion relation H K ⊆ H G . As point evaluations are continuous on RKHS, it was observed in [1] that if H K ⊆ H G then the identity operator from H K into H G is bounded. We shall denote by β(K, G) the operator norm of this embedding. A characterization of H K ⊆ H G was also established in [1] . Following [1] , we write Provided that H K ⊆ H G , we shall denote by λ(K, G) the infimum of the set of positive constants λ such that K ≪ λG. If H K H G then we make the convention that λ(K, G) = +∞. We first make a simple observation about the two quantities β(K, G) and λ(K, G).
Proof: It was proved in [1] 
Note by Lemma 2.1 that H G and H λG share common elements and
Combing these two facts, we get that for all λ > 0 that K ≪ λG if and only if
We next present another characterization of the inclusion relation in terms of feature maps of reproducing kernels. Theorem 2.4 Let K, G be two kernels on X with the feature map Φ 1 : X → W 1 and Φ 2 : X → W 2 , respectively. If span Φ 1 (X) = W 1 and span Φ 2 (X) = W 2 then H K ⊆ H G if and only if there exists a bounded linear operator T :
Moreover, the inclusion is nontrivial if and only if the adjoint operator T * of T is not surjective.
Proof: The result can be proved by similar arguments as those in Theorems 6 and 7 of [23] . ✷ By the above theorem, the particular choices
LG(x, ·) = K(x, ·) for all x ∈ X. We remark that this result in the special case when X is a countable dense subset of R d was proved in [6] .
Translation Invariant Kernels and Radial Basis Functions
Translation invariant kernels are the most widely-used class of reproducing kernels on the Euclidean space. A kernel K on R d is said to be translation invariant if
There is a celebrated characterization of continuous translation invariant kernels on R d due to Bochner [3] . The result is usually referred to as the 
and
where µ, ν ∈ B(R d ). Let µ, ν be two finite Borel measures on a topological space Y . Recall that µ is said to be absolutely continuous with respect to ν, denoted as µ ≪ ν, if µ vanishes on Borel subsets of Y with zero ν measure. When µ ≪ ν, dµ/dν is a Borel measurable function on Y such that
We denote by L ∞ ν (Y ) the space of Borel measurable functions on Y with the norm
Proposition 3.1 Let K, G be two continuous translation invariant kernels on R d given by (3.1) and (3.2). Then
Proof: By Lemma 2.2, H K ⊆ H G if and only if there exists some λ ≥ 0 such that λG− K is a kernel on R d . Note that for all λ ≥ 0, λG − K is still translation invariant. Therefore, by the Bochner theorem, K ≤ λG if and only if λν − µ ∈ B(R d ), which happens if and only if µ ≪ ν and dµ/dν is bounded by λ almost everywhere on R d with respect to ν. We hence get that
We pay special attention to the situation when the Borel measures in (3.1) and (3.2) are absolutely continuous with respect to the Lebesgue measure. In this case, by the Radon-Nikodym theorem, K, G are the Fourier transform of nonnegative Lebesgue integrable functions on R d .
Then H K ⊆ H G if and only if the set {t ∈ R d : u(t) > 0, v(t) = 0} has Lebesgue measure zero and u/v is essentially bounded on {t ∈ R d : v(t) > 0}, in which case λ(K, G) equals the essential upper bound of u/v on {t ∈ R d : v(t) > 0}. In particular, if v is positive almost everywhere on
An important class of translation invariant kernels on R d are given by radial basis functions. Those are reproducing kernels of the form
where g is a single-variate function on R + := [0, +∞) and · is the standard Euclidean norm on R d .
The following well-known characterizations of kernels of the form (3.5) are due to Schoenberg [15] . For each d ∈ N, denote by dω d and ω d the area element and total area of the unit sphere of R d , respectively. Also set
Lemma 3.3 Let g be a function on R + . Then (3.5) defines a reproducing kernel on R d if and only if there is a finite positive Borel measure µ on R + such that
for some finite positive Borel measure µ on R + .
Notice that both span {Ω d (tr) : r > 0} and span {e −tr : r > 0} are dense in C 0 (R + ), the space of continuous functions on R + vanishing at infinity equipped with the maximum norm. By this fact and Lemma 3.3, one may use arguments similar to those in the proof of Proposition 3.1 to get the following characterizations of the inclusion relation of RKHS of kernels of the form (3.5).
Proposition 3.4 Let µ, ν be two finite positive Borel measures on R + , let K d be given by (3.6) and set
One may specify statements in the above proposition to the case when µ, ν are absolutely continuous with respect to the Lebesgue measure on R + to get results similar to those in Corollary 3.2, which we shall not state here.
We next turn to the main purpose of this section, which is to explore the inclusion relations among the RKHS of six commonly used translation invariant kernels in machine learning and other areas of applied mathematics. To apply the characterizations established above, we present those kernels in the form they appear in the characterization of Bochner or Schoenberg:
-the Gaussian kernel
where
-the ℓ 1 -norm exponential kernel
-the ℓ 2 -norm exponential kernel
Here, Γ denotes the Gamma function and the Fourier transform is identified by the Poisson kernel (see, for example, [20] , page 61).
-the inverse multiquadrics
This formulation can be obtained by combining Theorem 7.15 in [22] and the Fourier transform of the Gaussian function.
-the B-spline kernel 16) where B p denotes the p-th order cardinal B-spline, and with sinc 1
-the ANOVA kernel
Among those kernels, the Gaussian kernel, the ℓ 2 -norm exponential kernel, and the inverse multiquadrics are radial basis functions. We also give their representation by the Laplace transform below:
-the Gaussian kernel 18) where δ t denotes the unit measure supported at the singleton {t}.
This equation is derived from the identity (see [20] , page 61) that
-the inverse multiquadrics (see [22] , page 95)
As a straightforward application of Corollary 3.2, we have the following inclusion relations between the RKHS of kernels of the same kind.
Proposition 3.5
The following statements hold true:
The inclusion relation for the RKHS of two inverse multiquadrics is more involved and is separated below. Proof: Suppose first that β 1 > β 2 . By the same technique used in Theorem 6.13, [22] and equation (3.15) , one obtains for all β > 0 that
where K ν , ν ∈ R is the modified Bessel functions defined by
We use the estimates (see, [22] , pages 52-53) about K ν that there exists a constant C ν depending on ν only such that
and that
Combining equations (3.21), (3.22) , and (3.23), we obtain for β 1 > β 2 that
Since the right hand side above goes to infinity as ξ → ∞, we get by Corollary 3.2 that
By monotone convergence theorem, we have by equation (3.15) for all β > 0 that
(3.25)
is unbounded on a neighborhood of the origin. As a consequence, H M β 1 H M β 2 in this case.
Suppose that
is bounded on a neighborhood of the origin. Also, by (3.24),
As
We now discuss the last case that β 1 < β 2 ≤ d 2 . We shall show that in this case H M β 1 H M β 2 by proving that m β 1 (ξ)/m β 2 (ξ) is unbounded on a neighborhood of the origin. To this end, let ξ ≤ 1 and use the change of variables t = ξ 2 s in (3.15) to get that
The right hand side above is unbounded when ξ → 0. When
A change of variables ξ 2 s = t then yields for ξ < 1 that
Combining the above two equations with (3.26) yields that
, ξ < 1.
The right hand side above goes to infinity as ξ → 0. The proof is complete. ✷
The main purpose of this section is to explore the inclusion relationships among RKHS of different kinds of translation invariant kernels given above. We present the results in the form of a table.
Theorem 3.7 Let p ∈ 2N and γ, σ 1 , σ 2 , β, τ be positive constants. The following inclusion relations of RKHS hold true.
We break the task of proving this result into several steps as follows.
(i) For any dimension d ∈ N and parameters p ∈ 2N, γ, τ > 0, H Bp
Proof: We first discuss the case when K = G γ . It is clear that b p /g γ is unbounded on R d . By Corollary 3.2, H Bp H Gγ . On the other hand, b p possesses zeros on R d while g γ is everywhere positive. As they are both continuous, there does not exist a positive constant λ > 0 such that g γ (ξ) ≤ λ 2 b p (ξ) for almost every ξ ∈ R d . As a consequence, we obtain by Corollary 3.2 that H Gγ H Bp . The other case when K = A τ can be handled in a similar way. ✷
.
(3.27)
Proof: The function ψ σ 2 in (3.12) is continuous and positive everywhere on R d . By arguments used before, H Eσ 2 H Bp . Assume that p < d + 1. We choose ξ 1 = (2n + 1)π and ξ j = 0 for j ≥ 2 to get that b p (ξ) = O(n −p ) while ψ σ 2 (ξ) = O(n −(d+1) ) as n tends to infinity. Therefore,
It follows that
By Corollary 3.2, the above inequality together with (3.28) proves (3.27). ✷ (iii) For any d ∈ N, σ 1 > 0 and p ∈ 2N, H Eσ 1 H Bp . There holds H Bp ⊆ H Eσ 1 and
Proof: The relation H Eσ 1 H Bp follows from that ϕ σ 1 is positive and continuous everywhere on R d . Using an estimate method similar to that in (ii), we get that
which combined with the explicit form of b p and ϕ σ 1 leads to (3.29) . ✷ (iv) For any d ∈ N, σ 1 > 0 and γ > 0, H Eσ 1 H Gγ . There holds H Gγ ⊆ H Eσ 1 and 
which together with the observation that
However, λ(G γ , E σ 2 ) does not have a common upper bound as d varies on N.
Proof: As ψ σ 2 /g γ is clearly unbounded on R d , H Eσ 2 H Gγ . We then estimate that for all ξ ∈ R d , (1+σ
which immediately implies that g γ (ξ)/ψ σ 2 (ξ) is bounded by the right hand side of (3.31). Equation (3.31) now follows from Corollary 3.2.
To prove the third claim, we use the Laplace transform representations (3.18) and (3.19) . One observes that the Gaussian kernel G γ corresponds to the delta measure δ γ −1 , which is singular with respect to the Lebesgue measure while E σ 2 is represented by the Borel measure Proof: We first let ξ 1 = n and ξ j = 0 for j ≥ 2 to get that ϕ σ 1 (ξ) = O(n −2 ) and ψ σ 2 (ξ) = O(n −(d+1) ) as n tends to infinity.
Proof: We discuss K = E σ 1 only as the other case can be dealt with similarly. Choosing ξ j = n for all j ∈ N d yields that ϕ σ 1 (ξ)/a τ (ξ) → ∞ as n → ∞. The other choice ξ 1 = n and ξ j = 0 for j ≥ 2 tells that a τ (ξ)/ϕ σ 1 (ξ) → ∞ as n → ∞. Therefore, neither ϕ σ 1 /a τ nor a τ /ϕ σ 1 is bounded on R d . The result now follows from Corollary 3.2. ✷ (viii) For any d ≥ 2, γ, τ > 0, H Aτ H Gγ . There holds H Gγ ⊆ H Aτ if and only if γ ≥ τ , in which case
Proof: That H Aτ H Gγ can be proved in a way similar to that in (vii). If γ < τ then we set ξ j = n for all j ∈ N d to see that g γ (ξ)/a τ (ξ) → ∞ as n → ∞. Thus, H Gγ H Aτ in this case.
Suppose that γ ≥ τ . We get for all ξ ∈ R d that
, which together with the observation that
As the equality is achieved at ξ = 0, we obtain (3.32). ✷ 
Note that when ξ ≥ 1,
Thus, for ξ ≥ 1
We hence get that
To prove the rest of the claims, one first sees by the Lebesgue dominated convergence theorem that m β /ψ σ 2 is continuous on R d \ {0}. We also have that m β (ξ)/ψ σ 2 (ξ) → 0 as ξ → ∞. For these two reasons, m β /ψ σ 2 is essentially bounded on R d if and only if it is bounded on a neighborhood of the origin. If β > d 2 , we observe that when ξ ≤ 1, 
It follows from the above equation that 
The quantity λ(G γ , M β ) does not have a common upper bound as d varies on N.
Proof: We start with the observation that
Therefore, m β (ξ)/g γ (ξ) tends to infinity as ξ → ∞. Consequently,
We also notice by the monotone convergence theorem that
gγ(ξ) is continuous and positive everywhere on R d \ {0}, the above two estimates imply that there exists some positive constant λ such that
We hence conclude that H Gγ ⊆ H M β . Recall (3.18) and (3.20) . Since G γ and M β are respectively represented by measures singular and absolutely continuous with respect to the Lebesgue measure,
Proof: Firstly, we see for the choice ξ 1 = n, ξ j = 0, j ≥ 2 that
As a result, H Aτ H M β . Secondly, arguments similar to those in (xii) shows that for the choice
We close this section with the sinc kernel (2.4).
Corollary 3.8
There holds for all γ > 0 and d ∈ N that
Proof: Equation (3.34) follows from a straightforward calculation. ✷
Hilbert-Schmidt Kernels
By Mercer's theorem [12] , Hilbert-Schmidt kernels represent a large class of reproducing kernels. They were recently used to construct multiscale kernels based on wavelets [14] . We introduce the general form of Hilbert-Schmidt kernels. Let a be a nonnegative function on N and set a n := a(n), n ∈ N. We denote by ℓ 2 a (N) the Hilbert space of functions c on N such that
Its inner product is given by
Suppose that we have a sequence of functions φ n , n ∈ N, on the input space X, such that for each x ∈ X the function Φ(x) defined on N as
belongs to ℓ 2 a (N). The Hilbert-Schmidt kernel K a associate with a is given as
Now suppose that there exits another nonnegative function
We shall characterize H Ka ⊆ H K b in terms of a and b.
Proposition 4.1 Suppose that b is nontrivial, and span {Φ(x) : x ∈ X} is dense in both ℓ 2 a (N) and ℓ 2 b (N). Then H Ka ⊆ H K b if and only if there is a constant λ > 0 such that a n ≤ λb n for all n ∈ N. In this case,
Proof: By Lemma 2.1, the space H Ka consists of functions of the form
c n a n φ n (x), x ∈ X, c ∈ ℓ 2 a (N) (4.5) with the norm f c H Ka = c ℓ 2 a (N) . Similarly, one has the structure of the space H K b .
Suppose that there exists some constant λ > 0 such that a n ≤ λb n for all n ∈ N. Let c be an arbitrary but fixed element in ℓ 2 a (N) and set c n := 0, if a n = 0, ancn bn , otherwise.
One sees thatc ∈ ℓ 2 b (N) and that (c,
Moreover, for any k ∈ N with a k > 0, the particular choice c(n) := δ n,k , n ∈ N, where δ n,k denotes the Kronecker delta, yields that
The above two equations together imply by Proposition 2.3 that
Conversely, suppose that H Ka ⊆ H K b . As the embedding operator is bounded, there exists λ > 0 such that f H K b ≤ λ f H Ka for all f ∈ H Ka . For any k ∈ N with a k > 0, we still choose c(n) := δ n,k , n ∈ N to get from f c ∈ H K b that b k > 0 and that
which implies that a k ≤ λb k . The proof is complete. ✷ Before we give examples of inclusion relations for Hilbert-Schmidt kernels by Proposition 4.1, we remark that Proposition 4.1 actually leads to a characterization of Hilbert-Schmidt kernels.
Theorem 4.2 Let r be a function on N. Suppose that Φ(x) ∈ ℓ 2 |r| (N) for all x ∈ X and span Φ(X) is dense in ℓ 2 |r| (N). Then
defines a kernel on X if and only if r n ≥ 0 for each n ∈ N.
Proof: The sufficiency is well-known. We prove the necessity by contradiction. Assume that K r given by (4.6) is a kernel but r j 0 < 0 for some j 0 ∈ N. Then we introduce two nonnegative functions a and b on N by setting a n = 2|r n |, n = j 0 , −r j 0 , n = j 0 .
Then it is clear that Φ(x) ∈ ℓ 2 a (N) and Φ(x) ∈ ℓ 2 b (N) for all x ∈ X. Moreover, span Φ(X) is dense in ℓ 2 a (N) and ℓ 2 b (N) as it is in ℓ 2 |r| (N). Therefore, K a and K b are Hilbert-Schmidt kernels on X. Note
Thus by Proposition 4.1, there exists some λ > 0 such that a n ≤ λb n for all n ∈ N. Especially when n = j 0 , we have −r j 0 ≤ λ0 = 0, contradicting that r j 0 < 0.
✷ As an application of the above theorem, we discuss an important and celebrated result which was proved before by rather sophisticated mathematical analysis [16] . Suppose that the power series ∞ n=0 a n z n , z ∈ C has a positive convergence radius r. Then by Corollary 4.2 or [16] ,
is a reproducing kernel on {x ∈ R d : x < r 1/2 } if and only if a n ≥ 0 for all n ≥ 0. We close this section with a few examples that fall into the consideration of Proposition 4.1. We shall not state the results explicitly as they would just be repetition of those in Proposition 4.1.
-(Discrete Exponential Kernels) Let t n , n ∈ N be a sequence of pairwise distinct points in R d and let a, b be two nonnegative functions in ℓ 1 (N). The associated discrete exponential kernels are given by
Useful examples of discrete exponential kernels including the periodic kernels (see, for example, [17] , page 103). We present three instances below. Let γ, σ be positive constants and α > d. DefineG
Then by Proposition 4.1, we clearly have that HG
-(Polynomial Kernels) Let a, b be two nonnegative functions on N + := N ∪ {0}. Suppose that ∞ n=0 a n z n and ∞ n=0 b n z n both have a positive convergence radius r a and r b , respectively. Then the polynomial kernels
on the input space {x ∈ R d : x < min( √ r a , √ r b )} satisfy the assumptions of Proposition 4.1.
Especially, we have the following simple observation about finite polynomial kernels. 
Constructional Results
In this section, we discuss the preservation of the inclusion relation of RKHS under various operations with the corresponding kernels. We start with some trivial observations from Lemma 2.2.
, G be reproducing kernels on the input space X. Then the following results hold true:
ii.) Especially, if H K 1 and H K 2 are both contained in
We next turn to the product of two kernels by first examining the more general tensor product of kernels. Let K, G be two kernels on X. The tensor product K ⊗ G of K, G is a new kernel on the extended input space X × X defined by
For further discussion, we shall make use of the Schur product theorem [11] . For two square matrices A, B of the same size, we denote by A • B the Hadamard product of A, B, that is, A • B is formed by pairwise multiplying elements from A and B. The Schur product theorem asserts that the Hardmard product of two positive semi-definite matrices is still positive semi-definite.
Proof: For notational simplicity, put λ 1 := λ(K 1 , G 1 ) and λ 2 := λ(K 2 , G 2 ). We shall show that
Let z := {x j : j ∈ N n } be a finite set of pairwise distinct points in X × X. Set z 1 := {x j 1 : j ∈ N n } and z 2 := {x j 2 : j ∈ N n }. We observe that
By Proposition 2.3,
are both positive semi-definite. We now compute that
By the Schur product theorem, the three matrices in the last step above are all positive semi-definite. Therefore,
Proof: The result follows from Proposition 5.2 and the observation that K 1 K 2 and G 1 G 2 can be viewed as the restriction of K 1 ⊗ K 2 and G 1 ⊗ G 2 on the diagonal of X × X, respectively. ✷
We next discuss limits of reproducing kernels. It is obvious by definition that the limit of a sequence of kernels remains a kernel [1] .
Proposition 5.4 Let {K j : j ∈ N} and {G j : j ∈ N} be two sequences of kernels on X that converge pointwise to kernels K and G, respectively. If
Proof: Suppose that H K j ⊆ H G j for all j ∈ N and λ := sup{λ(K j , G j ) : j ∈ N} < +∞. Let x be a finite set of sampling points in X and y ∈ C n be fixed. Then as K j ≪ λG j , we have for all j ∈ N that
Taking the limit as j → ∞, we get that
The proof is hence complete. ✷
We remark that condition (5.1) may not be removed in the last proposition. For a simple contradictory example, we let G be an arbitrary nontrivial kernel on X and set K j := for all j ∈ N. It is cleat that H K j = H G j = H G for each j ∈ N. But the limit of K j is the trivial kernel. The inclusion relation is hence not kept in the limit kernels. The reason is that λ(K j , G j ) = j is unbounded.
With the help of Propositions 5.1, 5.4 and Corollary 5.3, we are ready to give a main result of this section. We shall use a fact proved in [8] that if K is a kernel and φ is analytic with nonnegative Taylor coefficients at the origin then φ(K) remains a kernel.
Conversely, suppose that H K H G but (6.2) does not hold for any δ > 0. Then for each n ∈ N, there exists g n ∈ H K ∩ H L such that
Since L ≪ λ(K, G)G, it follows from Lemmas 2.2 and 6.1 that H L ⊆ H λ(K,G)G and
Equations (6.3) and (6.4) imply that g n H G ≤ λ(K, G) n g n H K for all n ∈ N, contradicting (6.1). The proof is complete. ✷
As an application of Theorem 6.2, we have the following example. Before moving on, we make a simple observation that if two kernels K, G on X satisfy H K H G and H K = H G then H K can not be dense in H G . For instances, given two Gaussian kernels G γ 1 , G γ 2 with γ 1 < γ 2 . As H Gγ 2 ⊆ H Gγ 1 and H Gγ 2 is dense in but not equal to H Gγ 1 , G γ 1 is not a weak refinement of G γ 2 .
The main purpose of this section is to present two characterizations of the equivalent norm inclusion that are widely applicable to translation invariant kernels and Hilbert-Schmidt kernels. As the study would be similar to that in [24] , we shall omit the proof and examples.
Let µ, ν be two finite positive Borel measures on a topological space Y . Set
where |µ − ν| denotes the total variation measure of µ − ν. Then µ and ν are absolutely continuous with respect to ω. Given a function φ : X × Y → C such that φ(x, ·) ∈ L 2 ω (Y ) for all x ∈ X and span {φ(x, ·) :
we introduce two kernels K µ , K ν on X by setting Our task is to characterize the equivalent inclusion relation H K H G in terms of the measures µ and ν. To this end, we write µ ν if µ ≪ ν and there exist positive constants α, β such that α ≤ dµ/dν ≤ β almost everywhere on {t ∈ Y : dµ dν (t) > 0} with respect to ν. The following characterization theorem can be proved by arguments similar to those in [24] .
Theorem 6.4 Suppose that φ : X × Y → C satisfies (6.5) and K µ , K ν are defined by (6.6). Then H µ H ν if and only if µ ν .
The above theorem has a particular application to Hilbert-Schmidt kernels. For two nonnegative functions a, b on N, we denote by a b if supp a ⊆ supp b and there exist two positive constants α and β such that αa n ≤ b n ≤ βa n for each n ∈ supp a. Here supp a := {n ∈ N : a n = 0}. Recall the definition of Hilbert-Schmidt kernels (4.2) and (4.3) through a sequence of functions (4.1).
Proposition 6.5 Suppose that span {Φ(x) : x ∈ X} is dense in both ℓ 2 a (N) and ℓ 2 b (N). Then H Ka H K b if and only if a b.
We want to reemphasize that our results, though similar to those in [24] for refinement of reproducing kernels, much increase the chance of refining an existing kernel. Taking polynomial kernels as an instance, for two such kernels to be a refinement kernel of K a would impose a strong additional requirement that a j = b j for all j ∈ N N . A more concrete example is the kernels K p , K q appeared in (4.7) and (4.8). By our discussion, if p < q then K q is a weak refinement but not a refinement of K q .
