I. INTRODUCTION
E LECTROMAGNETIC scattering problems involving three-dimensional (3-D) perfectly conducting bodies of arbitrary shape can be dealt with by means of the moment method (MM), which has been used over the past thirty years [1] , [2] . If the electric surface current density on perfectly conducting surfaces is approximated by the linear superposition of basis functions with unknown coefficients, a system of dense linear equations of order is generated. The solution of the complex dense matrix requires a computational complexity and memory requirement . Here, denotes of the order of. However, when the size of the scatterers or radiators is electrically large, the MM becomes computationally too expensive (too much memory and CPU time) to analyze them. Specifically, for such problems, we assume that the matrix solution time which scales as far exceeds the matrix fill time which grows as . Hence, a methodology is proposed for solution of such large problems when using the conventional MM codes where the matrix solution time exceeds the matrix fill time. Since our goal is to reduce the CPU time of existing MM codes we propose a method where one reduces the matrix solution time and not the matrix fill time.
In order to overcome the difficulty of the MM, many types of hybrid approaches, which are based on high-frequency and low-frequency techniques, have been proposed. A review of these hybrid techniques can be found in [3] - [5] . Although these hybrid techniques can deal with scattering and radiating from complex objects with a high degree of accuracy, they are time consuming.
Another remedy is the so-called fast integral equation solvers, which solve directly these large computationally intensive problems by the combination of the conventional MM and other new techniques. In these new techniques, there is the impedance matrix localization method (IML) [6] - [9] , the fast multipole method (FMM) [10] - [12] , the complex multipole beam approach (CMBA) [13] , the matrix decomposition algorithm (NMA) [14] , and its multilevel cousin: a multilevel matrix decomposition algorithm (MLMDA) [15] , [16] , [27] , Wavelet method [17] - [21] , [25] , [26] , etc. Reference [22] provides a detailed discussion of these fast solution methods for efficiently solving large electromagnetic problems. In addition to the IML and wavelet techniques, there are other techniques like the MEI method. This involves the integral equation MEI method (IE-MEI) [23] , [24] .
Another method is the adaptive multiscale moment method (AMMM) proposed by the authors [28] - [33] , which is a hybrid technique combining the multigrid method with the wavelet-based compression methodology. AMMM and wavelet methods apply a special matrix transformation to the original matrix equation, which has been formed by discretizing an integro-differential equation using the MM. After the matrix transformation, both the transformed impedance matrix, the source/excitation vector and the unknowns are arranged along a scaled-block form. The wavelet based fast solution methods typically focuses on compressing the impedance matrix, and not the solution. After the impedance matrix is transformed into 0018-926X/02$17.00 © 2002 IEEE a sparse matrix due to a wavelet basis having a local support and vanishing moment properties, one can achieve a reduction in the memory requirements and save CPU time for the solution of electromagnetic field problems. However, AMMM is quite different from the wavelet-based methodologies, as it focuses on compressing the unknown, and not the impedance matrix. By using a matrix transformation, the solution at the different scales corresponds to the solution on different multigrids. If the solution of the problem has a linear behavior on the whole region or in some subdomains, the solution of the linear equation transformed by the special matrix transformation in AMMM will include many terms whose value is either zero or very small. Hence, they are reflected along with the corresponding rows and columns of the impedance matrix and thereby increase the efficiency of the solution process. Our motivation in the present paper is to apply an AMMM to analyze scattering by complex 3-D perfectly conducting objects. We directly discretize the EFIE based on vector basis functions developed by Rao et al. [34] , [35] using a Galerkin method. In Section II, the philosophy of the new method based on the tensor product of two one-dimensional (1-D) multiscale bases is presented to achieve compression of the unknown followed by some numerical results.
II. NUMERICAL IMPLEMENTATION OF THE AMMM METHODOLOGY
In this paper, we address the problem of efficient solution of large electromagnetic scattering problems from arbitrary shaped conducting structures using existing MM codes. By large, we mean problems where the matrix solution time far exceeds the matrix fill time. Typically, when there are more than 4300 unknowns in a conventional MM code using the vector triangular basis functions, the matrix solution time far exceeds the matrix fill time. The goal here is to apply the AMMM methodology to the conventional MM codes that are prevalent, incorporating the triangular patch basis functions.
The AMMM methodology can be applied to these class of problems by generating a two dimensional multiscale basis using the tensorial products of two 1-D multiscale basis as outlined in [33] . In addition, the current distribution on the triangular patch is categorized as three different classes of currents going across the three edges. So after all the MM matrix elements have been computed, they are arranged in a special form as outlined in the following. Application of the usual triangular patch basis functions as expansion and testing functions applied in a conventional MM to the electric field integral equation reduces the operator equation to a matrix equation, resulting in (1) Here is the MM impedance matrix of size . and are column matrices containing the unknown amplitudes and the given excitation, respectively.
Next, we apply the AMMM technique to compress the large impedance matrix of (1). It is well known that the vector basis functions for the unknown currents are given by (2) where the basis functions are the usual linear functions [34] , [35] . We now rearrange the vector basis functions into three distinct component forms as outlined next with . As we know, the induced current of on a plate, for example, can be represented by and use of the linear combination of rooftop functions to approximate the currents results in a function of two variables. Here, and represent two local orthogonal Cartesian coordinate axis for the triangle. So we can classify the current on a plate along two classes of unknowns, namely, one for each component of the current. Because Rao's basis functions [29] , [30] are constructed across the edges, the unknowns must be classified into three categories according to the different orientation of the edges (as per Fig. 1) .
denotes the coefficient sets across the edges, such as: -(horizontal), /(slant), (vertical) edges, respectively. This terminology is used in the absence of a more precise form. So we rewrite the matrix equation (1) where the submatrices are from impedance matrix of (1). If the unknowns can be arranged as a matrix, (3) can be transformed into the following set by the matrix transformation described in [33] as: (4) where , and the elements are the transformed impedance matrix. The details of this procedure are available in [33] .
The elements of , the unknowns , and the array are arranged in a scaled-block form. Adaptive multiscale algorithm [26] - [28] can be used for solving (4). This concept can thus be extended to the MM codes using the conventional triangular patch basis functions used for the solution of electromagnetic scattering from 3-D conducting bodies. The method proposed in this paper does not reduce the matrix fill time but can significantly shorten the matrix solution time. It is designed for existing MM codes using triangular patch basis function.
III. NUMERICAL RESULTS
In this section, we discuss two numerical examples for analyzing scattering from arbitrary shaped 3-D perfectly conducting objects by AMMM.
First, consider the scattering from a perfectly conducting plate (as shown in Fig. 2 ). The plate is discretized into 22 22 nodes, which are located at with , and . The currents across the horizontal edges can be arranged as a 22 21 matrix. The currents across the vertical edges can be arranged as a 21 22 matrix. The currents across the slanted edges can also be arranged as a 21 21 matrix.
We can take the central point of the edges as the variable. When the conducting plate is illuminated by a normally incident plane wave with the magnetic field vector oriented along the axis, the current flowing across the edges can be obtained by solving (4) .
After deleting the unknowns associated with the horizontal edges on and the unknowns related to the vertical edges along , the currents across the three different kinds of The largest scale can be taken as two. So the total number of unknowns for and is as one moves from 0-scale to 2-scale. For the different thresholds, the number of unknowns and that have been eliminated, the actual size of the linear equations, and the condition number on the 2-scale are given in Table I . The current distribution across the three different types of edges is shown in Fig. 3 . The condition numbers of the original coefficient matrix and that of the processed matrix after the matrix transformation has been applied are 97.7 and 11 239, respectively. The bistatic RCS are shown in Fig. 4 for different vales of the threshold . The significance of is illustrated in [33] .
The threshold in Table I defines the value below which the elements of the transformed matrix for the different type of the current coefficients are set to zero [33] . The number of unknowns that have been eliminated from the system matrix and the reduced number of total unknowns considered are also presented along with the condition number. The total number of unknowns when corresponds to 1365. If the incident angle is , the reduced number of unknowns and , the actual size of the linear equations, and the condition number on the 2-scale are given in the Table II. The bistatic RCS is shown in Fig. 5 for different values of the threshold .
From the Tables I and II , it is seen that the smaller the threshold, the less the number of unknowns that have been eliminated. There is no relationship between the condition number and the actual size of the modified linear equations. When the threshold is taken as 0.01, 0.05, or 0.1, the size of the linear equation is reduced by about 10%, 22%, and 42%, respectively. And the difference between the results for the bistatic RCS obtained by AMMM and the conventional MM are small.
As a second example, consider the scattering from a 1.5 length cylinder with two 0.3 radius half-spheres, as shown in Fig. 6 . The length of the cylinder is subdivided uniformly into 16 nodes; the half-circle is subdivided uniformly into seven nodes. We make 21 divisions along the circumference. The number of unknowns corresponding to the horizontal edges is 21 21. The number along the vertical edges is 20 21 and along the slanted edges is 19 21 (see Fig. 6 ). The total number of unknowns is 21 21, 19 21, and 20 21 . This results in a total number of 1240 unknowns.
In order to apply (4), we add some additional unknowns for so that the number of unknowns becomes 21 21, 21 21, 21 21 . When the conducting object is illuminated by a normally incident plane wave with the magnetic field vector oriented along the axis, the currents across the edges can be obtained by solving (4) .
In AMMM, the largest scale is set to 2 and the initial coarse grid corresponds to . So the number of unknowns is as one goes from 0-scale to 2-scale. For the different thresholds, the reduced number of unknowns , the actual size of the linear equations, and the condition number on the 2-scale are given in the Table III. The current distribution across the three different types of edges is shown in Fig. 7 . The condition numbers of the original coefficient matrix and the coefficient matrix after the matrix transformation has been applied are 397 and 20 911, respectively. The bistatic RCS is shown in Fig. 8 for different values of the threshold . If the incident angle is , the reduced number of unknowns , the actual size of the linear equations, and the condition number on the 2-scale are given in the Table IV. The bistatic RCS are shown in Fig. 9 . From Tables III and IV, it is seen that the size of the linear equation is reduced by about 17%, 50%, and 72%, respectively, when the threshold value is chosen to be 0.01, 0.05, 0.1. From Figs. 8 and 9 , it is seen that the difference in the bistatic RCS obtained by using the AMMM and the MM is small.
IV. CONCLUSION
AMMM has been used to analyze scattering from 3-D perfectly conducting objects. By use of the matrix transformation, the impedance matrix obtained from using the triangular basis functions as expansion and weighting, and the source terms constructed using the conventional MM based on the triangular patch vector basis functions can be arranged in the form of different scales. Two examples have been presented that clearly shows how AMMM can reduce adaptively the size of the linear equations and can improve the computational efficiency of the existing MM codes utilizing the conventional subsectional basis functions. This method is advantageous for problems when the matrix solution time exceeds the matrix fill time.
