The past decade has seen an explosion of work on calculi of explicit substitutions. Numerous work has illustrated the usefulness of these calculi for practical notions like the implementation of typed functional programming languages and higher order proof assistants. Three styles of explicit substitutions are treated in this paper: the λσ and the λs e which have proved useful for solving practical problems like higher order unification, and the suspension calculus related to the implementation of the language λProlog. We enlarge the suspension calculus with an adequate etareduction which we show to preserve termination and confluence of the associated substitution calculus and to correspond to the eta-reductions of the other two calculi. Additionally, we prove that λσ and λs e as well as λσ and the suspension calculus are non comparable while λs e is more adequate than the suspension calculus.
Introduction
Recent years have witnessed an explosion of work on expliciting substitutions [1, 7, 9, 14, 15, 17, 19] and on establishing its usefulness to computation: e.g., to automated deduction and theorem proving [24, 25] , to proof theory [31] , to programming languages [8, 20, 23, 26] and to higher order unification HOU [2, 13] . This paper concentrates on three different styles of substitutions:
(i) The λσ-style [1] which introduces two different sets of entities: one for terms and one for substitutions.
(ii) The suspension calculus [28, 26] , denoted λ susp , which introduces three different sets of entities: one for terms, one for environments and one for environment terms.
(iii) The λs-style [19] which uses a philosophy of de Bruijn's Automath [29] elaborated in the new item notation [18] . The philosophy states that terms are built by applications (a function applied to an argument), abstraction (a function), substitution or updating. The advantages of this philosophy include remaining as close as possible to the familiar λ-calculus (cf. [18] ). The desired properties of explicit substitution calculi are a) simulation of β-reduction, b) confluence (CR) on closed terms, c) CR on open terms, d) strong normalization (SN) of explicit substitutions and e) preservation of SN of the λ-calculus. λσ satisfies a), b) and d), λs satisfies a)..e) but not c). λs has an extension λs e for which a)..c) holds, but e) fails and d) is unknown. The suspension calculus satisfies a)..d), but e) is unknown. This paper deals with two useful notions for these calculi:
• Comparing the adequacy of their reduction process using the efficient simulation of β-reduction of [22] .
• Extending the suspension calculus with eta-reduction resulting in λ susp . Eta-reduction for λσ was used in [13] to deal with HOU and was introduced in [2] for the same purpose in λs e . It was shown in [22] that λs and λσ are non comparable. In this paper we prove that λs e and λσ as well as λσ and λ susp are non comparable and that λs e is more adequate than the λ susp . Additionally, we show that λ susp preserves confluence and SN of the substitution calculus associated with λ susp .
2 Calculià la λσ, λs e and λ susp
The λσ-calculus
The λσ-calculus works on 2-sorted terms: (proper) terms, and substitutions.
Definition 2.1
The λσ-calculus is defined as the calculus of the rewriting system λσ of Table 1 where Table 1 The λσ Rewriting System of the λσ-calculus with Eta-rule
terms a ::
and
For every substitution s we define the iteration of the composition of s inductively as s 1 = s and s n+1 = s • s n . We use s 0 to denote id . Note that the only de Bruijn index used is 1 , but we can code n by 1[↑ n−1 ] . The equational theory associated with the rewriting system λσ defines a congruence denoted = λσ . The congruence obtained by dropping Beta and Eta is denoted = σ . When we restrict reduction to these rules, we will use expressions such as σ-reduction, σ-normal form, etc, with the obvious meaning.
The rewriting system λσ is locally confluent [1] , CR on substitution-closed terms (i.e., terms without substitution variables) [30] and not CR on open terms (i.e., terms with term and substitution variables) [11] . The possible forms of a λσ-term in λσ-normal form were given in [30] as: 1) λa, where a is a normal term; 2) a 1 . . . a p . ↑ n , where a 1 , . . . , a p are normal terms and
In the λ-calculus with names or de Bruijn indices, the rule X{y/a} = X, where y is a variable or a de Bruijn index, is necessary because there is no way to suspend the substitution {y/a} until X is instantiated. In the λσ-calculus, the application of this substitution can be delayed, since the term X[s] does not reduce to X.
The λs e -calculus
The λs e -calculus of [21] is an extension of the λs-calculus ( [19] ) which is CR on open terms and insists on remaining close to the syntax of the λ-calculus. Next to abstraction and application, substitution (σ) and updating (ϕ) operators are introduced. A term containing neither σ nor ϕ is called a pure lambda term.
Definition 2.2
Terms of the λs e -calculus, whose set of rules is presented in Table 2 , are given by:
Λs e ::= N | X | Λs e Λs e | λΛs e | Λs e σ j Λs e | ϕ i k Λs e , where j, i ≥ 1 , k ≥ 0 Table 2 The Rewriting System of the λs e -calculus with Eta-rule
The equational theory associated to the rewriting system λs e defines a congruence = λse . The congruence obtained by dropping σ-generation and Eta is denoted by = se . The λs-calculus is the one associated with the first eight rules of the λs e and without the meta variables X standing for open terms in the set of terms.
The λs e -calculus has been proved in [21] to be CR on open terms; to simulate β-reduction: let a, b ∈ Λ, if a → β b then a → * λse b ; to be sound: let a, b ∈ Λ , if a → * λse b then a → * β b ; and its associated substitution calculus, that is the s e -calculus, to be WN and CR. The characterization of the λs enormal forms was given in [21, 2] as: a term a ∈ Λs e is a λs e -nf if and only if one of the following holds: 1. a ∈ X ∪ N;
2. a = (b c), where b, c are λs e -nf and b is not an abstraction λd; 3. a = λb, where b is a λs e -nf excluding applications of the form (c 1) where ϕ 
The Suspension Calculus
The suspension calculus [28, 26] deals with λ-terms as computational mechanisms. This was motivated by implementational questions related to λProlog, a logic programming language that uses typed λ-terms as data structures [27] . The suspension calculus works with three different types of entities: The suspension calculus owns a generation rule β s , that initiates the simulation of a β-reduction (as for the λσ and the λs e , respectively, the Beta and the σ-generation rules do) and two sets of rules used for handling the suspended terms. The first set, the r rules, for reading suspensions and the second one, the m rules, for merging suspensions. These rules are given in the Table 3 .
As in [28] we denote by rm the reduction relation defined by the r-and m-rules in the Table 3 . The associated substitution calculus, denoted as susp, is the one given by the congruence = rm .
Definition 2.3 [[28]]
The length len(e) of an environment e is given by: len(nil) := 0 len(et :: e ) := len(e ) + 1 len({ {e 1 , i, j, e 2 } }) := len(e 1 ) + (len(e 2 )
. i). The index ind(et) of an environment term et, and the l-th index ind l (e) of the environment e and l ∈ N, are simultaneously defined by induction on the structure of expressions: 
ind l (e 1 ) if l < len(e 1 ) and len(e 2 ) ≤ m = j . ind l (e 1 )
The index of an environment e, denoted as ind(e), is ind 0 (e). • if s is et, j, k, e then len(e) = k and ind(et) ≤ j • if s is { {e 1 , j, k, e 2 } } then len(e 2 ) = k and ind(e 1 ) ≤ j.
In the sequel, we deal only with well-formed expressions of the suspension calculus.
The suspension calculus has been proved to simulate β-reduction and its associated substitution calculus susp to be CR (over closed and open terms) and SN [28] . In [26] Nadathur conjectures that the suspension calculus preserves strong normalization too. The following lemma characterizes the rmnormal forms.
Lemma 2.5 ([28])
A well-formed expression of the suspension calculus x is in its rm -nf if and only if one of the following affirmations holds: 1) x is a pure λ-term in de Bruijn notation; 2) x is an environment term of the form @l or (t, l), where t is a rm -nf term; 3) x is the environment nil or et :: e for et and e resp. an environment term and an environment in rm -nf.
3 The suspension calculus enlarged with the η-reduction:
the λ susp -calculus
The suspension calculus was initially formulated without η-reduction. Here we introduce an adequate Eta rule that enlarges the suspension calculus preserving correctness, confluence, and termination of the associated substitution calculus. The suspension calculus enlarged with this Eta rule is denoted by λ susp and its associated substitution calculus remains as susp. The Eta rule is formulated as follows:
Intuitively Eta may be interpreted as: when it is possible to apply the η-reduction to the redex λ(t 1 1) we obtain a term t 2 that has the same structure as t 1 with all its free de Bruijn indices decremented by one. This is possible whenever there are no free occurrences of the variable corresponding to 1 in t 1 . Proposition 3.2 proves the correctness of Eta according to this interpretation. We follow [10] and [3] for λσ and λs e respectively, and implement the Eta rule of the λ susp -calculus by introducing a dummy symbol 3, as: gives a term obtained from A by incrementing by one all its de Bruijn free indices greater than k and preserving unaltered all other de Bruijn indices. Proposition 3.2 (Soundness of the Eta rule) Every application of the Eta rule of λ susp to the redex λ(t 1 1) gives effectively the term t 2 obtained from t 1 by decrementing all its de Bruijn free indices by one.
Noetherianity of susp plus the Eta rule enables us to apply the Newman diamond lemma and the Knuth-Bendix critical pair criterion for proving its confluence.
Lemma 3.3 (susp plus Eta is SN) The rewriting system associated to susp and the Eta rule is noetherian.
Lemma 3.4 (Local-confluence of susp plus Eta) The rewriting system of the substitution calculus susp plus the Eta rule is locally-confluent.
Finally, since the rewriting system associated to susp enlarged with the Eta rule is locally-confluent and noetherian, we can apply the Newman diamond lemma for concluding its confluence. 
Comparing the adequacy of the calculi
According to the criterion of adequacy introduced in [22] we prove that the λσ and the λ susp as well as the λσ and the λs e are non comparable. Additionally, we prove that the λs e is more adequate than the λ susp .
Let a, b ∈ Λ such that a → β b. A simulation of this β-reduction in λξ, for ξ ∈ {σ, s e , susp} is a λξ-derivation a → r c → * ξ ξ(c) = b, where r is the rule starting β (beta for λσ, σ-generation for λs e , β s for λ susp ) applied to the same redex as the redex in a → β b. The criterion of adequacy is defined as follow: b we have m < n. If neither λξ 1 ≺ λξ 2 nor λξ 2 ≺ λξ 1 , then we say that λξ 1 and λξ 2 are non comparable.
The counterexamples proving that λσ and λs are non comparable presented in [22] apply for the incomparability of λσ and λs e since λs e is an extension of λs for open terms. 
n to its λ susp -nf has length 4n + 5.
Lemma 4.5 ( [22])
There exists a derivation of (λλ(2 2)) 1 n to its λσ-nf whose length is n + 9. Proposition 4.6 The λσ-and λ susp -calculi are non comparable.
To prove that λs e is more adequate than λ susp we need to estimate the lengths of derivations. where A, B ∈ Λ and k ≥ 0 to its susp-nf has length greater than or equal to Q k (A, B). The λs e -is more adequate than the λ susp -calculus.
As mentioned in the proof above, we prove a stronger result than simple better adequacy of λs e as in [22] . In fact, we prove that the length of all λs esimulations are shorter than the length of any λ susp -simulation. Examining the proofs of Propositions 4.11 and 4.12 which relate the length of derivations with the measure operator Q k , it appears evident that both calculi work similarly
