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ABSTRACT
Multiscale Numerical Methods for Some Types of Parabolic Equations. (August
2008)
Dukjin Nam, B.S., Hanyang University, Korea;
M.S., Hanyang University, Korea
Chair of Advisory Committee: Dr. Yalchin Efendiev
In this dissertation we study multiscale numerical methods for nonlinear parabolic
equations, turbulent diffusion problems, and high contrast parabolic equations. We
focus on designing and analysis of multiscale methods which can capture the effects
of the small scale locally.
At first, we study numerical homogenization of nonlinear parabolic equations
in periodic cases. We examine the convergence of the numerical homogenization
procedure formulated within the framework of the multiscale finite element method.
The goal of the second problem is to develop efficient multiscale numerical techniques
for solving turbulent diffusion equations governed by celluar flows. The solution near
the separatrices can be approximated by the solution of a system of one dimensional
heat equations on the graph. We study numerical implementation for this asymptotic
approach, and spectral methods and finite difference scheme on exponential grids are
used in solving coupled heat equations. The third problem we study is linear parabolic
equations in strongly channelized media. We concentrate on showing that the solution
depends on the steady state solution smoothly.
As for the first problem, we obtain quantitive estimates for the convergence of
the correctors and some parts of truncation error. These explicit estimates show us
the sources of the resonance errors. We perform numerical implementations for the
asymptotic approach in the second problem. We find that finite difference scheme
iv
with exponential grids are easy to implement and give us more accurate solutions
while spectral methods have difficulties finding the constant states without major
reformulation. Under some assumption, we justify rigorously the formal asymptotic
expansion using a special coordinate system and asymptotic analysis with respect to
high contrast for the third problem.
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1CHAPTER I
INTRODUCTION
The purpose of this dissertation is to develop and analyze effective numerical
methods for multiscale phenomena. Multiscale phenomena are involved in many
areas, such as oil and gas science, earth atmospheric science, plasma physics, and
so on. Analyzing and simulating directly these phenomena are difficult due to a
wide range of scales. Consequently, in order to perform analysis and simulation of
multiscale problems, it has been considered to use several ways, such as singular
perturbation methods [6], asymptotic analysis, upscaling, homogenization, and so
on. In this dissertation, we focus on developing numerical methods for the problems
for porous media simulations and turbulent flows.
Our methods use homogenization theory to study the limiting behavior of the
solution, as the microscopic scale tends to zero. The main idea of numerical ho-
mogenization procedure is to obtain the numerical solution of large-scale equations
including all the effects of small-scales. Recently, many numerical methods for multi-
scale problems have been proposed. Among them, a multiscale finite element method
(MsFEM) for elliptic linear problems was designed and discussed in [20]. This method
is one of the numerical homogenization techniques for the problems which contain dif-
ferent spatial scales. It can capture the small-scale details by using oscillatory basis
functions in finite element methods. This idea is naturally generalized to nonlinear
elliptic problems, which is proposed and analyzed in [9], by considering a multiscale
map from the coarse grid space to the underlying fine grid space, instead of using
The dissertation model is SIAM Journal on Numerical Analysis.
2the basis functions. It was also applied to a numerical homogenization of nonlinear
random parabolic equations [10]. Furthermore, numerical correctors for the solution
of nonlinear parabolic equations is constructed to obtain the convergence of gradients
of the solutions for our numerical scheme.
In Chapter II we analyze MsFEM for nonlinear parabolic problems, which is pro-
posed in [9], in periodic media. Previous studies were limited to more general cases
and did not study scale interaction issues properly. In particular, explicit convergence
rates cannot be obtained for problems investigated in [10] due to general assumptions
on heterogeneities. We study the convergence of the numerical homogenization pro-
cedure formulated within the framework of the generalized MsFEM for periodic case.
The numerical homogenization procedure proposed in the paper uses general finite
element procedure and solves local problems that are further coupled in the global
formulation. We introduce appropriate correctors to approximate the solutions of the
local problems, where the correctors are periodic with respect to the fast variables in
both space and time. The local problems are formulated in the domains with selected
boundary and initial conditions. Our goal is to obtain the convergence for the numer-
ical homogenization procedure. Estimates for corrector approximations are obtained
in the Section B of Chapter II. Once the estimate for the correctors is found, we can
obtain the convergence of the numerical homogenization using comparison principles,
compactness arguments, and discrete Meyers type estimates. Note that the numeri-
cal homogenization provides us an approximation for the homogenized solution. To
obtain the approximation for oscillatory solutions, we introduce numerical correctors
and find the estimates for the convergence of the numerical correctors.
In Chapter III, we focus on developing efficient numerical techniques for turbulent
diffusion transport governed by cellular flows. According to the asymptotic approach
proposed in [24], the full problem can be reduced to a system of one-dimensional
3heat equations on a graph. We present the procedure to solve the system of heat
equations using spectral methods and finite difference methods on exponential grids.
Spectral methods, e.g. Galerkin approach [18, 28] and collocation method, are consid-
ered to solve heat equations over the unbounded domain. The Laguerre and Hermite
functions are used as basis elements in the Galerkin formulation. Although the com-
putational cost of the spectral approach is usually inexpensive and the method is
fast, it is not easy for the spectral method to find the constant to which the solution
of the heat equation tends at infinity. We note that these basis elements vanish at
infinity and the Hermite functions are either even or odd. Hence we consider the
decomposition of the approximate solution by even, odd, and constant parts. Since
the basis functions are defined over the whole domain, it is difficult to manipulate
processes effectively, described in Section A.1 of Chapter III, restricting the function
over the positive and negative half intervals, and gluing the restrictions together. In-
stead, finite difference methods on the non-uniform exponential grids are performed
to capture the constant for each cell. Note that the Laguerre and Hermite functions
decay exponentially and it is expensive to use finite difference scheme with uniform
grid points over unbounded domain. Thus, we develop the finite difference approach
on the exponential grids.
We perform numerical tests to find the periodic solution of the reduced asymp-
totic problem for each case where a square domain has some number of cells. Our
numerical results demonstrate that our approach is working efficiently. Furthermore,
in one-cell case, we reconstruct the solution from the periodic solution over the some
restricted region of the domain of the full problem.
In Chapter IV, MsFEM was modified to solve some types of problems, for in-
stance, for the porous media with channelized features. A modified MsFEM was
proposed and discussed in [8] to use a global information in constructing finite el-
4ement basis functions. In Chapter IV we perform some analysis for the modified
MsFEM for a simple and symmetric channelized porous media.
We consider 2-D model of the advection-diffusion problem in a bounded domain.
We are interested in the case of small molecular diffusivity ε or large Pe´clet number
Pe, where the Pe´clet number indicates the relative dominance between advection and
diffusion in the transport. This problem was studied in previous findings, such as
numerical studies [1, 3, 5, 17, 25] (where not all of them were focused on large Pe´clet
number) and physical and the mathematical studies [27, 30]. In particular, [15, 16,
19, 23] are concerned with finding bounds on the effective diffusivity. In [27, 30]
the boundary layer analysis is used to show the asymptotic behavior of the effective
diffusivity in the special case of symmetric square cells. The effective diffusivity
was studied in [15, 16] by using variational principles instead. It has been recently
generalized to non-square periodic cells using probabilistic techniques [23]. Uniform
estimate for the effective diffusivity in the periodic cellular flows was derived and
justified in [19].
It was proved in [24] that there is a constant outside the boundary layer of the
width O(
√
ε), to which the solution converges in each cell without any assumptions
on periodicity or symmetry for the flow. Next, the “water-pipe network” problem was
introduced reducing the domain on the boundary layer and shown that the solution
of the “water-pipe network” problem can approximate the solution of the original
problem in L∞ norm. Finally, the reduced Childress asymptotic approach finding
a periodic solution of a system of one-dimensional heat equations on a graph was
studied, which was based on the analysis of [4]. Furthermore, the asymptotic approach
for the one-cell case over a square domain was discussed in [15]. It was proven in [24]
that the solution of asymptotic approach approximates the solution of the “water-
pipe” model.
5This dissertation is organized as follows. In Chapter II, we collect some basic
facts that are used later. We introduce MsFEM for nonlinear parabolic problems and
perform the analysis of MsFEM. Next, we present the corrector results. In Chap-
ter III, we introduce the main problem related to advection-diffusion equation in the
limit of small diffusion coefficients. The summary for an asymptotic computational
approach proposed in [24] is presented as background. We discuss the numerical dis-
cretization techniques to implement the asymptotic approach. Some numerical results
are presented. In Chapter IV, the analysis of the modified MsFEM for high contrast
parabolic equations is presented. Finally, Chapter V provides some conclusions and
future works.
6CHAPTER II
NUMERICAL HOMOGENIZATION FOR NONLINEAR
PARABOLIC EQUATIONS IN PERIODIC MEDIA
A. Preliminaries
In this chapter, we introduce the numerical homogenization method for the nonlinear
parabolic equations in a periodic media and study the convergence of the method.
Let Ω ∈ Rd be a bounded open set with Lipschitz boundary [2]. Let Y be a unit
square (0, 1)d in Rd and T0 be a unit interval (0, 1) in R. We consider the nonlinear
parabolic problem
Dtuε−div(a(x/εβ, t/εα, uε, Dxuε))+a0(x/εβ, t/εα, uε, Duε) = f in Ω×(0, T ), (2.1)
with initial condition uε(x, 0) = u0(x) and boundary condition uε(x, t) = 0 on ∂Ω ×
(0, T ). Here T > 0 is a fixed time, and εα and εβ represent the microscopic scales
in time and length, respectively. The operators a and a0 are satisfying the following
assumptions from Rd × R× R×Rd into Rd and R, respectively.
A1 polynomial growth:
|a(·, ·, η, ξ)|+ |a0(·, ·, η, ξ)| ≤ C(1 + |η|p−1 + |ξ|p−1),
for every η ∈ R and ξ ∈ Rd.
A2 monotonicity with respect to ξ:
(a(·, ·, η, ξ1)− a(·, ·, η, ξ2), ξ1 − ξ2) ≥ C|ξ1 − ξ2|p,
for every η ∈ R and ξ1, ξ2 ∈ Rd.
7A3 coercivity :
(a(·, ·, η, ξ), ξ) + a0(·, ·, η, ξ) η ≥ C|ξ|p,
for every η ∈ R and ξ ∈ Rd.
A4 continuity : For each η1, η2 ∈ R and ξ1, ξ2 ∈ Rd
|a(·, η1, ξ1)− a(·, η2, ξ2)| ≤ C(1 + |ηi|p−1 + |ξi|p−1)ν(|η1 − η2|)
+C(1 + |ηi|p−1−s + |ξi|p−1−s)|ξ1 − ξ2|s,
where ν(r) is the modulus of continuity, i.e., ν(r) is continuous in R+ such
that
ν(0) = 0, ν(r) = 1 for r ≥ 1, and ν(r) > 0 for r > 0,
and s > 0 with s ∈ (0,min{p− 1, 1}].
From now on, we assume that
p = q = 2, (2.2)
and s = p − 1 throughout this chapter. In addition, let C, C˜ and c denote generic
positive constants in this dissertation and q be the number defined by 1/p+1/q = 1.
Now, we consider the homogenization of the problem (2.1) with uε ∈ Lp(0, T ;
W 1,p0 (Ω)). It was proved in [26] that uε converges to u weakly in L
p(0, T ;W 1,p0 (Ω)) as
ε→ 0, where u is the solution of the homogenized problem
Dtu− div(a∗(u,Dxu)) + a∗0(u,Dxu) = f, (2.3)
where a∗(η, ξ) and a∗0(η, ξ) are defined by
a∗(η, ξ) =
∫
T0
∫
Y
a(y, τ, η, ξ +DyNη,ξ(y))dydτ,
8a∗0(η, ξ) =
∫
T0
∫
Y
a0(y, τ, η, ξ +DyNη,ξ(y))dydτ,
and Nη,ξ is a solution of the following problem for each case:
• self-similar case (α = 2β),
DtNη,ξ − div(a(y, τ, η, ξ +DyNη,ξ(y))) = 0, (2.4)
• non-self-similar case (α < 2β),
−div(a(y, τ, η, ξ +DyNη,ξ(y))) = 0, (2.5)
• non-self-similar case (α > 2β),
−div(a¯(y, η, ξ +DyNη,ξ(y))) = 0. (2.6)
Here
a¯(y, η, ξ +DyNη,ξ) = 〈a(y, τ, η, ξ +DyNη,ξ)〉τ ,
where 〈u〉τ is the mean value of u with respect to the variable τ
Note that the calculation of a∗ and a∗0 depends on the ratio between α and β [10].
We consider a standard finite element space Sh over a coarse triangulation Th of
Ω. In other words, Sh consists of the functions vh ∈ C0(Ω¯) such that the restriction
of vh is linear over each triangle K ∈ Th with diam(K) ≤ Chx. Furthermore, we
consider 0 = t0 < t1 < · · · < tm−1 < tm = T and max(ti − ti−1) = ht.
For fixed p ∈ [2,∞) we let UK = Lp(tn, tn+1;Lp(K)) and VK = Lp(tn, tn+1;W 1,p
(K)) with its dual space denoted by V∗K . The duality pairing on V∗K × VK is defined
by
〈f, g〉 =
∫ tn+1
tn
f(t) g(t) dt.
The numerical homogenization procedure is defined in the following way. For
9each linear function v0 over K, we solve
Dtvε − div(a(x/εβ, t/εα, ηv0 , Dxvε)) = 0 in K × (tn, tn+1),
vε(t = tn) = v0,
vε |∂K = v0,
where ηv0 = 1|K|
∫
K
v0dx. Then the homogenized flux can be approximated by
a∗(ηv0 , Dxv0) =
∫ tn+1
tn
∫
K
a(x/εβ, t/εα, ηv0, Dxvε)dx dt,
a∗0(η
v0, Dxv0) =
∫ tn+1
tn
∫
K
a0(x/ε
β, t/εα, ηv0 , Dxvε)dx dt.
We introduce the multiscale mapping EMsFEM : Sh → V hε in the following way.
For each vh ∈ Sh there exists vhε = EMsFEMvh satisfying
Dtv
h
ε − div(a(x/εβ, t/εα, ηvh, Dxvhε )) = 0 in K × [tn, tn+1],
vhε (t = tn) = vh,
vhε |∂K = vh,
(2.7)
where ηvh = 1|K|
∫
K
vhdx for each K. Then multiscale finite element formulation for
the nonlinear parabolic equations is defined in the following way. Find uh(t) ∈ Sh
such that
∫ tn+1
tn
∫
Ω
Dtuhwhdx dt+ 〈Ahεuh, wh〉 =
∫ tn+1
tn
∫
Ω
fwhdx dt for all wh ∈ Sh, (2.8)
where 〈Ahεuh, wh〉 is defined by
〈Ahεuh, wh〉 =
∑
K∈Th
∫ tn+1
tn
∫
K
(a(x/εβ , t/εα, ηuh, Dxu
h
ε ), Dxwh)
+a0(x/ε
β, t/εα, ηuh, Dxu
h
ε)wh)dx dt,
(2.9)
where uhε is the solution of (2.7) and η
uh = 1|K|
∫
K
uhdx. Here, the methods for time-
discretization of the formulation (2.8) can be performed in either implicit or explicit
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way. For example, an implicit scheme can be implemented in the following way.
∫
Ω
(uh(tn+1)− uh(tn))whdx+ 〈Ahεuh, wh〉 =
∫ tn+1
tn
∫
Ω
fwhdx dt for all wh ∈ Sh,
where uh(x, tn+1) is taken in computing the term 〈Ahεuh, wh〉 (see (2.9)). On the other
hand, for the explicit scheme uh(x, tn) is taken within 〈Ahεuh, wh〉 (see (2.9)).
B. Analysis of Numerical Homogenization
In this section, we investigate the convergence of the numerical homogenization pro-
cedure formulated in the previous section. We begin with an estimate for the solution
of the local problem (2.7), and obtain a comparison principle. After introducing a
numerical corrector, we present estimates for the corrector. We derive the corrector
estimate which is one of our main results. We use the idea described in [22] (see page
28 in [22]) to prove this corrector result. By the comparison principle, the corrector
result can be estimated by addition of two terms, and we obtain explicit estimates for
those two terms. Next, we show the coercivity property for Ahε , and finally the con-
vergence property will be given by showing that truncation error tends to zero. We
note that this is the first work where resonance errors are quantitatively estimated.
Now we start to examine the convergence.
Lemma II.1. Let vε be the solution of
Dtvε − div(a(x/εβ, t/εα, η,Dxvε)) = 0 in K × (tn, tn+1),
vε(t = tn) = v0,
vε |∂K = v0,
where v0 is a linear function and η is a constant in K. Then we have the following
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estimate
∫ tn+1
tn
∫
K
|Dxvε|pdx dt ≤ C(|K × [tn, tn+1]|+ ‖η‖pUK + ‖Dxv0‖pUK),
where C is independent of ε, h, and v0.
Proof. Let v˜ε = vε − v0. Then
Dt(v˜ε + v0)− div(a(x/εβ, t/εα, η,Dx(v˜ε + v0))) = 0.
Since v0 is linear over K, Dxv0 = ξ, where ξ is a constant. And hence Dtv0 = 0. Thus
we get
Dtv˜ε − div(a(x/εβ, t/εα, η,Dxv˜ε + ξ)) = 0 in K × (tn, tn+1),
v˜ε(t = tn) = 0,
v˜ε |∂K = 0.
Multiplying by v˜ε on both sides and integrating by parts give us∫ tn+1
tn
∫
K
Dtv˜ε · v˜εdx dt+
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, η,Dxv˜ε + ξ), Dxv˜ε)dx dt = 0.
Adding the same number on both sides makes
1
2
∫ tn+1
tn
∫
K
Dt |v˜ε|2 dx dt+
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, η,Dxv˜ε + ξ), ξ +Dxv˜ε)dx dt
=
∫ tn+1
tn
∫
K
(a(x/εβ , t/εα, η,Dxv˜ε + ξ), ξ)dx dt.
From the initial condition for v˜ε at t = tn we obtain
1
2
∫
K
|v˜ε(x, tn+1)|2dx+
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, η,Dxv˜ε + ξ), ξ +Dxv˜ε)dx dt
=
∫ tn+1
tn
∫
K
(a(x/εβ , t/εα, η,Dxv˜ε + ξ), ξ)dx dt.
Since the first term is non-negative and by the coercivity assumption A3 of the
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operator, we have the following inequality:
∫ tn+1
tn
∫
K
|Dxvε|pdx dt ≤ C
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, η,Dxv˜ε + ξ), ξ)dx dt
= C
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, η,Dxv˜ε + ξ), Dxv0)dx dt
≤ C
∫ tn+1
tn
∫
K
(1 + |η|p−1 + |Dxvε|p−1)|Dxv0|dx dt.
By Ho¨lder’s inequality with r1 = q and r2 = p and Young’s inequality appropriately,
the latter is at most
C
{∫ tn+1
tn
∫
K
(1 + |η|p + |Dxvε|p)dx dt
}1/q {∫ tn+1
tn
∫
K
|Dxv0|pdx dt
}1/p
≤ Cδ
q
∫ tn+1
tn
∫
K
(1 + |η|p + |Dxvε|p)dx dt+ C
pδ
‖Dxv0‖pUK .
When we choose δ > 0 so that Cδ
q
≤ 1
2
, then the term including |Dxvε|p can be moved
to the left hand side. So we get the following estimate:
∫ tn+1
tn
∫
K
|Dxvε|pdx dt ≤ C(|K × [tn, tn+1]|+ ‖η‖pUK + ‖Dxv0‖pUK).
Further we have the following comparison principle which will be used in proving
our main results.
Lemma II.2. Suppose vε is the solution of the equation
Dtvε − div(a(x/εβ, t/εα, η,Dxvε)) = 0,
vε(t = tn) = v0,
vε|∂K = v0(t),
(2.10)
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and wε is a solution of the equation
Dtwε − div(a(x/εβ, t/εα, η,Dxwε)) = 0,
wε(t = tn) = w0,
wε|∂K = w0(t).
(2.11)
Then we obtain
‖wε − vε‖pVK ≤ C‖Dx(w0 − v0)‖
p/(p−s)
UK + C˜‖Dt(v0 − w0)‖qV∗K , (2.12)
where C = C0(|K × [tn, tn+1]|+ ‖η‖pUK + ‖Dxv0‖pUK + ‖Dxw0‖pUK)(p−s−1)/(p−s).
Proof. Let v˜ε = vε − v0 and w˜ε = wε − w0. Then the equations (2.10) and (2.11)
become
Dtv˜ε − div(a(x/εβ, t/εα, η,Dxv˜ε +Dxv0)) = −Dtv0,
v˜ε = 0 at t = tn,
v˜ε|∂K = 0,
Dtw˜ε − div(a(x/εβ, t/εα, η,Dxw˜ε +Dxw0)) = −Dtw0,
w˜ε = 0 at t = tn,
w˜ε|∂K = 0,
where −Dtv0 and −Dtw0 belong to V∗K . Since the norm ‖Dxu‖Lp is equivalent to
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‖u‖W 1,p on W 1,p0 and by monotonicity, we have
‖wε − vε‖pVK
≤ C
∫ tn+1
tn
∫
K
(a(x/εβ , t/εα, η,Dxwε)− a(x/εβ, t/εα, η,Dxvε), Dxwε −Dxvε)dx dt
= C
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, η,Dxwε)−a(x/εβ, t/εα, η,Dxvε),
Dxw˜ε+Dxw0−Dxv˜ε−Dxv0)dx dt
= C
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, η,Dxwε)− a(x/εβ, t/εα, η,Dxvε), Dxw˜ε −Dxv˜ε)dx dt
+C
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, η,Dxwε)− a(x/εβ, t/εα, η,Dxvε), Dxw0 −Dxv0)dx dt
= C
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, η,Dxwε)− a(x/εβ, t/εα, η,Dxvε), Dxw0 −Dxv0)dx dt
+C
∫ tn+1
tn
∫
∂K
(a(x/εβ, t/εα, η,Dxwε)− a(x/εβ, t/εα, η,Dxvε)) · n (w˜ε − v˜ε)dS dt
−C
∫ tn+1
tn
∫
K
(div(a(x/εβ, t/εα, η,Dxwε))− div(a(x/εβ, t/εα, η,Dxvε)))
(w˜ε − v˜ε)dx dt.
Since v˜ε and w˜ε are zero on the boundary of K, the second term of the last expression
will be zero. From the given equations we get Dtwε = Dtw˜ε + Dtw0 and Dtvε =
Dtv˜ε +Dtv0. Thus the last expression becomes
C
∫ tn+1
tn
∫
K
(a(x/εβ , t/εα, η,Dxwε)− a(x/εβ , t/εα, η,Dxvε), Dxw0 −Dxv0)dx dt
−C
∫ tn+1
tn
∫
K
Dt(w˜ε − v˜ε) · (w˜ε − v˜ε)dx dt
+C
∫ tn+1
tn
∫
K
(−Dtw0 +Dtv0)(w˜ε − v˜ε)dx dt.
Since Dt(w˜ε− v˜ε)·(w˜ε− v˜ε) = 12Dt|(w˜ε− v˜ε)|2 and when we apply the initial conditions
for w˜ε and v˜ε, the second term is non-negative, and hence by disregarding the second
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term, the above expression is at most
C
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, η,Dxwε)− a(x/εβ, t/εα, η,Dxvε), Dxw0 −Dxv0)dx dt
+C
∫ tn+1
tn
∫
K
(−Dtw0 +Dtv0)(w˜ε − v˜ε)dx dt
≤ C
∫ tn+1
tn
∫
K
(1 + |η|p−1−s + |Dxwε|p−1−s + |Dxvε|p−1−s)|Dx(wε − vε)|s
|Dx(w0 − v0)|dx dt (2.13)
+C
∫ tn+1
tn
∫
K
(−Dtw0 +Dtv0)(w˜ε − v˜ε)dx dt. (2.14)
After applying Ho¨lder’s inequality with r1 =
p
p−1−s , r2 =
p
s
, and r3 = p, we have the
following bound for (2.13) in the last expression:
C
{∫ tn+1
tn
∫
K
(1 + |η|p + |Dxwε|p + |Dxvε|p)dx dt
}(p−1−s)/p
×
{∫ tn+1
tn
∫
K
|Dx(wε − vε)|pdx dt
}s/p
×
{∫ tn+1
tn
∫
K
|Dx(w0 − v0)|pdx dt
}1/p
≤ Cp− s
δp
(|K × [tn, tn+1]|+ ‖η‖pUK + ‖Dxwε‖pUK + ‖Dxvε‖pUK)
p−1−s
p−s
×‖Dx(v0 − w0)‖
p
p−s
UK + C
δs
p
‖Dx(wε − vε)‖pUK
≤ Cp− s
δp
(|K × [tn, tn+1]|+ ‖η‖pUK + ‖Dxwε‖pUK + ‖Dxvε‖pUK)
p−1−s
p−s
×‖Dx(v0 − w0)‖
p
p−s
UK + C
δs
p
‖wε − vε‖pVK .
By Lemma 3.1 and choosing δ > 0 appropriately, we have
‖vε − wε‖pVK ≤ C(|K × [tn, tn+1]|+ ‖η‖pUK + ‖Dxv0‖pUK + ‖Dxw0‖pUK )
p−s−1
p−s
×‖Dx(v0 − w0)‖p/(p−s)UK + C
∫ tn+1
tn
∫
K
(−Dtw0 +Dtv0)(w˜ε − v˜ε)dx dt.
By Ho¨lder’s inequality with r1 = q and r2 = p and Young’s inequality appropriately,
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the last term is
C
∫ tn+1
tn
∫
K
(−Dtw0 +Dtv0)(w˜ε − v˜ε)dx dt ≤ C‖Dtw0 −Dtv0‖V∗
K
‖w˜ε − v˜ε‖VK
≤ Cδ‖Dt(w0 − v0)‖qV∗
K
+ Cδ‖w˜ε − v˜ε‖pVK .
The comparison principle (2.12) is obtained from this inequality by choosing δ > 0
appropriately.
Now we introduce a numerical corrector. For η ∈ R and ξ ∈ Rd let us define a
corrector P by
Pη,ξ(y) = ξ +DyN
µ
η,ξ(y),
where Nµη,ξ is a zero mean periodic solution of
µDτN
µ
η,ξ − divy(a(y, τ, η, ξ +DyNµη,ξ(y))) = 0,
for some constant µ. Then we obtain the following estimation for the corrector P .
Lemma II.3. For every η ∈ R and ξ ∈ Rd we have
‖Pη,ξ‖pLp(T0,ε;Lp(Yε)) ≤ C(1 + |η|p + |ξ|p)|Yε × T0,ε|,
where Yε is a period of size ε
β in space and T0,ε is a period of size ε
α in time, i.e.,
Yε = ε
βY and T0,ε = ε
αT0.
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Proof. By monotonicity we have
‖Pη,ξ‖pLp(T0,ε;Lp(Yε))
=
∫
T0,ε
∫
Yε
|Pη,ξ − 0|pdx dt
≤ C
∫
T0,ε
∫
Yε
(a(x/εβ, t/εα, η, Pη,ξ)− a(x/εβ, t/εα, η, 0), Pη,ξ − 0)
= C
∫
T0,ε
∫
Yε
(a(x/εβ, t/εα, η, Pη,ξ), Pη,ξ)dx dt− C
∫
T0,ε
∫
Yε
(a(x/εβ, t/εα, η, 0), Pη,ξ)dx dt
= C
∫
T0,ε
∫
Yε
(a(x/εβ, t/εα, η, ξ +DyN), ξ)dx dt
+C
∫
T0,ε
∫
Yε
(a(x/εβ, t/εα, η, ξ +DyN), DyN)dx dt
−C
∫
T0,ε
∫
Yε
(a(x/εβ, t/εα, η, 0), Pη,ξ)dx dt
= C
∫
T0,ε
∫
Yε
(a(x/εβ, t/εα, η, Pη,ξ), ξ)dxdt− C
∫
T0,ε
∫
Yε
(a(x/εβ, t/εα, η, 0), Pη,ξ)dxdt
≤ C
∫
T0,ε
∫
Yε
(1 + |η|p−1 + |Pη,ξ|p−1)|ξ|dx dt+ C
∫
T0,ε
∫
Yε
(1 + |η|p−1)|Pη,ξ|dx dt. (2.15)
By Ho¨lder’s inequality with r1 = q and r2 = p and Young’s inequality appropriately,
the last expression (2.15) is bounded by
C
{∫
T0,ε
∫
Yε
(1 + |η|p + |Pη,ξ|p)dx dt
}1/q {∫
T0,ε
∫
Yε
|ξ|pdx dt
}1/p
+C
{∫
T0,ε
∫
Yε
(1 + |η|p)dx dt
}1/q{∫
T0,ε
∫
Yε
|Pη,ξ|pdx dt
}1/p
≤ Cδ
q
∫
T0,ε
∫
Yε
(1 + |η|p + |Pη,ξ|p)dx dt+ C
δp
∫
T0,ε
∫
Yε
|ξ|pdx dt
+
C
δq
∫
T0,ε
∫
Yε
(1 + |η|p)dx dt+ Cδ
p
∫
T0,ε
∫
Yε
|Pη,ξ|pdx dt.
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Choosing δ > 0 appropriately, we get the following estimate:
‖Pη,ξ‖pLp(T0,ε;Lp(Yε)) ≤ C
∫
T0,ε
∫
Yε
(1 + |η|p + |ξ|p)dx dt
≤ C(1 + |η|p + |ξ|p)|Yε × T0,ε|.
We have the following corollary.
Corollary II.4. For every η ∈ R and ξ ∈ Rd we have
‖DyNµη,ξ‖pLp(T0,ε;Lp(Yε)) ≤ C(1 + |η|p + |ξ|p)|Yε × T0,ε|,
‖Nµη,ξ‖pLp(T0,ε;Lp(Yε)) ≤ C(1 + |η|p + |ξ|p)|Yε × T0,ε|.
In the previous section, we discussed that the homogenization of parabolic equa-
tions depends on the relation between α and β. The solution N can be obtained by
solving different types of equations (2.4), (2.5), and (2.6) for each case. Furthermore,
we have the following convergence properties.
Lemma II.5. Let us consider the ε-dependent auxiliary equations
µDτN
ε − div a(y, τ, η, ξ +DyN ε) = 0, (2.16)
where µ = ε2β−α. Then the solution N ε of (2.16) converges to the solution N of the
auxiliary problems (2.4), (2.5), and (2.6), respectively, satisfying
∫
T0
∫
Y
|DyN ε −DyN |pdx dt→ 0,
as ε tends to zero.
The above lemma was proved in [26] for each case. One of our main results is
the following corrector result.
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Theorem II.6. Let vh be bounded in VΩ = Lp(tn, tn+1;W 1,p0 (Ω)) and let vhε satisfy
Dtv
h
ε − div(a(x/εβ, t/εα, ηvh, Dxvhε )) = 0 in K × [tn, tn+1),
vhε = vh on ∂K,
vhε (t = tn) = vh.
Then
∫ tn+1
tn
∫
Ω
|Dxvhε − P |pdx dt ≤ C
(
εβ
h
)
(|Ω× [tn, tn+1]|+ ‖vh‖pUΩ + ‖Dxvh‖pUΩ), (2.17)
where UΩ = Lp(tn, tn+1;Lp(Ω)) and h is chosen so that h = hx = ht. Here
Pηvh ,Dxvh = Dxvh + ε
βDxN
ε
ηvh ,Dxvh
(x/εβ, t/εα),
where N εηvh ,Dxvh is a zero mean periodic function satisfying the following:
µDτN − divy(a(y, τ, ηvh, Dxvh +DyN)) = 0,
where ηvh = 1|K|
∫
K
vh dx and µ = ε
2β−α.
Proof. Let vhε = vh + ε
βN + θε(x, t) and w
h
ε = vh + ε
βN . Then Dtw
h
ε =
εβ
εα
DτN(y, τ)
and Dxw
h
ε = Dxvh + DyN(y, τ) = ξ + DyN(y, τ). In other words, DτN =
εα
εβ
Dtw
h
ε
and ξ +DyN = Dxw
h
ε . Thus we get
µ
εα
ε2β
Dtw
h
ε − divx(a(x/εβ, t/εα, ηvh, Dxwhε )) = 0,
which is same as Dtw
h
ε − divx(a(x/εβ, t/εα, ηvh , Dxwhε )) = 0. Thus whε satisfies the
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following boundary value problem:
Dtw
h
ε − div(a(x/εβ, t/εα, ηvh, Dxwhε )) = 0 in K,
whε = vh + ε
βN˜ηvh ,Dxvh(x, t) on ∂K,
whε (t = tn) = vh + ε
βN˜ηvh ,Dxvh(x, tn),
with N˜ηvh ,Dxvh = Nηvh ,Dxvh ϕ(x, t), where ϕ ∈ C∞0 such that ϕ(x, t) = 1 on a strip of
width δ1 adjacent to ∂K for all t with tn < t < tn+1, ϕ(x, t) = 1 on K for every t
with tn < t < tn+ δ2, and 0 elsewhere (see Figure 1). We denote this strip by Sε. By
Lemma II.2,
δ
δ
δ
t
t
K
n+1
n
1
2
1
Fig. 1. The strip Sε in K × [tn, tn+1]
∫ tn+1
tn
∫
K
|Dxvhε − P |pdx dt
≤ C‖vhε − whε‖pVK
≤ C‖Dx(vh − vh − εβN˜ηvh ,Dxvh)‖p/(p−s)UK + C‖Dt(vh − vh − εβN˜ηvh ,Dxvh)‖qV∗K
≤ C‖εβDxN˜ηvh ,Dxvh‖p/(p−s)UK + C‖εβDtN˜ηvh ,Dxvh‖qV∗K (2.18)
We will show the convergence of the last two terms in (2.18) separately.
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Step 1. First we study ‖εβDxN˜ηvh ,Dxvh‖pUK . Let J
K×[tn,tn+1]
ε = {i ∈ Zd+1 : (Yε ×
T0,ε)
i ∩ (K × [tn, tn+1]) 6= ∅, (Yε × T0,ε)i \ (K × [tn, tn+1]) 6= ∅}, where (Yε × T0,ε)i =
i+Yε×T0,ε is the translation of Yε×T0,ε. Let FK×[tn,tn+1]ε =
⋃
i∈JK×[tn,tn+1]ε
(Yε×T0,ε)i
be the union of the periods which intersect with the boundary of the domain. Then
‖εβDxN˜ηvh ,Dxvh‖pUK = εβp
∫ tn+1
tn
∫
K
|Dx(Nηvh ,Dxvh ϕ)|pdx dt
≤ εβp
∑
i∈JK×[tn,tn+1]ε
∫
(Yε×T0,ε)i
|Dx(Nηvh ,Dxvh ϕ)|pdx dt
≤ Cεβp
∑
i
∫
(Yε×T0,ε)i
(|DxN |p|ϕ|p + |N |p|Dxϕ|p)dx dt.
Since |Dxϕ| ≤ C/δ1 and by Corollary II.4, we obtain
‖εβDxN˜ηvh ,Dxvh‖pUK
≤ Cεβp
(
1 +
1
δp1
)∑
i
∫
(Yε×T0,ε)i
(|DxN |p + |N |p)dx dt
≤ Cεβp
(
1 +
1
δp1
)∑
i
(1 + |ηvh |p + |Dxvh|p)|(Yε × T0,ε)i|
≤ C
(
εβ
δ1
)p
hdxht
hdxht
(1 + |ηvh|p + |Dxvh|p)(hd−1x δ1ht + hdxδ2)
≤ C
(
εβ
δ1
)p(
δ1
hx
+
δ2
ht
)
(|K × [tn, tn+1]|+ ‖ηvh‖pUK + ‖Dxvh‖pUK ).
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Step 2. Next, we show that ‖εβDtN˜ηvh ,Dxvh‖qV∗
K
→ 0 as ε→ 0. Indeed,
‖εβDtN˜ηvh ,Dxvh‖qV∗
K
=
∫ tn+1
tn
‖εβDtN˜‖qW−1,q(K)dt
=
∫ tn+1
tn
sup
ψ∈W 1,p0 (K)
〈
εβDtN˜, ψ
〉q
‖ψ‖q1,p
dt
=
∫ tn+1
tn
sup
ψ∈W 1,p0 (K)
〈
εβ(DtN)ϕ+ ε
βNDtϕ, ψ
〉q
‖ψ‖q1,p
dt
=
∫ tn+1
tn
sup
ψ∈W 1,p0 (K)
(∫
K
εβ(DtN)ϕψdx+
∫
K
εβN(Dtϕ)ψdx
)q
‖ψ‖q1,p
dt
≤
∫ tn+1
tn
sup
ψ∈W 1,p0 (K)
2q−1
(∫
K
εβ(DtN)ϕψdx
)q
‖ψ‖q1,p
dt (2.19)
+
∫ tn+1
tn
sup
ψ∈W 1,p0 (K)
2q−1
(∫
K
εβN(Dtϕ)ψdx
)q
‖ψ‖q1,p
dt. (2.20)
The estimation for the last expression will be split up into two parts (2.19) and (2.20).
Step 2.1. First, we estimate the inside of supremum. To keep calculation simple,
we will not carry time integration for now. The inside of the supremum in (2.19) is
{∫
K
(DtN)ϕψ
}q
=
{∫
K
div(a(x/εβ, t/εα, ηvh, Dxvh +Dxε
βN))ϕψdx
}q
.
Since ψ ∈W 1,p0 (K), the integration by parts gives us{∫
K
(a(x/εβ, t/εα, ηvh, Dxvh +Dxε
βN), Dx(ϕψ))dx
}q
≤ C
{∫
K
(a(x/εβ, t/εα, ηvh, Dxvh +Dxε
βN), (Dxϕ)ψ)dx
}q
(2.21)
+C
{∫
K
(a(x/εβ, t/εα, ηvh, Dxvh +Dxε
βN), ϕ(Dxψ))dx
}q
. (2.22)
Now let IKε = {i ∈ Zd : Y iε ⊆ K} ∪ JKε with JKε = {i ∈ Zd : Y iε ∩K 6= ∅, Y iε \K 6= ∅}
and I
[tn,tn+1]
ε = {j ∈ Z : T j0,ε ⊆ [tn, tn+1]} ∪ J [tn,tn+1]ε with J [tn,tn+1]ε = {j ∈ Z :
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T j0,ε ∩ [tn, tn+1] 6= ∅, T j0,ε \ [tn, tn+1] 6= ∅}. Then (2.21) is bounded by
C


∑
i∈IKε
∫
Y iε
(a(x/εβ, t/εα, ηvh, Dxvh +Dxε
βN), (Dxϕ)ψ)dx


q
≤ C


∑
i∈IKε
∫
Y iε
(1 + |ηvh|p−1 + |Dxvh +DxεβN |p−1)|Dxϕ||ψ|dx


q
. (2.23)
Since |Dxϕ| ≤ C/δ1 and ϕ is nonzero near the boundary of K, the right hand side of
(2.23) does not exceed
C
δq1


∑
i∈JKε
∫
Y iε
(1 + |ηvh|p−1 + |Dxvh +DxεβN |p−1)|ψ|dx


q
≤ C
δq1
∑
i∈JKε
{∫
Y iε
(1 + |ηvh |p−1 + |Dxvh +DxεβN |p−1)|ψ|dx
}q
.
By Ho¨lder’s inequality with r1 = q and r2 = p, we obtain an estimate for (2.21)
C
{∫
K
(a(x/εβ, t/εα, ηvh , Dxvh +Dxε
βN), (Dxϕ)ψ)dx
}q
≤ C
δq1
∑
i∈JKε
{∫
Y iε
(1 + |ηvh|p + |Dxvh +DxεβN |p)dx
}{∫
Y iε
|ψ|pdx
}q/p
≤ C
δq1
∑
i∈JKε
{∫
Y iε
(1 + |ηvh|p + |Dxvh +DxεβN |p)dx
}
‖ψ‖q1,p.
On the other hand, (2.22) can be estimated similarly
C


∑
i∈IKε
∫
Y iε
(a(x/εβ, t/εα, ηvh, Dxvh +Dxε
βN), ϕ(Dxψ))dx


q
≤ C


∑
i∈IKε
∫
Y iε
(1 + |ηvh|p−1 + |Dxvh +DxεβN |p−1)|ϕ||Dxψ|dx


q
.
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Since |ϕ| ≤ 1, we have
≤ C


∑
i∈JKε
∫
Y iε
(1 + |ηvh|p−1 + |Dxvh +DxεβN |p−1)|Dxψ|dx


q
≤ C
∑
i∈JKε
{∫
Y iε
(1 + |ηvh|p−1 + |Dxvh +DxεβN |p−1)|Dxψ|dx
}q
.
By Ho¨lder’s inequality with r1 = q and r2 = p again,
(2.22) ≤ C
∑
i∈JKε
{∫
Y iε
(1 + |ηvh|p + |Dxvh +DxεβN |p)dx
}{∫
Y iε
|Dxψ|pdx
}q/p
≤ C
∑
i∈JKε
{∫
Y iε
(1 + |ηvh|p + |Dxvh +DxεβN |p)dx
}
‖ψ‖q1,p.
Thus, (2.19) is estimated by
∫ tn+1
tn
sup
ψ∈W 1,p0 (K)
2q−1
(∫
K
εβ(DtN)ϕψdx
)q
‖ψ‖q1,p
dt
≤ C
∫ tn+1
tn
sup
ψ∈W 1,p0 (K)
εβq
(
1
δq1
+ 1
)∑
i∈JKε
{∫
Y iε
(1 + |ηvh|p + |Dxvh +DxεβN |p)dx
}
× ‖ψ‖
q
1,p
‖ψ‖q1,p
dt
≤ C
∫ tn+1
tn
εβq
(
1
δq1
+ 1
)∑
i∈JKε
{∫
Y iε
(1 + |ηvh|p + |Dxvh +DxεβN |p)dx
}
dt
≤ Cεβq
(
1
δq1
+ 1
) ∑
j∈I [tn,tn+1]ε
∑
i∈JKε
∫
T j0,ε
∫
Y iε
(1 + |ηvh|p + |Dxvh|p + |DyN |p)dx dt.
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Corollary II.4 implies the estimate for (2.19)
∫ tn+1
tn
sup
ψ∈W 1,p0 (K)
2q−1
(∫
K
εβ(DtN)ϕψdx
)q
‖ψ‖q1,p
dt
≤ Cεβq
(
1
δq1
+ 1
)
(1 + |ηvh|p + |Dxvh|p)
∑
i∈JK×[tn,tn+1]ε
|(Yε × T0,ε)i|
≤ C
(
εβ
δ1
)q
(1 + |ηvh|p + |Dxvh|p)
∑
i∈JK×[tn,tn+1]ε
|(Yε × T0,ε)i|
≤ C
(
εβ
δ1
)q
hdxht
hdxht
(1 + |ηvh|p + |Dxvh|p)(hd−1x δ1ht + hdxδ2)
≤ C
(
εβ
δ1
)q (
δ1
hx
+
δ2
ht
)
(|K × [tn, tn+1]|+ ‖ηvh‖pUK + ‖Dxvh‖pUK ).
Step 2.2. Now let us move on finding an estimation for the other term (2.20). Note
that we assumed p = q = 2 in the previous section (see (2.2)). (2.20) becomes
C
∫ tn+1
tn
εβq sup
ψ∈W 1,p0 (K)
{∫
K
N(Dtϕ)ψdx}q
‖ψ‖q1,p
dt
≤ C
∑
j∈I [tn,tn+1]ε
∫
T i0,ε
εβq sup
ψ∈W 1,p0 (K)
{∑i∈IKε ∫Y iε N(Dtϕ)ψdx}q
‖ψ‖q1,p
dt.
Since |Dtϕ| ≤ C/δ2 and by Schwarz inequality, we have
C
∫ tn+1
tn
εβq sup
ψ∈W 1,p0 (K)
{∫
K
N(Dtϕ)ψdx}q
‖ψ‖q1,p
dt
≤ C
(
εβ
δ2
)q ∑
j∈I [tn,tn+1]ε
∫
T i0,ε
sup
ψ∈W 1,p0 (K)
{∑i∈JKε ∫Y iε |N ||ψ|dx}q
‖ψ‖q1,p
dt
≤ C
(
εβ
δ2
)2 ∑
j∈I [tn,tn+1]ε
∫
T i0,ε
sup
ψ∈W 1,20 (K)
{∑i∈JKε {∫Y iε |N |2dx}{∫Y iε |ψ|2dx}
‖ψ‖21,2
dt.
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By Corollary II.4, we obtain an estimate for (2.20)
C
∫ tn+1
tn
εβq sup
ψ∈W 1,p0 (K)
{∫
K
N(Dtϕ)ψdx}q
‖ψ‖q1,p
dt
≤ C
(
εβ
δ2
)2 ∑
j∈I [tn,tn+1]ε
∑
i∈JKε
∫
T j0,ε
∫
Y iε
|N |2dx dt
≤ C
(
εβ
δ2
)2 ∑
i∈JK×[tn,tn+1]ε
∫
(Yε×T0,ε)i
|N |2dx dt
≤ C
(
εβ
δ2
)2 ∑
i∈JK×[tn,tn+1]ε
(1 + |ηvh|2 + |Dxvh|2)|(Yε × T0,ε)i|
≤ C
(
εβ
δ2
)2
hdxht
hdxht
(1 + |ηvh |2 + |Dxvh|2)(hd−1x htδ1 + hdxδ2)
≤ C
(
εβ
δ2
)2(
δ1
hx
+
δ2
ht
)
(|K × [tn, tn+1]|+ ‖ηvh‖2UK + ‖Dxvh‖2UK).
Step 3. By taking the results from the Step 1 and Step 2 into account with the
assumption s = p− 1, we have
∫ tn+1
tn
∫
K
|Dxvhε − P |2dx dt
≤ C
(
εβ
δ1
)2/(2−s)(
δ1
hx
+
δ2
ht
)1/(2−s)
(|K × [tn, tn+1]|+ ‖ηvh‖2UK + ‖Dxvh‖2UK)1/(2−s)
+C
(
εβ
δ1
)2(
δ1
hx
+
δ2
ht
)
(|K × [tn, tn+1]|+ ‖ηvh‖2UK + ‖Dxvh‖2UK )
+C
(
εβ
δ2
)2(
δ1
hx
+
δ2
ht
)
(|K × [tn, tn+1]|+ ‖ηvh‖2UK + ‖Dxvh‖2UK )
= C
(
ε2β
δ21
+
ε2β
δ22
)(
δ1
hx
+
δ2
ht
)
(|K × [tn, tn+1]|+ ‖ηvh‖2UK + ‖Dxvh‖2UK)
= Cε2β
(
1
δ21
+
1
δ22
)(
δ1
hx
+
δ2
ht
)
(|K × [tn, tn+1]|+ ‖ηvh‖2UK + ‖Dxvh‖2UK ).
Here we choose δ1 = δ2 = ε
β and hx = ht = h. Then we obtain the following estimate:
‖Dxvhε − P‖2UK ≤ C
εβ
h
(|K × [tn, tn+1]|+ ‖ηvh‖2UK + ‖Dxvh‖2UK).
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Note that Jensen’s inequality implies
‖ηvh‖Lp(K) ≤ C‖vh‖Lp(K).
Finally, summing over all K ∈ Th, we have∫ tn+1
tn
∫
Ω
|Dxvhε − P |2dx dt =
∑
K
∫ tn+1
tn
∫
K
|Dxvhε − P |2dx dt
≤ Cε
β
h
∑
K
(|K × [tn, tn+1]|+ ‖vh‖2UK + ‖Dxvh‖2UK )
= C
εβ
h
(|Ω× [tn, tn+1]|+ ‖vh‖2UΩ + ‖Dxvh‖2UΩ).
We have the following coercive property for the operator Ahε .
Theorem II.7. There exists a constant C > 0 such that for each vh ∈ Sh
〈Ahεvh, vh〉 ≥ C‖Dxvh‖pUΩ − c1hx
∑
K
∫ tn+1
tn
∫
K
(1 + |ηvh|p)dx dt,
for sufficiently small hx.
Proof.
〈Ahεvh, vh〉 =
∑
K∈Th
∫ tn+1
tn
∫
K
((a(x/εβ, t/εα, ηvh, Dxv
h
ε ), Dxvh)
+a0(x/ε
β, t/εα, ηvh, Dxv
h
ε )vh)dx dt
=
∑
K
∫ tn+1
tn
∫
K
((a(x/εβ, t/εα, ηvh, Dxv
h
ε ), Dxvh)
+a0(x/ε
β, t/εα, ηvh, Dxv
h
ε )η
vh)dx dt (2.24)
+
∑
K
∫ tn+1
tn
∫
K
a0(x/ε
β, t/εα, ηvh, Dxv
h
ε )(vh − ηvh)dx dt. (2.25)
Let v˜hε = v
h
ε − vh, where vhε = EMsFEMvh. Then v˜hε ∈ Lp(tn, tn+1;W 1,p0 (K)) satisfies
Dtv˜
h
ε − div(a(x/εβ , t/εα, ηvh , Dxv˜hε +Dxvh)) = 0.
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Multiplying by v˜hε on both sides and integrating them by parts imply
v˜hεDtv˜
h
ε − div(a(x/εβ, t/εα, ηvh, Dxv˜hε +Dxvh))v˜hε = 0∫ tn+1
tn
∫
K
v˜hεDtv˜
h
ε dx dt+
∫ tn+1
tn
∫
K
(a(x/εβ , t/εα, ηvh , Dxv˜
h
ε +Dxvh), Dxv˜
h
ε )dx dt = 0∫ tn+1
tn
∫
K
1
2
Dt|v˜hε |2dx dt+
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, ηvh, Dxv˜
h
ε+Dxvh), Dxv˜
h
ε )dx dt = 0.
From the initial condition for v˜hε at t = tn we obtain
1
2
∫
K
|v˜hε (tn+1)|2dx = −
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, ηvh, Dxv˜
h
ε +Dxvh), Dxv˜
h
ε )dx dt.
The first term (2.24) becomes
∑
K
∫ tn+1
tn
∫
K
((a(x/εβ, t/εα, ηvh, Dxv˜
h
ε +Dxvh), Dxvh +Dxv˜
h
ε )
+a0(x/ε
β, t/εα, ηvh, Dxv˜
h
εDxvh)η
vh)dx dt
−
∑
K
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, ηvh, Dxv˜
h
ε +Dxvh), Dxv˜
h
ε )dx dt
≥ C
∑
K
∫ tn+1
tn
∫
K
|Dxvh +Dxv˜hε |pdx dt+
1
2
∑
K
∫
K
|v˜ε,h(t = tn+1)|2dx
≥ C
∑
K
∫ tn+1
tn
∫
K
|Dxvh +Dxv˜hε |pdx dt.
The fact that |vh − ηvh| ≤ Chx|Dxvh| in each K implies an estimate for the second
term (2.25)
|
∑
K
∫ tn+1
tn
∫
K
a0(x/ε
β, t/εα, ηvh , Dxv
h
ε )(vh − ηvh)dx dt|
≤ Chx
∑
K
∫ tn+1
tn
∫
K
a0(x/ε
β, t/εα, ηvh, Dxv
h
ε )|Dxvh|dx dt
≤ Chx
∑
K
∫ tn+1
tn
∫
K
(1 + |ηvh|p−1 + |Dxvhε |p−1)|Dxvh|dx dt.
Ho¨lder’s inequality with r1 = q and r2 = p and Young’s inequality give us the further
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estimates for (2.25)
|
∑
K
∫ tn+1
tn
∫
K
a0(x/ε
β, t/εα, ηvh, Dxv
h
ε )(vh − ηvh)dx dt|
≤ Chx
∑
K
{∫ tn+1
tn
∫
K
(1 + |ηvh|p + |Dxvhε |p)dx dt
}1/q {∫ tn+1
tn
∫
K
|Dxvh|pdx dt
}1/p
≤ Chx
∑
K
(
1
q
∫ tn+1
tn
∫
K
(1 + |ηvh|p + |Dxvhε |p)dx dt+
1
p
∫ tn+1
tn
∫
K
|Dxvh|pdx dt
)
≤ Chx
∑
K
∫ tn+1
tn
∫
K
(1 + |ηvh|p + |Dxvhε |p + |Dxvh|p)dx dt.
Thus, we have
〈Ahεvh, vh〉 ≥ c
∑
K
∫ tn+1
tn
∫
K
|Dxvhε |pdx dt
−c1hx
∑
K
∫ tn+1
tn
∫
K
(1 + |ηvh|p + |Dxvhε |p + |Dxvh|p)dx dt
= (c− c1hx)
∑
K
∫ tn+1
tn
∫
K
|Dxvhε |pdx dt
−c1hx
∑
K
∫ tn+1
tn
∫
K
(1 + |ηvh|p + |Dxvh|p)dx dt.
Denote Kˆ a reference triangle such that diam(Kˆ) = O(1), y = x/hx, and vˆ
h
ε =
vhε (yhx). Then applying the trace inequality ‖u‖Lp(∂K) ≤ ‖Dxu‖Lp(K) and the fact
‖Dxu‖Lp(Q) ≥ C‖u − f(u)‖W 1,p(Q), where Q is a Lipschitz domain and f(u) can be
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chosen to be the average of u on ∂Q, we can obtain
∫ tn+1
tn
∫
K
|Dxvhε |pdx dt =
hdx
hpx
∫ tn+1
tn
∫
Kˆ
|Dyvˆhε |pdy dt
≥ ch
d
x
hpx
∫ tn+1
tn
‖vˆhε − η˜vh‖W 1,p(Kˆ)dt
≥ ch
d
x
hpx
∫ tn+1
tn
∫
∂Kˆ
|vh − η˜vh|pdyl dt
= c
hdx
hpx
∫ tn+1
tn
∫
∂Kˆ
|(Dyvh, y − y0)|pdyl dt
= c
∫ tn+1
tn
hdx|Dxvh|p
∫
∂Kˆ
|(eDyvh , y − y0)|pdyl dt.
Here η˜vh = 1|∂Kˆ|
∫
∂Kˆ
vhdyl and vh = η˜
vh + (Dyvh, y − y0), where y0 = 1|∂Kˆ|
∫
∂Kˆ
ydyl. It
was proved in [9] that
∫
∂Kˆ
|(eDyvh , y−y0)|pdyl is bounded below independent of Dyvh.
Hence we have
∫ tn+1
tn
∫
K
|Dxvhε |pdx dt ≥ cc0
∫ tn+1
tn
hdx|Dxvh|pdt
= C
∫ tn+1
tn
∫
K
|Dxvh|pdx dt.
Finally, we obtain
〈Ahεvh, vh〉 ≥ (c− c1hx)C
∑
K
∫ tn+1
tn
∫
K
|Dxvh|pdx dt
−c1hx
∑
K
∫ tn+1
tn
∫
K
(1 + |ηvh|p + |Dxvh|p)dx dt
≥ C‖Dxvh‖pUΩ − c1hx
∑
K
∫ tn+1
tn
∫
K
(1 + |ηvh|p)dx dt,
for sufficiently small hx > 0.
Next theorem is one of the our main results which shows the convergence of the
solution of the numerical homogenization procedure. We note that the proof assumes
that p = q = 2.
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Theorem II.8. Suppose vh(t), wh(t) ∈ Sh where Dxvh is uniformly bounded in Lp(tn,
tn+1;L
p+λ(Ω)) for some λ > 0 and Dxwh is uniformly bounded in L
p(tn, tn+1;L
p(Ω)).
Let A∗ be the homogenized operator defined by
〈A∗vh, wh〉 =
∑
K∈Th
∫ tn+1
tn
∫
K
((a∗(vh, Dxvh), Dxwh) + a∗0(vh, Dxvh)wh)dx dt
for every vh(t), wh(t) ∈ Sh. Then we have
lim
ε→0
〈Ahεvh − A∗vh, wh〉 = 0. (2.26)
Proof. Given vh(t) ∈ Sh, we define the corrector P by
P = Dxvh +DyN
ε
ηvh ,Dxvh
(y, τ),
where N εηvh ,Dxvh is defined in Theorem II.6. Then we have
〈Ahεvh −A∗vh, wh〉
=
∑
K∈Th
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, ηvh , Dxv
h
ε ), Dxwh)− (a∗(vh, Dxvh), Dxwh)dx dt (2.27)
+
∑
K∈Th
∫ tn+1
tn
∫
K
(a0(x/ε
β, t/εα, ηvh, Dxv
h
ε )− a∗0(vh, Dxvh))wh dx dt. (2.28)
Adding and subtracting same quantities gives us that (2.27) can be split into three
terms
∑
K∈Th
{∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, ηvh, Dxv
h
ε )− a(x/εβ, t/εα, ηvh, P ), Dxwh)dx dt (2.29)
+
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, ηvh, P )− a∗(ηvh, Dxvh), Dxwh)dx dt (2.30)
+
∫ tn+1
tn
∫
K
(a∗(ηvh, Dxvh)− a∗(vh, Dxvh), Dxwh)dx dt
}
. (2.31)
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Similarly, we split (2.28) by
∑
K∈Th
{∫ tn+1
tn
∫
K
(a0(x/ε
β, t/εα, ηvh, Dxv
h
ε )− a0(x/εβ, t/εα, ηvh, P ))Dxwhdx dt (2.32)
+
∫ tn+1
tn
∫
K
(a0(x/ε
β, t/εα, ηvh , P )− a∗0(ηvh , Dxvh))Dxwhdx dt (2.33)
+
∫ tn+1
tn
∫
K
(a∗0(η
vh , Dxvh)− a∗0(vh, Dxvh))Dxwhdx dt
}
. (2.34)
By the continuity assumption A4 for the operator a(·, ·, η, ξ) and applying Ho¨lder’s
inequality, the inside of the first sum (2.29) can be estimated
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, ηvh, Dxv
h
ε )− a(x/εβ, t/εα, ηvh, P ), Dxwh)dx dt
≤ c
∫ tn+1
tn
∫
K
|Dxvhε − P |s(1 + |ηvh|p−1−s + |Dxvhε |p−1−s + |P |p−1−s)|Dxwh|dx dt
≤ c
{∫ tn+1
tn
∫
K
|Dxvhε − P |pdx dt
}s/p{∫ tn+1
tn
∫
K
|Dxwh|pdx dt
}1/p
×
{∫ tn+1
tn
∫
K
(1 + |ηvh|p−1−s + |Dxvhε |p−1−s + |P |p−1−s)p/(p−1−s)dx dt
}(p−1−s)/p
.
The last term is bounded above by
c
(∫ tn+1
tn
∫
K
(1 + |ηvh|p + |Dxvhε |p + |P |p)dx dt
)(p−1−s)/p
= c
(∫ tn+1
tn
∫
K
(1 + |ηvh|p)dx dt+
∫ tn+1
tn
∫
K
|Dxvhε |pdx dt+
∫ tn+1
tn
∫
K
|P |p)dx dt
)(p−1−s)/p
≤ c{|K × [tn, tn+1]|+ ‖ηvh‖pUK + C(|K × [tn, tn+1]|+ ‖ηvh‖pUK + ‖Dxvh‖pUK )
+ C(|K × [tn, tn+1]|+ ‖ηvh‖pUK + ‖Dxvh‖pUK)
}(p−1−s)/p
≤ C(|K × [tn, tn+1]|+ ‖vh‖pUK + ‖Dxvh‖pUK )(p−1−s)/p. (2.35)
Summing up those estimates (2.35) over all K ∈ Th and by Theorem II.6, we have
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the following estimate for (2.29)
∑
K
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, ηvh, Dxv
h
ε )− a(x/εβ, t/εα, ηvh, P ), Dxwh)dx dt
≤ C
(
εβ
h
(|Ω× [tn, tn+1]|+ ‖vh‖pUΩ + ‖Dxvh‖pUΩ)
)s/p
× (|Ω× [tn, tn+1]|+ ‖vh‖pUΩ + ‖Dxvh‖pUΩ)(p−1−s)/p × ‖Dxwh‖UΩ
≤ C
(
εβ
h
)s/p (|Ω× [tn, tn+1]|+ ‖vh‖pUΩ + ‖Dxvh‖pUΩ)q ‖Dxwh‖UΩ,
which implies that the last inequality tends to zero as ε approaches zero.
In order to estimate the second sum (2.30), let I
K×[tn,tn+1]
ε = {i ∈ Zd+1 : (Yε ×
T0,ε)
i ⊂ (K× [tn, tn+1])} and JK×[tn,tn+1]ε = {i ∈ Zd+1 : (Yε×T0,ε)i ∩ (K × [tn, tn+1]) 6=
∅, (Yε × T0,ε)i \ (K × [tn, tn+1]) 6= ∅}. Let EK×[tn,tn+1]ε =
⋃
i∈IK×[tn,tn+1]ε
(Yε × T0,ε)i and
F
K×[tn,tn+1]
ε =
⋃
i∈JK×[tn,tn+1]ε
(Yε × T0,ε)i. By the definition of homogenized fluxes and
the fact that Dxwh is constant in K, the second sum (2.30) can be expressed by
∑
K
∫ tn+1
tn
∫
K
(a(x/εβ, t/εα, ηvh, P )− a∗(ηvh, Dxvh), Dxwh)dx dt
=
∑
K
∑
i∈IK×[tn,tn+1]ε
∫
(Yε×T0,ε)i
(a(x/εβ, t/εα, ηvh , P )− a∗(ηvh , Dxvh), Dxwh)dx dt
+
∑
K
∫
K\EK×[tn,tn+1]ε
(a(x/εβ, t/εα, ηvh, P )− a∗(ηvh, Dxvh), Dxwh)dx dt
≤
∑
K
∑
i∈IK×[tn,tn+1]ε
∫
(Yε×T0,ε)i
(a(x/εβ, t/εα, ηvh , Dxvh +DyN
ε
ηvh,Dxvh
)
−a(x/εβ , t/εα, ηvh, Dxvh +DyNηvh,Dxvh ), Dxwh)dx dt(2.36)
+
∑
K
∫
F
K×[tn,tn+1]
ε
|(a(x/εβ, t/εα, ηvh, P )− a∗(ηvh, Dxvh), Dxwh)|dx dt. (2.37)
Note that (2.36) becomes zero if α = 2β, i.e., µ = ε2β−α = 1. By the continuity
assumption A4 and Ho¨lder’s inequality with r1 =
p
p−1−s , r2 =
p
s
, and r3 = p, we get
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an estimate for (2.36)
∑
K
∑
i∈IK×[tn,tn+1]ε
∫
(Yε×T0,ε)i
(a(x/εβ, t/εα, ηvh, Dxvh +DyN
ε
ηvh,Dxvh )
−a(x/εβ , t/εα, ηvh, Dxvh +DyNηvh,Dxvh ), Dxwh)dx dt
≤
∑
K
∑
i
∫
(Yε×T0,ε)i
(
1+|ηvh|p−1−s+|Dxvh+DyN εηvh ,Dxvh|p−1−s+|Dxvh+DyNηvh ,Dxvh |p−1−s
)
×|DyN εηvh ,Dxvh −DyNηvh ,Dxvh |s |Dxwh| dx dt
≤C
{∑
K
∑
i
∫
(Yε×T0,ε)i
(
1+|ηvh|p+|Dxvh+DyN εηvh ,Dxvh|p+|Dxvh+DyNηvh ,Dxvh|p
)
dxdt
} p−1−s
p
×
{∑
K
∑
i
∫
(Yε×T0,ε)i
|DyN εηvh ,Dxvh−DyNηvh ,Dxvh|pdxdt
} s
p
{∑
K
∑
i
∫
(Yε×T0,ε)i
|Dxwh|pdxdt
} 1
p
.
By Lemma II.3, the above estimate does not exceed the followings
C
{∑
K
∑
i
(1+|ηvh|p+|Dxvh|p)|(Yε×T0,ε)i|
}p−1−s
p
{∑
K
∑
i
|Dxwh|p|(Yε×T0,ε)i|
} 1
p
×
{∑
K
∑
i
∫
(Yε×T0,ε)i
|DyN εηvh ,Dxvh −DyNηvh ,Dxvh|pdx dt
} s
p
≤ C
{∑
K
(1 + |ηvh|p + |Dxvh|p)|K×[tn, tn+1]|
} p−1−s
p
{∑
K
|Dxwh|p|K×[tn, tn+1]|
} 1
p
×
{∑
K
∑
i
∫
(Yε×T0,ε)i
|DyN εηvh ,Dxvh −DyNηvh ,Dxvh|pdx dt
} s
p
≤ C (|Ω× [tn, tn+1]|+ ‖vh‖pUΩ + ‖Dxvh‖pUΩ) p−1−sp (‖Dxwh‖pUΩ) 1p
×
{∑
K
∑
i
∫
(Yε×T0,ε)i
|DyN εηvh ,Dxvh −DyNηvh ,Dxvh|pdx dt
} s
p
,
which tends to zero as ε→ 0 by Lemma II.5.
On the other hand, by Ho¨lder’s inequality and Lemma II.3, the second sum (2.37)
is estimated by
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∑
K
∑
i∈JK×[tn,tn+1]ε
∫
(Yε×T0,ε)i
(|(a(x/εβ, t/εα, ηvh, P ), Dxwh)|+|(a∗(ηvh, Dxvh), Dxwh)|)dxdt
≤ C
∑
K
∑
i
∫
(Yε×T0,ε)i
(1+|ηvh|p−1+|P |p−1)|Dxwh|+(1+|ηvh|p−1+|Dxvh|p−1)|Dxwh|dxdt
≤ C
∑
K
∑
i
∫
(Yε×T0,ε)i
(1 + |ηvh|p−1 + |P |p−1 + |Dxvh|p−1)|Dxwh|dx dt
≤ C
(∑
K
∑
i
∫
(Yε×T0,ε)i
(1+|ηvh|p+|P |p+|Dxvh|p)dxdt
) 1
q
(∑
K
∑
i
∫
(Yε×T0,ε)i
|Dxwh|pdxdt
) 1
p
≤ C
(∑
K
∑
i
(1 + |ηvh|p + |Dxvh|p)|(Yε × T0,ε)i|
) 1
q
(∑
K
∑
i
|Dxwh|p |(Yε × T0,ε)i|
) 1
p
≤ C
(∑
K
|K × [tn, tn+1]| (1 + |ηvh|p + |Dxvh|p) |F
K×[tn,tn+1]
ε |
|K × [tn, tn+1]|
) 1
q
×
(∑
K
|K × [tn, tn+1]| |Dxwh|p |F
K×[tn,tn+1]
ε |
|K × [tn, tn+1]|
) 1
p
≤ Cmax
K
(
|FK×[tn,tn+1]ε |
|K × [tn, tn+1]|
) 1
q
+ 1
p (|Ω×[tn, tn+1]|+‖vh‖pUΩ+‖Dxvh‖pUΩ) 1q (‖Dxwh‖pUΩ) 1p
≤ C
(
εβ
h
)(|Ω× [tn, tn+1]|+ ‖vh‖pUΩ + ‖Dxvh‖pUΩ) 1q ‖Dxwh‖pUΩ .
From the analogous fourth assumption A4 for the homogenized fluxes and by
Ho¨lder inequality, we have the following estimate for the third term (2.31)
(2.31) ≤ C
∫ tn+1
tn
∫
K
(1+|ηvh|p−1+|Dxvh|p−1+|vh|p−1) ν(|ηvh−vh|) |Dxwh|dx dt
≤ C
(∫ tn+1
tn
∫
K
(1+|ηvh|p+|Dxvh|p+|vh|p) ν(|ηvh−vh|)qdx dt
)1/q
‖Dxwh‖UK .
Hence we sum up those estimates over all K ∈ Th
36
C
(∫ tn+1
tn
∫
Ω
(1 + |ηvh |p + |Dxvh|p + |vh|p) ν(|ηvh − vh|)qdx dt
)1/q
‖Dxwh‖UΩ
≤ C
(∫ tn+1
tn
∫
Ω
(1 + |vh|p + |Dxvh|p + |vh|p) ν(|ηvh − vh|)qdx dt
)1/q
‖Dxwh‖UΩ.
Since Dxvh ∈ Lp(tn, tn+1;Lp+λ(Ω)), Dxwh ∈ Lp(tn, tn+1;Lp(Ω)) and ηvh−vh converges
to zero in Lp(tn, tn+1;L
p(Ω)), the summation of the estimates for (2.31) over all K
vanishes as ε goes to zero.
We can get the estimates for the terms (2.32), (2.33), and (2.34) in a similar
way.
We note that Theorem II.8 implies the operator A∗ is type M [12], in other
words, if uh converges to u weakly in VΩ, A∗uh converges to g weakly in V∗Ω, and
〈A∗uh, uh〉 converges to 〈g, u〉, then A∗u = g. Finally our main result follows from
the Bardos-Brezis theorem (see [29] p. 128).
Theorem II.9. Let u be the solution of the homogenized equation (2.3) and uh is a
MsFEM solution given by (2.8). Then we have
lim
ε→0
‖uh − u‖VΩ = 0,
where h = h(ε)≫ ε and h→ 0 as ε→ 0.
Remark II.10. In [12], it is proved thatDxuh is uniformly bounded in L
p(tn, tn+1;L
p+λ
(Ω)) for some λ > 0.
In conclusion, first, we were able to obtain explicit corrector estimates for mono-
tone operators in terms of ε
h
. This is not known before for the nonlinear parabolic
equations and gives us quantitative estimate of the convergence. Second, we were
able to quantify parts of the truncation errors 〈Ahεvh−A∗vh, wh〉 in (2.26). More pre-
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cisely, we obtained explicit estimates for (2.29) and (2.37). Both of these estimates
show the existence of resonance errors appearing in the form of ε
β
h
. We note that the
resonance errors from (2.29) are due to linear boundary condition imposed on local
problems. Because the actual solution is not linear along coarse grid boundaries, this
mismatch results in resonance errors. The resonance errors from (2.37) are due to
the fact that the coarse grid block does not contain integer number of periods. These
types of resonance errors are also observed in linear problems [20].
C. Correctors
In this section we study the convergence of a class of correctors for the monotone
parabolic operator [7, 31]. In order to extend the results in [31] to our case, we will
follow the similar approaches and notations in [31]. Furthermore, we focus on the
case of α = 2β in the homogenization of parabolic equations. The main result we
will present is proved in the following way. At first, we present some properties for
correctors, for instance, estimates for correctors and difference of two correctors over
a period. The main result is proved by applying the monotonicity assumption A2 and
splitting into two terms after adding and subtracting same quantities. Furthermore,
the first term can be expanded into four different terms. By showing each of the four
terms converges to same quantity, we verify the first term tends to zero. We apply
Ho¨lder’s inequality and Young’s inequality with appropriate constant to prove the
second term approaches to zero.
Let us begin with introducing the Y × T0-periodic function
P (y, τ, η, ξ) = Pη,ξ = ξ +DyNη,ξ(y, τ), (2.38)
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defined on Rd × R×Rd × R. We define the piecewise constant function Mε by
(Mεϕ)(x, t) =
∑
i∈Iε
∑
j∈Jε
1Y iε (x) 1T j0,ε
(t)
1
|Y iε × T j0,ε|
∫
T j0,ε
∫
Y iε
ϕ(y, τ)dydτ, (2.39)
where Iε = {i ∈ Zd : Y iε ⊆ Ω} and Jε = {j ∈ Z : T j0,ε ⊆ (0, T )}, and 1A is the
characteristic function of a set A. Then we have the property that Mεϕ converges to
ϕ in U = Lp(0, T ;Lp(Ω)) [31].
Here is the main result in this section, which is proved for α = 2β.
Theorem II.11. ‖ P (x
ε
, t
ε2
,Mεu,MεDxu)−Dxuε ‖Lp(0,T ;Lp(Ω))→ 0 as ε→ 0,
where u is the solution of the homogenized equation (2.3).
Before we prove this main result, we present some properties for correctors defined
in (2.38). We recall that it was shown in Lemma II.3 that for any η ∈ R and ξ ∈ Rd,
we had ‖Pη,ξ‖pLp(T0,ε;Lp(Yε)) ≤ C(1 + |η|p + |ξ|p)|Yε × T0,ε|. In addition, the following
property for the correctors will be used in proving the next lemma.
Lemma II.12. For every η1, η2 ∈ R and ξ1, ξ2 ∈ Rd we have
‖P (·, ·, η1, ξ1)− P (·, ·, η2, ξ2)‖pLp(T0,ε;Lp(Yε))
≤ C(1 + |ηi|p + |ξi|p)
p−1−s
p−s |ξ1 − ξ2|
p
p−s |Yε × T0,ε|
+C
∫
T0,ε
∫
Yε
(1 + |ηi|p + |ξi|p)ν(|η1 − η2|)qdx dt.
Proof. By the monotonicity assumption A2 of the operator and adding and subtract-
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ing same quantities, we obtain the following estimates
‖P (·, ·, η1, ξ1)− P (·, ·, η2, ξ2)‖pLp(T0,ε;Lp(Yε))
=
∫
T0,ε
∫
Yε
∣∣P (x
ε
, t
ε2
, η1, ξ1)− P (xε , tε2 , η2, ξ2)
∣∣p dx dt
≤C
∫
T0,ε
∫
Yε
(a(x
ε
, t
ε2
, η1, Pη1,ξ1)−a(xε , tε2 , η1, Pη2,ξ2), Pη1,ξ1−Pη2,ξ2)dx dt
=C
∫
T0,ε
∫
Yε
(a(x
ε
, t
ε2
, η1, Pη1,ξ1)−a(xε , tε2 , η2, Pη2,ξ2), Pη1,ξ1−Pη2,ξ2)dx dt
+C
∫
T0,ε
∫
Yε
(a(x
ε
, t
ε2
, η2, Pη2,ξ2)−a(xε , tε2 , η1, Pη2,ξ2), Pη1,ξ1−Pη2,ξ2)dx dt.
Due to the periodicity of P (·, ·, η, ξ) = ξ+DyNη,ξ and continuity assumption A4, we
get further estimates
‖P (·, ·, η1, ξ1)− P (·, ·, η2, ξ2)‖pLp(T0,ε;Lp(Yε))
≤C
∫
T0,ε
∫
Yε
(a(x
ε
, t
ε2
, η1, Pη1,ξ1)−a(xε , tε2 , η2, Pη2,ξ2), ξ1 − ξ2)dx dt
+C
∫
T0,ε
∫
Yε
(a(x
ε
, t
ε2
, η2, Pη2,ξ2)−a(xε , tε2 , η1, Pη2,ξ2), Pη1,ξ1−Pη2,ξ2)dx dt
≤C
∫
T0,ε
∫
Yε
(1+|η1|p−1−s+|η2|p−1−s+|Pη1,ξ1|p−1−s+|Pη2,ξ2|p−1−s)|Pη1,ξ1−Pη2,ξ2 |s|ξ1−ξ2|dxdt
+C
∫
T0,ε
∫
Yε
(1+|η1|p−1+|η2|p−1+|Pη1,ξ1|p−1+|Pη2,ξ2|p−1)ν(|η1−η2|)|Pη1,ξ1−Pη2,ξ2 |dxdt.(2.40)
By Ho¨lder’s inequality with r1 = q and r2 = p and Young’s inequality appropriately,
the second term of (2.40) is at most
C
{∫
T0,ε
∫
Yε
(
1+|η1|p−1+|η2|p−1+|Pη1,ξ1|p−1+|Pη2,ξ2 |p−1
)q
ν(|η1−η2|)qdx dt
} 1
q
×
{∫
T0,ε
∫
Yε
∣∣P (x
ε
, t
ε2
, η1, ξ1
)− P (x
ε
, t
ε2
, η2, ξ2
)∣∣p dx dt
} 1
p
≤ C
qδ
∫
T0,ε
∫
Yε
(1+|η1|p+|η2|p+|Pη1,ξ1|p+|Pη2,ξ2|p) ν(|η1|−|η2|)qdx dt
+
Cδ
p
∫
T0,ε
∫
Yε
|Pη1,ξ1 − Pη2,ξ2|p dx dt.
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By Ho¨lder’s inequality again with r1 = p/(p− 1− s), r2 = p/s, and r3 = p, the first
term of (2.40) is at most
C
{∫
T0,ε
∫
Yε
(1 + |η1|p + |η2|p + |P (·, ·, η1, ξ1)|p + |P (·, ·, η2, ξ2)|p) dx dt
} p−1−s
p
×
{∫
T0,ε
∫
Yε
|P (x
ε
, t
ε2
, η1, ξ1)− P (xε , tε2 , η2, ξ2)|pdx dt
} s
p
{∫
T0,ε
∫
Yε
|ξ1 − ξ2|pdx dt
} 1
p
≤ C (1 + |η1|p + |η2|p + |ξ1|p + |ξ2|p)
p−1−s
p ‖Pη1,ξ1 − Pη2,ξ2‖s ‖ξ1 − ξ2‖
≤ C(p− s)
pδ
(1+|η1|p+|η2|p+|ξ1|p+|ξ2|p)
p−1−s
p−s ‖ξ1 − ξ2‖
p
p−s +
Csδ
p
‖Pη1,ξ1 − Pη2,ξ2‖p.
Here the last inequality holds by Young’s inequality. Therefore, by taking the results
from the above estimates into account, we obtain the conclusion.
We have another technical property for the correctors. We will use the following
sets in this lemma. At first, for each 0 ≤ k ≤ m, let Ωk and (0, T )k be proper subsets of
Ω and (0, T ), respectively, satisfying |∂Ωk| = |∂(0, T )k| = 0 and (Ωk ∩Ωl)× ((0, T )k ∩
(0, T )l) = ∅ for k 6= l. Furthermore, we have the sets Ikε = {i ∈ Iε : Y iε ⊂ Ωk},
Jkε = {j ∈ Jε : T j0,ε ⊂ (0, T )k}, I˜kε = {i ∈ Iε : Y iε ∩ Ωk 6= ∅, Y iε \ Ωk 6= ∅}, J˜kε = {j ∈
Jε : T
j
0,ε ∩ (0, T )k 6= ∅, T jε \ (0, T )k 6= ∅}, Eijkε =
⋃
Y
i
ε × T
j
0,ε with i ∈ Ikε , j ∈ Jkε ,
E˜ijkε =
⋃
Y
i
ε × T
j
0,ε with i ∈ I˜kε , j ∈ J˜kε , and Ωε × (0, T )ε =
⋃
Y
i
ε × T
j
0,ε with Y
i
ε ⊂ Ω
and T j0,ε ⊂ (0, T ) for any ε > 0.
Also we define I˜ε = {i ∈ Zd : Y iε ∩ Ω 6= ∅, Y iε \ Ω 6= ∅} and J˜ε = {j ∈ Z :
T j0,ε ∩ (0, T ) 6= ∅, T j0,ε \ (0, T ) 6= ∅}.
Lemma II.13. Let δ > 0 be given, and φ and ψ be simple functions defined by
φ(x, t) =
m∑
k=1
φk1Ωk(x)1(0,T )k(t), ψ(x, t) =
m∑
k=1
ψk1Ωk(x)1(0,T )k(t),
with φk ∈ R \ {0}, ψk ∈ Rd \ {0} such that ‖u− φ‖U ≤ δ and ‖Dxu− ψ‖U ≤ δ. Then
we have
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lim sup
ε→0
‖P (·, ·,Mεu,MεDxu)− P (·, ·, φ, ψ)‖U
≤ C(|Ω× (0, T )|+‖Mεu‖U+‖MεDxu‖U+‖φ‖U+‖ψ‖U)
p−1−s
p−s ‖Dxu−ψ‖
1
p−s
U + o(1).
Proof. Let us set Ω0 = Ω \
⋃m
k=1Ωk, (0, T )0 = (0, T ) \
⋃m
k=1(0, T )k, and φ0 = ψ0 = 0.
Then φ and ψ can be rewritten as φ(x, t) =
∑m
k=0 φk1Ωk(x)1(0,T )k(t) and ψ(x, t) =∑m
k=0 ψk1Ωk(x)1(0,T )k(t). If we take ε > 0 sufficiently small, then we have Ωk ×
(0, T )k ⊂ Ωε × (0, T )ε for all k 6= 0. Therefore, the definition (2.39) of the piecewise
constant function Mε and the simple functions φ and ψ imply
‖P (·, ·,Mεu,MεDxu)− P (·, ·, φ, ψ)‖pLp(0,T ;Lp(Ω))
=
∫
(0,T )ε
∫
Ωε
∣∣P (x
ε
, t
ε2
,Mεu,MεDxu)− P (xε , tε2 , φk, ψk)
∣∣p dx dt
≤
m∑
k=0
∫
Eijkε
∣∣P (x
ε
, t
ε2
,Mεu,MεDxu)− P (xε , tε2 , φk, ψk)
∣∣p dx dt
+
m∑
k=0
∫
E˜ijkε
∣∣P (x
ε
, t
ε2
,Mεu,MεDxu)− P (xε , tε2 , φk, ψk)
∣∣p dx dt.
Now we put
ηij =
1
|Y iε × T j0,ε|
∫
T j0,ε
∫
Y iε
u(x, t)dx dt, ξij =
1
|Y iε × T j0,ε|
∫
T j0,ε
∫
Y iε
Dxu(x, t)dx dt.
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Then by the lemma II.12, we obtain
‖P (·, ·,Mεu,MεDxu)− P (·, ·, φ, ψ)‖pLp(0,T ;Lp(Ω))
≤
m∑
k=0
∑
Iiε,J
j
ε
∫
T j0,ε
∫
Y iε
∣∣P (x
ε
, t
ε2
, ηij, ξij
)− P (x
ε
, t
ε2
, φk, ψk
)∣∣p dx dt
+
m∑
k=0
∑
I˜iε,J˜
j
ε
∫
T j0,ε
∫
Y iε
∣∣P (x
ε
, t
ε2
, ηij , ξij
)− P (x
ε
, t
ε2
, φk, ψk
)∣∣p dx dt
≤
m∑
k=0
∑
Iiε,J
j
ε
{
C(1+|ηij|p+|φk|p+|ξij|p+|ψk|p)
p−1−s
p−s |ξij−ψk|
p
p−s |Y iε×T j0,ε|
+C
∫
T j0,ε
∫
Y iε
(1+|ηij|p+|φk|p+|ξij|p+|ψk|p) ν(|ηij−φk|)qdxdt}
+
m∑
k=0
∑
I˜iε,J˜
j
ε
{
C(1+|ηij|p+|φk|p+|ξij|p+|ψk|p)
p−1−s
p−s |ξij−ψk|
p
p−s |Y iε×T j0,ε|
+C
∫
T j0,ε
∫
Y iε
(1+|ηij|p+|φk|p+|ξij|p+|ψk|p) ν(|ηij−φk|)qdxdt} .
By the Ho¨lder’s inequality with r1 =
p−s
p−1−s and r2 = p−s and the Jensen’s inequality,
we obtain
‖P (·, ·,Mεu,MεDxu)− P (·, ·, φ, ψ)‖pLp(0,T ;Lp(Ω))
≤C
{
m∑
k=0
(
|Eijkε |+
∫
Eijkε
|Mεu|pdxdt+|φk|p|Eijkε |+
∫
Eijkε
|MεDxu|pdxdt+|ψk|p|Eijkε |
)}p−1−sp−s
×‖MεDxu− ψ‖
p
p−s
+C
m∑
k=0
∫
Eijkε
(1 + |Mεu|p + |φk|p + |MεDxu|p + |ψk|p) ν(|ηij−φk|)qdxdt
+C
{
m∑
k=0
(
|E˜ijkε |+
∫
E˜ijkε
|Mεu|pdxdt+|φk|p|E˜ijkε |+
∫
E˜ijkε
|MεDxu|pdxdt+|ψk|p|E˜ijkε |
)}p−1−sp−s
×‖MεDxu− ψ‖
p
p−s
+C
m∑
k=0
∫
E˜ijkε
(1 + |Mεu|p + |φk|p + |MεDxu|p + |ψk|p) ν(|ηij − φk|)qdxdt.
It follows that, for the last integral on this estimate, it goes to zero generically.
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Therefore,
‖P (·, ·,Mεu,MεDxu)− P (·, ·, φ, ψ)‖pU
≤C(|Ω× (0, T )|+ ‖Mεu‖pU + ‖φ‖pU + ‖MεDxu‖pU + ‖ψ‖pU)
p−1−s
p−s ‖Dxu− ψ‖
p
p−s
U
+C
{
m∑
k=0
(
|E˜ijkε |+
∫
E˜ijkε
|Mεu|pdxdt+|φk|p|E˜ijkε |+
∫
E˜ijkε
|MεDxu|pdxdt+|ψk|p|E˜ijkε |
)}p−1−sp−s
×‖MεDxu− ψ‖
p
p−s
U
+o(1).
Since |∂Ωk| = |∂δk| = 0 for k 6= 0, |E˜ijkε | → 0 as ε → 0 for all k. Thus we get the
result we desired.
The next lemma shows us the uniform boundedness of P (·, ·,Mεu,MεDxu).
Lemma II.14. We have the following property for P (·, ·,Mεu,MεDxu):
‖P (·, ·,Mεu,MεDxu)‖pLp(0,T ;Lp(Ω)) ≤ C,
with constant C > 0 independent of ε.
This lemma can be proved in the similar way in [31]. Now we prove main theorem
in this section.
Proof of Theorem II.11. The monotonicity assumptionA2 of the operator and adding
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and subtracting same quantities imply
∫ T
0
∫
Ω
∣∣P (x
ε
, t
ε2
,Mεu,MεDxu)−Dxuε
∣∣p dx dt
≤ C
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
, uε, P (
x
ε
, t
ε2
,Mεu,MεDxu))− a(xε , tε2 , uε, Dxuε),
P (x
ε
, t
ε2
,Mεu,MεDxu)−Dxuε
)
dx dt
= C
∣∣∣∣
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
, uε, P (
x
ε
, t
ε2
,Mεu,MεDxu))−a(xε , tε2 ,Mεu, P (xε , tε2 ,Mεu,MεDxu))
+a(x
ε
, t
ε2
,Mεu, P (
x
ε
, t
ε2
,Mεu,MεDxu))−a(xε , tε2 , uε, Dxuε),
P (x
ε
, t
ε2
,Mεu,MεDxu)−Dxuε
)
dx dt
∣∣
≤ C
∣∣∣∣
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
, uε,P (
x
ε
, t
ε2
,Mεu,MεDxu))−a(xε , tε2 ,Mεu,P (xε , tε2 ,Mεu,MεDxu)),
P (x
ε
, t
ε2
,Mεu,MεDxu)−Dxuε
)
dx dt
∣∣ (2.41)
+C
∣∣∣∣
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
,Mεu, P (
x
ε
, t
ε2
,Mεu,MεDxu))−a(xε , tε2 , uε, Dxuε),
P (x
ε
, t
ε2
,Mεu,MεDxu)−Dxuε
)
dx dt
∣∣ . (2.42)
The second term (2.42) is split into the following four terms
C
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
,Mεu,P (
x
ε
, t
ε2
,Mεu,MεDxu)),P (
x
ε
, t
ε2
,Mεu,MεDxu)
)
dxdt(2.43)
−C
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
,Mεu, P (
x
ε
, t
ε2
,Mεu,MεDxu)), Dxuε
)
dx dt (2.44)
−C
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
, uε, Dxuε), P (
x
ε
, t
ε2
,Mεu,MεDxu)
)
dx dt (2.45)
+C
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
, uε, Dxuε), Dxuε
)
dx dt. (2.46)
We are going to get the limit in each term as ε→ 0.
Step 1. In (2.43), the domain of integration can be divided into inner cells and
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boundary cells. Thus, (2.43) can be rewritten as
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
,Mεu, P (
x
ε
, t
ε2
,Mεu,MεDxu)), P (
x
ε
, t
ε2
,Mεu,MεDxu)
)
dx dt
=
∑
i∈Iε
∑
j∈Jε
∫
T j0,ε
∫
Y iε
(a(x
ε
, t
ε2
,Mεu, P (
x
ε
, t
ε2
,Mεu,MεDxu)), P (
x
ε
, t
ε2
,Mεu,MεDxu))dx dt
+
∫
(0,T )\(0,T )ε
∫
Ω\Ωε
(
a(x
ε
, t
ε2
, 0, P (x
ε
, t
ε2
, 0, 0)), P (x
ε
, t
ε2
, 0, 0)
)
dx dt. (2.47)
By the definition of the piecewise constant function Mεu the first term in (2.47) is
going to be
∑
i∈Iε
∑
j∈Jε
∫
T j0,ε
∫
Y iε
(
a(x
ε
, t
ε2
, ηij , ξij+DxNηij ,ξij(
x
ε
, t
ε2
)), ξij+DxNηijξij(
x
ε
, t
ε2
)
)
dx dt
=
∑
i∈Iε
∑
j∈Jε
∫
T j0,ε
∫
Y iε
1Y iε (x) 1T j0,ε
(t)
〈(
a(·, ·, ηij, ξij+DxNηij ,ξij), ξij+DxNηij ,ξij
)〉
dxdt
=
∑
i∈Iε
∑
j∈Jε
∫
T j0,ε
∫
Y iε
1Y iε (x) 1T j0,ε
(t)
〈(
a(·, ·, ηij, ξij +DxNηij ,ξij), ξij
)〉
dxdt (2.48)
+
∑
i∈Iε
∑
j∈Jε
∫
T j0,ε
∫
Y iε
1Y iε (x) 1T j0,ε
(t)
〈(
a(·, ·, ηij, ξij+DxNηij ,ξij),DxNηijξij
)〉
dxdt.
The average value in the second term of (2.48) is computed in the following way:
〈(
a(·, ·, ηij, ξij +DxNηij ,ξij ), DxNηij ,ξij
)〉
= − 〈(div a(·, ·, ηij, ξij +DxNηij ,ξij), Nηij ,ξij)〉
= − 〈(DtNηij ,ξij , Nηij ,ξij)〉
= −
〈
1
2
Dt
∣∣Nηij ,ξij ∣∣2
〉
= 0,
which implies that the second term of (2.48) will be zero. Thus, (2.48) becomes the
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followings
∑
i∈Iε
∑
j∈Jε
∫
T j0,ε
∫
Y iε
1yiε(x) 1T j0,ε
(t) (a∗(ηij , ξij), ξij) dx dt
=
∫ T
0
∫
Ω
(a∗(Mεu,MεDxu),MεDxu) dx dt, (2.49)
which converges to ∫ T
0
∫
Ω
(a∗(u,Dxu), Dxu) dx dt, (2.50)
as ε tends to zero. Indeed, we consider the difference between (2.49) and (2.50), and
we add and subtract same quantity. Then we obtain the following estimates for the
difference by using Ho¨lder’s inequality
∫ T
0
∫
Ω
(a∗(Mεu,MεDxu),MεDxu)dxdt−
∫ T
0
∫
Ω
(a∗(u,Dxu), Dxu)dxdt
=
∫ T
0
∫
Ω
(a∗(Mεu,MεDxu)− a∗(u,Dxu),MεDxu) dx dt
+
∫ T
0
∫
Ω
(a∗(u,Dxu),MεDxu−Dxu) dx dt
≤
(∫ T
0
∫
Ω
|a∗(Mεu,MεDxu)− a∗(u,Dxu)|q dx dt
)1/q (∫ T
0
∫
Ω
|MεDxu|pdx dt
)1/p
+
(∫ T
0
∫
Ω
|a∗(u,Dxu)|qdx dt
)1/q (∫ T
0
∫
Ω
|MεDxu−Dxu|pdx dt
)1/p
.
By the continuity assumption A4 we have the following estimate
∫ T
0
∫
Ω
|a∗(Mεu,MεDxu)− a∗(u,Dxu)|q dx dt
≤
∫ T
0
∫
Ω
(1+|Mεu|+|MεDxu|+|u|+|Dxu|)pν(|Mεu−u|)qdx dt
+
∫ T
0
∫
Ω
(1+|Mεu|+|MεDxu|+|u|+|Dxu|)(p−1−s)q|MεDxu−Dxu|sq,
which converges to zero as ε→ 0. This implies that the difference between (2.49) and
(2.50) tends to zero as ε approaches zero. Therefore, the first term of (2.47) converges
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to ∫ T
0
∫
Ω
(a∗(u,Dxu), Dxu) dx dt,
as ε → 0. It remains to show that the second term of (2.47) goes to zero as ε tends
to zero. The continuity assumption A4 implies that
∫
(0,T )\(0,T )ε
∫
Ω\Ωε
(
a(x
ε
, t
ε2
, 0, P (x
ε
, t
ε2
, 0, 0)), P (x
ε
, t
ε2
, 0, 0)
)
dx dt
≤ C
∫
(0,T )\(0,T )ε
∫
Ω\Ωε
(1 + |P0,0|)pdxdt+
∫
(0,T )\(0,T )ε
∫
Ω\Ωε
(a(x
ε
, t
ε2
, 0, 0), P0,0)dxdt
≤ C|(Ω \ Ωε)× ((0, T ) \ (0, T )ε)|+
∫
(0,T )\(0,T )ε
∫
Ω\Ωε
|P0,0|pdxdt
+C

∑
j∈J˜ε
∑
i∈I˜ε
|Y iε × T j0,ε|


1/q (∫
(0,T )\(0,T )ε
∫
Ω\Ωε
|P0,0|p dxdt
)1/p
.
Since, as ε→ 0, |(Ω\Ωε)× ((0, T )\ (0, T )ε)| tends to zero and
∑
j∈J˜ε
∑
i∈I˜ε |Y iε ×T j0,ε|
goes to |∂Ω×∂(0, T )|, it is enough to show that ∫
(0,T )\(0,T )ε
∫
Ω\Ωε|P0,0|pdxdt approaches
to zero. Indeed, by Ho¨lder’s inequality with r1 =
p+γ
p
and r2 =
p+γ
γ
for some γ > 0
we have
∫
(0,T )\(0,T )ε
∫
Ω\Ωε
|P0,0|pdxdt
≤ C

∑
j∈J˜ε
∑
i∈I˜ε
‖P0,0‖p+γLp+γ(T0,ε;Lp+γ(Y iε ))


p
p+γ
|(Ω \ Ωε)× ((0, T ) \ (0, T )ε)|
γ
p+γ
≤ C

∑
J˜ε
∑
I˜ε
|Y iε × T j0,ε|


p
p+γ
|(Ω \ Ωε)× ((0, T ) \ (0, T )ε)|
γ
p+γ ,
which converges to zero as ε tends to zero.
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Step 2. The second term (2.44) is
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
,Mεu, P (
x
ε
, t
ε2
,Mεu,MεDxu)), Dxuε
)
dx dt
=
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
,Mεu, PMεu,MεDxu)− a(xε , tε2 , φ, Pφ,ψ), Dxuε
)
dx dt (2.51)
+
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
, φ, Pφ,ψ), Dxuε
)
dx dt, (2.52)
where φ and ψ are simple functions satisfying the conditions in Lemma II.13 for any
δ > 0. The second term (2.52) is equal to
m∑
k=0
∫
(0,T )k
∫
Ωk
(
a(x
ε
, t
ε2
, φk, P (
x
ε
, t
ε2
, φk, ψk)), Dxuε
)
dx dt. (2.53)
Now we claim thatDxuε is bounded in L
p(0, T ;Lp(Ω)) and a(x
ε
, t
ε2
, φk, P (
x
ε
, t
ε2
, φk, ψk))
is bounded in Lr((0, T )k;L
r(Ωk)) for r > q. Indeed, since ‖P (·, ·, , η, ξ)‖U ≤ C(1 +
|η|p+ |ξ|p)|Ω×(0, T )| and by using Meyers type estimates, ‖P (·, ·, φk, ψk)‖Lp+γ(0,T ;Lp+γ
(Ω)) is uniformly bounded in L
p+γ(0, T ;Lp+γ(Ω)). This implies that a(x
ε
, t
ε2
, φk, P (
x
ε
, t
ε2
,
φk, ψk)) is uniformly bounded in L
r(0, T ;Lr(Ω)) for r > q. Therefore (a(x
ε
, t
ε2
, φk, P (
x
ε
, t
ε2
, φk, ψk)), Dxuε) is bounded in L
σ(0, T ;Lσ(Ω)) for σ > 1. Thus there exists
a subsequence such that (a(x
ε
, t
ε2
, φk, P (
x
ε
, t
ε2
, φk, ψk)), Dxuε) converges to gk weakly.
On the other hand, a(x
ε
, t
ε2
, φk, P (
x
ε
, t
ε2
, φk, ψk)) converges to a
∗(φk, ψk) weakly in
Lq(0, T ;Lq(Ω)). By the compensated compactness, gk = (a
∗(φk, ψk), Dxu) as ε → 0.
From the boundedness of Dxuε, Dxuε converges to Dxu weakly. Consequently, (2.53)
converges to
m∑
k=0
∫
(0,T )k
∫
Ωk
(a∗(φk, ψk), Dxu) dx dt =
∫ T
0
∫
Ω
(a∗(φ, ψ), Dxu)dx dt.
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Now, we go back to (2.51). The fourth assumption A4 implies that
∫ T
0
∫
Ω
(a(x
ε
, t
ε2
,Mεu, P (
x
ε
, t
ε2
,Mεu,MεDxu))− a(xε , tε2 , φ, P (xε , tε2 , φ, ψ)), Dxuε)dx dt
≤ C
∫ T
0
∫
Ω
(1 + |Mεu|p−1 + |P (·, ·,Mεu,MεDxu)|p−1 + |φ|p−1 + |P (·, ·, φ, ψ)|p−1)
×ν(|Mεu− φ|)|Dxuε|dx dt (2.54)
+C
∫ T
0
∫
Ω
(1+|Mεu|p−1−s+|P (·, ·,Mεu,MεDxu)|p−1−s+|φ|p−1−s+|P (·, ·, φ, ψ)|p−1−s)
×|P (·, ·,Mεu,MεDxu)− P (·, ·, φ, ψ)|s |Dxuε|dx dt. (2.55)
By the Ho¨lder’s inequality with r1 = q and r2 = p, the first term (2.54) is at most
C
(∫ T
0
∫
Ω
(1+|Mεu|p+|PMεu,MεDxu|p+|φ|p+|Pφ,ψ|p) ν(|Mεu−φ|)|qdx dt
)1/q
×
(∫ T
0
∫
Ω
|Dxuε|p
)1/p
,
which converges to zero as ε → 0, since |Mεu − φ| → 0 in Lp(0, T ;Lp(Ω)) and∫ T
0
∫
Ω
|Dxuε|pdx dt is bounded. For the second term (2.55) we apply Ho¨lder’s inequality
again with r1 =
p
p−1−s , r2 =
p
s
, and r3 = p:
C
∫ T
0
∫
Ω
(
1+|Mεu|p−1−s+|P (·, ·,Mεu,MεDxu)|p−1−s+|φ|p−1−s+|P (·, ·, φ, ψ)|p−1−s
)
×|MεDxu− ψ|s |Dxuε|dx dt
≤ C
{∫ T
0
∫
Ω
(1+|Mεu|p+|P (·, ·,Mεu,MεDxu)|p+|φ|p+|P (·, ·, φ, ψ)|p) dx dt
}p−1−s
p
×
{∫ T
0
∫
Ω
|P (·, ·,Mεu,MεDxu)− P (·, ·, φ, ψ)|pdx dt
}s/p{∫ T
0
∫
Ω
|Dxuε|pdx dt
}1/p
.
So by the Lemma II.13 and Lemma II.14, we get
lim sup
ε→0
∣∣∣∣
∫ T
0
∫
Ω
(a(x
ε
, t
ε2
,Mεu, PMεu,MεDxu)− a(xε , tε2 , φ, Pφ,ψ), Dxuε)dx dt
∣∣∣∣ = 0.
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Therefore, the second term (2.44) converges to
∫ T
0
∫
Ω
(a∗(u,Dxu), Dxu) dx dt,
as ε→ 0.
Step 3. The third term (2.45) can be modified in the following way:
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
, uε, Dxuε), P (
x
ε
, t
ε2
,Mεu,MεDxu)
)
dx dt
=
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
, uε, Dxuε), Pφ,ψ
)
dxdt+
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
, uε, Dxuε), PMεu,MεDxu−Pφ,ψ
)
dxdt
=
m∑
k=0
∫
(0,T )k
∫
Ωk
(
a(x
ε
, t
ε2
, uε, Dxuε), Pφ,ψ
)
dx dt (2.56)
+
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
, uε, Dxuε), PMεu,MεDxu − Pφ,ψ
)
dx dt. (2.57)
We note that, in (2.56), a(x
ε
, t
ε2
, uε, Dxuε) is bounded in L
q(0, T ;Lq(Ω)) and P (x
ε
, t
ε2
, φ, ψ)
is bounded in Lp+γ(0, T ;Lp+γ(Ω)). Similar to the Step 2, we claim that
m∑
k=0
∫
(0,T )k
∫
Ωk
(
a
(
x
ε
, t
ε2
, uε, Dxuε
)
, Pφ,ψ
)
dx dt→
∫ T
0
∫
Ω
(a∗(u,Dxu), ψ)dx dt.
The Ho¨lder’s inequality and the analogous arguments in step 2 imply that the second
term (2.57) converges to zero. Thus, we get the third term (2.45) converges to
∫ T
0
∫
Ω
(a∗(u,Dxu), Dxu) dx dt,
as ε→ 0.
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Step 4. The fourth term (2.46) is
∫ T
0
∫
Ω
(
a
(
x
ε
, t
ε2
, uε, Dxuε
)
, Dxuε
)
dx dt
= −
∫ T
0
∫
Ω
div
(
a
(
x
ε
, t
ε2
, uε, Dxuε
))
uεdx dt
= −
∫ T
0
∫
Ω
(
Dtuε + a0
(
x
ε
, t
ε2
, uε, Dxuε
)− f)uεdx dt
= −〈Dtuε, uε〉+
〈−a0 (xε , tε2 , uε, Dxuε)+ f, uε〉
= −1
2
(
‖uε(T )‖2L2(Ω) − ‖uε(0)‖2L2(Ω)
)
+
〈−a0 (xε , tε2 , uε, Dxuε)+ f, uε〉 .
When we pass to the limit in the right hand side, we have
−1
2
(‖u(T )‖2L2 − ‖u(0)‖2L2)+ 〈−a∗0 (u,Dxu) + f, u〉
= −〈Dtu, u〉+ 〈−a∗0 (u,Dxu) + f, u〉
= −
∫ T
0
∫
Ω
(Dtu+ a
∗
0 (u,Dxu)− f) udx dt
=
∫ T
0
∫
Ω
(a∗(u,Dxu), Dxu)dx dt.
By assembling the four results from the four steps, we conclude that (2.42) converges
to zero as ε→ 0.
The only remaining thing we have to show is (2.41) converges to zero. Since
Dxuε is bounded in L
p(0, T ;Lp(Ω)) and by Lemma II.14,PMεu,MεDxu−Dxuε is bounded
in Lp(0, T ;Lp(Ω)). By Ho¨lder’s inequality with r1 = q and r2 = p and Young’s
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inequality for some δ > 0, we have
∣∣∣∣
∫ T
0
∫
Ω
(
a(x
ε
, t
ε2
, uε,PMεu,MεDxu)−a(xε , tε2 ,Mεu,PMεu,MεDxu),PMεu,MεDxu−Dxuε
)
dxdt
∣∣∣∣
≤ C
qδ
∫ T
0
∫
Ω
∣∣(a(x
ε
, t
ε2
, uε,PMεu,MεDxu)−a(xε , tε2 ,Mεu, PMεu,MεDxu)
∣∣qdxdt (2.58)
+
Cδ
p
∫ T
0
∫
Ω
|PMεu,MεDxu −Dxuε|p dx dt. (2.59)
The continuity assumption A4 implies that
∫ T
0
∫
Ω
∣∣(a(x
ε
, t
ε2
, uε, PMεu,MεDxu)− a(xε , tε2 ,Mεu, PMεu,MεDxu)
∣∣q dx dt
≤C
∫ T
0
∫
Ω
(1 + |uε|p + |Mεu|p + |PMεu,MεDxu|p) ν(|uε −Mεu|)qdx dt.
By Lemma II.14, PMεu,MεDxu is bounded in L
p(0, T ;Lp(Ω)), and hence (2.58) con-
verges to zero as ε tends to zero. On the other hand, (2.59) can be moved to the
left hand side by choosing δ > 0 appropriately. Therefore we get our conclusion as
desired.
D. Numerical examples
In this section, we perform numerical homogenization of nonlinear parabolic equa-
tions. We consider the following nonlinear periodic parabolic equation in two dimen-
sions:
Dtuε − divx(a(x/εβ, t/εα, uε)Dxuε) = f in (0, 1)× (0, 1), (2.60)
with the zero initial condition and the following boundary conditions: uε = 0 on
the left vertical edge, uε = 1 on the right vertical edge, and homogeneous Neumann
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conditions on the both lateral edges. Here a is given by
a =

 d(1 + F ′(uε)) −H(x/εβ, t/εα)F ′(uε)
H(x/εβ, t/εα)F ′(uε) d(1 + F ′(uε))

 ,
the number d is the molecular diffusion of a periodic convection and periodic diffusion
equation
Dtuε − 1
ε
v(x/εβ, t/εα) ·DxF (uε)− d(1 + F ′(uε))∆xxuε = f,
which is equivalent to (2.60), F is a flux function, f is a given source term which
will be assumed to be zero in this section, and H is the stream function satisfying
v = ( ∂H
∂x2
,− ∂H
∂x1
), where v is the velocity field such that divxv = 0. In addition, the
nonlinear operator a(x/εβ, t/εα, uε)Dxuε satisfies the assumptions A1-A4.
Homogenization theory [11] gives us that uε converges to u, where u is the solution
of the homogenized equation
Dtu− divx(a∗(u)Dxu) = 0.
Here a∗(η)ξ = 〈a(y, τ, η)(ξ+DyNη,ξ)〉, where Nη,ξ is the solution of an auxiliary prob-
lem which depends on the ratio between α and β (see (2.16)). However, we consider
only the case of α = 2β in this section. We note that, from the homogenization the-
ory, Nη,ξ = χ
(1)(y)ξ1 + χ
(2)(y)ξ2, where ξ = (ξ1, ξ2)
T , and χ(1) and χ(2) are solutions
of
Dτχ
(1) − div(a(y, τ, η)(∇(χ(1) + y1))) = 0,
Dτχ
(2) − div(a(y, τ, η)(∇(χ(2) + y2))) = 0,
respectively. This implies that DyNη,ξ linear in ξ, that is,
DyNη,ξ =

 ∂χ
(1)
∂y1
∂χ(2)
∂y1
∂χ(1)
∂y2
∂χ(2)
∂y2



 ξ1
ξ2

 .
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Thus, the homogenized coefficient a∗ij can be computed by
a∗ij(η) = d(1 + F
′(η))δij + 〈HikF ′(η)∂χj∂yk 〉, (2.61)
where Hik is the component of stream function matrix H satisfying divxH = v. Here
the second term on the right-hand side of (2.61) is the enhanced diffusivity matrix
because of the periodic flow.
Now we consider the numerical homogenization procedure. At each time step we
calculate the average of uε over the domain. And then we use this average to solve
the local problem and compute the enhanced diffusion. The numerical results will be
presented to show the importance of the enhanced diffusivity, that is, we will compare
them with the averaged solution without the enhanced diffusion.
We choose the period ε = 0.1 and the molecular diffusion d = 0.1. In addition,
the periodic stream function H for convection terms is defined by
H(x/ε, t/ε2) = {sin(2pix/ε) sin(2piy/ε) + δ cos(2pix/ε) cos(2piy/ε)} cos(t/ε2),
and the flux function is taken to be Buckley-Leverett function
F (u) = u2/(u2 + 0.2(1− u2)).
Here, we vary δ, δ = 0.1, 0.2, 0.3, 0.4, 0.5. In Figures 2-6 we compare the results with
the enhanced diffusion on a coarse grid with the averages obtained from the solutions
of original equations on a fine grid. In addition, the solutions of the equations without
the effect of the enhanced diffusion are given. The averaged solution as a function
of time is presented on the left figure of Figures 2-6. The solid line indicates the
solution of fine scale equation, the dotted line stands for the solution of the equation
obtained by the numerical homogenization procedure, and the dashed line designates
the results without the enhanced diffusion in each figure. The solutions averaged in
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the horizontal and vertical directions at the time t = 0.5 are plotted on the middle and
right figure of Figures 2-6, respectively. The figures in all cases show the importance
of the enhanced diffusion. The coarse models with the enhanced diffusion match well
with the results of fine scale equations.
Next, we perform the same experiments except choosing ε = 0.05 instead of
ε = 0.1. We demonstrate the results in Figures 7-8 for δ = 0.4, 0.5. These results also
show that the effect of the enhanced diffusion. We note that the coarse models with
enhanced diffusion overapproximate the fine scale solutions, while they underapprox-
imate in the case of ε = 0.1 (see Figures 5-6).
0 0.1 0.2 0.3 0.4 0.50
0.05
0.1
0.15
0.2
0.25
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0.35
0.4
 
 
fine model
averaged (no enhanced diffusion)
homogenized (with enhanced diffusion)
0 0.2 0.4 0.6 0.8 10.25
0.3
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Fig. 2. Left figure: The solutions are averaged over the spatial domain. Middle figure:
The solutions are averaged in horizontal direction. Right figure: The solutions
are averaged in vertical direction. δ = 0.1, ε = 0.1
56
0 0.1 0.2 0.3 0.4 0.50
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
 
 
fine model
averaged (no enhanced diffusion)
homogenized (with enhanced diffusion)
0 0.2 0.4 0.6 0.8 10.25
0.3
0.35
0.4
 
 
fine model
averaged (no enhanced diffusion)
homogenized (with enhanced diffusion)
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
 
 
fine model
averaged (no enhanced diffusion)
homogenized (with enhanced diffusion)
Fig. 3. Left figure: The solutions are averaged over the spatial domain. Middle figure:
The solutions are averaged in horizontal direction. Right figure: The solutions
are averaged in vertical direction. δ = 0.2, ε = 0.1
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Fig. 4. Left figure: The solutions are averaged over the spatial domain. Middle figure:
The solutions are averaged in horizontal direction. Right figure: The solutions
are averaged in vertical direction. δ = 0.3, ε = 0.1
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Fig. 5. Left figure: The solutions are averaged over the spatial domain. Middle figure:
The solutions are averaged in horizontal direction. Right figure: The solutions
are averaged in vertical direction. δ = 0.4, ε = 0.1
0 0.1 0.2 0.3 0.4 0.50
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
 
 
fine model
averaged (no enhanced diffusion)
homogenized (with enhanced diffusion)
0 0.2 0.4 0.6 0.8 10.25
0.3
0.35
0.4
 
 
fine model
averaged (no enhanced diffusion)
homogenized (with enhanced diffusion)
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
 
 
fine model
averaged (no enhanced diffusion)
homogenized (with enhanced diffusion)
Fig. 6. Left figure: The solutions are averaged over the spatial domain. Middle figure:
The solutions are averaged in horizontal direction. Right figure: The solutions
are averaged in vertical direction. δ = 0.5, ε = 0.1
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Fig. 7. Left figure: The solutions are averaged over the spatial domain. Middle figure:
The solutions are averaged in horizontal direction. Right figure: The solutions
are averaged in vertical direction. δ = 0.4, ε = 0.05
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Fig. 8. Left figure: The solutions are averaged over the spatial domain. Middle figure:
The solutions are averaged in horizontal direction. Right figure: The solutions
are averaged in vertical direction. δ = 0.5, ε = 0.05
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For the next set of numerical tests we replace nothing but the diffusion term
d (1+F ′(uε)) by d k(x/ε, t/ε2)/(1+uε)k(x/ε,t/ε
2)+2 for some positive periodic function
k(x/ε, t/ε2). Thus we have another types of periodic convection and periodic diffusion
equations (2.60) such that
a =

 d k(x/ε, t/ε2)/(1 + uε)k(x/ε,t/ε
2)+2 −H(x/ε, t/ε2)F ′(uε)
H(x/ε, t/ε2)F ′(uε) d k(x/ε, t/ε2)/(1 + uε)k(x/ε,t/ε
2)+2

 .
Here we take ε = 0.1 and δ = 0.1. We also investigate the importance of the en-
hanced diffusion in numerical homogenization procedure by taking various periodic
functions k: k(x/ε, t/ε2) = sin(2pix/ε)+ cos(2piy/ε)+3, k(x/ε, t/ε2) = (sin(2pix/ε)+
cos(2piy/ε) + 3)(cos(t/ε2) + 2), k(x/ε, t/ε2) = 2+1.8 sin(2pix/ε)
2+1.8 cos(2piy/ε)
+ 2+1.8 sin(2piy/ε)
2+1.8 cos(2pix/ε)
+ 3, and
k(x/ε, t/ε2) =
(
2+1.8 sin(2pix/ε)
2+1.8 cos(2piy/ε)
+ 2+1.8 sin(2piy/ε)
2+1.8 cos(2pix/ε)
+ 3
)
(cos(t/ε2) + 2).
Figures 9-12 show us the comparison of the homogenized solution with the en-
hanced diffusion with the fine scale solution and averaged solution without the en-
hanced diffusion as we did. Likewise, the left plots of each figure illustrate the be-
havior of solution averaged over the spatial domain, and the right plots of each figure
indicate the solution averages in the vertical direction at t = 0.5. The results on the
left plots of the figures give us the averaged solutions without the enhanced diffusion.
We observe that the solutions agree well with the solutions of fine model in the early
stage, however, as time goes on, homogenized solutions with the enhanced diffusion
are getting closer to the fine model. The right plot of each figure makes us confirm the
importance of the enhanced diffusion. In fact, although the coarse solutions without
enhanced diffusion effect look better than homogenized solutions in the comparison
of averaged solutions over the spatial domain, homogenized solutions are better when
comparing of averaged solution in vertical direction.
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Fig. 9. Left figure: The solutions are averaged over the spatial domain.
Right figure: The solutions are averaged in vertical direction.
k(x/ε, t/ε2) = (sin(2pix/ε) + cos(2piy/ε) + 3).
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Fig. 10. Left figure: The solutions are averaged over the spatial domain.
Right figure: The solutions are averaged in vertical direction.
k(x/ε, t/ε2) = (sin(2pix/ε) + cos(2piy/ε) + 3)(cos(t/ε2) + 2).
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Fig. 11. Left figure: The solutions are averaged over the spatial domain.
Right figure: The solutions are averaged in vertical direction.
k(x/ε, t/ε2) = 2+1.8 sin(2pix/ε)
2+1.8 cos(2piy/ε)
+ 2+1.8 sin(2piy/ε)
2+1.8 cos(2pix/ε)
+ 3.
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Fig. 12. Left figure: The solutions are averaged over the spatial domain.
Right figure: The solutions are averaged in vertical direction.
k(x/ε, t/ε2) =
(
2+1.8 sin(2pix/ε)
2+1.8 cos(2piy/ε)
+ 2+1.8 sin(2piy/ε)
2+1.8 cos(2pix/ε)
+ 3
)
(cos(t/ε2) + 2).
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For the third set of numerical tests we use the stream function H which is from
random velocity field (see p265-266 in [10]). By taking it into account, we have
random convection and periodic diffusion equations (2.60) satisfying
a =

 d k(x/ε, t/ε2)/(1 + uε)k(x/ε,t/ε
2)+2 −H F ′(uε)
H F ′(uε) d k(x/ε, t/ε2)/(1 + uε)k(x/ε,t/ε
2)+2

 ,
with ε = 0.1 and δ = 0.1. Further, we use the same periodic functions k as we did
in the second set of numerical tests. We present the results of these experiments in
Figures 13-16, and we have similar results to the second set of tests. These com-
parisons show that the effect of the enhanced diffusion is significant in numerical
homogenization procedure. Similar to the second set of numerical tests, coarse so-
lutions with enhanced diffusion close to fine scale solution on the left plots of each
figure, and right plots of the figures enable us to notice that homogenized solutions
with enhanced diffusion in the coarse models match well with reference solution.
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Fig. 13. Left figure: The solutions are averaged over the spatial domain.
Right figure: The solutions are averaged in vertical direction.
k(x/ε, t/ε2) = (sin(2pix/ε) + cos(2piy/ε) + 3).
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Fig. 14. Left figure: The solutions are averaged over the spatial domain.
Right figure: The solutions are averaged in vertical direction.
k(x/ε, t/ε2) = (sin(2pix/ε) + cos(2piy/ε) + 3)(cos(t/ε2) + 2).
For the last set of numerical tests, we again use the same stream function H from
random velocity field and the same periodic function k as in the previous examples.
However, we change the diffusion term by d k(x/ε, t/ε2)(|∇uε| + i) with integer i.
Then we have another nonlinear parabolic equation (2.60) such that
a =

 d k(x/ε, t/ε2)(|∇uε|+ i) −H F ′(uε)
H F ′(uε) d k(x/ε, t/ε2)(|∇uε|+ i)

 .
Here we choose i = 1, ε = 0.1, and δ = 0.1. In Figures 17-20 we compare the
solutions of fine scale equations with the solutions of homogenized equations as we
did before. These results also support the significance of the enhanced diffusion in
numerical homogenization scheme.
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Fig. 15. Left figure: The solutions are averaged over the spatial domain.
Right figure: The solutions are averaged in vertical direction.
k(x/ε, t/ε2) = 2+1.8 sin(2pix/ε)
2+1.8 cos(2piy/ε)
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Fig. 16. Left figure: The solutions are averaged over the spatial domain.
Right figure: The solutions are averaged in vertical direction.
k(x/ε, t/ε2) =
(
2+1.8 sin(2pix/ε)
2+1.8 cos(2piy/ε)
+ 2+1.8 sin(2piy/ε)
2+1.8 cos(2pix/ε)
+ 3
)
(cos(t/ε2) + 2).
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Fig. 17. Left figure: The solutions are averaged over the whole spatial domain.
Right figure: The solutions are averaged in vertical direction. i = 1 and
k(x/ε, t/ε2) = (sin(2pix/ε) + cos(2piy/ε) + 3).
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Fig. 18. Left figure: The solutions are averaged over the whole spatial domain.
Right figure: The solutions are averaged in vertical direction. i = 1 and
k(x/ε, t/ε2) = (sin(2pix/ε) + cos(2piy/ε) + 3)(cos(t/ε2) + 2).
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Fig. 19. Left figure: The solutions are averaged over the whole spatial domain.
Right figure: The solutions are averaged in vertical direction. i = 1 and
k(x/ε, t/ε2) =
(
2+1.8 sin(2pix/ε)
2+1.8 cos(2piy/ε)
+ 2+1.8 sin(2piy/ε)
2+1.8 cos(2pix/ε)
+ 3
)
.
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Fig. 20. Left figure: The solutions are averaged over the whole spatial domain.
Right figure: The solutions are averaged in vertical direction. i = 1 and
k(x
ε
, t
ε2
)=
(
2+1.8 sin(2pix/ε)
2+1.8 cos(2piy/ε)
+ 2+1.8 sin(2piy/ε)
2+1.8 cos(2pix/ε)
+3
)(
cos( t
ε2
)+2
)
.
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CHAPTER III
MULTISCALE NUMERICAL METHODS FOR TURBULENT DIFFUSION
EQUATIONS∗
In this chapter we present an approach to solve turbulent diffusion equations governed
by cellular periodic flows. First, we briefly describe the asymptotic way, proposed in
[24], to solve the problem.
A. Background
Let Ω be a simply connected, bounded domain in R2. We consider the time-dependent
advection-diffusion equations for periodic flows
∂T
∂t
= ε∆T − v · ∇T (3.1)
T (0, x1, x2) = T0(x1, x2).
Here, v(x1, x2, t) is the fluid velocity which is heterogeneous (with fast temporal and
spatial variations) time-dependent (in general) and incompressible:
div v = 0,
and ε > 0 is the molecular diffusivity which is small. Since the flow v is assumed to be
incompressible, there is a stream function Ψ(x1, x2) such that v = ∇⊥Ψ = ( ∂Ψ∂x2 ,− ∂Ψ∂x1 ).
We assume v is a time-independent and incompressible flow with mean zero.
∗Portions of this chapter are reprinted with permission from “Boundary layers
for cellular flows at high Pe´clet numbers” by A. Novikov, G. Papanicolaou, and L.
Ryzhik, 2005. Comm. Pure Appl. Math., 58, 867-922, Copyright [2001] by John
Wiley & Sons, Inc.
68
Then there is a skew-symmetric matrix H = (Hij(x)) such that
divH = v.
Thus (3.1) becomes
∂T
∂t
= div(εI +H)∇T,
which can be rewritten to
∂T
∂t
=
2∑
i,j=1
∂
∂xi
(
aij(x)
∂T
∂xj
)
, (3.2)
where
aij(x) = ε δij +Hij(x).
Note that (aij) is not symmetric, but the right hand side of (3.2) is uniformly elliptic.
Assume that the flow is cellular with the cell size δ. Then we have
∂T
∂t
=
2∑
i,j=1
∂
∂xi
(
aij(
x
δ
)
∂T
∂xj
)
(3.3)
under the assumption T (0, x) = T0(x). Due to the uniform ellipticity of the periodic
diffusivity coefficients in (3.3), the solution T (t, x) = T δ(t, x) of (3.3) converges in L2
to the solution T (t, x) of
∂T
∂t
=
2∑
i,j=1
aij
∂2T
∂xi∂xj
, T (0, x) = T0(x)
To obtain the symmetric effective diffusivity matrix (aij), we solve the following cell
problem:
For each unit vector e, let χ = χ(x, e) be the unique (up to a constant) periodic
solution of
−
2∑
i,j=1
∂
∂xi
aij(x)
∂χ(x)
∂xj
=
2∑
i,j=1
∂
∂xi
aij(x)ej
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Then a is determined by
a e · e = 〈a (∇χ+ e) · (∇χ+ e)〉 ,
where 〈 〉 denotes the average over the cell.
The cell problem for (3.2):
div [(εI +H)(∇χ+ e)] = 0. (3.4)
The effective diffusivity matrix (a) is defined by
a e · e = ε 〈(∇χ+ e) · (∇χ+ e)〉 .
Since divH = v, (3.4) is equivalent to
ε∆χ− v · ∇χ+ v · e = 0. (3.5)
Consider the above cell problem (3.5) with the stream function given by Ψ(x1, x2) =
sin x1 sin x2. Then the periodic function χ(x1, x2) (0 < x1 < pi, 0 < x2 < pi) can be
determined up to a constant. When e = (1, 0), if ρ = χ+ x1, then we can get
ε∆ρ− v · ∇ρ = 0,
ρ(0, x2) = 0, ρ(pi, x2) = pi, (3.6)
∂ρ
∂x2
(x1, 0) =
∂ρ
∂x2
(x1, pi) = 0,
Motivated by the above cell problem (3.5), we consider the following steady
advection-diffusion problem
ε∆φε − v · ∇φε = f, (3.7)
where the flow v is incompressible, div v
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ary of Ω, i.e., v·n = 0 at ∂Ω, and φε is a temperature in turbulent flows and f is a given
source term. The small parameter ε = Pe−1 ≪ 1 is the inverse of the Pe´clet number,
where Pe = vl
D
, where v is the velocity, l is a length scale, and D is the molecular
diffusivity. Equation (3.7) is supplemented by the Dirichlet boundary data:
φε(x) = T0(x), x ∈ ∂Ω, (3.8)
where T0 is a given temperature.
1. Asymptotic computational approach
At high Pe´clet numbers the numerical solution of (3.7) becomes expensive if a dis-
cretization method does not take into account diffusive boundary layers which arise
where the stream function Ψ(x1, x2) for the incompressible flow v vanishes: Ψ(x1, x2) =
0. We propose here to use a detailed analysis of (3.7) developed in [24]. Let us sum-
marize some results obtained in [24].
As ε tends to zero, the solution to (3.7) converges to a solution of a coupled one-
dimensional heat equations on a graph. This diffusion on a graph model is independent
of Pe´clet number, and the relative H1 error between the solution to (3.7) and the
solution to the diffusion on a graph model was estimated a priori as O(ε1/2) (Theorem
6.1 in [24]).
The edges of the graph are associated with the separatrices of the fluid flow, and
the vertices of this graph are associated with saddle-points of the stream function
Ψ(x1, x2). Let us first describe the simplest case when we have just two vertices.
a. The two-cell case
We describe the asymptotic problem first on the simplest example of a domain Ω that
consists of two cells C1 and C2 depicted in the left plot of Figure 21. We denote by
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Fig. 21. The two-cell problem (left) and the gluing procedure (right).
ej0 = ∂Ω ∩ ∂Cj , j = 1, 2, the part of the boundary of Ω along the cell Cj and by e12
the common edge of the two cells. We also introduce the boundary layer coordinates
h and θ12, θj0, j = 1, 2. The coordinate θ12 represents parameterization along the
edge e12 = {h = 0} ∩ {0 ≤ θ12 ≤ l12}, while the coordinates θj0 parameterize along
the boundaries ej0 = {h = 0} ∩ {l12 ≤ θj0 ≤ lj0}. We first solve the heat equation
”along e12”:
∂f12
∂θ12
=
∂2f12
∂h2
, h ∈ (−∞,∞), 0 ≤ θ12 ≤ l12 (3.9)
with prescribed initial data f 012 and the decaying at h = ±∞:
lim
h→±∞
∂f12(θ12, h)
∂h
= 0. (3.10)
Then we solve two half-space problems ”along the outer boundaries ej0” with the
prescribed Dirichlet data that comes from (3.8):
∂f10
∂θ10
=
∂2f10
∂h2
, −∞ < h ≤ 0, l12 ≤ θ10 ≤ l10 (3.11)
and
∂f20
∂θ20
=
∂2f20
∂h2
, 0 ≤ h <∞, l12 ≤ θ20 ≤ l20 (3.12)
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with (3.10) h = ±∞, and with the Dirichlet data fj0(θj0, 0) = T0(θj0) at h = 0. The
initial data for (3.11) and (3.12) comes from (3.9):
f10(l12, h) = f12(l12, h), −∞ < h ≤ 0, (3.13)
f20(l12, h) = f12(l12, h), 0 ≤ h <∞.
Finally we glue together the functions f10(l10, h), h ≤ 0 and f20(l20, h), h ≥ 0:
f g12(h) =


f10(l10, h), −∞ < h ≤ 0
f20(l20, h), 0 ≤ h <∞.
(3.14)
The asymptotic problem is to construct a periodic solution of the above, that is,
to find a function f 012(h) so that f
0
12(h) = f
g
12(h), h ∈ (−∞,∞). This problem is
described schematically in the right plot of Figure 21. There exists a unique function
f 012 ∈ L2(−∞,∞) such that f 012 = f g12 (Proposition 5.1 in [24]).
An alternative approach to the proof of the existence of a periodic solution of
(3.9)-(3.14), that is somewhat less transparent in the two-cell case but is easier to
generalize to the case of multiple cells is as follows. We introduce an operator L =
L12 ⊗ L10 ⊗ L20 defined on L2(R)× L2(R−)× L2(R+) as
L


f12
f10
f20

 =


L12f12
L10f10
L20f20

 .
We also define a re-distribution operator R on the same space L2(R) × L2(R−) ×
L2(R+) as
R


f12
f10
f20

 =


G[f10, f20]
R−f12
R+f12

 .
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Fig. 22. The velocity profile (left) and the graph (right).
Then the existence of a unique function f 012 ∈ L2(−∞,∞) such that f 012 = f g12 means
RL


f 012(h)
f10(l12, h)
f20(l12, h)

+


g(h)
0
0

 =


f 012(h)
f10(l12, h)
f20(l12, h)

 , (3.15)
where the function g(h) is obtained by solving (3.9)-(3.14) with f 012 = 0 and inhomo-
geneous boundary conditions. Equation (3.15) has a straightforward generalization
to the case of more than two cells.
b. The general multiple-cell case
We now consider the general case when the domain Ω consists of a finite number of
cells. The asymptotic model is described in terms of an oriented graph constructed
using the stream function Ψ as shown on Figure 22. The vertices of this graph are
associated with the saddle points of Ψ. The edges eij of the graph are associated with
the separatrices of the stream function. The direction of an edge is determined by
the direction of the velocity field on the corresponding separatrix. The length of an
edge is determined by the length of the separatrix in the boundary layer coordinate
θ associated with Ψ. The boundary edges are those that are associated with the
separatrices at the boundary of the domain. The cells Ci are quadrangles (or triangles)
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bounded by minimal cycles of the graph. The interior edges (drawn as solid arrows
on the right figure of Figure 22) are indexed so that a common edge of two cells Ci
and Cj is denoted by eij . The boundary edges (drawn as dotted arrows on the right
figure of Figure 22) are indexed so that the outer part of a boundary cell Ci is denoted
by ei0. The boundary value problem is:
• [i] Given the values of the temperature T0 on the boundary edges ei0, determine
the values of the temperature fij on all the edges. Note that the value of fij
may vary along each edge.
• [ii] Given the values of fe on all the edges, find the solutions fi of the Childress’
problem for each cell Ci:

∂2fi
∂h2
− ∂fi
∂θ
= 0,
h ∈ [0,∞), θ ∈]−∞,+∞[,
fi(h = 0, θ) = fik(θ),
limh→∞
∂fi
∂h
(h, θ) = 0,
fi(h, θ) = f(h, θ + li),
(3.16)
where the index k takes four values of the adjacent cells, li = lik1 + · · ·+ lik4 is
the length in θ of the four edges eik1 ,. . . eik4 , bounding Ci and fik(θ) = fik1(θ),
. . . , fik(θ) = fik4(θ) are the values of the temperature on respective edges.
• [iii] When any two cells Ci and Cj share a common edge, the normal derivatives
from the left and from the right match point-wise on this edge:
∂fi
∂h
∣∣∣
h=0
+
∂fj
∂h
∣∣∣
h=0
= 0 on eij .
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There exists a unique solution of the boundary value problem [i], [ii], [iii] (Theorem
5.2 in [24]).
B. Numerical discretization techniques
In this section, we assume that the domain Ω of the problem (3.7) is the square
(0, pi)× (0, pi) in R2, which can be either one cell or two or four cells. In the case of
two cells, we assume that the separatrix is the line x1 =
pi
2
. For the spectral methods,
we impose the homogeneous Dirichlet boundary condition on the left vertical edge,
identically constant pi on the right vertical edge, and the homogeneous Neumann
boundary condition on the lateral sides.
1. Spectral methods
In order to solve the heat equation (3.16) over the unbounded domains, the Laguerre
functions will be used as basis elements in Galerkin methods for one-cell case prob-
lems. On the other hand, we use the Hermite functions for two-cell case problems.
a. Preliminaries
For a natural number n the nth Laguerre polynomial on positive real numbers R+ is
defined by
Ln(x) =
1
n!
ex
dn
dxn
(xne−x), n = 0, 1, 2, ....
These polynomials have the following recursive property:
L0(x) = 1, L1(x) = 1− x,
Ln(x) =
2n− 1− x
n
Ln−1(x)− n− 1
n
Ln−2(x) for n ≥ 2,
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and the orthonormal relations
∫ ∞
0
Ln(x)Lm(x)e
−xdx = δmn for n,m ≥ 0.
The Hermite polynomials are defined on R by
Hn(x) = (−1)nex2 d
n
dxn
e−x
2
.
These polynomials are orthogonal with respect to the weight function e−x
2
, i.e., we
have ∫ ∞
−∞
Hn(x)Hm(x)e
−x2dx = n!2n
√
piδnm.
Similar to the Laguerre polynomials, the Hermite polynomials satisfy the recurrence
relation
H0(x) = 1, H1(x) = 2x,
Hn+1(x) = 2xHn(x)− 2nHn−1(x) for n ≥ 1,
and
H ′n(x) = 2nHn−1(x).
The Laguerre function Lˆn(x) and the Hermite function Hˆn(x) of degree n is
defined by
Lˆn(x) = Ln(x)e
−x/2 on R+,
Hˆn(x) = Hn(x)e
−x2/2 on R,
(3.17)
respectively [18, 28]. Due to the orthonormal relations of the Laguerre polynomials,
the Laguerre functions form a orthonormal basis for L2(R+). On the other hand, we
use the normalized Hermite functions
Hˆn(x) =
1√
n!2n
√
pi
Hn(x)e
−x2/2,
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as the basis elements for L2(R).
In computing the integration from Galerkin formulation we use the Gaussian
quadratures for Laguerre functions and Hermite functions. The Gaussian quadrature
for Laguerre functions over R+ is
∫ ∞
0
f(x)e−xdx =
N∑
i=0
f(xi)wi for any polynomial f of degree ≤ 2N + 1,
where the Laguerre-Gauss-Radau points {xi}Ni=0 are the roots of xL′N+1(x) and wi =
1
(N+1)L2
N
(xi)
, for i = 0, 1, · · · , N [28]. Similarly, the Gaussian quadrature for Hermite
functions over the R is
∫ ∞
−∞
g(y)e−y
2
dy =
N∑
i=0
g(yi)ωi for any polynomial g of degree ≤ 2N + 1,
where {yi}Ni=0 are the roots of HN+1(y) and ωi = (N+1)!2N+1
√
pi
(HN+2(yi))2
, for i = 0, 1, · · · , N
[18].
b. Galerkin approach
We approximate the solution of the Childress’ problem (3.16) via the following Galerkin
methods:
Find f ∈ XˆN such that
(
∂fN
∂θ
, v) + (
∂fN
∂h
,
∂v
∂h
) = 0, for all v ∈ XˆN ,
where (·, ·) is the standard inner product of L2(R) or L2(R+). Here XˆN is a finite
dimensional space generated by either Laguerre or Hermite functions. We use the
backward Euler method for time-discretization with step ∆θ of the above formulation:
(f
(n+1)
N , v) + ∆θ(
∂f
(n+1)
N
∂h
,
∂v
∂h
) = (f
(n)
N , v), for all v ∈ XˆN , (3.18)
78
where f
(n)
N is the approximating solution at the nth time step.
(a) One-cell case. We assume the domain Ω consists of one cell only. In the boundary
layer coordinate system, as ε→ 0, the problem (3.7) becomes
(1) ∂
2f
∂h2
− ∂f
∂θ
= 0, h > 0, 0 < θ < 4pi,
(2) f(0, θ) = pi, 0 < θ < pi,
(3) ∂f
∂h
(0, θ) = 0, pi < θ < 2pi,
(4) f(0, θ) = 0, 2pi < θ < 3pi,
(5) ∂f
∂h
(0, θ) = 0, 3pi < θ < 4pi,
(6) ∂f
∂h
(∞, θ) = 0, 0 < θ < 4pi.
(3.19)
Note that the approximate solution we seek is periodic in the variable θ, which im-
plies that the function f(h, 0) at initial time is unknown. We let f(h, 0) be expressed
in the form of the linear combination of the Laguerre functions Lˆi, i = 0, · · · , N . Since
the operator corresponding to the heat equation (3.19) is linear, it can be represented
by the matrix, denoted by A, corresponding to the linear transformation. Each col-
umn of the matrix A can be obtained by solving the equations (3.19) sequentially
with homogeneous Dirichlet data and each initial function Lˆi(i = 0, · · · , N). On the
other hand, we denote by g the solution vector by solving the heat equation (3.19)
with zero initial condition and non-homogeneous Dirichlet conditions. Then that u
is the coefficient vector of the periodic solution f(h, 0) at θ = 0 is equivalent to:
Au+ g = u.
Finally we have the system of linear equations
(I −A)u = g (3.20)
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to obtain the periodic solution.
In order to formulate the matrix A and the solution vector g, we find numer-
ical solutions of the heat equations with a given initial function and corresponding
boundary conditions at h = 0: homogeneous Dirichlet, non-homogeneous Dirichlet,
and homogeneous Neumann conditions. We present the numerical scheme for each
case.
First we consider the heat equation with homogeneous Dirichlet boundary con-
dition at h = 0 and the initial condition f (0). Let ϕˆi(h) = Lˆi(h) − Lˆi+1(h) so that
XˆN = span{ϕˆ0, ϕˆ1, . . . , ϕˆN−1}. Let IˆN : C(R+) → PˆN be the interpolation operator
based on the Laguerre Gauss-Radau points {hj}Nj=0 [28], where PˆN = {u : u = ve−h/2
for all polynomials v of degree at most N, h ∈ R+}, and set
f
(0)
N = IˆNf
(0) =
N∑
i=0
ciLˆi(h),
f
(n)
N =
N−1∑
i=0
f˜
(n)
i ϕˆi(h) for n = 1, 2, · · ·
and for n = 0, 1, 2, · · ·
u¯ = (f˜
(n+1)
0 , f˜
(n+1)
1 , . . . , f˜
(n+1)
N−1 )
T
b¯ = ((f
(n)
N , ϕˆ0), (f
(n)
N , ϕˆ1), . . . , (u
(n)
N , ϕˆN−1))
T
sij = (ϕˆ
′
j , ϕˆ
′
i), S = (sij)i,j=0,1,··· ,N−1,
mij = (ϕˆj, ϕˆi), M = (mij)i,j=0,1,··· ,N−1.
Using the formulation (3.18) we arrive to the following system of linear equations:
(M +∆θS)u¯ = b¯.
Now, for non-homogeneous boundary condition f(0, θ) = a, where constant a
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equals to pi or 0 in (3.19.2) or (3.19.4), respectively, we write the solution f as f =
f˜ + a e−h/2, where f˜ is the solution of the problem with homogeneous boundary
condition:
Find f˜ ∈ L2(0,Θ;H10(R+)) so that:
∂f˜
∂θ
− ∂
2f˜
∂h2
=
a
2
e−h/2
f˜(h, θ = 0) = f(h, θ = 0)− a e−h/2,
where Θ is a fixed constant which is the length of the edge corresponding to the
boundary condition. Here Θ = pi for each case of the one-cell problem. The above
Galerkin procedure can be applied in order to approximate f˜ .
Finally, for the homogeneous Neumann boundary condition at h = 0, the varia-
tional formulation is:
Find f ∈ L2(0,Θ;H1(R+)) such that
(
∂f
∂θ
, v) + (
∂f
∂h
,
∂v
∂h
) = 0 for all v ∈ H1(R+).
Let
ϕ˜i(h) = Lˆi(h)− aiLˆi+1(h) with ai =
i+ 1
2
(i+ 1) + 1
2
, i = 0, · · · , N − 1,
and X˜N = span{ϕ˜0, ϕ˜1, . . . , ϕ˜N−1}. It is easy to check that each ϕ˜i satisfies the
homogeneous Neumann boundary condition at h = 0. Then the Galerkin method for
this problem is the following.
Find fN ∈ X˜N such that
(
∂fN
∂θ
, v) + (
∂fN
∂h
,
∂v
∂h
) = 0 for all v ∈ X˜N .
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After using the backward Euler method for time-discretization we have
(f
(n+1)
N , v) + ∆θ(
∂f
(n+1)
N
∂h
,
∂v
∂h
) = (f
(n)
N , v) for all v ∈ X˜N . (3.21)
In computing the right hand side at the initial step (n = 0) we obtain
(f
(0)
N , ϕ˜i) =
(
N∑
n=1
cnLˆn, ϕ˜i
)
= ci − ai ci+1,
due to the orthonormality of Lˆi’s.
(b) Two-cell case. Next we consider a two-cell case. Similar to the one-cell problem,
the problem (3.7) becomes the following system of heat equations in the boundary
layer coordinate system. First, for 0 < θ < pi
∂2f
∂h2
− ∂f
∂θ
= 0, −∞ < h <∞, (3.22)
with the homogeneous Neumann boundary conditions at ±∞ and unknown initial
data f 0(h) which will be determined below in (3.25). Next, for pi < θ < 3pi we consider
two problems for positive and negative half real lines on the variable h, respectively:
∂f+
∂θ
− ∂
2f+
∂h2
= 0, h > 0, pi < θ < 3pi,
∂f+
∂h
(0, θ) = 0, pi < θ < 3pi
2
,
f+(0, θ) = pi, 3pi
2
< θ < 5pi
2
,
∂f+
∂h
(0, θ) = 0, 5pi
2
< θ < 3pi,
(3.23)
and
∂f−
∂θ
− ∂
2f−
∂h2
= 0, h < 0, pi < θ < 3pi,
∂f−
∂h
(0, θ) = 0, pi < θ < 3pi
2
,
f−(0, θ) = 0, 3pi
2
< θ < 5pi
2
,
∂f−
∂h
(0, θ) = 0, 5pi
2
< θ < 3pi,
(3.24)
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with the initial data
f+(h, pi) = f(h, pi), h > 0,
f−(h, pi) = f(h, pi), h < 0,
where f solves (3.22), and the homogeneous Neumann boundary conditions at ±∞.
Hence due to the periodicity we have
f 0(h) =


f+(h, 3pi), h > 0,
f−(h, 3pi), h < 0.
(3.25)
Instead of using Laguerre functions as in the one-cell case, we use the Hermite
functions to solve the two-cell problem, because the heat equation has to be solved
in (−∞,∞). In addition, we write the solution in the following form:
f(h, θ) = α0(θ)erf(
h√
2
) +
N∑
i=1
αi(θ)Hˆi−1(h) + Cˆ = f1(h, θ) + f2(h, θ) + Cˆ, (3.26)
where α0(θ) and αi(θ) are the θ-dependent coefficients in the expansion of f(h, θ).
Here erf(h) is the Gauss error function given by
erf(h) =
2√
pi
∫ h
0
e−t
2
dt,
and f1(h, θ) denotes the odd part of the solution f(h, θ)
1, f2(h, θ) the even part which
vanishes at h = ±∞, and Cˆ the constant part defined by
Cˆ =
1
2
(
lim
h→∞
f(h, θ) + lim
h→−∞
f(h, θ)
)
.
Note that developing Galerkin approximation we use an even integer N in order to
include 0 in the quadrature points. Due to the property that the Hermite functions
with Hermite polynomials of odd degree are odd and the Hermite functions with
Hermite polynomials of even degree are even, the linear combination of the Hermite
1“odd” part of solution f is fodd =
f(h)−f(−h)
2
and “even” is feven =
f(h)+f(−h)
2
.
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functions can be split into the linear combinations of the odd part and even part.
Hence, we solve the equation for the even part and the odd part separately, splitting
the initial function into the even and odd parts, respectively.
Fig. 23. Two cell problem
Next we are going to describe the method to obtain the periodic solution for the
two-cell problem. In the same way as for the one-cell case, we formulate the overall
matrix equation (3.20) to find the periodic solution. The matrix A and the vector g
can be obtained by solving numerically the system of heat equations (3.22)-(3.24) with
homogeneous Dirichlet conditions and each Hermite function as an initial data, and
non-homogeneous Dirichlet conditions and zero initial condition, respectively. Thus,
we present the procedure in steps 1-3 to solve a set of heat equations (3.22)-(3.24)
sequentially with an initial function. In step 1, we show the way to set up the equation
and the initial data to solve the problem (3.22) denoted by Γ shown on Figure 23
corresponding to the intermediate layer in boundary layer coordinates h ∈ (−∞,∞).
In step 2, we rewrite the solution function f(h, pi) obtained from step 1 in order to
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use f(h, pi) as an initial data for the rest of the problem. In step 3, different types of
basis functions are used in our Galerkin formulation, since the equations (3.23) and
(3.24) have the various types of boundary conditions.
Step 1. We begin with solving the problem in Γ numerically. Here the initial
function can be rewritten into sum of even and the odd parts
f(h, θ = 0) = f0(h) =
f0(h) + f0(−h)
2
+
f0(h)− f0(−h)
2
.
We consider the problem for the even part
∂2f2
∂h2
− ∂f2
∂θ
= 0,
f2(±∞) = 0,
f2(θ = 0) =
f0(h) + f0(−h)
2
.
(3.27)
On the other hand, since the odd part f1(h, θ) in (3.26) does not necessarily vanish
at h = ±∞, we do not apply our Galerkin approach for f1(h, θ). Instead, we consider
the problem for its derivative which is an even function p1(h, θ) =
∂f1
∂h
(h, θ):
∂2p1
∂h2
− ∂p1
∂θ
= 0,
p1(±∞) = 0,
p1(θ = 0) =
p0(h) + p0(−h)
2
,
(3.28)
where p0(h) =
∂f0
∂h
(h). Since the derivative of erf( h√
2
) and odd Hermite functions are
expressed in terms of even Hermite functions, and this problem is exactly same as the
problem for f2 (3.27) except the initial function. Later we would be able to reconstruct
85
the function f1(h, θ) from its derivative p1(h, θ) using condition f1(0, θ) = 0
f1(h, θ) =
∫
p1(h, θ)dh =
∫ N2 −1∑
i=0
α¯2i(θ)Hˆ2i(h)dh =
N
2
−1∑
i=0
α¯2i(θ)
∫
Hˆ2i(h)dh,
2
where α¯2i(θ) are the coefficients of the linear combination representing p1(h, θ). After
solving both equations (3.27) and (3.28) for 0 < θ < pi, we obtain the function
f(h, pi) = f1(h, pi) + f2(h, pi) + Cˆ, (3.29)
which will be used as initial functions for the next problems. The value of “constant
part” of f stays the same in time since any constant satisfies the equation (3.22).
Step 2. After solving the problem in Γ, we split the solution into two defined
for h > 0 and h < 0, respectively. We use the functions as initial functions of the
equation (3.23) and (3.24), respectively. Furthermore, we consider the projection of
the Gaussian error function onto the subspace spanned by the Hermite functions. The
Gaussian error function tends to ±1 at ±∞ but our Galerkin formulation needs that
any function should vanish at ±∞. Thus, different modifications are considered over
the positive and negative half spaces in performing the projection of the Gaussian
error function:
erf(
h√
2
) =


[erf( h√
2
) + 1]− 1, for h < 0
[erf( h√
2
)− 1] + 1, for h > 0.
2Note that the antiderivative of even Hermite function contains erf(h/
√
2), which
implies that f1(h, θ) is expressed by the linear combination of the Gaussian error
function and the odd Hermite functions. In finding the coefficient of erf(h/
√
2) in the
expansion of f1(h, θ), we use the following formula:∫
Hˆ2n(h)dh =
√
2pi
1 · 3 · 5 · · · (2n− 1)
2
erf(h/
√
2) + · · · .
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Then the solution at θ = pi can be rewritten by
f(h, pi) =


f− = β0[erf( h√2) + 1] +
∑N
i=1 βiHˆi−1(h) + Cˆ − β0, for h < 0,
f+ = β0[erf(
h√
2
)− 1] +∑Ni=1 βiHˆi−1(h) + Cˆ + β0, for h > 0,
where βi are the coefficients in the expansion of f1(h, pi) + f2(h, pi) in (3.29). Hence,
we can decompose f(h, pi) into even and odd Hermite functions and constant over
regions h < 0, h > 0.
Step 3. Next, we consider the problems (3.23) and (3.24) for positive and negative
half spaces. Furthermore, for each half space problem we separate it into the problems
for the even and odd parts. Note that the odd Hermite functions satisfy the zero
Dirichlet boundary condition at h = 0 and the even Hermite functions satisfy the
zero Neumann boundary condition at h = 0. These properties imply that the odd
Hermite functions can be used as basis elements to solve the half space problems for
the odd part with zero Dirichlet boundary condition. Similarly, the even Hermite
functions can be used to solve the half space problems for the even part with zero
Neumann boundary condition.
On the other hand, the different types of basis functions are used in solving the
half space problems for the odd part with zero Neumann boundary condition and
the half space problems for the even part with zero Dirichlet condition at h = 0,
respectively. Namely, we use
ψˆi(h) =
1
Hˆ2(i−1)(0)
Hˆ2(i−1)(h)− 1
Hˆ2i(0)
Hˆ2i(h) (3.30)
as basis elements in formulating stiffness and mass matrices in the Galerkin approach
solving the half space problems, for the even parts with zero Dirichlet condition at
87
h = 0, and we use the functions
ψ˜i(h) =
√
2i+ 1
2i
Hˆ2i−1(h) + Hˆ2i+1(h)
as basis elements in solving the half space problems for the odd part with zero Neu-
mann condition at h = 0, with i = 1, 2, · · · , N
2
− 1.
Here, the half space problems with Dirichlet conditions should be considered
carefully. Since the odd Hermite functions vanish at h = 0, the odd parts f1 spanned
by the odd Hermite functions satisfy zero Dirichlet condition. Thus, the sum of the
even f2 and constant parts should have same Dirichlet boundary conditions as f has.
Since any constant is one of the solutions of the equation in solving the problem in
Γ, we decompose the even part of the solution into the constant and even Hermite
functions. However the even and constant parts are considered simultaneously as for
the half space problems with Dirichlet data, that is,
∂f2
∂θ
=
∂2f2
∂h2
,
3pi
2
< θ <
5pi
2
, h < 0 or h > 0,
f2(h = 0, θ) = a− Cˆ,
∂f2
∂h
(h =∞, θ) = 0,
where f2(h,
3pi
2
) found earlier is used as the initial data and a is the number corre-
sponding to the boundary condition (3.8) of the original problem, that is, a = 0 for
the left cell (h < 0) and a = pi for the right cell (h > 0). Note that the boundary
conditions a − Cˆ at h = 0 are generally not zero. In the case of non-homogeneous
problem, we assume the solution has the form f2 = f˜2 + (a − Cˆ)e−h2/2, where f˜2 is
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the solution of the following homogeneous problem
∂f˜2
∂θ
− ∂
2f˜2
∂h2
= (a− Cˆ)(h2 − 1)e−h2/2, 3pi
2
< θ <
5pi
2
, h < 0 or h > 0,
f˜2(h, θ =
3pi
2
) = f2(h,
3pi
2
)− (a− Cˆ)e−h2/2,
f˜2(h = 0, θ) = 0,
∂f˜2
∂h
(h =∞, θ) = 0.
Finally, the Galerkin method with basis elements {ψˆi} defined in (3.30) can be applied
to obtain f˜2 from which one obtains f2 = f˜2 + (a− Cˆ)e−h2/2.
c. Collocation approach
In this section we consider a collocation method. Its main idea is to write differential
equations at certain collocation points, which are chosen later. We assume that the
approximate solution of the heat equations is
f(h, θ) =
∑
i
Fi(θ)Ti(h),
where T0(h) = 1, T1(h) = erf(
h√
2
), T2(h) = Hˆ0(h), T3(h) = Hˆ1(h), · · · . Furthermore,
we assume we have some grid points {hj} in the domain (−∞,∞). Then for each
grid point hj the equation becomes
∑
i
F n+1i − F ni
∆θ
Ti(hj) =
∑
i
F n+1i T
′′
i (hj),
where F n+1i is the approximating solution at the nth time step. Then it can be
rewritten by ∑
i
{Ti(hj)−∆θT ′′i (hj)}Un+1i =
∑
i
Ti(hj)U
n
i . (3.31)
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Hence, we obtain the system of the linear equations Ax = b, where
aji = Ti(hj)−∆θT ′′i (hj), bj =
∑
i
Ti(hj)F
n
i , xi = F
n+1
i .
In computing aji, it is easy to find the second derivatives T
′′
0 (h) and T
′′
1 (h), but
it is not obvious to find T ′′i (h) for i ≥ 2. Since the Hermite polynomials satisfy the
differential equation
H ′′n(h)− 2hH ′n(h) + 2nHn(h) = 0,
and the relation
H ′n(h) = 2nHn−1(h),
we have the second derivative of the Hermite polynomial
H ′′n(h) = 2hH
′
n(h)− 2nHn(h) = 2n(2hHn−1(h)−Hn(h)).
Thus the second derivative of Hermite functions can be obtained by
Hˆ ′′n(h) = {4n(n− 1)Hn−2(h)− 4nhHn−1(h) + (h2 − 1)Hn(h)}e−h
2/2,
and for i ≥ 2, we have
aji = Ti(hj)−∆θT ′′i (hj)
=
1√
2i−2(i− 2)!√pi [Hi−2(hj)−∆t{4(i− 2)(i− 3)Hi−4(hj)
−4(i− 2)hjHi−3(hj) + (h2j − 1)Hi−2(hj)}
]
e−h
2
j/2.
Since all Ti(h) satisfy the homogeneous Neumann boundary condition at ±∞, the
above formulation (3.31) solves the problem Γ. In solving the half space problems
with Dirichlet boundary conditions after splitting into positive and negative parts,
we formulate the system of the linear equations By = z by modifying the matrix A
slightly, that is, the matrix B is the same as the matrix A except the row correspond-
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ing the grid point xj = 0 satisfying
f(0, θ) = F0(θ) + F1(θ)erf(0) +
∑
i=2
Fi(θ)Hˆi−2(0) = D(θ),
where D(θ) is the Dirichlet boundary conditions at h = 0, which are described in
(3.38) and (3.39). Here yi = F
n+1
i , and zi = bi for i 6= j and zj = D(θ).
2. Finite difference methods on exponential grids
Finding approximate solutions of the Childress’ problem (3.16) for each cell, we use
the finite difference scheme instead of spectral methods described in the previous
section. For the infinite and semi-infinite domain (−∞,∞), (0,∞) we do not use a
finite difference scheme over the uniform grid. Instead, we use an exponential grid.
Note that the Hermite and Laguerre functions decay exponentially. Here we define an
exponential grid. Let {0 = y0, y1, · · · , yN = 1} be the uniformly distributed points in
the interval [0, 1]. Then for an appropriate positive constant C which is a stretching
parameter, the positive part of the exponential grid points are defined by
tj = −C ln yj, for each j = 1, · · · , N. (3.32)
We define the negative part of the exponential grid points by reflecting the points
{tj}Ni=1 about the origin. Thus the all grid points {xi}2N−1i=1 can be obtained by merging
those two parts
x1 = −t1, x2 = −t2, · · · , xN = −tN = 0, xN+1 = tN−1, · · · , x2N−1 = t1.
We considered the general multiple-cell case for the asymptotic problem ex-
plained in Section 3. However, we start looking at simplest case of the problems.
For one-cell case it is obvious how to use this approach and hence we begin with
investigating the two-cell case.
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a. Two-cell problem
Now we consider the two-cell problem (3.22)-(3.24) again. Similar to the spectral
approaches, we develop the overall matrix equation (3.20) to find the periodic solution.
The matrix A and the vector g for two-cell problem with finite difference methods
are determined as follows. Each “hat” function is used as an initial function to solve
the problem (3.22), where “hat” is a function taking the value 1 on a subinterval
(xi, xi+1), and zero elsewhere. In addition, the restriction of f(h, pi) in (3.22) over
the (0, x2N−1) is used as an initial condition for (3.23) and the restriction of f(h, pi)
in (3.22) over the (x1, 0) is used as a initial condition for (3.23) with zero Dirichlet
boundary condition at h = 0. Each column of the matrix A is the solution of the
above procedure for each hat function of the grid. On the other hand, we obtain
the solution vector g by solving (3.22)-(3.24) sequentially with zero initial condition
and non-homogeneous Dirichlet boundary conditions. Then we have the system of
the linear equations (3.20). Thus, we present the procedure to find an approximate
solution of a sequence of heat equations (3.22)-(3.24) with an initial function by using
finite difference scheme on the exponential grid points. We approximate the solution
of the problem (3.22)-(3.24) by the solution of the same equations in the interval
(x1, x2N−1). Here we impose the Neumann boundary condition at end points of the
interval
∂f
∂h
(h = x1, θ) =
∂f
∂h
(h = x2N−1, θ) = 0.
First, we consider the problem (3.22) in (x1, x2N−1). Integrating the equation
over each subinterval [xi, xi+1], i = 1, · · · , 2N − 2, gives us∫ xi+1
xi
∂f
∂θ
dh =
∫ xi+1
xi
∂2f
∂h2
dh,
∂f
∂θ
∆x =
∂f
∂h
(xi+1)− ∂f
∂h
(xi), (3.33)
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where ∆x = xi+1−xi. Following the standard practice of finite volume methods [14],
for each subinterval (xi, xi+1), the solution has only one value, denoted by fi+1/2, due
to piecewise constant approximation. Then (3.33) can be rewritten by
∂fi+1/2
∂θ
∆x =
∂f
∂h
(xi+1)− ∂f
∂h
(xi).
By applying the finite difference scheme for ∂f
∂h
and using the backward Euler method
in time-discretization with step size ∆θ, we obtain the difference equation at (n+1)th
time step
fn+1i+1/2 − fni+1/2
∆θ
∆x =
fn+1i+3/2 − fn+1i+1/2
xi+3/2 − xi+1/2 −
fn+1i+1/2 − fn+1i−1/2
xi+1/2 − xi−1/2 (3.34)
for i = 1, · · · , 2N − 2. For i = 0, 2N − 2 we use Neumann boundary conditions:
(
1 +
∆θ
∆x
1
x3/2 − x1/2
)
fn+11/2 −
∆θ
∆x
1
x3/2 − x1/2 f
n+1
3/2 = f
n
1/2 (3.35)
(
1 +
∆θ
∆x
1
x2N−3/2 − x2N−5/2
)
fn+12N−3/2 −
∆θ
∆x
1
x2N−3/2 − x2N−5/2 f
n+1
2N−5/2 = f
n
2N−3/2
(3.36)
and then the numerical solution f(h, pi) of (3.22) can be obtained by solving the
matrix equation (3.34)-(3.36) from the backward Euler method.
Next we consider splitting the problem into (3.23) and (3.24). Since the basis
functions are defined in the whole domain (−∞,∞) in spectral approach, it is hard
to split and merge a function into positive and negative parts. However, the fact
that the functions in finite difference method are defined pointwise enables to make
splitting and merging procedures easily. The half of grid points associated to positive
part {xi}2N−1i=N is used to solve the problem (3.23) and half of grid points associated
to negative part {xi}Ni=1 is used to solve the problem (3.24). We use the formulation
(3.34)-(3.36) to solve those half space problems with the corresponding boundary
conditions at h = 0.
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Our numerical results for two-cell problem will be presented in the next section.
b. Four-cell problem
Another example is four-cell problem with the exponential grid technique. We con-
sider the same equation as the two-cell case except that the domain Ω is divided into
four cells whose separatrices are the line x1 =
pi
2
and x2 =
pi
2
(see the Figure 24).
1 2
1
2
2
1
+
+−
−f
f f
f
ff
θ=pi
θ=pi/2
θ=pi
θ=3pi/2
θ=0
θ=2pi
θ=pi
θ=pi/2
θ=piθ=3pi/2
Fig. 24. Four cell problem
We start solving the Childress’ problem (3.16) at the center point in four-cell
problem. Since the flows at the center point have opposite directions, the solution at
the center points have two different forms, and f1 and f2 denote the solution at the
center point going to left and right directions, respectively.
First for 0 < θ < pi
2
, we solve the problems in Γ, where Γ is the region (−∞,∞)
for boundary layer variable h along separatrices, for f1 and f2 independently,
∂f1
∂θ
− ∂
2f1
∂h2
= 0, −∞ < h <∞,
∂f2
∂θ
− ∂
2f2
∂h2
= 0, −∞ < h <∞,
(3.37)
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with the homogeneous Neumann boundary conditions at ±∞ and a prescribed initial
functions f 01 (h) and f
0
2 (h) determined below by periodicity. At θ =
pi
2
we split the
solution into two corresponding to h > 0 and h < 0:
f1(h, pi) =


f+1 (h, pi), h > 0,
f−1 (h, pi), h < 0,
f2(h, pi) =


f+2 (h, pi), h > 0,
f−2 (h, pi), h < 0,
and use those functions as initial conditions of the half space problems

∂f+1
∂θ
− ∂
2f+1
∂h2
= 0, h > 0
f+1 (0, θ) = 0, pi/2 < θ < pi,
∂f+1
∂h
(0, θ) = 0, pi < θ < 3pi/2


∂f−1
∂θ
− ∂
2f−1
∂h2
= 0, h < 0
f−1 (0, θ) = pi, pi/2 < θ < pi,
∂f−1
∂h
(0, θ) = 0, pi < θ < 3pi/2.
and

∂f+2
∂θ
− ∂
2f+2
∂h2
= 0, h > 0
f+2 (0, θ) = 0, pi/2 < θ < pi,
∂f+2
∂h
(0, θ) = 0, pi < θ < 3pi/2


∂f−2
∂θ
− ∂
2f−2
∂h2
= 0, h < 0
f−2 (0, θ) = pi, pi/2 < θ < pi,
∂f−2
∂h
(0, θ) = 0, pi < θ < 3pi/2
At θ = 3pi
2
we glue those functions together in order to solve the problems in Γ.
We define f˜1 and f˜2 by
f˜1(h,
3pi
2
) =


f+1 (h,
3pi
2
), h > 0,
f−2 (h,
3pi
2
), h < 0,
f˜2(h,
3pi
2
) =


f+2 (h,
3pi
2
), h > 0,
f−1 (h,
3pi
2
), h < 0,
and use them as initial data of the equation (3.37) for 3pi
2
< θ < 2pi. After getting
f˜1(h, 2pi) and f˜2(h, 2pi), we split f˜1(h, 2pi) and f˜2(h, 2pi) two corresponding to h > 0
and h < 0 and glue them together by
f1(h, 2pi) =


f˜+1 (h, 2pi), h > 0,
f˜−2 (h, 2pi), h < 0,
f2(h, 2pi) =


f˜+2 (h, 2pi), h > 0,
f˜−1 (h, 2pi), h < 0,
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in order to match the solutions with initial data
f 01 (h) = f1(h, 2pi), −∞ < h <∞,
f 02 (h) = f2(h, 2pi), −∞ < h <∞,
which implies the periodicity of the solution. The numerical results for the four-cell
case problem will be given in the next section.
C. Numerical results
In this section, we present some numerical results which are obtained from the cases
discussed above. First results we show are for the one-cell problem solved by the
spectral Galerkin method. Figure 25 illustrates the periodic initial condition for
reduced Childress’ problem (3.19) for one-cell case. Furthermore, the L2-norms of
the difference between initial function and solution function on [4Mpi, 4(M +1)pi] are
computed for M = 0, 1, 2, 3 in Table I, which shows the periodicity of the solution.
Table I. L2-norms of the difference between initial and solution functions on
[4Mpi, 4(M + 1)pi](M = 0, 1, 2, 3)
M L2-norm
0 7.2721e-15
1 2.8771e-15
2 1.1075e-14
3 3.6108e-15
In Figure 26 we plot the periodic solution. The left plot represents a periodic
solution of reduced equations related to Childress’ problem (3.16) in the region h >
0, 0 < θ < 4pi, and the right plot shows the reconstructed solution in the original
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domain Ω from the periodic solution of the left plot.
0 5 10 15 20−0.8
−0.6
−0.4
−0.2
0
0.2
 
 
initial curve
curve at t=4pi
Fig. 25. Initial and final curve of periodic solution
Fig. 26. Periodic solution (left) and reconstructed solution of Childress problem
(right).
Next we present the solution of the two-cell problem using the finite difference
scheme on exponential grids. The stretching parameter C in (3.32) was chosen to
be 5. In Figure 27 we present the periodic solution for the two-cell problem (3.22)-
(3.24). The left figure there indicates the periodicity of the solution we obtained. In
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the right figure we make a comparison with a curve from the 2-D solution we obtained
by MATLAB PDE toolbox for ε = 10−3.
−30 −20 −10 0 10 20 300
0.5
1
1.5
2
2.5
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initial curve
curve at θ = 3pi
−30 −20 −10 0 10 20 300
0.5
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2
2.5
3
 
 
2−D
periodic solution
Fig. 27. Periodic solution at t = 0 and t = 3pi (left), and comparison of initial curve
from periodic solution with curve from 2-D solution (right).
Next results we show are for the four-cell problem solved by the finite difference
methods on exponential grids. Figure 28 demonstrate the periodic initial curve at
the center point of four-cell. Note that there are two curves at the center point due
to the separation of the flow at that point and the behavior of the solution along the
opposite edge are different. We present the solution of the four-cell problem for some
small number ε = 10−3 by using MATLAB PDE toolbox in the left of Figure 29 and
the comparison our periodic initial curve with some curve from the solution in the
left of Figure 29.
Finally, we consider another two-cell problem with Dirichlet boundary condition
f(x, y) = x on ∂Ω.
For this boundary conditions, the system of the heat equation (3.22)-(3.24) is changed
slightly. We begin with the equation (3.22) for 0 < θ < pi. Next we consider splitting
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Fig. 28. Periodic solution u1 (left) and u2 (right) at θ = 0
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Fig. 29. Comparison of periodic solution with curve from 2-D solution
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for positive and negative half spaces for the variable h, respectively:
∂f+
∂θ
− ∂
2f+
∂h2
= 0, h > 0, pi < θ < 3pi,
f+(0, θ) = (θ − pi) + pi/2, pi < θ < 3pi/2,
f+(0, θ) = pi, 3pi/2 < θ < 5pi/2,
f+(0, θ) = −(θ − 5pi/2) + pi, 5pi < θ < 3pi,
(3.38)
and
∂f−
∂θ
− ∂
2f−
∂h2
= 0, h < 0, pi < θ < 3pi,
f−(0, θ) = −(θ − pi) + pi/2, pi < θ < 3pi/2,
f−(0, θ) = 0, 3pi/2 < θ < 5pi/2,
f−(0, θ) = (θ − 5pi/2), 5pi < θ < 3pi.
(3.39)
with homogeneous Neumann boundary conditions at h = ±∞. Figures 30 - 33 show
the solution of the system of heat equations (3.22), (3.38), (3.39) at some particular
time. Especially, the curve in the left plot of the Figure 30 is the periodic initial
condition which is obtained by solving the system of the linear equations (3.20) for
two-cell case. In addition, we compare the initial curve in Figure 30 with the curve
from the solution which is obtained by MATLAB PDE toolbox and Figure 34 shows
us that there is a curve matching with the periodic initial condition.
1. Truncated region approach
We mentioned “water-pipe network” modeling to approximate the solution of the
steady advection-diffusion problem (3.7) by restricting the domain to the region of
width K
√
ε near the separatrices for some positive fixed number K. Here we present
a so-called the “truncated region” approach is described as follows. The domain is
restricted to the region ΩεK = Ω ∩ {|Ψ(x)| ≤ K
√
ε} and hence the boundary of ΩεK
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Fig. 30. Periodic solution at t = 0 and t = 3pi (left) and at t = pi (right)
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Fig. 31. Periodic solution (negative and positive parts) at t = 3pi
2
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Fig. 32. Periodic solution (negative and positive parts) at t = 5pi
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Fig. 33. Periodic solution (negative and positive parts) at t = 3pi
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Fig. 34. Comparison of periodic solution with curve from exact solution
consists of ∂Ω and the level curves lK = {x ∈ Ω : Ψ(x) = K√ε}. Then we approxi-
mate the solution of (3.7) by the solution of the following equation
ε∆φεK − u · ∇φεK = 0, x ∈ ΩεK
with the boundary conditions
φεK |∂Ω = T0,
∂φεK
∂n
∣∣∣∣
lK
= 0.
We perform numerical tests for this approach with MATLAB PDE toolbox and
focus on the one-cell and four-cell cases in these test. The square (0, 1)× (0, 1) and
(−1, 1)× (−1, 1) in R2 are considered as the domains for one-cell and four-cell cases,
respectively. We set the stream function Ψ(x) by Ψ(x1, x2) = sin(pix1) sin(pix2), and
the small molecular diffusivity by ε = 10−2 and ε = 10−3 for one-cell and four-cell
case, respectively. The positive number K was chosen by 5 in both cases.
According to the right plot of Figure 35 the solutions of the truncated region
approach approximate the solutions of the (3.7) presented in Figure 29 in the case
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Fig. 35. Approximating solutions by truncated region approach
of 10−3. However, it turns out that the method with MATLAB PDE toolbox is not
good for much smaller parameter ε due to difficulty in mesh generation in the narrow
pipes.
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CHAPTER IV
EFFICIENT MULTISCALE METHODS FOR PARABOLIC EQUATIONS IN
HIGH CONTRAST MEDIA
In this chapter we discuss an efficient multiscale methods for parabolic equations in
highly contrast media. A modified multiscale finite element method for the compu-
tations of two-phase flows was proposed in [8]. The main idea of this approach is
to use a global information in constructing finite element basis functions. This ap-
proach is intended for the problems without apparent scale separation. We analyze
the asymptotic results needed for the analysis of global MsFEM. In particular, we
show that under some assumptions the solution is a smooth function of the steady
state solution. We note that these results are used in [21] for analysis of MsFEM.
We begin with describing the domain Ω which is a unit square in R2. We assume
that there is a high permeable channel in Ω, that is, the permeability in the channel
is larger than outside the channel (see, e.g., Figure 36).
Fig. 36. High flow channel
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Consider the following parabolic equations
Dtp− div(a(x)∇p) = 0 in Ω, (4.1)
where we impose the boundary conditions in the following way: p = 1 on the left
vertical edge, p = 0 on the right vertical edge, and no flow condition on the lateral
edges. Initial condition is given by the function defined by p = 1 on the left vertical
edge, and p = 0 elsewhere. Here the velocity field v is assumed v = a(x)∇p =
a(x)I∇p. Furthermore, The stream function Ψ is defined as v = (− ∂Ψ
∂x2
, ∂Ψ
∂x1
).
Let us denote by p0 the steady solution of the parabolic equation satisfying
div(a(x)∇p0) = 0,
with the same boundary condition as in (4.1). Denote by Ψ0 = Ψ(t =∞) the stream
function at steady state defined by zero at the bottom edge. For the analysis, we
use streamline-pressure coordinates η = Ψ0, ζ = p0. We note that (Ψ0, p0) define
an orthogonal curvilinear coordinate system. Indeed, since v = (a(x) ∂po
∂x1
, a(x) ∂po
∂x2
) =
(−∂Ψ0
∂x2
, ∂Ψ0
∂x1
),
∇Ψ0 · ∇p0 = ∂po
∂x1
∂Ψo
∂x1
+
∂po
∂x2
∂Ψo
∂x2
= 0.
In the streamline-pressure coordinate system, the second term div(a(x)∇p) in (4.1)
is changed to
div(a(x)∇p) =
√
det(g)
(
∂
∂Ψ
( |∇Ψ|2
|∇p|2
∂∇p
∂Ψ
)
+
∂2∇p
∂p2
)
, (4.2)
where g is the associated Euclidean metric tensor [8]. It is also mentioned in [8] that
a(x) =
|∇Ψ|
|∇p| .
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Then the equation (4.1) becomes (taking (4.2) into account)
Dt p =
|v|2
a(x)
(
∂
∂η
(a(x))2
∂p
∂η
+
∂2p
∂ζ2
)
.
Under some assumptions, we justify rigorously the formal asymptotic expansion
p(η, ζ, t) = p0(ζ, t) + δp1(η, ζ, t) + · · · ,
which implies that the pressure mainly depends on ζ . Now let us consider the following
equation
Dt p = g(η, ζ)
(
∂
∂η
h(η, ζ)
∂p
∂η
+
∂2p
∂ζ2
)
, (4.3)
where g is positive in the domain Ω. Since the channel has high permeability, the
flow will change in the channel rapidly. And hence we use the time scaling τ = t
δ
and
define the function q by g = 1
δ
q. Then the equation (4.3) is changed to
Dτ p = q(η, ζ)
(
∂
∂η
h(η, ζ)
∂p
∂η
+
∂2p
∂ζ2
)
, (4.4)
And we perform formal expansion for pressure p and the function q:
q(η, ζ) = q0(ζ) + q1(η, ζ) (4.5)
p(η, ζ, t) = p0(ζ, t) + p1(η, ζ, t),
where p0 is the solution of the equation
Dt p0 = q0
∂2p0
∂ζ2
, (4.6)
imposing the same boundary conditions and initial condition with p, and q0(ζ) is
computed by the average of q(η, ζ) over each vertical line in the domain Ω. In addition,
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we assume that ∂
2p0
∂ζ2
is bounded in L∞(Ω). Plugging those into (4.4), we have
Dτ (p0 + p1) = (q0 + q1)
(
∂
∂η
h(η, ζ)
∂(p0 + p1)
∂η
+
∂2(p0 + p1)
∂ζ2
)
.
After simple computations we get
Dτ p0 +Dτ p1 = q(η, ζ)
∂
∂η
h(η, ζ)
∂p1
∂η
+ q0(ζ)
∂2p0
∂ζ2
+ q1(η, ζ)
∂2p0
∂ζ2
+ q(η, ζ)
∂2p1
∂ζ2
.
Taking into account (4.6) in the above equation produces the equation for p1:
Dτ p1 − q(η, ζ) ∂
∂η
h(η, ζ)
∂p1
∂η
− q(η, ζ)∂
2p1
∂ζ2
= q1(η, ζ)
∂2p0
∂ζ2
. (4.7)
Now we consider the simplest layered case such that the boundary of the channel
is parallel to the boundary of the domain Ω and the permeability of each region
is constant. Then the functions q and h depend on η only, and the equation (4.7)
becomes
Dτ p1 − q(η) ∂
∂η
h(η)
∂p1
∂η
− q(η)∂
2p1
∂ζ2
= q1(η)
∂2p0
∂ζ2
. (4.8)
Integrating (4.8) after multiplying by p1 makes
1
2
Dτ
∫
Ω
p21 −
∫
Ω
q(η)
∂
∂η
h(η)
∂p1
∂η
p1 −
∫
Ω
q(η)
∂2p1
∂ζ2
p1 =
∫
Ω
q1(η)
∂2p0
∂ζ2
p1,
1
2
Dτ ‖p1‖2L2(Ω) −
∫
Ω
q(η)
∂
∂η
h(η)
∂p1
∂η
p1 −
∫
Ω
q(η)
∂2p1
∂ζ2
p1 =
∫
Ω
q1(η)
∂2p0
∂ζ2
p1. (4.9)
Integration by parts on the third term in the left hand side gives us
−
∫
η
∫
ζ
q(η) p1
∂2p1
∂ζ2
dζdη = −
∫
η
q(η)
∫
ζ
p1
∂2p1
∂ζ2
dζdη
= −
∫
η
q(η)
∫
∂ζ
p1
∂p1
∂ζ
dsdη +
∫
η
q(η)
∫
ζ
∂p1
∂ζ
∂p1
∂ζ
dζdη
=
∫
η
q(η)
∫
ζ
∂p1
∂ζ
∂p1
∂ζ
dζdη,
which is positive. In order to compute the second term in (4.9), let us divide the
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domain Ω into three parts in the streamline-pressure coordinate system: let Ω1 denote
the subdomain which is corresponding to the inside of the channel, and let Ω2 and
Ω3 denote the subdomains corresponding to each of the outside of the channel. Since
q and h are constant on each subdomain, we have
−
∫
Ω
q(η) p1
∂
∂η
h(η)
∂p1
∂η
dηdζ
= −
∫
Ω1
p1
∂
∂η
∂p1
∂η
dηdζ −
∫
Ω2∪Ω3
δ p1
∂
∂η
δ2
∂p1
∂η
dηdζ
= −
∫
Ω1
∂2p1
∂η2
p1dηdζ − δ3
∫
Ω2
∂2p1
∂η2
p1dηdζ − δ3
∫
Ω3
∂2p1
∂η2
p1dηdζ. (4.10)
After integrating each of those by parts (4.10) becomes
−
∫
e2
∂p1
∂η
p1dη +
∫
e3
∂p1
∂η
p1dη +
∫
Ω1
∂p1
∂η
∂p1
∂η
dηdζ
+δ3
(
−
∫
e1
∂p1
∂η
p1dη +
∫
e2
∂p1
∂η
p1dη +
∫
Ω1
∂p1
∂η
∂p1
∂η
dηdζ
)
+δ3
(
−
∫
e3
∂p1
∂η
p1dη +
∫
e4
∂p1
∂η
p1dη +
∫
Ω1
∂p1
∂η
∂p1
∂η
dηdζ
)
=
∫
Ω1
∂p1
∂η
∂p1
∂η
dηdζ + δ3
∫
Ω2
∂p1
∂η
∂p1
∂η
dηdζ + δ3
∫
Ω3
∂p1
∂η
∂p1
∂η
dηdζ,
due to the boundary conditions for p1 and the symmetricity of p1 over the domain
Ω. And hence the second term in (4.9) is also positive. Thus we have the following
inequality:
1
2
Dτ ‖p1‖2L2(Ω) ≤
∫
Ω
|q1(η)| |p1|
∣∣∣∣∂2p0∂ζ2
∣∣∣∣ dηdζ.
By the assumption for the ∂
2p0
∂ζ2
and the Cauchy inequality we get
Dτ ‖p1‖2L2(Ω) ≤ C
∫
Ω
|q1(η)| |p1|dηdζ
≤ Cγ
∫
Ω
|p1|2dηdζ + C
4γ
∫
Ω
|q1(η)|2dηdζ
= Cγ ‖p1‖2L2(Ω) +
C
4γ
∫
Ω
|q1(η)|2dηdζ. (4.11)
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Now let α(τ) := ‖p1‖2L2(Ω) and β(τ) := ‖q1‖2L2(Ω) =
∫
Ω
|q1(η)|2dηdζ . Then (4.11)
implies
α(τ) ≤ Cγ α(τ) + C
4γ
β(τ),
for a.e. 0 ≤ τ ≤ T . Therefore the differential form of Gronwall’s inequality (see, e.g.,
[13]) gives us the estimate
α(τ) ≤ eCγ τ
(
α(0) +
C
4γ
∫ τ
0
β(s)ds
)
(0 ≤ τ ≤ T ).
Since α(0) = ‖p1(0)‖2L2(Ω) = 0, we obtain the estimate
max
0≤τ≤T
‖p1‖2L2(Ω) ≤ C
∫ T
0
∫
Ω
|q1|2dηdζdτ = O(δ).
Thus we can say that p1 is of order δ in L
∞(0, T ;L2(Ω)).
On the other hands, integrating (4.8) after multiplying by p1 produces∫ T
0
∫
Ω
1
2
Dτp
2
1 −
∫ T
0
∫
Ω
q(η)
∂
∂η
h(η)
∂p1
∂η
p1 −
∫ T
0
∫
Ω
q(η)
∂2p1
∂ζ2
p1 =
∫ T
0
∫
Ω
q1(η)
∂2p0
∂ζ2
p1.
From the initial condition for p0 we have∫
Ω
1
2
|p1(η, ζ, T )|2−
∫ T
0
∫
Ω
q(η)
∂
∂η
h(η)
∂p1
∂η
p1−
∫ T
0
∫
Ω
q(η)
∂2p1
∂ζ2
p1=
∫ T
0
∫
Ω
q1(η)
∂2p0
∂ζ2
p1.
(4.12)
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Integration by parts on the second and third terms in the left hand side gives us
−
∫ T
0
∫
Ω
q(η)
∂
∂η
h(η)
∂p1
∂η
p1 + q(η)
∂2p1
∂ζ2
p1
= −
∫ T
0
∫
Ω1
(
∂
∂η
h(η)
∂p1
∂η
p1 +
∂2p1
∂ζ2
p1
)
− δ
∫ T
0
∫
Ω2∪Ω3
(
∂
∂η
h(η)
∂p1
∂η
p1 +
∂2p1
∂ζ2
p1
)
= −
∫ T
0
∫
e2
h(η)
∂p1
∂η
p1dη +
∫ T
0
∫
e3
h(η)
∂p1
∂η
p1dη +
∫ T
0
∫
Ω1
h(η)
∣∣∣∣∂p1∂η
∣∣∣∣
2
+
∣∣∣∣∂p1∂η
∣∣∣∣
2
+δ
(
−
∫ T
0
∫
e1
h(η)
∂p1
∂η
p1dη +
∫ T
0
∫
e2
h(η)
∂p1
∂η
p1dη +
∫ T
0
∫
Ω2
h(η)
∣∣∣∣∂p1∂η
∣∣∣∣
2
+
∣∣∣∣∂p1∂η
∣∣∣∣
2
)
+δ
(
−
∫ T
0
∫
e3
h(η)
∂p1
∂η
p1dη +
∫ T
0
∫
e4
h(η)
∂p1
∂η
p1dη +
∫ T
0
∫
Ω3
h(η)
∣∣∣∣∂p1∂η
∣∣∣∣
2
+
∣∣∣∣∂p1∂η
∣∣∣∣
2
)
.
Because of the boundary conditions for p1 and the symmetricity of p1 over the domain
Ω, we get
−
∫ T
0
∫
Ω
q(η)
∂
∂η
h(η)
∂p1
∂η
p1 + q(η)
∂2p1
∂ζ2
p1
=
∫ T
0
∫
Ω1
h(η)
∣∣∣∣∂p1∂η
∣∣∣∣
2
+
∣∣∣∣∂p1∂η
∣∣∣∣
2
+δ
∫ T
0
∫
Ω2
h(η)
∣∣∣∣∂p1∂η
∣∣∣∣
2
+
∣∣∣∣∂p1∂η
∣∣∣∣
2
+δ
∫ T
0
∫
Ω3
h(η)
∣∣∣∣∂p1∂η
∣∣∣∣
2
+
∣∣∣∣∂p1∂η
∣∣∣∣
2
,
which is exactly the same as the energy norm ‖p1‖2E for this problem. Since the first
term in (4.12) is non-negative, we obtain the following inequality:
‖p1‖2E ≤
∫ T
0
∫
Ω
|q1(η)||p1|
∣∣∣∣∂2p0∂ζ2
∣∣∣∣ dηdζdτ.
By the assumption for the ∂
2p0
∂ζ2
and the Cauchy inequality we get
‖p1‖2E ≤ C
∫ T
0
∫
Ω
|q1(η)| |p1|dηdζdτ
≤ C
∫ T
0
∫
Ω
|p1|2dηdζdτ + C
∫ T
0
∫
Ω
|q1(η)|2dηdζdτ ≤ Cδ.
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CHAPTER V
CONCLUSIONS AND FUTURE WORK
In the dissertation, we consider multiscale numerical methods for 3 parabolic equa-
tions. In all cases, the parabolic equations have some small scale involved and our
goal is to design and study numerical methods which can capture the effects of the
small scales locally.
In the first case, we consider multiscale numerical methods for nonlinear parabolic
equations where the coefficients have both spatial and temporal heterogeneities. Our
numerical methods are based on previously developed numerical homogenization tech-
niques. The main goal of this approach is to find the coarse-scale solution via the
solutions of the local problems. In this dissertation, we study nonlinear periodic prob-
lems with periodic heterogeneities. The novelty of my work is in providing quantitive
estimates for the convergence of the correctors for monotone operators as well as
the quantitative estimates for some parts of the truncation error presented in (2.26).
These error estimates show that numerical homogenization methods suffer from the
resonance errors. Our analysis reveals the sources for these resonance errors. In par-
ticular, we show that the first resonance error is due to linear boundary conditions
which are imposed on local problems. Because the actual solution does not vary
linearly on a coarse grid level, the linear boundary conditions result in a mismatch
between the solution and the local problems. The second resonance error is due to
the fact that the period does not contain integer number of periods. In future work,
we would like to extend these results to almost periodic and stochastic cases. In these
cases, the resonance errors are known only for linear problems.
In the second case, we consider singularly perturbed parabolic equations and are
interested in the computation of effective diffusion coefficients. The effective diffusion
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coefficients are computed via the solution of the local elliptic problem. This ellip-
tic problem is a convection-diffusion equation with very small diffusion. Our goal
is to approximate the solution of the convection-diffusion equation as the diffusion
coefficient approaches to zero. We are interested when the fluid velocity has cellular
nature which often occurs in turbulent flows. In this case, the solution can be approx-
imated by the solution of one dimensional coupled parabolic equations on the graph
and the solution away from separatrices of the flow is constant. In the dissertation,
we study several methods for finding an approximate solution of the nearly degen-
erate convection-diffusion equation. One of the difficulties is in designing numerical
approaches which can approximate the constant states of the solution, which occur
away from separatrices. We study spectral and finite difference methods on exponen-
tial grids. We find that finite difference methods are easy to implement and provides
accurate solutions while spectral methods have difficulties finding the constant states
without major reformulation. In future, we would like to provide an error analysis
and present numerical results for more general flows with a large number of cells.
In the third case, we study a special problem where linear parabolic equations
with high contrast coefficients are studied. In this problem, our goal is to show that
the solution smoothly depends on the steady state solution under some assumptions.
Our methods use special coordinate system and employ asymptotic analysis with
respect to high contrast. Our results show that the solution is smooth function of the
steady state. These results are used in numerical convergence results [21]. In future,
we would like extend these results to compressible two-phase flow which consists of
both elliptic and hyperbolic equations.
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