This paper presents the development of an active vibration control mechanism using genetic algorithm and particle swarm optimization. The approaches are realized with single-input single-output and single-input multiple-output control configurations in a flexible plate structure with all edges clamped. Simulations are carried out with different disturbance signal types, namely random, pseudo random binary sequence, and finite-duration step. The control design comprises a direct minimization of the error (observed) signal by searching the optimal locations of the detector and secondary source, along with the controller parameters. The algorithms are formulated with an objective function based on mean square of the observed vibration. In this manner, knowledge of the input/output characterization of the system is not required for design of the controller. The performance of the system is assessed and analyzed both in the time and frequency domains and it is demonstrated that the proposed scheme reduces vibration of the flexible plate significantly.
necessarily adding damping to the system. Due to the broadband nature of the disturbances, it is required that the control strategy realizes suitable frequencydependent characteristics so that cancellation over a broad range of frequencies is achieved [8] . Remarkable advances in smart materials, such as piezoelectric transducers which are used extensively as distributed sensors and actuators, and computing technology have lead AVC to provide cost-effective solutions to most sound-and vibration-control problems [9] . However, careful consideration must be given to positioning the sensors and actuators to ensure good control and measurement, misplaced sensors and actuators will result in observability and controllability problems [10] . This means that the locations of these transducers have significant influence on the performance of the control system as well as the controlled response. Many techniques have been reported on finding optimal locations of sensors and actuators [11] [12] [13] [14] [15] . Han and Lee, 1999 [11] , have used genetic algorithms (GA) to find suitable locations of piezoelectric sensors and actuators of a cantilevered composite plate with considerations of controllability, observability and spillover prevention. Significant vibration reduction for the first three modes (controlled modes) has been achieved using the coupled positive position feedback in the vibration control experiment. In [12] , they have presented a numerical scheme using GA to find the optimal locations for the sensors and actuators in vibration control of a flexible plate, where the chromosome has been presented as the binary encoded string for the node index. Due to the difficulties encountered during the decoding process of the objective function when handling multimodal functions, Hongwei et al. [13] have proposed the optimal control of flexible smart structures bonded with piezoelectric actuators and sensors using floatencoded genetic algorithms to determine the location of actuator and sensor and feedback gains. The performance function was based on the maximization of dissipation energy due to a control action. Other approaches to find optimal position of the sensors and actuators using particle swarm optimization (PSO) are reported in [14] [15] . In [14] , Rao et al. have used PSO to determine optimal placement of piezoelectric patch actuators and accelerometer sensors alongside an H ∞ based controller to suppress the first three modes of vibration in a composite fin-tip with surface bonded piezoelectric actuators and accelerometer sensors. Montazeri et al. [15] have utilized PSO to find the number, position and size of PZT sensors and actuators for active noise and vibration control of a simply supported laminated thin plate. They have used the Hankel singular values of the state-space model of the system as the cost function to obtain the positions such that the closed-loop system is able to damp the maximum number of modes with an acceptable control effort and minimum complexity of the control system. All the researches above have shown the importance of optimal placement of sensor and actuator to achieve a significant level of vibration suppression. Hence, in the application of AVC systems, it is desirable to optimally utilize the actuators and sensors by partly covering the host structure with patches of active material with the best actuator and sensor locations.
Implementation of AVC on flexible plates is carried out in this work. The plate is characterized by a number of natural frequencies within the control and disturbance bandwidth, and hence, can easily be subjected to parameter uncertainties and variations, high-order dynamics or nonlinearity and external disturbances. Model-based AVC approaches have been reported in [16] [17] [18] using genetic optimization approaches. In this work, a non-model based approach is developed where the controller is designed directly based on minimization of the observed signal or 'uncontrolled deflection' using GA and PSO. The approach does not require knowledge of the input/output characterization of the system for controller design. These algorithms are nature-inspired with population-based stochastic search and have been very popular in the field of computational intelligence. Solving optimization problems using stochastic search can often outperform classical methods of optimization when applied to difficult real-world problems. They offer better chances to achieve the global optima since they do not Vibration suppression of flexible plate structures using swarm and genetic optimization techniques use gradient information and are very useful in solving problems where such information is unavailable or very costly to obtain [19] . Classical methods based on gradient information, on the other hand, emphasize accurate and exact computation, but may fail to achieve the global optimum.
The rest of the paper is structured as follows: Section 2 presents classical governing dynamic equations of a thin rectangular plate and the corresponding numerical simulation algorithm based on the finite difference (FD) method. The GA and PSO algorithms are described in Section 3. The AVC strategies are presented in Section 4. Section 5 presents performance results of the AVC approaches within the flexible plate simulation environment. The results are analyzed and discussed from the time-and frequency-domain perspectives. The paper is concluded in Section 6.
THE FLEXIBLE PLATE STRUCTURE
Dynamic modelling and simulation of a flexible plate structure using the FD method has been reported in [20] , where a flat, square plate with all edges clamped has been considered. The classical dynamic equation of a thin rectangular plate is described with a partial differential equation (PDE) formulation as [21, 22] :
where w is the lateral deflection, r is the mass density per unit area, q = q(x,y) is the transverse external force at point (x, y) on the plate and has dimensions of force per unit area, ∂ 2 w/∂t 2 . is the lateral acceleration, D = [Eh 3 / 12(1u)] is the flextural rigidity with u representing the Poisson ratio, h the thickness of the plate, and E the Young's modulus. A simulation algorithm characterizing the dynamic behaviour of the plate is developed through discretisation of the PDE. The plate can be divided into n×m sections, along the x and y axes as x = i∆x and y = j∆y. Using a central difference approximation for the first-, second-, third-and fourth-order derivatives of the response, a linear relation for the deflection of each section (mesh) can be developed using FD approximations, as (2) where the x-axis is represented with the reference index i, y-axis with the reference index j, and time, t represented with a reference index k. Here, ,w i,j,k+1 . is the deflection of nodal point (x i , y j ) of the plate at time step k + 1. For the case of all edges clamped, the deflection is always zero along the edges, and the tangent of the deflection at the edge is equal to zero, e.g. at y = a, w͉ y=a = ∂w/∂y͉ y=a = 0. This condition needs to be satisfied at every nodal point along the clamped edge within the FD formulation [20] .
The plate is divided into 20×20 sections with a sampling time of 0.0016 sec. An aluminium type plate with boundary condition of all edges clamped and specifications given in Table I 
OPTIMIZATION TECHNIQUES
In this section, GA and PSO used for minimizing the objective function are briefly discussed here. Although both algorithms are population-based, the conceptual bases of these two algorithms rest upon two completely different philosophies: PSO is based upon social swarm behaviour, and GA is based upon genetic encoding and natural selection. Further description of both algorithms is given below.
Real-coded genetic algorithm
GA was introduced by John Holland [23] based on the principle of Charles Darwinian Theory of evolution to natural biology. It is a search procedure based on the mechanics of natural selection and natural genetics. In traditional GA, all the variables of interest must first be encoded as binary digits (genes) forming a string (chromosome).This representation is known as binary-coded genetic algorithm (BCGA). Each chromosome (individual) has an associated fitness which is the value of the objective function for that set of parameters and contains sub-strings or genes as units that contribute in different ways to the overall fitness of the individual. BCGA is found to be a robust search technique avoiding local optima, but the major drawback is the difficulty faced when it is applied to problems with large search space and requiring high precision. Large string lengths result in more precise solutions but lead to an increase in computational cost [24] . To overcome the difficulties related to binary representation, a floating-point representation of parameters as chromosomes known as real-coded genetic algorithm (RCGA) is used. All genes in a chromosome used in RCGA are real numbers. The use of this floating point representation outperforms binary representations in real-valued optimization problems because they are more consistent, precise, and lead to faster convergence [25] . In RCGA, the length of chromosomes becomes shorter than those with the equivalent binary representation. This implies that computer programming for such algorithms can be easily performed. The tuning mechanism for mutation and crossover operations is also performed using floating point numbers instead of long strings of zeros and ones. In RCGA, three basic operations are used: selection, crossover, and mutation.
(i) Selection
Selection is an important aspect of evolutionary computation. It dictates what member of the current population affects the next population. More fit individuals are generally given a higher chance to participate in the recombination process. Stochastic universal sampling (SUS) provides zero bias and minimum spread. The individuals are mapped to contiguous segments of a line, such that each individual's segment is equal in size to its fitness exactly as in roulette-wheel selection. Here equally spaced pointers are placed over the line as many as there are individuals to be selected [26] . After the selection, the parent chromosomes are combined and mutated to form the offspring chromosomes.
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(ii) Crossover Let x = (x 1 ,....,x n ) and y = (y 1 ,....,y n ) be the parent strings, where the generic x i and y i are real variables. In extended intermediate recombination
where a k is chosen uniform randomly in the interval [-0.25,1.25]. Intermediate recombination is capable of producing any point within a hypercube slightly larger than that defined by the parents. Fig. 1 (a) shows the possible area of offspring after intermediate recombination.
(iii) Mutation
This function takes a vector containing the real representation of the individuals in the current population, mutates the individuals with probability p m and returns the resulting population. The mutation operator is able to generate most points in the hypercube defined by the variables of the individual and the range of the mutation, as in Fig. 1 
Particle swarm optimization
Particle swarm optimization shares many similarities with evolutionary computational techniques such as GA. PSO was developed by Eberhart and Kennedy [27] in 1995, inspired by the ability of flocks of birds, schools of fish, and herds of animals to adapt to their environment, find rich sources of food by implementing an information-sharing approach, and it possesses the properties of easy implementation and fast convergence [27, 28] . The algorithm has been widely applied to continuous and discrete optimization problems and has received great attention in systems and control engineering, automatic recognition, radio systems, etc. Starting with a randomly initialized population, each particle in the PSO flies through the d-dimensional problem space and remembers the best position it has seen. The particles evaluate their positions relative to a global fitness during each iteration and use their memorised best positions to adjust their own velocities and subsequent positions. In this way, the particles tend to fly towards better and better searching areas through the search process. In a PSO algorithm, the position vector and the velocity vector of the i-th particle in a d-dimensional search space can be represented as
..,v id ), respectively. The best position of each particle (which corresponds to the best fitness value obtained by that particle at time t) is denoted as P i (p i1 , p i2 ,...,p id ), and the fittest particle found so far at time t as P g (p g1 , p g2 ,...,p gd ). Then the new velocities and positions of the particles for the next fitness evaluation are calculated using the following equations:
where w is the inertia weight, c 1 is the cognition factor, c 2 is the social factor, and rand (•) and Rand (•) are two separately generated uniformly distributed random numbers in the range [0, 1] [29] . Abd Latiff and Tokhi, [30] have proposed a strategy to guarantee fast convergence as an improvement to the concept of time-varying acceleration coefficients (TVAC), developed by Ratnaweera et al., [31] , to effectively control the global search and convergence to the global best solution. They have established that by continuously modifying the value of inertia weight, superior results can be achieved as compared to the case when the inertia weight is fixed. For fast convergence purposes, the particles have to know their location and relative distance from each other in exploring the search space. To do so, the spread factor (SF) has been introduced, which measures the distribution of particles in the search space as well as the precision and accuracy of the particles with respect to the global optimum. Precision (or spread of particles in the search space) refers to the maximum distance between particles in the best and worst positions while accuracy (or deviation of the particles) refers to the distance of average particle position from the global best particle. The value of spread factor varies from the maximum range of the search space down to the desired convergence precision and can be calculated as (6) where spread id = x maxid -x minid and deviation id = ∑(x id -gbest id )/N, with , x maxid and x minid representing maximum and minimum values of the i th particle's position, N is the number of particles, and range max and range min . are maximum and minimum range of the specified variables. This factor is used to modify the inertia weight,
with (8) where c 1 is linearly reduced to zero from its initial value of 2, and c 2 is maintained at 2 to ensure all particles are pulled towards global optimum.
ACTIVE VIBRATION CONTROL DESIGN 4.1 SISO-AVC
A schematic diagram of the geometric arrangement of a single-input single-output (SISO) feedforward AVC structure considered in this study is shown in Fig. 2 (a) . U D and U C are the disturbance and secondary signals at the source locations whereas U M and Y are the detected and observed signals, respectively. The aim of the controller design is to minimize the deflection Y via U C by generating an anti-phase control signal to counteract the vibration produced by U D [32] . The controller is realized in a linear parametric form as (9) where a i , b j are the controller parameters n≥m and represent the order of the
Vibration suppression of flexible plate structures using swarm and genetic optimization techniques controller. The number of parameters to be estimated is n + m + 1. In this work, randomly selected controller parameters, i.e. a 1 ,...,a n and b 0 ,...,b m are identified for different, arbitrarily chosen orders to fit to the system. The stability of the obtained controller must be ensured. In the discrete-time case, pole-zero diagram of the corresponding controller transfer function provides a simple and effective means of assessing its stability. Using equation (9), the transfer function of the controller can be formed as (10) Optimization techniques are carried out to achieve vibration reduction by feeding the observed signal Y to the controller C via optimization routines. The optimization process is based on minimizing the mean-squared error (MSE) of the observed signal, Y. This is formulated as:
where S represents the number samples. 
SIMO-AVC
The SIMO-AVC structure for the flexible plate is illustrated in Fig. 2 (b) . The controller is designed to minimize the deflection Y, where Y = [y 1 , y 2 ,...,y k ], via U C by generating anti-phase control signal to counteract the vibration produced by U D .
For the case where the number of observation points is set to k, the control signals are given as (12) where p =1, 2,…, k. In this case, the number of parameters to be estimated is (n + m + 1) × k. The transfer function of controller path p can be formed as in equation (10) . The performance of the SIMO-AVC system can be assessed with the MSE of the observed signals Y. The objective function is thus given as 
System geometry
The effectiveness of AVC for controlling the vibration of a flexible structure is directly affected by the geometrical arrangement of system components: detection, observation and secondary source points. A typical implementation comprises a sensor, to detect the vibration to be suppressed, and control electronics driving actuators to generate cancelling sources to interfere destructively with the unwanted signal from the primary point. To control the vibration on the structure requires that the actuators are optimally situated. In this work, two mechanisms of geometrical arrangement for detection and secondary source points are investigated, i.e. variable geometry and fixed geometry. For both mechanisms, points of primary and observation for both cases are kept at specific mesh-points.
Variable geometry
In this mechanism, the locations for the detection and secondary source points as well as the parameters of the controller are determined by GA/PSO. Since the algorithms use stochastic random searches, there are a few possibilities that need to be considered. The algorithms may converge to the same point for any of the searched points the same coordinate as any fixed points, i.e. primary, observation 1 (SISO/SIMO case) and observation 2 (SIMO case) points. Also, in SIMO case, secondary source point 1 might be the same as secondary source point 2, causing both elements to act as one secondary source, resembling SISO-AVC. Therefore, penalty has to be added to the algorithms to ensure that such possibilities can be avoided. On the other hand, collocation of the detection point with its corresponding secondary source point is allowable. This may happen when the location of detection point is the same as the secondary point 1 or secondary source point 2 either in SISO or SIMO case. The advantage of collocation is in terms of reduction of the required space to install actuator and sensor in the mechanical design of the systems [33] .
Given that the plate is divided into 20 × 20 sections and the deflection along the boundaries is zero, the range of coordinates for the detection and secondary source points must be within 1 and 19, as in Figure 3 , where the shaded area represents the region over which the deflection is either zero or almost zero. Hence, about 19 × 19 possible detection and secondary source locations are to be explored to achieve the highest degree of effectiveness to produce the lowest value of the objective function. The execution of the RCGA-AVC and PSO-SF-AVC of the flexible plate are described as below: Select types of disturbance signal, i.e. random, PRBS or finite-duration step signal. step 3
Initialize range of variables for optimal location of detection and secondary source points, in the range [1, 19] , and range of variables for controller parameters, in the range [-1, 1]. step 4
Generate random population of X chromosomes where the initial chromosome for i th individual is represented as below:
SISO case:
where the first four variables are coordinates for detection point, D = (d i (1) , d i (2) ) and secondary source point, S = (s i (3) , s i (4) ). The remaining variables are the controller parameters to form transfer functions as in equation (10).
SIMO case:
where the first six variables are coordinates for detection point, D = (d i (1) , d i (2) ), secondary source point 1, S 1 = (s i (3) , s i(4) ), and secondary source point 2, S 2 = (s i (5) , s i (6) ).
The remaining variables are the controller parameters to form transfer functions as in equation (10).
step 5
Add penalty to Xi as follows:
step 6
Evaluate the fitness value, i.e. MSE of the observed signal, for each chromosome in the population according to equations (11) or (13) . step 7
Create a new population by repeating the following steps until the new population is complete: 7.1. In selection operator, select two parent chromosomes from a population using SUS algorithm, according to their fitness. Parents that produced the smallest MSE value are considered as the best fit individuals. 7.2. In crossover operator, cross over the parents to form a new offspring (children) according to equation (3). If no crossover was performed, offspring is an exact copy of parents. 7.3. In mutation operator, mutate the new offspring to alter the genes of some of the children, according to the probability of mutation, p m . Add penalty to the offspring as in step 5. step 9 Evaluate the fitness values of all offspring. step 10 Reinsert the offspring into the original population using fitness-basedreinsertion, with the new offspring replaced with the least fit member of the original population. step 11 If the maximum generation is not reached repeat step 7 until convergence, else, the algorithm is ended. step 12
Output the values of the decision variables for final evaluation of the AVC system. End of procedure.
(ii) PSO-SF-AVC step 1-3 Same as in RCGA-AVC procedures. step 4
Initialize the population of particles with random positions and velocities, and maximum iteration, where the initial position vector for i th particle is represented as in step 4 in RCGA-AVC procedure. step 5
Same as in RCGA-AVC procedure. step 6
Evaluate the fitness value, i.e. MSE of the observed signal, for each particle of the population according to equations (11) or (13) . The best particle that produces the smallest fitness value with its position will be stored as global best position. step 7
Calculate spread, deviation, SF and ω, as in equations (6), (7) , and (8), for all the variables and particles. step 8
Update the position and velocity of particle according to equations (4) and (5). step 9
Add penalty to the updated position as in step 5. step 10 Evaluate the fitness values of all particles and determine the best particle of the current population. If the fitness value of the MSE observed signal is smaller than the fitness value of the global best position, then update the global best position and its fitness value with the position and fitness value of the current best particle. step 11 If the maximum generation is not reached repeat step 7 until convergence, else, the algorithm is ended. step 12 Output the global best position for final evaluation of the AVC system.
End of procedure.
Fixed geometry
For the case of fixed geometry, the locations of detection and secondary source points are fixed. This can be done after variable-geometry-mechanism has been carried out for all the algorithms for both SISO and SIMO cases. Since all the algorithms are stochastic search, the solutions obtained are different from one another, giving more than one possible location for each of the search points. Therefore, in order to choose the best locations, the levels of attenuation for all cases using different algorithms are compared and the searched points that give the maximum mean of the attenuations for the first five dominant vibration modes are used for all types of primary sources. Here, the optimization process is carried out on the parameters of the controller so as to minimize the objective function
IMPLEMENTATION AND RESULTS
This section presents the performances of the SISO-and SIMO-AVC systems with RCGA and PSO-SF design approaches. The disturbance signals, i.e. random, PRBS, and finite-duration step signals, were applied to the plate at t = 0.2 to t = 0.5 sec. For the detection and secondary source points within the predefined range, and with the disturbance types, it was observed that the first five dominant modes of the plate were at 10.35 rad/sec, 33.76 rad/sec, 64.94 rad/sec, 81.88 rad/sec, and 99.37 rad/sec. The results presented in this section are assessed on a comparative basis in terms of spectral density attenuation for both cases of variable-geometry-AVC and fixedgeometry-AVC with RCGA-, and PSO-SF-optimization techniques.
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SISO-AVC

Variable-geometry
A simulation environment was developed using MATLAB software. The simulation was carried out to find the optimal points of detection and secondary source locations together with controller parameters. As shown in Fig. 4 , the best (minimum) MSE levels obtained with a random signal using RCGA-AVC and PSO-SF-AVC, were 1.42 × 10 -14 and 8.04 × 10 -15 , respectively. The best MSE level achieved with PRBS as the disturbance signal were 3.49 × 10 -16 and 7.89 × 10 -16 using RCGA-AVC and PSO-SF-AVC, respectively. For finite-duration step signal, the MSE level at the maximum iteration were 6.47 × 10 -14 and 3.77 × 10 -14 .
Since the algorithms are of stochastic nature where the solutions found may vary each time, investigations were carried out to check its stability by running the program 10 times with the corresponding best parameters for each algorithm. The results tabulated in Table II are based on statistical performance, i.e. minimum, maximum, mean, and standard deviation of the objection function as in equation (II). The smallest MSE value with random, PRBS, and finite-duration step signals were obtained using PSO-SF-AVC, RCGA-AVC, and PSO-SF-AVC, respectively. It is noted from the maximum, mean, and standard deviation values that all algorithms have performed consistently similary with various signal types.
It is observed from Fig. 4 that the MSE convergence for all algorithms began at a considerable large number for iterations less than 5. Rapid convergence was reached in the first 10 iterations, where the algorithms tried to locate the optimum region for detection and secondary source(s) points. No or minor improvement was achieved after 30 iterations. This represents that 40 iterations are reasonable and enough to obtain both optimum locations and controller parameters for flexible plate-AVC-system. Computational time for random-SISO-AVC with RCGA and PSO-SF. Fig. 6 shows the performance results of RCGA-AVC and PSO-SF-AVC with different disturbance signals. For RCGA-AVC, a generation gap of 0.80 and a mutation rate of 0.12 were used. The best model order for the controller that produced the smallest MSE level was 4 for both mechanisms. It can be seen that both mechanisms successfully attenuated the first mode significantly, followed by minor attenuations and minor reinforcement at the remaining modes. The spectral attenuations for each mode, with the corresponding locations of detection and secondary source points are listed in Table III . As summarized in Table III , the maximum mean attenuations achieved with random, PRBS, and finite-duration step signals were achieved using PSO-SF-AVC (mean: 6.07 dB, best location: D (8, 8) , S (8, 8) ), RCGA-AVC (mean: 8.20 dB, best location: D (8, 6) , S (7, 6) ), and PSO-SF-AVC (mean: 12.20 dB, best location: D (8, 8) , S (7, 9) ), respectively. These six locations were nearer, or next to the primary source. The distance between the primary source and the detection point is shorter, enabling the sensor to detect most of the dynamic characteristics of the disturbance signals for control purposes. The actuator, located at the secondary source point, acted as a controller to generate a cancelling source to interfere destructively with the unwanted source and thus result in a reduction in the level of vibration. The shorter distance between primary and secondary source results in a shorter travelling path between cancelling and unwanted sources, thus enhancing the performance of vibration suppression. In this case, the physical extent of vibration cancellation around the observation point is higher when the detection and secondary source points are located nearer to the primary source. 
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Table III
Spectral attenuation achieved at resonance modes with variable-geometry SISO-AVC.
Note: Negative value indicates spectral reinforcement.
Fixed-geometry
The best locations found using previous results will be defined as fixed-geometry. In this case, the algorithms will only find the controller parameters that minimize the objective function. This can be considered as a fine tuning process of the controller parameters.
From the results presented in Table IV , it can be seen that the minimum MSE values with random and PRBS signals were obtained by PSO-SF-AVC and RCGA-AVC for finite-duration step signal. It is noted from the value of maximum, mean, and standard deviation for all algorithms that when the locations of all points are fixed, the algorithms yield consistent MSE values over multiple runs. The standard deviation values were significantly lower than those in variable-geometry SISO-AVC, indicating that they were clustered closely around the mean value, i.e. the algorithms were stable in finding the controller parameters. Figs. 7 -9 show the corresponding results of RCGA-and PSO-SF-AVC performances using different disturbance signals. The spectral attenuations achieved are summarized in Table V . It is noted in Fig. 7 that vibration at the first two modes was attenuated significantly with RCGA-AVC and PSO-SF-AVC with minor reinforcements at the third, fourth, and fifth modes. It is noted that the mean attenuations achieved with RCGA-AVC and PSO-SF-AVC were 6.26 dB and 6.91 dB, respectively. By referring to Fig. 8 when the plate was subjected to PRBS disturbance, both mechanisms have attenuated vibration at the first and second modes significantly with minor attenuation at the fourth mode. A minor reinforcement occurred at the fifth mode. The mean spectral attenuations achieved with RCGA-AVC and PSO-SF-AVC were 8.21 dB and 14.07 dB, respectively. Fig. 9 shows the performance of RCGA-AVC system when the plate was disturbed with a finite-duration step disturbance. It is noted that the mean spectral attenuations achieved with RCGA-AVC and PSO-SF-AVC were 12.91 dB and 12.79 dB, respectively. Here, vibration at all dominant modes was attenuated significantly except for minor reinforcement at the third mode, for both mechanisms.
In general, both mechanisms have substantially attenuated vibration at the first dominant mode for all the disturbances, followed by minor attenuation or reinforcement at the other modes. The overall reduction in the system response amplitude can be seen in Figs. 7 (d) , 8 (d) and 9 (d). 3-dimensional plots of the system response before and after cancellation can be viewed in Figs. 7 (g) -(i), 8 (g) -(i) and 9 (g) -(i). Notice that all poles and zeros of the controller lie inside the unit circle indicating that the controllers for all excitations were stable. Moreover, the controlled signal in time domain at the observation point has shown a stable vibration amplitude from 0.3 sec to 4 sec. The discrete transfer functions of the RCGA and PSO-SF controllers at a sampling time of 0.0016 sec were obtained as: 
Table IV MSE value for 10 trials for fixed-geometry SISO-AVC.
Table V
Spectral attenuation achieved at resonance modes with fixed-geometry SISO-AVC. 
SIMO-AVC
The control structure in this case comprises one excitation point (P), one detection point (D), two secondary source points (S 1 and S 2 ) and the vibration is observed at two observation points (O 1 and O 2 ). The primary source, observation point 1 and observation point 2 were placed at mesh-points E (7, 7) , O 1 (9, 14) , and O 2 (13, 8) , respectively on the plate. The disturbance signals, i.e. random, PRBS, and finiteduration step, were applied to the plate at t = 0.2 to t = 0.5 sec. For the detection and secondary source points within the predefined range, and with the disturbance types, it was observed that the first five dominant modes of the plate were at 10.35 rad/sec, 33.76 rad/sec, 64.94 rad/sec, 81.88 rad/sec, and 99.37 rad/sec. The results presented in this section are assessed on a comparative basis in terms of spectral density attenuation for both cases of variable-geometry-AVC and fixed-geometry-AVC with RCGA-and PSO-SF-optimization techniques.
Variable-geometry
Simulations were carried out to find the optimal points of detection and secondary source locations together with controller parameters. Here, the search space of xand y-section of the plate was reduced from [1, 19] to [5, 15] , based on the results obtained in variable-geometry-SISO-AVC, i.e. better performance was obtained when the detection and secondary source points were nearer to the primary source. As shown in Fig. 10 and Table VI , the best (minimum) MSE levels obtained with random signal using RCGA-AVC and PSO-SF-AVC were 3.21 × 10 -14 and 5.13 × 10 -14 , respectively. The best MSE levels achieved with PRBS as the disturbance signal were 2.56 × 10 -15 and 1.85 × 10 -15 using RCGA-AVC and PSO-SF-AVC, respectively. For finite-duration step signal, the MSE levels at the maximum iteration were 9.22 × 10 -14 and 2.05 × 10 -13 .
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Investigations were carried out to check the stability of the algorithms by running the program 10 times with the corresponding best parameters for each algorithm. It is noted from the maximum, mean, and standard deviation values that all algorithms have performed consistently similarly with various signal types. The minimum MSE value with random, PRBS, and finite-duration step signals were obtained using RCGA-AVC, PSO-SF-AVC, and RCGA-AVC, respectively. It is noted from Fig. 10 that the MSE convergence for all algorithms began at a considerable large number for iterations less than 5. Rapid convergence was made in the first 10 iterations, where the algorithms tried to locate the optimum region for detection and secondary source(s) point. For most algorithms, no or minor improvement was achieved after 20 iterations. The computational time for all algorithms to complete 40 iterations was similar to variable-geometry SISO-AVC case, and RCGA required less time compared to PSO-SF. Figure 10 .
Convergence graph for variable-geometry SISO-AVC: (a) random, (b) PRBS, and (c) finiteduration step disturbance. Fig. 11 shows the performance results of RCGA-AVC and PSO-SF-AVC with different disturbance signals. The best model order for the controller that produced the smallest MSE level was 2 for both mechanisms. It can be seen that both mechanisms have successfully attenuated the first mode significantly, followed by minor reduction and minor reinforcement at the remaining modes, at both observation points for all disturbances. The spectral attenuations for each mode, with the corresponding detection and secondary source points are listed in Table VII . As summarized in Table VII , the maximum mean attenuations with random, PRBS, and finite-duration step signals were achieved using RCGA-AVC (mean: 7.38 dB at observation point 1, 11.10 dB at observation point 2; best locations: D (7, 8) , S 1 (6,7), S 2 (7,6)), PSO-SF-AVC (mean: 14.29 dB at observation point 1, 12.34 dB at observation point 2; best locations: D (8, 8) , S 1 (8, 8) , S 2 (7,6)), and RCGA-AVC (mean: 16.48 dB at observation point 1, 16 .05 dB at observation point 2; best locations: D (10, 8) , S 1 (10,10), S 2 (9,8)), respectively. All nine points were located within the range [6, 10] , nearer to the primary source, which was similar to variable-geometry-SISO-AVC case. It can be concluded that the shorter distance between primary and secondary source results in shorter travelling path between cancelling and unwanted sources, thus enhancing the vibration suppression performance. Again, the physical extent of vibration cancellation around the observation point is higher when the detection and secondary source points are located nearer to the primary source. 
Table VI
MSE value for 10 trials for variable-geometry SIMO-AVC.
Table VII
Spectral attenuation achieved at resonance modes with variable-geometry SIMO-AVC.
Fixed-geometry
The best locations found using the results above will be defined as fixed-geometry. In this case, the algorithms will only find the controller parameters that minimize the objective function. This can be considered as a fine tuning process for the controller parameters.
From Table VIII , it can be seen that the minimum MSE value with random, PRBS, and finite-duration step signals were obtained by PSO-SF-AVC, RCGA-AVC, and PSO-SF-AVC for PRBS signal. From the value of maximum, mean, and standard deviation for all algorithms, noted that when the locations of all points are fixed, the algorithms yield consistent MSE values over multiple runs. The standard deviation values were significantly lower than those in variable-geometry SIMO-AVC, indicating that they are clustered closely around the mean value, i.e. the algorithms are stable in finding the controller parameters. 
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Table IX
Spectral attenuation achieved at resonance modes with fixed-geometry SIMO-AVC.
Comparative assessment of system performances
It follows from the results presented in the previous sections that, in case of variable-geometry-SISO and variable-geometry-SIMO, RCGA-AVC has successfully achieved the highest mean spectral attenuation in PRBS-SISO-AVC, random-SIMO-AVC, and step-SIMO-AVC, while PSO-SF-AVC performed well in random-SISO-AVC, step-SISO-AVC, and PRBS-SIMO-AVC. The best location for detection and secondary source(s) points were found to be within the x-and ysection of [6, 10] on the flexible plate. This indicates that the vibration can be controlled better if detection and secondary source(s) points are located nearer to the primary source. In AVC, locations of both sensors and actuators are determined in the simulation environment before implemented in the experiment. It is very important to decide only one combination of location for sensors and actuators to cater for all type of disturbance signals in a practical environment. In this work, a few combinations of these locations found with either random, PRBS, or finiteduration step signals because of the stochastic search nature of the algorithms. Therefore, a combination of locations found with random signal may be the best to choose for the experimental work since this signal is generally considered to more closely replicate a real world situation.
As presented in Tables II and VI, the standard deviations of the MSE value for variable-geometry cases were relatively higher than those in fixed-geometry cases shown in Table IV and VIII. In variable-geometry, SISO-AVC case utilized 12 design variables (two set of (x, y) coordinates for detection and secondary source points and 8 controller parameters) while in SIMO-AVC case, 14 design variables (three sets of (x, y) coordinates for detection and secondary source points and 8 controller parameters) were utilized. In contrast, SISO-and SIMO-AVC fixed geometry cases dealt with fewer design variables, i.e. 8 for SISO-and 8 for SIMO-AVC, resulting in a consistent value of MSE and relatively low standard deviation. The large number of design variables has contributed to the high standard deviation in variable-geometry. Also, the effect of the location of detection and secondary source points has significant influence on the performance of the controlled system.
In terms of level spectral attenuation achieved as listed in Tables III and V , variable-geometry-AVC systems have shown significant vibration reduction with all the systems at the first dominant mode for all the disturbances. As presented in Tables V and VIII, the vibration reduction obtained with fixed-geometry-AVC systems at this mode was considerably higher than those in variable-geometry cases. This is followed by minor attenuation or reinforcement at the other modes which has insignificant effect to the overall reduction in vibration level. Considering that most of the vibration energy is in the first dominant mode, attenuation obtained of more than 25 dB at this mode reduced the vibration considerably either with variablegeometry-or fixed-geometry-AVC systems. For fixed-geometry-SISO and fixed-geometry-SIMO cases, RCGA-AVC has successfully achieved the highest mean spectral attenuation in step-SISO-AVC, and PRBS-SIMO-AVC, while PSO-SF-AVC performed superior in random-SISO-AVC, PRBS-SISO-AVC, random-SIMO-AVC and step-SIMO-AVC. The results presented have shown that all the controllers performed well in suppressing the vibration of the plate structure, especially at the first dominant mode. The performance of the system with the SIMO controller was significantly better than that with the SISO controller. The improvement in mean spectral attenuation by utilizing a multiple set of cancelling sources, i.e. SIMO case, for RCGA-AVC and PSO-SF-AVC at observation point 1 was 97.60% and 86.98% for random signal. For PRBS signal, improvements of 121.07% and 2.77% have been achieved in mean attenuation at the same observation point with RCGA-AVC and PSO-SF-AVC, respectively. Improvements of 34.70% and 78.81% have been achieved with RCGA-AVC and PSO-SF-AVC, respectively, at observation point 1 with finite-duration step signal. It was noted that most cases have achieved more than 50% improvement in spectral attenuation. This implies that the utilization of a multiple set of cancelling sources enhances the performance of the system in terms of vibration reduction.
CONCLUDING REMARKS
In this paper, the development of an AVC strategy with GA and PSO techniques has been presented. The controllers have been designed based on direct optimization of the location of the detector and secondary source, and the controller parameters based on minimizing the MSE level of the error (observed) signal. The performances of GA and PSO based AVC systems have been assessed within simulation environment of a flexible plate system with different types of disturbances. The results have shown that both RCGA and PSO-SF have the ability to find the best combination of location of the detector and secondary sources, together with controller parameters. It has been demonstrated that all the developed control systems performed successfully in suppressing the vibration of the system. The utilization of multiple set of cancelling sources in SIMO case has been shown to enhance the performance of the system in terms of vibration reduction compared to SISO case. Overall, the results indicate that both GA and PSO algorithms can be used effectively for optimal placement of system components and optimization of controllers for vibration suppression in flexible structures.
