Previous work by the authors includes computational study of shock-bubble interaction. This work demonstrated strong compression and heating within the bubble, with gas reaching densities of order of magnitude 1 g/cc and temperatures of 10 eV. These conditions correspond to the warm dense matter regime. This paper addresses limitations of previous work through utilisation of various equations of state (EOS) appropriate for the modelling of dense plasma. This is achieved through the design and implementation of a generic interface based on tabulated EOS data. Any EOS may be utilised through the framework, requiring only knowledge of pressure and energy as functions of density and temperature. The solutions to various issues such as table interpolation, tabulated change of variables, arbitrary calculation of entropy and calculation of thermodynamic derivatives are presented. In addition, the trade-offs between CPU time, memory requirement and computational accuracy are discussed. Validation work is presented and a comparison of different EOS is also explored. The EOS used include but are not limited to the EOS for air utilised by Moss et al (1994) to study SBSL, SESAME tabulated EOS and QEOS-type formulations. Finally, conditions attained during shock-bubble interaction are re-examined.
INTRODUCTION
As Lauterborn and Kurz (2010) describe 'a bubble is a remarkable object [unable to] exist in one phase of matter only'. 1 The response of the boundary between the gas and liquid to a changing environment is a topic of interest for many reasons; it can destroy ship propellers (Thiruvengadam, 1974) , enable crustaceans to get their dinner (Versluis, 2000) , or more relevantly be the source of bright flashes of light (Lauterborn and Kurz, 2010) . Analytic representations of spherical bubble collapse have existed in various forms for almost a century (Plesset, 1949; Rayleigh, 1917; Gilmore, 1952) and provide the base theory of a well-investigated phenomenon called sonoluminescence (SL) where oscillating bubbles in a liquid collapse and emit light (Frenzel and Schultes, 1934) . However, the current work seeks to investigate the less-well understood process of asymmetric bubble collapse driven by an incident shockwave. The additional complexity of asymmetric collapse means an analytic solution remains elusive and in depth study has become possible only with the advent of advanced numerical methods. Indeed, simulating asymmetric collapse has become a standard test for advanced compressible flow methods (Ball et al., 2000; Nourgaliev et al., 2006; Chang and Liou, 2007; Turangan et al., 2008; Hu and Khoo, 2004; Hu et al., 2006) .
Comparison of experimental and numerical asymmetric collapse by Bourne and Milne (2003) suggests that the temporal location of luminescence and peak temperature are correlated. Indeed, they found two temporally distinct flashes that roughly correspond to jet impact and compression of the subsequently toroidal bubble. It is plausible that a better understanding of the peak temperatures of the phenomenon may offer a path to understanding the source of luminescence. Previous work by the current authors explored the detailed features of shock driven bubble collapse, (Hawker and Ventikos, 2012; Hawker, 2012) , during which peak densities and temperatures were observed to reach conditions in the order of 1 g/cc and 10 eV. However, these values were obtained from a linear equation of state (EOS) for the gas, thus, the scope of this work is to introduce EOS with more sophisticated plasma modelling, achieved through the implementation of a generic library capable of interpolating state variables from externally generated, tabulated data.
METHODOLOGY
As previously mentioned, shock-bubble interaction places a large requirement on the ability of the numerical methodology. In the current work, Euler's equations are solved in combination with non-dissipative front-tracking to resolve the interface between the liquid and gas. For full details on the methodology employed see Section 2 of Hawker and Ventikos (2012) .
Equations of State
The base case for comparison models air with the ideal gas polytropic EOS 2 and water with the stiffened polytropic EOS (Menikoff and Plohr, 1989) 3 . The assumption of a linear EOS for the air component ceases to be valid at the conditions of interest in intense bubble collapse; for this reason, we employed the EOS introduced for modelling single bubble SL by Moss et al. (1994) ,
1 For our purposes, a bubble can be considered a volume of air encased by a volume of water.
2 P = γ v − 1 eρ and e = R γ v −1 T, where R and γ v are the gas constant and adiabatic exponent for air
, where R l and γ l are the gas constant and adiabatic exponent for water, and P ∞ , E t and E ∞ are fitted constants (Hawker and Ventikos, 2012) . 
Generic Fundamental Variables
As implemented, the Riemann solver requires the following EOS-specific state variables to be provided: density (ρ), temperature (T), pressure (P), specific internal energy (e), specific entropy (s), specific heat at constant volume (c v =
and thermodynamically consistent sound speed squared (c 2 =
, (Maiden, 1998) ). We took guidance from the PANDA library (Kerley, 1991) on the format for our tables; each must contain pressure and specific internal energy for each density, temperature pair, and optionally a value for specific entropy. If entropy is not provided, it is calculated by setting entropy to zero along the zero-Kelvin isotherm, using a backwards Euler method to calculate entropy along the minimum non-zero isotherm, and then integrating along the isochores 4 .
Interpolation
Historically, the default approach for interpolating state variables from tabulated EOS data was that implemented in the SESAME library. Here, the interpolant and its derivative are used to return e, P, each time an interpolation is requested for a given ρ, T pair (Kerley, 1977; Lyon and Johnson, 1992) . In this situation, the order of the interpolation and the continuity of its derivatives are important. However, there is a performance cost to this method that can be traced to calculating more values than necessary, the transformations required once the values are returned, and the higher order of the interpolation method to ensure continuity. It must be remembered that this approach was developed at a time where memory efficiency was more important than CPU efficiency; in contrast, today's hardware allows us to take advantage of abundant memory to reduce CPU cost.
With this in mind, we are able to pre-compute the fundamental variables, listed above, on dedicated ρ, T grids as if they existed in the original tables. This enables a finite differences scheme of arbitrary order to be used to calculate derivatives of the pressure and energy tables; currently, the three-point stencil for a non-uniform finite differences mesh (Sfakianakis, 2009 ) is used, however, it will be trivial to replace this with a five-point or larger stencil in future. With these higher order methods in place, a simple bilinear interpolation method (Fritsch, 2011) can be utilised without concern for continuity of derivatives across grid points as we no longer require the derivative of the interpolant to be returned. Tests with the Moss EOS suggest that this approach is valid, particularly with increasing table density, however, implementation of higher order, monotonicity preserving methods such as the Livermore BIMOND method can be introduced to increase the accuracy particularly around regions of phase change Fritsch, 1989, 1985; Fritsch and Carlson, 1980; Fritsch, 2011) . Inverse Interpolation
Thus far, we have discussed direct interpolation of the ρ, T table, for instance to calculate P(ρ, T). Direct interpolation provides the most efficient method for calculating state variables, however, it is often the case that we must find variables as a function of something other than density and temperature. We call this mode indirect interpolation, of which there are three types:
Type 1 inverse interpolation calculating T = T(ρ, P), for example, requires: i) finding the relevant ρ row of the table, and ii) performing a binary search of the T column to find the ρ, T pair that gives the correct value of P.
Type 2 inverse interpolation calculating e(ρ, P), for example, requires: i) finding T = T(ρ, P) using Type 1 inverse interpolation, and ii) using this ρ, T pair for direct interpolation of the e table.
Type 3 inverse interpolation calculating ρ = ρ(P, s), for example, can be done iteratively, however, significant performance gains were found by pre-computing a new 
Performance
In this study, we are able to specify the range and number of points in the ρ, T tables where the density and temperature vectors are logarithmically spaced over 13 decades centered around a given ρ , T pair. Intuitively, a table with more points should provide more accurate interpolation at the cost of execution time and memory requirements. To assess this balance we created a set of seven tables of each of ideal gas and the Moss EOS, with each decade containing a constant number of points and performed direct interpolation and inverse interpolation with many randomly chosen ρ,T pairs. The results, displayed in Table 1 , show the algorithm execution time scales well with the number of points in the table, although the memory requirement is O(n 2 ). The high accuracy (interpolation result compared to the true analytic answer) of the ideal gas interpolation is as expected due to the linear nature of the EOS, while 20 points per decade gave acceptable accuracy for the Moss EOS particularly given that much of this error was produced at very low densities. Profiling this test indicated that indirect interpolation accounted for an order of magnitude more execution time compared to direct interpolation, indicating that performance gains can be achieved if a change of variables is performed on the table before physical simulations begin -doing so will increase the memory requirement of the interpolation library by a factor of three or four, although this remains small in comparison to the memory requirement of the physical simulation.
RESULTS AND DISCUSSION
This paper extends the previous work by the same authors using a simulation set up shown in Figure 1 . It is a two-dimensional simulation, with a reflecting boundary down the axis of symmetry, and the bubble of air has a radius, r, of 2.5 mm and the outer domain has a height of 10r. Both the air and water are initialised to standard temperature and density, with a region of high pressure at the top of the water domain with conditions that satisfy Hugoniot relationships. We use this setup for two investigations: comparing simulations based on the analytic and tabulated ideal gas equation, and comparing ideal gas and Moss EOS for asymmetric intense bubble collapse.
Along with showing the experimental setup, Figure 1 also shows various parts of the collapse process that have been studied in depth elsewhere (Hawker and Ventikos, 2012) . However, the important features to note are: full transverse jet formation prior to 2.43 μs, the initial jet strike at 3.38 μs, sheet jetting in the collapsing lobes in 3.74 μs, and minimum volume at some point around 4.07 μs. The initial jet strike is a relative misnomer, as in fact, at this point of the collapse the transverse jet does not touch the leeward wall of the bubble. Indeed it is held off by a thin layer of highly compressed gas until moments later, away from the axis of symmetry, the jet impacts in what we term the off-axis jet strike (see inset of Figure 4(a) ). The off-axis jet strike typically produces the peak pressure and density of the simulation, while peak temperatures are found closer to the time of minimum volume.
Grid Independence
To assess grid independence we performed a parametric study of a 1 GPa incident shock by varying the resolution of the underlying Cartesian grid. The highly non-linear nature of the phenomenon makes producing a useful metric for grid independence a challenge; peak values 
Incident Shock Study
To interrogate the effect EOS have on asymmetric bubble collapse, simulations were performed with tabulated and analytic ideal gas EOS, and tabulated Moss EOS with twenty-one different incident shock strengths logarithmically spaced between 0.1 GPa and 10 GPa. A comparison of analytic and tabulated ideal gas results offers a metric on the accuracy of the generic EOS infrastructure, while a comparison with Moss EOS results reveals the effects of more sophisticated plasma modelling. State variables during the off-axis jet strike are plotted in Figure 3 revealing three primary results: i) there is good general agreement between tabulated and analytic ideal gas, ii) pressure is roughly independent of gas EOS choice and likely determined by the liquid EOS, and iii) simulations with Moss EOS tend to be more dense and less hot.
The agreement between tabulated and analytic ideal gas shows a degree of variance in Figure 3 that derives from the non-linear nature of the problem and the metric chosen for comparison. However, Figure 4 shows the peak state variables in the bubble through time for a 1 GPa incident shock. In this plot the variance is negligible for all but the peak value; a fact observed across all shock strengths and one that allows us to put more faith in the trends of Figure 3 .
Generally, we find that the introduction of more sophisticated plasma modelling does not impact on the trends observed in previous work. The variance of the density plot has increased, however, this could well be due to a different methodology for extracting these values from the simulation data. The normalised pressure and temperature plots show the same asymptotic behaviour with the Moss EOS. This suggests that monotonic intensification may well be a reality of asymmetric bubble collapse, although thermal and radiative losses are not yet accounted for. FIGURE 4: Plots of peak values in the bubble of (a) pressure, (b) density, and (c) temperature during the interaction with a 1 GPa incident shock. Insets of (a) indicate the pressure jump related to the 'initial jet strike' and the 'off-axis jet strike' that marks the moment when the jet impacts the leeward wall of the bubble.
