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We investigate the low-energy dynamics of two coupled anisotropic Bose-Einstein condensates
forming a long Josephson junction. The theoretical study is performed in the framework of the
two-dimensional Gross-Pitaevskii equation and the Bogoliubov-de Gennes formalism. We analyze
the excitation spectrum of the coupled Bose condensates and show how low-energy excitations of
the condensates lead to multiple-frequency oscillations of the atomic populations in the two wells.
This analysis generalizes the standard bosnic Josephson euqation approach. We also develop a
one-dimensional hydrodynamic model of the coupled condensates, that is capable to reproduce the
excitation spectrum and population dynamics of the system.
I. INTRODUCTION
Josephson effects in atomic Bose-Einstein condensates
(BECs) receive considerable attention in experimental
and theoretical studies as a prominent manifestation of
quantum coherence on a macroscopic scale. These ef-
fects have been initially studied for coupled condensates
in double-well traps [1–6] and coherently coupled spinor
condensates [7, 8]. In recent years Josephson effects were
also observed and analyzed in more exotic systems such
as fermionic superfluids [9], polariton condensates [10],
spin-orbit coupled BECs [11, 12] and condensates with
attractive interaction [13].
A common theoretical description of two coupled
BECs is based on the bosonic Josephson equations.
This model has been thoroughly studied theoretically
[2, 3]. Various experiments confirm the predictions of this
model, which include small-amplitude (plasma) oscilla-
tions, large-amplitude anharmonic oscillations and quan-
tum self trapping [4, 5, 8]. A formal derivation of this
model relies on the two-mode description of the system,
whereby each of the two condensates retains its density
profile and a homogeneous phase. Such an approxima-
tion is valid if the coupling between the two BECs is much
weaker than the energy required to create collective exci-
tations inside each condensate. If this requirement is not
fulfilled then internal collective excitations can be gener-
ated and influence the Josephson dynamics of the system.
In order to describe the interference between internal and
mutual collective motions of the condensates it is neces-
sary to go beyond the simplified picture of the Josephson
equations. Moreover the structure of collective excita-
tions spectrum and consequently the results of such an
interference may be considerably different depending on
the geometric properties of the system. Existing theo-
retical studies address this question for certain specific
types of collective excitations and trap geometries, such
as phonon excitations in toroidal condensates [14], and
higher modes of the harmonic trap [15]. However, vari-
ous aspects of collective excitations in coupled BECs and
their relation to the tunneling transport have yet to be
fully explored.
In the present work we analyze the collective excita-
tions and the small-amplitude Josephson oscillations in
a system of two highly anisotropic BECs. Two elongated
condensates are placed in parallel to each other forming
a so called long Josephson junction (LJJ). Such Joseph-
son junctions were extensively studied for superconduc-
tors [16–18] and in atomic BECs mostly in the context of
Josephson vortex dynamics [19, 20]. Our interest in these
systems is largely inspired by the experimental results of
Ref. [6] where the populations of the wells were shown
to oscillate at several distinct frequencies, indicating in-
terference with internal collective excitations generated
inside each condensate.
In order to describe the Josephson dynamics on the
level of collective excitations in the system we need to
relate the general physical picture of the Josephson equa-
tions with the Bogoliubov-de Gennes formalism. Fol-
lowing the developments in Refs. [21–23] the Josephson
plasma oscillations can be related to the lowest dipole
mode in the two-well system. Along a similar line of ar-
guments we show here how multiple Bogoliubov modes
are involved in the low-energy Josephson dynamics of the
anisotropic system.
We model the dynamics of the long bosonic Joseph-
son junction in the mean-field framework of the two-
dimensional Gross-Pitaevskii equation. The observed dy-
namical picture is complemented with an analysis of the
collective excitation spectrum based on the Bogoliubov-
de Gennes approach. We show how the specific structure
of the Bogoliubov modes may lead to various physically
relevant effects in the collective dynamics. In addition
to enriched Josephson dynamics we identify for a certain
range of barrier intensities unexpected quasi-degeneracy
of the low-lying Bogoliubov modes with localization of
the corresponding quasiparticles at the edges of the junc-
tion. Finally, we develop a simplified one-dimensional
hydrodynamic model of the long bosonic Josephson junc-
tion, that is able to qualitatively reproduce all important
features of the full simulations.
2II. SIMULATIONS OF LONG
BOSE-JOSEPHSON JUNCTIONS
First we briefly describe simulations of the dynamics of
trapped condensed atoms in a bosonic LJJ. The trap po-
tential is approximated by an anisotropic harmonic con-
finement in all spatial dimensions with a Gaussian barrier
in y direction,
V (x, y, z) =
m
2
(ω2xx
2 + ω2yy
2 + ω2zz
2) + Vb e
−2y2/λ2 . (1)
The barrier height Vb is a tunable parameter to control
the coupling between the two condensate clouds forming
in this potential. This setup is patterned similarly to the
experimental one described in Ref. [6]. We limit our con-
siderations to values of Vb larger than the chemical po-
tential µ of the system such that classical hydrodynamic
flow across the barrier is impossible, and the system re-
mains in the tunneling regime.
The harmonic part of the potential is assumed to be
cigar shaped (ωx ≪ ωy,z). The barrier cuts the cigar into
two parts along the (x, z) plane parallel to the long axis
of the trap. In such a configuration the trapping in z di-
rection remains harmonic. Disregarding the dynamics in
this direction we may reduce the description of the sys-
tem to two dimensions using a Gross-Pitaevskii equation
(GPE)
i~
∂
∂t
Ψ(r, t) =
(
−~
2∇2
2m
+ V (r) + g|Ψ|2
)
Ψ(r, t) , (2)
whith r = (x, y). The condensate wave function Ψ (r, t)
is normalized to the total number of atoms in the system∫
dr |Ψ(r, t)|2 = N , which is a conserved quantity. The
non-linear interaction strength in two dimensions is then
given by [24]
g =
4pi~2a
m
√
mωz
2pi~
, (3)
where a is the s-wave scattering length and m the mass
of a condensate atom. We here consider 87Rb atoms
with a = 5.819 nm and m = 86.91 u and choose
ωx = 2pi · 1 Hz, ωy = ωz = 2pi · 50 Hz, a barrier 1/e2
half-width λ = 3.5 µm, and a total number of atoms
N = 2.0 · 104. However, most of our results should be
qualitatively similar for any bosonic LJJ in the tunneling
regime. For the calculations presented in this section we
use a barrier amplitude Vb/h = 375 Hz. The ground state
stationary solution of the GPE (2) shows the shape of two
nearly one-dimensional parallel condensates (see Fig. 1).
We find a chemical potential µ/h = 273 Hz and conse-
quently Vb/µ = 1.37. Note that the chemical potential
is still considerably larger than the trapping frequencies.
Therefore, the mean-field treatment based on the GPE
(2) is justified.
Josephson effects in bosonic systems lead to particle
transfer between the wells. The relative population im-
balance Z(t) is the dynamical quantity which we use to
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FIG. 1. Two-dimensional ground state particle density |Ψ|2
(in arbitrary units) of the long Bosonic Josephson junction.
Note the different scales of the x and y axes.
quantify these effects
Z(t) =
N1(t)−N2(t)
N
, (4)
where N1(t) and N2(t) denote the number of atoms in
each well (N1(t) + N2(t) = N). These populations are
related to the solutions Ψ (r, t) of the GPE. They are
defined as integrals of the particle density over each well
Nj(t) =
∫
Aj
dr |Ψ(r, t)|2, (5)
where j = 1, 2 and Aj is the area subtended by well j.
The second dynamical quantity of interest is the phase
difference between the condensates
ϕ(t) = θ2(t)− θ1(t), (6)
where each phase is defined by averaging over correspond-
ing well
θj(t) = arg
∫
Aj
drΨ(r, t). (7)
One may show that this quantity is canonically conjugate
to the population imbalance.
The time evolution of the population imbalance and
relative phase of two BECs is often accurately described
by the Josephson equations [2, 3]
Z˙ = −J
√
1− Z2 sin(ϕ), (8)
ϕ˙ = ΛZ + J
Z√
1− Z2 cos(ϕ). (9)
Here, Λ describes the intra-well interactions and J char-
acterizes the coupling between the two condensates.
These quantities may be expressed in terms of the so-
lutions of the GPE. A derivation of the Josephson equa-
tions with explicit definitions for Λ and J based on the
two-mode model may be found in the Appendix. The ra-
tio between Λ and J defines the physical region of valid-
ity of this model. It is expected to be valid in the region
1 ≪ Λ/J ≪ N2 which is also called ‘Josephson regime’
[25, 26]. The value of this ratio is strongly dependent on
31 2 3 4 5
-0.01
0
0.01
0 1 2 3 4 5
-0.04
0
0.04
0 5 10 15
0
1
2
3
(a)
(b)
(c)
FIG. 2. (a) Population imbalance Z(t) and (b) relative phase
ϕ(t) as a function of time extracted from a GPE simulation.
(c) The Fourier spectrum |Z˜(ω)| of the population imbalance
(in arbitrary units). The vertical red line indicates the plasma
frequency ωp predicted by the two-mode model.
the barrier height. For the range of configurations consid-
ered in the present study this ratio ranges from Λ/J ≈ 7
for (Vb/µ = 1) to Λ/J ≈ 9800 for (Vb/µ = 2) which is
well inside the Josephson regime. The Josephson equa-
tions (8,9) have been successfully applied to describe var-
ious double-well experiments [4, 5, 8]. Here we will use
these equations as a basic reference and analyze their
limitations when applied to anisotropic condensates.
In the case of a small initial population imbalance
|Z0| ≪ 1 or initial phase difference ϕ0 ≪ pi/2, the equa-
tions (8,9) reduce to a harmonic oscillator equation with
the frequency
ωp =
√
J(Λ + J), (10)
known as plasma frequency. Thus the model predicts
harmonic oscillations for small initial imbalances or phase
differences. The value of the plasma frequency marks
another important limitation of the model based on the
system (8,9). In order for the Josephson oscillations to
be decoupled from the internal oscillations inside each
condensate it is necessary that ωp ≪ ωx,y,z [25]. This
condition is not fulfilled for our system and therefore we
can expect the effects of intra-well collective excitations
to influence the Josephson dynamics.
For larger initial population imbalance or phase differ-
ence the Josephson equations predict the development of
anharmonic large amplitude oscillations and the transi-
tion to the self-trapped regime at the critical population
imbalance Zcr = 2
√
J/Λ(1− J/Λ) [3].
In order to study the near-equilibrium dynamics of
the junction we perform numerical simulations using the
GPE (2). The initial state is prepared close to the ground
state with an initial imbalance Z0 = 0.01 inside of the
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FIG. 3. Frequencies corresponding to peaks in the Fourier
spectrum Z˜ of the population imbalance as a function of the
initial imbalance Z0 (left) and the initial phase difference ϕ0
(right). The vertical red line on the left panel indicates the
critical population imbalance Zcr = 0.19 for the onset of the
self-trapping regime predicted by the two-mode model.
plasma oscillation regime. In a real experiment such an
initialization can be realized with an additional linear
offset potential that is switched off at t = 0. In our
simulations the system evolves freely for 5 s and the pop-
ulation imbalance Z(t) is determined at equally spaced
times tm. The observed time series Z(t) is shown in the
upper panel of Fig. 2 revealing clearly population oscil-
lations not determined by a single frequency.
We analyze the spectral properties of the oscillations
by taking the discrete Fourier transform (DFT) of the
time series Z(tm)
Z˜(ωn) =
M∑
m=0
Z(tm)e
−iωntm , ωn = 2pin/tM , (11)
where M is the total number of time steps in the sim-
ulation. The Fourier-spectrum Z˜(ω) shows several well
separated peaks (see Fig. 2, lower panel). We consider
then Z(t) to be a superposition of several harmonic os-
cillations. We extract the frequencies of these distinct
oscillations simply by locating the maxima in the spec-
trum. It is worth noticing, that none of the detected
frequencies can be related to the plasma frequency pre-
dicted by the two-mode model. In order to investigate
this finding further, we vary the initial population imbal-
ance and initial phase difference. The results plotted in
Fig. 3 show that multiple peaks in the spectrum can be
observed at arbitrarily small initial imbalance or phase
difference. Their positions remain stable in the regions
Z0 ≪ Zcr and ϕ0 ≪ pi/2. Furthermore, the frequen-
cies get smaller with increasing Z0 or ϕ0 as is similarly
the case for the plasma frequency [3, 27]. Finally, in the
regime of large-amplitude oscillations distinct frequencies
can hardly be distinguished and the DFT spectrum does
not provide useful information. In the rest of the pa-
per we will only consider the regime of small oscillations
with Z0 = 0.01 and ϕ0 = 0, where the frequencies are
well defined and stable.
4III. BOGOLIUBOV-DE-GENNES FORMALISM
The results of the previous section show that several
modes with different frequencies contribute to the popu-
lation oscillations in the system. Furthermore, the num-
ber of these modes and their frequency is almost inde-
pendent of the oscillation amplitude. This indicates that
non-linear mode mixing effects are negligible in the con-
sidered regime. Nevertheless, such a multi-mode popula-
tion oscillation spectrum is a clear indication that intra-
well collective excitations influence the tunneling dynam-
ics. In order to further analyze how different collective
excitations influence the Josephson dynamics we employ
the Bogoliubov-de Gennes formalism [21, 25]. We first
write the condensate wave function in the form
Ψ (r, t) = e−
iµt
~ [ψ0 (r) + δψ (r, t)] . (12)
where ψ0 is the stationary ground state, µ is the corre-
sponding chemical potential and δψ (r, t) is a perturba-
tion of the form
δψ (r, t) =
∑
k
ck
[
e−iωktuk (r) + e
iωktv∗k (r)
]
, (13)
with the additional condition that the perturbation is
small (ck ≪
√
N). After inserting this ansatz into the
GPE (2) and considering only the terms linear in ck
we obtain the familiar system of Bogoliubov-de Gennes
equations
~ωkuk = (Hˆ0 + 2g|ψ0|2 − µ)uk + gψ20vk,
−~ωkvk = (Hˆ0 + 2g|ψ0|2 − µ)vk + gψ20uk,
(14)
where
Hˆ0 = −~
2∇2
2m
+ V (r) . (15)
The usual normalization condition for the Bogoliubov
modes reads ∫
dr
(|uk|2 − |vk|2) = 1.
This linear system of equations can be solved numerically
in order to obtain eigenmodes and their corresponding
frequencies ωk. We solve the system (14) for different
values of the barrier height Vb. The calculated spectrum
as a function of Vb is presented in Fig. 4. We also perform
full GPE simulations with barrier heights in the same
range to compare the frequencies extracted from the time
series Z(t) with the Bogolibov spectrum.
As one can see in Fig. 4 only some of the Bogoliubov
modes correlate with the spectrum of population oscilla-
tions. In order to understand this fact let us see how the
linear excitations of the form (13) enter into the dynam-
ics of the population imbalance of the two-well system.
To this end we introduce the following operator repre-
sentation of the population imbalance
Z =
1
N
〈Ψ|Zˆ|Ψ〉, Zˆ (r) =
{
1, r ∈ A1(y < 0),
−1, r ∈ A2(y > 0).
which is valid for any wave function Ψ. We can now insert
here the wave function of the form (12,13). We keep only
terms up to first order in ck and assume (without loss of
generality) that ψ0 (r), uk (r) and vk (r) are purely real
functions. Taking also into account that 〈ψ0|Zˆ|ψ0〉 = 0
the final expression yields
Z(t) =
2
N
∑
k
ckDk cos(ωkt). (16)
Here
Dk = 〈ψ0|Zˆ|uk + vk〉 (17)
is the excitation amplitude of the k’th Bogoliubov mode
by an operator Zˆ. In other words the set of coefficients
Dk essentially characterizes the condensate response to
the small perturbation proportional to Zˆ [25, 28].
The equation (16) shows that a populated Bogoliubov
mode with index k results in a transfer of population
with the frequency ωk, but only if the coefficient Dk
is non-zero. To identify which Bogoliubov modes may
correspond to non-zero values of Dk we should consider
symmetry properties of these modes. Both the potential
(1) and the ground state are symmetric with respect to
axes reflections in longitudinal (x) and transverse (y) di-
rections. Therefore the solutions of (14) are expected to
possess certain reflection symmetries in these directions
as well. In Fig. 4 we distinguish three subsets of levels
(plotted with different colors) based on their symmetry
properties. These states are (A) transversely symmetric,
(B) transversely antisymmetric but longitudinally sym-
metric and (C) antisymmetric in both directions. In the
following we will refer to these states as A, B and C for
shorter notation.
From the structure of Eq. (17) one can predict that Dk
may be non-zero only if uk + vk is symmetric in x and
antisymmetric in y. Consequently the states of type B
are the only subset of modes that can possibly contribute
to the Josephson dynamics identified by Z(t). This ar-
gument is confirmed by the results in Fig. 4 showing a
nearly perfect match of the spectra extracted from GPE
dynamics with the Bogoliubov modes of type B.
The above symmetry arguments provide necessary con-
ditions for any of the collective excitations to be traceable
in the population imbalance Z(t). However, these condi-
tions are by no means sufficient. The judgement on the
number of non-zero amplitudes Dk can be done only by
calculating them numerically or measuring them. Such
calculations show that there is always only a finite num-
ber of essentially non-zero values in this set. In Fig. 5 we
show the values of Dk and ωk corresponding to the low-
est type B excitations for the same barrier heights used
in the previous section. Apparently only the five lowest
excitations show amplitudes Dk significantly larger than
zero. One may also notice a similarity of Fig. 5 and the
spectrum Z˜(ω) presented in the lower panel of Fig. 2.
This shows that the spectrum of population oscillations
can in general be predicted by analyzing the Bogoliubov
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FIG. 4. Spectrum of elementary excitation of the long Josephson junction. Solid lines of different colors correspond to the
Bogoliubov modes of different symmetry: A — transversely symmetric (blue lines), B — transversely antisymmetric but
longitudinally symmetric (green lines) and C — antisymmetric in both directions (red lines). The insets show the spatial
distribution of the lowest excitations of each of the three types (scale of the color bar is in arbitrary units). The corresponding
modes are marked on the main plot with the letter on the right. Black crosses correspond to the peak positions in the Fourier
spectrum Z˜(ω) obtained from the full GPE simulations. The purple dashed line is the estimate of the Josephson plasma
frequency ωp based on the two-mode model.
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FIG. 5. Excitation amplitudes Dk for the 10 lowest collective
excitations of the type B calculated with the barrier height
Vb/h = 375Hz.
modes of the system. This also means that the number of
observable modes is a property of the system, and does
not depend on the initial perturbation imposed in the
numerical simulation.
IV. GENERAL PROPERTIES OF THE
BOGOLIUBOV SPECTRUM
We now investigate further the complex structure of
the calculated excitation spectrum. The first obvious
observation is that the barrier affects differently the ex-
citations of different symmetries. In particular, the exci-
tations of type A which are symmetric in the transverse
direction are practically unaffected by the changes of the
barrier height. These solutions are node-less in y and
represent purely longitudinal excitations. They originate
from the collective excitations of a single one-dimensional
BEC and are well approximated by a simple analytical
formula based on hydrodynamic approximation [29] (see
Fig. 9 for direct comparison)
ω = ωx
√
k(k + 1)
2
, (18)
The modes of types B and C are strongly affected by
the barrier height but asymptotically they converge to
the symmetric counterparts and are expected to match
them exactly in the limit of two completely uncoupled
condensates. In Fig. 6 we show the level spacings ∆ω =
ω
(B,C)
k − ω(A)k between the levels of type A and corre-
sponding levels of types B and C. We see that in the
high barrier limit all level spacings decay exponentially
with growing Vb/µ. Interestingly, all the decay rates are
related to parameters defined in the two-mode model.
The lowest pair of levels converge at the rate of plasma
frequency ωp but all the other pairs converge at the same
rate as the coupling parameter J . In the limit of a very
high barrier Vb/µ > 1.9 where ωp < ωx, higher modes
disappear from Z(t) dependence and the lowest oscilla-
tion frequency converges to the estimated value of the
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FIG. 6. Level spacings ∆ω = ω
(B,C)
k − ω
(A)
k between the lev-
els of type A and corresponding levels of types B and C. The
plasma frequency ωp (red dashed line) and coupling strength
J (green dashed line) are shown for comparison. Note the log-
arithmic scale of the vertical axis, which means that a straight
line on the figure corresponds to an exponential decay of the
curve.
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FIG. 7. Level spacings ∆ω = ω
(C)
k −ω
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k shown in linear (left
panel) and logarithmic (right panel) scale.
plasma frequency ωp (see Fig. 4). This indicates that va-
lidity of the Josephson equations (8,9) is restored in this
region.
Levels of types B and C also show an unexpected de-
generacy in the region of intermediate barrier heights.
The spacings between these levels are shown in Fig. 7. We
show them in both linear and logarithmic scales to high-
light that for all of the affected levels the minimal level
spacing is observed at the same barrier height around
Vb/µ ≈ 1. This quasi-degeneracy arises due to coupling
between two condensates. In order to understand the
origin of this degeneracy we look into the distribution of
the tunneling current initiated by these excitations. The
transverse tunneling current density can be written in
the following form
Jy(x, t) =
~
2mi
∫
dy (Ψ∗∂yΨ−Ψ∂yΨ∗) .
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FIG. 8. Tunneling current density distribution corresponding
to the lowest Bogoliubov excitations of type B (blue lines)
and C (red lines). Top panel corresponds to barrier height
Vb/h = 325Hz (Vb/µ ≈ 1.26), bottom panel — Vb/h = 600Hz
(Vb/µ ≈ 1.93). Vertical dashed lines on both panels show the
Thomas-Fermi boundary of the system.
Inserting here the wave function (12,13) we get
Jy(x, t) =
∑
k
ckj
(k)
y (x) sin(ωkt),
where
j(k)y (x) =
~
m
∫
dy [ψ0∂y(uk − vk)− (uk − vk)∂yψ0]
is the characteristic current density associated with k’th
Bogoliubov mode. These current densities for the lowest
Bogoliubov modes of types B and C are shown in Fig. 8.
We see that in the region of quasi-degeneracy the tun-
neling current in these modes is localized at the edges of
the junction and two edge-localized excitations basically
decouple from each other. A similar effect was also de-
scribed for the superconducting LJJs [18] and attributed
to the Meissner effect in the junction. One may also see
from Fig. 4, that these edge-localized states are always
involved in the dynamics of population imbalance Z(t)
(the crosses cover all regions of quasi-degeneracy).
V. EFFECTIVE ONE-DIMENSIONAL MODEL
OF ELEMENTARY EXCITATIONS
So far all of our descriptions for the bosonic LJJ have
been in two spatial dimensions. However, the geometry
of the system suggests that we can consider it as two cou-
pled one-dimensional systems. For the symmetric modes
the one-dimensional treatment of the system is quite sim-
ple and leads to the analytical expression (18). However,
for the spectrum of antisymmetric modes to the best of
our knowledge no analytical expressions exist. The model
developed in Ref. [30] describes dispersion relations of
7coupled infinite homogeneous 1D condensates, so while it
captures some essential properties of the spectra, it can
not reproduce the observed level degeneracy and edge-
localized states. In the following we develop a simplified
one dimensional hydrodynamic model that is still able
to reproduce qualitatively the behavior of antisymmetric
Bogoliubov modes. Our aim is to reduce the system to
two coupled one-dimensional condensates. The reduction
scheme that we propose is similar in spirit to the usual
two-mode model. It relies on the additional assumption
that the dimensions can be separated. So the long axis
of the trap x does not couple to the short axis y. In each
well the wave functions can be written as a product state
and the total wave function reads
Ψ(x, y, t) = Ψ1(x, t)χ1(y) + Ψ2(x, t)χ2(y). (19)
We assume the solutions in y dimension χ1,2(y) to be
time independent. Additionally we define χ1 and χ2
such that they are real, orthogonal and normalized to
unity. Our trapping potential is obviously separable
V (x, y)/~ = V˜x(x) + V˜y(y). Inserting this ansatz into
the GPE (2) leads to a system of two coupled one-
dimensional equations
i
∂
∂t
Ψ1(x, t) =
(
− ~
2m
∂2x + V˜x + g1D|Ψ1|2
)
Ψ1
−
(
K + F (|Ψ1|2 + |Ψ2|2)
)
Ψ2 − F (Ψ∗1Ψ2 +Ψ∗2Ψ1)Ψ1
+M
(
|Ψ2|2Ψ1 + (Ψ∗1Ψ2 +Ψ∗2Ψ1)Ψ2
)
, (20)
where for the second component the indices are inter-
changed. The coefficients that appear in these equations
are defined as follows
g1D =
g
~
∫
dy χ41, (21)
K = −
∫
dy
(
− ~
2m
χ1∂
2
yχ2 + χ1V˜yχ2
)
, (22)
F = −g
~
∫
dy χ31χ2, (23)
M =
g
~
∫
dy χ21χ
2
2. (24)
In the Josephson tunneling regime the overlap between
functions χ1 and χ2 is small and we can safely assume
M ≪ F ≪ g1D. Then the equations simplify to
i
∂
∂t
Ψ1(x, t) =
(
− ~
2m
∂2x + V˜x + g1D|Ψ1|2
)
Ψ1
−
(
K + F (|Ψ1|2 + |Ψ2|2)
)
Ψ2,
i
∂
∂t
Ψ2(x, t) =
(
− ~
2m
∂2x + V˜x + g1D|Ψ2|2
)
Ψ2
−
(
K + F (|Ψ1|2 + |Ψ2|2)
)
Ψ1. (25)
These equations permit a one-dimensional description
of the double-well system. They are similar to the
commonly used model for two-component condensates
with coherent coupling. However they contain additional
terms proportional to F which in general cannot be ne-
glected. A more detailed study of the effects of these ad-
ditional terms would require a separate study. We only
mention here that K is in general not sign-definite and
neglecting the nonlinear terms proportional to F may
lead to unphysical results. This problem is usually rec-
tified by taking K as a phenomenological positive def-
inite parameter or imposing additional approximations
(see e.g. Ref. [31] for a discussion and references).
In order to further simplify our model, we recall that
for the parameters considered in the present work the
1D system is deeply in the Thomas-Fermi regime. This
suggests that a hydrodynamic approximation may be
valid to describe the system. We rewrite the equations
(20) with the usual Madelung decomposition Ψ1(x, t) =√
ρ1e
iθ1 , where ρ1(x, t) is the density and θ1(x, t) is the
phase, which gives
ρ˙1 = − ~
m
∂x (ρ1∂xθ1)
− 2 (K + F (ρ1 + ρ2))√ρ1ρ2 sin(θ2 − θ1),
θ˙1 = − ~
2m
(∂xθ1)
2 − V˜x − g1Dρ1
+ (K + F (ρ1 + ρ2))
√
ρ2
ρ1
cos(θ2 − θ1), (26)
where we neglected the quantum pressure terms of the
form ∂x(
√
ρ)/
√
ρ. The equations of the other component
have interchanged indices.
To study the antisymmetric low energy excitations we
consider a stationary state for each well and we add a
perturbation with an opposite sign in each well:
ρ1(x, t) = ρ0(x) + δρ(x, t), θ1(x, t) = −µ˜t− δθ(x, t),
ρ2(x, t) = ρ0(x)− δρ(x, t), θ2(x, t) = −µ˜t+ δθ(x, t),
(27)
where µ˜ = µ/~. The Thomas-Fermi ground state density
is
ρ0(x) =
µ˜− V˜x(x) +K
g1D
(28)
in the region where µ˜+K > Vx and zero otherwise. With
this ansatz we linearize the coupled equations,
∂
∂t
δρ =
~
m
∂x (ρ0∂xδθ)− 4 (K + 2Fρ0) ρ0δθ, (29)
∂
∂t
δθ =
(
g1D +
K
ρ0
)
δρ. (30)
Combining the two equations we get one second-order
equation for δρ
∂2
∂t2
δρ =
~
m
∂x
(
(g1Dρ0 +K)∂xδρ−K δρ ∂xρ0
ρ0
)
− 4 (K + 2Fρ0) (g1Dρ0 +K) δρ. (31)
8The term proportional to (∂xρ0)/ρ0 can be safely ne-
glected in the Thomas-Fermi regime. We finally as-
sume the solutions to be periodic in time δρ(x, t) =
cos(ωt)δρ(x), which leads to the following equation
−ω2δρ = ~
m
∂x ((g1Dρ0 +K)∂xδρ)
− 4 (K + 2Fρ0) (g1Dρ0 +K) δρ. (32)
This equation provides a hydrodynamic approxima-
tion for the transversely antisymmetric collective exci-
tations of the system. Using the explicit expression for
the Thomas-Fermi ground state density (28) this equa-
tion can be easily recast in terms of the chemical poten-
tial and the trap potential, which makes it numerically
tractable. In some limiting cases the equation (32) can be
solved analytically. In particular, in the limit of uncou-
pled condensates (K → 0, F → 0) it is straightforward
to show that the spectrum (18) is reproduced as is ex-
pected in this limit. Also if one considers the excitations
of the same shape as the ground state (δρ(x, t) = Z(t)ρ0)
then the result of the two-mode model is recovered and
after integrating out the spatial dimension we get a single
frequency ω = ωp identical to Eq. (10).
In figure 9 we compare numerical solutions of equa-
tion (32) with the Bogoliubov spectrum of the two-
dimensional system. The parameters g1D, K and F were
estimated based on the ground state GPE solutions. The
two approaches show reasonable agreement, which is bet-
ter in the high barrier region. Specific features of the
spectrum, such as formation of quasi-degenerate pairs of
levels is also reproduced in the developed hydrodynamic
approximation. This result justifies the general validity
of this approach and applicability of the derived equation
(32).
Using the ansatz (27) we can also write the population
imbalance in the form analogous to (16)
Z =
2
N
∑
k
Dk cos(ωkt),
where the coefficients Dk have a similar meaning to the
excitation amplitudes discussed in the previous section
and are defined by the solutions of Eq. (32) as follows
Dk =
∫
dxδρk.
The values of these coefficients are shown in Fig. 10. We
see that they also qualitatively reproduce the results in
Figs. 5 and 2. A number of additional zero-valued coeffi-
cients on the figure correspond to excitations of type C,
which are also included in the spectrum of Eq. (32).
VI. CONCLUSIONS
In the present work we investigated the low-energy dy-
namics of long bosonic Josephson junctions. In the sim-
ulations based on the time-dependent Gross-Pitaevskii
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FIG. 9. Spectrum of collective excitations in the hydrody-
namic approximation based on the equations (18) (solid yel-
low lines) and (32) (solid red lines) compared to the full solu-
tion of the Bogoliubov-de Gennes equations (14) (dashed blue
lines).
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FIG. 10. Excitation amplitudes Dk in the hydrodynamic
approximation (in arbitrary units). The barrier height is
Vb/h = 375Hz.
equation we observe oscillations of the population imbal-
ance consisting of multiple well-defined frequencies, that
persist even for arbitrarily small initial perturbation.
In order to understand this behavior we analyze the
spectrum of elementary excitations obtained from the
Bogoliubov-de Gennes equations. By analyzing the con-
densate response to the imposed population imbalance
we find the Bogoliubov modes that can contribute to the
population transfer. This allows us to explain and pre-
dict the multi-mode spectrum of population oscillations
observed in the dynamical simulations.
From the general structure of the excitations spectrum
in the region of intermediate barrier heights we discover
the development of quasi-degeneracy of low-lying levels.
We connect this phenomenon with localization of corre-
sponding modes at the edges of the junction. The ge-
ometry of LJJ allows such edge-localized excitations to
decouple and form degenerate pairs. Quite interestingly,
9these edge-localized oscillations are also always observed
in the dynamics of the population imbalance.
We also developed an effective one-dimensional model
of two coupled condensates, that combines a hydrody-
namic approximation in the longitudinal direction and
quantum tunneling in the transverse direction of the bar-
rier. This simplified model is shown to qualitatively re-
produce all essential features of the excitation spectrum
obtained using the Bogolubov-de-Gennes analyis: The
excitation frequencies are in good agreement in a wide
range of barrier heights. The model also correctly pre-
dicts multiple frequencies for the population dynamics of
the condensate.
Appendix: The two-mode model
The two-mode model is a common approach to de-
scribe Josephson effects in a bosonic double-well system.
We review it here to introduce the concepts and establish
a notation. The central idea of the two-mode model is
that the total wave function can be described with only
two modes. Each one is (roughly) localized in one well
and has one coherent phase
Ψ (r, t) =
√
N1(t) e
iθ1(t)φ1 (r) +
√
N2(t) e
iθ2(t)φ2 (r) .
(A.1)
N1,2 is the occupation, θ1,2 is the phase and φ1,2 are the
time-independent wave functions of each mode, which
have unit norm and are orthogonal. One can obtain them
with the standard ansatz of combining the ground state
solution φg (r) with the first excited state that has a node
in the barrier region φex (r):
φ1 (r) =
φg (r)− φex (r)√
2
, φ2 (r) =
φg (r) + φex (r)√
2
.
(A.2)
The time-dependent variables of the two-mode model are
the population imbalance Z(t) and the relative phase
ϕ(t),
Z(t) =
N1(t)−N2(t)
N
, ϕ(t) = θ2(t)− θ1(t), (A.3)
where N is the total number of atoms with N1+N2 = N .
Putting the ansatz (eqn. A.1) into the GPE leads to the
well-known two-mode model equations
Z˙ = −J
√
1− Z2 sin(ϕ) + I(1− Z2) sin(2ϕ), (A.4)
ϕ˙ = ΛZ + J
Z√
1− Z2 cos(ϕ)− IZ (2 + cos(2ϕ)) , (A.5)
where the parameters are defined as
Λ =
gN
~
∫
dr
(
φ41
)
, (A.6)
J = − 2
~
∫
dr
(
~
2
2m
∇φ1∇φ2 + φ1φ2V + gNφ
3
1φ2
)
,
(A.7)
I =
gN
~
∫
dr
(
φ21φ
2
2
)
. (A.8)
Here Λ is the on-site interaction, J describes the cou-
pling and I is called interaction tunneling (see [32]). In
case of small oscillations |Z| ≪ 1 and ϕ≪ pi/2 the equa-
tions reduce to a harmonic oscillator equation with the
frequency
ωp =
√
ΛJ − 2ΛI + J2 − 5JI + 6I2. (A.9)
This is called plasma frequency and it characterizes the
population transfer between the wells. In most configura-
tions Λ≫ J ≫ I, so I can be neglected and one obtains
ωp =
√
J(Λ + J) as quoted in Eq. 10.
Results of experiments show that the two-mode model
provides better predictions if the parameters are modi-
fied. Especially Λ is usually too large with the definition
A.6. This is due to the approximation that the wave
functions φ1 (r) and φ2 (r) are time-independent. Re-
laxing that condition by allowing the wave functions to
depend on the population of the respective wells like this
φj (r) → φj(r, Nj(t)) for j = 1, 2, provides a more ac-
curate representation of the physics. This ansatz was
implicitly introduced in Refs. [33, 34] and it was termed
effective two-mode model. We provide a slightly different
(and to our opinion more transparent) derivation. The
ansatz for the total wave function is
Ψ (r, t) =
√
N1φ1(r, N1)e
iθ1 +
√
N2φ2(r, N2)e
iθ2 .
(A.10)
Here N1, N2, θ1 and θ2 are time-dependent. This can
be seen as an adiabatic approximation because the wave
function for one well is assumed to be in the ground state
at the corresponding population. If we put this ansatz
into the GPE (2) we obtain the equations
Z˙ = −
(
J + J˜Z
)√
1− Z2 sin(ϕ) + I(1− Z2) sin(2ϕ),
(A.11)
ϕ˙ = ∆E + ΛZ + J
Z√
1− Z2 cos(ϕ)
+ J˜
2Z2 − 1√
1− Z2 cos(ϕ)− IZ (2 + cos(2ϕ)) , (A.12)
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where J, J˜ , I,∆E and Λ are functions of Z
∆E(Z) =
1
~
∫
dr
(
~
2
2m
|∇φ1|2 + φ21V +
gN
2
φ41
)
− 1
~
∫
dr
(
~
2
2m
|∇φ2|2 + φ22V +
gN
2
φ42
)
,
(A.13)
Λ(Z) =
gN
2~
∫
dr
(
φ41 + φ
4
2
)
, (A.14)
J(Z) = − 2
~
∫
dr
(
~
2
2m
∇φ1∇φ2 + φ1φ2V
+
gN
2
(
φ31φ2 + φ1φ
3
2
))
, (A.15)
J˜(Z) =
gN
~
∫
dr
(
φ1φ
3
2 − φ31φ2
)
, (A.16)
I(Z) =
gN
~
∫
dr
(
φ21φ
2
2
)
, (A.17)
because φ1(r, Z) and φ2(r, Z) depend on it. For Z =
0 the two-mode model parameters are recovered. The
relation Λ ≫ J ≫ I still holds, so I can be neglected
safely. Also the changes in J and J˜ are expected to be
small so J(Z) ≈ J(0) = J and J˜(Z) ≈ J˜(0) = 0. With
that the equations of motion are
Z˙ = − J
√
1− Z2 sin(ϕ), (A.18)
ϕ˙ = ∆E(Z) + Λ(Z) · Z + J Z√
1− Z2 cos(ϕ). (A.19)
The key of the effective model is to approximate the func-
tions ∆E(Z) and Λ(Z). However at this point it is not
clear if and how they are related. For that let us intro-
duce the local chemical potential of each well
µj =
∫
dr
(
~
2
2m
|∇φj |2 + V (r)φ2j + gNjφ4j
)
. (A.20)
The difference between the local chemical potentials is
indeed
µ1 − µ2 = ∆E + ΛZ. (A.21)
This relation clearly shows that ∆E and Λ cannot be
treated separately. A Taylor approximation at Z = 0
gives
µ1−µ2 = (µ1 − µ2)
∣∣∣∣
Z=0
+
(
dµ1
dZ
− dµ2
dZ
) ∣∣∣∣
Z=0
Z+O(Z2).
(A.22)
The first term has to vanish due to the symmetry of the
double well. The linear term can be changed to contain
the appropriate populations N1 and N2 for each well
(
dµ1
dZ
− dµ2
dZ
) ∣∣∣∣
Z=0
=
N
2
(
dµ1
dN1
∣∣∣∣
N1=
N
2
+
dµ2
dN2
∣∣∣∣
N2=
N
2
)
(A.23)
Again the symmetry of the double-well causes the deriva-
tives of µ1 and µ2 to be the same, so we finally get
Z˙ = − J
√
1− Z2 sin(ϕ), (A.24)
ϕ˙ = Λeff · Z + J Z√
1− Z2 cos(ϕ), (A.25)
where
Λeff = N
dµ1
dN1
∣∣∣∣
N1=N/2
. (A.26)
This derivative can be obtained by calculating the ground
state φ1 for several different populations N1 and putting
it in the functional µ1. We use this definition of the
parameter Λ for all two-mode model estimates presented
in the present work.
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