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Abstract—This paper proposes a new controller for the 
excitation system to improve rotor angle stability. The proposed 
controller uses energy function to predict desired flux for the 
generator to achieve improved first swing stability and enhanced 
system damping. The controller is designed through predicting 
the desired value of flux for the future step of the system and 
then obtaining appropriate supplementary control input for the 
excitation system. The simulations are performed on Single-
Machine-Infinite-Bus system and the results verify the efficiency 
of the controller. The proposed method facilitates the excitation 
system with a feasible and reliable controller for severe 
disturbances. 
Keywords—excitation control; energy function; power system 
transient stability; small-signal stability; autoregressive model.  
I.  INTRODUCTION 
Increasing demand of energy and insufficient pace of 
expanding transmission lines are forced power systems to 
operate near their stability margins [1]. Modern power systems 
are more vulnerable to inevitable disturbances and hence may 
lead to some low frequency oscillations leading to cascading 
events; if not addressed properly. Development of reliable 
control strategies to keep system in stable condition is one way 
to avoid system blackouts or brownouts. First swing stability 
and damping stability of power systems are investigated widely 
in the past. A power system which has growing oscillations 
caused by the lack of adequate damping, will lead into first 
swing instability. This problem could be obviated by 
controlling the output power of disturbed generators [2]. 
Flexible ac transmission systems (FACTS) are capable of 
improving first swing stability by controlling output power. In 
[3] by using Static Series Synchronous Compensators (SSSC) 
and applying control Lyapunov function theory for a 
multimachine system, transient stability of the systems has 
enhanced. Haque in [2] has implemented various FACTS 
devices to the power system and by generating dynamic 
response for the system, first swing stability of the system is 
attained and proved the effectivity of these devices for 
enhancing first swing stability. STATCOM and SSSC are also 
employed and by using the criteria of dissipation of transient 
energy, damping of the system is assessed and verifies the 
positive impact of FACTS devices on damping [4]. In [5] 
Thyristor Controlled Series Compensators (TCSC) is utilized 
to damp electromechanical oscillations of a large power 
systems after reducing the order of system. Model predictive 
control (MPC) is another method for enhancing first swing 
stability of the system which by using FACTS devices enables 
the system to remain stable after subjecting to large 
disturbances [6].  
Coordination between nonlinear robust excitation control 
and governor power system stabilizer is another method to 
enhance the small signal stability of the system [7] which uses 
H∞ linear design to solve the optimal control law. Using zero 
dynamic design approach, the nonlinear power system is 
transformed into partially linear one and then a method for 
excitation controller is proposed in [8]. Linear-Quadratic 
Regulator (LQR) technique has been used for deriving the 
control law. In another study, Lyapunov based controller to 
improve global asymptotic stability and voltage regulation is 
applied [9].  This method is better than the direct feedback 
linearization (DFL) method in maintaining satisfactory voltage 
after a severe permanent fault. 
In this paper, a new method for enhancing dynamic stability 
of the system is proposed that does not deal with the high 
complexity of some of the mentioned methods such as 
including the design of speed governor in the control approach, 
high order of nonlinear controller and observability of the 
states. The proposed control approach improves damping of 
electromechanical oscillations by controlling the flux. 
Designing this controller is not complicated and provides 
satisfactory dynamic characteristics. In order to design this 
controller we need to have access to the model of the system 
for predicting the future states of the system. Kalman filter 
provides the possibility to predict future values of rotor angle 
and rotor speed for the controller [10]. These states are used to 
achieve future values of flux. The derivative of kinetic energy 
is used for finding desired flux for the generator to achieve 
additional damping. These future fluxes are used in an 
autoregressive (AR) model which provides a supplementary 
control input for the exciter. For the purpose of ensuring that 
proposed future flux improves the stability of the system, it 
should track the desired future flux.  
The rest of this paper is organized as follows: Section II 
briefly reviews power system model including synchronous 
generator and excitation model. Section III discusses the 
procedure for controlling excitation system. Section IV 
describes case study and results followed by conclusions in 
Section V.  
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II. DYNAMICS 
The SMIB system is a synchronous generator connected to 
an infinite-bus with a transmission line impedance (Re+jXe) 
(Fig. 1). The test system that is used in this work consists of a 
high order generator with a fast first order static exciter. The 
SMIB system could be formulated by a set of nonlinear 
equations which by linearizing them at its operating point result 
in state-space model as (1) and (2): 
)2(
)1(
DuCxy
BuAxx


where x is the state vector for the SMIB system and, y is the 
output of the state space model and u is the control input for the 
machines. 
A. Synchronous Generator Dynamics 
The model that is used for synchronous generator is the 
widely used two-axis model after neglecting subtransient 
reactances, saturation, stator dynamics and also turbine 
governor dynamics which results in a constant mechanical 
torque and a forth order model for the synchronous generator 
as in (3) to (6) (The per unit system and dq0 coordination are 
employed). 
 
where E′d and E′q represents d-q components of internal voltage 
of generator which are proportional to the q-axis flux linkage 
and field flux linkage respectively. T′do and T′qo denote open-
circuit d-axis and q-axis transient time constants, Xd and X′d 
represent direct-axis synchronous and transient reactances 
respectively, Xq and X′q are called quadrature-axis synchronous 
and transient reactances respectively, w is the machine speed, 
ws is synchronous speed, δ shows rotor angle, H is the inertia 
constant, D is damping coefficient and Tm represents 
mechanical torque. In addition, Id and Iq are currents of d-axis 
and q-axis and Efd is the field voltage [11]. The indices d and q 
denote the Park transformation [12]. Since stator dynamics are 
neglected, their equations could be simply presented as (7) and 
(8). 
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where Vd and Vq represent components of terminal voltage of 
generator in the d-q reference frame, respectively. 
B. Excitation System Dynamic 
First order static exciter as modeled by (9) is used for the 
SMIB system. 
)9()( trefafd
fd
a VVKEdt
dE
T 
where Ka and Ta are the gain and time constant of excitation 
system, Vref and Vt represents reference and actual value of 
terminal voltage.  
The overall order of SMIB system is five and the states of 
the system are x=[E′q E′d δ w Efd]T whereas inputs of the 
system which used in (1) and (2) for solving differential 
equations are u=[ws Tm Vref]T. 
III. EXCITATION CONTROL 
A. Energy Function Based Control 
Lyapunov proved that the stability of a nonlinear system, 
)(xfx  , can be determined if a positive definite function, 
V(x), can be found such that its derivative is negative semi-
definite along the trajectory of x [11]. In a  power system, 
Lyapunov energy function could be defined as the sum of total 
energy of the system which is the sum of total kinetic energy 
and total potential energy as in (10) for a m machine system, 
where w, are in the centre of inertia reference and M is 
inertia of the machine: 
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The derivative of (10) should be negative for a stable 
system. Since the potential energy calculation is complicated 
and depends on the model of the power system, most of the 
control laws use the derivative of kinetic energy, as shown in 
(11), as the criteria for the control actions. The controllers 
based on energy function aim to minimize the post fault kinetic 
energy of the system. 
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In this paper, the classic model of swing equation is used 
for the determination of the kinetic energy and the results prove 
this assumption is reasonable for the purpose of this study. 
Mechanical torque is a constant value and by neglecting 
damping coefficient at this stage, (11) for a SMIB system could 
be written as (12). 
)12(sin   KV KE 
where K=VtV∞/Xe . The amount of derivative of kinetic energy 
would be zero when the system is in steady state mode as 
centre of inertia (COI) reference for rotor angle and rotor speed 
is used. 
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Fig. 1. SMIB system 
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B. Flux Control 
In order to achieve an appropriate control input for the 
excitation system, the system is linearized at the operating 
point of the system. Two transfer functions, as shown in Fig. 2, 
for the system is calculated. G(s) is the dynamics of the exciter 
and H(s) represents rest of the dynamics of the generator 
system. G(s) is a gain and a time constant for the first order 
static exciter as mentioned in (13). Input of the H(s) is field 
voltage (Efd) and it is assumed the internal voltage of generator 
as the output of this block.  
 
The internal voltage of the synchronous generator (Eint) is 
acquired by assuming transient inductance of d and q axis are 
equal and it leads to (14) which is linearized in (15). The 
transfer function of H(s) is attained by linearizing the system in 
(16) and (17). 
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The amount of parameters K1 to K9 and steady state values of 
internal voltages and other parameters of the system could be 
found out in Appendix. Therefore, the transfer function of the 
system (G(s)H(s)) is achieved by substituting appropriate 
values for the parameters. 
)18(
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The relation between the input of the system (U) which 
consists of reference voltage (Vref), terminal voltage (Vt) and 
supplementary control input (Us) and the output which is the 
internal voltage of the system could be determined by (18). In 
order to achieve the suitable control input for the next step of 
the system, an autoregressive (AR) model of the transfer 
function is required. The discretizing time sample is assumed 
to be 0.1s to achieve a matching frequency response with (18). 
The resulting transfer function is shown in (19). Fig. 3 shows 
the frequency response of the open loop transfer functions in 
(18) and (19). 
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As it is mentioned before the output of transfer function 
(19) is the internal voltage of transformer which is consists of 
E′d and E′q that are proportional to the q-axis flux linkage and 
field flux linkage respectively. Calculating the desired value of 
flux for future steps could provide the system with a suitable 
supplementary control input for the next time step. In this 
paper, Ksinδδ′, which is derived from the derivative of kinetic 
energy, is chosen as function for flux changes. It consists of 
three parts, which is a gain, rotor angle and rotor speed. The 
sign of K should be positive because when the rotor speed 
increases, system requires decelerating rotor speed and 
according to swing equation, it would be possible by increasing 
electrical torque of the system that lead to the increasing 
internal voltage of the system and hence filed flux. Sinδ is used 
here to ensure that proportional to the rate of power transfer 
through the line, the flux and internal voltage of generator will 
change. The third part of desired flux is rotor speed which 
proportional to its variations flux will change to accelerate or 
decelerate the system. Acquired results prove that for SMIB 
system the mentioned function for desired flux is an 
appropriate choice. 
Future steps of rotor angle and speed are required so that to 
achieve desired values for flux. Kalman filter enables us to 
predict next values of δ and w by gathering data from Phasor 
measurement units (PMUs) which lead into calculating 
preferred flux. There is no additional signal to the excitation 
control until the fault is cleared. It means that no control action 
is applied until the system is in the post-fault condition that 
makes it more accurate to predict the behavior of the system 
after fault. Estimating the future states of the system during the 
fault may not be reliable and hence it is not used during the 
fault. 
The chosen formula for desired flux is verified by tracking 
the desired flux and matching it with the calculated fluxes for 
future time steps (using the supplementary control input as 
shown in (21) by applying the predicted fluxes as in (20)). It is 
 
Fig. 2. Open loop diagram of the SMIB system 
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Fig. 3. Bode diagram of continuous and reduced discretized transfer function
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assumed that the rate of changes of (Vref – Vt) with respect to 
changes of supplementary control input is much slower. 
)21(0)(;
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IV. SIMULATION RESULTS 
Time domain simulations are performed in MATLAB 
framework. The differential and algebraic equations of the 
system are solved by simultaneous-implicit method using 
trapezoidal integrating method. Data for the system is also 
gathered from [11]. By applying the supplementary control 
input to the exciter, additional term will be added to (9) leading 
to (22). 
)22()( strefafd
fd
a UVVKEdt
dE
T   
A. Flux Tracking 
Determination of the amount of flux gain (K) is the first 
step for validating the flux tracking. For SMIB system, K =3 is 
assumed and it is found that an acceptable flux tracking (Fig. 4) 
is achieved. It is noteworthy to mention that the supplementary 
control input should be limited so it does not exceed exciter 
voltage limitation. According to the sample data of IEEE for 
static exciters for power system stability studies [13], 
maximum amount of 9pu is a reasonable value for the 
limitation of exciter voltage output and Us is limited to have the 
maximum value for Efd to be 9pu.  
 
B. Transient Stability Enhancement 
The method that is used for acquiring supplementary 
control and finding the AR model of the system has linearized 
the system which guarantees the performance of the proposed 
controller while the system is in the linear mode. In addition to, 
damping improvement of the system; it has an impact on first 
swing too. Although its effect is not like the damping part but 
since the concept that is used is a practical one and just used 
the excitation system to achieve them, it could be interpreted as 
an efficient method for enhancing power systems stability. 
A three phase self-clearance short circuit fault at generator 
bus is applied to the SMIB system. The duration of fault for the 
first stage is 10 cycles. Fig. 5 illustrates rotor speed of the 
generator and the related control input. It is obvious that there 
is a significant improvement on damping part of the system and 
a small impact on first swing which is an acceptable. 
 
Variations of control input and also changes of exciter 
output voltage are plotted in Fig. 5 and 6. As it can be seen 
because of the limitation of supplementary control input, at the 
beginning of fault the control is like a bang-bang control. 
 
In order to show the performance of the controller for a 
more severe fault, the duration of fault is increased to 30 cycles 
that result in oscillations with larger amplitude. The proposed 
excitation controller still has an improved performance even by 
increasing the severity of fault. Improvement of damping of 
oscillations of the system (Fig. 7) is provided with the changes 
of Us which is shown in Fig. 8. In order to prevent chattering of 
control input, values less than 0.001 are assumed as zero. 
 
Fig. 4. Tracking flux- blue line shows desired flux and red dashed line 
shows obtaing flux 
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Fig. 5. Rotor speed for controlled (blue line) and uncontrolled (dashed 
red line) system and related control input 
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Fig. 6. Field Voltage of Controlled and Uncontrolled system 
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V. CONCLUSIONS 
This study proposes a simple method for improving the 
stability of SMIB system by controlling the generator 
excitation system. Energy function approach is used to develop 
an appropriate control input for the exciter. The control input is 
proportional to the variations of kinetic energy of the system, 
and is shown to have slight improvement in first swing stability 
as well as significant enhancement of system damping. 
Simulation results show that although the AR model is 
extracted from the linearized model of the system, the 
performance of controller is reliable even when the system is 
subjected to severe faults.  
The proposed control approach may be preferred over the 
other non-linear control approaches due to its ease of design 
and implementation. In order to design this controller, Kalman 
filter can be used to predict future states of the system. The 
controller is designed through finding the desired value of flux 
for the future step of the system and then obtaining appropriate 
supplementary control input for the excitation system.  
Further work is required to test this method for larger 
systems. The saturation of fluxes will also be considered as a 
part of future work. 
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APPENDIX 
Synchronous Generator Parameters: 
H D/M T′do T′qo Xd X′d Xq X′q
6.4 0.2 6 0.535 0.895 0.12 0.864 0.2 
(M=2H/ws) 
System and Network Parameters 
Ka Ta Xe Re V∞
20 0.1 0.17 0.039 1.04
K1-K9 Parameters 
K1 K2 K3 K4 K5 K6 K7 K8 K9
-118 9.7 0.27 0.28 0.29 -0.4 0.24 0.04 -10 
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Fig. 7. Rotor Speed changes for 30 cycles fault 
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Fig. 8. Control input variations for 30 cycles fault 
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