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My way
And now the end is near
And so I face the final curtain
My friend I’ll say it clear
I’ll state my case of which I’m certain
I’ve lived a life that’s full
I travelled each and every highway
And more, much more than this
I did it my way
Regrets I’ve had a few
But then again too few to mention
I did what I had to do
And saw it through without exemption
I planned each charted course
Each careful step along the byway
And more, much more than this
I did it my way
Yes there were times I’m sure you knew
When I bit off more than I could chew
But through it all when there was doubt
I ate it up and spit it out, I faced it all
And I stood tall and did it my way
I’ve loved, I’ve laughed and cried
I’ve had my fill, my share of losing
And now as tears subside
I find it all so amusing
To think I did all that
And may I say not in a shy way
Oh no, oh no, not me
I did it my way
For what is a man what has he got
If not himself then he has not
To say the things he truly feels
And not the words of one who kneels
The record shows I took the blows
And did it my way
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Neste trabalho estudamos o seguinte sistema de equações Schrödinger não-linear
fortemente acoplado em RN , com N ≥ 3:
−∆u+ u = u
2 + v2
1 + (s+ a(x))(u2 + v2)
u +λv
−∆v + v = u
2 + v2
1 + (s+ a(x))(u2 + v2)
v +λu
sob quatro diferentes condições na função a(x). Usamos métodos variacionais para obter
soluções não-nulas para o sistema.
Palavras-Chaves: Teorema do Passo da Montanha, variedade de Pohozaev, sistema de
Schrödinger, sequência de Cerami.
v
Abstract
In this work we study the following coupled system of nonlinear Schrödinger equations
on RN , with N ≥ 3:
−∆u+ u = u
2 + v2
1 + (s+ a(x))(u2 + v2)
u +λv
−∆v + v = u
2 + v2
1 + (s+ a(x))(u2 + v2)
v +λu
under four different conditions on the function a(x). We use variational methods in order
to obtain non-trivial solutions for the system.
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Introdução
Nos últimos anos, a óptica não-linear tem atraído muito a atenção de físicos e
matemáticos, por sua aplicabilidade no entendimento do comportamento da transmissão
da luz em altas velocidades. Em especial, se destacam os sólitons ópticos espaciais, que
possuem a interessante propriedade de manter sua forma durante a propagação.
A equação de Schrödinger, apesar de representar bem a auto-interação de um raio
de luz através de um meio, não leva em consideração as possíveis interações do raio
com o próprio meio. A passagem de um raio de luz, ao longo de uma fibra óptica,
com duas componentes ortogonalmente polarizadas decompõe o raio em dois, fenômeno
conhecido como birrefração. Para melhor representar esta situação, em [50], os autores
consideraram um sistema de equações de Schrödinger fracamente acoplado. Assim, como
observou S. V. Manakov em [35], vetores de sólitons foram gerados, isto é, ondas solitárias
com múltiplas componentes acopladas e ainda com as propriedades de sólitons escalares.
Cristais fotorefrativos são o material mais utilizado para tais experimentos pois, entre
outras propriedades, mudam seus índices de refração durante a passagem da luz, o que
faz com que a onda se propague sem alteração em sua forma. Entretanto, é necessário
levar em consideração o efeito de saturação do material, quando o índice de refração do
mesmo chega ao seu valor máximo e se estabiliza [32, 46, 50].
O sistema não-linear de equações de Schrödinger fracamente acoplado
iϕt + ∆ϕ+
α(|ϕ|2 + |ψ|2)
1 + (|ϕ|2 + |ψ|2)/I0ϕ = 0
iψt + ∆ψ +
α(|ϕ|2 + |ψ|2)
1 + (|ϕ|2 + |ψ|2)/I0ψ = 0
(1)
representa a propagação de um raio com duas componentes mutualmente incoerentes
num meio saturado na aproximação isotrópica, onde ϕ e ψ representam as amplitudes
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das componentes do raio, α é a força da não-linearidade, I0 é o parâmetro de saturação e
a expressão (|ϕ|2 + |ψ|2) representa a intensidade total criada por todas as componentes
incoerentes do raio de luz. Considerando-se soluções estacionárias ϕ(x, t) =
√
αu(x)eiλ1t
e ψ(x, t) =
√
αv(x)eiλ2t, com u e v funções reais e λ1 e λ2 constantes de propagação,
obtém-se o seguinte sistema elíptico fracamente acoplado
−∆u+ λ1u = u
2 + v2
1 + s(u2 + v2)
u
−∆v + λ2v = u
2 + v2
1 + s(u2 + v2)
v,
(2)
onde s = 1/αI0, N ≥ 2, e u e v pertencem a H1(RN).
Análises numéricas para o sistema (2) foram feitas em [15, 21, 32, 37] quando N = 1, e
o caso discreto foi estudado em [38], sempre com s > 0. Para s = 0 sabe-se que, sob certas
condições de parâmetros, existem soluções vetoriais de energia mínima [4, 9, 25, 33, 42].
Em [34], os autores estudaram a existência de soluções vetoriais de energia mínima para
tal sistema.
Motivados pelo trabalho [3] de A. Ambrosetti, G. Cerami e D. Ruiz, onde um sistema
de equações não-autônomas acoplado com não-linearidade subcrítica foi estudado sob
diversas condições, decidimos aqui estudar o seguinte sistema fortemente acoplado com
não-linearidade assintoticamente linear no infinito, em RN com N ≥ 3:
−∆u+ u = u
2 + v2
1 + (s+ a(x))(u2 + v2)
u +λv
−∆v + v = u
2 + v2
1 + (s+ a(x))(u2 + v2)
v +λu.
(3)
Devido ao termo λ de acoplamento, se uma das entradas do vetor solução (u, v) é nula,
então necessariamente a outra entrada também é nula. Assim, mesmo que u0 seja uma
solução não nula da equação
−∆u+ u = u
3
1 + (s+ a(x))u2
,
os vetores (u0, 0) e (0, u0) não serão soluções do sistema (3).
Sempre que possível, buscaremos soluções ’ground state’, isto é, soluções que tenham
o nível de energia mínimo entre todas as soluções possíveis, pois conforme afirmam A.
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Ambrosetti e E. Colorado em [4], as únicas candidatas a ondas estacionárias estáveis são
as soluções ’ground state’.
O problema de encontrar soluções para a equação mais geral em RN
−∆u+ V (x)u = K(x)f(u), (4)
com lim
|x|→∞
u(x) = 0, tem sido estensivamente estudado, sob diversas condições no potencial
V e no peso K. Em 1983, num trabalho pioneiro, H. Berestycki e P. Lions [10] estudaram
a equação autônoma −∆u + mu = f(u), em RN . Eles mostraram a existência de
uma solução para tal equação, utilizando minimização restrita à vínculo, quando f tem
crescimento subcrítico no infinito.
Em [49], C. Stuart e H. Zhou mostraram a existência de uma solução radial positiva
para a equação −∆u+λu = f(|x|, u(x))u(x), onde a não-linearidade f é assintoticamente
linear.
Assumindo que V e K são periódicas, citamos os trabalhos de S. Alama e Y. Li [1] e V.
Coti-Zelati e P. Rabinowitz [20]. Destacamos também o trabalho de P. Bartolo, V. Benci
e D. Fortunato [8], onde problemas não lineares com ’ressonância forte’ no infinito foram
estudados. Citamos ainda os trabalhos de D. Costa e H. Tehrani [19] e G. Li e H.-S. Zhou,
[30] onde a equação −∆u + λu = f(x, u)u foi estudada, assumindo-se o comportamento
assintoticamente linear da função f , além do trabalho [7] de A. Bahri e Y. Li, onde a
equação −∆u+ u− q(x)|u|p−1u = 0, com 0 < p < N+2
N−2 , N ≥ 3 foi estudada.
Assim como a equação (4), o sistema (3) e suas variantes tem sido alvo de diversos
trabalhos ao longo dos anos. Em 1984, H. Brezis e E. Lieb [13], utilizando métodos de
minimização com vínculo, provaram a existência de uma solução (u, v) 6= (0, 0) para uma
classe de sistemas autônomos, dentre os quais se encontra o nosso, quando a(x) ≡ 0. Em
domínios limitados, D. Costa e C. Magalhães estudaram sistemas elípticos subquadráticos
e não-cooperativos ([17, 18], respectivamente). Em [26], M. Furtado, L. Maia e E. Silva
estudaram um sistema similar à (3), não acoplado e com uma não-linearidade superlinear,
enquanto nossa não-linearidade é assintoticamente linear. Temos ainda nosso trabalho
motivador, [3], além de [2], de A. Ambrosetti, onde foi verificada a existência de solução
para um sistema elíptico em RN , via métodos de perturbação.
Trabalharemos aqui sempre com sequências de Cerami, ao invés de sequências de
Palais-Smale pois, pela estrutura de nosso sistema, como a não-linearidade satisfaz
a condição de não-quadraticidade introduzida por D. Costa e C. Magalhães em [16],
podemos utilizar um argumento de C. Stuart e H. Zhou, encontrado em [49], para mostrar
que toda sequência de Cerami possui uma subsequência limitada.
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Este trabalho está assim estruturado: no Capítulo 1, estudaremos o sistema autônomo
em RN : 
−∆u+ u = u
2 + v2
1 + s(u2 + v2)
u+ λv
−∆v + v = u
2 + v2
1 + s(u2 + v2)
v + λu.
(5)
Mostraremos que este possui uma solução positiva radial de energia mínima. Tal
solução pode ser encontrada via minimização com vínculo ou via Teorema do Passo da
Montanha. Para isto, adaptaremos as ideias de L. Jeanjean e K. Tanaka [27] para mostrar
que c∞ = inf
u∈P∞
I∞(u), onde c∞ é o nível minimax do Teorema do Passo da Montanha e
P∞ é a variedade de Pohozaev associada ao sistema.
No Capítulo 2, estudaremos o sistema (3) assumindo que a é uma função radial.
Fazendo uso das imersões compactas de H1(RN) em Lp(RN), para 2 < p < 2∗,
conseguiremos mostrar que a condição de Cerami é satisfeita e obteremos uma solução
não-nula via Teorema do Passo da Montanha.
Já no Capítulo 3, estudamos o caso de a não mais radial, mas satisfazendo as condições:




(A3) existe uma constante s0 > 0 tal que
0 < s0 < s+ a(x) < s ∀x ∈ RN .
Com estas condições os funcionais I e I∞ associados aos sistemas (3) e (5),
respectivamente, obedecerão à relação I(u, v) ≤ I∞(u, v),∀ (u, v) ∈ H1(RN) × H1(RN).
Nesta situação, de um problema elíptico em RN , o funcional I pode não mais satisfazer a
condição de Cerami para todo nível c. Para superar esta falta de compacidade, provaremos
um resultado de concentração de compacidade, introduzido por P. L. Lions [31], na versão
conhecida como ’Splitting’, introduzida por M. Struwe [48], que descreve as sequências de
Cerami num nível c. Assim, numa faixa específica, (0, c∞), teremos satisfeita a condição
de Cerami. Mostraremos que o nível c do Teorema do Passo da Montanha pertence à tal
faixa pela construção de um caminho específico, gerado a partir da solução ’ground state’
do problema no infinito (5).
No Capítulo 4 apresentaremos o principal resultado de nosso trabalho. Vamos impor
novas condições sobre a função a, de maneira que os funcionais I e I∞ agora satisfaçam
a relação I∞(u, v) ≤ I(u, v) ∀ (u, v) ∈ H1(RN)×H1(RN). As condições serão:
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a(x) = a∞ > λ;
(A3) ∇a(x) ·x ≥ 0,∀ x ∈ RN , sendo que a desigualdade é estrita num conjunto de medida




< a∞,∀ x ∈ RN ;
(A5) ∇a(x) · x + x ·H(x) · x
N
≥ 0,∀ x ∈ RN , onde H representa a matriz Hessiana da
função a.
Ao procurarmos referências para o caso escalar nestas condições, com a não-linearidade
sendo assintoticamente linear no infinito, não conseguimos encontrar resultados sobre a
mesma. Passamos então ao estudo da equação em RN
−∆u+ λu = a(x)f(u). (6)
Inspirados pelo trabalho [6] de A. Azzollini e A. Pomponio, no qual foi estudada a
equação −∆u + V (x)u = g(u), com g nas condições do artigo [10] e V em condições
equivalentes às nossas para a, trabalharemos numa variedade de Pohozaev P para a
equação (6) e mostraremos que p = inf
u∈P
I(u) não é um nível crítico para o funcional I.
Isto nos motivará a procurar por soluções em níveis mais altos de energia. Novamente,
provaremos um resultado de concentração de compacidade para descrever as sequências
de Cerami e garantir a compacidade numa faixa, agora (c∞, 2c∞).
Como o nível minimax c do Teorema do Passo da Montanha coincide com p, (de
fato, ambos coincidem com c∞) e tal nível não é atingido, faremos uso do Teorema
de Linking para obter a solução. Para construir a estrutura de linking, utilizaremos
novamente a variedade de Pohozaev P , juntamente com uma nova restrição, dada pela
função baricentro, similarmente à construção feita em [3], onde foi utilizada a variedade
de Nehari.
Para facilitar a compreensão das novas técnicas apresentadas neste capítulo, optamos
por apresentar a solução do caso escalar (6), e somente comentar as devidas adaptações
para o sistema 
−∆u+ u = a(x) u
2 + v2
1 + (u2 + v2)
u+ λv
−∆v + v = a(x) u
2 + v2




Observamos que provaremos nossos resultados, no caso escalar, para uma classe de
funções f , nas quais o caso particular f(s) =
s3
1 + s2
se enquadra. Ainda, ressaltamos que
não faremos uso de condições sobre o comportamento da função
f(s)
s
, como crescente ou
não-decrescente, geralmente utilizadas em problemas semelhantes, para ser possível fazer
uso das propriedades da variedade de Nehari.
Capítulo
1
Caracterização de solução para sistema
autônomo
Neste capítulo, estudaremos o seguinte sistema em RN com N ≥ 3,
(P )

−∆u+ u = u
2 + v2
1 + s(u2 + v2)
u+ λv
−∆v + v = u
2 + v2
1 + s(u2 + v2)
v + λu
onde assumimos que as constantes s e λ satisfazem 0 < s < 1 e 0 < λ < 1.
Inicialmente, trabalhando somente no espaço das funções radiais, mostraremos que tal
sistema possui uma solução não-nula radial, via Teorema do Passo da Montanha (ver
[5]). Em seguida, obteremos uma solução (a princípio não radial) de energia mínima,
via minimização restrita à vínculo, e seguindo as ideias de Jeanjean e Tanaka [27],
faremos uma caracterização desta solução de energia mínima. Concluíremos este capítulo
mostrando que o sistema (P ) possui uma solução positiva radial de energia mínima, obtida
pelo Teorema do Passo da Montanha.
1.1 Resultados preliminares




|∇u|2 + |∇v|2 + u2 + v2dx.
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,∀ p ∈ [1,∞)
para a norma usual em Lp(RN)× Lp(RN).



















ln(1 + s(u2 + v2)),
e a derivada do funcional I acima é dada por





1 + s(u2 + v2)
(uϕ+vψ)−λ(vϕ+uψ)dx.
Procuraremos soluções de (P ), que serão os pontos críticos (u, v) do funcional I, com
u, v > 0 e u(x), v(x)→ 0 quando |x| → ∞.
Inicialmente, mostraremos que caso exista uma solução (u, v) positiva, então a mesma




∆u+ g(u, v) = 0 em RN
∆v + f(u, v) = 0, u(x), v(x)→ 0 se |x| → ∞




























temos o seguinte resultado:
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Teorema 1.1. Assuma (i), (ii), (iii). Então existem pontos x0 e x1 ∈ RN tais que





< 0, ∀ r1 = |x−x0| > 0
e r2 = |x− x1| > 0.
Observação 1.1. Se x0 = x1, então u e v são simétricas em relação ao mesmo ponto.






é positiva numa vizinhança de (0, 0), exceto possivelmente em






não depende de uma das variáveis e é não-nula em qualquer
vizinhança de (0, 0).
Adequando o sistema (P ) às condições do Teorema 1.1 temos:
g(u, v) = −u+ λv +
(
u2 + v2
1 + s(u2 + v2)
)
u
f(u, v) = −v + λu+
(
u2 + v2








[1 + s(u2 + v2)] 2v − (u2 + v2)2vs










(1 + (u2 + v2))2
≥ 0,
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Portanto, detA = 1 − λ2 > 0, pois temos por hipótese que 0 < λ < 1, e (iii) é
verificada.





(1 + s(u2 + v2))2
é sempre positiva numa vizinhança de (0, 0), pois
λ > 0 e estamos tomando u, v > 0.
Portanto, pelo Teorema 1.1, a solução (u, v) de (P ), com u, v > 0, caso exista,
será radial. Isto nos motiva, a partir de agora, a procurarmos soluções para (P ) em
Erad = H
1




|∇u|2 + |∇v|2 + u2 + v2dx.
Mostraremos a seguir que a condição de não-quadraticidade introduzida por Costa e
Magalhães em [16] é verificada:
Definição 1.2. Dizemos que F (u, v) satisfaz a condição de não-quadraticidade (NQ) se,









∇F (u(x), v(x))(u(x), v(x))− F (u(x), v(x)) ≥ 0,∀x ∈ RN .
Mostraremos que a função F (u, v), definida por
F (u, v) = H(u, v) + λuv, (1.2)
satisfaz tal condição, seguindo os argumentos feitos em [36]. Observamos que utilizaremos
tal função F (u, v) várias vezes ao longo das próximas seções.









(u2 + v2) +
1
2s2
ln(1 + t2s(u2 + v2)), (1.3)
definida para todo t ≥ 0. Temos então que
h′(t) =
t(u2 + v2)2
1 + s(u2 + v2)
− t
3(u2 + v2)2
1 + st2(u2 + v2)
,
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o que implica
h′(t) < 0⇔ t > 1;
h′(t) > 0⇔ t < 1;
h′(t) = 0⇔ t = 1,
e portanto, h(t) ≤ h(1),∀t > 0. Mas
1
2






1 + s(u2 + v2)
+ λv,
(u2 + v2)v
1 + s(u2 + v2)
+ λu
)






1 + s(u2 + v2)
+ λuv +
(u2 + v2)v2
1 + s(u2 + v2)
+ λuv
]



























ln(1 + s(u2 + v2))
= h(1) > h(0) = 0,∀(u, v) 6= (0, 0).
Portanto, este item é verificado.














































Assim, F satisfaz a condição (NQ).
1.2 Solução radial via Teorema do Passo da Montanha
Nesta seção, mostraremos primeiramente que o funcional I satisfaz a geometria do
Teorema do Passo da Montanha e também a condição de Cerami (Ce) em Erad. Com
isso, encontraremos uma solução radial para o sistema (P ). Denotaremos por X um
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espaço de Banach.
Definição 1.3. Um funcional I ∈ C1(X,R) satisfaz a condição de Cerami (Ce) se toda
sequência (zn) ⊂ X com |I(zn)| < M e ‖I ′(zn)‖(1 + ‖zn‖) → 0 possui subsequência
convergente znk → z ∈ X. Um funcional I ∈ C1(X,R) satisfaz a condição de Cerami no
nível c, (Ce)c, se toda sequência (zn) ⊂ X com I(zn)→ c e ‖I ′(zn)‖(1+‖zn‖)→ 0 possui
subsequência convergente znk → z ∈ X.
Enunciamos agora o seguinte teorema, cuja demonstração pode ser encontrada em [8]
ou [36], Teorema 1.1.3.
Teorema 1.4. (Teorema do Passo da Montanha) Seja X um espaço de Banach real e
I ∈ C1(X,R) um funcional satisfazendo (Ce) tal que I(0) = 0. Suponha que:
(I1) existem constantes α, ρ > 0 tais que I|∂Bρ ≥ α,
(I2) existe e ∈ X \ ∂Bρ tal que I(e) ≤ 0.







é valor crítico de I.
Verificaremos que as condições deste teorema são válidas em Erad. Trabalharemos






onde Γr := {γ ∈ C([0, 1], Erad); γ(0) = 0 e I(γ(1)) < 0}.
Proposição 1.5. O funcional I satisfaz as condições (I1) e (I2).


















ln(1 + s(u2 + v2)).
Fazendo a mudança de variáveis, u2 + v2 = z2, obtemos


































Assim, dado ε > 0, existe δ > 0 tal que se 0 < z < δ, então∣∣∣∣H(z)z2
∣∣∣∣ < ε2 .


























= M(ε)zp,M(ε) > 0.
Temos então que, dado 2 < p < 2∗,
|H(z)| ≤ ε
2
z2 +M(ε)zp,∀z > 0 (1.4)
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Ainda, temos que∫
RN
(u2 + v2)p/2dx ≤
∫
RN
2p/2(up + vp)dx ≤ C1‖u‖p + C2‖v‖p
≤ C1‖(u, v)‖p + C2‖(u, v)‖p
≤ C‖(u, v)‖p.
Assim, segue que
I(u, v) ≥ 1− λ− ε
2
‖(u, v)‖2 −MC‖(u, v)‖p.

































= α > 0
e (I1) está verificada.
Verificaremos agora (I2), seguindo ideias de [36]. Suponhamos que R > 0.
Consideremos ϕR solução do problema de autovalor{
−∆ϕ = αRϕ em BR(0)
ϕ ≡ 0, ∂BR(0).
Sabemos que dado ε > 0 existe R0(ε) tal que se R > R0(ε) então αR < ε, pois αR
decai a zero quando R → ∞. Também sabemos que ϕR pertence à Erad. Então, para
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ln(1 + st2τ 2)|Ak,s|
)
onde |Ak,s| representa a medida do conjunto Ak,s. Tomemos k > 0 suficientemente grande





< 0. Fixemos R > 0 suficientemente grande de modo que





< 0. Por último, escolhamos t ≥ 1 suficientemente grande tal que
‖ϕR‖22
(









ln(1 + st2τ 2)|Ak,s| < 0
e ‖ϕR‖ > 1.
Desse modo, teremos que I(uR, 0) < 0, com ‖(uR, 0)‖ = t‖ϕR‖ > ρ e tomando
e = (uR, 0), verificamos (I2).
Observação 1.2. Como o funcional I satisfaz as condições geométricas do Teorema do
Passo da Montanha, pelo Princípio Variacional de Ekeland (vide [22]), temos garantida
a existência de sequências de Cerami no nível cr.
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A seguir, mostraremos que o funcional I satisfaz a condição de Cerami (Ce) em Erad.
Para isto, vamos dividir a prova deste fato nos dois seguintes lemas:
Lema 1.6. Seja (zn) = (un, vn) ⊂ Erad uma sequência limitada tal que |I(zn)| ≤ M e
‖I ′(zn)‖(1 + ‖zn‖)→ 0. Então existe z ∈ Erad tal que ‖zn − z‖ → 0.
Demonstração. Nestas condições, temos que I ′(zn) → 0 e, a menos de subsequências,
temos:
a) un ⇀ u, vn ⇀ v em Erad e em E;
b) un → u, vn → v em Lp(RN);
c) un → u, vn → v em Lqloc(RN),
pelas imersões compactas H1rad(RN) ↪→ Lp(RN), 2 < p < 2∗ e H1(RN) ↪→ Lqloc(RN), com




(zn)zn → 0, (1.5)







(z)z = 0, (1.6)
onde z = (u, v) é tal que zn ⇀ z. Para isto, basta mostrar que I
′
(z) = 0, isto é, que z é
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Para isto, usaremos o seguinte resultado, encontrado em [29], Lema 4.8:
Lema 1.7. Sejam 1 < p < ∞ e (fn) uma sequência limitada em Lp(RN) tal que
fn(x)→ f(x) qtp x ∈ RN . Então fn ⇀ f em Lp(RN).
Façamos fn(x) = ∇F (zn(x)). Como un → u e vn → v em Lqloc(RN), temos que
un(x)→ u(x) e vn(x)→ v(x) qtp x ∈ RN . Portanto, fn(x) = ∇F (zn(x))→ ∇F (z(x)) =
f(x) qtp x ∈ RN .






, para todo a ≥ 0 segue que
















∣∣∣+ λ |vn|)p + (∣∣∣vn
s




|un|p + |vn|pdx ≤ C˜,
em que a última desigualdade segue de (b), isto é, (un, vn)→ (u, v) em Lp(RN)×Lp(RN)
para 2 < p < 2∗.













Portanto, (1.6) está provado.
Observamos que
‖zn − z‖2 = 〈zn − z, zn − z〉 = ‖zn‖2 − 2 〈zn, z〉+ ‖z‖2 . (1.7)
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= ‖zn‖2 − 〈zn, z〉 −
∫
RN
∇F (zn)(zn − z)dx,
e portanto
‖zn‖2 = on(1) + 〈zn, z〉+
∫
RN
∇F (zn)(zn − z)dx. (1.8)














= 〈zn, z〉 − ‖z‖2 −
∫
RN
∇F (z)(zn − z)dx
e portanto
‖z‖2 = 〈zn, z〉 −
∫
RN
∇F (z)(zn − z)dx− on(1). (1.9)
Substituindo as expressões (1.8) e (1.9) em (1.7), obtemos:
‖zn − z‖2 =
[
on(1) + 〈zn, z〉+
∫
RN
∇F (zn)(zn − z)dx
]











∇F (zn)(zn − z)dx−
∫
RN
∇F (z)(zn − z)dx. (1.10)
Visto que ∇F (z) ∈ L2(RN)× L2(RN) e zn ⇀ z, então∫
RN
∇F (z)(zn − z)dx→ 0. (1.11)
De (1.10) e (1.11) obtemos
‖zn − z‖2 = on(1) +
∫
RN
∇F (zn)(zn − z)dx. (1.12)
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Por outro lado,∣∣∣∣∫
RN
∇F (zn)(zn − z)dx
∣∣∣∣ ≤ ∫
RN




∣∣∣∣ un2 + vn21 + s(un2 + vn2)un + λvn




∣∣∣∣ un2 + vn21 + s(un2 + vn2)vn + λun




∣∣∣∣ un2 + vn21 + s(un2 + vn2)




∣∣∣∣ un2 + vn21 + s(un2 + vn2)






























(|un||vn − v|+ |vn||un − u|) dx.
Utilizaremos ainda o seguinte resultado, similar ao encontrado em [39], Lema 2.2:




para todo w ∈ R.
Portanto, tomando 0 < q < 2, temos∣∣∣∣∫
RN
∇F (zn)(zn − z)dx
∣∣∣∣ ≤ ∫
RN








(|un||vn − v|+ |vn||un − u|) dx.




|un|q|un||un − u|+ |vn|q|un||un − u|dx,
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= ‖un − u‖p′ ‖un‖1+qp′




















= C‖vn‖qp′‖un‖p′‖un − u‖p′
que converge à zero pelo mesmo argumento, mas aqui utilizamos a desigualdade de
Hölder com três índices, 1/p′ + 1/p′ + q/p′ = 1, pois p′ = q + 2.
De maneira análoga, podemos mostrar que∫
RN
(|vn|q + |un|q) |vn||vn − v|dx→ 0.
Temos então que∣∣∣∣∫
RN
∇F (zn)(zn − z)
∣∣∣∣ dx ≤ λ∫
RN
|un||vn − v|+ |vn||un − u|dx+ on(1).
Portanto, voltando à expressão (1.12), temos
‖zn − z‖2 ≤ on(1) + λ
∫
RN
|un||vn − v|+ |vn||un − u|dx
≤ on(1) + λ
∫
RN
|un − u||vn − v|+ |u||vn − v|
+ |vn − v||un − u|+ |v||un − u|dx
Da mesma forma os termos
∫
RN
|u||vn − v|dx e
∫
RN
|v||un − u|dx convergem a zero, pois
u, v ∈ L2(RN) e un ⇀ u, vn ⇀ v em L2(RN), por (a). Assim,
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‖zn − z‖2 ≤ on(1) + 2λ
∫
RN
|un − u||vn − v|dx
≤ on(1) + λ
∫
RN
|un − u|2 + |vn − v|2dx
= on(1) + λ‖un − u‖22 + λ‖vn − v‖22
= on(1) + λ‖zn − z‖22
≤ on(1) + λ‖zn − z‖2.
Portanto,
‖zn − z‖2(1− λ) ≤ on(1),
e assim zn → z em Erad.
Observação 1.3. Ressaltamos que tal argumentação só é válida em Erad, devido às
imersões compactas, e não é válida em E.
Lema 1.9. Suponha que (zn) ⊂ Erad é tal que I(zn) → cr e ‖I ′(zn)‖(1 + ‖zn‖) → 0.
Então (zn) possui uma subsequência limitada.
Demonstração. Por contradição, suponhamos que ‖zn‖ → ∞. Definamos zˆn := zn‖zn‖ .
Então (zˆn) é uma sequência limitada com ‖zˆn‖ = 1 e, consequentemente, a menos de
subsequências, zˆn ⇀ zˆ. Assim, um dos dois casos abaixo ocorre:














Mostraremos que nenhum dos casos pode ocorrer, obtendo para cada um uma
contradição. Começaremos pelo caso 2, seguindo as ideias de [39] e as referências ali
utilizadas.
Como ‖I ′(zn)‖(1 + ‖zn‖)→ 0, a menos de subsequências, temos que:








(zn)zn = ‖zn‖2 −
∫
RN
∇F (zn)zndx < 1
n
. (1.13)
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∇F (zn)zn − F (zn)dx.
De fato, utilizando novamente a função h(t), definida em (1.3), aplicada em zn =
(un, vn), temos:
h(t) = hn(t) =
t2
2
∇F (zn)zn − F (tzn)
e
hn(t) ≤ hn(1),∀t > 0. (1.14)
Além disso, por (NQ) temos que
1
2
∇F (zn)zn − F (zn) ≥ 0,∀x ∈ RN .




























∇F (zn)zn − F (zn)dx, (1.15)






















∇F (zn)zn − F (zn)dx ≤ I(zn) + 1
2n
. (1.16)














‖zn‖2 ≤ 1 + t
2
2n










‖zn‖ . Temos que tn → 0 quando n→∞ e, substituindo tn em











































+M(ε)zp, 2 < p < 2∗.
Substituindo esta estimativa em (1.18), obtemos
2cr


































































Mas, se o caso 2 ocorre, pelo Lema de Lions (vide Lema 1.21 em [51]), teríamos zˆn → 0
em Lp(RN), 2 < p < 2∗ e portanto, ∫
RN
|zˆn|pdx→ 0.
Além disso, como ∫
RN
zˆ2ndx ≤ ‖zˆn‖2 ≤ 1,
teríamos que
2cr
1− λ ≤ on(1) + cr +
cr(1 + 3λ)







2(1− λ) ≤ on(1),





o que é um absurdo, pois cr > 0. Portanto, o caso 2 não pode ocorrer.
Suponhamos agora que o caso 1 ocorra. Podemos supor então que existe uma


























|zˆnj |2dx < δ,







|uˆn|2dx = δ > 0.
Assim, se (yn) é uma sequência tal que |yn| → ∞ e∫
B1(yn)
|uˆn|2dx > δ/2,
considerando que uˆn(x+ yn) ⇀ uˆ(x), temos∫
B1(0)




ou seja, uˆ 6≡ 0. Logo, existe Ω ⊂ B1(0), com |Ω| > 0 tal que
0 < |uˆ(x)| = lim
n→∞
|uˆn(x+ yn)| = lim
n→∞
|un(x+ yn)|
‖zn‖ ,∀ x ∈ Ω.
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Como temos que ‖zn‖ → ∞, então necessariamente
un(x+ yn)→∞,∀ x ∈ Ω ⊂ B1(0).






















∇F (zn(x+ yn))(zn(x+ yn))− F (zn(x+ yn))dx
= +∞ (1.19)
Por outro lado, sabemos que |I ′(zn)zn| ≤ ‖I ′(zn)‖‖zn‖ → 0, se n → ∞ e portanto,
I
′








(zn)zn ≤ cr + 1,
o que é uma contradição com (1.19).





















‖zn‖ = limn→∞ |uˆn(x+ yn)| = |uˆ(x)| 6= 0,∀ x ∈ Ω.
Logo, o argumento segue análogo ao caso em que |yn| → ∞. Assim sendo, o caso 1
também não pode ocorrer e está garantida a existência de subsequências limitadas.
Com pequenas alterações ao que foi feito em [36], podemos mostrar que o funcional I
satizfaz o
Teorema 1.10. (Princípio de Criticalidade Simétrica) Seja I o funcional associado ao
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problema (P ). Se (u, v) é ponto crítico de I em Erad, então (u, v) será ponto crítico de I
em E.
Agora estamos prontos para mostrar nosso primeiro resultado:
Teorema 1.11. Suponha que 0 < s < 1 e 0 < λ < 1. Então o sistema (P ) possui uma
solução (u, v) em Erad.
Demonstração. Conforme mostrado anteriormente, o funcional I definido em Erad satisfaz
as condições (I1) e (I2) do Teorema 1.4. Então, pelo Princípio Variacional de Ekeland
[22], temos garantida a existência de uma sequência de Cerami no nível cr. Como (NQ) é
satisfeita, nos Lemas 1.6 e 1.9 mostramos que o funcional I satisfaz a condição de Cerami
(Ce)cr em Erad. Então, pelo Teorema 1.4 temos que cr é um valor crítico de I e portanto
o limite forte z da sequência de Cerami (zn), é um ponto crítico de I em Erad. Mas os
pontos críticos de I são exatamente as soluções de (P ). Portanto, temos que z = (u, v)
é uma solução não-nula de (P ), pois cr > 0 e temos que a solução é radial, pois estamos
trabalhando em Erad. Pelo Princípio da Criticalidade Simétrica, temos que nossa solução
(u, v) encontrada em Erad é também uma solução de (P ) em E.
Ainda não temos informação sobre o sinal de tal solução mas, como a solução é
radial, temos que u e v satisfazem a seguinte desigualdade, cuja demonstração pode ser
encontrada em [47].
Teorema 1.12. (Desigualdade de Strauss) Seja N ≥ 2, N ∈ N. Para cada u ∈ H1rad(RN)
existe CN dependendo apenas da dimensão N , tal que
|u(x)| ≤ CN |x|
(1−N)
2 ‖u‖H1 ,
para quase todo x ∈ RN .
Portanto, temos que u(x) e v(x) convergem à zero quando |x| converge ao infinito.
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ln(1 + s(u2 + v2)) + λuv. (1.20)
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Nossa ideia agora é mostrar que I(u, v) possui um mínimo no conjunto de todas as
soluções não triviais de (P ). Para isto, faremos uso do seguinte teorema, devido a Brezis
e Lieb, que pode ser encontrado em [13], Teorema 2.1.
Teorema 1.13. Seja G : R× R→ R contínua com G(0, 0) = 0. Suponha que:
i) lim sup
|(u,v)|→∞
|(u, v)|−2∗G(u, v) ≤ 0;
ii) lim sup
|(u,v)|→0
|(u, v)|−2∗G(u, v) ≤ 0;
iii) existe (u0, v0) ∈ R2 tal que G(u0, v0) > 0;
iv) para todo γ > 0 existe Cγ tal que para todos pares (u, v), (w, z) ∈ R2, temos












G(u, v)dx ≥ 1
}
.





|∇u|2 + |∇v|2dx = m e
∫
RN
G(u, v)dx = 1.
Observação 1.4. Conforme observado em [13], a condição (iv) parece um pouco abstrata,
mas é válida, por exemplo, no seguinte caso:
(iv’) lim
|(u,v)|→∞
|(u, v)|−2∗|G(u, v)| = 0.
Iremos trabalhar com esta condição (iv′), ao invés da condição (iv).
Utilizaremos argumentos semelhantes aos utilizados em [36] para verificar que a
função G, como definida em (1.20) satisfaz as condições deste teorema. Primeiramente,
observamos que (iv′) implica (i). Temos que










ln(1 + s(u2 + v2)) + λuv
]
≤ (u2 + v2) −NN−2 [(u2 + v2) {−1/2 + 1/2s+ λ/2}]




ln(1 + s(u2 + v2))
]
≤ C(u2 + v2) −2N−2 − (u2 + v2) −NN−2 1
2s2
ln(1 + s(u2 + v2)).
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Tomando o valor absoluto e utilizando o fato de que ln(1 + s(u2 + v2)) ≤ s(u2 + v2),
temos que:














≤ C˜(u2 + v2) −2N−2 .
Como N ≥ 3, temos que a condição (iv′) é verificada, assim como a condição (i).
Vamos agora verificar (ii). Seja ξ > 0 tal que ξ = u2 + v2. Para ξ > 0 suficientemente
pequeno temos, pela expansão de Taylor que se ξ → 0,

















































































pois 0 < λ < 1. Portanto, lim sup
|(u,v)|→0
|(u, v)|−2∗G(u, v) ≤ 0.
Resta verificar (iii). Dado α > 0, seja ξ = ξ(α) tal que ln(1 + sξ) <
αsξ
2
. Se u > 0,
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Podemos escolher α > 0 de tal modo que −1 + 1/s − α/2s > 0 e desse modo, se
u20 + v
2
0 = ξ(α) então G(u0, v0) > 0.
Assim, mostramos que todas as condições do Teorema 1.13 são válidas, e então existe





|∇uˆ|2 + |∇vˆ|2dx = m
e ∫
RN
G(uˆ, vˆ)dx = 1.
Observação 1.5. Pelo Teorema 2.2 de [13], temos ainda que se uˆ e vˆ são como obtidas





) são soluções do problema (P ), com
0 < I(u¯, v¯) ≤ I(u, v),∀ (u, v) ∈ E.
Portanto, obtemos uma solução de (P ) cuja energia é mínima, isto é,
I(u¯, v¯) = m := inf {I(u, v); (u, v) ∈ E \ {(0, 0)} e (u, v) resolve (P )} .
Entretanto, ainda não sabemos se esta solução é radial ou não, nem temos informação
sobre seu sinal.





v(x) = 0. Além disso, pelo Lema 2.4 de [13], temos que toda solução
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1.4 Equivalência entre as soluções encontradas
Nosso próximo passo será mostrar que esta solução (u¯, v¯) obtida pelo rescalonamento
da solução do problema de minimização com vínculo coincide com a solução pertencente
à Erad obtida pelo Teorema do Passo da Montanha, no Teorema 1.11. Inicialmente,
mostraremos que a solução (u¯, v¯) encontrada coincide com uma solução que tenha sido
obtida pelo Teorema do Passo da Montanha aplicado em E e não em Erad. Depois
mostraremos que, de fato, as soluções encontradas pelo Teorema do Passo da Montanha
em todo o espaço E e em Erad coincidem. Utilizaremos aqui argumentos semelhantes aos













onde Γr := {γ ∈ C([0, 1], Erad); γ(0) = 0, I(γ(1)) < 0}, e
m := inf {I(u, v) : (u, v) ∈ E \ {(0, 0)} e (u, v) resolve (P )} .
Observamos que o nível c existe, pela geometria do funcional, mas não é possível
verificar a condição (Ce)c em E, somente em Erad.
Lema 1.14. Dado z¯ ∈ E com I(z¯) = m, existe γ ∈ Γ tal que z¯ ∈ γ([0, 1]) e
max
t∈[0,1]
I(γ(t)) = I(z¯) = m.
Demonstração. Pela Observação 1.5, temos que tal z¯ = (u¯, v¯) existe. Logo, consideremos
o caminho α(t) = (α1(t), α2(t)) definido por
α1(t) =
{
0, se t = 0
u¯(x/t), se t > 0,
e analogamente para α2(t) com v¯(x/t). Temos que
‖α(t)‖2 = tN−2 (‖∇u¯‖22 + ‖∇v¯‖22)+ tN (‖u¯‖22 + ‖v¯‖22) ,
logo α(t) : [0,∞) → E. Ainda, como (u¯, v¯) é solução de (P ), segue da identidade de





































Mais uma vez, pela identidade de Pohozaev, temos que A = B e assim tN−3(B−Bt2) =
tN−3B(1− t2), com t > 0, portanto
d
dt
I(α(t)) > 0, se 0 < t < 1
= 0, se t = 1
< 0, se t > 1.
Logo, para L > 0 suficientemente grande, temos
max
0≤t≤L
I(α(t)) = m, e I(α(L)) < 0.
Portanto, o resultado segue se γ(t) := α(t/L).
O que mostramos garante que c ≤ m. Consideremos agora os conjuntos
S =
{
(u, v) ∈ E;
∫
RN
G(u, v)dx = 1
}
,











Pelo que vimos até agora, temos P 6= φ, pois a solução (u¯, v¯) ∈ P e S 6= φ, pela condição
(iii) do Teorema 1.13.
Lema 1.15. m = inf
(u,v)∈P
I(u, v).
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Demonstração. Para cada (u, v) ∈ S fixado, definamos a aplicação:
















Primeiramente, observamos que, na realidade, Φα é uma função de S em P . De
fato, dado (u(x), v(x)) ∈ S, temos que
∫
RN









































= NαN = NαN
∫
RN




Portanto, (u(x/α), v(x/α)) ∈ P . Agora, mostraremos que Φα é sobrejetiva. Tomemos
(u˜(x), v˜(x)) ∈ P , portanto
∫
RN
G(u˜(x), v˜(x))dx > 0. Queremos mostrar que existe uma
mudança de variáveis x = βy tal que∫
RN
G(u˜(βy), v˜(βy))dy = 1,
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ou seja, Φα(u˜(βx), v˜(βx)) = (u˜(x), v˜(x)). Assim mostramos que Φα é sobrejetiva.


































I(u, v) = inf
(u,v)∈S
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e, ainda pela Observação 1.5, temos que Φα(u¯, v¯) tem energia mínima e assim
inf
(u,v)∈P
I(u, v) = I(Φα(u¯, v¯)) = m.
Vamos agora mostrar que o funcional J(u, v), definido em (1.22), é não-negativo
numa vizinhança de (0, 0). Lembrando então que, dado ε > 0, temos de (1.4) que dado





















































































. Escolhendo ε > 0 tal que 1 − ε − λ > 0 e
utilizando novamente a desigualdade∫
RN
(u2 + v2)p/2dx ≤ C ‖(u, v)‖p
obtemos
J(u, v) ≥ C1‖(u, v)‖2 −NMC‖(u, v)‖p.




2. Então, se ‖(u, v)‖ = ρ, temos
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Segue então que J(u, v) > 0.
Lema 1.16. m = c.
Demonstração. Pelo Lema 1.14, temos que c ≤ m. Vamos mostrar que c ≥ m. Seja
γ ∈ Γ, temos que γ([0, 1])⋂P 6= ∅. De fato, conforme verificado acima, temos que existe







G(u, v)dx = NI(u, v)− ‖(∇u,∇v)‖22 > 0.
Dado γ ∈ Γ, com γ(0) = 0 e I(γ(1)) < 0, segue que
J(γ(0)) = 0 e J(γ(1)) < NI(γ(1)) < 0.
Então existe t0 > 0 tal que ‖γ(t0)‖ > ρ e J(γ(t0)) = 0, e assim γ(t0) ∈ P .
No entanto, pelo Lema 1.15, m = inf
(u,v)∈P
I(u, v), e assim, para cada γ ∈ Γ, temos
max
t∈[0,1]
I(γ(t)) ≥ I(γ(t0)) ≥ inf
(u,v)∈P
I(u, v) = m,
o que implica que c ≥ m e portanto, c = m.
Observação 1.6. Assim, a solução que minimiza energia é a solução obtida pelo Teorema
do Passo da Montanha, caso a mesma exista.
Vamos agora mostrar que tal solução é positiva. Para isto, usaremos o seguinte
resultado, semelhante ao Lema 2.12 de [39]:
Lema 1.17. Para cada z ∈ E \ {(0, 0)} com
∫
RN
G(z) > 0, existe um único número real
t > 0 tal que z( ·
t
) ∈ P e I(z( ·
t







, t > 0.
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Temos então que



































Estamos agora prontos para mostrar o seguinte resultado:
Teorema 1.18. O sistema (P ) possui uma solução positiva radial, de energia mínima,
via o Teorema do Passo da Montanha.
Demonstração. Seja










ln(1 + s(u2 + v2)) + λuv,
vimos que existe o par (u¯, v¯) ∈ P tal que∫
RN
G(u¯, v¯)dx > 0
e














ln(1 + s(u¯2 + v¯2)) + λ|u¯||v¯|.
Mas u¯v¯ ≤ |u¯||v¯|, o que implica que
G(|u¯|, |v¯|) ≥ G(u¯, v¯) > 0.










































































Ainda, como o ínfimo sobre P é atingido, temos



























é um ponto de mínimo de I









é também um ponto de mínimo sobre E, e assim uma
solução não negativa de (P ). Pelo Princípio do Máximo Forte, tal solução é estritamente
positiva, e consequentemente pelo Teorema 1.1, radial.
Na Observação 1.6, ainda não sabíamos se existia uma solução via Teorema do Passo
da Montanha mas, como a solução positiva que minimiza energia é radial, com m = c, e
no Teorema 1.11 obtemos uma solução radial do problema em E, via Teorema do Passo
da Montanha, segue que c = cr e as soluções são coincidentes.
Capítulo
2
Solução para um sistema radial
Neste capítulo vamos modificar o sistema com o qual trabalhamos no Capítulo 1,
transformando-o num sistema não-autônomo, mas ainda tendo o sistema (P ) como seu
problema limite. Consideramos então o seguinte sistema em RN , com N ≥ 3:
(Pr)

−∆u+ u = u
2 + v2
1 + (s+ a(|x|))(u2 + v2)u+ λv
−∆v + v = u
2 + v2
1 + (s+ a(|x|))(u2 + v2)v + λu
onde a é uma função satisfazendo as seguintes condições:




(R3) existem constantes a0, a1 > 0 tais que −a0 < a(x) < a1,∀ x ∈ RN , mas ainda com
0 < s− a0 < s+ a(x) < s+ a1 < 1.

















ln(1 + (s+ a(x))(u2 + v2)),
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e definimos
Fr(x, u, v) = Hr(x, u, v) + λuv.
Observação 2.1. Da condição (R3), temos que não existe uma relação direta entre os
funcionais I e Ir, isto é, dado qualquer par (u, v) ∈ E, podemos ter que I(u, v) ≤ Ir(u, v)
como Ir(u, v) ≤ I(u, v), ou até mesmo uma oscilação entre os dois casos, quando mudamos
o par (u, v). Veremos nos próximos capítulos que, quando a(x) deixa de ser radial,
precisamos impor condições sobre a mesma de maneira a termos uma relação fixa entre
os funcionais no infinito e I, associado ao problema não-autônomo, para podermos obter
solução para o sistema. Observamos ainda que faremos uma aborgadem diferenciada
daquela feita por Stuart e Zhou, para o caso escalar, apresentada em [49].
Trabalharemos novamente em Erad com a norma usual de H1(RN). Faremos isso pois,
pela estrutura de nosso sistema, com a(x) radial temos que se (u, v) é solução em Erad
então, pelo Princípio da Criticalidade Simétrica, temos que (u, v) é solução em E.
2.1 Resultados preliminares
Começaremos com o seguinte resultado, que mostra o comportamento do funcional Ir
a medida que a função a(x) varia.







onde z é uma constante positiva e t ∈ (0,∞). Então L é uma função decrescente.
Demonstração. Temos que





2 ln(1 + tz)
2t3
=
−tz(1 + tz)− tz + 2(1 + tz) ln(1 + tz)
2t3(1 + tz)
=
−(1 + tz)2 + 1 + 2(1 + tz) ln(1 + tz)
2t3(1 + tz)
.
Como 2t3(1 + tz) > 0, consideremos h(y) := −y2 + 1 + 2y ln y, com 1 + tz = y, y > 1.
Temos que h(1) = 0 e mostraremos que h(y) ≤ h(1) = 0,∀ y > 1. De fato, temos que
h′(y) = −2y + 2 ln y + 2 = 2(1 + ln y − y),
2.1 Resultados preliminares 40
e fazendo g(y) = 1 + ln y − y, temos g′(y) = 1
y
− 1, e portanto, g′(y) < 0 se y > 1.
Assim, g(y) ≤ g(1) = 0, o que implica que h′(y) < 0 se y > 1. Segue que L′(t) < 0 se
1 + tz = y > 1, o que sempre é válido pois t > 0. Portanto, L(t) é decrescente.
Lema 2.2. O funcional Ir satisfaz a geometria do Teorema do Passo da Montanha 1.4.
Demonstração. Claramente temos que Ir(0, 0) = 0. Verificaremos inicialmente a condição








ln(1 + (s+ a(x))z2)
z2
.






Assim, dado ε > 0, existe δ > 0 tal que se 0 < |z| < δ, então∣∣∣∣Hr(x, z)z2
∣∣∣∣ < ε2 .
Por outro lado, temos que para todo z2 > 0, ln(1 + (s + a(x))z2) ≤ (s + a(x))z2, o que
implica






























Portanto, para todo |z| > 0, temos que se 2 < p < 2∗, dado ε > 0, existe M(ε) > 0 tal
que
|Hr(x, z)| ≤ ε
2
z2 +M(ε)zp. (2.1)
Com esta estimativa, a verificação de (I1) segue análoga ao caso autônomo, feita na
Proposição 1.5. Para (I2), observamos que de (R3), temos s + a(x) < s + a1, e da
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Proposição 2.1, segue que os funcionais associados satisfazem a relação Ir(u, v) ≤ I1(u, v),
onde I1 é o funcional associado ao problema autônomo, análogo ao funcional I do Capítulo
1, apenas substituindo-se s por s+ a1. Assim, como feito para tal funcional I, novamente
na Proposição 1.5 podemos encontrar e ∈ Erad tal que I1(e, 0) < 0. Disso segue que
Ir(e, 0) < 0. Portanto, o funcional Ir satisfaz as condições da geometria do Teorema do
Passo da Montanha.
Vamos agora mostrar qual o efeito que a variação da função a(x) provoca na expressão
de não-quadraticidade associada ao problema.
Proposição 2.3. Considere a função Q(t) :=
1
2
∇Fr(t, z)z − Fr(t, z), com t > 0 e






























−t3z3 + tz(1 + tz)2 − 2(1 + tz)2 ln(1 + tz) + tz(1 + tz)
2t3(1 + tz)2
=
−t3z3 + tz + 2t2z2 + t3z3 − 2(1 + tz)2 ln(1 + tz) + tz + t2z2
2t3(1 + tz)2
=
2tz + 3t2z2 − 2(1 + tz)2 ln(1 + tz)
2t3(1 + tz)2
=
3(1 + tz)2 − 4(1 + tz) + 1− 2(1 + tz)2 ln(1 + tz)
2t3(1 + tz)2
Queremos mostrar que Q′(t) < 0 para t > 0. Como 2t3(1 + tz) > 0, fazendo então
1 + tz = y temos para y ≥ 1 que
h(y) := 3y2 − 4y + 1− 2y2 ln y,
e
h(1) = 0.
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Temos ainda que
h′(y) = 6y − 4− 4y ln y − 2y
= 4y − 4y ln y − 4
= 4(y − y ln y − 1).
Fazendo agora g(y) := y − y ln y − 1, temos que g′(y) = − ln y ≤ 0, para todo y ≥ 1.
Portanto, temos que g(y) ≤ g(1) = 0 e assim,
h′(y) ≤ 0,∀y ≥ 1,
o que implica h(y) ≤ h(1) = 0, para todo y ≥ 1. Assim, Q′(t) ≤ 0, para todo
1 + tz = y ≥ 1, ou seja, para todo tz > 0. Como z ≥ 0, por estar associado com
um termo quadrático, temos que Q′(t) < 0, para todo t > 0.
Observação 2.2. Pela proposição acima, temos que a função Fr(x, u, v) satisfaz a
condição de não-quadraticidade (NQ), dada pela Definição 1.2, pois de (R3), temos que
s + a(x) < s + a1, e assim, Q(s + a1) ≤ Q(s + a(x)), com Q(s + a1) satisfazendo as
condições de (NQ), pela mesma argumentação feita para a função F no Capítulo 1.
2.2 Condição de Cerami
Mostraremos agora que a condição de Cerami é satisfeita pelo funcional Ir no nível






onde Γr := {γ ∈ C([0, 1], Erad); γ(0) = 0, Ir(γ(1)) < 0}. Esta prova está dividida nos
dois lemas seguintes:
Lema 2.4. Seja (zn) = (un, vn) ⊂ Erad uma sequência limitada tal que |Ir(zn)| ≤ M e
‖I ′r(zn)‖(1 + ‖zn‖)→ 0. Então existe z ∈ Erad tal que ‖zn − z‖ → 0.
Demonstração. A demonstração deste fato é análoga à prova do Lema 1.6 do Capítulo 1,
onde usamos o fato de estarmos trabalhando em Erad, e termos as imersões compactas
H1rad(RN) ↪→ Lp(RN), 2 < p < 2∗ e H1(RN) ↪→ Lqloc(RN), com 1 ≤ q < 2∗.
Lema 2.5. Seja (zn) ⊂ Erad uma sequência tal que Ir(zn)→ dr e ‖I ′r(zn)‖(1+‖zn‖)→ 0.
Então tal sequência (zn) possui uma subsequência limitada.
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Demonstração. Novamente, a prova deste fato segue análoga à prova do Lema 1.9 do
Capítulo 1, onde utilizamos a estimativa (2.1) e a condição (R3), juntamente com a
Proposição 2.3, na passagem envolvendo o Lema de Fatou.
2.3 Existência de solução positiva
Teorema 2.6. O sistema (Pr) possui uma solução radial não-nula (u, v).
Demonstração. Conforme verificado no Lema 2.2, temos que o funcional Ir satisfaz as
condições do Teorema do Passo da Montanha 1.4. Pelo Princípio Variacional de Ekeland
([22]), temos garantida a existência de uma sequência de Cerami no nível dr. Nos Lemas
2.4 e 2.5 mostramos que o funcional Ir satisfaz a condição de Cerami em tal nível.
Assim pelo Teorema 1.4, temos que dr é um valor crítico de Ir e portanto o limite
forte da sequência de Cerami (zn), z, é um ponto crítico de Ir, pertencente à Erad e,
consequentemente, uma solução fraca de (Pr). Como dr > 0, temos que tal solução é
não-nula. Finalmente, pelo Princípio da Criticalidade Simétrica, z é um ponto crítico em
todo E, e assim é solução de (Pr) em E.
Capítulo
3
Solução para sistema não-autônomo via
comparação de níveis de energia
Neste capítulo, consideraremos o seguinte sistema em RN , com N ≥ 3:
(P )

−∆u+ u = u
2 + v2
1 + (s+ a(x))(u2 + v2)
u+ λv
−∆v + v = u
2 + v2
1 + (s+ a(x))(u2 + v2)
v + λu
com 0 < λ < 1,0 < s < 1 e a função a satisfazendo as seguintes condições:




(A3) existe uma constante s0 > 0 tal que
0 < s0 < s+ a(x) < s, ∀ x ∈ RN .






|∇u|2 + |∇v|2 + u2 + v2dx−
∫
RN










ln(1 + (s+ a(x))(u2 + v2)),
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e definimos
F (x, u, v) := H(x, u, v) + λuv.
Observamos que, devido à condição (A2), o problema limite associado à este problema
(P ), é o problema estudado no Capítulo 1, que de agora em diante será denotado por
(P∞).
Como a função a(x) não é radial, não podemos fazer uso das imersões compactas do
espaço Erad para garantir a convergência forte das sequências de Cerami. Para contornar
tal situação, provaremos uma versão do resultado de concentração de compacidade, de
Lions [31], conhecido como "Lema de Splitting"[48]. Além disto, comparando os níveis de
energia entre os funcionais I e I∞, associado ao problema (P∞), conseguiremos mostrar
que numa faixa específica, (0,m∞), temos garantida a compacidade e consequentemente
a convergência forte das sequências de Cerami. Entretanto, para ser possível fazermos tal
comparação entre os níveis, tivemos que impor a condição de que I(u, v) < I∞(u, v), para
todo par (u, v) ∈ E \ {(0, 0)}, que segue diretamente da hipótese (A1).
3.1 Resultados preliminares
Começaremos com a verificação da seguinte relação entre os funcionais I e I∞.
Notemos que I∞ é o funcional definido em (1.1).
Proposição 3.1. Para todo z ∈ E \ {(0, 0)},
I(z) < I∞(z). (3.1)













em que F∞ está definida em (1.2), z = (u, v) e o termo λuv é comum às duas funções F






ln(1 + tz), t > 0,
é decrescente, pois como s + a(x) < s, então teremos L(s) < L(s + a(x)), e assim,
F (z) > F∞(z), como desejamos. Entretando, isto segue diretamente da Proposição
2.1.
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Observação 3.1. Como nos capítulos anteriores, utilizamos a condição de não-
quadraticidade para obter a limitação das sequências de Cerami, mas pela Proposição
2.3, como s+ a(x) < s, temos que
Q(s) < Q(s+ a(x)).
A função Q(s) está associada à condição de não-quadraticidade da função F∞ e Q(s+a(x))
esta associada à condição de não-quadraticidade para a função F . Portanto, como a
função F∞ satisfaz a condição de não-quadraticidade, temos que a função F também
satisfaz tal condição.
Verificaremos agora que o funcional I satisfaz as condições do Teorema do Passo da
Montanha.
Proposição 3.2. O funcional I satisfaz as condições (I1) e (I2) do Teorema 1.4.
Demonstração. Facilmente verificamos que I(0, 0) = 0 e que existe e ∈ E tal que I(e) < 0,
pois a condição (I2) é verificada para o funcional I∞ e I(e) < I∞(e) < 0 pela Proposição
3.1. Para a condição (I1), observamos que, pela hipótese (A3) e com argumentos análogos
aos usados no Capítulo 1, Proposição 1.5, podemos mostrar que fixado 2 < p < 2∗ e dado
ε > 0, existe M(ε) > 0 tal que




+M(ε)zp, 2 < p < 2∗. (3.2)
Com tal estimativa, o argumento segue análogo ao do caso do funcional I considerado no
Capítulo 1.
3.2 Existência e limitação de sequências de Cerami
Consideremos z¯, a solução radial positiva de energia mínima de (P∞), encontrada







< 0. Façamos z1(x) := z¯( xL) e z0(x) := (0, 0). Pela Proposição 3.1, temos






onde Γ := {γ ∈ C([0, 1], E) : γ(0) = z0; γ(1) = z1}. Com isto, podemos enunciar e
demonstrar o seguinte resultado:
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Lema 3.3. Existe uma sequência (zn) = (un, vn) ⊂ E satisfazendo I(zn) → c e
‖I ′(zn)‖(1 + ‖zn‖)→ 0.
Demonstração. A existência de tal sequência estará garantida se pudermos aplicar o
Teorema de Ghoussoub-Preiss (ver Teorema A.2, no Apêndice). De fato, para mostrarmos
a existência de uma sequência de Cerami convergindo para c, como definido acima,
precisamos apenas mostrar que existe um conjunto fechado F ⊂ E tal que F ∩ Ic separa
z0 e z1, como definidos acima, onde Ic := {z ∈ E; I(z) ≥ c}, é um subconjunto fechado
de E.
Tomemos então
F := {z ∈ E; I∞(z) ≥ 0} ,
que é claramente fechado. Temos que z0 e z1 não pertencem à F ∩ Ic, pois ambos não
pertencem à Ic. Podemos pensar em E \ F ∩ Ic como sendo
{z ∈ E; I(z) < c, I∞(z) ≥ 0} ∪ {z ∈ E; I(z) < c, I∞(z) < 0} .
Observamos que, a princípio, ainda teríamos {z ∈ E; I(z) ≥ c, I∞(z) < 0}, mas tal
conjunto é vazio, pois I(z) < I∞(z) para todo z ∈ E e c > 0.
Assim, da demonstração da Proposição 3.2, segue que existe ρ > 0 tal que se
0 < ‖z‖ < ρ, então I(z) > 0. Portanto, existe uma bola aberta Bα(0), contendo z0 e existe
uma componente conexa C1 de {z ∈ E; I(z) < c, I∞(z) ≥ 0} tal que Bα(0) ⊂ C1. Por
outro lado, z1 pertence a uma das componentes conexas de {z ∈ E; I(z) < c, I∞(z) < 0}.
Assim, temos que F ∩ Ic separa z0 e z1 e o resultado segue.
Lema 3.4. Suponha que (zn) ⊂ E é tal que I(zn)→ c e ‖I ′(zn)‖ (1 + ‖zn‖)→ 0. Então
(zn) possui uma subsequência limitada.
Demonstração. A demonstração deste lema está baseada na demonstração do Lema 1.9,
onde verificamos o mesmo fato para o funcional I∞. Por contradição, suponhamos que
‖zn‖ → ∞. Definamos zˆn := zn‖zn‖ . Então (zˆn) é uma sequência limitada com ‖zˆn‖ = 1
e, consequentemente, a menos de subsequências, zˆn ⇀ zˆ ∈ E. Assim, um dos dois casos
abaixo ocorre:














Vamos mostrar que nenhum dos casos pode ocorrer, obtendo uma contradição para
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cada caso. Começaremos pelo caso 2. Conforme feito na demostração do Lema 1.9,
podemos mostrar a seguinte desigualdade, análoga à (1.17):
t2
2
‖zn‖2 ≤ 1 + t
2
2n
+ c+ on(1) +
∫
RN
F (x, tzn)dx (3.3)
para n suficientemente grande e ∀ t > 0.
Ainda, da estimativa (3.2), análoga à estimativa (1.4), utilizada no Capítulo 1, a
verificação de que o caso 2 não pode ocorrer segue como na prova do Lema 1.9.




∇F∞(z)z − F∞(z) ≤ 1
2
∇F (x, z)z − F (x, z). (3.4)
Portanto, a verificação de que o caso 1 não ocorre segue idêntica à do Lema 1.9, até o





























∇F∞(zn(x+ yn))(zn(x+ yn))− F∞(zn(x+ yn))dx
= +∞
A partir deste ponto, a prova segue novamente análoga à do Lema 1.9.
3.3 Resultado de compacidade
Nesta seção, provaremos um resultado de concentração de compacidade, também
conhecido como lema de "Splitting", para o nosso problema (P ), enunciado no início
deste capítulo. No que segue, utilizaremos o seguinte resultado, cuja demonstração pode
ser encontrada em [12]:
Lema 3.5. (Lema de Brezis-Lieb) Considere j : C → C uma função contínua com
j(0) = 0. Em adição, considere j satisfazendo as seguintes hipóteses: para cada ε > 0
suficientemente pequeno existem duas funções contínuas e não negativas ϕε e ψε tais que
|j(a+ b)− j(a)| ≤ εϕε(a) + ψε(b)
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para todo a, b ∈ C. Considere fn = f + gn uma sequência de funções mensuráveis de Ω
em C tais que:
(i) gn → 0 qtp em Ω;
(ii) j(f) ∈ L1;
(iii)
∫
ϕε(gn(x))dµ(x) ≤ C <∞ para alguma constante C, independente de ε e n;
(iv)
∫
ψε(f(x))dµ(x) <∞, para todo ε > 0.
Então, se n→∞, ∫
|j(f + gn)− j(gn)− j(f)|dµ→ 0.
Observação 3.2. Se j(t) = |t|p, 0 < p < ∞, as hipóteses (ii) − (iv) são simplesmente
que f ∈ Lp e (gn) são uniformemente limitadas em Lp, (vide [12], exemplo (a)).
Lema 3.6. (Splitting) Seja zn = (un, vn) ⊂ E uma sequência limitada tal que I(zn)→ c e
‖I ′(zn)‖ (1 + ‖zn‖)→ 0. Então substituindo (zn) por uma subsequência, caso necessário,
existe uma solução z¯ = (u¯, v¯) de (P ), um número k ∈ N ∪ {0}, k pares de funções
(u1, v1), ..., (uk, vk) e k sequências de pontos {yjn}, yjn ∈ RN , 1 ≤ j ≤ k, satisfazendo:
(i) (un, vn)→ (u¯, v¯) em E ou





uj(x− yjn), vj(x− yjn)
)→ (u¯, v¯) em E;




(v) zj = (uj, vj) são soluções fracas não triviais de (P∞).
Demonstração. Como (zn) é limitada, temos que zn ⇀ z¯ em E. Mostraremos que
I ′(z¯) = 0. Da imersão compacta de H1(RN) em Lrloc(RN), 1 ≤ r < 2∗, temos que un → u¯
e vn → v¯ em Lrloc(RN). Logo, se Ki é um subconjunto compacto de RN , temos que
un(x)→ u¯(x), qtp x ∈ K1,
vn(x)→ v¯(x), qtp x ∈ K2,
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e existem funções h(x), l(x) ∈ Lrloc(K), onde K = K1 ∪K2, tais que:
|un(x)|, |u¯(x)| ≤ h(x), qtp x ∈ K,
|vn(x)|, |v¯(x)| ≤ l(x), qtp x ∈ K.
Fixamos ϕ e ψ ∈ C∞0 (RN) e consideramos K = K1 ∪K2 = suppϕ ∩ suppψ. Então para
































Além disso, pelo Lema 1.8 com q = 0 e (A3), temos para quase todo x ∈ K∣∣∣∣ u2n + v2n1 + (s+ a(x))(u2n + v2n)un + λvn














e ∣∣∣∣ u2n + v2n1 + (s+ a(x))(u2n + v2n)vn + λun


























≥ 0 e pertencentes à





∇F (un, vn)(ϕ, ψ)dx =
∫
RN
∇F (u¯, v¯)(ϕ, ψ)dx,∀ϕ, ψ ∈ C∞0 (RN).
Por outro lado, pela convergência fraca de un ⇀ u¯ e vn ⇀ v¯, temos para todo par
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(∇un∇ϕ+ unϕ+∇vn∇ψ + vnψ)dx =
∫
RN




I ′(un, vn)(ϕ, ψ) = I ′(u¯, v¯)(ϕ, ψ)∀ϕ, ψ ∈ C∞0 (RN),
e portanto, como C∞0 (RN) é denso em E,
I ′(u¯, v¯) = 0.
Vamos então agora supor que (un, vn) não converge forte à (u¯, v¯). Seja zn,1 := zn− z¯ =
(un − u¯, vn − v¯). Assim, temos que zn,1 ⇀ 0. Iremos mostrar que
a) ‖zn,1‖2 = ‖zn‖2 − ‖z¯‖2 + on(1)
b) I∞(zn,1)→ c− I(z¯)
c) I ′∞(zn,1)→ 0.
(a) Como zn ⇀ z¯ em E, então 〈zn, z¯〉 → 〈z¯, z¯〉 = ‖z¯‖2. Assim,
‖zn,1‖2 = ‖zn − z¯‖2 = 〈zn − z¯, zn − z¯〉
= 〈zn, zn〉 − 〈zn, z¯〉 − 〈z¯, zn〉+ 〈z¯, z¯〉
= ‖zn‖2 − 2 〈zn, z¯〉+ ‖z¯‖2
= ‖zn‖2 − ‖z¯‖2 + on(1)
(b) Temos que











































(F (zn)− F (z¯)− F (zn,1)) dx
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|F (zn)− F (z¯)− F (zn,1)|dx = on(1).
Portanto, I∞(zn,1)− I(zn) + I(z¯) = on(1), o que implica em
I∞(zn,1)→ c− I(z¯),
visto que I(zn)→ c. Assim concluímos a prova de (b).
Vamos agora verificar as afirmações acima.






ln(1 + s(u2 + v2)) + λuv
e





ln(1 + (s+ a(x))(u2 + v2)) + λuv.
Portanto,







(u2 + v2)− 1
2s2




ln(1 + (s+ a(x))(u2 + v2)).
Temos que zn,1 ⇀ 0, então, zn,1 → 0 em Lp(BR(0)), para 2 ≤ p < 2∗. Vamos
primeiramente mostrar que∫
BR(0)
F∞(zn,1)− F (zn,1)dx = on(1).
De fato, utilizando a hipótese (A3), temos∫
BR(0)














‖zn,1‖22 → 0 em BR(0).
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utilizando (A3) e o fato que ln(1 + sz) ≤ sz, para todo z = √u2 + v2 ≥ 0. Portanto,∫
BR(0)
F∞(zn,1)− F (zn,1)dx = on(1),
e o comportamento da integral sobre a bola está completamente descrito. Vamos agora












Pela hipótese (A2), temos que dado ε > 0, existe R > 0 tal que se |x| > R, então∣∣∣∣ 12s − 12(s+ a(x))
∣∣∣∣ < ε,















n,1)dx ≤ ε ‖zn,1‖22 ≤ εM,

















3.3 Resultado de compacidade 54
Primeiramente, vamos mostrar que a função do integrando é sempre positiva. Como
estamos somente interessados no comportamento da função a(x) quando |x| → ∞,





onde t = s + a(x), e 0 < t < s. Como s + a(x) < s, mostraremos que f é decrescente,
assim f(s) < f(s+ a(x)) e portanto −f(s) + f(s+ a(x)) > 0, o que equivale à
− 1
2s2





ln(1 + (s+ a(x))(u2n,1 + v
2
n,1)) > 0. (3.5)
Temos que
f ′(t) = − 1
t3
























h′(y) = ln y +
1
2
> 0,∀ y > 1.
Assim,
h(y) ≥ h(1) = 0,∀ y > 1.
Então, se y = 1 + zt > 1, temos que
(1 + zt) ln(1 + zt) +
1
2
− 1 + zt
2
> 0
(1 + zt) ln(1 + zt) >
1
2
(1 + zt)− 1
2





ln(1 + zt) >
z
2(1 + zt)




ln(1 + zt) é sempre decrescente, e como s + a(x) < s, temos que
f(s) < f(s+ a(x)), ou seja, (3.5) é válida.


































































Novamente por (A2), dado ε > 0, existe R > 0 tal que se |x| > R, então∣∣∣∣− 12s2 + 12(s+ a(x))2
∣∣∣∣ < ε,













≤ εs ‖zn,1‖22 ,
e o resultado segue. Concluímos assim a verificação da Afirmação 2.
Verificação da Afirmação 3: Vamos agora mostrar que∫
RN
|F (zn)− F (z¯)− F (zn,1)|dx = on(1).
Consideremos a função







ln(1 + (s+ a(x))(u2 + v2))
e
Fˆ (u, v) = λuv.





λ2(u2 + v2) = λ b(u, v)c ,
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onde b.c representa a norma euclidiana de R2. Então










































= εϕε(ξ) + ψε(θ)









Assim, tomando zn = z¯+zn,1, e sabendo que zn,1 → 0 em quase todo x ∈ RN , podemos
aplicar o Lema 3.5 e concluir que∫
RN
|Fˆ (zn)− Fˆ (z¯)− Fˆ (zn,1)|dx = on(1).










1 + (s+ a(x))(u2 + v2)
u,
u2 + v2
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e, portanto
b∇H(u, v)c2 = (u
2 + v2)2























onde usamos o Lema 1.8 e (A3). Assim,
b∇H(u, v)c ≤ C(q)
s0
b(u, v)cq+1 .
Utilizando um argumento análogo ao anterior, podemos mostrar que
|H(ξ − tθ)−H(ξ)| ≤ C (ε bξcq+1 + (Cε) bθcq+1) .
Portanto, novamente pelo Lema 3.5, temos que∫
RN
|H(zn)−H(zn,1)−H(z¯)|dx = on(1).
Assim, a Afirmação 3 está verificada.










Como un,1, vn,1 ⇀ 0 em E, pela definição de produto interno temos∫
RN
∇un,1∇ϕ+ un,1ϕdx→ 0 e
∫
RN
∇vn,1∇ψ + vn,1ψdx→ 0.
Para mostrar que ∫
RN
∇F∞(zn,1)(ϕ, ψ)dx→ 0,
observamos que (zn,1) é limitada e zn,1 → 0 em quase todo x ∈ RN . Então, pelo Lema
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∇F∞(0)(ϕ, ψ)dx = 0,




















Como estamos considerando que zn,1 ⇀ 0 em E, tomemos















Se δu = δv = 0, então, segue do Lema de Lions ( Lema 1.2 de [51]) que
un,1, vn,1 → 0
em L2+q(RN), com 2 < 2 + q < 2∗. Assim, usando (3.6) e o Lema 1.8 novamente, temos
0 ≤ (1− λ)(‖un,1‖2 + ‖vn,1‖2)
= ‖un,1‖2 + ‖vn,1‖2 − λ(‖un,1‖2 + ‖vn,1‖2)

































Portanto un,1, vn,1 → 0 em E, o que é uma contradição.
Suponhamos então, sem perda de generalidade, que δu > 0. Então existe uma
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Consideremos agora a sequência (un,1(· + y1n), vn,1(· + y1n)). Podemos assumir que tal
sequência satisfaz
(un,1(·+ y1n), vn,1(·+ y1n)) ⇀ (u1, v1) em E
e












e assim u1 6≡ 0. Mas (un,1, vn,1) ⇀ (0, 0) em E, então (y1n) é ilimitada e, a menos de
subsequências, podemos assumir que |y1n| → ∞. Além disto, como I ′∞(un,1, vn,1) = on(1)
em E, podemos deduzir que z1 := (u1, v1) é uma solução fraca de (P∞). Definamos agora
(un,2(x), vn,2(x)) := (un,1(x)− u1(x− y1n), vn,1(x)− v1(x− y1n)).
Então, como anteriormente, temos que:
a) ‖zn,2‖2 = ‖zn‖2 − ‖z¯‖2 − ‖z1‖2 + on(1);
b) I∞(zn,2)→ c− I(z¯)− I∞(z1);
c) I ′∞(zn,2)→ 0.
De fato, para (a), temos que
〈zn,2, zn,2〉 = 〈zn,1 − z1, zn,1 − z1〉
= 〈zn,1, zn,1〉 − 2 〈zn,1, z1〉+ 〈z1, z1〉
e usando que zn,1 ⇀ z1 e que ‖zn,1‖2 = ‖zn‖2 − ‖z¯‖2 + on(1), o resultado segue.
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Para (b), temos que






















e, utilizando uma ideia análoga à da Afirmação 3, podemos mostrar que∫
RN
|F∞(zn,1)− F∞(z1)− F∞(zn,2)|dµ→ 0,
e portanto o resultado segue.
Para (c), utilizamos argumento semelhante ao da verificação de que I ′∞(zn,1)→ 0. Se
‖(un,2, vn,2)‖ → 0, concluímos a demonstração. Caso contrário, (zn,2) ⇀ 0 e não converge
forte, e podemos repetir o argumento. Dessa forma, obtemos sequências de pontos
(yjn) ∈ RN tais que |yjn| → ∞, |yjn−yin| → ∞ se i 6= j, com n→∞, sequências de pares de






n)) ⇀ (uj(x), vj(x)), em E,
e (uj, vj) é solução fraca de (P∞). Pelo que vimos no Capítulo 1, temos que I∞(uj, vj) ≥
m∞ > 0, onde
m∞ := inf {I∞(u, v) : (u, v) ∈ E \ {(0, 0)} e (u, v) resolve (P∞)} ,
e pelo Lema 1.16, temos quem∞ = c∞, o nível minimax to Teorema do Passo da Montanha
para o funcional I∞. Portanto, pela expressão
I(zn) = I(z¯) + I∞(z1) + I∞(z2) + on(1),
tal iteração deve parar em algum índice j ≥ 2 finito.
Corolário 3.1. O funcional I satisfaz (Ce)c, para todo 0 < c < m∞.
Demonstração. Temos que I∞(uj, vj) ≥ m∞ para todo par (uj, vj) solução não trivial de
(P∞). Tome (un, vn) uma sequência (Ce)β tal que β < m∞ e aplique o Lema 3.6 à esta
sequência. Como I(un, vn) < m∞, obtemos que k = 0 e assim (un, vn)→ (u¯, v¯) em E.
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3.4 Existência de solução
Nesta seção, mostraremos então que o sistema (P ) possui uma solução (u, v) não-
nula. Inicialmente, mostraremos que o nível de energia gerado pelo Teorema do Passo da
Montanha está na faixa onde temos compacidade, conforme o Corolário 3.1, isto é,
Lema 3.7. 0 < c < m∞.
Demonstração. Recordamos que








ln(1 + (s+ a(x))(u2 + v2)) + λuv,
e








ln(1 + s(u2 + v2)) + λuv.





ln(1 + tz), com t > 0.
Mas, na Proposição 3.1 verificamos que L(t) é decrescente, e como s + a(x) < s, então
L(s) < L(s+ a(x)), o que implica que
G∞(z) < G(z),∀z ∈ E \ {(0, 0)} .
Tomemos z¯ a solução radial positiva de energia mínima de (P∞), e consideremos














onde usamos a invariância por translações na integral de G∞ e o fato de que, como z¯ é














































































onde utilizamos novamente a invariância por translações de I∞ e o fato de que z¯ é solução
de (P∞) de energia mínima, portanto o máximo no caminho z¯(x/t) é obtido em t = 1.
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= I∞(z1) < 0.
Portanto, o funcional I é sempre negativo ao longo do caminho β(t). Seja α˜(t) o
caminho dado por
α˜(t) :=
 0, t = 0zy (x
t
)
, 0 < t ≤ L










, pois 0 < ty < L. Assim, fazendo γ(t) a composição entre os caminhos α(t) e













Teorema 3.8. Suponha que 0 < λ < 1, 0 < s < 1 e que (A1−A3) são satisfeitas. Então
o sistema (P ) possui uma solução não-nula (u, v) ∈ E.
Demonstração. Pela Proposição 3.2 temos que o funcional I satisfaz as condições (I1) e
(I2) do Teorema 1.4. Pelos Lemas 3.3 e 3.4, temos garantida a existência e a limitação,
respectivamente, de sequências de Cerami no nível c. Pelo Corolário 3.1, temos que o
funcional I satisfaz a condição de Cerami no nível c, pois c < m∞, desigualdade esta
que foi verificada no Lema 3.7. Portanto, podemos aplicar o Teorema 1.4 e concluir a
existência de uma solução não-nula para o problema (P ).




em t para mostrar a limitação das sequências de Cerami. Em geral esta propriedade
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é muito utilizada para projetar um vetor z = (u, v) 6= (0, 0) sobre a variedade de
Nehari N := {(u, v) ∈ E \ {(0, 0)} ; I ′(u, v)(u, v) = 0}. Como utilizamos a variedade de
Pohozaev no Capítulo 1 para fazer a comparação entre os níveis de energia, esta hipótese
não foi necessária nesse momento.
Capítulo
4
Solução para sistema não-autônomo via
Teorema de Linking
Neste capítulo estamos interessados em estudar o seguinte sistema em RN , com N ≥ 3:
(Pa)

−∆u+ u = a(x) u
2 + v2
1 + (u2 + v2)
u+ λv
−∆v + v = a(x) u
2 + v2
1 + (u2 + v2)
v + λu
com condições sobre a função a(x) de tal maneira que tenhamos os funcionais associados
à este sistema e ao sistema no infinito, obedecendo a relação I∞(u, v) ≤ I(u, v), situação
que não foi estudada no Capítulo 3.
Entretanto, ao buscarmos referências para o caso escalar nestas condições, −∆u+λu =
a(x)f(u), não encontramos resultados sobre o mesmo. Faremos então o estudo de tal
equação e depois apresentaremos a solução para o sistema. Situaremos nossa equação nas
condições descritas abaixo, e ressaltamos que não utilizaremos aqui a hipótese de que f(t)
t
é uma função crescente ou não-decrescente. Tal hipótese é imposta quando se deseja fazer
uso das propriedades da variedade de Nehari [vide [51], Capítulo 4], e a não-linearidade
f é homogênea. Entretanto, pelo comportamento assintoticamente linear de nossa não-
linearidade f , a mesma é não-homogênea. Para abordar esta situação, trabalharemos com
a variedade de Pohozaev P , associada a tal equação.
Primeiramente, mostraremos que o ínfimo p = inf
u∈P
I(u) não é atingido. Isto nos
motivará a procurar por soluções em níveis mais altos de energia. Utilizando novamente
um resultado de concentração de compacidade na forma do Lema de "Splitting"([31],[48])
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e a chamada função baricentro, apresentada em [3], teremos condições para aplicar o
Teorema de Linking e garantir a existência de uma solução para a equação.
Optamos por apresentar em detalhes a resolução para o caso de somente uma
equação para simplificar os cálculos e assim explicitar com maior clareza as ideias aqui
desenvolvidas. As provas dos resultados análogos para o sistema são muito semelhantes às
aqui apresentadas e algumas observações sobre as mesmas serão apresentadas na última
seção deste capítulo.
Assim, estudaremos a seguinte equação, com λ > 0:
−∆u+ λu = a(x)f(u) (4.1)
em RN , N ≥ 3, onde temos as seguintes condições sobre a função a:





a(x) = a∞ > λ;
(A3) ∇a(x) ·x ≥ 0,∀ x ∈ RN , sendo que a desigualdade é estrita num conjunto de medida




< a∞,∀ x ∈ RN ;
(A5) ∇a(x) · x + x ·H(x) · x
N
≥ 0,∀ x ∈ RN , onde H representa a matriz Hessiana da
função a,
e as seguintes condições sobre a função f :










(f3) definindo F (s) :=
∫ s
0
f(t)dt e Q(s) :=
1
2
f(s)s − F (s), então existe uma constante
D ≥ 1 tal que






A condição (A1) nos fornecerá a geometria do Teorema do Passo da Montanha para
o funcional I associado à equação (4.1), e também será utilizada na demonstração da
limitação das sequências de Cerami. As condições (A2−A4) fornecerão a relação I∞ ≤ I
entre o funcional I e o funcional I∞, associado ao problema limite e, juntamente com a
condição (A5), aparecerão naturalmente no desenvolvimento da teoria aqui apresentada
envolvendo a variedade de Pohozaev P associada à equação (4.1).
Observação 4.1. Das condições (A2), (A3) e (A4), e do Teorema do Confronto, temos
que
∇a(x) · x→ 0, quando |x| → ∞. (4.2)
Observação 4.2. Conforme feito no trabalho [28] de L. Jeanjean e K. Tanaka, onde tal
condição (f3) foi apresentada, temos que
Q(s) ≥ 0 para todo s ≥ 0. (4.3)
Neste trabalho é também observado que a condição (f3) é mais geral que a condição
comumente utilizada de que
f(s)
s

















ou seja, se para todo s > 0 temos
f ′(s)s− f(s) > 0. (4.4)




(f ′(s)s+ f(s))− f(s) = 1
2
(f ′(s)s− f(s)) > 0. (4.5)
De (4.4) e (4.5) segue a equivalência.
Como exemplo de uma função f tal que
f(s)
s
não é crescente, mas satisfaz a condição
(f3), consideramos a seguinte função, definida para s ≥ 0
f(s) =

























Pela análise do gráfico de Q(s), podemos ver que é possível encontrar D > 1 tal que
(f3) seja válida.






equivalente à norma usual ‖ · ‖ de H1(RN). Assim, definimos Eλ := (H1(RN), ‖ · ‖λ).
Observação 4.3. Assumiremos neste capítulo que f(s) é definida para todo s ∈ R e
69










associados à equação (4.1) são as soluções fracas da equação, temos que se u é um ponto
crítico de I, então










|∇u−|2 + λ|u−|2dx = ‖u−‖2λ,
onde u− := min {u, 0}. Assim, necessariamente temos u ≥ 0.
Um problema modelo de (4.1) é dado por




com a(x) = a∞ − 1|x|+ k , onde k >
1
a∞
. Neste caso, temos F (s) =
1
2
(s2 − ln(1 + s2)).
As condições sobre a função f são facilmente verificadas. Para a função a, claramente
se verifica a condição (A2). Para (A1), podemos ter problemas quando |x| é próximo de
zero, mas contornamos esse problema assumindo que k > 1/a∞. Temos que
∇a(x) · x = |x|
(|x|+ k)2 ,




= a∞ − 1|x|+ k +
|x|
N(|x|+ k)2
= a∞ − (N(|x|+ k))− |x|
N(|x|+ k)2
= a∞ − |x|(N − 1) +Nk
N(|x|+ k)2 < a∞
pois estamos considerando sempre que N ≥ 3.
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Para terminar, observamos que x ·H(x) · x = − 2|x|
2
(|x|+ k)3 . Assim,








N |x|(|x|+ k)− 2|x|2
N(|x|+ k)3
=







Como estamos considerando que N ≥ 3, segue que
∇a(x) · x+ x ·H(x) · x
N
≥ 0.
Apresentaremos agora uma estimativa envolvendo a função F , que utilizaremos várias










ou seja, dado ε > 0, existe δ > 0 tal que se |s| < δ então
|F (s)| < ε
2
|s|2.






ou seja, dado ε > 0 existe R > 1 tal que se |s| > R, então∣∣∣∣F (s)s2 − 1
∣∣∣∣ < ε,
ou ainda, existe uma constante C(p) > 0 para 2 ≤ p ≤ 2∗ tal que
|F (s)− s2| < ε|s|2 ⇒ |F (s)| ≤ C(p)|s|p.
Se δ ≤ s ≤ R, então |F (s)| ≤M , pois F é contínua.
Assim, juntando todas estas estimativas temos que, dados ε > 0 e 2 ≤ p ≤ 2∗, existe
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uma constante C(p) > 0 tal que
|F (s)| < ε
2
|s|2 + C(p)|s|p, para todo s ∈ R. (4.6)
4.1 Variedade de Pohozaev
D. Costa e H. Tehrani em [19] (Proposição 2.2) observaram que, se numa equação
como (4.1) tivermos somente que
f(s)
s
é não-decrescente, e não estritamente crescente,
não temos garantia de que todo caminho I(tu) intercepta uma única vez a variedade de
Nehari N := {u 6= 0; I ′(u)u = 0}. Podemos ter caminhos que não interceptam a variedade
e caminhos que a interceptam infinitas vezes. Como não temos tal condição sobre o
comportamento da função f , este foi um dos motivos que nos levaram a trabalhar com a
variedade de Pohozaev P .
Nesta seção, apresentaremos tal variedade, associada à equação (4.1), além de diversas
propriedades da mesma. Começaremos então com sua construção, numa adaptação de
resultado semelhante encontrado em [24], onde Ω representa um subconjunto aberto
limitado de RN , com fronteira ∂Ω suave.
Proposição 4.1. Se u ∈ H1(Ω) \ {0} é solução da equação −∆u = g(x, u), onde
g : Ω¯× R→ R é contínua, então u satisfaz:
∫
∂Ω
|∇u|2x · η dSx = 2N
∫
Ω









onde G(x, u) =
∫ u
0
g(x, s)ds e η denota o vetor normal unitário exterior de ∂Ω. Ainda,













onde agora assumimos que G e |∇G| pertencem à L1(RN).
Demonstração. Seguiremos aqui as ideias de [51]. Multiplicando −∆u = g(x, u) por x·∇u
e, analisando cada lado da equação, temos:
∆ux · ∇u = div
(
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Por outro lado, temos




e novamente utilizando o Teorema do Divergente, obtemos
∫
Ω











xiGxi(x, u) dx. (4.9)

























Como u ≡ 0 em ∂Ω, temos que G(x, u) = 0 em ∂Ω e ∇u = ∇u · ηη implica
1
2
|∇u|2x · η = −
(





Assim, na expressão acima, obtemos
∫
∂Ω
|∇u|2x · η dSx = 2N
∫
Ω






























|∇u(r, θ)|2x · η dSrdr <∞.
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|∇u(r, θ)|2dSr → 0.











































xiGxi(x, u)dx, obtemos (4.7).











∇a(x) · xF (u)dx (4.10)
onde G(x, u) = a(x)F (u)− λu
2
2
. Assim, temos que a variedade de Pohozaev associada à
equação (4.1) é dada por
P := {u ∈ Eλ \ {0} ;u satisfaz (4.10)} .












∇a(x) · xF (u)dx.
Temos que
a) Existe σ > 0 tal que ‖u‖λ > σ, para toda u ∈ P.
b) P := {u ∈ Eλ \ {0} ; J(u) = 0} é um conjunto fechado.
c) P é uma variedade de classe C1.
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Tomamos ε > 0 tal que (N − 2)λ < N(λ− εa∞). Assim,


















> 0 tal que se u ∈ P , então ‖u‖λ > σ.
(b) J(u) é, por construção, um funcional de classe C1. Assim, J−1({0}) é um conjunto
fechado, por ser a imagem inversa de um conjunto fechado por um funcional contínuo.
Como {u ≡ 0} é um ponto isolado de J−1({0}) então a afirmação (b) segue.
(c) Consideremos a derivada do funcional J , aplicada em u:
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∇a(x) · xF (u)dx, (4.12)
e substituindo (4.12) em (4.11) obtemos
















































onde utilizamos (A1), (A3) e (4.3). Assim, para toda u ∈ P , temos que J ′(u)u < 0.
Portanto, P é uma variedade C1.
Lema 4.3. A variedade P é uma restrição natural do problema (4.1).
Demonstração. A argumentação de nossa prova se baseia nas ideias encontradas em [41],
onde este lema foi provado para o caso autônomo. Seja u um ponto crítico do funcional
I, restrito à variedade P . Pelo Método dos Multiplicadores de Lagrange, temos que
I ′(u) + µJ ′(u) = 0, µ ∈ R.
Mostraremos que µ = 0. Aplicando u ∈ P na equação acima, obtemos:
I ′(u)u+ µJ ′(u)u = 0,
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Tal expressão está associada à seguinte equação
−∆u+ λu− a(x)f(u) + µ
(









que pode ser reescrita como
−(1 + µ(N − 2))∆u+ λ(1 + µN)u = [(1 + µN)a(x) + µ∇a(x) · x] f(u). (4.13)
Tal equação tem uma variedade de Pohozaev à ela associada, dada por Pˆ−1({0}), em
que
Pˆ (u) =

























((1 + µN)∇a(x) · x+ µx ·H(x) · x)F (u)dx,
onde H(x) denota a matriz Hessiana da função a(x).
Assim, Pˆ pode ser escrito como
Pˆ (u) =














((1 + µN)∇a(x) · x+ µx ·H(x) · x)F (u)dx
=

























Mas relembrando, como u ∈ P , então J(u) = 0 e substituindo (4.12) na equação acima
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segue que
Pˆ (u) =









































Da Observação 4.3 e da hipótese (A5), temos que o lado direito da equação é sempre
positivo, enquanto o lado esquerdo é sempre negativo, caso µ > 0 (ou vice-versa caso
µ < 0). Então, devemos ter que µ = 0. Assim a equação inicial
I ′(u) + µJ ′(u) = 0,
com µ = 0, implica em I ′(u) = 0 e portanto u é um ponto crítico de I e a restrição P é
natural.
4.2 O resultado de não existência
Começaremos esta seção com algumas relações entre a variedade de Pohozaev P ,
associada à equação (4.1), e a variedade de Pohozaev P∞, associada ao problema
autônomo, isto é, à equação
−∆u+ λu = a∞f(u). (4.14)
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e a variedade de Pohozaev P∞ é dada por















Ainda, consideremos o conjunto de caminhos
Γ∞ = {γ ∈ C([0, 1], Eλ)|γ(0) = 0, I∞(γ(1)) < 0} ,










e tal nível não é atingido, isto é, tal nível não é um nível crítico para o funcional I. Isto
nos motivará a procurar soluções em níveis mais altos de energia. Mais precisamente, na
próxima seção mostraremos a existência de uma solução cuja energia se situa no intervalo
(c∞, 2c∞). Nossa argumentação aqui feita foi inspirada, com as devidas adaptações, na
argumentação para a equação −∆u+ V (x)u = g(u), em RN , estudada por A. Azzollini e
A. Pomponio, encontrada em [6].
Lema 4.4. Suponha que
∫
RN
G∞(u)dx > 0. Então existem únicos θ1(u) > 0 e θ2(u) > 0
tais que u(x/θ1) ∈ P e u(x/θ2) ∈ P∞.
Demonstração. O caso de P∞ já é conhecido (vide, por exemplo, o Lema 1.17). Vamos
verificar o caso de P . Definimos a função
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∇a(θx) · (θx)F (u)dx
}
.
Assim, temos que u(x/θ) ∈ P se, e somente se, ψ′(θ) = 0, para algum θ > 0.
























∇a(θx) · (θx)F (u)dx = 0.
















G∞(u)dx > 0, segue que ψ′(θ) < 0, para θ > 0 suficientemente grande.
Para θ > 0 suficientemente pequeno temos, da condição (A4), juntamente com as
condições (A1) e (A3), que































dx < a∞(1 + C(2))‖u‖22,
onde utilizamos a estimativa (4.6), com ε = 2 e p = 2.
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Então, fazendo θ > 0 suficientemente pequeno na expressão de ψ′(θ), temos ψ′(θ) > 0.
Portanto, existe (pelo menos um) θ1 > 0 tal que ψ′(θ1) = 0, ou seja, existe θ1 > 0 tal que
u(x/θ1) ∈ P .
































































Pelas condições (A3) e (A5), bem como as condições sobre a função F , temos que
ϕ′(θ) > 0.






Com isso, temos verificada a unicidade de θ1.
Lema 4.5. Considere o conjunto aberto O =
{






função θ1 : O → R+ dada por u 7→ θ1(u) tal que u(x/θ1(u)) ∈ P é contínua.
Demonstração. Consideremos (un) ⊂ O tal que un → u ∈ O. Mostraremos que
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θ1(un)→ θ1(u).
Afirmação 4. θ1(un) é limitada.




















Como θ1(un) > 0,∀ n ∈ N, suponhamos que θ1(un) → +∞. Então, pelas condições
sobre as funções a e F , e pelo Teorema da Convergência Dominada de Lebesgue, temos que






|∇u|2dx <∞. Portanto, temos que θ1(un) é uma sequência limitada e assim,
possui uma subsquência convergente, digamos θ1(un)→ θ¯1.














































Mas, se tal igualdade é verdadeira, temos que θ¯1 é tal que u(x/θ¯1) ∈ P . Pela unicidade
da projeção em P , temos que θ¯1 = θ1(u). Portanto, θ1(un)→ θ1(u) em R+.
Lema 4.6. Se u ∈ P∞, então existe θ > 0 tal que u(x/θ) ∈ P, com θ > 1.
Demonstração. Como u ∈ P∞, temos que
∫
RN
G∞(u)dx > 0 e a existência de tal θ é
garantida pelo lema anterior. Vamos mostrar que θ > 1. Aplicando u(x/θ) no funcional
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J , temos:





















































































G∞(u)dx, portanto, para a
desigualdade acima ser verdadeira, devemos ter θ2 > 1, ou seja, θ > 1.
Lema 4.7. Se u ∈ P, então existe θ > 0 tal que u(x/θ) ∈ P∞, com θ < 1.




De fato, se u ∈ P , então u satisfaz




























onde utilizamos novamente a condição (A4). Como u 6≡ 0 e u ∈ Eλ, temos que∫
RN
|∇u|2dx > 0, portanto
∫
RN
G∞(u)dx > 0 e a existência de θ > 0 tal que u(x/θ) ∈ P∞

























Portanto, θ2 < 1, o que implica que θ < 1.
Observação 4.4. Pelo que vimos até agora temos que, dada u ∈ Eλ, u 6≡ 0, ela pode ser




Lema 4.8. Se u ∈ P∞, pela invariância por translações da integral, tem-se que u(x−y) ∈










Demonstração. Suponhamos, por contradição, que exista uma subsequência yn ∈ RN tal









H(θynx+ yn)F (u)− λ
u2(x)
2
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converge pontualmente à G∞(u(x)). Além disso temos, por (4.6) com p = 2 e ε = 2 que
H(θynx+ yn)F (u)− λ
u2(x)
2
< a∞F (u)− λu
2(x)
2
≤ a∞(1 + C(2))u2(x) ∈ L1(RN).










































θy = θ¯ <∞, com θ¯ > 1.
Demonstração. Como lim
|y|→∞
θy = 1, para |y| > R, com R > 0 suficientemente grande,
temos θy tão próximo de 1 quanto necessário. Mostraremos então que sup
0≤|y|≤R
θy ≤ M .
Suponhamos que o supremo não exista. Então, existe uma sequência yn ∈ RN , com
|yn| ∈ [0, R] tal que θyn → ∞. Mas, com um argumento análogo ao do lema anterior,























Como θyn →∞ e o lado esquerdo está fixo, temos o absurdo. Assim, o supremo existe.
Lema 4.10. Existe σˆ > 0 tal que inf
u∈P
‖∇u‖2 ≥ σˆ.
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Mas, pelo Teorema de Sobolev-Gagliardo-Nirenberg (vide [11], Teorema 9.9), temos











∗ < ‖∇u‖2∗−22 .
Portanto, inf
u∈P








Lema 4.11. Temos que p =: inf
u∈P
I(u) > 0.
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onde usamos o Lema 4.10 e a condição (A3). Portanto, p > 0.




onde c∞ é o nível minimax do Teorema do Passo da Montanha para o funcional I∞, e tal
nível é o nível de energia mínima para o funcional I∞.
Lema 4.12. Temos que p ≤ c∞.
Demonstração. Seja w ∈ H1(RN) uma solução ’ground state’ do problema no infinito,
então w ∈ P∞ e I∞(w) = c∞. Para qualquer y ∈ RN , definimos wy := w(x − y). Pela
invariância por translações de integrais, temos que wy ∈ P∞ e I∞(wy) = c∞. Pelo Lema
4.6, para qualquer y ∈ RN , existe um θy > 1 tal que w˜y = wy(·/θy) ∈ P . Temos que









































































































|F (w)| ∣∣a∞ − θNy a(xθy + y)∣∣ dx.
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Como temos que θy → 1 quando |y| → ∞, obtemos que
|I(w˜y)− c∞| ≤ oy(1) + oy(1) +
∫
RN
|F (w)| |a∞ − a(x+ y)| dx,




Portanto, p = inf
u∈P
I(u) ≤ c∞.
Observação 4.6. Sejam u ∈ Eλ, com
∫
RN















































Lema 4.13. p = c∞























|∇u|2dx, (θ < 1)
= I∞(u(x/θ)) ≥ c∞
onde usamos (4.17) e (A3). Assim, para todo u ∈ P , I(u) > c∞ e portanto inf
u∈P
I(u) ≥ c∞.
Do lema anterior, concluímos que p = c∞.
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Estamos então prontos para mostrarmos o resultado principal desta seção:
Teorema 4.14. Assuma que (A1−A5) e (f1− f3) são válidas. Então, p = inf
u∈P
I(u) não
é um nível crítico para o funcional I. Em particular, o ínfimo não é atingido.
Demonstração. Suponha, por contradição, que exista z ∈ Eλ, ponto crítico do funcional
I no nível p. Em particular, z ∈ P e I(z) = p. Seja θ ∈ (0, 1) tal que z(x/θ) ∈ P∞. Então






















= I∞(z(x/θ)) ≥ c∞
onde utilizamos (A3) e (4.17). Assim, p > c∞, o que contradiz o lema anterior.
4.3 Resultado de existência
Nesta seção iremos mostrar a existência de uma solução positiva para a equação
(4.1). Como vimos na seção anterior, devemos procurar por funções que possuam
nível de energia maior que c∞. Utilizaremos aqui ideias semelhantes às descritas no
artigo de A. Ambrosetti, G. Cerami e D. Ruiz [3], onde um argumento de "linking"é
utilizado, juntamente com uma restrição sobre a variedade de Pohozaev P , feita a partir
da construção da chamada função baricentro. Argumentos semelhantes com tal função
baricentro, feitos sobre um outro tipo de variedade, podem ser encontrados nos trabalhos
de G. S. Spradlin ([44], [45]).
Começaremos mostrando que os níveis de energia do Teorema do Passo da Montanha
para os funcionais I e I∞ coincidem. Temos que o funcional I satisfaz as condições do
Teorema do Passo da Montanha, pela estimativa (4.6), para a condição (I1) e, para a
condição (I2), temos que (A1) implica que I(z) < Iσ(z), onde Iσ é o funcional associado
ao problema autônomo −∆u+ λu = σf(u), em que σ := inf a(x) > 0 e conforme feito no
Capítulo 1, podemos encontrar e ∈ Eλ tal que Iσ(e) < 0, e consequentemente, I(e) < 0.
Lema 4.15. Seja c o nível minimax do Teorema do Passo da Montanha para o funcional
I. Então c∞ = c.
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Demonstração. Sejam
Γ∞ = {γ ∈ C([0, 1], Eλ); γ(0) = 0, I∞(γ(1)) < 0} ,
e
Γ := {γ ∈ C([0, 1], Eλ); γ(0) = 0, I(γ(1)) < 0} .
Tomemos γ ∈ Γ, então I(γ(1)) < 0. Mas como I∞ ≤ I, temos que I∞(γ(1)) < 0.






























Portanto, c∞ ≤ c. Para mostrar que c ≤ c∞, dado ε > 0, tomemos γ ∈ Γ∞ tal que
I∞(γ(t)) < c∞ + ε. Tomemos y ∈ RN e façamos a translação τy(γ(t)). Fazendo y
suficientemente grande, temos que τy(γ(t)) ∈ Γ. Se t0 é tal que I(τy(γ(t0))) é o valor
máximo no caminho, temos
c∞ + ε > I∞(γ(t0)) = lim|y|→∞
I∞(τy(γ(t0))) = lim|y|→∞
I(τy(γ(t0))) ≥ c.
Portanto, c∞ ≥ c e temos a igualdade.
Lema 4.16. p = c.
Demonstração. Já sabemos que, para o funcional I∞, c∞ = p∞, onde p∞ é o ínfimo sobre
P∞ (vide Lemas 1.15 e 1.16). Além disso, no Lema 4.13, mostramos que p = c∞. Assim
temos que p = c∞ = c. Além disso, temos também que p = p∞.
Temos ainda a seguinte propriedade da variedade de Pohozaev P em relação à estrutura
de caminhos do Teorema do Passo da Montanha:
Lema 4.17. Dado γ ∈ Γ, existe s ∈ (0, 1) tal que γ(s) intercepta P.
Demonstração. Primeiramente, verificaremos a seguinte afirmação:
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(λN − 2λ−Nεa∞)‖u‖2λ − a∞CNC(p)‖u‖pλ.


























(λN − 2λ−Nεa∞)ρ2 > 0.
Notemos que para isto, basta tomarmos ε > 0 suficientemente pequeno tal que λ(N −
2)−Nεa∞ > 0. Assim, J(u) > 0 se 0 < ‖u‖λ < ρ.













∇a(x) · xF (u)dx
= NI(u)− ‖∇u‖22 −
∫
RN
∇a(x) · xF (u)dx.
Por (A3) e da Observação 4.3 segue que
J(u) < NI(u).
Assim, tome γ ∈ Γ. Temos que γ(0) = 0, e assim, J(γ(0)) = 0. E como I(γ(1)) < 0,
temos que
J(γ(1)) < NI(γ(1)) < 0.
Portanto, existe s ∈ (0, 1), com ‖γ(s)‖λ > ρ tal que J(γ(s)) = 0. Portanto, γ(s) ∈ P , ou
seja, todo caminho γ ∈ Γ intercepta P .
Vamos agora, nos próximos lemas, mostrar a existência e a limitação de sequências de





















xuˆ(x)dx ∈ RN .
Visto que uˆ tem suporte compacto, β(u) está bem definida.
A função β satisfaz as seguintes propriedades, cujas demonstrações podem ser
encontradas no Apêndice:
(a) β é contínua em Eλ \ {0}.
(b) Se u é radial, β(u) = 0.
(c) Dado y ∈ RN , e definindo uy(x) := u(x− y), temos que β(uy) = β(u) + y.
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Lema 4.18. Seja c o nível minimax do Teorema do Passo da Montanha. Então existem
sequências de Cerami (un) ⊂ Eλ tais que I(un)→ c e ‖I ′(un)‖(1 + ‖un‖λ)→ 0.
Demonstração. Vamos utilizar o Teorema de Ghoussoub-Preiss [23] (Teorema 6, ou vide
Teorema A.2, no Apêndice) com X = Eλ e φ = I. Inicialmente, consideremos z0 = 0 e z1
pertencentes à Eλ, tal que I(z1) < 0. A existência de tal z1 é garantida pela geometria
do Passo da Montanha, e consideremos ainda P = {u ∈ Eλ \ {0} ; J(u) = 0}, variedade
de Pohozaev.
Afirmação 6. P separa z0 e z1.
De fato, observamos que z0 = 0 /∈ P e z1 /∈ P , pois J(z1) < NI(z1) < 0
(prova do Lema 4.17). Ainda da prova do Lema 4.17, segue que existe ρ > 0 tal
que se 0 < ‖u‖λ < ρ, então J(u) > 0. Podemos pensar em Eλ \ P como sendo
{u ∈ Eλ; J(u) > 0}∪{u ∈ Eλ; J(u) < 0}. Assim, existe uma bola aberta Bα(0), contendo
z0, e existe uma componente conexa C1 de {u ∈ Eλ; J(u) > 0} tal que Bα(0) ⊂ C1. E
claramente, z2 pertence a uma das componentes conexas de {u ∈ Eλ; J(u) < 0}.
Consideremos agora o conjunto fechado Ω := {u ∈ Eλ; β(u) = 0}. Temos que
F = P ∩ Ω
é fechado e F novamente separa z0 e z1, pois z0, z1 /∈ F , z0 continua em uma componente
conexa de {J(u) > 0} e z1 numa componente conexa de {J(u) < 0}, independentemente
da condição de Ω. Tomando agora o conjunto fechado Ic := {u ∈ Eλ; I(u) ≥ c} e fazendo
F ∩ Ic, temos que este conjunto fechado separa z0 e z1, pois F já os separava, e ainda,
z0, z1 /∈ Ic.
Então, pelo Teorema de Ghoussoub-Preiss temos garantida a existência de uma
sequência (un) ⊂ Eλ tal que
δ(un,F) → 0 (4.18)
I(un) → c (4.19)
‖I ′(un)‖(1 + ‖un‖λ) → 0 (4.20)
Lema 4.19. Toda sequência de Cerami (un), com I(un)→ d e ‖I ′(un)‖(1 + ‖un‖λ)→ 0
possui uma subsequência limitada.
A demonstração deste lema segue as mesmas ideias dos lemas semelhantes
demonstrados nos Capítulos anteriores, por isso, para não cansar o leitor, a mesma está
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apresentada no Apêndice.
Lema 4.20. (Splitting) Seja (un) ⊂ Eλ uma sequência limitada tal que I(un) → d e
‖I ′(un)‖(1+‖un‖λ)→ 0. Substituindo (un) por uma subsequência, caso necessário, temos
que existe uma solução u¯ de (4.1), um número k ∈ N ∪ {0}, k funções u1, u2, ..., uk e k
sequências de pontos (yjn) ∈ RN , 1 ≤ j ≤ k, satisfazendo:
a) un → u¯ em Eλ ou
b) uj são soluções não triviais de (4.14);









Novamente, a demonstração de tal fato segue as mesmas ideias da prova do Lema 3.6,
e portanto também é apresentada em detalhes no Apêndice.
Corolário 4.1. Se I(un)→ c∞, então (un) é relativamente compacta ou o lema anterior
vale com k = 1 e u¯ = 0.
Lema 4.21. O funcional I satisfaz a condição de Cerami (Ce)d, para qualquer d ∈
(c∞, 2c∞).
Demonstração. Tomemos uma sequência (un) ∈ Eλ tal que I(un) → d e ‖I ′(un)‖(1 +






em Eλ, onde uj é solução fraca não nula do problema no infinito, |yjn| → ∞ e u¯ é solução
fraca da equação (4.1). Ainda,




Como d < 2c∞, temos que k < 2. Se k = 1, temos dois casos:
1) u¯ 6= 0, o que implica em I(u¯) ≥ c∞, pois u¯ ∈ P e inf
u∈P
I(u) = c∞. Assim I(un) ≥ 2c∞.
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2) u¯ = 0, o que implica em I(un)→ I∞(u1).
Em ambos os casos, temos uma contradição com o fato de d ∈ (c∞, 2c∞). Assim, devemos
ter k = 0 e un → u¯.
Definimos agora
b := inf {I(u);u ∈ P e β(u) = 0} .
Claramente, temos que b ≥ c∞. Temos o seguinte resultado:
Lema 4.22. b > c∞.
Demonstração. Suponhamos, por contradição, que b = c∞ = c. Então, pelo Lema 4.18
existe uma sequência de Cerami (un) ⊂ Eλ satisfazendo (4.18), (4.19) e (4.20), onde
F = {u ∈ Eλ;u ∈ P , β(u) = 0} .
Temos então por (4.18) garantida a existência de uma sequência
(vn) ⊂ F tal que δ(un, vn)→ 0.
Pelo Lema 4.19, temos que (un) é limitada, isto é, ‖un‖λ ≤ M . Vamos mostrar que (vn)
é também limitada. De fato, pelas propriedades da métrica geodésica δ (encontradas no
Apêndice), temos que
δ(vn, 0) ≤ δ(vn, un) + δ(un, 0) ≤ 1 + ‖un‖λ ≤ 1 +M,
ou seja, (vn) é limitada na métrica δ. Por outro lado, temos que
ln(1 + ‖vn‖λ) = δ(0, vn) = δ(vn, 0) ≤ 1 +M,
o que implica que (vn) é limitada na norma ‖ · ‖λ, ou seja, ‖vn‖λ ≤ N . Tomemos
R0 := max(M,N). Então (un) e (vn) pertencem à bola BR0(0) na norma ‖ · ‖λ. Assim,
existe α > 0 tal que δ(un, vn) ≥ α‖un − vn‖λ, o que implica que ‖un − vn‖λ → 0, ou seja,
un(x) = vn(x) + on(1) (4.21)
com vn ∈ P e β(vn) = 0.
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Mas, por outro lado, como (un) é uma sequência de Cerami no nível c = c∞ e limitada,
pelo Corolário 4.1, temos que
un(x)→ u1(x− yn) (4.22)
onde u1 é uma solução do problema no infinito e |yn| → ∞.
De (4.21), dado ε > 0, existe n0 ∈ N tal que se n > n0 então ‖un − vn‖λ < ε/2. E
de (4.22) existe n1 ∈ N tal que se n > n1, então ‖un(x)− u1(x− yn)‖λ < ε/2. Assim, se
n2 > max {n0, n1}, temos que
‖vn(x)− u1(x− yn)‖λ ≤ ‖vn(x)− un(x)‖λ + ‖un(x)− u1(x− yn)‖λ < ε.
Assim, vn(x)→ u1(x− yn). Fazendo uma translação, obtemos
vn(x+ yn) = u
1(x) + on(1).
Calculando o baricentro em ambos os lados, obtemos
β(vn(x+ yn)) = β(vn)− yn = −yn,
pois (vn) ∈ F , e
β(u1(x) + on(1))→ β(u1(x)),
pela continuidade de β, e β(u1(x)) é um valor fixo. Como |yn| → ∞, temos um absurdo.
Assim, temos que b > c∞.
Tomemos agora u0 ∈ Eλ a solução "ground state"radial do problema no infinito (4.14),







onde θy é justamente o θ que projeta na variedade de Pohozaev P . Pela unicidade de
θy e pelo Teorema da Convergência Dominada de Lebesgue, temos que tal operador é
contínuo.
Verificaremos agora algumas propriedades deste operador Π:
Lema 4.23. β(Π[y](x)) = y.
4.3 Resultado de existência 96




































(x− y). Aplicando em β, e utilizando o fato que as

























































vˆ(y + z)dz = 0 + y = y
onde utilizamos que β(u) = 0 se u é radial.
Lema 4.24. I(Π[y])→ c∞, quando |y| → ∞.






















|∇u0|2dx e podemos fazer uma











∇a(θyx+ y) · (θyx+ y)F (u20(x))dx





∇a(θyx+ y) · (θyx+ y)F (u20(x))dx.
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Mas, pelo Teorema da Convergência Dominada de Lebesgue, por (4.2) e pelo fato de





∇a(θyx+ y) · (θyx+ y)F (u20(x))dx = 0.
Portanto, I(Π[y])→ c∞, quando |y| → ∞.
Lema 4.25. Assuma que
(A6) sup
RN
|a∞ − a(x)| < 2a∞c∞
θ¯N‖u0‖2λ
onde θ¯ = ¯θ(u0) = sup
y∈RN
θy(u0). Então I(Π[y]) < 2c∞.



























































= I∞ (u0(x/θy)) ,
pela invariância por translações da integral. Ainda, como u0 é a solução de energia
mínima, I∞(u0(x)) = c∞ e o máximo da função t 7→ I∞ (u0(./t)) é atingido em t = 1.
Como θy > 1, temos que
I∞(Π[y]) < c∞. (4.24)
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De (4.23) e (4.24), temos que
















< c∞ + c∞ = 2c∞
Assim, temos que I(Π[y]) < 2c∞.
Vamos agora apresentar uma versão do Teorema de Linking para sequências de Cerami.
Definição 4.26. Seja S um subconjunto fechado de um espaço de Banach X , e seja Q
uma subvariedade de X com fronteira relativa ∂Q. Dizemos que S e ∂Q "link"se:
1) S ∩ ∂Q = ∅;
2) para qualquer h ∈ C0(X,X) tal que h|∂Q = id, vale h(Q) ∩ S 6= ∅.
Ainda, se S e Q são como acima e B é um subconjunto de C0(X,X), então S e ∂Q
"link"com respeito à B se (1) vale e se (2) vale para qualquer h ∈ B.
Teorema 4.27. (Linking) Suponha que I ∈ C1(X,R) seja um funcional satisfazendo
(Ce). Considere um subconjunto fechado S ⊂ X e uma subvariedade Q ⊂ X com fronteira
relativa ∂Q. Suponha que:
a) S e ∂Q "link";














define um valor crítico de I, com d ≥ b.
A demonstração de tal teorema pode ser encontrada no Apêndice. Temos assim, o
nosso resultado principal:
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Teorema 4.28. Suponha que sejam válidas as condições (A1 − A6) e (f1 − f3). Então
a equação (4.1) possui uma solução positiva.
Demonstração. Pela condição (A4), temos que I∞(u) < I(u) para toda u ∈ Eλ \ {0}.
Em particular, I∞(Π[y]) < I(Π[y]), para qualquer y ∈ RN . Como I(Π[y]) → c∞ quando
|y| → ∞, pelo Lema 4.24, e b > c∞ pelo Lema 4.22, existe ρ¯ > 0 tal que para todo ρ ≥ ρ¯,
c∞ < max|y|=ρ
I(Π[y]) < b. (4.25)
Para aplicar o Teorema de Linking, tomamos
Q = Π(Bρ¯(0)) e S = {u ∈ P ; β(u) = 0} .
Mostraremos que ∂Q e S "link". Como β(Π[y]) = y, do Lema 4.23, temos que
∂Q ∩ S = ∅, pois se u ∈ S, temos β(u) = 0, e se u ∈ ∂Q, então β(u) = y 6= 0, pois
|y| = ρ¯ > 0. Precisamos agora mostrar que h(Q) ∩ S 6= ∅, para qualquer h ∈ H, onde
H = {h ∈ C(Q,P);h|∂Q = id}.
Dada h ∈ H, definimos T : Bρ¯(0) → RN por T (y) = β ◦ h ◦ Π[y]. Por ser a
composição de funções contínuas, temos que T é contínua e, para qualquer |y| = ρ¯,
temos que Π[y] ∈ ∂Q, assim, h ◦Π[y] = Π[y], pois h|∂Q = id e, finalmente, T (y) = y. Pelo
Teorema do ponto fixo de Brouwer, temos garantida a existência de y˜ ∈ Bρ¯(0) tal que
T (y˜) = 0, o que implica que h(Π[y˜]) ∈ S. Portanto, temos que h(Q) ∩ S 6= ∅ e assim S e
∂Q "link".










Temos que d ≥ b. De fato, temos que h(Q) ∩ S 6= ∅, para toda h ∈ H. Fixada uma
h, temos que existe w ∈ S tal que w também pertence à h(Q), ou seja, w = h(v) para
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Em particular, temos que d > c∞, pois b > c∞, do Lema 4.22. Ainda, se tomamos








devido ao Lema 4.25, ou seja, d < 2c∞. Portanto, temos pelo Lema 4.21 que a condição
de Cerami é satisfeita no nível d. Assim, podemos aplicar o Teorema de Linking e concluir
que d é um valor crítico para o funcional I. Portanto, temos garantida a existência de
uma solução não nula para a equação. Pelas condições iniciais sobre a função f , temos
que tal solução é estritamente positiva.
4.4 Solução não-nula para o sistema
Nas seções anteriores, estudamos a equação (4.1) e obtemos uma solução positiva para
mesma, via Teorema de Linking. Voltemos agora ao nosso problema inicial (Pa),
(Pa)

−∆u+ u = a(x) u
2 + v2
1 + (u2 + v2)
u+ λv
−∆v + v = a(x) u
2 + v2
1 + (u2 + v2)
v + λu.
Inicialmente, queríamos resolver um sistema como o sistema estudado no Capítulo 3,
mas com condições sobre o comportamento da função a(x) de maneira que os funcionais
obedecessem a relação I∞ ≤ I. Entretanto, encontramos dificuldades para identificar
como a variedade de Pohozaev P associada ao sistema (Pa) se comportava e quais
condições deveríamos impor sobre a função a(x) para termos as mesmas propriedades que
obtivemos no caso escalar. Por isso optamos por, de certa forma, simplificar o sistema em
questão de maneira a deixá-lo similar à equação estudada. Com isso, não encontramos
praticamente nenhuma dificuldade para passar do caso escalar para o sistema.
Vamos considerar as mesmas hipóteses (A1 − A6) sobre a função a e trabalharemos



















ln(1 + (u2 + v2))
)
.
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Ainda, podemos mostrar para todo ε > 0 e considerando z2 = u2 + v2, que
|Ha(x, z)| ≤ z
2ε
2
+M(ε)zp, 2 < p < 2∗.
Considerando Fa(x, u, v) := Ha(x, u, v) + λuv, podemos facilmente verificar, que tal
função satisfaz a condição de não-quadraticidade definida no Capítulo 1.
Com estas observações, temos todas as condições necessárias para realizarmos
novamente todos os passos que fizemos neste capítulo. Por exemplo, para este sistema











∇a(x) · xHa(x, u, v)dx,




Para o problema limite,
(Pa,∞)

−∆u+ u = a∞ u
2 + v2
1 + (u2 + v2)
u+ λv
−∆v + v = a∞ u
2 + v2
1 + (u2 + v2)
v + λu













Temos que o problema limite satisfaz todas as propriedades verificadas no Capítulo 1
deste trabalho. Assim, podemos mostrar aqui as mesmas relações entre as variedades Pa




não é atingido, e portanto, não é um nível crítico para o funcional Ia.






x(uˆ(x) + vˆ(x))dx ∈ RN ,
onde uˆ é como definida anteriormente. Com isso, podemos mostrar a existência (via
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Teorema de Ghoussoub-Preiss), a limitação das sequências de Cerami ( via condição de
Não-Quadraticidade, como no Lema 4.19) e podemos provar um Lema de Splitting, como
o Lema 4.20.
Em seguida, considerando (u0, v0) a solução ground state radial do problema (Pa,∞),












onde θy é novamente o θ que projeta na variedade Pa.
Observamos ainda que, para o caso do sistema, precisamos impor a condição de que
c∞ é um ponto crítico isolado do funcional I∞, para garantir que nosso nível minimax não
irá coincidir com nenhum dos valores críticos de (Pa,∞).
Assim, temos todas as ferramentas necessárias para aplicar novamente o Teorema de




A.1 Teorema de Ghoussoub-Preiss
Apresentamos aqui algumas definições e observações sobre o Teorema de Ghoussoub-
Preiss:
Definição A.1. Seja X um espaço de Banach. Um subconjunto fechado F separa dois
pontos z0 e z1 em X se z0 e z1 pertencem a componentes conexas disjuntas em X \ F .
Observação A.1. Como X \F é localmente conexo, qualquer componente será um aberto
e um fechado de X \F e assim, aberto em X. Denotando por Ω0 a componente contendo
z0 e por Ω1 a união de todas as componentes não contendo z0, conseguimos uma partição
de X \ F em dois conjuntos abertos disjuntos, com z0 ∈ Ω0 e z1 ∈ Ω1.
A prova do seguinte teorema pode ser encontrada em [23], Teorema 6.
Teorema A.2. (Ghoussoub-Preiss) Seja X um espaço de Banach e φ : X → R um
funcional contínuo, tal que φ′ : X → X ′ seja contínuo. Tome dois pontos z0 e z1 em X e
considere o conjunto Γ de todos os caminhos de z0 para z1
Γ :=
{
γ ∈ C0([0, 1];X)|γ(0) = z0, γ(1) = z1
}
.






Assuma que existe um subconjunto fechado F de X tal que F ∩ φc separa z0 e z1 com
φc := {x ∈ X|φ(x) ≥ c}. Então existe uma sequência {xn} em X tal que a distância
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geodésica δ satisfaz
δ(xn, F )→ 0;
φ(xn)→ c;
‖φ′(xn)‖(1 + ‖xn‖)→ 0.
Observação A.2. Tal distância geodésica, mencionada acima é definida da seguinte
maneira: Dado um espaço de Banach (X, ‖ · ‖), primeiramente definimos o comprimento






Assim, a distância geodésica δ entre dois pontos x1 e x2 em X é dada por
δ(x1, x2) := inf
{
l(γ)|γ ∈ C1, γ(0) = x1, γ(1) = x2
}
. (A.1)
Claramente, temos que δ(x1, x2) ≤ ‖x1 − x2‖. Reciprocamente, para todo conjunto B
limitado na norma em X, existe uma constante α > 0 tal que δ(x1, x2) ≥ α‖x1 − x2‖,
sempre que x1, x2 ∈ B.
Por simetria radial, quando x1 = 0, o ínfimo em (A.1) deve ser atingido no segmento





1 + t‖x‖dt = ln(1 + ‖x‖).
Segue então que os subconjuntos de X δ − limitados e limitados na norma são os
mesmos. Qualquer sequência de Cauchy para δ é δ − limitada e assim, limitada na
norma. Pelas considerações iniciais, é também uma sequência de Cauchy na norma, e
assim, convergente na norma e em δ. Então, (X, δ) é um espaço métrico completo.
A.2 Propriedades da função baricentro
Apresentamos agora as propriedades da função baricentro:
(a) Segue do Teorema da Convergência Dominada de Lebesgue.
(b) Se u é uma função radial, então β(u) = 0. Pela construção da função uˆ, temos que
se u é radial, então uˆ também é radial. Assim, mostraremos que
∫
RN
xuˆ(x)dx = 0, onde
uˆ(x) = uˆ(|x|). Para isto, faremos uso das coordenadas esféricas, assim definidas: seja
x = (x1, x2, ..., xN) ∈ RN . Em coordenadas esféricas, teremos uma coordenada radial r, e
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N − 1 coordendas angulares, ϕ1, ϕ2, ..., ϕN−1, com ϕ1, ...ϕN−2 variando em [0, pi] e ϕN−1











Observamos que, como x ∈ RN , a integral
∫
RN















Mostraremos que cada uma das entradas desse vetor é nula. Como uˆ(x) é radial, ao
fazermos a mudança de coordenadas, temos que uˆ(x) = uˆ(r, ϕ1, ...ϕN−1) = uˆ(r), ou seja,
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consideramos a variável ϕN−1, que varia em [0, 2pi), obtemos∫ 2pi
0
senϕN−1dϕN−1 = 0.
Assim, todas as entradas do vetor se anulam e temos que β(u) = 0, se u é uma função
radial.
(c) Temos que µ(u(·))(x− y) = µ(u(· − y))(x). De fato,
µ(u(· − y))(x) = 1|B1|
∫
B1(x)
|u(z − y)|dz = 1|B1|
∫
B1(x−y)
|u(t)|dt = µ(u(·))(x− y).
Assim, a função u(x− y) gera a função uˆ(x− y). Então,




















= β(u) + y
|uˆ|L1
|uˆ|L1 = β(u) + y
onde utilizamos o fato de que uˆ(x) ≥ 0, para todo x ∈ RN e assim, uˆ(x) = |uˆ(x)|.
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Apresentamos agora a demonstração do Lema 4.19:
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Demonstração. Seguiremos as mesmas ideias apresentadas nos capítulos anteriores, com
as devidas adaptações. Então, suponhamos que ‖un‖λ → ∞. Definamos uˆn := un‖un‖λ
,
uma sequência limitada com ‖uˆn‖λ = 1, tal que uˆn ⇀ uˆ, a menos de subsequências.
Assim, um dos casos abaixo deve ocorrer:
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Mas, como tn ≤ 1, por (f3) temos






















f(un)un − F (un)
)
dx







I(tnun) ≤ Dd+ on(1). (A.3)
De (A.2) e (A.3) obtemos
L2
4
− on(1) < I(tnun) ≤ Dd+ on(1).
Fazendo L > 0 suficientemente grande, obtemos uma contradição.






|uˆn|2dx = δ > 0. Assim,
se (yn) é uma sequência tal que |yn| → ∞ e
∫
B1(yn)
|uˆn|2dx > δ/2, considerando que
uˆn(x+ yn) ⇀ uˆ(x), temos ∫
B1(0)




ou seja, uˆ 6= 0. Logo, existe Ω ⊂ B1(0), com |Ω| > 0 tal que
0 < |uˆ(x)| = lim
n→∞
|uˆn(x+ yn)| = lim
n→∞
|un(x+ yn)|
‖un‖λ ,∀x ∈ Ω.
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Como temos que ‖un‖λ →∞, então necessariamente,
un(x+ yn)→∞,∀x ∈ Ω ⊂ B1(0).

































(f(un(x+ yn))un(x+ yn)− F (un(x+ yn)) dx
= +∞






f(un)un − F (un)dx = I(un)− 1
2
I ′(un)un ≤ d+ 1,
o que é uma contradição.



















‖un‖λ = limn→∞ |uˆn(x+ yn)| = |uˆ(x)| 6= 0,∀x ∈ Ω.
Assim, o argumento segue análogo ao caso em que |yn| → ∞. Portanto, o caso 1
também não pode ocorrer.
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A.4 Lema de Splitting
Antes de demonstrar o Lema 4.20, temos o seguinte resultado:
Lema A.3. Assuma (f1) e (f2). Se un ⇀ u0 em H1(RN), então
f(un)− f(un − u0)→ f(u0)
em H−1(RN).
Demonstração. De (f1) e (f2) segue que dado ε > 0 existe uma constante C > 0 tal que
|f(s)| ≤ ε|s|+ C|s|,∀ s ∈ R. (A.4)
Como un ⇀ u0, então (un) é uma sequência limitada, isto é, existe M > 0 tal que
‖un‖λ ≤M . Assim,
|f(un)| ≤ ε|un|+ C|un| = (ε+ C)|un|,
e un(x)→ u0(x)qtp x ∈ RN . Como f é contínua, temos que f(un(x))→ f(u0(x)). Assim
dado w ∈ Eλ temos∫
RN
|(f(un)− f(un− u0)− f(u0))w|dx ≤ (ε+C)
∫
RN
(|un|+ |un− u0|+ |u0|)wdx = on(1),
pelo Lema 1.7 com p = 2.
Apresentamos agora a demonstração do Lema 4.20:
Demonstração. Como (un) é uma sequência limitada, temos que un ⇀ u¯ em Eλ.
Mostraremos que I ′(u¯) = 0. Da imersão compacta de H1(RN) em Lrloc(RN), 1 ≤ r < 2∗,
temos que un → u¯ em Lrloc(RN). Como C∞0 (RN) é denso em Eλ, fixamos ϕ ∈ C∞0 (RN) e
consideramos K = suppϕ. Então
a(x)f(un(x))ϕ(x)→ a(x)f(u¯(x))ϕ(x) qtp x ∈ K,
e existe h(x) ∈ Lrloc(K) tal que
|un(x)|, |u¯(x)| ≤ h(x), qtp x ∈ K.
Ainda, da estimativa (A.4) com ε = 1 temos
|a(x)f(un(x))ϕ(x)| ≤ a∞(1 + C)|un(x)|‖ϕ‖∞ ≤ C˜h(x) qtp x ∈ K,
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a(x)f(u¯(x))ϕ(x)dx,∀ϕ ∈ C∞0 (RN).












I ′(un)ϕ = I ′(u¯)ϕ, ∀ϕ ∈ C∞0 ,
e portanto,
I ′(u¯) = 0.
Suponhamos agora que a sequência (un) não converge forte à u¯. Seja un,1 := un − u¯.
Assim, temos que un,1 ⇀ 0. Mostraremos que
a) ‖un,1‖2λ = ‖un‖2λ − ‖u¯‖2λ + on(1);
b) I∞(un,1)→ d− I(u¯);
c) I ′(un,1)→ 0.
(a) Como un ⇀ u¯ em E, então 〈un, u¯〉 → 〈u¯, u¯〉 = ‖u¯‖2λ. Assim,
‖un,1‖2λ = ‖un − u¯‖2λ = 〈un − u¯, un − u¯〉
= 〈un, un〉 − 〈un, u¯〉 − 〈u¯, un〉+ 〈u¯, u¯〉
= ‖un‖2λ − 2 〈un, u¯〉+ ‖u¯‖2λ
= ‖un‖2λ − ‖u¯‖2λ + on(1)
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(b) Temos que











































a(x)(F (un)− F (u¯)− F (un,1))dx,








|a(x)(F (un)− F (u¯)− F (un,1))|dx = on(1).
Portanto, I∞(un,1)− I(un) + I(u¯) = on(1), e como I(un)→ d, temos
I∞(un,1)→ d− I(u¯).
Verificação da Afirmação 7: Temos que un,1 ⇀ 0. Então, un,1 → 0 em Lp(BR(0)),
para 2 ≤ p < 2∗. Mostraremos primeiramente então que∫
BR(0)
(a∞ − a(x))F (un,1)dx = on(1).
De fato, da estimativa (4.6) com ε = 1 e p = 2 temos
|(a∞ − a(x))||F (un,1)| ≤ (a∞ + |a(x)|)|F (un,1)| ≤ 2a∞(1 + C(2))|un,1|2.
Assim, ∫
BR(0)
|(a∞ − a(x))F (un,1)|dx ≤ C˜
∫
BR(0)
|un,1|2dx→ 0, em BR(0).
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Para a integral sobre Ω := RN \BR(0), temos∫
Ω




Mas, como a(x)→ a∞, dado ε > 0 existe R > 0 tal que se |x| > R, então |a∞−a(x)| < ε,
assim ∣∣∣∣∫
Ω
(a∞ − a(x))F (un,1)dx
∣∣∣∣ ≤ C(p)ε ∫
Ω
|un,1|2dx ≤ C(p)ε‖un,1‖22,
e o resultado segue pois (un,1) é limitada.
Verificação da Afirmação 8: Como a(x) < a∞, temos que∫
RN
|a(x)(F (un)− F (u¯)− F (un,1))|dx ≤ a∞
∫
RN
|F (un)− F (u¯)− F (un,1)|dx.
Assim, mostraremos que∫
RN
|F (un)− F (u¯)− F (un,1)|dx = on(1).
Nossa ideia é utilizar novamente o Lema 3.5. Como F é contínua e F (0) = 0,
mostraremos que dado ε > 0, existem funções contínuas ϕε e ψε tais que |F (a+b)−F (a)| ≤
εϕε(a) + ψε(b).
De fato, se 0 ≤ t ≤ 1 temos, por (A.4) que

















≤ C(p)(|a||b|+ |b|2) ≤ C(ε|a|+ (Cε + 1)|b|2),
assim, ϕε(a) = C|a| e ψε(b) = (Cε + 1)|b|2.
Tomando un = u¯+ un,1 e sabendo que un,1 → 0 qtp x ∈ RN , podemos aplicar o Lema
3.5 e concluir que ∫
RN
|F (un)− F (u¯)− F (un,1)|dx = on(1).
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(c) Utilizaremos aqui o Lema A.3. Temos para toda função h ∈ Eλ, que
on(1) = I


















































a(x)(f(u¯) + f(un − u¯)− f(un))hdx
∣∣∣∣ ≤ a∞ ∫
RN
|(f(u¯) + f(un − u¯)− f(un))||h|dx.




(a∞ − a(x))f(un,1)hdx = on(1). De fato, definindo gn(x) =
f(un,1(x)), temos que gn(x) → 0 qtp x ∈ RN , pois (un,1) é limitada e converge à zero










‖gn‖22 ≤ C‖un,1‖22 ≤M,
pois (un,1) é limitada em L2(RN). Pelo Lema 1.7, temos que∫
RN
gn(x)ϕ(x)dx = on(1),∀ ϕ ∈ C∞0 (RN).
Como C∞0 (RN) é denso em L2(RN), segue o resultado e temos que I ′(un,1)→ 0.










Como estamos supondo que un,1 ⇀ 0 em Eλ, tomemos







Se δ = 0, segue do Lema de Lions ( Lema 1.2 de [51]) que
un,1 → 0 em Lp(RN), 2 < p < 2∗.














‖un,1‖λ → 0 em Eλ,
o que é uma contradição. Suponhamos então que δ > 0. Então existe uma sequência
(y1n) ⊂ RN tal que ∫
B1(y1n)
|un,1|2dx > δ/2.
Consideremos então a sequência (un,1(·+y1n)). Podemos assumir que tal sequência satisfaz




n)→ u1(x)qtp x ∈ RN .
Como ∫
B1(0)
|un,1(x+ y1n)|2dx > δ/2,
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segue do Teorema de Rellich que ∫
B1(0)
|u1(x)|2 ≥ δ/2,
e assim u1 6= 0. Mas un,1 ⇀ 0 em Eλ, então (y1n) é ilimitada e, a menos de subsequências,
podemos assumir que |y1n| → ∞. Além disso, como I ′∞(un,1) = on(1), podemos deduzir
que u1 é uma solução fraca do problema no infinito. Definamos agora
un,2 := un,1(x)− u1(x− y1n).
Então, como anteriormente, temos
a) ‖un,2‖2λ = ‖un‖2λ − ‖u¯‖2λ − ‖u1‖2λ + on(1);
b) I∞(un,2)→ d− I(u¯)− I∞(u1);
c) I ′∞(un,2)→ 0.
A verificação destes itens segue a mesma argumentação utilizada anteriormente nos
itens análogos para a sequência (un,1), com as devidas adaptações. Assim, se ‖un,2‖ → 0,
concluímos a demonstração. Caso contrário, se un,2 ⇀ 0 e não converge forte à zero,
contruímos un,3(x) := un,2(x)−u2(x−y2n) e repetimos o argumento. Dessa forma, obtemos
uma sequência de pontos (yjn) ⊂ RN tais que |yjn| → ∞, |yjn− yin| → ∞, i 6= j e sequências
de funções un,j(x) := un,j−1(x)− uj−1(x− yj−1n ), j ≥ 2 tais que
un,j(x+ y
j
n) ⇀ uj(x) em E,
e uj é solução fraca do problema no infinito. Como I∞(uj) ≥ c∞ e I(un)→ b, da expressão
I(un) = I(u¯) + I∞(u1) + I∞(u2) + on(1),
tal iteração deve parar em algum índice finito j ≥ 2.
A.5 Teorema de Linking
Apresentaremos agora os resultados e definições necessários para podermos demonstrar
o Teorema de Linking, e seguiremos os resultados apresentados em [8]. Começaremos com
a seguinte definição para sequências de Cerami, mais geral em relação à que estivemos
utilizando até então:
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Definição A.4. Dizemos que o funcional f ∈ C1(X,R) satisfaz a condição (C) em
(c1, c2), com −∞ ≤ c1 < c2 ≤ ∞ se
a) toda sequência limitada (un) ⊂ f−1((c1, c2)), com (f(un)) ≤M e f ′(un)→ 0 possui
subsequência convergente;
b) para todo c ∈ (c1, c2) existem α,R, σ > 0 tais que [c− σ, c+ σ] ⊂ (c1, c2) e para toda
u ∈ f−1([c− σ, c+ σ]), ‖u‖λ, temos que ‖f ′(un)‖‖u‖λ ≥ α.
Definição A.5. Seja H um espaço de Hilbert real e S um subconjunto fechado em H.
Seja Q uma variedade de Hilbert com fronteira ∂Q. Dizemos que S e ∂Q "link"se:
(L1) S ∩ ∂Q = ∅;
(L2) Se ϕ é uma aplicação contínua de H sobre H tal que ϕ(u) = u,∀u ∈ ∂Q, então
ϕ(Q) ∩ S 6= ∅.
Teorema A.6. Suponha que f ∈ C1(H,R) satisfaz as seguintes propriedades:
(f1) f satisfaz a condição (C) em ]0,+∞[;
(f2) existem um subconjunto fechado S ∈ H e uma variedade de Hilbert Q ⊂ H com
fronteira ∂Q com as seguintes propriedades:
(a) existem duas constantes β > α ≥ 0 tais que
f(u) ≤ α ∀ u ∈ ∂Q e f(u) ≥ β ∀ u ∈ S;




Então f possui um valor crítico c ≥ β.
Para provar este teorema, precisamos de mais algumas definições e resultados.
Consideraremos H um espaço de Hilbert real e G um grupo compacto de transformações
unitárias que age sobre H.
Definição A.7. Uma teoria do índice sobre H relacionada com o grupo G é a tripla
I = (Σ,H, i) onde
(a) Σ é a família dos subconjuntos fechados de H que são G-invariantes;
(b) H é o conjunto de aplicações contínuas em H que são G-invariantes;
A.5 Teorema de Linking 118
(c) i : Σ→ N ∪ {+∞} é uma aplicação satisfazendo as seguintes propriedades:
(i1) i(A) = 0 se e somente se A = ∅;
(i2) (A,B ∈ Σ, A ⊂ B)⇒ (i(A) ≤ i(B));
(i3) i(A ∪B) ≤ i(A) + i(B),∀A,B ∈ Σ;
(i4) i(A) ≤ i(h(A)),∀A ∈ Σ,∀h ∈ H;
(i5) Se A ∈ Σ é um conjunto compacto, então existe δ > 0 tal que i(Nδ(A)) = i(A),
onde Nδ(A) denota a δ-vizinhança fechada de A.
Um exemplo é dado por G1 = {iH}, onde iH é a aplicação identidade de H. Então:
• Σ consiste de todos os subconjuntos fechados de H;
• H consiste de todas as aplicações contínuas de H;
• Se definimos i1(A) =
{
0 se A = ∅
1 se A ∈ Σ \ {∅} obtemos uma teoria do índice I1
relacionada com G1, que chamaremos de ’teoria do índice trivial’.
Definição A.8. Seja I = (Σ,H, i) uma teoria do índice sobre H, relacionada com o grupo
G e S ∈ Σ. Chama-se uma teoria do pseudo-índice (relacionada à S e I) a tripla
I∗ = (S,H∗, i∗),




i(h(A) ∩ S). (A.6)
Teorema A.9. Seja H um espaço de Hilbert real sobre o qual uma teoria do índice
I = (Σ,R, i) relacionada ao grupo G age. Seja f ∈ C1(H,R) um funcional G-invariante.
Sejam S ∈ Σ e a, b, c0, c∞ ∈ R¯ tais que
−∞ ≤ a < c0 < c∞ < b ≤ +∞.
Considere a teoria do pseudo-índice I∗ = (S,H, i∗), onde H∗ é o grupo de homeomorfismos
G-equivariantes h : H → H tais que
h(u) = u se u /∈ f−1(]a, b[).
Suponha que:
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(a1) f satisfaz a condição (C) em ]a, b[;
(a2) S ⊂ f−1([c0,+∞[);






f(u), k = 1, 2, ..., k¯; Σk = {A ∈ Σ; i∗(A) ≥ k} (A.7)
são valores críticos de f e
c0 ≤ c1 ≤ c2 ≤ ... ≤ ck¯ ≤ c∞. (A.8)
Ainda, se
c = ck = ... = ck+r com k ≥ 1 e k + r ≤ k¯
então
i(Kc) ≥ r + 1. (A.9)
A demonstração deste Teorema pode ser encontrada em [8], Teorema 2.9.
Estamos então agora prontos para demonstrar o Teorema A.6:
Demonstração. Seja
H∗ = {h;h e´ um homeomorfismo de H em H e h(u) = u se u /∈ f−1(]α,+∞)}
e consideremos a teoria do pseudo-índice I∗1 = (S,H∗, i∗1) relacionada com S e a teoria do
índice trivial I1(vide exemplo acima). Consideremos agora dois números positivos c0 e c∞
tais que
c∞ ≥ max {sup f(Q), β} α < c0 < c∞.
Mostraremos que (f1), (f2) implicam que as condições do Teorema A.9 são satisfeitas com
a = α, b = +∞, A¯ = Q, k¯ = 1.
Obviamente, (a1) e (a2) são satisfeitas. Provaremos que (a3) também é válida.
Como ∂Q e S "link", h(Q) ∩ S 6= ∅ para cada h ∈ H∗. Então, i∗(Q) = 1. Assim, pelo
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é um valor crítico pertencente à [c0, c∞]. Ainda
(i∗(A) = 1)⇒ (A ∩ S 6= ∅).
Então, pela hipótese (a), temos
sup f(A) ≥ β ∀A ∈ Σ1
e consequentemente
c ≥ β.
Vamos finalmente mostrar que o nosso Teorema de Linking, apresentado como Teorema
4.27, é um caso particular do Teorema A.6.
Demonstração. (Teorema 4.27):
Mostraremos que nossa definição anterior de condição de Cerami (Ce) satisfaz a
condição (C). De fato, suponha que o funcional I satisfaz a condição de Cerami (Ce),
para c ∈ R, ou seja, temos que se I(un)→ c e ‖I ′(un)‖(1 + ‖un‖λ)→ 0, então existe uma
subsequência (unj) tal que unj → u ∈ H1(RN). Temos dois casos a analisar:
Caso 1: (un) é limitada. Neste caso, temos que ‖I ′(un)‖ → 0 e existe subsequência
convergente (unj). Assim, a condição (a) é satisfeita.
Caso 2: (un) não é limitada. Mostraremos que o item (b) deve ocorrer. De fato,
suponha que (b) não ocorre, ou seja, não existem as constantes positivas α,R, σ. Logo,
existe c ∈ R tal que dados α,R, σ > 0 existe u ∈ I−1([c − σ, c + σ]), u = u(α,R, σ),
com ‖u‖λ ≥ R, mas ‖I ′(u)‖‖u‖λ < α. Considere então n ∈ N de modo que R = n
e α = σ = 1/n. Assim, obtemos uma sequência (un) ⊂ H1(RN) onde ∀n ∈ N, un ∈
I−1([c − 1/n, c + 1/n]), ‖un‖n ≥ n e ‖I ′(un)‖‖un‖λ < 1/n. Observe que daqui segue que
existe uma constante M > 0 tal que ∀n ∈ N, |I(un)| ≤M . Além disso,
‖I ′(un)‖n ≤ ‖I ′(un)‖‖un‖λ ≤ 1/n,
logo, I ′(un) → 0 em E ′. Assim, ‖I ′(un)‖(1 + ‖un‖λ) → 0. Pela condição (Ce), existe
u ∈ E tal que un → u, a menos de subsequências, mas isto é uma contradição, pois (un)
não era limitada.
Assim, estamos nas condições do Teorema A.6, e a prova segue análoga.
Observação A.3. Uma outra versão para Teorema de Linking para sequências de Cerami,
em condições mais gerais, pode ser também encontrada em [40] e [43].
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