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PARAMETRIC NONLINEAR RESONANT ROBIN PROBLEMS
N.S. PAPAGEORGIOU, V.D. RA˘DULESCU, AND D.D. REPOVSˇ
Abstract. We consider a nonlinear Robin problem driven by the p-Laplacian.
In the reaction we have the competing effects of two nonlinearities. One term
is parametric, strictly (p− 1)-sublinear and the other one is (p− 1)-linear and
resonant at any nonprincipal variational eigenvalue. Using variational tools
from the critical theory (critical groups), we show that for all large enough
values of parameter λ the problem has at least five nontrivial smooth solutions.
1. Introduction
Let Ω ⊆ RN be a bounded domain with a C2-boundary ∂Ω. In this paper, we
study the following parametric nonlinear Robin problem:
(Pλ)


−∆pu(z) = λg(z, u(z)) + f(z, u(z)) in Ω,
∂u
∂np
+ β(z)|u|p−2u = 0 on ∂Ω,


where λ is a positive parameter.
In this problem, ∆p denotes the p-Laplace differential operator defined by
∆pu = div (|Du|
p−2Du) for all u ∈ W 1,p(Ω), 1 < p <∞.
In the reaction (the right-hand side) of problem (Pλ), g(z, x) and f(z, x) are
Carathe´odory functions (that is, for all x ∈ R, the mappings z 7→ g(z, x) and z 7→
f(z, x) are measurable, while for almost all z ∈ Ω, the mappings x 7→ g(z, x) and
x 7→ f(z, x) are continuous functions). These two nonlinearities exhibit different
growth near ±∞ and 0. More precisely, for almost all z ∈ Ω, g(z, ·) is (p − 1)-
sublinear both near 0 and near ±∞, while f(z, ·) is (p− 1)-linear near 0 and ±∞.
In fact, we permit resonance at ±∞ with respect to any nonprincipal variational
eigenvalue of −∆p with Robin boundary condition.
The coefficient β(·) that appears in the boundary condition is strictly positive.
This is needed in order to be able to use strong comparison techniques, which in
the case of the p-Laplace differential operator are difficult to have.
We denote by
∂u
∂np
the conormal derivative of u, which is defined by extension
of the map
C1(Ω) ∋ u 7→
∂u
∂np
= |Du|p−2(Du, n)RN = |Du|
p−2 ∂u
∂n
,
with n(·) being the outward unit normal on ∂Ω.
Using variational tools from the critical point theory, together with suitable
truncation and strong comparison techniques and Morse theory (critical groups),
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we show that for large enough values of the positive parameter λ, problem (Pλ)
admits at least five nontrivial smooth solutions.
Multiplicity results proving three solutions theorems for nonresonant Dirichlet
p–Laplacian equations were established by Gasinski & Papageorgiou [9], Guo & Liu
[13], and Jiu & Su [15], Liu [18]. Resonant p-Laplacian equations were investigated
by Gasinski & Papageorgiou [7, 8], Mugnai & Papageorgiou [20], Papageorgiou &
Ra˘dulescu [22] (Neumann problems), and Papageorgiou & Ra˘dulescu [21] (Robin
problems). In all the above works, the resonance was with respect to the principal
eigenvalue. Resonance with respect to higher variational eigenvalues was allowed
in the recent works of Papageorgiou, Ra˘dulescu & Repovsˇ [25, 26], which dealt
with nonparametric equations. None of the aforementioned works produces more
than three solutions. Abstract methods closely related with the content of this
paper have been developed in the recent monograph of Papageorgiou, Ra˘dulescu &
Repovsˇ [27].
2. Mathematical background and hypotheses
Let X be a Banach space and X∗ be its topological dual. We denote by 〈·, ·〉 the
duality brackets for the pair (X∗, X). Given ϕ ∈ C1(X,R), we say that ϕ(·) satisfies
the “Cerami condition” (the “C-condition” for short), if the following property
holds:
“Every sequence {un}n>1 ⊆ X such that{ϕ(un)}n>1 ⊆ R is bounded and
lim
n→∞
(1 + ||un||X)ϕ
′(un) = 0 in X
∗, admits a strongly convergent subsequence”.
This compactness-type condition on the functional ϕ(·) leads to a deformation
theorem, which is the main analytical tool in deriving the minimax theory of the
critical values of ϕ. One of the main results in that theory is the so-called “mountain
pass theorem”, which we recall here.
Theorem 2.1. If ϕ ∈ C1(X,R) satisfies the PS-condition, u0, u1 ∈ X, ||u1−u0|| >
ρ > 0,
max{ϕ(u0), ϕ(u1)} < inf{ϕ(u) : ||u− u0|| = ρ} = mρ
and c = inf
γ∈Γ
max
06t61
ϕ(γ(t)) with Γ = {γ ∈ C([0, 1], X) : γ(0) = u0, γ(1) = u1}, then
c > mρ and c is a critical value of ϕ (that is, we can find uˆ ∈ X such that ϕ
′(uˆ) = 0
and ϕ(uˆ) = c).
The following spaces will play a central role in the analysis of problem (Pλ):
W 1,p(Ω), C1(Ω) and Lp(∂Ω).
We denote by || · || the norm of the Sobolev space W 1,p(Ω). We know that
||u|| =
(
||u||pp + ||Du||
p
p
) 1
p for all u ∈W 1,p(Ω).
The space C1(Ω) is an ordered Banach space with positive (order) cone
C+ = {u ∈ C
1(Ω) : u(z) > 0 for all z ∈ Ω}.
This cone has a nonempty interior which contains the open set
D+ = {u ∈ C+ : u(z) > 0 for all z ∈ Ω}.
In fact, D+ is the interior of C+ when the latter is furnished with the weaker
C(Ω)-norm topology.
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On ∂Ω we consider the (N − 1)-dimensional Hausdorff (surface) measure σ(·).
Using this measure on ∂Ω, we can define in the usual way the boundary Lebesgue
spaces Lq(∂Ω), 1 6 q 6 ∞. We know that there exists a unique continuous linear
map γ0 : W
1,p(Ω)→ Lp(∂Ω), known as the “trace map”, such that
γ0(u) = u|∂Ω for all u ∈W
1,p(Ω) ∩ C(Ω).
The trace map defines boundary values for all Sobolev functions. We know that
γ0(·) is a compact map into L
q(∂Ω) for all q ∈
[
1,
(N − 1)p
N − p
)
when p < N , and
into Lq(∂Ω) for all 1 6 q <∞ when N 6 p. We have
im γ0 =W
1
p′
,p
(∂Ω) and ker γ0 =W
1,p
0 (Ω).
Recall that p′ denotes the conjugate exponent of p (that is,
1
p
+
1
p′
= 1). In what
follows, for the sake of notational simplicity, we drop the use of trace map γ0. All
restrictions of Sobolev functions on ∂Ω are understood in the sense of traces.
Our hypotheses on the boundary coefficient β(·) are the following:
H(β): β ∈ C0,α(∂Ω) with 0 < α < 1 and β(z) > 0 for all z ∈ ∂Ω.
In the sequel, we denote by τ :W 1,p(Ω)→ R the C1-functional defined by
τ(u) = ||Du||pp +
∫
∂Ω
β(z)|u|pdσ.
By Proposition 2.4 of Gasinski & Papageorgiou [11], we know that τ(·)
1
p is an
equivalent norm on W 1,p(Ω). So, there exist c1, c2 > 0 such that
(2.1) c1||u||
p
6 τ(u) 6 c2||u||
p for all u ∈W 1,p(Ω).
Let f0 : Ω× R → R be a Carathe´odory function such that
|f0(z, x)| 6 a0(z)
(
1 + |x|r−1
)
for almost all z ∈ Ω and all x ∈ R,
with a0 ∈ L
∞(Ω), 1 < r 6 p∗, where p∗ is the Sobolev critical exponent correspond-
ing to p, hence
p∗ =


Np
N − p
if p < N
+∞ if N 6 p.
We set F0(z, x) =
∫ x
0
f0(z, s)ds and consider the C
1-functional ϕ0 :W
1,p(Ω)→
R defined by
ϕ0(u) =
1
p
τ(u)−
∫
Ω
F0(z, u)dz for all u ∈W
1,p(Ω).
The next proposition is a special case of a more general result of Papageorgiou
& Ra˘dulescu [23]. The proposition is essentially an outgrowth of the nonlinear
regularity theory of Lieberman [17].
Proposition 2.1. Assume that u0 ∈ W
1,p(Ω) is a local C1(Ω)-minimizer of ϕ0,
that is, there exists ρ0 > 0 such that
ϕ0(u0) 6 ϕ0(u0 + h) for all h ∈ C
1(Ω) with ||h||C1(Ω) 6 ρ0,
4 N.S. PAPAGEORGIOU, V.D. RA˘DULESCU, AND D.D. REPOVSˇ
Then u0 ∈ C
1,α(Ω) for some α ∈ (0, 1) and u0 is also a local W
1,p(Ω)-minimizer
of ϕ0, that is, there exists ρ1 > 0 such that
ϕ0(u0) 6 ϕ0(u0 + h) for all h ∈W
1,p(Ω) with ||h|| 6 ρ1.
It is well-known that in the nonlinear case (p 6= 2), it is difficult to produce
strong comparison results and more restrictive conditions are needed on the data
of the problem. The next proposition is a special case of a more general result of
Gasinski & Papageorgiou [11, Proposition 3.4].
Proposition 2.2. If h1, h2 ∈ L
∞(Ω), h1(z) 6 h2(z) for almost all z ∈ Ω, h1 6≡ h2
and u1, u2 ∈ C
1(Ω) satisfy u1 6 u2 and
−∆pu1(z) = h1(z) for almost all z ∈ Ω,
∂u1
∂n
|∂Ω < 0,
−∆pu2(z) = h2(z) for almost all z ∈ Ω,
∂u2
∂n
|∂Ω < 0,
then u2 − u2 ∈ intC+.
Let A :W 1,p(Ω)→W 1,p(Ω)∗ be the nonlinear map defined by
〈A(u), h〉 =
∫
Ω
|Du|p−2(Du,Dh)RNdz for all u, h ∈W
1,p(Ω).
The next proposition is a special case of Problem 2.192 of Gasinski & Papageor-
giou [10, p. 279].
Proposition 2.3. The map A(·) is bounded (that is, it maps bounded sets to
bounded sets), continuous, monotone (thus, maximal monotone, too) and of type
(S)+ (that is, if un
w
−→ u in W 1,p(Ω) and lim sup
n→∞
〈A(un), un − u〉 6 0, then un → u
in W 1,p(Ω)).
We will need some basic facts about the spectrum of the negative p-Laplacian
with Robin boundary condition. So, we consider the following nonlinear eigenvalue
problem:
(2.2)


−∆pu(z) = λˆ|u(z)|
p−2u(z) in Ω,
∂u
∂np
+ β(z)|u|p−2u = 0 on ∂Ω.


We say that λˆ ∈ R is an “eigenvalue” of (2.2), if the problem admits a nontrivial
solution uˆ ∈ W 1,p(Ω), known as an eigenfunction corresponding to λˆ. The nonlinear
regularity theory of Lieberman [17, Theorem 2], implies that uˆ ∈ C1(Ω). There is
a smallest eigenvalue λˆ1 which has the following properties:
• λˆ1 is isolated (that is, we can find ε > 0 such that the open interval (λˆ1, λˆ1+
ε) contains no eigenvalues);
• λˆ1 is simple (that is, if uˆ, u˜ are eigenfunctions corresponding to λˆ1, then
uˆ = ξu˜ for some ξ ∈ R\{0});
• we have
(2.3) λˆ1 = inf
{
τ(u)
||u||pp
: u ∈W 1,p(Ω), u 6= 0
}
> 0 (see (2.1)).
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The infimum in (2.3) is realized on the corresponding one-dimensional eigenspace.
From the above properties it follows that the elements of this eigenspace do not
change sign and they, of course, belong in C1(Ω). Let uˆ1 denote the positive,
Lp-normalized (that is, ||uˆ1||p = 1) eigenfunction corresponding to λˆ1. We have
uˆ1 ∈ C+\{0} and in fact, by the nonlinear Hopf’s boundary point theorem (see
Gasinski & Papageorgiou [6, p. 738]), we have uˆ1 ∈ D+.
Let σˆ(p) denote the set of eigenvalues of (2.2). It is easy to check that the set
σˆ(p) ⊆ (0,+∞) is closed. So, the second eigenvalue of (2.2) is well-defined by
λˆ2 = min{λˆ ∈ σˆ(p) : λˆ 6= λˆ1}.
The Ljusternik-Schnirelmann minimax scheme gives us in addition to λˆ1 and
λˆ2, a whole strictly increasing sequence {λˆk}k∈N of distinct eigenvalues of (2.2)
such that λˆk → +∞. These are known as “variational eigenvalues”. Depending
on the index used in the Ljusternik-Schnirelmann minimax scheme, we produce a
corresponding sequence of variational eigenvalues. We know that these sequences
coincide in the first two elements. However, we do not know if the variational eigen-
values are independent of the index used or they exhaust σˆ(p). This is the case if
p = 2 (linear eigenvalues problem). Here we consider the sequence of variational
eigenvalues generated by the Fadell-Rabinowitz cohomological index (see [5]). In
this way we can use the results of Cingolani & Degiovanni [4] (see also Papageor-
giou, Ra˘dulescu & Repovsˇ [25, Proposition 12]). Note that if λˆ 6= λˆ1, then the
eigenfunctions are sign-changing.
The following lemma is a simple consequence of the above properties of λˆ1 > 0
(see Papageorgiou, Ra˘dulescu & Repovsˇ [25, Lemma 14]).
Lemma 2.2. If ϑ ∈ L∞(Ω), ϑ(z) 6 λˆ1 for almost all z ∈ Ω, ϑ 6≡ λˆ1, then there
exists c3 > 0 such that
c3||u||
p 6 τ(u) −
∫
Ω
ϑ(z)|u|pdz for all u ∈ W 1,p(Ω).
Next, we recall some basic definitions and facts from the theory of critical groups.
So, let X be a Banach space and ϕ ∈ C1(X,R), c ∈ R. We introduce the following
sets:
Kϕ = {u ∈ X : ϕ
′(u) = 0}, Kcϕ = {u ∈ Kϕ : ϕ(u) = c}, ϕ
c = {u ∈ X : ϕ(u) 6 c}.
Given a topological pair (Y1, Y2) such that Y2 ⊆ Y1 ⊆ X , we denote byHk(Y1, Y2)
(k ∈ N0) the kth relative singular homology group with integer coefficients. Recall
that Hk(Y1, Y2) = 0 for all k ∈ −N. Suppose that u ∈ K
c
ϕ is isolated. The critical
groups of ϕ at u are defined by
Ck(ϕ, u) = Hk(ϕ
c ∩ U,ϕc ∩ U\{u}) for all k ∈ N0,
with U a neighborhood of u such that Kϕ ∩ ϕ
c ∩ U = {u}. The excision property
of singular homology implies that this definition is independent of the choice of the
isolating neighborhood U .
Suppose that ϕ satisfies the C-condition and inf ϕ(Kϕ) > −∞. Then the critical
groups of ϕ at infinity are defined by
Ck(ϕ,∞) = Hk(X,ϕ
c) for all k ∈ N0,
with c < inf ϕ(Kϕ). This definition is independent of the choice of the level c <
inf ϕ(Kϕ). Indeed, suppose that c
′ < c < inf ϕ(Kϕ). Then the second deformation
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theorem (see, for example, Gasinski & Papageorgiou [6, p. 628]) implies that ϕc
′
is
a strong deformation retract of ϕc. Therefore
Hk(X,ϕ
c) = Hk(X,ϕ
c′) for all k ∈ N0
(see Motreanu, Motreanu & Papageorgiou [19, Corollary 6.15, p. 145]).
Assume that ϕ ∈ C1(X,R) satisfies the C-condition and that Kϕ is finite. We
introduce the following items:
M(t, u) =
∑
k>0
rankCk(ϕ, u)t
k for all t ∈ R, u ∈ Kϕ,
P (t,∞) =
∑
k>0
rankCk(ϕ,∞)t
k for all t ∈ R.
Then the Morse relation says that there exists Q(t) =
∑
k>0
βˆkt
k a formal series in
t ∈ R with nonnegative integer coefficients βˆk such that
(2.4)
∑
u∈Kϕ
M(t, u) = P (t, u) + (1 + t)Q(t) for all t ∈ R.
Now let us fix some basic notation which we will use throughout this work. So,
for x ∈ R, we set x± = max{±x, 0}. Then for u ∈W 1,p(Ω) we define
u±(·) = u(·)±.
We know that
u± ∈ W 1,p(Ω), u = u+ − u−, |u| = u+ + u−.
If u, v ∈ W 1,p(Ω) and v 6 u, then by [v, u] we denote the ordered interval in
W 1,p(Ω) defined by
[v, u] = {y ∈ W 1,p(Ω) : v(z) 6 y(z) 6 u(z) for almost all z ∈ Ω}.
By intC1(Ω)[v, u], we denote the interior in the C
1(Ω)-norm topology of [v, u] ∩
C1(Ω). We also define
[u) = {y ∈ W 1,p(Ω) : u(z) 6 y(z) for almost all z ∈ Ω}.
For u, v ∈W 1,p(Ω) with v(z) 6= 0 for almost all z ∈ Ω, we define
R(u, v)(z) = |Du(z)|p − |Dv(z)|p−2(Dv(z), D
(
up
vp−1
)
(z))RN , z ∈ Ω.
From the nonlinear Picone’s identity of Allegretto & Huang [2], we have the
following property.
Proposition 2.4. If u, v : Ω → R are differentiable functions with u(z) > 0 and
v(z) > 0 for all z ∈ Ω, then R(u, v)(z) > 0 for almost all z ∈ Ω and equality holds
if and only if u = ξv with ξ > 0.
Finally, if k,m ∈ N0, then by δk,m we denote the Kronecker symbol, that is,
δk,m =
{
1 if k = m
0 if k 6= m.
Next, we introduce our hypotheses on the two nonlinearities in the reaction of
(Pλ).
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H(g) : g : Ω×R→ R is a Carathe´odory function such that g(z, 0) = 0 for almost
all z ∈ Ω and
(i) for every ρ > 0, there exists aρ ∈ L
∞(Ω) such that
|g(z, x)| 6 aρ(z) for almost all z ∈ Ω and all |x| 6 ρ,
0 < g(z, x)x for almost all z ∈ Ω and all x ∈ R\{0};
(ii) lim
x→0
g(z, x)
|x|p−2x
= 0 and there exists 1 < q < p such that lim
x→±∞
g(z, x)
|x|q−2x
= 0
uniformly for almost all z ∈ Ω.
H(f) : f : Ω × R → R is a Carathe´odory function such that f(z, 0) = 0 for
almost all z ∈ Ω and
(i) for every ρ > 0, there exists aˆρ ∈ L
∞(Ω) such that
|f(z, x)| 6 aˆρ(z) for almost all z ∈ Ω and all |x| 6 ρ;
(ii) lim
x→±∞
f(z, x)
|x|p−2x
= λˆm uniformly for almost all z ∈ Ω for some m ∈ N,m > 2
and if F (z, x) =
∫ x
0
f(z, s)ds then lim inf
x→±∞
pF (z, x)− f(z, x)x
|x|q
> 0 uni-
formly for almost all z ∈ Ω;
(iii) there exists ϑ ∈ L∞(Ω) such that
ϑ(z) 6 λˆ1 for almost all z ∈ Ω, ϑ 6≡ λˆ1,
lim sup
x→±∞
f(z, x)
|x|p−2x
6 ϑ(z) uniformly for almost all z ∈ Ω.
H0 : For almost all z ∈ Ω and every λ > 0, the mapping x 7→ λg(z, x) + f(z, x)
is strictly increasing.
Remark 2.1. Hypothesis H(g)(ii) implies that g(z, ·) is strictly sublinear near ±∞
and 0. On the other hand, hypothesis H(f)(ii) implies that f(z, ·) is (p− 1)-linear
near ±∞ and 0. Note that hypotheses H(g)(ii), H(f)(ii) imply that problem (Pλ)
at ±∞ is resonant with respect to a nonprincipal variational eigenvalue of the Robin
p-Laplacian. Clearly, the above hypotheses imply that
(2.5) |g(z, x)|, |f(z, x)| 6 c4(1 + |x|
p−1) for almost all z ∈ Ω and all x ∈ R
with c4 > 0. In the sequel, we shall denote G(z, x) =
∫ x
0
g(z, s)ds.
Example 2.1. The following functions satisfy hypotheses H(g), H(f). For the sake
of simplicity, we drop the z-dependence.
g(x) =
{
|x|r−2x if |x| 6 1
|x|s−2x if 1 < |x|
1 < s < p < r;
f(x) =
{
ϑ|x|p−2x if |x| 6 1
λˆm|x|
p−2x+ (λˆm − ϑ)|x|
q−2x if 1 < |x|
, s < q < p, ϑ < λˆ1.
3. Solutions of constant sign
On account of hypotheses H(g)(ii), H(f)(ii) and (2.5), we see that given λ > 0,
ǫ > 0 and r ∈ (p, p∗), we can find c5 > 0 such that
(3.1)
[λg(z, x)+f(z, x)]x 6 [ϑ(z)+(1+λ)ε]|x|p+c5|x|
r for almost all z ∈ Ω and all x ∈ R.
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This unilateral growth restriction on the reaction of problem (Pλ) leads to the
following auxiliary parametric nonlinear Robin problem
(3.2)


−∆pu(z) = (ϑ(z) + (1 + λ)ε) |u(z)|
p−2u(z) + c5|u(z)|
r−2u(z) in Ω,
∂u
∂np
+ β(z)|u|p−2u = 0 on ∂Ω.


Proposition 3.1. If hypothesis H(β) holds and λ > 0, then for every sufficiently
small ε > 0 problem (3.2) admits a positive solution
u˜λ ∈ D+.
Moreover, since (3.2) is odd, v˜λ = −u˜λ ∈ −D+ is a negative solution of problem
(3.2).
Proof. Let Ψ+λ :W
1,p(Ω)→ R be the C1-functional defined by
Ψ+λ (u) =
1
p
τ(u)−
1
p
∫
Ω
[ϑ(z) + (1 + λ)ε](u+)pdz −
c5
r
||u+||rr for all u ∈W
1,p(Ω).
We have
Ψ+λ (u) > c6||u
−||p +
1
p
(
τ(u+)−
∫
Ω
ϑ(z)(u+)pdz
)
−
(1 + λ)ε
p
||u+||p − c7||u||
r
for some c6, c7 > 0 (see (2.1))
> c6||u
−||p +
1
p
[c8 − (1 + λ)ε]||u
+||p − c7||u||
r for all u ∈ W 1,p(Ω), some c8 > 0.
Choosing ε ∈
(
0,
c8
1 + λ
)
, we consider that
(3.3) Ψ+λ (u) > c9||u||
p − c7||u||
r for all u ∈ W 1,p(Ω), some c9 > 0.
Since r > p, it follows from (3.3) that
u = 0 is a local minimizer of Ψ+λ .
Then we can find so small ρ ∈ (0, 1) that
Ψ+λ (0) = 0 < inf{Ψ
+
λ (u) : ||u|| = ρ} = m
+
λ
(see Aizicovici, Papageorgiou & Staicu [1], proof of Proposition 29).
For t > 0, we have
Ψ+λ (tuˆ1) =
tp
p
τ(uˆ1)−
tp
p
∫
Ω
[ϑ(z) + (1 + λ)ε]uˆp1dz −
tr
r
||uˆ1||
r
r
6
tp
p
∫
Ω
[λˆ1 − ϑ(z)]uˆ
p
1dz −
tr
r
||uˆ1||
r
r
6 c10t
p − c11t
r for some c10, c11 > 0.(3.4)
However, r > p. So, from (3.4) we have
(3.5) Ψ+λ (tuˆ1)→ −∞ as t→ +∞.
Let kλ(z, x) be the Carathe´odory function defined by
kλ(z, x) = [ϑ(z) + (1 + λ)ε]|x|
p−2x+ c5|x|
r−2x.
We set
Kλ(z, x) =
∫ x
0
kλ(z, s)ds =
1
p
[ϑ(z) + (1 + λ)ε]|x|p +
c5
r
|x|r.
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Recall that p < r and let q ∈ (p, r). For sufficiently large M > 0 we have
0 < qKλ(z, x) 6 kλ(z, x)x for almost all z ∈ Ω and all |x| >M,
⇒ kλ(z, ·) satisfies the Ambrosetti-Rabinowitz condition (see [19, p. 341])
⇒ Ψ+λ (·) satisfies the C-condition (see [19, p. 343]).(3.6)
Then (3.4), (3.5), (3.6) permit the use of Theorem 2.1 (the mountain pass theo-
rem). So, we can find u˜λ ∈ W
1,p(Ω) such that
u˜λ ∈ KΨ+
λ
and Ψ+λ (0) = 0 < m
+
λ 6 Ψ
+
λ (u˜λ).
Evidently, u˜λ 6= 0 and we have
〈A(u˜λ), h〉+
∫
∂Ω
β(z)|u˜λ|
p−2u˜λhdσ
=
∫
Ω
{
[ϑ(z) + (1 + λ)ǫ](u˜+λ)p−1 + c5(u˜
+
λ )
r−1
}
hdz for all h ∈W 1,p(Ω).(3.7)
In (3.7) we choose h = −u˜−λ ∈W
1,p(Ω). Then
τ(u˜−λ ) = 0,
⇒ u˜λ > 0, u˜λ 6= 0 (see (2.1)).
Then by (3.7) we have
−∆pu˜λ(z) = [ϑ(z) + (1 + λ)ε]u˜λ(z)
p−1 + c5u˜λ(z)
r−1 for almost all z ∈ Ω,
∂u˜λ
∂np
+ β(z)u˜p−1λ = 0 on ∂Ω (see Papageorgiou & Ra˘dulescu [21]).(3.8)
By (3.8) and Proposition 7 of Papageorgiou & Ra˘dulescu [23], we have
u˜λ ∈ L
∞(Ω).
So, we can apply Theorem 2 of Lieberman [17] and conclude that
u˜λ ∈ C+\{0}.
It follows from (3.8) that
∆pu˜λ(z) 6 0 for almost all z ∈ Ω,
⇒ u˜λ ∈ D+ (see Gasinski & Papageorgiou [6, p. 738]).
Since problem (3.2) is odd, we can deduce that v˜λ = −u˜λ ∈ −D+ is a negative
solution of problem (3.2). 
Next, we produce a uniform lower bound cˆ > 0 for the solutions u˜λ of (3.2) for
λ > 0. It follows that −cˆ < 0 is an upper bound for the negative solutions v˜λ.
Proposition 3.2. If hypothesis H(β) holds, then there exists cˆ > 0 such that
cˆ 6 u˜λ(z) and v˜λ(z) 6 −cˆ for all z ∈ Ω, λ > 0.
Proof. We consider the following nonlinear Robin problem
(3.9)


−∆pu(z) = c5|u(z)|
r−2u(z) in Ω,
∂u
∂np
+ β(z)|u|p−2u = 0 on ∂Ω.


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We first show that problem (3.9) has a positive solution. So, let ξ :W 1,p(Ω)→ R
be the C1-functional defined by
ξ(u) =
1
p
τ(u) −
c5
r
||u+||rr for all u ∈W
1,p(Ω).
Using (2.1) we have
ξ(u) > c12||u||
p − c13||u||
r for some c12, c13 > 0, all u ∈ W
1,p(Ω),
⇒ u = 0 is an isolated local minimizer of ξ(·) (recall that r > p).
So, we can find ρ ∈ (0, 1) small such that
(3.10) ξ(0) = 0 < inf{ξ(u) : ||u|| = ρ} = mξ.
Also, if u ∈ D+, then
(3.11) ξ(tu)→ −∞ as t→ +∞ (again use the fact that r > p).
Finally, since the reaction f(x) = c5(x
+)p−1 satisfies the Ambrosetti-Rabinowitz
condition on R+ = [0,+∞), we can infer that
(3.12) ξ(·) satisfies the C-condition.
Then (3.10), (3.11), (3.12) permit the use of Theorem 2.1 (the mountain pass
theorem) and we obtain u ∈W 1,p(Ω) such that
(3.13) u ∈ Kξ and ξ(0) = 0 < mξ 6 ξ(u).
From (3.13) we can infer that u 6= 0 and
ξ′(u) = 0,
⇒ 〈A(u), h〉+
∫
∂Ω
β(z)|u|p−2uhdσ = c5
∫
Ω
(u+)p−1hdz for all h ∈W 1,p(Ω).
We choose h = −u− ∈ W 1,p(Ω). Then
τ(u−) = 0,
⇒ u > 0, u 6= 0 (see (2.1)).
So, u is a positive solution of (3.9). As before, the nonlinear regularity theory and
the nonlinear Hopf boundary point theorem (see [6, p. 738]) imply that u ∈ D+.
Next, we show that there is a smallest positive solution for problem (3.9). We
first observe that from Papageorgiou, Ra˘dulescu & Repovsˇ [24] (see the proof of
Proposition 7), we know that the set S+ of positive solutions of (3.9) is downward
directed (that is, if u1, u2 ∈ S+, then we can find u ∈ S+ such that u 6 u1, u 6 u2).
Invoking Lemma 3.10 of Hu & Papageorgiou [14, p. 178], we can find a decreasing
sequence {un}n>1 ⊆ S+ ⊆ D+ such that
inf S+ = inf
n>1
un.
We have
(3.14) 〈A(un), h〉+
∫
∂Ω
β(z)up−1n hdσ = c5
∫
Ω
ur−1n hdz for all h ∈W
1,p(Ω), n ∈ N.
It follows from (3.14) that {un}n>1 ⊆W
1,p(Ω) is bounded. So, we may assume
that
(3.15) un
w
−→ u∗ in W
1,p(Ω), un → u∗ in L
r(Ω) and Lp(∂Ω).
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Suppose that u∗ ≡ 0. Let yn =
un
||un||
, n ∈ N. Then ||yn|| = 1 for all n ∈ N and
so we may assume that
(3.16) yn
w
−→ y in W 1,p(Ω), yn → y in L
p(Ω) and Lp(∂Ω).
From (3.14) we have
〈A(yn), h〉+
∫
∂Ω
β(z)yp−1n hdσ = c5
∫
Ω
ur−pn y
p−1
n hdz for all h ∈ W
1,p(Ω), n ∈ N.
Choosing h = yn−y ∈W
1,p(Ω), passing to the limit as n→∞, and using (3.16)
and the fact that u∗ = 0, we obtain
lim
n→∞
〈A(yn), yn − y〉 = 0,
⇒ yn → y in W
1,p(Ω), ||y|| = 1. (see Proposition 2.3).(3.17)
Passing to the limit as n → ∞ in (3.16), and using (3.17) and the fact that
u+ = 0, we obtain
〈A(y), h〉+
∫
∂Ω
β(z)(z)yp−1hdσ = 0 for all h ∈ W 1,p(Ω),
⇒ τ(y) = 0,
⇒ y = 0 (see (2.1)), contradicting (3.17).
So, u∗ 6= 0. In (3.14) we choose h = un − u∗ ∈ W
1,p(Ω), pass to the limit as
n→∞, and use (3.15) and Proposition 2.3. Then
un → u∗ in W
1,p(Ω).
Hence, in the limit as n→∞ in (3.14), we obtain
〈A(u∗), h〉+
∫
∂Ω
β(z)up−1∗ hdσ = c5
∫
Ω
ur−1∗ hdz for all h ∈W
1,p(Ω)
⇒ u∗ ∈ S+ and u∗ = inf S+.
Now let u˜λ ∈ D+ be a solution of (3.2) (see Proposition 3.1). We consider the
Carathe´odory function γ(z, x) defined by
(3.18) γ(z, x) =
{
c5(x
+)r−1 if x 6 u˜λ(z)
c5u˜λ(z)
r−1 if u˜λ(z) < x.
We set Γ(z, x) =
∫ x
0
γ(z, s)ds and consider the C1-functional ξˆ : W 1,p(Ω) → R
defined by
ξˆ(u) =
1
p
τ(u)−
∫
Ω
Γ(z, u)dz for all u ∈W 1,p(Ω).
It follows by (2.1) and (3.18) that ξˆ(·) is coercive. Also, it is sequentially weakly
lower semicontinuous. So, we can find u ∈W 1,p(Ω) such that
(3.19) ξˆ(u) = inf{ξˆ(u) : u ∈ W 1,p(Ω)}.
As before, since r > p, we have ξˆ(u) < 0 = ξˆ(0), hence u 6= 0. From (3.19) we
have
(3.20) 〈A(u), h〉+
∫
∂Ω
β(z)|u|p−2uhdσ =
∫
Ω
γ(z, u)hdz for all h ∈ W 1,p(Ω).
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In (3.20) we first choose h = −u− ∈W 1,p(Ω). We obtain
τ(u−) = 0 (see (3.18)),
⇒ u > 0, u 6= 0 (see (2.1)).
Next, we choose h = (u − u˜λ)
+ ∈ W 1,p(Ω) in (3.20). Then
〈A(u), (u− u˜λ)
+〉+
∫
∂Ω
β(z)up−1(u− u˜λ)
+dσ
=
∫
Ω
c5u˜
r−1
λ (u − u˜λ)
+dz
6
∫
Ω
([ϑ(z) + (1 + λ)ε]u˜p−1λ + c5u˜
r−1
λ )(u − u˜λ)
+dz
= 〈A(u˜λ), (u − u˜λ)
+〉+
∫
∂Ω
β(z)u˜p−1λ (u − u˜λ)
+dσ
⇒ u 6 u˜λ (by Proposition 2.3).
So, we have proved that
(3.21) u ∈ [0, u˜λ], u 6= 0.
It follows by (3.18), (3.20) and (3.21) that u ∈ S+ ⊆ D+. Therefore
0 < cˆ = min
Ω
u∗ 6 u˜λ for all λ > 0.
The oddness of (3.9) implies that v˜λ 6 −cˆ < 0 for all λ > 0. 
Now we are ready to produce two nontrivial constant sign solutions when λ > 0
is large enough.
Proposition 3.3. If hypotheses H(β), H(g), H(f), H0 hold, then for sufficiently
large λ > 0 problem (Pλ) has two constant sign solutions
u0 ∈ intC1(Ω)[0, u˜λ], v0 ∈ intC1(Ω)[v˜λ, 0].
with u˜λ ∈ D+ and v˜λ ∈ −D+ constant sign solutions of (3.2).
Proof. We introduce the following truncation of the reaction in problem (Pλ):
(3.22) η+λ (z, x) =
{
λg(z, x+) + f(z, x+) if x 6 u˜λ(z)
λg(z, u˜λ(z)) + f(z, u˜λ(z)) if u˜λ(z) < x.
This is a Carathe´odory function. We set H+λ (z, x) =
∫ x
0
η+λ (z, s)ds and consider
the C1-functional d+λ :W
1,p(Ω)→ R defined by
d+λ (u) =
1
p
τ(u) −
∫
Ω
H+λ (z, u)dz for all u ∈ W
1,p(Ω).
From (2.1) and (3.22) we see that d+λ (·) is coercive. Also, it is sequentially weakly
lower semicontinuous. So, we can find u0 ∈W
1,p(Ω) such that
(3.23) d+λ (u0) = inf{d
+
λ (u) : u ∈ W
1,p(Ω)}.
Let c ∈ (0, cˆ) with cˆ > 0 as in Proposition 3.2. Then for all λ > 0, we have
d+λ (c) =
cp
p
∫
∂Ω
β(z)dσ − λ
∫
Ω
G(z, c)cdz −
∫
Ω
F (z, c)cdz.
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Note that
∫
Ω
G(z, c)cdz > 0 (see hypothesis H(g)(i)). So,
d+λ (c) < 0 for sufficiently large λ > 0,
⇒ d+λ (u0) < 0 = d
+
λ (0) for sufficiently large λ > 0,
⇒ u0 6= 0.
From (3.23) we have
(3.24) 〈A(u0), h〉+
∫
∂Ω
β(z)|u0|
p−2u0hdσ =
∫
Ω
η+λ (z, u0)hdz for all h ∈ W
1,p(Ω).
In (3.24) we first choose h = −u−0 ∈W
1,p(Ω) and obtain
u0 > 0, u0 6= 0.
Then in (3.24) we choose h = (u0 − u˜λ)
+ ∈ W 1,p(Ω). As in the proof of Propo-
sition 3.2, using this time (3.1), we obtain
u0 6 u˜λ.
So, we have proved that
(3.25) u0 ∈ [0, u˜λ], u0 6= 0.
By (3.22), (3.24), (3.25) and Theorem 2 of Lieberman [17], we have that
u0 ∈ C+\{0} is a positive solution of (Pλ), λ > 0 large enough.
Therefore we have
∆pu0(z) 6 0 for almost all z ∈ Ω,
⇒ u0 ∈ D+ (see Gasinski & Papageorgiou [6, p. 738]).
Also, we have
−∆pu0(z) = λg(z, u0(z)) + f(z, u0(z))
6 λg(z, u˜λ(z)) + f(z, u˜λ(z)) (see (3.25) and hypothesis H0)
< [ϑ(z) + (1 + λ)ε]u˜λ(z)
p−1 + c5u˜λ(z)
r−1 (see (3.1))
= −∆pu˜λ(z) for almost all z ∈ Ω,
⇒ u˜λ − u0 ∈ intC+ (see Proposition 2.2).
We conclude that
u0 ∈ intC1(Ω)[0, u˜λ].
For the negative solution, we introduce the Carathe´odory function η−λ (z, x) de-
fined by
η−λ (z, x) =
{
λg(z, v˜λ(z)) + f(z, v˜λ(z)) if x < v˜λ(z)
λg(z,−x−) + f(z,−x−) if v˜λ(z) 6 x.
We setH−λ (z, x) =
∫ x
0
η−λ (z, s)ds and consider the C
1-functional d−λ : W
1,p(Ω)→
R defined by
d−λ (u) =
1
p
τ(u) −
∫
Ω
H−λ (z, u)dz for all u ∈ W
1,p(Ω).
Working as above, this time with the functional d−λ (·), we produce a solution v0
of (Pλ) for large enough λ > 0 such that
v0 ∈ −D+, v0 ∈ intC1(Ω)[v˜λ, 0].
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The proof is now complete. 
Using u0 ∈ D+ and v0 ∈ −D+ from Proposition 3.3, we will produce two more
constant sign solutions.
Proposition 3.4. If hypotheses H(β), H(g), H(f), H0 hold, then for large enough
λ > 0, problem (Pλ) admits two more constant sign solutions uˆ ∈ D+ and vˆ ∈ −D+
such that
uˆ− u0 ∈ intC+, v0 − vˆ ∈ intC+.
with u0 ∈ D+ and v0 ∈ −D+ the solutions from Proposition 3.3.
Proof. We introduce the following truncation of the reaction in problem (Pλ):
(3.26) i+λ (z, x) =
{
λg(z, u0(z)) + f(z, u0(z)) if x 6 u0(z)
λg(z, x) + f(z, x) if u0(z) < x.
This is a Carathe´odory function. We set I+λ (z, x) =
∫ x
0
i+λ (z, s)ds and consider
the C1-functional χ+λ :W
1,p(Ω)→ R defined by
χ+λ (u) =
1
p
τ(u)−
∫
Ω
I+λ (z, u)dz for all u ∈ W
1,p(Ω).
Claim 3.1. χ+λ (·) satisfies the C-condition.
We consider a sequence {un}n>1 ⊆W
1,p(Ω) such that
|χ+λ (un)| 6M1 for some M1 > 0 and all n ∈ N,(3.27)
(1 + ||un||)(χ
+
λ )
′(un)→ 0 in W
1,p(Ω)∗ as n→∞.(3.28)
From (3.28) we have
| 〈A(un), h〉+
∫
∂Ω
β(z)|un|
p−2unhdσ −
∫
Ω
i+λ (z, un)hdz| 6
ǫn||h||
1 + ||un||
(3.29)
for all h ∈ W 1,p(Ω), with ǫn → 0
+.
In (3.29) we choose h = −u−n ∈ W
1,p(Ω). Then
τ(u−n ) 6 c14||u
−
n || for some c14 > 0 and all n ∈ N
(see (3.26) and hypotheses H(g)(i), H(f)(i)),
⇒ {u−n }n>1 ⊆W
1,p(Ω) is bounded (see (2.2)).(3.30)
Using (3.30) in (3.29), we obtain∣∣∣∣〈A(u+n ), h〉+
∫
∂Ω
β(z)(u+n )
p−1hdσ −
∫
Ω
i+λ (z, u
+
n )dz
∣∣∣∣ 6 c15||h||(3.31)
for some c15 > 0 and all h ∈W
1,p(Ω) n ∈ N.
We will show that {u+n }n>1 ⊆ W
1,p(Ω) is bounded, too. Arguing by contra-
diction, suppose that ||u+n || → ∞ as n → ∞. Let yn =
u+n
||u+n ||
, n ∈ N. Then
||yn|| = 1, yn > 0 for all n ∈ N and so we may assume that
(3.32) yn
w
→ y in W 1,p(Ω) and yn → y in L
p(Ω) and Lp(∂Ω), y > 0.
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From (3.31) we have∣∣∣∣〈A(yn), h〉+
∫
∂Ω
β(z)yp−1n hdσ −
∫
Ω
i+λ (z, u
+
n )
||u+n ||p−1
hdz
∣∣∣∣ 6 c15||h||||u+n ||p−1(3.33)
for all n ∈ N, h ∈W 1,p(Ω).
From (2.5) and (3.26), we see that
(3.34)
{
i+λ (·, u
+
n (·))
||u+n ||p−1
}
n>1
⊆ Lp
′
(Ω) is bounded
(
1
p
+
1
p′
= 1
)
.
Passing to a subsequence if necessary, and using hypotheses H(g)(ii), H(f)(ii),
we have
(3.35)
i+λ (·, u
+
n (·))
||u+n ||p−1
w
→ λˆmy
p−1 in Lp
′
(Ω)
(see Aizicovici, Papageorgiou & Staicu [1], proof of Proposition 4.6).
In (3.33) we choose h = yn − y ∈W
1,p(Ω), pass to the limit as n→∞, and use
(3.32) and (3.34). Then
lim
n→∞
〈A(yn), yn − y〉 = 0,
⇒ yn → y in W
1,p(Ω) (see Proposition 2.3) and so ||y|| = 1, y > 0.(3.36)
So, if in (3.33) we pass to the limit as n → ∞, and use (3.35) and (3.36) to
obtain
〈A(y), h〉+
∫
∂Ω
β(z)yp−1hdσ = λˆm
∫
Ω
yp−1hdz for all h ∈W 1,p(Ω),
⇒ −∆py(z) = λˆmy(z)
p−1 for a.a. z ∈ Ω,
∂y
∂np
+ β(z)yp−1 = 0 on ∂Ω(3.37)
(see Papageorgiou & Ra˘dulescu [21]).
Since m > 2, it follows by (3.37) that y(·) must be nodal, a contradiction to
(3.36). Therefore
{u+n }n>1 ⊆W
1,p(Ω) is bounded,
⇒ {un}n>1 ⊆W
1,p(Ω) is bounded (see (3.30)).
So, we may assume that
(3.38) un
w
→ u in W 1,p(Ω) and un → u in L
p(Ω) and in Lp(∂Ω).
In (3.29) we choose h = un − u ∈ W
1,p(Ω), pass to the limit as n → ∞, and
use (3.38) and the fact that {i+λ (·, un(·))}n>1 ⊆ L
p′(Ω) is bounded (see (2.5) and
(3.26)). We obtain
lim
n→∞
〈A(un), un − u〉 = 0,
⇒ un → u in W
1,p(Ω) (see Proposition 2.3).
So χ+λ (·) satisfies the C-condition. This proves Claim 3.1.
Claim 3.2. We may assume that u0 ∈ D+ is a local minimizer of χ
+
λ (·).
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For sufficiently large λ > 0, as in Proposition 3.3, let u˜λ ∈ D+ be a solution of
(3.2) (see Proposition 3.1). From Proposition 3.3 we know that
(3.39) u˜λ − u0 ∈ intC+.
We introduce the following truncation of i+λ (z, ·):
(3.40) j+λ (z, x) =
{
i+λ (z, x) if x 6 u˜λ(z)
i+λ (z, u˜λ(z)) if u˜λ(z) < x.
This is a Carathe´odory function. We set J+λ (z, x) =
∫ x
0
j+λ (z, s)ds and consider
the C1-functional χˆ+λ :W
1,p(Ω)→ R defined by
χˆ+λ (u) =
1
p
τ(u)−
∫
Ω
J+λ (z, u)dz for all u ∈W
1,p(Ω).
By (2.1) and (3.40), it is clear that χˆ+λ (·) is coercive. Also, it is sequentially
weakly lower semicontinuous. Hence we can find uˆ0 ∈W
1,p(Ω) such that
(3.41) χˆ+λ (uˆ0) = inf{χˆ
+
λ (u) : u ∈W
1,p(Ω)}.
Using (3.40), the nonlinear regularity theory and the nonlinear maximum prin-
ciple, we can easily show that
(3.42) Kχˆ+
λ
⊆ [u0, u˜λ] ∩D+.
Evidently, u˜λ /∈ Kχˆ+
λ
(see (3.1)). So, from (3.41) and (3.42), we have
uˆ0 ∈ [u0, u˜λ] ∩D+, uˆ0 6= u˜λ.
If uˆ0 6= u0, then this is the desired second positive solution of (Pλ) for sufficiently
large λ > 0, and using Proposition 2.3, we have
uˆ0 − u0 ∈ intC+.
Therefore we are done.
So, we may assume that uˆ0 = u0 ∈ D+. Note that
(3.43) χ+λ
∣∣
[0,u˜λ]
= χˆ+λ
∣∣
[0,u˜λ]
(see (3.40)).
From Proposition 3.3, we have
(3.44) u0 ∈ intC1(Ω)[0, u˜λ].
Then it follows from (3.41), (3.42), (3.43) that
u0 is a local C
1(Ω)−minimizer of χ+λ (·),
⇒ u0 is a local W
1,p(Ω)−minimizer of χ+λ (·) (see Proposition 2.1).
This proves Claim 3.2.
Using (3.26), we can show that
Kχ+
λ
⊆ [u0) ∩D+.
So, we may assume that Kχ+
λ
is finite, or otherwise we already have an infinity
of positive solutions of (Pλ) (for large enough λ > 0) strictly bigger than u0 and so
we are done. Then on account of Claim 3.2, we can find sufficiently small ρ ∈ (0, 1)
such that
(3.45) χ+λ (u0) < inf{χ
+
λ (u) : ||u − u0|| = ρ} = m˜
+
λ (see [1]).
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From hypotheses H(g)(ii), H(f)(ii) and since m > 2, we have
(3.46) χ+λ (tuˆ1)→ −∞ as t→ +∞.
Then (3.45), (3.46) and Claim 3.1 permit the use of Theorem 2.1 (the mountain
pass theorem). So, we can find uˆ ∈W 1,p(Ω) such that
(3.47) uˆ ∈ Kχ+
λ
⊆ [u0) ∩D+ and m˜
+
λ 6 χ
+
λ (uˆ).
It follows from (3.45), (3.47) and (3.26) that
uˆ ∈ D+ is a second positive solution of (Pλ) for sufficiently large λ > 0,
u0 6 uˆ, u0 6= uˆ.
We have
−∆pu0(z) = λg(z, u0(z)) + f(z, u0(z))
6 λg(z, uˆ(z)) + f(z, uˆ(z)) (see (3.47) and hypothesis H0)
= −∆puˆ(z) for almost all z ∈ Ω.(3.48)
Note that λg(·, u0(·)) + f(·, u0(·)) 6= λg(·, uˆ(·)) + f(·, uˆ(·)) (see hypothesis H0).
So, from (3.48) and Proposition 2.2, we can infer that
uˆ− u0 ∈ intC+.
Similarly, for the second negative solution, we use v0 ∈ −D+ from Proposition
3.3. So, we define
i−λ (z, x) =
{
λg(z, x) + f(z, x) if x 6 v0(z)
λg(z, v0(z)) + f(z, v0(z)) if v0(z) < x.
This is a Carathe´odory function. We set I−λ (z, x) =
∫ x
0
i−λ (z, s)ds and consider
the C1-functional χ−λ :W
1,p(Ω)→ R defined by
χ−λ (u) =
1
p
τ(u)−
∫
Ω
I−λ (z, u)dz for all u ∈ W
1,p(Ω).
Working as above, this time with χ−λ and truncating at v˜λ ∈ −D+ to produce
χˆ−λ (·), we generate a second negative solution vˆ of problem (Pλ) for sufficiently
large λ > 0, such that
vˆ ∈ −D+ and v0 − vˆ ∈ intC+.
This completes the proof. 
4. The fifth solution
So far we have four nontrivial smooth solutions, all with sign information (two
positive and two negative). In this section, using the theory of critical groups, we
establish the existence of a fifth nontrivial smooth solution distinct from the other
four.
Proposition 4.1. If hypotheses H(β), H(g), H(f), H0 hold and λ > 0 is sufficiently
large, then Ck(χ
±
λ ,∞) = 0 for all k ∈ N0.
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Proof. We present the proof for the functional χ+λ (·), the proof for χ
−
λ (·) being
similar.
Let λ ∈ (λˆm, λˆm+1)\σˆ(p) (recall that σˆ(p) denotes the set of eigenvalues of −∆p
with Robin boundary condition) and consider the C1-functional ψ+λ :W
1,p(Ω)→ R
defined by
ψ+λ (u) =
1
p
τ(u)−
λ
p
||u+||pp for all u ∈W
1,p(Ω).
We consider the following homotopy
h+λ (t, u) = (1− t)χ
+
λ (u) + tψ
+
λ (u) for all (t, u) ∈ [0, 1]×W
1,p(Ω).
Claim 4.1. We can find η0 ∈ R and δ0 > 0 such that
h+λ (t, u0) 6 η0 ⇒ (1 + ||u||)||(h
+
λ )
′
u(t, u)||∗ > δ0 for all t ∈ [0, 1].
To prove Claim 4.1, we argue indirectly. So, suppose Claim 4.1 is not true. Evi-
dently, h+λ (·, ·) maps bounded sets to bounded ones. Hence we can find {tn}n>1 ⊆
[0, 1] and {un}n>1 ⊆W
1,p(Ω) such that
(4.1) tn → t, ||un|| → ∞, h
+
λ (tn, un)→ −∞ and (1 + ||un||)(h
+
λ )
′
n(tn, un)→ 0.
From the last convergence in (4.1), we have∣∣∣∣〈A(un), h〉+
∫
∂Ω
β(z)|un|
p−2unhdσ − (1− tn)
∫
Ω
i+λ (z, un)hdz − λtn
∫
Ω
(u+n )
p−1hdz
∣∣∣∣
6
ǫn||h||
1 + ||un||
for all h ∈ W 1,p(Ω), with ǫn → 0
+.(4.2)
In (4.2) we choose h = −u−n ∈W
1,p(Ω). Then
τ(u−n ) 6 c16||u
−
n || for some c16 > 0 and all n ∈ N (see (3.26)),
⇒ {u−n }n>1 ⊆W
1,p(Ω) is bounded (see (2.1)).(4.3)
From (4.1) and (4.3) it follows that
||u+n || → +∞.
We set yn =
u+n
||u+n ||
, n ∈ N. Then ||yn|| = 1, yn > 0 for all n ∈ N. So, we may
assume that
(4.4) yn
w
→ y in W 1,p(Ω) and yn → y in L
p(Ω) and in Lp(∂Ω), y > 0.
From (4.2) and (4.3) it follows that∣∣∣∣〈A(yn), h〉+
∫
∂Ω
β(z)yp−1n hdσ − (1 − tn)
∫
λ
i+λ (z, u
+
n )
||u+n ||p−1
hdz − λtn
∫
λ
yp−1n hdz
∣∣∣∣ 6 ǫ′n||h||
for all h ∈W 1,p(Ω), with ǫ′n → 0
+(4.5)
From (2.5) and (3.26), we see that
(4.6)
{
i+λ (·, u
+
n (·))
||u+n ||p−1
}
n>1
⊆ Lp
′
(Ω) is bounded.
Passing to a subsequence if necessary and using hypothesesH(g)(ii) andH(f)(ii)
we have
(4.7)
i+λ (·, u
+
n (·))
||u+n ||p−1
w
→ λˆmy
p−1 in Lp
′
(Ω) (see [1]).
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In (4.5) we choose h = yn − y ∈ W
1,p(Ω), pass to the limit as n → ∞, and use
(4.4), (4.6). Then
lim
n→∞
〈A(yn), yn − y〉 = 0,
⇒ yn → y in W
1,p(Ω) (see Proposition 2.3), hence ||y|| = 1, y > 0.(4.8)
In (4.5) we pass to the limit as n → ∞, and use (4.7), (4.8) and the continuity
of A(·) (Proposition 2.3). We obtain
〈A(y), h〉+
∫
∂Ω
β(z)yp−1hdσ = [(1− t)λˆm + tλ]
∫
Ω
yp−1hdz for all h ∈ W 1,p(Ω)⇒
−∆py(z) = λty(z)
p−1 for almost all z ∈ Ω,
∂y
∂np
+ β(z)yp−1 = 0 on ∂Ω,(4.9)
with λt = (1− t)λˆm + tλ. We have
(4.10) λt ∈ [λˆm, λˆm+1).
From (4.9) and (4.10) and since m > 2, we can infer that
y = 0 or y is nodal.
Both assertions contradict (4.8). This proves Claim 4.1.
Then Claim 4.1 and Theorem 5.1.21 of Chang [3, p. 334] (see also Liang & Su
[16, Proposition 3.2]), imply that
Ck(h
+
λ (0, ·),∞) = Ck(h
+
λ (1, ·),∞) for all k ∈ N0,
⇒ Ck(χ
+
λ ,∞) = Ck(ψ
+
λ ,∞) for all k ∈ N0.(4.11)
Now we consider the following homotopy
hˆ+λ (t, u) = ψ
+
λ (u)− t
∫
Ω
udz for all (t, u) ∈ [0, 1]×W 1,p(Ω).
Claim 4.2. (hˆ+λ )
′
u(t, u) 6= 0 for all t ∈ [0, 1], u ∈W
1,p(Ω)\{0}.
Again, we argue indirectly. So, suppose that for some t ∈ [0, 1] and u ∈
W 1,p(Ω)\{0}, we have
(hˆ+λ )
′
u(t, u) = 0,
⇒ 〈A(u), h〉+
∫
∂Ω
β(z)|u|p−2uhdσ = λ
∫
Ω
(u+)p−1hdz + t
∫
Ω
hdz(4.12)
for all h ∈W 1,p(Ω).
In (4.12) we choose h = −u− ∈ W 1,p(Ω). Then
τ(u−) 6 0,
⇒ u > 0, u 6= 0 (see (2.1)).
Hence (4.12) becomes
〈A(u), h〉+
∫
∂Ω
β(z)up−1hdz = λ
∫
Ω
up−1hdz + t
∫
Ω
hdz for all h ∈ W 1,p(Ω)⇒
−∆pu(z) = λu(z)
p−1 + t for a.a. z ∈ Ω,
∂u
∂np
+ β(z)up−1 = 0 on ∂Ω.(4.13)
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As before, the nonlinear regularity theory implies that u ∈ C+\{0}. Also, from
(4.13) we have
∆pu(z) 6 0 for almost all z ∈ Ω⇒
u ∈ D+ (see Gasinski & Papageorgiou [6, p. 738]).
Let v ∈ D+ and consider the function R(v, u)(·) from Section 2. Using Proposi-
tion 2.4, we get
0 6
∫
Ω
R(v, u)dz
= ||Dv||pp −
∫
Ω
(−∆pu)
vp
up−1
dz +
∫
∂Ω
β(z)up−1
vp
up−1
dσ
(via the nonlinear Green identity, see [6, p. 211])
6 ||Dv||pp − λ||v||
p
p +
∫
∂Ω
β(z)vpdσ (see (4.13))
= τ(v) − λ||v||pp.
Let v = uˆ1 ∈ D+. Then
0 6 [λˆ1 − λ] < 0 (since λ > λˆm,m > 2 and ||uˆ1||p = 1),
a contradiction. This proves Claim 4.2.
The homotopy invariance property of critical groups (see Gasinski & Papageor-
giou [10, Theorem 5.125, p. 836]) implies that for sufficiently small r > 0 we have
Hk((hˆ
+
λ )(0, ·)
◦ ∩Br, (hˆ
+
λ )(0, ·)
◦ ∩Br\{0})
= Hk((hˆ
+
λ )(1, ·)
◦ ∩Br, (hˆ
+
λ )(1, ·)
◦ ∩Br\{0}) for all k ∈ N0.(4.14)
On account of Claim 4.2, 0 is an ordinary level for hˆ+λ (1, ·). Hence from Granas
& Dugundji [12, p. 407], we have
(4.15) Hk((hˆ
+
λ )(1, ·)
◦ ∩Br, (hˆ
+
λ )(1, ·)
◦ ∩Br\{0}) = 0 for all k ∈ N0.
From the definition of critical groups, we have
Hk((hˆ
+
λ )(0, ·)
◦ ∩Br, (hˆ
+
λ )(0, ·)
◦ ∩Br\{0}) = Ck(ψ
+
λ , 0)(4.16)
for all k ∈ N0.
Combining (4.14), (4.15), (4.16), we obtain
(4.17) Ck(ψ
+
λ , 0) = 0 for all k ∈ N0.
Since λ ∈ (λˆm, λˆm+1)\σˆ(p), we have
Kψ+
λ
= {0},
⇒ Ck(ψ
+
λ , 0) = Ck(ψ
+
λ ,∞) for all k ∈ N0(4.18)
(see [19, Proposition 6.61, p. 160]).
By (4.11), (4.17), (4.18), we can conclude that
Ck(χ
+
λ ,∞) = 0 for all k ∈ N0.
Similarly, we can show that
Ck(χ
−
λ ,∞) = 0 for all k ∈ N0.
The proof is now complete. 
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Let uˆ ∈ D+ and vˆ ∈ −D+ be the second pair of constant sign solutions for
problem (Pλ) (λ > 0 sufficiently large) produced in Proposition 3.4.
Proposition 4.2. If hypotheses H(β), H(g), H(f), H0 hold and λ > 0 is large
enough (see Proposition 3.4), then Ck(χ
+
λ , uˆ) = Ck(χ
−
λ , vˆ) = δk,1Z for all k ∈ N0.
Proof. We may assume that Kχ+
λ
= {u0, uˆ}. Otherwise we already have a fifth
nontrivial solution for (Pλ), which is also positive (see (3.47) and (3.26)).
Let mˆ+λ = χ
+
λ (u0) and let m˜
+
λ be as in (3.45). We have mˆ
+
λ < m˜
+
λ and we choose
η, ϑ ∈ R such that
(4.19) η < mˆ+λ < ϑ < m˜
+
λ .
For these levels, we consider the corresponding sublevel sets for χ+λ
(χ+λ )
η ⊆ (χ+λ )
ϑ ⊆W 1,p(Ω).
For this triple we consider the corresponding long exact sequence of singular
homological groups (see Motreanu, Motreanu & Papageorgiou [19, Proposition 6.14,
p. 143]). We have
(4.20)
· · · → Hk(W
1,p(Ω), (χ+λ )
η)
i∗→ Hk(W
1,p(Ω), (χ+λ )
ϑ)
∂ˆ∗→ Hk−1((χ
+
λ )
η, (χ+λ )
ϑ)→ · · ·
with i∗ being the homomorphism induced by the inclusion map i : (W
1,p(Ω), (χ+λ )
η)→
(W 1,p(Ω), (χ+λ )
ϑ) and ∂ˆ∗ is the composite boundary homomorphism.
From (4.19) we see that η < inf χ+λ (Kχ+
λ
) and so
(4.21) Hk(W
1,p(Ω), (χ+λ )
η) = Ck(χ
+
λ ,∞) = 0 for all k ∈ N0 (see Proposition 4.1).
Also, from (4.19) and (3.47), we have
Hk(W
1,p(Ω), (χ+λ )
ϑ) = Ck(χ
+
λ , uˆ) for all k ∈ N0,(4.22)
Hk−1((χ
+
λ )
ϑ, (χ+λ )
η) = Ck−1(χ
+
λ , u0) = δk−1,0Z = δk,1Z for all k ∈ N0(4.23)
(see [19, Lemma 6.55, p. 175] and Claim 2 of Proposition 3.4).
Returning to (4.20) and using (4.21), (4.22), (4.23), we see that only the tail
(that is, k = 1) of the long exact sequence is nontrivial. Moreover, by the rank
theorem and the exactness of (4.20), we have
rankH1(W
1,p(Ω), (χ+λ )
ϑ) = rank ker ∂ˆ∗ + rank im ∂ˆ∗
= rank im i∗ + rank im ∂ˆ∗,
⇒ rankC1(χ
+
λ , uˆ) 6 1 (see (4.21), (4.22), (4.23)).(4.24)
From the proof of Proposition 3.4 we know that uˆ ∈ Kχ+
λ
is of the mountain
pass type. Therefore
(4.25) C1(χ
+
λ , uˆ) 6= 0
(see [19, Corollary 6.81, p. 168]).
It follows from (4.24) and (4.25) that
Ck(χ
+
λ , uˆ) = δk,1Z for all k ∈ N0
Similarly, we can show that
Ck(χ
−
λ , vˆ) = δk,1Z for all k ∈ N0.
This completes the proof. 
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Let ϕλ :W
1,p(Ω)→ R be the energy functional for problem (Pλ) defined by
ϕλ(u) =
1
p
τ(u) − λ
∫
Ω
G(z, u)dz −
∫
Ω
F (z, u)dz for all u ∈W 1,p(Ω).
Evidently, ϕλ ∈ C
1(W 1,p(Ω),R).
Proposition 4.3. If hypotheses H(β), H(g), H(f) hold and λ > 0, then the func-
tional ϕλ satisfies the C-condition.
Proof. Let {un}n>1 ⊆W
1,p(Ω) be a sequence such that
|ϕλ(un)| 6M2 for some M2 > 0 and all n ∈ N(4.26)
(1 + ||un||)ϕ
′
λ(un)→ 0 in W
1,p(Ω)∗ as n→∞.(4.27)
By (4.27) we have∣∣∣∣〈A(un), h〉+
∫
∂Ω
β(z)|un|
p−2unhdσ − λ
∫
Ω
g(z, un)hdz −
∫
Ω
f(z, un)hdz
∣∣∣∣
6
ǫn||h||
1 + ||un||
(4.28)
for all h ∈W 1,p(Ω) with ǫn → 0
+.
In (4.28) we choose h = un ∈W
1,p(Ω). Then
(4.29) τ(un)−
∫
Ω
[λg(z, un) + f(z, un)]undz 6 ǫn for all n ∈ N.
Also, from (4.26) we have
(4.30) − τ(un) +
∫
Ω
p[λG(z, un) + F (z, un)]dz 6 pM2 for all n ∈ N.
Adding (4.29) and (4.30), we obtain∫
Ω
[p(λG(z, un) + F (z, un))− (λg(z, un) + f(z, un))un]dz 6M3(4.31)
for some M3 > 0 and all n ∈ N.
We claim that {un}n>1 ⊆ W
1,p(Ω) is bounded. Arguing by contradiction, sup-
pose that ||un|| → ∞. We set yn =
un
||un||
, n ∈ N. We have ||yn|| = 1 for all n ∈ N
and so we may assume that
(4.32) yn
w
→ y in W 1,p(Ω) and yn → y in L
p(Ω) and Lp(∂Ω).
From (4.28) we have∣∣∣∣〈A(yn), h〉+
∫
∂Ω
β(z)|yn|
p−2ynhdσ −
∫
Ω
λg(z, un)
||un||p−1
hdz −
∫
Ω
f(z, un)
||un||p−1
hdz
∣∣∣∣
6
ǫn||h||
(1 + ||un||)||un||p−1
(4.33)
for all n ∈ N.
From (2.5) it is clear that
(4.34)
{
g(·, un(·))
||un||p−1
}
n∈N
,
{
f(·, un(·))
||un||p−1
}
n∈N
⊆ Lp
′
(Ω) are bounded sequences.
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In (4.33) we choose h = yn−y ∈ W
1,p(Ω) and pass to the limit as n→∞. Then
using (4.32) and (4.34), we obtain
lim
n→∞
〈A(yn), yn − y〉 = 0,
⇒ yn → y in W
1,p(Ω) (see Proposition 2.3) and so ||y|| = 1.(4.35)
From (4.35) we see that y 6= 0 and so if D+ = {z ∈ Ω : |y(z)| > 0}, then
|D+|N > 0 with | · |N denoting the Lebesgue measure on R
N . We have
|un(z)| → +∞ for almost all z ∈ D+,
⇒ lim inf
n→∞
pF (z, un(z))− f(z, un(z))un(z)
|un(z)|τ
> 0 for almost all z ∈ D+
(see hypothesis H(f)(iii))
⇒ lim inf
n→∞
1
||un||τ
∫
D+
[pF (z, un)− f(z, un)un]dz > 0 (by Fatou’s lemma)
⇒ lim inf
n→∞
1
||un||τ
∫
Ω
[pF (z, un)− f(z, un)un]dz > 0 (see (2.5)).(4.36)
Note that hypothesis H(g)(ii) implies that given ǫ > 0, we can find c17 =
c17(ǫ) > 0 such that
(4.37)
g(z, x)x 6 ǫ|x|τ + c17 for almost all z ∈ Ω and all x ∈ R (see hypothesis H(g)(i)).
Since G(z, x) > 0 for almost all z ∈ Ω, all x ∈ R (by the sign condition in
H(g)(i)), we obtain
(4.38)
pG(z, x)− g(z, x)x > −ǫ|x|τ − c17 for almost all z ∈ Ω and all x ∈ R (see (4.37)).
Hence ∫
Ω
[p(λG(z, un) + F (z, un))− (λg(z, un) + f(z, un))un]dz
>
∫
Ω
[−λǫ|un|
τ + (pF (z, un)− f(z, un)un)]dz (see (4.38))
⇒
1
||un||τ
∫
Ω
[p(λG(z, un) + F (z, un))− (λg(z, un) + f(z, un))un]dz
>
∫
Ω
−λǫ
||un||p−τ
|yn|
τdz +
1
||un||p
∫
Ω
[pF (z, un)− f(z, un)un]dz.
Using (4.36), we obtain
(4.39) lim inf
n→∞
1
||un||τ
∫
Ω
[p(λG(z, un)+F (z, un))−(λg(z, un)+f(z, un))un]dz > 0.
On the other hand, relation (4.31) yields
(4.40) lim sup
n→∞
1
||un||τ
∫
Ω
[p(λG(z, un)+F (z, un))−(λg(z, un)+f(z, un))un]dz 6 0.
Comparing (4.39) and (4.40), we arrive at a contradiction.
This proves that
{un}n>1 ⊆W
1,p(Ω) is bounded.
So, we may assume that
(4.41) un
w
→ u in W 1,p(Ω) and un → u in L
p(Ω) and Lp(∂Ω).
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In (4.28) we choose h = un − u ∈W
1,p(Ω), pass to the limit as n→∞, and use
(4.41). Then
lim
n→∞
〈A(un), un − u〉 = 0,
⇒ un → u in W
1,p(Ω) (see Proposition 2.3),
⇒ ϕλ satisfies the C-condition.
The proof is now complete. 
Then using Proposition 8 of Papageorgiou, Ra˘dulescu & Repovsˇ [25], (see also
[4]), we obtain the following property.
Proposition 4.4. If hypotheses H(β), H(g), H(f) hold and λ > 0, then Cm(ϕλ,∞) 6=
0.
We assume that Kϕλ (λ > 0 sufficiently large, as in Proposition 3.4) is finite.
Otherwise we already have an infinity of solutions which are in C1(Ω) (nonlinear
regularity theory).
Proposition 4.5. If hypotheses H(β), H(g), H(f), H0 hold and λ > 0 is sufficiently
large (see Proposition 3.4), then
Ck(ϕλ, uˆ) = Ck(ϕλ, vˆ) = δk,1Z for all k ∈ N0,
Ck(ϕλ, 0) = Ck(ϕλ, u0) = Ck(ϕλ, v0) = δk,0Z for all k ∈ N0.
Proof. Consider the homotopy h˜+λ (·, ·) defined by
h˜+λ (t, u) = (1− t)ϕλ(u) + tχ
+
λ (u) for all (t, u) ∈ [0, 1]×W
1,p(Ω).
Suppose that we can find tn → t and un → uˆ in W
1,p(Ω) such that
(h˜+λ )
′
n(tn, un) = 0 for all n ∈ N.
We have
〈A(un), h〉+
∫
∂Ω
β(z)|un|
p−2unhdσ
= (1− tn)
∫
Ω
(λg(z, un) + f(z, un))hdz +
∫
Ω
i+λ (z, un)hdz
for all h ∈W 1,p(Ω), n ∈ N,
⇒ −∆pun(z) = (1− tn)(λg(z, un(z)) + f(z, u)n(z)) + tni
+
λ (z, un(z)))
for almost all z ∈ Ω,
∂u
∂np
+ β(z)|un|
p−2un = 0 on ∂Ω (see Papageorgiou & Ra˘dulescu [21]).(4.42)
From (4.42) and Proposition 7 of Papageorgiou & Ra˘dulescu [23], we have
||un||∞ 6M4 for some M4 > 0 and all n ∈ N.
Then invoking Theorem 2 of Lieberman [17], we can find α ∈ (0, 1) and M5 > 0
such that
(4.43) un ∈ C
1,α(Ω) and ||un||C1,α(Ω) 6M5 for some M5 > 0 and all n ∈ N.
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By (4.43), the compact embedding of C1,α(Ω) into C1(Ω) and the fact that
un → uˆ in W
1,p(Ω), we infer that
un → uˆ in C
1(Ω),
⇒ un − u0 ∈ intC+ for all n > n0 (see Proposition 3.4),
⇒ {un}n>n0 ⊆ Kϕλ (see (3.26)),
a contradiction to our hypothesis that Kϕλ is finite.
Therefore by the homotopy invariance property of critical groups (see [10, p.
836]), we have
Ck(ϕλ, uˆ) = Ck(χ
+
λ , uˆ) for all k ∈ N0,
⇒ Ck(ϕλ, uˆ) = δk,1Z for all k ∈ N0.
Similarly, using this time χ−λ , we show that
Ck(ϕλ, vˆ) = δk,1Z for all k ∈ N0.
Recall that u0 ∈ D+ and v0 ∈ −D+ are local minimizers of the functionals χ
+
λ (·)
and χ−λ (·), respectively (see Claim 4.2 in the proof of Proposition 3.4). Hence we
have
(4.44) Ck(χ
+
λ , u0) = Ck(χ
−
λ , v0) = δk,0Z for all k ∈ N0.
A homotopy invariance argument as above, shows that
Ck(ϕλ, u0) = Ck(χ
+
λ , u0) and Ck(ϕλ, v0) = Ck(χ
−
λ , v0) for all k ∈ N0,
⇒ Ck(ϕλ, u0) = Ck(ϕλ, v0) = δk,0Z for all k ∈ N0 (see (4.44)).
Finally, hypotheses H(g)(ii) and H(f)(iii) imply that
u = 0 is a local minimizer of ϕλ
(see also the proof of Proposition 3.1). It follows that
Ck(ϕλ, 0) = δk,0Z for all k ∈ N0.
The proof is now complete. 
Proposition 4.6. If hypotheses H(β), H(g), H(f), H0 hold and λ > 0 is large
enough (see Proposition 3.4), then problem (Pλ) has a fifth nontrivial solution
y0 ∈ C
1(Ω).
Proof. According to Proposition 4.4, we have
Cm(ϕλ,∞) 6= 0.
So, there exists y0 ∈ Kϕλ such that
(4.45) Cm(ϕλ, y0) 6= 0.
Since m > 2, by Proposition 4.5 and (4.45), we infer that
y0 /∈ {0, u0, v0, uˆ, vˆ}.
Therefore y0 is a fifth nontrivial solution of (Pλ) (for sufficiently large λ > 0)
and the nonlinear regularity theory implies that y0 ∈ C
1(Ω). 
Finally, we can state the following multiplicity theorem for problem (Pλ).
26 N.S. PAPAGEORGIOU, V.D. RA˘DULESCU, AND D.D. REPOVSˇ
Theorem 4.1. If hypotheses H(β), H(g), H(f), H0 hold, then for all sufficiently
large λ > 0 problem (Pλ) has at least five nontrivial solutions
u0, uˆ ∈ D+ with uˆ− u0 ∈ intC+,
v0, vˆ ∈ −D+ with v0 − vˆ ∈ intC+
and y0 ∈ C
1(Ω).
Question. Is it possible, in the framework of the present paper, to generate
nodal solutions for (Pλ)?
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