One of the main objectives of data analysis in industrial contexts is prediction, that is, to identify a function that allows predicting the value of a response from the values of other variables considered as potential predictors of this outcome. The large volumes of data that current technology allows to generate and store have made it necessary to develop methods of analysis alternative to the traditional ones to achieve this objective, which allow mainly to process these large amounts of information and to predict the response in real time. Enclosed under the name of Data Mining, many of these new methods are based on automatic algorithms mostly originated in the computer field. However, the quality of the information that feeds these procedures remains a key factor in ensuring the reliability of the results. With this premise, in this work we study the effect that the presence of faults in the measurement devices that originate the information to be analyzed, can cause on the predictive ability of one of the predictive methods of data mining, the decision trees. The results are compared with those obtained using one of the traditional statistical techniques: multiple linear regression. The results obtained indicate that the effect of measurement related errors on the predictive ability of decision trees, compared to traditional regression models, depends on the nature of the measurement error.
I. Introduction
Quality improvement (QI) of industrial products and processes requires collection and analyses of data to solve quality related manufacturing problems. With advances in automation and computer systems, data from manufacturing processes is becoming more and more available. Although traditional data analysis tools have been successfully used in improving quality of products and processes, now better tools exist to mine massive data sets collected through computerized systems in the industry.
Knowledge discovery in databases (KDD) is being successfully used for solving QI problems involving multivariate data in various stages of product/process life cycles. One of the earliest definitions of KDD is: "the non-trivial extraction of implicit, previously unknown, and potentially useful information from data" [1] . For many years, this attempt to find useful patterns in data has been given different names, including data mining (DM), knowledge extraction, information discovery, etc. With the passage of time, the concepts have been refined. Although today some authors still use KDD and DM as synonymous, we agree with the view of many other authors who state that KDD refers to the overall process of discovering useful knowledge from data, while DM refers to a step in this process that consists of applying data analysis and discovery algorithms to produce a particular enumeration of patterns or models from the data.
These methods arise as an attempt to deal with the need to process massive volumes of data, making indispensable to turn to automated methods of analysis. While in many fields automation has been considered as a substitute for human supervision, we considered that problem solving is a human process and DM should be seen as a very powerful tool that help us in the process of knowledge discovery. As in any other analysis technique, data quality is one of the vital factors to ensure good results. Although KDD process involves steps entirely dedicated to data preparation and data cleansing, there is one source of noise in data that can be avoided prior to data collection and storage: measurement errors. Most of the available data, mainly in manufacturing processes, come from measurements. Measurement systems have also evolved as a result of the advances in technologies. Nowadays, industries have complex measurement systems integrated to the whole production process that automatically scan and register many characteristics of the product at every phase of the process. In this context, any distortion in a measurement sensor will lead to a lot of "contaminated data" in a very short period of time. It has been proved that measurement errors can cause important distortions on the performance of many traditional statistical methods used in QI activities ([2] to [7] ). Therefore, it is natural to wonder if measurement errors can also affect the performance of DM algorithms.
In this work we focus on one of the data mining methods with applications in manufacturing industries to handle QI problems involving prediction goals; the decision trees.This technique is used to model a real database coming from a concrete manufacturing process. The predictive performance of the model under the presence of both random and systematic measurement errors is analyzed and compared with the performance reached by using traditional multiple linear regression (MLR) analysis.
The rest of the paper is organized as follows. Section II gives a brief note on prediction methods for quality improvement. In section III the design of the study is detailed. This includes a brief summary of the techniques of analysis used in this work, a description of the real dataset used and its context, a review on the concepts of measurement systems and measurement errors and the specification of the steps of the analysis and the criteria assumed to conducted it. Section IV presents the results of the analysis and the conclusions and discussion are provided in section V.
II. Prediction in quality improvement
In a very general way, data mining methods can be divided in terms of the goal that they try to achieve. The two primary goals of data mining in practice used to be prediction and description. Although the boundaries between them are not so sharp, we considered as prediction goal related methods those that allow using some variables or fields in the database to predict the unknown future values of other variable.
One of the bases of the today's management strategies in industry is the ability to predict malfunctions within processes even before such situations occur. Advanced predictive models can be used to this purpose. Depending on whether the type of data to be predicted is continuous or categorical, predictive modeling can be performed building prediction or classification functions, respectively. According to several authors ([8] to [11] ), three main approaches for building prediction/classification functions can be distinguished: statistical based methods, machine learning and neural networks. Within the statistical approach, relationships among variables in the data set are modeled under the assumption of an explicit underlying probability model. Machine learning and neural networks approaches belong to the group of non-parametric techniques, where no assumptions are made about any underlying distribution in the data. Under the machine learning umbrella, algorithms based on decision trees (DT) are of the most used for prediction tasks. They generates rules having "if-then" type structures, so prediction/classification results from following a sequence of logical steps. Finally, neural network (NN) algorithms were inspired by the way that biological systems like the human brain process the information. These algorithms build connections among sets of nodes, each node producing a nonlinear function of its input, in such a way that the complete network forms a structure in which each input variable or node is connected to one or more output nodes, leading to a very complex system of inter-dependencies. Kösksalet al. [11] conduct a review of literature involving DM applications in manufacturing industries to handle QI problems. The review covers publications from 1997 through 2007, and one of the issues considered in this review was the identification of the DM methods that are commonly used for different "quality tasks 2 " in manufacturing industry. According to their results, predicting quality is the most frequently performed task. They also report that the most commonly used methods to accomplish this task are: multiple linear regression (MLR) among the statistical based method, CART among the DT-based methods and multilayer perceptron (MLP) with backpropagation learning used with gradient descent optimization (BP(GD)) under the NN-based methods.
In this work we compare the two techniques reported as most used in the first two groups, MLR and CART DT, regarding their robustness against the presence of measurement errors.
III. Design of the study

Analysis techniques used
Linear regression analysis has been widely used in the most diverse domains to model the structural relationship between a dependent or response variable and at least one predictor or independent variable. In general, the main purpose is to use this model to predict, as accurately as possible, the values that the response variable would take for future observations of the predictors. These models are easy to construct and interpret;however, it should be taken into account that they are built under certain assumptions, which must be satisfied in order to assess the validity of the results. This could restrict the situations in which MLR can be applied ( [12] , [13] ).Nowadays, it is not difficult to find situations in which the variables of interest are related through complex nonlinear functions, which are rarely noticed or suspected a priori, so as to be taken into account when proposing the regression model. This motivates the need to have methods that allow modeling thiskind of relationships in a more flexible way, with respect to the requirements that must be satisfied.
Decision trees are a non-parametric method of supervised learning, whose objective is to create a model for predicting the values of a response variable of interest, based on simple decision rules inferred from the data. In general terms, a decision tree looks like a tree upside down with the root at the top and the leaves at the bottom. The algorithm works by repeatedly partitioning the data, in order that each partition generates more homogeneous groups with respect to the response variable of interest. Beginning with the root (called "root node") the tree splits into two or more branches, where each branch in turn can again be split into two or more branches. The process continues until a "terminal node" is reached, that is, a node or branch which is not further split ( [14] , [15] , [16] ).
The CART classification and regression trees [17] have a series of properties that make them extremely attractive, being therefore one of the algorithms most used in practical applications. The CART algorithm performs only binary partitions at each step, so that the final structure of the tree is determined by a network of simple questions; starting with the root node, the answer to each question determines which branch of the tree to follow and what is the next question, until a terminal node is reached. This terminal node represents the final "decision" for that observation.
Concrete data
Concrete is an essential material in civil engineering, since it is used for the construction of the most diverse structures, from houses to bridges or large buildings. One of the most important mechanical properties of this material is its compressive strength, in fact, a specific variety called high strength concrete (HSC) exists. Its higher strength compared with normal strength concrete makes it useful in constructions that need to be reduced in weight; HSC carries load more efficiently so a lower amount of material is needed.
HSC is the product of a sophisticated mixture of several materials: cement, water, fine and coarse aggregates and some other ingredients. The strength of the concrete depends on the proportions of each ingredient added to the mixture, the ratio of water to cement being the most important factor. When the cement mixes with the water creates a cementing medium; if the mixture is adequate this paste covers each particle of the rest of the ingredients and fills all the free spaces between them. When the paste sets and hardens, all the ingredients are adhered and transformed into a solid mass. The chemical reactions between the water and the cement that cause the cemented paste to harden are produced quickly at first and slowly afterwards during a long period of time, so that under normal conditions the concrete reaches its maximum resistance over time ( [18] , [19] ). Therefore, the compressive strength is usually measured after curing of 28 days.
In this work, a database of 1030 records is used 3 [20] , without missing data, corresponding to concrete mix compositions with the following ingredients: cement, slag, fly ash, water, plasticizer, coarse aggregate and fine aggregate. Each of these components of the mixture constitutes an input variable for the process (X 1 to X 7 , respectively), all measured in kg per cubic meter of mixture. There is also an additional variable that measures the "age" of the concrete, recorded in days (X 8 ), i.e., the number of days of curing until the strength test. Finally, the database contains the compressive strength of the resulting mixture in each case (Y), measured in megapascals (Mpa).
Measurement errors
A measurement system can be defined as the set of devices, tools, procedures, people and environments used to assign a number to a characteristic being measured [21] . Therefore, the measurement system can be seen as a process itself, as such can be affected by several factors leading to incorrect measurements. An ideal measurement system should always provide accurate and precise measurements.
The precision of a measurement system refers to the variability observed within repeated measurements of the same unit under the same conditions. A measurement system is precise if it is capable of producing consistent results when the same unit is repeatedly measured under uniform conditions. The accuracy of the system refers to the difference between the true value of the characteristic being measured and the mean of the measured values. A measurement system is accurate if it has the ability to provide measurements that, on average, coincide with the true value of the characteristic being measured. According to these properties, the measurement error can then be decomposed into two elements: a systematic component associated to the accuracy of the measurement system, and a stochastic or random component related to itsprecision [22] . 3 The database belongs to Prof. I-Cheng Yeh(*), who donated it to UC Irvine Machine Learning Repository, University of California (https://archive.ics.uci.edu/ml/datasets.html), where it is of free access with retention of copyright notice for his owner and his published paper [18] . When data are obtained from measurements, it is necessary to take into account that the observed values could be affected by measurement errors, so that a distinction between the real or latent variable and the empirical variable must be considered [3] . The presence of systematic errors generates a constant bias in the measurements, so that the empirical variable results:
= + , where is a real constant that represents the magnitude of the bias of the measurement system. The presence of a stochastic error component implies the existence of a random variable representing it, so that the empirical variable is: = + .
Any analysis conducted using data coming from measurements will work on the empirical variable instead of the true variable , so the impact of this should be carefully studied.
Analysis design
First, the original data set which is free of measurement errors is analyzed using the two techniques aforementioned, MLR and CART. The adjusted models in each case are used to establish a measure of their predictive power, which is used as a reference measure for subsequent comparisons.In the second instance, different structures of measurement errors are added to the original data, leading to new modified datasets. The models built in the first stage are used to predict the response on these modified data and a measure of the prediction error is computed from the resulting predicted values. The predictive measures obtained when models are applied to data free of error are then compared with the same measures obtained by the same model applied to data affected by measurement errors, in order to assess the impact of the presence of measurement errors.
Both random and systematic measurement errors are considered, and it is assumed that they affect the seven predictors related to weights of ingredients; because of its nature, it would be reasonable to assume that they are susceptible to error, either because of the instrument or the operator. Since each ingredient has a different range of variation, it is also assumed that each one is measured with a different device, and therefore errors are introduced independently to each of the variables.
For the case of random measurement errors, it is assumed that they are generated by a normal model with zero mean and constant variance for each variable 2 .Let then be ~ 0, 2 the random variable that represents the measurement error of the variable . Under this assumption, the original values of the variables for = 1, … , 7 are replaced by random values of new variables , obtained as: = + , where is a quantity randomly generated by the model assumed for . On the contrary, systematic errors are introduced by adding a constant quantity to the original values of the variables for = 1, … ,7; that is: = + . In both cases, random and systematic errors, the study considers different values of 2 and , in order to evaluate the effect of varying the magnitude of the measurement errors. For 2 a grid of values proportional to the magnitude of the variability of the corresponding variable is considered; that is: 2 ∈ 0.01 2 , = 1,…,100 ∀ =1,…,7.Similarly, a grid of values for the constant is assumed, which in this case are proportional to the average of the variable that will be affected; that is: ∈ 0.01 , = 1, … ,100 ∀ = 1, … ,7.The analysis is implemented in R-project software. The original database is randomly partitioned into train and test sets (70:30). Measurement errors are added to observations in the test set.The predictive power of models is assessed through the usual measure to evaluate predictive models, the root of the mean squared error (RMSE), computed from predictions on the test set. Regarding the fit of the regression model, stepwise selection of variables is applied to select the predictors to consider in the model. For the decision tree, on the other hand, the control parameters are set so as to let the tree to growuntil each terminal node is pure, and then proceed to prune it back. The prune is made according to the contribution that each subsequent split of nodes provides to the reduction of the prediction error. The criterion established for pruning is to prune the tree by selecting the first value of complexity for which the next partition generates an error reduction of less than 0.1%.
IV. Results
Data free of measurement errors.
As it has been aforementioned, a test set was split off from the original database. Table 1 shows descriptive measures of all the variables, by group (training -test) and for the overall dataset as well, where it can be seen that groups are balanced.
The stepwise regression procedure identifies the quantities of cement, superplasticizer, slag, water and fly ash, as well as the age of the cement, as relevant variables ( Table 2 ). Analysis of the variance for the model fitted with those selected predictors yields a p-value lower than 0.0001 and a coefficient of determination equal to 0.62 R 2 = 0.62 .
The estimated coefficients of the model indicate that the strength of the concrete increases with age and increases as well by increasing the amounts of all ingredients except for water, whose increase in the mixture produces the opposite effect. The resulting model is used to predict the strength of the concrete obtained under each of the conditions given in the records of the test dataset. Those values are then compared with the true known values of strength under each condition and the RMSE is computed, which results 10.483 = 10.483 . On the other hand, the complete decision treehas 460 nodes. Table 3 shows the values of the complexity parameter and the relative errors in training and cross validation for the first 17 splits of the tree. The criterion assumed for pruning the tree indicates that the tree should stop partitioning after 12 splits, since the improvement in the error rate for the next split is lower than 0.1%. The pruned tree has then 13 terminal nodes and the variables used in tree construction coincide with those selected by the stepwise regression and adds the quantity of coarse aggregate ( 6 ). This means that the tree would lead to a decision going over a network of binary rules based on the age of the concrete and on the quantities of water, cement, slag, superplasticizer and coarse aggregate used in the mixture. Fig. 1 shows the plotting of the pruned tree. Fig. 2 shows the training and cross validation relative error against the number of splits, for the first one hundred splits; the vertical dashed line is located at the number of splits at which the tree was pruned.
The selected tree is run on the test set records and the resulting predicted values are compared to the true known values of the response, yielding to = 9.359. 
Prediction under the presence of random measurement errors
Since random measurement errors needs to be added to the original data by randomly generating a value of a normal distribution, the process is repeated several times in order to avoid the possible noise accounted for a single random selection. Therefore, for each predictor , = 1, … ,7 and for each magnitude of measurement error = 1, … ,100 500 samples of = 309 (number of records in the test set) random values of a normal distribution with mean zero and variance 2 are simulated. Each of these samples is added in turn to the original values of the predictors, leading to a "contaminated" dataset with which the response is predicted by the regression model and the pruned tree both selected in the previous section. In both cases RMSE is computed. Repeating this process for each of the samples leads to 500 values of RMSE, which are at the end summarized in mean. Fig. 3 shows the means of RMSE for both methods against the magnitude of the measurement error, the latter expressed as the percentage of the variance of each variable. It can be seen that the predictive power of both the regression model and the decision tree is affected by the presence of measurement errors. The effect is shown as an increase in the RMSEs compared to those obtained with the free of errors data. In both techniques the effect becomes more important as the magnitude of error increases.
In relative terms, the effect seems to be more harmful for CART based predictions, unless the magnitude of errors is high (more than 75% of the variance of the corresponding variable), in which case regression based predictions are more affected. This can be seen in Fig. 4 , where the plotted curves represent, for each technique, the ratio of the RMSE obtained from data with measurement errors relative to the RMSE reached with the original free of errors data, against the magnitude of errors.
Finally, in order to compare the techniques with each other, the ratio between the CART based RMSE and the regression based RMSE is computed for both datasets with and without measurement errors. The result shows that the linear regression model has a better predictive performance than CART decision tree, for lower measurement error magnitudes (less than 30% of the original variance), whereas CART is definitely better when errors are of higher magnitude. 
Prediction under the presence of systematic measurement errors
In this case each record in the original test set is modified by adding a constant error, proportional to the mean of the corresponding variable. Thus, a new "contaminated" data set is generated for each of the magnitudes of measurement error considered. As before, these data are used to predict the response using the two models selected in section 4.1, and RMSE for both methods is computed from the resulting predicted values.The RMSE curves for CART and MLR are shown in Fig. 6 , along with the RMSE values of both techniques obtained from the data free of errors. It is possible to observe that under the presence of this type of errors, the predictive power of the decision tree is seriously affected, whereas the effect on the MLR model performance is less important. In fact, the increase in the MLR prediction error induced by the presence of measurement errors is almost negligible when the magnitude of errors is less than 40% of the original means. DOI: 10.9790/0661-1901049098 www.iosrjournals.org 97 | Page
The same information but in relative terms is shown in Fig. 7 . Each RMSE obtained from contaminated data was divided by the RMSE obtained from the original data. The serious distortion of predictive power of CART model is more than notable; under the presence of systematic measurement errors the CART based RMSE was observed up to almost twice the value reached from the original data.
Regarding the comparison of both methods to each other, recall that CART algorithm showed a better predictive performance than MLR when applied to the original data ( = 9.359vs = 10.483). However, the presence of systematic measurement errors generates the opposite behavior (Fig. 8) . The RMSE obtained by CART is greater than that achieved by the linear regression model. Depending on the magnitude of the measurement error, the prediction error with CART can be up to 60% greater than the generated by the regression model. 
V. Conclusion and Discussion
Decision tree algorithms have emerged as a non-parametric alternative to identify or discover the relationships existing in a set of variables, with the aim of creating a model that allows predicting the value of a response as a function of input variables and their relationships. Nowadays it is perhaps one of the most used data mining tools in various disciplines, because of its many advantages: it is easy to understand and interpret, it requires little data preparation, it can incorporate both numerical and categorical variables, among others.
From the practical point of view, however, the question that has motivated this work is how robust these algorithms are to make predictions when the data begin to incorporate external "noise", in particular, the additional variability coming from measurement errors, which is likely to occur every time a measurement system is used to get the information about the process.
The CART algorithm was applied to a real dataset, free of measurement error, to construct a regression tree to predict the strength of concrete as a function of a series of variables that represent the components of the mixture and the curing time. This model was then used to predict the response on new datasets, which are generated by modifying the original data through the addition of different structures of measurement errors. The comparison of the prediction error obtained when data are affected by measurement errors with the value reached when data are free of error allows analyzing the effect that measurement errors could cause on the predictive power of the models.
The results across all the scenarios showed that the prediction error is always affected by the presence of measurement errors, whether random or systematic, and even if they are of small magnitude. However, the presence of systematic errors has shown much more detrimental to the predictive power of trees than the presence of random errors, generating increases in the RMSE of up to about 60%.
Additionally, the comparison of the predictive performance of the CART algorithm with that of a multiple linear regression model, reveals that, under free of error data, CART has a better predictive behavior than MLR. This result holds also under the presence of random measurement errors, even though CART is more adversely affected by measurement errors. However, the contrary occurs when a constant bias affects the measurements. In this case, the distortion in the predictive ability of CART greatly exceeds that accounted for MLR model.
These results, although corresponding to the study on a particular case, show the importance of constantly ensuring the quality of the information collected. This has even more relevance in the current industrial contexts in which automation allows the generation and the storage of a large amount of data in very short periods of time, which real-time analysis identifies corrective actions almost immediately.
