Abstract-In multiple-input multiple-output radar, to localize a target and estimate its reflection coefficient, a given cost function is usually optimized over a grid of points. The performance of such algorithms is directly affected by the grid resolution. Increasing the number of grid points enhances the resolution of the estimator but also increases its computational complexity exponentially. In this paper, two reduced complexity algorithms are derived based on Capon and amplitude and phase estimation (APES) to estimate the reflection coefficient, angular location, and Doppler shift of multiple moving targets. By exploiting the structure of the terms, the cost function is brought into a form that allows us to apply the two-dimensional fast Fourier transform (2D-FFT) and reduce the computational complexity of estimation. Using low resolution 2D-FFT, the proposed algorithm identifies suboptimal estimates and feeds them as initial points to the derived Newton gradient algorithm. In contrast to the grid-based search algorithms, the proposed algorithm can optimally estimate on-and off-the-grid targets in very low computational complexity. A new APES cost function with better estimation performance is also discussed. Generalized expressions of the Cramér-Rao lower bound are derived to assess the performance of the proposed algorithm.
increases the signal-to-noise-ratio (SNR) at the receiver and improves the estimation performance of the system. Alternatively, widely spaced MIMO radar provides spatial diversity and is more robust against the scintillation effect [8] . The focus of this paper is on the collocated MIMO radar.
Several adaptive techniques are developed to estimate the parameters of stationary targets in the collocated MIMO radar case. For example, in [9] and [10] , a simple one-dimensional search problem is introduced to jointly estimate the reflection coefficient and the direction-of-arrival of stationary targets in the monostatic MIMO radar case. In [11] , a 2D-Capon algorithm is applied to estimate the direction-of-departure and direction-ofarrival of multiple targets in the bistatic MIMO radar scenario. Besides, a more efficient target detection and parameter estimation algorithm based on the Parallel Factor (PARAFAC) analysis is introduced in [12] . However, when the targets are moving, the Doppler shift is an additional unknown parameter that should be estimated. In [13] , the authors applied the estimation-of-signalparameters-via-rotational-invariant-techniques (ESPRIT) and derived a reduced complexity algorithm for the joint estimation of the angle and Doppler frequencies. In [14] , [15] , authors have proposed a method based on time division multiplexing to estimate only the direction-of-arrival of moving targets.
In this paper, to estimate the reflection coefficient, spatial location, and Doppler shift of multiple moving targets, using collocated MIMO radar, our contributions are given below:
r The implementation of Capon and amplitude-and-phaseestimation (APES) using two-dimensional fast-Fouriertransform (2D-FFT) is introduced in [16] [17] [18] [19] . However, as far as the authors know, it was never been used for the estimation of the spatial location and Doppler shift. We show that if the target is moving, the cost-function in its original form cannot be used to straightforwardly apply the 2D-FFT.
r By exploiting the structure of the vectors and matrices, we manipulate the terms of the cost-function and bring it in another form that allows us to apply the 2D-FFT to estimate the spatial location and Doppler shift. This reduces the computational complexity of the two-dimensional grid search problem from O(N 3 ) to O(N 2 log 2 (N )), where N is the number of grid points.
r The estimation of the target's reflection coefficient is written in closed-form and depends on the spatial location and Doppler shift. Contrarily to conventional algorithms [10] , [20] where the estimate of the spatial location corresponds to the value where the reflection coefficient is maximized, 1053-587X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
we estimated the spatial location and Doppler shift by minimizing a new cost-function. This significantly improves the estimation performance.
r Low resolution estimates are used as initial points for the derived Newton gradient algorithm, which can yield onand off-the-grid estimates.
r To assess the estimator's performance, the generalized expressions of the Cramér-Rao lower bound (CRLB) are derived and compared with the mean-square-estimationerror (MSEE) of each parameter. The CRLB expressions are function of the transmitted signals and the covariance matrix of the colored Gaussian noise. The organization of the paper is as follows. In the following section, the problem is formulated. The estimators of the different parameters are derived in Section III. In Section IV, the Fisher-information-matrix (FIM) and the CRLB of the parameters are derived. The derivations of the iterative Newton algorithm are detailed in Section V. Simulation results are presented in Section VI. Finally, conclusion is drawn in Section VII.
Notation: Bold upper case letters, X, and lower case letters, x, respectively denote matrices and vectors. The identity matrix of dimension n × n is denoted by I n and D n denotes the diagonal matrix whose elements are 0 1 · · · n − 1 . Transpose, conjugate and conjugate transposition of a matrix are respectively denoted by (·)
T , (·) * and (·) H , while the statistical expectation is denoted by E{.}. The real, imaginary, and absolute value of a complex variable are respectively represented by (·) , (·) , and |x|. The subscript t in β t refers to the true target parameter while β andβ refer respectively to the dummy variable and the final estimated variable. This notation applies also for ω,ω, and w.
II. PROBLEM FORMULATION
Consider a narrowband MIMO radar system with uniformlinear-arrays (ULAs) at the transmitter and receiver. Let d T and d R respectively denote the inter-element spacing between the n T transmitting and n R receiving antennas and γ be the ratio d T /d R . Let β t be the reflection coefficient of a generic target located at an angle θ t and moving with a normalized angular Doppler shift ω t . The target's location θ t can be considered as a normalized spatial angular frequency defined bȳ
where λ is the wavelength of the transmitted signals.
Let 
where z m ,n (ω t ,ω t ) denotes the residual term which includes the unmodelled noise, static clutter, and intentional or unintentional jamming.
In [20] , [21] , the authors studied the following model
where the variable of interest α t (ω,ω) can be directly computed by applying the 2D-FFT on the received signals. However, when comparing (1) with (2), it can be noticed that, because of the term
k =0 e j γω t k x k,n , the 2D-FFT cannot be directly applied on the received signals to estimate the reflection coefficient β t . Hence, the problem in (1) needs to be handled differently.
The transmit and receive steering vectors for a normalized spatial angular frequencyω are defined respectively as follows
Thus, the received signal can be written in the following vector form
where
is a column vector containing the received signals at time index n. Similar definition is applied to construct x n and z n . The problem is to estimate the target parameters, namely the reflection coefficient β t , the Doppler angular frequency ω t and the spatial angular frequencyω t using the received signals y n .
III. PROPOSED PARAMETER ESTIMATION
Let R x = E x n x H n be the covariance matrix of the transmitted waveforms, which can be fully independent or partially correlated. To enhance the estimation performance, the received signal is multiplied with a beamformer weight vector, w, after which the received signal can be written as
In this work, two adaptive beamforming methods are considered. First, the Capon beamformer [22] , [23] is discussed. Next, the derivation is extended to the APES beamformer case [24] , [25] .
A. Capon Estimator
The Capon beamformer maximizes the signal-tointerference-plus-noise-ratio (SINR) and suppresses noise, interference and jamming while keeping the desired signal undistorted. If the covariance matrix of the received samples is denoted by R y = E y n y H n , the Capon beamformer is the solution of the following constrained optimization problem [9] w c = argmin
It should be noted that the covariance matrix R y depends on the true parameters of the target. Solving (5) yields to the following expression of the Capon beamformer
The Capon estimate of β t is defined as the minimizer of the following cost-function
is the transmitted power at a normalized spatial angular frequencyω. Evaluating the expression ofβ c at each grid point (ω,ω) requires high computational complexity. Thus, a more efficient implementation is derived. Let us define r n = R −1 y y n . So, the numerator of (7) can be written as
Interestingly, the generation of new samples s m ,n by multiplying r n with x n allows us to apply 2D-FFT. Therefore, by defining the matrix S = 1 N 2D-FFT S T , the target's spatial location and Doppler frequency can be jointly estimated as followŝ
Hence, using the 2D-FFT approach, the number of operations required to compute the term in (9) is reduced from
where N ω and Nω are respectively the number of grid points for ω andω. It should be noted that more efficient algorithms [17] , [18] are proposed to invert the received covariance matrix R y . However, because such approaches can be directly implemented in this problem, the authors did not expand that aspect.
The resolution of the 2D-FFT depends mainly on the number of samples. Hence, from (9), one concludes that using more time samples, i.e., increasing N, enhances the Doppler resolution of the cost-function. However, to enhance the spatial resolution, one can increase the number of transmit and receive antennas or increase γ which results in a longer virtual steering vector. The effect of using a longer virtual array is shown in Section VI.
B. APES Estimator
By following [24] , the APES beamformer is formulated aŝ
Again, by differentiating the above cost-function with respect to the complex conjugate β * and equating it to 0, the expression of the minimizing reflection coefficient β can be written as
whereṽ(ω,ω) = E e −j ω n y n x H n a * T (ω) . By substituting (14) in (13) , the APES beamformer is determined as
(For notational convenience, we sometimes drop the dependence on ω andω below.) Usually [20] , [21] , the APES estimates of ω t andω t are defined as the maximizers of the below cost-function
Using the Sherman-Morrison formula, the inverse of Q(ω,ω) is
. (18) Hence, (17) becomes equivalent to maximizing
(19) However, when minimizing the following cost-function
a simpler expression is found and the simulation results show that it also has a better estimation performance. The expression of the second term's numerator is equal to the absolute square of the expression in (9) . Hence, the same 2D-FFT approach is again used to evaluate it. Now, a marginally different approach is proposed to compute the termṽ H R
−1 yṽ
in the denominator. First, the Cholesky decomposition [26] is used to design an upper triangular matrix U such that U H U = R −1 y . Next, by defining the two column vectorsr n = Uy n and v(ω,ω) = Uṽ(ω,ω) = E{e
where V i,m ,n =r i,nx * m ,n is a term of a three dimentional matrix V of size n R × γ(n T − 1) × N andx m ,n is an up-sampled version of x m ,n such that
By defining the matrix
Therefore, the cost-function in (20) can be reformulated as shown beloŵ
(24) Again, the 2D-FFT approach reduced the number of operations required to compute the term in (21) 
. Similarly, it should be noticed that by increasing γ, the size of V increases. Hence, the 2D-FFT result is interpolated leading to higher spatial resolution.
To assess the performance of the presented estimators, the CRLB of all three parameters will be derived in the following section.
IV. CRAMÉR-RAO LOWER BOUND
In this section, the CRLB is derived in the case where one moving target is present. The problem in (3) can be reformulated in a vector form as below
T is a column vector that contains all received samples from time n to (n + N − 1). Also, u and z are defined similarly. Assuming that there are no interferers and that the noise samples follow a white Gaussian distribution with covariance matrix R z independent of the target parameters, the FIM for the estimation of the vector of unknown parameters η = β t β t ω tωt can be found using the Slepian-Bangs formula [27]
As detailed in Appendix A, the final expressions of the CLRB for the different parameters are It should be noted that the expressions of the CRLB are independent of the angular Doppler shift ω.
To find a more accurate estimatorη, the solution of (12) and (24) should be determined with very high resolution. Thus, a large number of FFT points should be used to determine the estimatesω t andω t as presented in [28] . To reduce the computational cost and avoid using large number of FFT points, an iterative method is presented in the next section.
V. ITERATIVE METHOD
This method will use low resolution estimatesω t andω t as initial values to initialize the Newton algorithm and optimize the appropriate Capon and APES cost-functions rewritten beloŵ ω c ,ω c = argmax
Hence, the first and second order derivatives with respect to ω andω of the expressions
y a R (ω) and p(ω) are detailed in Appendix B. Compared to the steepest descent algorithm, the Newton iteration is more complex because it requires the evaluation and inversion of the Hessian. Fortunately, in our case, the Hessian is only a 2 by 2 matrix. Thus, the computational complexity of evaluating and inverting it is minor compared to the gain achieved by the reduced number of iteration. Thus, the overall computational cost of the Newton method is much lower than the Steepest descent method. We summarize the Newton optimization algorithm as follows:
VI. SIMULATION RESULTS
This section presents the simulation results and demonstrates the performance of the proposed estimators. In all simulations, 10 transmit and 10 receive antennas are used and the interelement spacing between antennas at the receiver is set to be half the wavelength, i.e., d R = λ 2 . The noise terms z n are drawn from a zero mean spatially colored Gaussian distribution with an unknown covariance matrix. The (p, q)th element of the unkown noise covariance matrix is defined as
2 (p−q ) . In the first subsection, multiple targets are considered to investigate the effect of the beampattern design on the performance of our algorithms. In the second subsection, the performance of our estimators will be assessed by comparing their MSEE with the derived CRLB under different scenarios. The third subsection illustrates the computational gain achieved by the iterative algorithm.
A. Effect of the Beampattern Design on the Detection Performance
Setting SNR = 0 dB, N = 32 snapshots are transmitted to detect 4 targets with parameters given in Table I . The Capon (12) and APES (19) cost-functions are computed using 256 point 2D-FFT. The performance of fully independent waveforms is presented in Fig. 1 . When comparing the plots (a) and (b) in Fig. 1 , the cost-functions are indeed maximized around the target positions indicated by the red circles. However, as we are operating at low SNR, both plots present two more peaks marked by green circles which do not correspond to actual targets.
To remediate this issue without increasing the transmitted power, a correlated 8-PAM waveform is generated using the beampattern design algorithm proposed in [7] . The designed • and 30
• . Their transmitted power is illustrated in Fig. 2 . The performance of the Capon and APES beamformers using the correlated signals is presented in Fig. 3 . It can be seen that when carefully designed correlated signals are used, the SNR is increased in the region of interest and the two false peaks are suppressed. In Figs. 1 and 3 , it should be noted that the peaks of the Capon cost-function are narrower in the spatial directionω. However, in the Doppler direction ω, the peaks of the two beamformers have approximately the same resolution.
B. Estimation Performance
In the next simulations, one target of interest is located at θ t = −5
• and has a reflection coefficient
. Two static scatterers are present at −30
• and 50
• with interference-tonoise ratio INR = 0 dB. Here, we used N = 128 snapshots of fully independent waveforms and the results are averaged over 1,000 realizations. Since the CRLB of the parameters is independent of the target's Doppler frequency, ω t is generated at each realization from a Gaussian random variable with mean π/2 and variance 0.001.
Because the two scatterers act as static targets, the costfunctions (12), (19) and, (24) are also maximized around their spatial location. Therefore, maximums with Doppler frequencies around 0 are neglected and we look for the first maximum with non-null Doppler shift. Fig. 4 presents the performance of the Capon estimator when half-wavelength inter-element spacing is used at the transmitter, i.e., γ = 1. It can be seen that the MSEE of the spatial location estimator follows closely its CRLB with a 3 dB gap. However, the MSEE of the Doppler shift does not meet its CRLB. In fact, for the above simulation parameters, the Doppler MSEE is bounded by −66 dB. Fig. 5 presents the performance of the APES algorithm when maximizing the APES cost-function in (19) . Although the APES algorithm is expected to outperform the Capon algorithm, it can be seen that the MSEE of the estimators are far from their respective CRLB.
However, when maximizing the cost-function (24), Fig. 6 shows a better performance. It can be seen that the MSEE of both spatial location and Doppler shift frequency follow their respective CRLB graphs. Moreover, when a longer virtual array [29] [30] [31] [32] is constructed by setting γ = 2, Fig. 7 shows how the MSEE of spatial location gets even closer to its CRLB. In fact, increasing the length of the virtual array improves mainly the spatial resolution. Thus, the CRLB of the Doppler shift remains almost unchanged while the CRLB of the spatial location expectedly decreases by 4 dB.
When the SNR increases, the peaks of the Capon and APES cost-functions become narrower. Likewise, increasing the number of samples N or the number of transmit and receive antenna reduces the peak width of the cost-function. So, to avoid missing the maximum at high SNR values, we used a high resolution 2D-FFT with 1024 points. However, it should be noted that for SNR values less than 0 dB, a 256 2D-FFT operation is adequate to detect the correct maximum.
C. Computational Performance
The gain in estimation performance achieved by APES compared to the Capon algorithm comes with a cost in computational complexity. As discussed in Section III, the Capon algorithm requires a single 2D-FFT operation while n R additional 2D-FFT operations are needed to compute the denominator of the APES cost-function.
The goal of this subsection is to compare the computational time required by two methods to converge to the maximum of the Capon and APES cost-functions. The first method is the Newton algorithm derived in Section V. The second one is a multiple 2D-FFT based approach. It consists in applying a local 2D-FFT in a much narrower region around the low resolution target parameter estimates. Due to this, the resolution of FFT increases, and we get estimates closer to the actual values of the parameters. This step is repeated around the new updated estimates in the further narrower region. To guarantee a fair comparison, the stopping criteria ensures that the gain in costfunction is less than 10 −10 . We also verify that the estimators computed using both approaches achieve on average the same MSEE.
The computational time needed to converge to the maximum of the Capon and APES cost-functions is plotted in Fig. 8 . It represents the elapsed time required to evaluate the steps from 3 to 8 in Algorithm 1. It can be seen that both methods converge to the maximum of the Capon cost-function faster than the APES. Moreover, the time difference increases as the number of antenna grows. Besides, in the case of Capon, Fig. 8 shows that the iterative algorithm converges faster than the multiple 64 point 2D-FFT when the number of transmit and receive antenna is less than 30, i.e., n R ≤ 30 and n T ≤ 30. Meanwhile, when maximizing the APES cost-function, the iterative algorithm converges faster than the multiple 2D-FFT method and achieves a gain of 40 ms on average. In Fig. 9 , the average number of iteration is plotted. Interestingly, the number of iterations needed does not exceed 6 for the iterative algorithm and 3 for the multiple 2D-FFT approach. It should be noted that at each iteration, the iterative algorithm carries out a backtrack line search [33] with parameters a = 0.4 and b = 0.5. Yet, in total, the Newton algorithm converges faster than the multiple 2D-FFT approach.
VII. CONCLUSION
In this work, a low complexity algorithm based on the 2D-FFT is derived to estimate the reflection coefficient, spatial location and, Doppler shift of multiple moving targets using the Capon and APES beamformers. We also derived the CRLB of these parameters and showed that the Capon beamformer provides good spatial estimates. Besides, the APES beamformer provides better Doppler estimates at a greater computational complexity. We also studied the computational time required by the Newton algorithm and showed that the iterative method converges faster than the multiple 2D-FFT approach.
we can express the term f (1) as shown below
Similarly, the second term f (2) can be derived as follows
Next, the third term f (3) is expressed as follows
Finally, the last term f (4) is
The FIM can then be expressed as in (A.7) as shown at the bottom of the this page where p 01 , p 02 , p 10 , p 11 , and p 20 are defined as
For notational simplicity, we did not show explicitly the dependence of p, p ij and q i onω t . Using the matrix inversion lemma
the CRLB of the parameters can be found as CRLB(η) = 1 2Nqp 
0p 0 (n,ω t ) n β tp0 (n,ω t ) f (2)
−n β tp0 (n,ω t ) n β tp0 (n,ω t ) n 2 |β t | 2p 0 (n,ω t ) f (3) Using the first and second order derivatives of |S(ω,ω)| 2 , V(ω,ω) 2 2 , f (ω) and p(ω), the derivative of the cost functions (12) and, (24) defined in Section III can be easily deduced.
