We calculate explicit formulae for q-Taylor rules on quantum spaces which could be of particular importance in physics, i.e. 2-dimensional quantum plane, q-deformed Euclidean space with three or four dimensions and q-deformed Minkowski space.
Introduction
As we know, the relativistic Quantum Field Theory we are nowadays working with is not a complete and logically satisfying theory. The reason for this lies in the appearence of divergences. People like Schwinger and Dyson have believed that this problem cannot be solved within the classical spacetime concept. Quantum spaces, however, which can be interpreted as deformations of ordinary coordinate algebras [1, 2] , could perhaps provide a framework for formulating field theories being finite in the UV-range [3, 4] . In our previous work [5, 6, 7, 8] we have considered quantum spaces which could be of particular importance in physics, i.e. 2-dimensional quantum plane, q-deformed Euclidean space with three or four dimensions as well as q-deformed Minkowski space. Especially, we have started realizing a new kind of analysis on these spaces (in the following referred to as q-analysis) and would now like to go one step further by presenting q-analogues for Taylor rules.
Before doing this let us recall some basic aspects of our approach. As already mentioned, q-analysis can be regarded as an analysis formulated within the framework of quantum spaces [9, 10, 11] . From a mathematical point of view, a quantum space is defined as comodule of a quantum group [12, 13, 14, 15] . For our purposes it is at first sufficient to consider a quantum space as an algebra A q of formal power series in the non-commuting coordinates X 1 , X 2 , . . . , X n
where I denotes the ideal generated by the relations of the non-commuting coordinates. The algebra A q satisfies the Poincaré-Birkhoff-Witt property, i.e. the dimension of the subspace of homogenous polynomials should be the same as for commuting coordinates. This property is the deeper reason why the monomials of normal ordering X 1 X 2 . . . X n constitute a basis of A q . In particular, we can establish a vector space isomorphism between A q and the commutative algebra A generated by ordinary coordinates x 1 , x 2 , . . . , x n : This vector space isomorphism can be extended to an algebra isomorphism introducing a non-commutative product in A, the so-called ⋆-product [16, 17] . This product is defined by the relation
where f and g are formal power series in A. Additionally, for each quantum space exists a symmetry algebra [18, 19] and a covariant differential calculus [20, 21, 22] which can provide an action upon the quantum spaces under consideration. By means of the relation
we are also able to introduce an action upon the corresponding commutative algebra.
To gain further insight it is also useful to consider quantum spaces from a point of view provided by category theory. A category for our purposes is just a collection of objects X, Y, Z, . . . and a set Mor(X, Y ) of morphisms between two objects X, Y such that a composition of morphisms is defined which has similar properties to the composition of maps. In particular, we are interested in tensor categories. These are categories that have a product, denoted ⊗ and called the tensor product, which admits several 'natural' properties such as associativity and existence of a unit object. For a more formal treatment we refer the interested reader to the presentations in [23] , [24] or [25] .
Essentially for us is the fact that the representations (quantum spaces) of a given quasitriangular Hopf algebra (quantum algebra) are the objects of a tensor category, if the action of the Hopf algebra on the tensor product of two quantum spaces is defined by 1 h ⊲ (v ⊗ w) = (h (1) ⊲ v) ⊗ (h (2) ⊲ w).
In this category exist a number of morphisms of particular importance. First of all, for any pair of objects X, Y there is an isomorphism Ψ X,Y :
) for arbitrary morphisms f ∈ Mor(X, X ′ ) and g ∈ Mor(Y, Y ′ ) and the hexagon axioms holds. This hexagon axiom is the validity of the two conditions
A tensor category having the above property is called a braided tensor category. Furthermore, for any algebra B in this category there are morphisms ∆ : B → B⊗B, S : B → B and ε : B → C forming a braided Hopf algebra, i.e. ∆, S and ǫ obey the usual axioms of a Hopf algebra, but now as morphisms in the braided category. These considerations show that under suitable assumptions our quantum spaces can also be viewed as braided Hopf algebras. For a deeper understanding of these ideas we refer the reader to the presentations in [26] and [27] . The point now is that the coproduct for the coordinates tells us how to translate functions on a quantum space [28, 29, 30, 31] . For this to become more clear we consider the coproduct of single coodinates, i.e.
∆(X
Since ∆ is an algebra homomorphism and since the X A live in a module coalgebra, i.e.
and
the ∆(X A ) show all algebraic properties of the X A , given that the following tensor product formula holds:
whereR is a vector representation of the universal R-matrix of the underlying quantum group symmetry. On these grounds, it makes sense to identify the coproduct with q-translations. On the commutative algebra the action of the coproduct can be implemented by means of
If we introduce further the operation
where S denotes the antipode corresponding to ∆, we can also show by making use of the Hopf algebra axiom
that to each q-translation exists an inverse one, since Eqn. (12) gives on the commutative algebra the identity
where m y,z denotes that the tensor factors corresponding to y and z have to be multiplied by applying the star product.
2-Dimensional quantum plane
To begin, we consider the coproduct for the quantum space coordinates x 1 and x 2 given by 2 [32]
where T − , τ and Λ denote generators of U q (su 2 ) and a scaling operator, respectively. One should also notice that λ = q − q −1 . From the above formulae we see that the coproduct of a single coordinate takes the general form
where the left-and right-coordinates are defined by
Note that the L-operator now organizes the braiding between the two types of coordinates [33, 34] . Especially, we have
withR being the R-Matrix of U q (su 2 ). This way the coproduct of a normally ordered monomial can be written as
Next we try to bring the coordinates with lower index l to the left of the coordinates with lower index r. For this to achieve, we have to derive the commutation relations between right-and left-coordinates. Using the commutation relations
one can rather easily show that the following identities hold:
Recalling the q-binomial theorem [35, 36] for q-commuting variables these relations imply the formulae 3
Substituting this into Eqn. (18) together with
From the last expression, which is some sort of a 2-dimensional q-binomial theorem, we can read off the q-deformed Taylor rule
. (27) Notice that the commutative function has to refer to the normal ordering used in (26) . Now we will deal on with the antipode for the quantum space coordinates. By the Hopf algebra axiom
and by Eqn. (15) we have
or more explicitly
With these identities at hand we can proceed in the following fashion:
Notice that the first and second equality uses the antihomomorphism property of the antipodes, i.e.
As a next step we have to rewrite the last expression of (31) in such a way that all coordinates stand to the right of all symmetry generators. After that we are going to take the counit of all symmetry generators. In doing so, we obtain after some tedious steps
= (−1)
Perhaps it should be stressed that (33) gives the antipode of a braided Hopf algebra and (31) that of its bosonization. For the details we refer the reader to [37] . Finally we can read off from (33) the expression realizing the antipode on the commutative algebra:
where the operator
transforms functions of ordering X 1 X 2 to those of reversed ordering X 2 X 1 .
Repeating the same steps as before for the conjugated Hopf structure [38, 39] 
+q
we obtain the formulae
which in the commutative algebra lead to
where the tilde shall reminde us of the fact that the function now refers to a different nomal ordering. Comparing the expressions in (27) and (34) with those of (40) and (41), respectively, we can read off as some kind of crossing symmetries
where the symbol
←→ indicates a transition via the substitutions
with α = 1, 2 and α ′ = 3 − i. Notice that the expressions in (42) being transformed into each other have to refer to different normal orderings. The opposite coproducts ∆ R ≡ τ • ∆ L and ∆R ≡ τ • ∆L give equally good coproducts for our coordinate algebras. Istead of (15) we now have
Again we can introduce left-and right-coodinates by
The corresponding commutation relations become
With the same reasonings already applied to the case of ∆ L we are then able to derive the identity
yielding for the commutative algebra
If we start with ∆R and proceed in the same fashion as before we will end up with
We are now in a position to verify from our results the following crossing symmetries:
f (x ⊕R y) 
The antipodes corresponding to ∆ R and ∆R are respectively given by
where
Recalling that in general
enables us to rewrite the inverse of the antipode of a normally ordered monomial as
Switching all symmetry generators to the left side and taking their counit, we get finally
giving us, in turn,
In very much the same way we have found the expressions
For the sake of completeness we finally write down the crossing symmetries
3-Dimensional q-deformed Euclidean space
The 3-dimensional Euclidean space can be treated along the same line of arguments as the 2-dimensional quantum plane. To begin, we consider the conjugated coproduct of the quantum space coordinates X A , A ∈ {+3, −} given by
where L − , τ and Λ again denote generators of U q (su 2 ) and a scaling operator, respectively. There is also a new parameter determined by λ + = q + q −1 .
Making use of the commutation relations
we see that right-and left-coordinates satisfy
One immediate consequence of these relations is that
To derive the corresponding identity for the coordinate X 3 is a little bit more complicated. To this aim we make as ansatz
By exploiting (67) we find for the unknown coefficients a recursion relation
As one can prove by inserting this recursion relation has the solution
Now it should be obvious from what we have done so far that
From this q-binomial formula we can again read off the following q-Taylor rule for commutative functions:
It is our next goal to calculate formulae for the corresponding antipode SL determined by
The axioms of a braided Hopf algebra require for the antipode to hold 5
where m denotes the product of the quantum space algebra. Applying this identity to (X + ) n + and (X − ) n − together with (68) and (69) shows us that
Once more, we assume for the remaining identity corresponding to X 3 an expansion of the form
In order to get a recursion relation for the unknown coefficients we have to take account of another axiom, i.e.
where the braiding Ψ stands for the commutation relations listed in (67). By means of this axiom we could derive the recursion relation
which solves for
This result can again be verified by inserting. Combining everything together, we then obtain
where we have to set [[−1]] q 2 !! ≡ 0. Now we are in a position to write down an expression for the antipode of a normally ordered monomial. In view of (67) and (80) we get
The corresponding operation for commutative functions is then given bŷ
whereÛ stands for an operator transforming functions of normal ordering X + X 3 X − to those of reversed ordering. For its explicit form we refer the reader to [6] . We could also have started with the unconjugated Hopf structure
By the same reasonings as above, we are led to the expressions
Obviously, the corresponding operations on commutative functions take on the form
showing us the existence of the crossing symmetries
The tilde on ⊕ and ⊖ again shall remind us of the fact that these operations refer to functions of reversed normal ordering. However, we can also perform our calculations for the opposite coproducts and their antipodes, which are defined as in Sec.2. In so doing we end up at expressions which can be obtained most easily from our previous results by applying the transformation rules
f (x ⊕R y)
and f (⊖Lx)
where +↔− ←→ stands for the substitutions
4 4-Dimensional q-deformed Euclidean space
All considerations of the previous sections pertain equally to the q-deformed Euclidean space with four dimensions. Thus we can restrict ourselves to stating the results, only. Again, we start with a coproduct for the quantum space coordinates X i , i = 1, . . . , 4:
where K i and L − i , i = 1, 2, are generators of U q (so 4 ). As usual, these coproducts allow us to read off the explicit form of right coordinates. With the help of the commutation relations between symmetry generators and coordinates (see for example [6] ) one easily verifies the relations
Using the same reasonings already applied to 2-and 3-dimensional case we can then derive from the above relations the following q-binomial rule:
This means that the corresponding q-Taylor-rule for commutative functions now becomes
Next we deal on with the antipode of the single coordinates given by
Making use of axiom (80) and the braiding relations in (99) enables us to write down the expression
and so the corresponding operator for commutative functions iŝ
Again, we have introducedÛ as operator which transforms functions of normal ordering X 1 X 2 X 3 X 4 to those of reversed ordering. Its explicit form has been given in [6] . In complete analogy to the 2-and 3-dimensional case there is also a conjugated Hopf structure with
Moreover, we can also perform our calculations for the Hopf structures to the opposite coproducts and their antipodes. As usual, each of these Hopf structures leads to its own q-Taylor rule. Using the same labelling as in the previous sections we can establish the correpondences
f (x ⊕L y)
The symbol i q
←→ now denotes the substitutions
with i ′ = 5 − i, whereas i↔i ′ ←→ stands for a transition via
q-Deformed Minkowski space
In this section we would like to deal with the q-deformed Minkowski space, which from a physical point of view is the most interesting one. As in the previous sections we start our considerations with coproducts for the generators of q-Minkowski space [40] :
T − , T 2 , S 1 , σ 2 , τ 1 and τ 3 are generators of the q-deformed Lorentz algebra, whereas Λ denotes a scaling operator. Reading off from (111) the explicit form of the right coordinates and taking into account the commutation relations between symmetry generators and coordinates (see for example [6] ) we are once more able to verify the following braiding between left-and right-coordinates:
r . Of course, there are further relations, but at the moment the above ones are sufficient for us. Applying considerations very similar to those for the 3-dimensional case we can derive the binomial rule
and the corresponding q-Taylor rule
The last formula tells us how to translate functions depending on the three light cone coordinates X + , X 3/0 and X − . What remains to do is to find an expression for the coproduct of monomials which also depend on the time coordinate X 0 . Unfortunately, if we try do so in very much the same way as in the previos sections we get expressions which reveal a rather complicated structure. For this reason we would like to present a different method for calculating q-translations, which is based on formula
where exp(x R | ∂L) denotes the q-exponential function for q-deformed Minkowski space [8] . For a proof of the above identity we refer the reader to [29] . In the following it is our aim to make this formula more concrete. In order to simplify our calculations we consider functions referring to a new basis established by the monomials
where the new coordinate r 2 stands for the square of the Minkowski length
In appendix C we show how this new basis is related to another one with r 2 being substituted by the time coordinate X 0 . If we want to apply formula (115) we face two problems. The first one concerns the question about the explicit form of the q-exponential and the second one has to do with the action of partial derivatives on coordinate functions. Towards this end we start with a discussion of the covariant differential calculus on q-deformed Minkowski space for which we have
whereR II stands for one of the two R-matrices of the q-deformed Lorentzalgebra [41] and η µν for the corresponding quantum metric. The second relation implies the identitieŝ
From the results in [6] we also get
Putting everything together one can show in a rather straightforward manner that the partial derivatives act on coordinate functions referring to the basis of (116) in the following way:
q 2 f. Furthermore, one can even show that the following more general formulae hold:
One should notice that formula (125) is also valid for negative values of
or more general
Now, we come to the calculation of the q-exponentials. For this purpose it is important to realize that an exponential is nothing other than an object whose dualization is the dual pairing between coordinates and derivatives. For this pairing we have [29] , :
With formulae (125)-(128) one can derive after some tedious steps an explicit expression for this dual pairing: (
where we have introduced, for brevity,
Now, we are able to follow the same line of arguments as in [8] . First of all, it is not very difficult to realize that the expression in (132) does not vanish iff
This tells us that the ansatz for the exponential has to be of the form
In [8] we have shown that the duality between exponential and evaluation mapping (131) requires to hold
If k is specified according to
we get a system of min(n + , n − ) + n 3/0 + 1 equations for the same number of coefficients f n v , i.e.
−n 3/0 −min(0,v ′ )≤v,
with v ′ = −n 3/0 , . . . , min(n + , n − ), and
This system of equations can be solved by applying standard techniques such as the Gaussian method giving us expressions for the f n v in terms of the dual pairings in (132). In principle, we have everything together for calculating translations by formula (115).
Once again we recognize the antipode of the coordinates for which we have found in [6] the expressions
In complete analogy to the considerations of the previous section we could derive from the above relations the following formula:
Now, we want to extend this result to include the coordinate r 2 . Towards this end we need to know the braiding and the antipode of r 2 . A direct calculation using the definition of r 2 together with the Hopf structure gives us the identities
With this identities at hand and making use of (80) one readily checks that
So we find on commutative functionŝ
whereÛ again stands for an operator reversing the normal ordering. Its explicit form has already been given in [6] . Of course, we could also have started with the conjugated Hopf structure, which explicitly reads
Again, there are right versions of the conjugated and unconjugated Hopf structure. Thus, we can again distinguish four different Hopf structures each of these leading us to another version of the braided addition law. The expressions realizing the braided addition on the algebra of commutative functions are now linked via the transformation rules
and 
Remarks
Let us end with a few comments on our results. In some sense q-Taylor rules have a structure being similar to that of their classical conterparts to which they tend as q → 1. In contrast to the classical case, q-Taylor rules are not formulated by means of ordinary factorials and derivatives. Instead we have to deal with q-factorials and Jackson derivatives [42, 43] . Compared to the classical Taylor rules their q-analogues are now modified by non-classical terms depending on λ and vanishing in the undeformed limit. Our final comment concerns the fact that partial derivatives are indeed an infinitesimal version of our q-translations. To see this we note that
It should also be appreciated that the above identities can deserve as an alternative definition of partial derivatives [26] . 
A Notation
In this appendix we give some comments on our notation.
1. First of all, the antisymmetric q-number is defined by [36] [
2. For m ∈ N, we can then introduce the q-factorial by setting
3. There is also a q-analogue of the usual binomial coefficients, the socalled q-binomial coefficients defined by the formula
where α ∈ C, m ∈ N.
4. Commutative coordinates are usually denoted by small letters (e.g. x + , x − , etc.), non-commutative coordinates in capital (e.g. X + , X − , etc.).
5. Note that in functions only such variables are explicitly displayed which are affected by a scaling. For example, we write
6. Arguments enclosed in parentheses shall refer to the first object on their left. For example, we have
or
However, the symbol | x ′ →x applies to the whole expression on its left side reaching up to the next opening bracket or ± sign.
7. The Jackson derivative referring to the coordinate x A is defined by
where f may depend on other coordinates as well. Higher Jackson derivatives are obtained by applying the above operator D A q a several times:
8. Additionally, we need operators of the following form
The inverse g ij of this metric can again be used to formulate the conjugation properties for the coordinates, i.e.
For q-deformed Minkowski space the coordinates obey the relations [47, 49, 50] X µ X 0 = X 0 X µ , µ ∈ {0, +, −, 3}, (172)
and the non-vanishing components of the corresponding metric read
Finally, the conjugation on q-deformed Minkowski space is determined by
For other deformations of Minkowski spacetime we refer to [51, 52, 53, 54, 55] .
C Coordinate Transformations
In this appendix we present formulae which allow us to substitute the time coordinate X 0 by the square of the Minkowski length r 2 and vice versa. First of all, we realize, from the definition of r 2 that
With the same reasonings already applied in [5] we can show that
or 
The problem now is that it is rather difficult to read off from (177) an operator which performs the coordinate transformation for arbitrary functions. For this reason we proceed in the following way:
From [6] we also know that
where a q (X 0 , X 3/0 ) = q 2 (X 3/0 ) 2 + qλ + X 0 X 3/0 .
It seems so that we have not made any progress, since the left hand side of (181) still depends on X 0 . However, we are able to rewrite powers of the expression in (182) as follows: 
p leading us to the inverse of T , i.e. i−p l=1 a q −1 (q 2j l x 3/0 ), if 0 ≤ p < i.
