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SUMMARY
In this thesis we study sequential decision making through the lens of Online Learn-
ing. Online Learning is a very powerful and general framework for multi-period decision
making. Due to its simple formulation and effectiveness it has become a tool of daily use
in multibillion companies. Moreover, due to its beautiful theory and its tight connections
with other fields, Online Learning has caught the attention of academics all over the world
and driven first-class research.
In the first chapter of this thesis, joint work with Huan Xu, we study a problem called:
Risk-Averse Convex Bandit. Risk-aversion makes reference to the fact that humans prefer
consistent sequences of good rewards instead of highly variable sequences with slightly
better rewards. The Risk-Averse Convex Bandit addresses the fact that, while human deci-
sion makers are risk-averse, most algorithms for Online Learning are not. In this thesis we
provide the first efficient algorithms with strong theoretical guarantees for the Risk-Averse
Convex Bandit problem.
In the second chapter, joint work with Rachel Cummings, we study the problem of pre-
serving privacy in the setting of online submodular minimization. Submodular functions
have multiple applications in machine learning and economics, which usually involve sen-
sitive data from individuals. Using tools from Online Convex Optimization, we provide
the first ε-differentially private algorithms for this problem which are almost as good as the
non-private versions for this problem.
In the third chapter, joint work with Jacob Abernethy, He Wang, and Huan Xu, we
study a dynamic version of two player zero-sum games. Zero-sum games are ubiquitous in
economics, and central to understanding Linear Programming Duality, Convex and Robust
Optimization, and Statistics. For many decades it was thought that one could solve this kind
of games using sublinear regret algorithms for Online Convex Optimization. We show that
while the previous is true when the game does not change with time, a naive application
xiv
of these algorithms can be fatal if the game changes and the players are trying to compete
with the Nash Equilibrium of the sum of the games in hindsight.
In the fourth chapter, joint work with He Wang and Huan Xu, we revisit the decade old
problem of Markov Decision Processes (MDPs) with Adversarial Rewards. MDPs provide
a general mathematical framework for sequential decision making under uncertainty when
there is a notion of ‘state’, moreover they are the backbone of all Reinforcement Learning.
We provide an elegant algorithm for this problem using tools from Online Convex Opti-
mization. The algorithm’s performance is comparable with current state of the art. We also
consider the problem under the large state-space regime, and provide the first algorithm




Online Learning is a very powerful and general framework for multi-period decision mak-
ing. Due to its simple formulation and effectiveness it has become a tool of daily use in
multibillion companies such as Google, Microsoft, Amazon, Alibaba, Netflix, Uber, etc.
Additionally, due to its beautiful theory and its tight connections with Machine Learning,
Optimization, Game Theory, Differential Privacy, Finance, and Operations Research, On-
line Learning has caught the attention of academics all over the world and driven first-class
research.
The most general description of the Online Learning setting is the following. Consider
a player that repeatedly has to make a decision at the beginning of each period without
knowing how good it will be. Once the decision has been made, the player receives some
feedback from the environment about how good the decision was. With this new infor-
mation, and with all the feedback the player has received up to that point it must make a
decision for the next time period, and so on. The goal of the player is to, of course, choose
the best action it could have taken for that period. However, in this very general setting,
without knowing anything about how good its action will be, it is impossible for the player
to achieve this goal. Because of the previous, the player will measure how good its actions
were according to how big its regret was at the end of the game.
1.1 A Brief History of Online Learning
To the best of my knowledge, the first paper in what is now considered Online Learning
was that of William R. Thompson in 1933 [125]. Thompson studied the problem of how to
adaptively sample from two distributions to determine which of the distributions was better
than the other. In 1947, Wald published a book titled “Sequential Analysis” [130] where
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he studied the studied the general problem of ‘statistical inference where the number of
samples is not fixed in advance’, which was posed to him by economists Milton Friedman
and Allen Wallis in 1943. Other important pieces of work that came out after were those
of K. J. Arrow, D. Blackwell, and M. A. Girshick [13], and H. Robbins [111]. Up to this
point all the research done in sequential analysis involved choosing from an action from
a finite set, and the observed outcomes were random. In the next couple of decades re-
searchers coined the term “Multi-Armed Bandit” to describe the problem where a decision
maker must repeatedly choose an action (from a fixed set of alternatives), observe only the
corresponding reward, and try to maximize its cumulative reward using only the informa-
tion available at that point. The term Multi-Armed Bandit comes from the fact that people
called slot machines in casinos “one-armed bandits”, as they slowly take your money.
The first one to deviate from stochastic assumptions was James Hannan in 1957 [67].
He assumed that the outcome of his actions could be assigned arbitrarily by nature and
devised a strategy for choosing actions such that the average ‘inutility’ of the actions was
close to that as if he had known the state of nature in advance. In other words he devised
the first strategy that ensured low regret in an adversarial setting.
In 1985, Lai and Robins in their seminal paper [90] presented the first asymptotically
optimal strategy for the stochastic Multi-Armed Bandit.
It was not until 1988, when research under adversarial assumptions started being of
interest again. Some of this works include those of Littlestone, Vovk, Foster and Cover
[42, 55, 92, 129]. Of particular interest is the work of Littlestone and Warmuth (1994)
where they considered the “experts problem”, a problem very similar to the Multi-Armed
Bandit with the difference that the rewards are adversarial instead of stochastic and the
decision maker gets to observe the rewards of all the arms, even of the ones it did not
select. From then on, a great amount of research in the area was done. In fact, so much
that I will not even try to summarize it but instead I will refer you to recent surveys by Elad
Hazan, Nicolò Cesa-Bianchi, Gabor Lugosi and Sébastien Bubeck [32, 36, 72].
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In 2003 Martin Zinkevich published [139] where he formally defined the setup of On-
line Convex Optimization. The general setup of Zinkevich generalized and unified a great
amount of work published before him. The setup was that of Online Learning described
previously where the decision set was a convex and bounded set and the loss functions
were convex and fully revealed to the player after the decision had been made. He also
presented an algorithm which we know as online gradient descent that is optimal with re-
spect to the number of time periods. Three years later Abraham Flaxman, Adam Kalai and
Brendan McMahan [53] studied Online Bandit Optimization, essentially the same problem
as Online Convex Optimization with the difference that the feedback is much weaker. In-
stead of observing the whole convex loss function they would only observe the value of
the function evaluated at a given point. This kind of feedback, called bandit feedback, is
more realistic in many applications where you can only observe the consequences of your
actions and not what would have happened if you had taken another action. However, the
algorithm they presented “Online Gradient Descent without a Gradient”, was not optimal
with respect to the number of rounds. It was not until 2016 that two groups of people, the
first one composed by Sebastien Bubeck, Yin Tat Lee and Ronen Eldan and the second
one by Elad Hazan and Yuanzhi Li designed polynomial time algorithms for Online Bandit
Optimization that were optimal with respect to the number of rounds [33, 70].
1.2 Overview of Results
As practitioners have adopted the tools from Online Learning in different areas such as
finance, clinical trials, online advertising, and other Internet applications a need has arisen
to fine-tune the tools and generalize them to account for factors such as: the privacy of
the users, the risk level of the decision makers, the changing dynamics of the decision
environment, and other additional constraints dependent on the application. In this thesis
we aim to do exactly such a thing.
In Chapter 2 motivated by applications in clinical trials and finance, we study the prob-
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lem of Online Bandit Optimization where the decision maker is risk-averse. We provide
two algorithms to solve this problem. The first one is a descent-type algorithm which is
easy to implement. The second algorithm, which combines the ellipsoid method and a
center point device, achieves (almost) optimal regret bounds with respect to the number of
rounds. We provide theoretical guarantees for these algorithms as well as some experimen-
tal results. To the best of our knowledge this is the first attempt to address risk-aversion in
the online convex bandit problem.
In Chapter 3 motivated by online recommenders systems, we develop the first algo-
rithms for online submodular minimization that preserve differential privacy under full
information feedback and bandit feedback and provide theoretical guarantees.
In Chapter 4 we study zero-sum games where the payoffs may change arbitrarily, this
is a generalization of Online Convex Optimization which explicitly brings a second player
into the picture. At each iteration a pair of actions need to be chosen without knowledge of
the future (convex-concave) payoff functions. The objective is to minimize the gap between
the cumulative payoffs and the Nash Equilibrium value of the aggregate payoff function,
which we measure using a metric called Nash Equilibrium Regret. The problem can be
interpreted as trying to compete with the Nash equilibrium for the aggregate of a sequence
of two-player zero-sum games without having any previous knowledge of the games. We
also study the problem under the more challenging setting of bandit feedback.
In Chapter 5 we study Markov Decision Processes (MDPs) with Adversarial Rewards.
MDPs provide a general mathematical framework for sequential decision making under
uncertainty when there is a notion of ‘state’, moreover they are the backbone of all Rein-
forcement Learning. We provide an elegant algorithm for this problem using tools from
Online Convex Optimization. The algorithm’s performance is comparable with current
state of the art. We also consider the problem under the large state-space regime, and





In this chapter we study the problem of Online Risk-Averse Optimization which generalizes
Online Convex Optimization (OCO) and Online Bandit Optimization (OBO). The standard













vanishes as quickly as possible. In other words, we want our average loss to be as close
as possible to the best loss if we had known all the functions in advance and committed to
one action. Here the sequence of convex functions {ft}Tt=1 may be chosen by an adversary
and the regret minimizing algorithm chooses action xt+1, in some bounded convex set X ,
by using only the information available at time t. This means that in the OCO setting the
algorithm may use {x1, ..., xt} and {f1(·), ...ft(·)}, and in the OBO setting it may only use
{x1, ..., xt} and {f1(x1), ...ft(xt)}. While the set up of OCO and OBO is very powerful
because it allows for the loss functions to be chosen adversarially, in some applications
such as medicine and finance this may not be enough.
Let us consider an example in clinical trials. Suppose there are T patients with some
rare disease and we have at our disposal a new drug that has the potential to cure the disease
if we prescribe the right dose. Since we do not know what the right dose is, we must learn
it as we treat each patient. In other words, we will choose a dose, observe the reaction of
a patient and chose a new dose for the next patient. The previous problem can of course
be be abstracted as an OBO problem, where each function ft(·) encodes how patient t will
react to the dose we prescribe xt. Here, the assumption that ft is chosen adversarially
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may not be very realistic and perhaps it makes more sense to assume that ft is drawn
randomly from some family of functions. An algorithm that guarantees that the standard
average regret vanishes can be seen as an algorithm that is choosing the optimal dose for
the average patient, something that is non-trivial to do. Unfortunately, such guarantee
completely ignores what may happen to patients that do not look like the average patient.
It could be that the optimal dose for the average patient has really negative effects on 5%
of the patients. In this case, a dose that is slightly less effective on the average patient but
does not harm the unlucky 5% may be more desirable. Thus, the goal of this chapter is to
provide algorithms for OCO and OBO that explicitly incorporate risk. By “risk” we mean
the possibility of really negative outcomes, as it is used in the Economics and Operations
Research communities.
Another area where an explicit consideration of risk must be taken into account is fi-
nance. For example, in [49] the authors show that in the online portfolio problem, risk
neutral guarantees such as performing as well as the best constant rebalanced portfolio (i.e.
minimizing standard average regret) may not perform well in practice. They show through
experiments on the S&P500 that the simple strategy that maintains uniform weights on all
the stocks outperforms that which seeks to perform as well as the best stock (regardless
of its theoretical guarantees). To explicitly incorporate risk into the setting of OCO and
OBO we will use a coherent risk measure called Conditional Value at Risk (CV aR) [112],
sometimes also called Expected Shortfall, which is widely used in the financial industry.
After the financial crisis of 2008, the Basel Committee on Banking Supervision created the
Third Basel Accord (Basel III), a set of regulatory measures to strengthen the regulation,
supervision and risk management of the banking sector [54]. In this accord one of the main
points was to migrate from quantitative risk measures such as Value at Risk to Conditional
Value at Risk since it better captures tail risk.
It should be clear from the previous examples that generally speaking, human decision
makers are risk-averse. They prefer consistent sequences of rewards instead of highly vari-
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able sequences with slightly better rewards. Because of the previous, we want to develop
algorithms that explicitly incorporate risk which have strong theoretical guarantees.
2.1.1 Main Results
Our main contributions are the following. First, we develop and analyze two algorithms
for the online convex bandit problem that explicitly incorporate the risk aversion of the
decision maker (as measured by the CV aR). Second, we extend our results to the case
where the decision maker uses more general risk measures to measure risk by using the
Kusuoka representation theorem.
2.2 Related Work
Risk aversion has received very little attention in the online learning setting. The few ex-
isting work all focuses on the case where the number of actions is finite: For the stochastic
multi-armed bandit problem, [114] provide algorithms that ensure the mean-variance of the
sequence of rewards generated by the algorithm is not too far from the mean-variance of
the rewards generated by the best arm. In [127] the same problem is studied and the au-
thors provide tighter upper and lower bounds. In [97] the author considers a different risk
measure, the cumulant generative function, and provide similar guarantees for a slightly
modified definition of regret. In [60] the authors consider the CV aR as measure of risk
aversion and provide algorithms that achieve sublinear regret. The notion of regret they
use is different from the one we will use as they do not look at the risk of the sequence
of rewards obtained by the algorithms, but instead they seek to perform as well as the arm
that minimizes CV aR (i.e., “pseudo regret” as we called). However recall that they only
consider a finite number of arms, whereas we consider an uncountably infinite number of
arms. In [135] the authors study the related problem of best arm identification where the
goal is to identify the arm with the best risk measure. They consider Value at Risk, CV aR,
and Mean-Variance as risk measures. In [49] the authors consider risk aversion in the ex-
7
perts problem. This setting is similar to the multi-armed bandit problem with the difference
that the rewards are assigned adversarially, and at each time step all the rewards are visible
to the player. In particular they seek to build algorithms such that the mean variance (or
Sharpe ratio) of the sequence of rewards generated by the algorithm are as close as possible
to that of the best expert. They show negative results for this problem however they provide
algorithms that perform well for “localized” versions of the risk measures they consider.
To the best of our knowledge, all existing work that explicitly incorporates risk aver-
sion under the assumptions of stochastic rewards and bandit feedback is restricted to the
multi-armed bandit model. This work is the first to consider an infinite number of arms
and incorporate risk aversion under bandit feedback. In [49], where risk aversion in the
experts problem is studied, one can think of instead of choosing an expert at every round
one chooses a probability distribution over the experts. While the set of probability distri-
butions over the experts is a convex set, this is a very specialized case (linear functional
and simplex feasible set). Moreover, the authors assume full information feedback and
adversarial rewards, which are very different from our setup.
2.3 Preliminaries
This section is devoted to preliminaries. In particular we review relevant concepts and
technical results essential to develop the proposed algorithms.
2.3.1 Notation
Let || · || be the l2 norm unless otherwise stated. By default all vectors are column vectors, a
vector with entries x1, ..., xn is written as x = [x1; ...;xn] = [x1, ..., xn]> where > denotes
the transpose. For a random variable X , X ∼ P means that X is distributed according to
distribution P . We let∇g(x) be any element in the subdifferential of g at x. Whenever we
write∇f(x, ξ) we mean∇xf(x, ξ). Throughout the chapter we will use O notation to hide
constant factors, when appropriate we will make use of a universal constant κ to represent
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the constant factor (i.e. O(T ) = κT ), this constant κ may change from line to line. We use
Õ notation to hide constant factors and poly-logarithmic factors of T, 1
α
and d.
2.3.2 Convexity and Lipschitz Continuity
LetX ⊆ Rd be a convex set, that is, for any x, y ∈ X and any λ ∈ [0, 1], λx+(1−λ)y ∈ X .
We say f : X → R is a convex function if for any λ ∈ [0, 1] and for any x, y ∈ X
λf(x) + (1− λ)f(y) ≥ f(λx+ (1− λ)y).
An equivalent definition of convexity is the following [104]. f is convex if and only if
f(x) ≥ f(y) +∇f(y)>(x− y) ∀x, y ∈ X.
Here ∇f(y) denotes any element in the subdifferential of f at y.
We say f : X → R is strongly convex with parameter β > 0 if and only if
f(x) ≥ f(y) +∇f(y)>(x− y) + β
2
||x− y||2 ∀x, y ∈ X.
We say f is G-Lipschitz continuous with respect to a norm || · || if for every x, y ∈ X ,
|f(x)− f(y)| ≤ G||x− y||.
Lemma 1. [117] [Ch. 2]Let f : X → R be a convex function. Then, f is G-Lipschitz over
X with respect to a norm || · || if and only if for all x ∈ X and for all ∇f(x) ∈ ∂f(x) we
have that ||∇f(x)||∗ ≤ G, where || · ||∗ denotes the dual norm.
Throughout this section, whenever we say f is G-Lipschitz we mean f is G-Lipschitz
with respect to || · ||2 unless otherwise stated.
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2.3.3 From OCO to to Bandit Feedback
We present a result from that allows us to transform regret bounds from OCO into expected
regret bounds for Online Bandit Optimization.
Lemma 2. [72][Ch. 6] Let u be a fixed point in X . Let f1, ..., fT : X → R be a sequence
of differentiable functions. Let A be a first order algorithm that ensures RegretT (A) ≤
BA(∇f1(x1), ...,∇fT (xT )) in the full information setting. Define {xt} as: x1 ← A(∅) ,
xt ← A(g1, ..., gt−1) where each gt satisfies:
E[gt|x1, f1, ..., xt, ft] = ∇ft(xt)







ft(u) ≤ E[BA(g1, ...gT )]
Moreover, Online Gradient Descent is a first order Algorithm [72][Ch. 6].
2.3.4 One-Point Gradient Estimation
Consider function f : Rd → R which is G-Lipschitz continuous. Define its smoothened
version
f̂ δ(x) := Ev∼B[f(x+ δv)]
where B is the uniform distribution over the unit ball of appropriate dimension. From now





with u ∼ S where S is the uniform distribution over the unit sphere. We have the following
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Lemma 3. [72][Ch.2] f̂ satisfies the following:
1. If f is α-strongly convex then so is f̂
2. |f(x)− f̂(x)| ≤ δG
3. E[g] = ∇f̂(x)
That is, the smoothened version of f is convex as well, it is not too far from f , and by
sampling from the unit sphere we can obtain an unbiased estimate of its gradient.
2.3.5 Conditional Value at Risk
In [112] the authors define the α-Value at Risk of random variable X as
V aRα[X] := inf{t : P (X ≤ t) ≥ 1− α}.
Using the above definition they define Conditional Value at Risk (CV aR, sometimes also
called Expected Shortfall) as





V aR1−τ [X]dτ. (2.2)
Moreover, when the random variable has c.d.f H(x) continuous at x = V aRα[X] it holds
that
Cα[X] = E[X|X ≥ V aRα[X]]. (2.3)
We make use of the following notation. Let {at}Tt=1 be an arbitrary sequence of real
numbers, we let Cα[{at}Tt=1] be the Conditional Value at Risk of the discrete random vari-
able that takes each value at with probability 1/T for all t = 1, ..., T .
Below we state some well known results that will be used later. The proofs for the next
two lemmas can be found in [119].
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Lemma 4.





E[X − z]+, (2.4)
where [a]+ := max{a, 0}. In fact, if 0 ≤ X ≤ 1 with probability 1, the condition z ∈ R
can be replaced with z ∈ [0, 1].
Lemma 5. Let ξ be a random variable supported in Ξ with distribution P , let X ⊂ R be a
convex and compact and let f : X×Ξ→ R be convex in x for every ξ. Define F = f(x, ξ).
Then






and Cα[F ](x) is a convex function of x. In fact, if f(·, ξ) is β-strongly convex for every
ξ ∈ Ξ, then so is Cα[F ](x).
2.4 Problem Setup
In this section we formally define the setup of our problem. Let ξ be a random variable
supported in Ξ with unknown distribution P . Let X ⊂ Rd be a convex and compact set
with diameter DX that contains the origin. Let f : X ×Ξ→ R be a convex function in the
first argument for every ξ ∈ Ξ. Let f satisfy ||∇f(x, ξ)|| ≤ G for every x ∈ X and every
ξ ∈ Ξ. We define random function F (x) = f(x, ξ) in the sense that for every x ∈ X , F (x)
is a random variable. We also assume that for every x ∈ X , 0 ≤ F (x) ≤ 1 with probability
1.
A risk-averse player will make decisions in a stochastic environment for T time steps. In
every time step t = 1, ..., T the player chooses action x̃t ∈ X , and nature obtains sample ξt
from P . Then, the player incurs and observes only the loss incurred by its action f(x̃t, ξt).
If the player were risk neutral then a reasonable goal would be to design an algorithm that
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f(x, ξt)] = o(1).
Where the expectation is taken with respect to the random draw of functions and the inter-
nal randomization of the algorithm. Such is the standard goal of OCO and OBO, and as
mentioned in the introduction, there already exist polynomial time algorithms that achieve
the optimal lower bound of Ω(1/
√
T ) (up to logarithmic factors) even when the functions
f are chosen by an adversary instead of from some distribution.
In our setting, since the player is risk averse, the notion of average regret is not ap-
propriate. In this section we assume that the player uses the Conditional Value at Risk
Cα[·] = CV aRα[·] for some α ∈ (0, 1] to measure risk (when α = 1, Cα[·] = E[·] i.e.
the player becomes risk neutral). With this in mind, the following two quantities become


















where we make more explicit what we mean by Cα[{ft(xt)}Tt=1] in the next paragraph.
In this setup, a risk averse player may be concerned with two types of risk, the risk of
the individual losses it incurs and the overall risk of playing the game. The player that is
concerned about the risk of the individual losses, should be pleased with an algorithm that
obtains vanishing R̄T , this would ensure that the average risk of the losses it incurs is not
too far from that of the best point in the set.
On the other hand, the player that is concerned about the overall risk of playing the
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game may desire a different guarantee. Notice that the sequence of losses that the player
incurs {ft(x̃t)}Tt=1 defines an empirical distribution where every realization ft(x̃t) occurs
with probability 1
T
and as such we can compute its risk Cα[{ft(x̃t)}Tt=1]. It is then natural
for the player to desire a sequence of losses that has risk as close as possible to the minimum
risk sequence of losses (where the sequence is generated by playing only one action). The
quantityRT makes the previous statement precise.
A reader familiar with the OBO literature may notice that (2.5) already looks like a
quantity for which running Online Gradient Descent without a Gradient may yield van-
ishing regret. Unfortunately, at every step all we observe is ft(x̃t) and not Cα[F ](x̃t). To
obtain a reasonable (not too noisy) evaluation of Cα[F ](·) the same x must be played for
several rounds. It is possible to design algorithms that follow this idea, however, since we
were able to develop better algorithms for the same problem we do not further discuss the
details of this somewhat naive approach.
2.5 A Finite-Time Concentration Result for the CV aR
Before we present the algorithms we must derive a finite-time concentration result for the
CV aR. This result will be heavily used to prove sublinear regret bounds for both algo-
rithms. In [119] the authors present an asymptotic result. Unfortunately, since our goal is
to achieve finite-time bounds we could not use it and had to prove our own result. To the
best of our knowledge this is the first finite time concentration result for the CV aR.
Theorem 1. Suppose 0 ≤ f(x, ξ) ≤ 1 for every x ∈ X and every ξ ∈ Ξ . For any




n=1[f(x, ξn)− z]+. Where Z := [0, 1]. It holds that with probability at least 1− δ,





While the previous result holds with high probability it is also possible to derive from
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it a result that holds in expectation.
To prove such a result we had to use a finite time concentration result for Lipschitz
functions from [118] applied to the sequence of functions {z+ 1
α
[f(x, ξt)− z]+}Tt=1. After
this, some extra work had to be done transform this guarantee into one that holds for the
CV AR. A formal proof of the theorem can be found next.
Proof of Theorem 1. For any fixed x ∈ X , we define φ(z) := z + 1
α
Eξ∼P [f(x, ξ) − z]+






[f(x, ξn)− z]+. By Lemma 64 we know that with probability at
least 1− δ for all z ∈ [0, 1]





and it is easy to see that L,R are both O( 1
α
).
It remains to show that A := {XA = supz |φ(z) − φ̂(z)| ≤ ε} implies B := {XB =
|CV aRα[F ](x)− ̂CV aRα[F ](x)| ≤ ε}. Indeed, we have that for any z ∈ Z
φ(z)− ε ≤ φ̂(z)
Therefore, if z̄ = arg minz∈Z φ̂(z) we have:
CV aRα[F ](x)− ε ≤ φ(z̄)− ε ≤ φ̂(z̄) = ĈV aRα[F ](x)
The other side of the inequality follows by applying the same type of argument to φ̂(z) ≤
φ(z) + ε.
Remark 1. We make one last remark about the proof above. We showed that A =⇒
B therefore P (B′) ≤ P (A′). Since for a nonnegative random variable X we can write
E[X] =
∫
P (X > ε)dε we can conclude that E[XB] ≤ E[XA], or which is the same,
E[|CV aRα[F ](x)− ̂CV aRα[F ](x)|] ≤ E[supz |φ(z)− φ̂(z)|].
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2.6 Algorithm 1
In this section we provide an algorithm that obtains vanishing regret while playing an action
only once. The key to the algorithm is to look at functions Lt(x, z) := z+ 1α [f(x, ξt)− z]+
which by Lemma 5 are closely related to Cα[F ](x). Although with one sample we can not
evaluate (accurately enough) Cα[F ](·), we can evaluate Lt. This observation is important
because it will allow us to build one-point gradient estimators of the smoothened function
L̂t as it is done in [53]. These one-point gradient estimators will allow us to perform a
descent step. This idea allows us to obtain sublinear pseudo-regret. The rest of the analysis
consists of using the bound on the pseudo-regret to bound the regret.
Algorithm 1
Input: X ⊂ Rd, x1 ∈ X , z1 ∈ Z := [0, 1] step size η, δ
for t = 1, ..., T do
Sample u ∼ Sd+1
Let u1 = [u1; ...;ud] and u2 = ud+1
Play x̃t := xt + δu1, incur and observe loss ft(x̃t)











Update xt+1 ← ΠXδ(xt − ηg1t )
Update zt+1 ← ΠZδ(zt − ηg2t )
end for
Here Sd denotes the uniform distribution over the d-dimensional unit sphere, Xδ :=
{x : 1
1−δx ∈ X} and ΠX [·] denotes the || · ||2 projection onto convex set X.
We have the following two main results.
Theorem 2. Using η = αDL
(d+1)T 3/4
and δ = 1
T 1/4
Algorithm 1 guarantees:




Where the expectation is taken over the random draw of functions and the internal random-
ization of the algorithm. DL is specified in the appendix.
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Theorem 3. Let f(x, ξ) be strongly convex with parameter β > 0. Algorithm 1 guarantees




Where the expectation is taken over the random draw of functions and the internal random-
ization of the algorithm.
The proofs of these theorems can be found in the following subsection.
2.6.1 Analysis of Algorithm 1
Lemma 6. The function Lt(x, z) := z + 1α [ft(x) − z]+ is jointly convex, GL-Lipschitz
continuous with GL = α−1(G + 1) + 1, and the diameter of the set where it is defined
DL ≤ DX + 1.
Proof. We first prove convexity. The function ft(x)− z is jointly convex since both ft(x)
and−z are, and addition preserves convexity. Point-wise supremum over convex functions
preserves convexity and since any constant function is convex we have that [ft(x)− z]+ is
convex. Again, using the fact that addition preserves convexity we get the desired claim.











if ft(x)− z > 0
1 otherwise
Let ∇Lt := [∇xLt;∇yLt] and recall that a function f is G-Lipschitz continuous if and
only if ||∇f || ≤ G. We have that We have that
||Lt|| ≤ max{||[0̄; 1]||, ||[α−1∇f ; 1 + α−1]||}
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≤ α−1(G+ 1) + 1 =: GL
Where the last inequality follows by simple algebra.
The fact that DL ≤ DX + 1 follows from the definition of the diameter of a set.
The key to prove Theorem 2 is to realize that Algorithm 1 is performing Online Gradient
Descent using an estimate of the gradient of the smoothened function L̂t as in [53].
Next we prove a lemma assuming that for every t = 1, ..., T ∇Lt := ∇Lt(xt, zt) is
revealed and we update according to
[xt+1, zt+1]
> ← ΠX×Z([xt, zt]> − η∇Lt) (2.6)
That is, we perform Zinkevich’s Online gradient Descent (OGD) on functions Lt [139].
Due to Lemma 2 we will be able to use this guarantee when we have bandit feedback.
Lemma 7. Applying OGD on sequence of functions {Lt}Tt=1 guarantees: for every w =















Proof. We follow Zinkevich’s proof. By properties of projections we have:
||wt+1 − w||2 ≤ ||wt − η∇Lt − w||2
= ||wt − w||2 + η2||∇Lt||2 − 2η∇L>t (wt − w)
Therefore:
2η∇L>t (wt − w) ≤






























Which yields the desired result.
Lemma 8. Let ỹt = (x̃t, z̃t) and y∗ = (x∗, z∗) := argminx,z∈X×Z
∑T












Proof. Define y∗δ = ΠXδ [y
∗]. By Lemma 67 in the Appendix, it holds that ||y∗δ − y∗|| ≤
































































Where we chose η = O( DXα
dT 3/4
) and δ = O( 1
T 1/4
).
We are now ready to give a proof of Theorem 2.
Proof of Theorem 2. Notice that for all t, every x ∈ X and every z ∈ Z, we have:
Eξ∼P [Lt(x, z)] = z +
1
α
Eξ∼P [f(x, ξ)− z]+ ≥ CV aRα[F ](x).
The result then follows by taking Eξ∼P [·] in both sides of the result in Lemma 8 and inter-
changing the expectations. The interchange can be done using Fubini’s Theorem since for
every x ∈ X and for every z ∈ Z we have that Lt(x, z) < O( 1α) almost surely.
We are now ready to prove Theorem 3. We assume ft is 1-Lipschitz continuous.
Proof of Theorem 3. Define concentration error CE = Cα[{ft(x∗)}Tt=1]− Cα[{ft(x̄)}Tt=1],



























max{ft(x∗) + |ft(xt)− ft(x∗)| − y, |ft(xt)− ft(x∗)|}











































[Cα[F ](xt)− Cα[F ](x∗)]] + E[CE]















) + E[CE] by Theorem 2
We still need to bound the concentration error CE in expectation. Notice we can write
CE = [Cα[{ft(x∗)}Tt=1]− Cα[F ](x∗)] + [Cα[F ](x∗)− Cα[F ](x̄)]
+ [Cα[F ](x̄)− Cα[{ft(x̄)}Tt=1]
and the second term is nonpositive. To bound CE in expectation we apply Lemma
65 on functions φ(x, y) = y + 1
α

















). This finishes the proof.
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2.7 Algorithm 2
Algorithm 1, while it is intuitive and easy to implement, does not achieve the optimal
pseudo-regret bound of 1√
T
. In this section, we adapt an algorithm from [9] that achieves
the optimal regret bound (up to logarithmic factors), unfortunately its dependency on d is
less than ideal. We consider the cases d = 1 and d > 1 separately.
2.7.1 The 1-Dimensional Case
For simplicity, in this section we assume that X = [0, 1] and that f(·, ξ) is 1-Lipschitz
continuous for every ξ ∈ Ξ. This implies that Cα[F ](·) is also 1-Lipschitz continuous (see
Lemma 66 in the appendix). We let LBγi(x) and UBγi(x) denote the Cα[F ](·) lower and
upper bounds of the confidence intervals (CI’s) of width γi at point x.
The algorithm proceeds in epochs and rounds. In epoch τ the algorithm works with
region [lτ , rτ ]. In this region we will be playing three points xl, xc, xr (xc is the center
point) for several rounds i = 1, 2, ... . In each round i the algorithm will play ln(T/(αγ))
α2γ2i
times the aforementioned points and build CI’s for Cα[F ]. Roughly speaking, the reason
why the algorithm works is because in every round we are 1) either playing points such that
we are not suffering too much pseudo-regret or 2) we are quickly identifying a subregion
of the working region which only contains “bad points” and discarding it. Every time 2)
occurs we are shrinking the working region by a constant factor, this will guarantee that
after not too many rounds we are only working with a small feasible region.
For convenience we denote h(x) := Cα[F ](x) and x∗ := argminx∈Xh(x). Notice that
the minimizer need not be unique in which case we choose one arbitrarily. At the end of a
round one of the following occurs:
Case 1. The CI’s around h(xl) and h(xr) are sufficiently separated. If this is the case,
then by convexity we can discard one fourth of the working feasible region: either the one
to the left of xl or the one to the right of xr .
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Algorithm 2 (d = 1)
Input: Input: X ∈ [0, 1], total number of time-steps T
Let l1 := 0, r1 := 1
for epoch τ = 1, 2, ... do
Let wτ := rτ − lτ
Let xl := lτ + wτ/4, xc = lτ + wτ/2, xr := lτ + 3wτ/4
for round i = 1, 2, ... : do
Let γi = 2−i
For each x ∈ {xl, xc, xr} play x ln(T/(αγ))γ2i α2 times and build CI’s:
[Ĉα[F ](xk)]− γi, Ĉα[F ](xk) + γi] for k ∈ {l, c, r}
if max{LBγi(xl), LBγi(xr)} ≥ min{UBγi(xl), UBγi(xr)}+ γi (Case 1) then
if LBγi(xl) ≥ LBγi(xr) then
set lτ+1 := xl and rτ+1 := rτ
else
set lτ+1 := lτ and rτ+1 := xr
end if
Continue to epoch τ + 1
else if max{LBγi(xl), LBγi(xr)} ≥ UBγi(xc) + γi (Case 2) then
if LBγi(xl) ≥ LBγi(xr) then
set lτ+1 := xl and rτ+1 := rτ
else
set lτ+1 := lτ and rτ+1 := xr
end if
Continue to epoch τ + 1
end if (Case 3)
end for
end for
Case 2. If Case 1 does not occur, the algorithm checks if the CI around h(xc) is suffi-
ciently below at least one of the CI’s around h(xl) or h(xr). If this is the case then we can
discard one fourth of the working feasible region.
Case 3. If neither Case 1 or Case 2 occurs then we can be sure that the function is flat
in the working feasible region (as measured by γ) and thus we are not incurring a very high
pseudo-regret.
The main results of this section are the following.
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Theorem 4. With probability at least 1− 1
T








Theorem 5. Let f(·, ξ) be strongly convex with parameter β > 0 for all ξ ∈ Ξ. With
probability at least 1− 3
T





We follow [9] for the analysis of the algorithm. The main difference in the analysis
is that we must build estimates of the CV aR of the random loss at every point instead of
building them for the expected loss. Because of this, we have to use different concentration
results which directly affect how many times we must choose an action.The detailed anal-
ysis of the algorithm and the proofs of the theorems in this section can be found in the next
subsection.
2.7.2 Analysis of Algorithm 2 (1-D)
We proceed to formally analyze the algorithm following [9]. In this section, for ease of
reading we refer to quantity T R̄T as the regret. We work conditioned on E which is defined
as the event that for every epoch and for every round i, h(x) ∈ [LBγi(x), UBγi(x)] for
x ∈ {xl, xc, xr}. We will first bound the regret in an epoch and then bound the total
number of epochs. We do the previous in the next sequence of lemmas. Notice that by





samples. We first show that we never discard points that are near optimal.
Lemma 9. If epoch τ ends in round i, then the interval [lτ+1, rτ+1] contains every x ∈
[lτ , rτ ] such that h(x) ≤ h(x∗) + γi. In particular, x∗ ∈ [lτ , rτ ] for all epochs τ .
Proof. Assume epoch τ terminates in round i through Case 1. Then, either LBγi(xl) ≥
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UBγi(xr) + γi or LBγi(xr) ≥ UBγi(xl) + γi. We assume the former occurs. It then holds
that
h(xl) ≥ h(xr) + γi.
We must show that the points in the working feasible region to the left of xl are not
near optimal. That is, for every x ∈ [lτ , lτ+1] = [lτ , xl] we have h(x) ≥ h(x∗) + γi. Pick
x ∈ [lτ , xl] then, for some t ∈ [0, 1] we have xl = tx + (1 − t)xr. Since h is convex we
have
h(xl) ≤ th(x) + (1− t)h(xr)
which implies






≥ h(x∗) + γi
as required. If LBγi(xr) ≥ UBγi(xl) + γi had occurred the argument is analogous.
If epoch τ had terminated through case 2 then
max{LBγi(xl), LBγi(xr)} ≥ UBγi(xc) + γi.
We assume LBγi(xl) ≥ UBγi(xc) + γi, then
h(xl) ≥ h(xc) + γi.
The same argument as above with xc instead of xr guarantees h(xl) ≥ h(x∗) + γi. If
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LBγi(xr) ≥ UBγi(xc) + γi had occurred the argument is analogous. The fact that x∗ ∈
[lτ , rτ ] for every epoch τ follows by induction.
We now show that if an epoch does not terminate in a given round i then the regret
(T R̄T ) incurred in that epoch was not too high.
Lemma 10. If epoch τ continues from round i to i+ 1 then the regret in round i is at most
κ ln(T/(αγi))
α2γi
Proof. The regret incurred in round i of epoch τ is
κ ln(T/(αγi))
α2γ2i
[(h(xl)− h(x∗)) + (h(xc)− h(x∗)) + (h(xr)− h(x∗))]
It suffices to show that for every x ∈ {xl, xc, xr} it holds that
h(x) ≤ h(x∗) + 12γi.
The algorithm continues from round i to round i+ 1 if and only if
max{LBγi(xl), LBγi(xr)} < min{UBγi(xl), UBγi(xr)}+ γi
and
max{LBγi(xl), LBγi(xr)} < UBγi(xc) + γi.
This implies that h(xl), h(xc), and h(xr) are all contained in an interval of at most 3γi.
There are two cases for which the argument is essentially the same, either x∗ ≤ xc or
x∗ > xc, we consider the former. Since by the previous lemma we know that x∗ ∈ [lτ , rτ ],
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= h(xc) + (1 + t)(h(xc)− h(xr))
≥ h(xc)− (1 + t)|h(xc)− h(xr)|
≥ h(xr)− (1 + t)3γi
≥ h(xr)− 9γi
So, for all x ∈ {xl, xc, xr} it holds that
h(x) ≤ h(xr) + 3γi ≤ h(x∗) + 12γi.
We proceed to bound the regret in each epoch.
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Proof. If i = 1, since h(x) is 1-Lipschitz and X = [0, 1] we have that for every x ∈









If i ≥ 2, by the previous lemma we have that the regret incurred in round j with 1 ≤ j ≤







































We have bounded the regret that we incur in each epoch. We proceed to bound the
number of epochs.
Lemma 12. The total number of epochs τ satisfies




Proof. The key is to observe that since the number of times we sample a point is bounded
above by T then γi ≥ (α2T/(κ ln(T )))−1/2 for every round and every epoch. Let γmin :=
(α2T/(κ ln(T )))−1/2 and let I := [x∗ − γmin, x∗ + γmin]. Since h is 1-Lipschitz, for any
x ∈ I
h(x)− h(x∗) ≤ γmin.
By Lemma 9 we have that for any round τ ′ which ends in round i′
I ⊆ {x ∈ [0, 1] : f(x) < f(x∗) + γi′} ⊆ [lτ ′+1, rτ ′+1]
since γmin ≤ γi′ . The previous implies
2γmin ≤ rτ+1 − lτ+1 = wτ+1.














which yields the result.
We are now ready to prove Theorems 4 and 5 .
























Recall we have been working conditioned on E . We need an upper bound on P (E ′). We
know that after κ ln(T/(αγ))
α2γi
queries we have




Since there are at most T epochs a union bound gives
P (E ′) ≤ 1
T
which yields the desired result.
Proof of Theorem 5. The proof is very similar to that of Theorem 3 with the difference that
we have to bound the concentration errorCE := Cα[{ft(x∗)}Tt=1]−minx∈X Cα[{ft(x)}Tt=1]
with high probability. As explained in the proof of Theorem 3 we know
CE ≤ |Cα[{ft(x∗)}Tt=1]− Cα[F ](x∗)|+ |Cα[F ](x̄)− Cα[{ft(x̄)}Tt=1]|
where x̄ = arg minx∈X Cα[{ft(x)}Tt=1]. To bound CE with high probability we apply
Lemma 64 with δ = 1/T on functions φ(x, y) = y + 1
α
[f(x) − y]+ (notice L ≤ O( 1α)
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and R = O( 1
α
)), by the same reasoning as in the proof of Lemma 1 we have that with
probability at least 1 − 1
T
, |Cα[F ](x̄) − Cα[{ft(x̄)}Tt=1]| ≤ Õ( 1α√T ) and thus by a union
bound we have that with probability at least 1 − 2
T




). As in the proof of






T R̄T + CE.
Using Theorem 4 to bound R̄T , the argument in the previous paragraph to bound CE, and
a union bound yields the result.
2.7.3 The d-Dimensional Case
Next, we give some intuition on how the algorithm works. Let us first consider the problem
of minimizing a convex function over a bounded set with a first-order oracle (i.e. a gradient
and function value oracle). For simplicity let us assume that the convex set is a ball. An
ellipsoid-type method would work really well in this setup because of the following. By
querying the first order oracle at any point (due to convexity) we could identify a subregion
of the current feasible region where the function value is worse than the function value at
the point we made the query. If we could somehow discard that bad portion of the feasible
set, and the size of this bad region is big enough, by iterating the procedure (assuming this
can be done) we should end up with a set that only has points close to optimal.
Let us now consider a similar but harder problem of minimizing a convex function over
a a bounded set (say a ball) with a zeroth-order oracle (i.e. a function value oracle). In
this setup, with one query, we can no longer identify a subregion of the current feasible
region where the function values are worse than the function value at the point we made
the query. A first approach to tackle this problem is the following. Build a small regular
simplex centered at the origin of the ball and query the function at its vertices. Assume
the maximal function value occurs at vertex y′, then by convexity of the function one can
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conclude that the cone generated by reflecting the simplex around y′ is a region where the
function values are bad. Since we have identified a bad region of the feasible set we would
like to discard it and keep iterating our method, unfortunately what remains of the ball
when we discard the cone is a non-convex set we can not keep iterating the method. To
try to fix the previous one could try to find the minimum volume enclosing ellipsoid of the
non-convex set and keep iterating. Unfortunately this does not work since the minimum
volume enclosing ellipsoid will not have sufficiently small volume [103]. The reason this
occurs is that the angle of the cone generated by reflecting the simplex around y′ is not
wide enough. In [103] the authors fix the previous by constructing a pyramid (with wide
enough angle) with y′ as its apex and sample the vertices of the pyramid. If we are lucky
enough and y′ has the maximal function value among all the vertices of the pyramid, we
can then discard the cone generated by reflecting the pyramid around y′ and enclose that
region in the minimum volume ellipsoid. However, if we were not lucky enough and y′
did not have the maximal function value then, Nemirovski and Yudin [103], show that by
repeatedly building a new pyramid with apex at the point with maximal function value we
will identify a bad region after building not too many pyramids. It is not to hard to see that
the previous approach may work even if we have a noisy-zeroth-order oracle, as long as the
noise is not too large. The previous approach describes an optimization procedure but by
itself it does not guarantee low regret. However, by incorporating center points, sublinear
regret can be achieved. For clarity reasons the algorithm and its analysis are presented in
the next subsection. The main results from this section are the following.













guarantees that with probability at least 1− 1
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R̄T ≤















Theorem 7. Let f(·, ξ) be strongly convex with parameter β > 0 for any ξ ∈ Ξ, Algorithm







2.7.4 Analysis of Algorithm 2 (d-D)
We are now ready to describe the algorithm informally. As in the special case from the
previous section, Algorithm 2 proceeds in epochs. Let the initial working feasible region
be X0 = X . The goal is that at the end of every epoch τ we will discard some portion of
the working region Xτ and end up with a smaller region Xτ+1 which contains at least one
approximate optimum.
We now give a brief description of the algorithm. At the beginning of every epoch τ
we apply an affine transformation to the current working region Xτ such that the smallest
ellipsoid that contains it is an Euclidean ball of radius Rτ which we denote B(Rτ). We
assume that R1 ≤ 1. Let rτ := Rτ/(c1d) for some c1 ≥ 1 so that B(rτ ) ⊆ Xτ (such a
construction is always possible see Lecture 1 p. 2 of [21] ). We refer to the enclosing ball
B(Rτ ) as Bτ . Every epoch will consist of several rounds where γi is halved in every round.
Let x0 be the center of Bτ . At the start of epoch τ , we build a simplex with center x0 con-
tained in B(rτ ). We will play the vertices of the simplex x1, ...., xd+1 enough times so that
the CI’s at each vertex are of width γi and hold with high probability. The algorithm will
then choose point y1 for which ĥ(x)i is the largest, here ĥ denotes the empirical estimate
of h. By construction we are guaranteed that h(y1) ≥ h(xj)− γi for j = 1, ..., d+ 1.
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The algorithm will now try to identify a region where the function value is high so that at
the end of the epoch we can discard it. It will do this by constructing pyramids with pa-
rameter γ̂ (always greater that γ) until a bad region is found, if this does not happen for the
current value of γ it means that the algorithm did not incur to much regret (relative to how
large γ was). The pyramid construction follows from Section 9.2.2 of [103]. The pyramids
have angle 2φ at the apex where cos(φ) = c2/d. The base of the pyramid has d vertices,
z1, ..., zd such that zi − x0 and y1 − zi are orthogonal. The previous construction is always
possible. Indeed, take a sphere with diameter y1 − x0 and arrange z1, ...zd on its boundary
such that the angle between y1 − x0 and y1 − zi is φ. We now set γ̂ = 1 and play all the
points y1, z1, ...zd, and the center of the pyramid enough times until all the CI’s are of width
γ̂. Let TOP and BOTTOM be the vertices of the pyramid (including y1) with the largest and
smallest values for ĥ(x). Let ∆(·), ∆̄(·), be functions which are specified later. We then
check for one of the following cases:
1. If LBγ̂(TOP) ≥ UBγ̂(BOTTOM) + ∆τ (γ̂) then we proceed depending on what the
separation between the CI’s of TOP and APEX is.
(a) If LBγ̂(TOP) ≥ UBγ̂(APEX) + γ̂, then with high probability
h(TOP) ≥ h(APEX) + γ̂ ≥ h(APEX) + γi.
We then build a new pyramid with apex equal to TOP, reset γ̂ = 1 and continue
sampling on the new pyramid.
(b) IfLBγ̂(TOP) < UBγ̂(APEX)+γ̂, thenLBγ̂(APEX) ≥ UBγ̂(BOTTOM)+∆(γ̂)−
2γ̂. We then conclude the epoch and pass the current apex to the cone-cutting
subroutine.
2. If LBγ̂(TOP) < UBγ̂(BOTTOM) + ∆τ (γ̂), then one of the following things happen:
(a) If UBγ̂(CENTER) ≥ LBγ̂(BOTTOM)− ∆̄τ (γ̂), then all the vertices of the pyra-
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mid and the center of the pyramid have function values in an interval of size
2∆τ (γ̂) + 3γ̂. We can then set γ̂ = γ̂/2. If γ̂ < γi, we start the next round with
γi+1 = γi/2. Otherwise we continue sampling with the new γ̂.
(b) If UBγ̂(CENTER) < LBγ̂(BOTTOM)−∆̄τ (γ̂). We conclude the epoch and pass
the center and current apex to the hat-raising subroutine.
Hat-Raising: This occurs whenever the pyramid satisfies
LBγ̂(TOP) ≤ UBγ̂(BOTTOM) + ∆τ (γ̂) and UBγ̂(CENT) ≤ LBγ̂(BOTTOM)− ∆̄τ (γ̂). We
will later show that if we move the apex a little from yi to y′i, then the CI of y
′
i is above the
CI of TOP and the new angle φ′ in not too much smaller than 2φ. In particular, we will let
y′i = yi + (yi − CENTERi).
Cone-cutting: This is the last step in a given epoch (notice this is the last step in the
hat-raising subroutine). This subroutine receives a pyramid with apex y and base z1, ..., zd
with angle 2φ̄ at the apex such that cos(φ̄) ≤ 1/2d. Define the cone
Kτ = {x : ∃λ > 0, α1, ..., αd > 0,
d∑
i=1
αi = 1 : x = y − λ
d∑
i=1
αi(zi − y)} (2.9)
which is centered at y and is the reflection of the pyramid around the apex. By construction
Kτ has angle 2φ̄ at the apex. Let B′τ+1 be the minimum volume ellipsoid that contains
Bτ \ Kτ and let Xτ+1 = Xτ ∩ B′τ+1. Finally, by applying an affine transformation to B′τ+1
we obtain Bτ+1.
Before proving that the algorithm achieves low regret we discuss the computational as-
pects of the algorithm. The most computationally intensive steps are cone-cutting, and the
isotropic transformation that transforms B′τ+1 into a sphere Bτ+1. These steps are analo-
gous to the implementation of the ellipsoid algorithm. In particular, there is an equation for
B′τ+1 see [61]. The affine transformations can be computed via rank one matrix updates
and therefore the computation of inverses can be done efficiently.
We follow [9] for the analysis of the algorithm. The main difference in the analysis
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Algorithm 2 (X ⊂ Rd)
Input: X , constants c1 and c2, functions ∆τ (γ) and ∆̂τ (γ), and total number of time-
steps T
Let X1 = X
for epoch τ = 1, 2, ... do
Round Xt so B(rτ ) ⊆ Xτ ⊆ R(Rτ ), Rτ is minimized and rτ := Rτ/(c1d). Let
Bτ = B(Rτ ).
Build a simplex with vertices x1, ..., xd+1 on the surface of B(rτ ).
for round i = 1, 2, ... do
Let γi := 2−i
Play xj for each j = 1, ..., d + 1, κ
ln(T/(αγ))
α2γ2i
times and build CI’s: [Ĉα[F ](xj) −
γi, Ĉα[F ](xj) + γi]
Let y1 := arg maxxj LBγi(xj)
for pyramid k = 1, 2, ... do
Construct pyramid Πk with apex yk; let z1, ..., zd be the vertices of the base of Πk
and z0 be the center of Πk
loop
Play each of {yk, z0, z1, ..., zd}, κ ln(T/(αγ))α2γ2i times and build CI’s
Let CENTER := z0, APEX := yk, TOP be the vertex v of Πk maximizing
LBγ̂(v), BOTTOM be the vertex v of Πk minimizing LBγ̂(v)
if LBγ̂(TOP) ≥ UBγ̂(BOT)+∆τ (γ̂) and LBγ̂(TOP) ≥ UBγ̂(APEX)+ γ̂: (Case
1a) ) then
Let yk+1 := TOP, immediately continue to pyramid k + 1
else if LBγ̂(TOP) ≥ UBγ̂(BOT) + ∆τ (γ̂) and LBγ̂(TOP) < UBγ̂(APEX) + γ̂:
(Case 1b) ) then
Set (Xτ+1,Bτ+1) = CONE-CUTTING(Πk,Xτ ,Bτ ), proceed to epoch τ + 1
else if LBγ̂(TOP) < UBγ̂(BOT) + ∆τ (γ̂) and UBγ̂(CENT) ≥ LBγ̂(BOT) −
∆̄τ (γ̂): (Case 2a) ) then
Let γ̂ := γ̂/2
if γ̂ < γi then
Start next round i+ 1
end if
else if LBγ̂(TOP) < UBγ̂(BOT) + ∆τ (γ̂) and UBγ̂(CENT) < LBγ̂(BOT) −
∆̄τ (γ̂): (Case 2b) ) then








Input: pyramid Π with apex y, (rounded) feasible region Xτ for each epoch τ , enclosing
ball Bτ
1. Let z1, ..., zd be the vertices of the base of Π, and φ the angle at its apex.
2. Define the cone Kτ = {x|∃λ > 0, α1, ..., αd > 0,
∑d
i=1 αi = 1, x = y −
λ
∑d
i=1 αi(zi − y)}
3. Set B′τ+1 to be the minimum volume ellipsoid containing Bτ \ Kτ
4. Set Xτ+1 = Xτ ∩ B′τ+1
Output: Output: new feasible region X ′τ+1 and enclosing ellipsoid B′τ+1
Algorithm HAT-RAISING
Input: pyramid Π with apex y, (rounded) feasible region Xτ for each epoch τ , enclosing
ball Bτ
1. Let CENT be the center of Π
2. Set y′ = y + (y − CENT)
3. Set Π′ to be the pyramid with apex y′ and same base as Π
4. Set (Xτ+1,B′τ+1) = CONE-CUTTING(Π′,Xτ ,Bτ )
Output: new feasible region X ′τ+1 and enclosing ellipsoid B′τ+1
is that we must build estimates of the CV aR of the random loss at every point instead of
building them for the expected loss. Because of this, we have to use different concentration
results which directly affect how many times we must choose an action.
In this section we will first prove the correctness of the algorithm and then bound the
regret. As in the 1-dimensional case we work conditioned on E which is defined as the
event that for every epoch and every round i, h(x) ∈ [LBγi(x), UBγi(x)] for all x played












and c1 ≥ 64, c2 ≤ 1/32.
Correctness of the Algorithm
In the next sequence of lemmas we show that whenever the cone-cutting procedure is car-
ried out we do not discard all the approximate optima of h. We also show that the hat-
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raising step does what we claim.
For the next two lemmas we assume that the distance from apex y of any Π built in
epoch τ to the center of B(rτ ) is at least rτ/d. That the previous is true will be shown later.
Lemma 13. LetKτ be the cone that will be discarded in epoch τ through case 1b) in round
i. Let BOTTOM be the lowest CI of pyramid Π. Assume the distance from the apex y to the
center of B(rτ ) is at least rτ/d. Then h(x) ≥ h(BOTTOM) + γi ∀x ∈ Kτ .
Proof. Let x be a point in Kτ . By construction, there exists a point z in the base of the
pyramid such that x = αz + (1 − α)y for some α ∈ (0, 1]. Using the convexity of h, the
fact that z is in the base, and the fact that we are in case 1b), we have the two following
inequalities
h(z) ≤ h(TOP) ≤ h(y) + 3γ̂
h(y) ≥ h(BOTTOM) + ∆τ (γ̂)− 2γ̂
where γ̂ is the CI level used for the pyramid. Since h is convex we have
h(y) ≤ αh(z) + (1− α)h(x) ≤ α(h(y) + 3γ̂) + (1− α)h(x).
Which implies
h(x) ≥ h(y)− 3 α
1− α




We know α/(1 − α) = ||y − x||/||y − z||. Since x ∈ B(Rτ ), ||y − x|| ≤ 2Rτ = 2c1drτ .


















γ̂ ≥ h(BOTTOM) + γi
as required.
Lemma 14. Let Π′ be the pyramid built using the hat-raising procedure with apex y′ and
the same base as Π in round i of epoch τ . let K′τ be the cone to be removed. Assume the
distance from y, the apex of Π to the center of B(rτ ) is at least rτ/d. Then Π′ has angle φ̄
at the apex with cos φ̄ ≤ 2c2/d, height at most 2rτc21/d2, and every point x in K′τ satisfies
h(x) ≥ h(x∗) + γi.
Proof. Let y′ = y+ (y− CENTER) be the apex of Π′. Let g be the height of Π (the shortest
distance from the apex to the base), let g′ be the height of Π′ and let b be the distance from
any vertex in the base to the center of the base. By Lemma 73 in the Appendix we have
g′ < 2g ≤ 2rτc21/d2. Since cosφ = g/
√
h2 + b2 = c2/d we have cos φ̄ = g′/
√
g′2 + b2 ≤
2g/
√
g2 + b2 = 2 cosφ = 2c2/d.
We now show that for all x ∈ K′τ we have h(x) ≥ h(x∗) + γ̂. Since h is convex we
have h(y) ≤ (h(y) + h(CENTER))/2 therefore h(y′) ≥ 2h(y)− h(CENTER). Since we are
in case 2b) we know h(CENTER) ≤ h(y)− ∆̄τ (γ̂), so
h(y′) ≥ h(y) + ∆̄τ (γ̂). (2.11)
Since we are under case 2b) we have h(y) > h(TOP)−∆τ (γ̂)− 2γ̂ > h(x)−∆τ (γ̂)− 2γ̂
for all x ∈ Π. We therefore have that for any z in the base of Π,
h(y′) > h(z) + ∆̄τ (γ̂)−∆τ (γ̂)− 2γ̂ ≥ h(z), (2.12)
where we used the settings of ∆τ (γ̂) and ∆̄τ (γ̂). Finally, for any x ∈ K′τ there exists
α ∈ [0, 1) and z in the base of Π′ such that y′ = αz + (1 − α)x, by convexity we have
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h(y′) ≤ αh(z) + (1 − α)h(x) ≤ αh(y′) + (1 − α)h(x). The previous implies h(x) ≥
h(y′) ≥ h(y) + ∆̄τ (γ̂) ≥ h(x∗) + γi.
Regret Analysis
As in the 1-dimensional case, to bound the total pseudo-regret (T R̄T ) we must bound the
regret incurred in a round and then bound the total number of epochs. In this section, for
ease of reading we refer to quantity T R̄T as the regret.
Bounding the regret incurred in a round.
We first bound the regret in round i if case 2a) takes place. As before, we let Π be a pyramid
built by the algorithm with angle φ, apex y, base z1, ..., zd and center CENTER. recall that
the pyramids built by the algorithm are such that the distance from the center to the base is
at least rτc22/d
3.
Lemma 15. Suppose the algorithm reaches case 2a) in round i of epoch τ , assume x∗ ∈
B(Rτ ), where x∗ minimizes h. Let Π be the current pyramid and γ̂ be the current width of
the CI. Assume the distance from the apex of Π to the center of B(rτ ) is at least rτ/d. Then













Proof. The proof follows by convexity. We will first bound the variation of h in the pyramid
and then bound the regret on the round depending on wether x∗ is in Π or not.
Since Π is a convex set we know that the function value on any point in Π is bounded
above by the maximum function value at the vertices. Case 2a) implies that for any vertex
its function value is bounded above by h(CENTER) + ∆τ (γ̂) + ∆̄τ (γ̂) + 3γ̂. The previous
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implies that for all x ∈ Π we have
h(x) ≤ h(CENTER) + ∆τ (γ̂) + ∆̂τ (γ̂) + 3γ̂.
We let δ := ∆τ (γ̂) + ∆̂τ (γ̂) + 3γ̂. Let x ∈ Π, let b be the a point in the base of Π
such that CENTER = αx + (1 − α)b for some α ∈ [0, 1]. We know that (1 − α)/α =
||CENTER − x||/||CENTER − b||. Since the furthest x can be from CENTER is when x is a
vertex, and the distance from CENTER to b is at least the radius of the largest ball inscribed








Since h is convex and we have a bound on all the function values over Π we have
h(CENTER) ≤ αh(x) + (1− α)h(b) ≤ αh(x) + (1− α)(h(CENTER) + δ).
This implies
h(x) ≥ h(CENTER)− d(d+ 1)δ
c2
. (2.13)
Combining the previous two equations we have that for any x, x′ ∈ Π
|h(x)− h(x′)| ≤ d(d+ 2)δ
c2
.
Consider the case when x∗ ∈ Π . Since in a given round we sample d + 2 points in the
pyramid, each of them only κ ln(T/(αγ̂))/(α2γ̂2)) we have that the total regret incurred









We now consider the case where x∗ /∈ Π. Recall that we always have x∗ ∈ Bτ by Lemma
13. Thus we can write b = αx∗+ (1−α)CENTER, for some α ∈ [0, 1] where b is a point in
some face of the current pyramid. We know α = ||CENTER − b||/||CENTER − x∗||. Using
the triangle inequality we have ||CENTER − x∗|| ≤ 2Rτ = 2c1drτ . We also know that
||CENTER − b|| is at least the radius of the largest ball inscribed in Π which by 74 in the
Appendix is at least rτc22/(2d
4). Using the convexity of h and Equation (2.13) we have
h(CENTER)− d(d+ 2)δ
c2
≤ h(b) ≤ αh(x∗) + (1− α)h(CENTER).
Thus, ∀x ∈ Π we have











Using the same argument as before we know that the regret incurred in the round while











Plugging in ∆τ (γ̂) and ∆̄τ (γ̂) yields the result.
Lemma 15 is important because it implies that whenever we sample from a pyramid us-
ing γ̂ we were in Case 2a) with 2γ̂ and the regret incurred is only poly(d)/γ̂. The exception
is when we are in the first round, however since h is 1-Lipschitz the previous claim holds
trivially.
We now show that we only visit Case 1a) only a bounded number of times in every
round. The intuition is that every time Case 1a) occurs and we build a new pyramid its
center will be closer to the center of B(Rτ ) and at some point the pyramid will be inside
the simplex we built at the beginning of the epoch for which we know h at its vertices.
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Lemma 16. At any round, the number of visits to Case 1a) is at most 2d2 ln(d)/c22, and
every pyramid build by the algorithm with apex y satisfies ||y − x0|| ≥ rτ/d.
Proof. By definition of Case 1a) TOP 6= y, without loss of generality we assume TOP = z1.
By construction we have
||z1 − x0|| = sin(φ)||y − x0||.
Since this holds every time we enter Case 1a), we know that the total number of visits k
satisfies
||z1 − x0|| = (sin(φ))krτ
where rτ is the radius of the ball where the simplex is inscribed at the beginning of
round τ . We also notice that for a simplex of radius rτ the largest ball inscribed in it has
radius rτ/d. Additionally, by construction we have cos(φ) = c2/d and therefore sin(φ) =√
1− c22/d ≤ 1− c22/(2d2). Therefore, k = 2d2 ln(d)/c22 ensures ||z1− x0|| ≤ rτ/d which
implies that z1 lies inside the simplex we build at the beginning of round τ .
Let y1, ..., yk be the apexes of the pyramids built in round τ . By construction we have
h(z1) ≥ h(TOP) ≥ h(yk)γ ≥ h(yk−2)2γ ≥ ... ≥ h(y1) + kγ.
On the other hand, by definition of y1 we have h(y1) ≥ h(xi) − γ for all vertices of the
simplex xi. Since z1 is in the simplex and h is convex we have
h(y1) ≥ h(z1)− γ ≥ h(y1) + (k − 1)γ
which is a contradiction unless k ≤ 1. Therefore, if z1 is not in the simplex it must be the
case that k ≤ 2d2 ln(d)/c22.
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Using the Lemma 16 we will bound the regret incurred in a round whenever it termi-
nates in Case 2a).
Lemma 17. For any round with CI width of γ that terminates in Case 2a) the total regret
















Proof. By Lemma 16 we have that for the given round, the total number of pyramids we
have built is k ≤ 2d2 ln(d)/c2. Then, by Lemma 15 we know that for any point in the k-th












We now show that the regret for any point we played during the round is at most δ. Indeed,
by construction yk is TOP of the (k − 1)-th pyramid. By definition of Case 1a) we know
that for any x ∈ Πk−1 we have f(x) ≤ f(yk) + γ. Using this reasoning, we get that
the function value at any vertex of any pyramid we have built during the round is also
bounded by the function value at yk. Additionally, as in the proof of the previous lemma,
the function value at all the vertices of the simplex we built at the beginning of the epoch is
also bounded by the function value at yk. Since in every pyramid (and the initial simplex)
we sample d+ 2 points we know that the total number of points we will play at is no more
than (d + 2)(2d2/(c22 ln(d)) + 1). To bound the total number of times we play a point we
notice that for a CI with width γ̂ we play it κ ln(T/(αγ))/(α2γ̂2). Suppose γ = 2−i, since






























Using Lemma 17 we will now bound the total regret incurred at any round.
Lemma 18. For any round that terminates in a CI with width γ, the total regret over the
















Proof. We just need to bound the regret when the round ends in Case 1b) or 2b). By the
definition of the algorithm, whenever a round has level γ it must be the case that in the
previous round the level was 2γ and thus using the previous lemma we can bound the
regret. The exception is in the first round when γ = 1, in this case using the Lipschitz
assumption we know that the instantaneous regret is no more than 1.
Because of the previous we have that the instantaneous regret at any point of the simplex












Now, if the algorithm was in Cases 1a), 1b) , or 2b) with level γ̂, then it must have been
in Case 2a) with level 2γ̂. And thus, using the bound on the regret whenever a round ends














and by using the same argument as in the proof of Lemma 17, the number of plays at a
given point is bounded above by κ ln(T/(αγ))/(α2γ̂2). Therefore, the total regret incurred













Recalling the bound on the total number of pyramids built in any round yields the result.
















Proof. From Lemma 18 we know that on any round with level γ, the regret is bounded
by C/γ where C is some constant. Since γ is reduced geometrically, the net regret on an





≤ 2C2i = 2C
γ
,
which yields the result.
Bounding the Number of Epochs
To bound the number of epochs we must show that every time CONE-CUTTING is per-
formed we discard a sufficiently large portion of the current ball. More specifically, we
need to analyze the ratios of volumes of Bτ+1 and Bτ .
Lemma 20. Let Bτ be the smallest ball containing Xτ , let B′τ+1 be the minimum volume
ellipsoid containing Bτ \ Kτ . Then, for small enough constants c1, c2, vol(B′τ+1) ≤ ρ ·
vol(Bτ ) where ρ = exp(− 14(d+1)).
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Proof. This result is analogous to the volume reduction results for the ellipsoid method with
a gradient oracle. It is easy to see that it suffices to consider the intersection of Bτ with a
half-space in order to understand the set Bτ \Kτ . This is because if we were to discard only
the spherical cap instead of the whole cone then the minimum enclosing ellipsoid would
increase its volume.
The previous choices of c1, c2 guarantee that the distance from the center of Bτ to the
origin is at most Rτ/(4(d + 1)). The previous is true because by construction the apex of
cone Kτ is always contained in B(rτ ), and the height of the cone is at most Rτ cos(φ̄) ≤
Rτ/(8(d + 1)) again by construction. Thus, if rτ ≤ Rτ/(32(d + 1)), then the distance of
the hyperplane to the origin is at most Rτ/(4(d+ 1)).
Therefore, B′τ+1 is the minimum volume ellipsoid that contains the intersection of Bτ with
a hyperplane that is at most Rτ/(4(d + 1)) from its center. Using Theorem 2.1 from [61]
(with α = −1/(4(d+ 1))) we get the result.
Lemma 21. At any epoch with CI level γ, the instantaneous regret of any point in Kτ is at
least γ.
Proof. Since every epoch terminates only through Cases 1b) or 2b) we only check the claim
is true for these two cases. If the epoch ends through Case 1b) the proof of Lemma 13 gives
the result. If the epoch ends through Case 2b), after HAT-RAISING we now that the apex y′
of pyramid Π′ satisfies h(y′) ≥ h(zi) + γ for all vertices z1, ..., zd of the pyramid. Writing
y′ = αx + (1− α)z with x in Kτ , z in the base of Π′ and α ∈ [0, 1], we can conclude that
h(x) ≥ h(x∗) + γ just as we did in the proof of Lemma 14.
We are now ready to bound the total number of epochs.
Lemma 22. The total number of epochs in the algorithm is no more than d ln(T )
ln(1/θ)
where
θ = exp(− 1
4(d+1)
).
Proof. Recall x∗ is the minimizer of h. Since h is 1-Lipschitz, any point inside a ball or
radius 1/
√
T centered around x∗ has instantaneous regret of at most 1/
√
T . The volume of
47
this ball is T−d/2Vd, with Vd equal to the volume of the unit ball in d-dimensions. Suppose
the algorithm goes through k epochs. By Lemma 20 we know that the volume of Xτ is
bounded above by ρkVd. By the previous lemma we know that the instantaneous regret of
any point that was discarded had instantaneous regret at least 1/
√
T . This is because at
any given epoch and round we sample at κ ln(T/(αγ))
α2γ2
and this quantity can not be more than
T . Because of the previous, any point in the ball centered at x∗ with radius 1/
√
T is never
discarded. Therefore the algorithms stops whenever
θkVd ≤ T−d/2Vd
implying k ≤ d ln(T )
ln(1/θ)
.
We are now ready to prove Theorems 6 and 7.
Proof of Theorem 6. Using the bound on the regret incurred in an epoch and the fact that
γ ≥ 1/
√


















By the previous lemma we know the total number of epochs is no more than d ln(T )/ ln(1/θ).
Thus the total regret T R̄T is bounded above by
κd2
√















Recall that we were working conditioned on E . As in the proof of the 1-dimensional algo-
rithm, we have P (E ′) ≤ 1/T . Plugging in the value of θ above yields the result.
Proof of Theorem 7. The proof is almost the same as the one of Theorem 5 with two slight
differences. First, we use Theorem 6, instead of 4 to bound R̄T . Second, using the same











2.8 Extension to More General Risk Measures
In Sections 2.6 and 2.7 we developed regret minimization algorithms suitable for decision
makers who are risk averse, where the notion of risk was measured using the CV aRα. In
this section we extend our results to more general risk measures. We slightly modify the
setup from Section 2.4. Now, we assume ξ is a discrete random variable supported in Ξ
with |Ξ| = N . That is, there are N scenarios. Moreover we assume that each scenario
has the same probability of occurring. Let X ⊂ Rd be a convex and compact set. Let
f : X × Ξ → R be a convex function in the first argument for every ξ ∈ Ξ. Let f
satisfy ||∇f(x, ξ)|| ≤ G for every ξ ∈ Ξ and every x ∈ X . Additionally, we assume
0 ≤ f(x, ξ) ≤ 1 for every x ∈ X and every ξ ∈ Ξ. We consider some law invariant,





















In this section we will show that by using the Kusuoka Representation Theorem along with
the ideas we developed earlier we can obtain vanishing R̄ρT andR
ρ
T .
2.8.1 Kusuoka Representation of Risk Measures
In this section we consider some risk measures and present a classical result from Kusuoka
[89].
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Definition 1. A risk measure ρ : X (Ω, 2Ω, P ) → R is coherent if for every X1, X2 ∈ X it
is:
• Normalized, ρ(0) = 0.
• Monotone, X1 ≤ X2 =⇒ ρ(X1) ≤ ρ(X2).
• Superadditive, ρ(X1) + ρ(X2) ≤ ρ(X1 +X2).
• Positive homogenous, ρ(λX1) = λρ(X1),∀λ > 0.
• Translation invariant, ρ(X1 + c) = ρ(X1) + c.
Moreover, we say ρ is law invariant if ρ(X1) depends only on the distribution of X1.
Additionally, we say ρ is comonotone additive if ρ(X1 +X2) = ρ(X1) + ρ(X2).
It is well known [7] that CV aR is a coherent risk measure. Indeed many risk measures
can be expressed as functions of CV aR Pichler and Shapiro [108]. We present a special
case of the Kusuoka representation theorem that will be useful later.
Lemma 23. [107] Consider a finite probability space (Ω, 2Ω, P ), with Ω = {ω1, ..., ωN},
and P (ωn) = 1N . Assume P is such that P (ωn) =
1
N
, ∀n = 1, ..., N . Then, a mapping
ρ : X (Ω, 2Ω, P )→ R is a law invariant coherent and comonotone additive risk measure if






(X), ∀X ∈ X (2.14)
where µ ∈ [0, 1]N and ||µ||1 = 1.
Pichler and Shapiro [108] give examples on how the Kusuoka representation theorem
can be used, in particular how to write the following risk measures as mixtures of CV aR’s.
We refer the reader to their paper for the details.
• ρ(Z) := inft∈R{t+c||[Z− t]+||p}, ∀Z ∈ Lp(ω,F , P ) with c > 1 and 1 < p <∞.
• ρ(Z) := E[Z] + λ||[Z − E[Z]]+|| for p ≥ 1 and 0 ≤ λ ≤ 1.
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2.8.2 Algorithms








for some µ ∈ [0, 1]N , µ ≥ 0, ||µ||1 = 1. For convenience we write Ltn(x, z) := zn +
1
n/N
[ft(x) − zn]+ for n = 1, ..., N . Notice that for any x ∈ X , after taking expectation
with respect to ξ and plugging the minimizer of every individual term Ltn we end up with
the Kusuoka representation of a law invariant, coherent and commonotone risk measure.
Let µ be the vector corresponding to the Kusuoka representation of our risk measure of
interest ρ (see Equation (2.14)). Algorithm 3, a generalization of Algorithm 1 that uses
functions Gt instead of Lt can be found in the appendix. We have the following guarantees
for Algorithm 3.
Theorem 8. Algorithm 3 with η = O( 1
dN3/2T 3/4








where the expectation is taken over the random draw of functions and the internal random-
ization of the algorithm.
Theorem 9. Let f(·, ξ) be strongly convex with parameter β > 0 for all ξ ∈ Ξ. Algorithm
3, run with the same parameters as in Theorem 8, guarantees




where the expectation is taken over the random draw of functions and the internal random-
ization of the algorithm.
To obtain a better dependence on the number of rounds T , Algorithm 2 (in both cases,
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d = 1 and d > 1) can be modified to solve this more general problem. The only modifi-





) times a point to build a γ-CI for ρ[F ](x) for
any x ∈ X . Let this modification of Algorithm 2 be Algorithm 4. We have the following
guarantees.
Theorem 10. Algorithm 4 run with the right parameters guarantees that with probability






Theorem 11. Let f(·, ξ) be strongly convex with parameter β > 0 for all ξ ∈ Ξ, Algorithm















Regret of Algorithms 1 and 2 (alpha = 0.01)
Algorithm 1
Algorithm 2








Pseudo Regret of Algorithms 1 and 2 (alpha = 0.01)
Algorithm 1
Algorithm 2
Figure 2.1: Regret (left) and Pseudo Regret (right) of Algorithms 1 and 2 (as a function of
T ) with α = 0.01
In this section we test the performance of Algorithms 1 and 2 and see if they behave
as predicted. We first present experimental results for the 1-dimensional case and then for
the general d-dimensional case. A more detailed analysis of the experimental results can
be found in the appendix.
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Figure 2.2: Regret (left) and Pseudo Regret (right) of Algorithm 1 (as a function of T ) with
α = 0.25
2.9.1 The 1-Dimensional Case
We tested the algorithms against an instance generated the following way. We let f(x, ξ) =
1
x
+(.05− .04ξ)x2 where ξ ∼ U [0, 1], that is ξ is sampled uniformly from the interval [0, 1],
and x ∈ X := [0.5, 6]. By using Equation (5) some simple algebra yields Cα[F ](x) =
1
x
+(.05−.02α)x2 with minimum occurring at x∗ = 1
(.1−.04α)1/3 . Notice that with the closed
form expressions it is easy to evaluate R̄T . To evaluate RT we will approximate the term
minx∈X Cα[{ft(x∗)}Tt=1] with Cα[{ft(x∗)}] which by Lemma 1 (in the appendix) should
not be too far. To compute empirical pseudo-regrets and regrets we observe the random
losses and iterates generated by the algorithms when they are run for T = 1, 000, 000
rounds. Since the previous quantities may vary every time the algorithm is run, we will run
each algorithm 25 times and average the outputs. All the parameters for Algorithm 1 were
chosen optimally, and the constants hidden by the O-notation were set to 1. The initial
iterate was always set far from x∗, x0 = 5.8 every time the algorithm was run.
From our experimental results we can observe that regret indeed decays at a slower rate
than the pseudo regret, as predicted by our theoretical results. As can be seen in Figures
2.1 and 2.2 this behavior becomes more apparent when the value of α is smaller.
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2.9.2 The d-Dimensional Case
For d > 1 the performance of Algorithm 2 is not satisfactory because the regret of it
scales badly with d. Hence we only present results for Algorithm 1. The instance for this
section was generated as follows, let fi(xi, ξi) = 1xi + (.05 − .04ξi)x
2
i , then define the
loss f(x, ξ) = 1
d
∑d
i=1 fi(xi, ξi) with ξ ∼ U [0, 1]N (i.e. ξ is sampled uniformly from the





+ (.05 − .02α)x2i
by the previous subsection. Even though the loss function is a summation of coordinate-
wise independent functions the algorithm is not aware of it and thus can not exploit the
structure. All the parameters of the algorithm were set optimally except for the constant
hidden by the O-notation which was set to 1. The initial iterate was always set far from
x∗, x0 = [5.8; ...; 5.8] every time the algorithm was run. From Figure 2.2 we can observe
several things. First, the dimensionality of the problem indeed affects the pseudo-regret
and the regret negatively. Second, the smaller the α level the higher the pseudo-regret and
regret. Third, the regret seems to vanish at a slower rate than the pseudo-regret. This may
indicate that our analysis for the regret may be tight with respect to T .
We notice that when α 6= 1, at early rounds the regret seems to increase quickly before
it starts dropping. This occurs because at the beginning, even though we are in a region
with bad CV aRα[F ], we have not observed many losses and thus the empirical CV aR of
the sequence of losses is not necessarily large.
2.10 Conclusions and Open Questions
In this chapter we studied the problem of Online Risk-Averse Optimization with bandit
feedback under the assumption that the loss functions were sampled from some distribu-
tion and provided two algorithms to solve this problem. As future research directions, it
would be interesting to see whether we can drop the strong convexity assumption and still
obtain sublinear CV aR-regret. It would also be interesting to develop an algorithm such
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that its regret does not depend on the number of scenarios when we consider some general
risk measure ρ. We leave it as an open question whether it is possible to obtain sublin-




DIFFERENTIALLY PRIVATE ONLINE SUBMODULAR MINIMIZATION
3.1 Introduction
Every day Machine Learning tools, in particular tools from Online Learning, are being
applied to sensitive data from individuals. As such, privacy concerns have arisen. In appli-
cations such as clinical trials, online ad placement, personalized pricing, and recommender
systems, online learning algorithms are dealing with personal (and possibly highly sensi-
tive) data.
In this chapter, we develop the first algorithms for differentially private online submod-
ular optimization. A function f : 2[n] → R mapping from discrete collections of elements
to real values is submodular if it exhibits the following diminishing returns property: for
all sets S, S ′ ⊆ [n] such that S ′ ⊆ S and for all elements i ∈ [n] \ S,
ft(S
′ ∪ {i})− ft(S ′) ≥ ft(S ∪ {i})− ft(S).
Submodular functions have several applications in machine learning (see [87] for a sur-
vey) and are used extensively used economics because their diminishing returns property
captures preferences for substitutable goods and satiation from multiple copies of the same
good [17, 126].
In the Online Submodular Minimization problem, a sequence of T submodular func-
tions f1, . . . , fT : 2[n] → R arrive in an online fashion. At every timestep t, a decision
maker chooses a set St ⊆ [n] before observing the function ft. The decision maker then in-











That is, her regret is the difference between her total cost across all rounds, and the cost of
the best fixed set in hindsight after seeing all the functions. We say that an algorithm for
the Online Submodular Minimization problem is no regret is the regret (or expected regret
for randomized algorithms) is sublinear in T : Regret(T ) = o(T ).
We consider two different settings based on the type of informational feedback the de-
cision maker receives in each round. In the full information setting, the decision maker
observes the entire function ft after making her choice of St. In the bandit setting, the de-
cision maker only observes her cost ft(St) and does not receive any additional information
about the function ft. The bandit setting is a more challenging environment because the de-
cision maker has severely restricted information when making decisions, but also captures
the reality of many real-world online learning problems where counterfactual outcomes
cannot be measured.
We formally incorporate the task of preserving privacy by using the framework of dif-
ferential privacy. Differential privacy was first defined by [45] for algorithms operating
on large static databases, and required that if a single entry in the database changed, then
the algorithm would produce approximately the same output. In this work, we view our
database as the sequence of submodular functions f1, . . . , fT , and the algorithm’s output is
the sequence of sets S1, . . . , ST . We require that if a single function ft were changed to a
different f ′t , then the entire sequence of chosen sets would be approximately the same. A
formal definition is given in the preliminaries.
The main goal of this chapter is to design differentially private no-regret algorithms
for the Online Submodular Minimization problem. There are many applications of online
learning problems using sensitive data that could benefit from formal privacy guarantees,
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such as clinical drug trials, online ad placement, and personalized pricing. For concrete-
ness, we provide the following motivating example for the study of private online submod-
ular optimization.
Motivating Example. As a concrete motivating example we consider the following on-
line ad placement problem. Online retailers such as Amazon, Walmart, and Target design
their websites such that the retailers can offer other products at check out which comple-
ment the item the customer is buying. Due to item complimentarities, the utility function of
user t, gt, defined over the possible subset of products the retailer can offer [n], is supermod-
ular. However, displaying too many items may hurt the chance of the user buying something
else. At time t, the retailer is choosing St that maximizes ft(S) := gt(S)−
∑
i∈S pi for each
user (where pi ∈ R is the “cost” of displaying a product). The retailers must choose St with-
out knowing gt and they receive only bandit feedback (i.e., they can only observe gt(St),







i∈S pi is modular, then the retailer has to solve an online submodular
minimization problem with bandit feedback. Existing recommender systems have been
shown to leak information about users [137], motivating the need for formal privacy guar-
antees in this settings. Therefore, the retailer will perform this optimization in a differen-
tially private manner to ensure that no information about an individual is leaked to other
users.
3.1.1 Main Results
In this chapter we develop the first algorithms for online submodular minimization that
preserve differential privacy under full information feedback and bandit feedback that are
almost as good as the best non-private algorithms.
We start with the full information setting, where the algorithm can observe the entire
function ft after making its decision at each time t. We give an algorithm in this setting
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that is both differentially private and satisfies no regret.
Theorem 12 (Informal). In the full information setting of Online Submodular Minimiza-
tion, there is an ε-differentially private algorithm that achieves regret:








This algorithm works by first relaxing each input submodular function to a convex
function using the Lovasz extension (defined formally in Section 3.2.1). Our algorithm
then simulates a variant of an algorithm for differentially private online convex optimiza-
tion (due to Smith and Thakurta [121]) run on the sequence of Lovasz extensions. The
differential privacy guarantee can be proved almost as it was done in [121]. To prove the
regret bound, we show that the relaxation and optimization on convex functions does not
increase the regret guarantee by too much. Our algorithm matches the regret bound of [121]
for private online convex optimization, and loses only a factor of 1
ε
relative to the optimal
non-private regret bound of [68] for online submodular minimization.
We next consider the bandit setting, which is significantly more challenging and re-
quires a refined analysis. The private online convex optimization algorithm of Smith and
Thakurta [121] requires use of the subgradient of the Lovasz extension. However in the
bandit setting, the algorithm does not receive enough information to compute the exact
Lovasz extension or its subgradients. Instead, we construct an unbiased estimate of the
subgradient using the one-point estimation method of [68]. We then apply a variant of the
algorithm from [121] to the unbiased estimate of the gradient of the Lovasz extension. This
yields a differentially private no-regret algorithm for online submodular minimization in
the bandit setting.
Theorem 13 (Informal). In the bandit setting of Online Submodular Minimization, there is
59
an ε-differentially private algorithm that achieves regret:










) relative to the best know non-private regret bound of [68] for online submodu-
lar minimization. We actually improve upon the best known regret bound for private online
convex optimization [121] which has O(T 3/4) dependence on T , compared to our O(T 2/3)
guarantee.
3.1.2 Related Work
Our results rely on ideas from [121] and [68]. [121] provides a differentially private algo-




) in the full informa-
tion setting, which is worse than the non-private setting by only a factor of polylog(T )
√
n.
Under bandit feedback, they give a modification of their full information algorithm that
achieves cumulative regret Õ(nT
3/4
ε
). One of the key components in our algorithms are
modifications of these tools for online convex optimization, which are applied once we
have relaxed the submodular functions to their convex Lovasz extensions. [68] provides al-
gorithms for non-private online submodular minimization in both the full information and
bandit feedback settings. They design subgradient descent-type algorithms that achieve
regret of O(
√
nT ) and O(nT 2/3) in the full information and bandit settings respectively.
Our algorithms make use of their one-point gradient estimation technique for the bandit
setting. We remark that, to the best of our knowledge, there is no known way to modify
subgradient descent-type algorithms, to achieve differential privacy in the online convex
bandit problem without damaging the regret bounds by less than polylog(T ) factors.
Although our algorithms use these tools, composition of these previous results is not
straight-forward. The bound on the variance of the one-point gradient estimator for the Lo-
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vasz extension is not the same as that of the estimator used for online convex optimization
with bandit feedback, which requires special care in the analysis. If one were to blindly
compose the results of [121] and [68], it would yield regretO(n
2T 11/12
ε
) in the bandit setting,
instead of the regret rate O(n
3/2T 2/3
ε
) that we achieve.
A previous (unpublished) version of the current paper [35] showed that a more careful
combination of these tools, which takes into account the variance of the one-point gradient




) in the bandit setting. This approach was unable to achieve the Õ(T 2/3)
dependence on T that we achieve here because the analysis of [121] first gave differentially
private regret guarantees for strongly convex cost function, and then extended these results
to the setting with general convex costs via a regularization trick to ensure strong convex-
ity (See Appendix E.3 from [121]). While this regularization trick allows for low regret,
Õ(T 3/4), for the problem of private online convex optimization, there were dependencies
in the regret bound which make it impossible to obtain the rate of Õ(T 2/3) for differen-
tially private online submodular minimization. Our analysis requires additional techniques
to achieve this lower regret bound.
Other relevant work includes [78], where the authors design differentially private al-
gorithms for online convex optimization. However, these algorithms only achieve optimal
regret rates in some special cases. In [10], the authors provide differentially private algo-





) which is (almost) optimal. The problem of private online submodular max-
imization has been studied by [100] and [66]. However, our work cannot be compared to
theirs since the problems of minimizing and maximizing a submodular functions are very
different. Additionally, these works only consider the offline problem with full information




In this section we present background on submodular functions, and differential privacy
that will be useful for our results in later sections.
3.2.1 Submodular Functions
Submodular functions share many properties with both convex and concave functions.
They can be thought of as convex functions when one is trying to minimize them, how-
ever they also exhibit a diminishing marginal returns property as some concave functions
do (i.e., f(x) = log x).
Definition 2 (Submodular function). A function f : 2[n] → [−M,M ] is submodular if for
all sets S, S ′ ⊆ [n] such that S ′ ⊆ S and for all elements i ∈ [n] \ S,
f(S ′ ∪ i)− f(S ′) ≥ f(S ∪ i)− f(S).
The connection between convex and submodular functions is formalized through the
Lovasz extension (Definition 4), which extends a submodular function f over [n] to its cor-
responding convex function f̂ over [0, 1]n. The Lovasz extension works by first describing
each point in [0, 1]n as a convex combination of points in {0, 1}n, which can be interpreted
as subsets of [n]. It then defines f̂(x) as the convex combination of f evaluated on the sets
associated with x. We first define the necessary notation.
Definition 3 (Maximal chain [68]). A chain of subsets of [n] is a collection of setsA0, ..., Ap
such that A0 ⊂ A1 ⊂ · · · ⊂ Ap. A chain is maximal if p = n. For a maximal chain,
A0 = ∅, An = [n], and there is a unique associated permutation π : [n] → [n] such that
Aπ(i) = Aπ(i)−1 ∪ {i} for all i ∈ [n]. For this permutation, we can write Aπ(i) = {j ∈ [n] :
π(j) ≤ π(i)} for all i ∈ [n].
Define K = [0, 1]n. For any set S ⊆ [n], let XS ∈ {0, 1}n denote the characteristic
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vector of S, defined as XS(i) = 1 if i ∈ S and 0 otherwise. For any x ∈ K, there is a
unique chain A0 ⊂ · · · ⊂ Ap such that x can be expressed as a convex combination of





i=0 µi = 1. Note that if p < n (i.e., the chain is not maximal), the chain can be
extended to a maximal chain by setting µi = 0 for all i’s corresponding the the subsets of
[n] that were not present in the original chain. The chain and the weights can be found in
O(n ln(n)) time (see, e.g., Chap. 3 of Bach [17]).
We are now ready to define the Lovasz extension f̂ of submodular function f .
Definition 4 (Lovasz extension). Let f : 2[n] → [−M,M ] be submodular. The Lovasz
extension f̂ : K → [−M,M ] of f is defined as follows. For each x ∈ K, let A0 ⊂ ·· · ⊂ Ap
be the chain associated with x, and let µ1, . . . , µp be the corresponding weights in the
convex combination x =
∑p




µif(Ai) ∀x ∈ K.
Equivalently, the Lovasz extension can also be defined by sampling τ uniformly at random
from the unit interval [0, 1] and considering level set Sτ = {i : x(i) ≥ τ}. Then f̂(x) =
Eτ [f(Sτ )] for each x ∈ K.
We now provide some useful properties of the Lovasz extension.
Lemma 24 ([58, 68]). The Lovasz extension f̂ of submodular function f is convex. Addi-
tionally, for any x ∈ K, let ∅ = B0 ⊂ B1 ⊂ · · · ⊂ Bn be any maximal chain associated
with x and let π : [n] → [n] be the corresponding permutation. Then a subgradient g of f̂
at x is given by: g(i) = f(Bπ(i))− f(Bπ(i)−1) for all i = 1, . . . , n.
Lemma 25 ([79]). All subgradients g of the Lovasz extension f̂ : K → [−M,M ] of a
submodular function are bounded by ‖g‖2 ≤ ‖g‖1 ≤ 4M .
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3.2.2 Tools from Differential Privacy
Let F be a class of functions. Let F = {f1, ..., fT} and F ′ = {f ′1, . . . , f ′T} be sequences of
functions where ft, f ′t ∈ F , and ft, f ′t : R → R for all t. We say F and F ′ are neighboring
sequences if ft = f ′t for all but at most one t ∈ [T ].
Definition 5 (Differential privacy [45]). An algorithmA : FT → RT is (ε, δ)-differentially
private if for all neighboring sequences F, F ′ ∈ FT and every subset of the output space
S ⊆ RT ,
Pr[A(F ) ∈ S] ≤ eεP [A(F ′) ∈ S] + δ.
If δ = 0, we say that A is ε-differentially private.
The following theorem states that differential privacy is robust to post-processing: com-
putations performed on the output of a differentially private algorithm are still differentially
private.
Theorem 14 (Post-processing [45]). Let A : D → R be (ε, δ)-differentially private, and
let f : R → R′ be an arbitrary randomized function. Then f ◦ A : D → R′ is (ε, δ)-
differentially private.
Our results require another differentially private algorithm: Tree-based Aggregation
Protocol (TBAP). The Tree-Based Aggregation Protocol [38, 46, 121] is a tool for main-
taining differentially private partial sums of vectors arriving in an online sequence. At each
time t, TBAP outputs a noisy sum of the input vectors up to time t. A full presentation of
the algorithm and its properties is given in Appendix B.1.
The following section (Section 3.2.2) discusses Regularized Follow The Leader, an al-
gorithm from [71] for online convex optimization which is used for online learning. Prior
work [121] privatized a variant of this algorithm, Follow The Approximate Leader, to give
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a differentially private algorithm for online convex optimization that uses TBAP as a sub-
routine. It takes in a sequence of strongly convex functions and outputs a sequence of
points that minimizes regret.
The Cost of Privacy in Online Convex Optimization
Our algorithm uses the following Regularized Follow the Leader (RFTL) of [71] as a sub-
routine for online convex optimization. This algorithm is known to achieve low regret
(Theorem 15).
Algorithm 6 Regularized Follow The Leader: RFTL({fi}Ti=1, H,X)
Input: Online sequence of convex cost functions {f1, ..., fT} strong convexity parameter
H , convex compact decision set X ⊆ Rn.
Output: Sequence of actions x1, . . . , xT ∈ X
Initialize x1 ← arg minx∈X H2 ||x||
2
2
Output x1, observe f1
for t=1, . . . , T-1 do






Output xt+1 and observe ft+1
end for
Theorem 15 ([72] Ch. 5). Let {ft}Tt=1 be any sequence of convex functions. Let X ⊆ Rn
be a convex and compact set. RFTL guarantees that for any x ∈ X ,











We give the following theorem, which quantifies the loss in regret due to adding a
differential privacy constraint. A similar theorem was given in [121] for their analysis of
a differentially private version of Follow The Approximate Leader, which is a variant of
Regularized Follow the Leader. The main ideas in both proofs are similar, but we analyze
a different algorithm (RFTL), so a new proof is needed for Theorem 16.
Theorem 16. Let {x̂t}Tt=1 be the non private iterates of RFTL and let {xt}Tt=1 be the private
iterates i.e. xt+1 = arg minx∈X v>t x+
H
2
||x||2 where vt is the private partial sum computed
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Where the expectation is taken with respect to the randomness of TBAP.
Our proof follows a similar structure as that of Lemma 8 of [121]. However, we analyze
a different algorithm, so the proof details are different.
Proof. Let Jt = v>t x+
H
2
||x||2. Let ξt = vt −
∑t
τ=1∇ft(xt) be the noise added by TBAP
to
∑t
τ=1∇ft(xt). Notice that xt+1 = arg minx∈K Jt(x) + ξ>t x and x̂t = arg minx∈K Jt(x).
Since Jt is H2 -strongly convex we have that




Since each ξt is formed in TBAP by adding at most dln(T ) + 1e vectors with norms drawn
from a Gamma distribution with scale n and shape (dln(T )+1e)G
ε

























3.3 Full Information Setting
In this section we present Submodular Private Regularized Follow The Leader
(SUBMODPFTAL) which is an algorithm for Online Submodular Minimization that is both
differentially private and achieves near optimal regret. In the full information setting, the
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The main difference between using a Regularized Follow The Leader type algorithm
versus the subgradient descent type algorithm of [68] is the following. When using SUB-
MODPFTAL to make the decision at time t + 1, we use all the subgradients we have
observed at times 1, . . . , t. To contrast, if we used the algorithm of [68], we would only be
using the subgradient obtained at t. This difference is crucial when trying to incorporate
privacy into the setting.
Algorithm 7 Submodular Private Regularized Follow The Leader: SUBMODPF-
TAL({fi}Ti=1,M,H,L, [n], ε)
Input: Online sequence of submodular cost functions {f1, ..., fT}, lower and upper
bounds function values [−M,M ], strong convexity parameter H , Lipschitz parameter
L, ground set [n], privacy parameter ε.
Output: Sequence of sets S1, . . . , ST ⊆ [n]
Initialize S1 ← ∅
Set x1 ← 0 ∈ K
Output S1
Compute and pass ∇f̂1(x1) to TBAP({∇f̂i(xi)}, L, ε), and receive current partial sum
v1
for t=1, . . . , T-1 do
xt+1 ← arg minx∈K v>t x+ H2 ‖x‖
2
2
Sample τt+1 ∼ U [0, 1]
Output St+1 = {i : xt+1(i) > τt} and observe ft+1
Compute ∇f̂t(xt+1) and pass ∇f̂t+1(xt+1) to TBAP({∇f̂i(xi)}, L, ε), and receive
current partial sum vt+1
end for
Algorithm 7 is differentially private (Theorem 17) and achieves Õ(
√
T ) regret (Theo-
rem 18).
Theorem 17 (Privacy guarantee). SUBMODPFTAL({fi}Ti=1,M,H,L, [n], ε)
is ε-differentially private for any sequence of functions f1, . . . , fT with bounded range
[−M,M ] and for any M,H,L, n, T > 0.
Proof. By Theorem 30 we know that the output of TBAP, {vt}Tt=1, is ε-differentially pri-
vate. By Theorem 14 we get that the sequence {xt}Tt=1 is ε-differentially private since the
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procedure xt+1 ← arg minx∈K v>t x + H2 ||x||
2
2 is simply post-processing of the vt’s. Com-
puting the output {St}Tt=1 is further post-processing of the sequence {xt}Tt=1, and Theorem
14 again yields the result.
Theorem 18 (Regret guarantee). SUBMODPFTAL({fi}Ti=1,M,H,L, [n], ε) run with H =
M
√
T and ||∇f̂t|| ≤ L = 4M for any sequence of submodular functions f1, . . . , fT :
2[n] → [−M,M ] for any M,n, T > 0 guarantees,








where the expectation is taken over the randomness of TBAP and the sampling procedure
used to choose St.

















ft(St)|TBAP ]] + ETBAP [f̂T (xT )]






























































Plugging in the bound on L from Lemma 25 and choosing H = M
√
T yields the result.
3.4 Bandit Setting
In this section we present Submodular Private Follow The Approximate Leader with Bandit
Feedback (BANDITSUBMODPFTAL). This algorithm is differentially private and achieves
a no regret guarantee for online submodular minimization with bandit feedback. The regret
bound only loses a factor of O(n1/2 log1.5(T )) relative to the best known algorithm in the
non-private setting.
The bandit setting makes the problem much more challenging because we do not have
access to the whole function ft nor to its subgradients. Instead we only observe the function
evaluated at a single point, ft(St) for our chosen set St. This means that we can no longer
compute subgradients of the Lovasz extension∇f̂t and run RFTL on functions f̂t as in the
full information setting.
The key to obtaining sublinear regret is to balance exploration and exploitation. In this
setting, exploitation is achieved by sampling St exactly from the distribution µ defined
(through the Lovasz extension) by iterate xt of BANDITSUBMODPFTAL.
However, if we sample according to the distribution over sets µ, we do not learn any-
thing about the function’s subgradients so, it is unclear what to do in future steps. To fix
this, we should sample from some distribution that is close to µ, that allows us to explore
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(i.e., obtain an unbiased estimate of the Lovasz extension at xt). We use the sampling
procedure from Hazan and Kale [68] to achieve this.
With these modifications, BANDITSUBMODPFTAL now works similarly to
SUBMODPFTAL for the full information setting. The algorithm works by computing an
unbiased estimator ĝt of the gradient of the Lovasz extension∇f̂t, updating a private iterate
xt ∈ K using TBAP to obtain a private partial sum of
∑t
j=1 ĝt, and outputting a random
set St that depends on xt. We now present the full algorithm BANDITSUBMODPFTAL in
Algorithm 8.
Algorithm 8 Submodular Private Regularized Follow The Leader with Bandit Feedback:
BANDITSUBMODPFTAL({fi}Ti=1,M,H,L, [n], ε, γ)
Input: Online sequence of submodular cost functions {f1, ..., fT}, lower and upper
bounds function values [−M,M ], strong convexity parameter H , Lipschitz parameter
L, ground set [n], privacy parameter ε, parameter γ ∈ (0, 1).
Output: Sequence of sets S1, . . . , ST ⊆ [n]
Initialize xi ← arg minx∈K ||x||2
for t=1, . . . , T do
Find maximal chain associated with xt, ∅ = B0 ⊂ B1 ⊂ B2 ⊂ · · ·Bn = [n], let π be
the associated permutation
Write xt as xt =
∑n
i=0 µiXBi , where µi = 0 for the extra sets Bi that where added to
complete the maximal chain for xt.
Sample St according to distribution: St = Bi with probability ρi = (1− γ)µi + γn+1
Output St and observe ft(St)
if St = B0 then
Set ĝt = − 1ρ0ft(B0)eπ−1(1)
else if St = Bn then
Set ĝt = 1ρnft(Bn)eπ−1(n)
else
Choose ξ ∈ {+1,−1} uniformly at random
if ξ = +1 then
Set ĝt = 2ρift(Bi)eπ−1(i)
else
Set ĝt = − 2ρift(Bi)eπ−1(i+1)
end if
end if
Pass ĝt to TBAP({ĝi}, L, ε), and receive current partial sum v̂t





In the algorithm ei refers to the vector with all entries equal to 0 except for the i-th entry
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which is equal to 1. The analysis of BANDITSUBMODPFTAL relies on the following key
properties of the estimate ĝ.1
Lemma 26. Let γ ∈ (0, 1). The random vector ĝt computed in BANDITSUBMODPF-
TAL is an unbiased estimate of a subgradient of the Lovasz extension f̂t of submodular ft,
evaluated at point xt. That is,
E [ĝt | xt] = ∇f̂t(xt).










−1(i)) with probability ρi
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−1(i+ 1)) with probability ρi
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= [ft(B1)− ft(B0)]e(π−1(1)) + [ft(B2)− ft(B1)]e(π−1(2))
+ ...+ [ft(Bn)− ft(Bn−1)]e(π−1(n))
This means that Et[ĝt](π−1(i)) = f(Bi) − ft(Bi−1) for i = 1, ..., n. This concludes the
proof since Et[ĝt](i) = Et[ĝt](π−1[π(i)]) = ft(Bπ(i))− ft(Bπ(i)−1) = gt(i) for i = 1, ..., n.
1Our Lemmas 26 and 27 were asserted without proof in [68]. Due to minor errors in the construction of ĝt
in [68], these claims are easily seen to be false under their construction. Here, we build the correct estimator
and prove its correctness.
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Lemma 27. The random vector ĝt computed in BANDITSUBMODPFTAL satisfies the fol-





















































The second to last inequality holds as long as γ ≤ 1 which will be ensured when we choose
the parameters of the algorithm.
The exploration-exploitation dilemma can be better understood through the parameter
γ. This parameter trades off between variance of the estimate ĝt and the approximation of
the Lovasz extension f̂t to the true submodular function ft. When γ is large, the variance
of ĝt is diminished, as can be seen in the statement of Lemma 27. When γ is small, the
performance of ft(St) is close to that of f̂t(xt) (see Lemma 28 in Section 3.4.1). In the
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statement of our main result (Theorem 20), we optimally tune γ to balance exploration and
exploitation and minimize overall regret of BANDITSUBMODPFTAL.
Our two main results of this section show that BANDITSUBMODPFTAL is differen-
tially private and achieves low regret.
Theorem 19 (Privacy guarantee). BANDITSUBMODPFTAL({fi}Ti=1,M,H,L, [n], ε, γ) is
ε-differentially private for any sequence of functions f1, . . . , fT with bounded range
[−M,M ] and for any M,H,L, n, T, γ > 0.
Proof. By Theorem 30 we know that the output of TBAP, {vt}Tt=1, is ε-differentially pri-




‖x‖2 thus by the same reasoning as in Theorem 17, the sequence {xt}Tt=1 is ε-
differentially private since the procedure xt+1 ← arg minx∈K v>t x+ H2 ‖x‖
2
2 is simply post-
processing of the vt’s. Since {St}Tt=1 is post-processing on the sequence {xt}Tt=1, applying
Theorem 14 again completes the proof.
Theorem 20 (Regret guarantee). BANDITSUBMODPFTAL({fi}Ti=1,M,H,L, [n], ε, γ) run
with H = MT 2/3, L = 4Mn√
γ
, and γ = n
3/2
T 1/3
for any sequence of submodular functions
f1, . . . , fT : 2
[n] → [−M,M ] for any M,n, T > 0 guarantees,






where the expectation is taken with respect to all the internal randomness of the algorithm.
The proof of Theorem 20 relies on several key lemmas, presented in Section 3.4.1.
3.4.1 Regret Analysis of BANDITSUBMODPFTAL
There are several sources of potential sub-optimality in the output of BANDITSUBMODPF-
TAL that must be bounded. Firstly, the algorithm optimizes using continuous iterates xt
instead of discrete (Lemma 28). The algorithm incurs additional loss from the noise added
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in TBAP to preserve privacy (Lemma 32). Lastly, due to the bandit feedback, we cannot
compute an exact subgradient of the regularized Lovasz extension, and must instead use a
(random) unbiased estimator (Lemmas 29 and 31).
The following lemmas bound the regret from these sources of error, and are used in the
proof of Theorem 20.
We start with a lemma from Hazan and Kale [68], showing that the additional loss from
choosing a subset of the ground set St instead of the point in xt ∈ K is not too large.
Lemma 28 ([68]). For any submodular function ft : [n]→ [−M,M ], let xt and St be the
corresponding iterates and sets as defined in BANDITSUBMODPFTAL, then E[ft(St)] ≤
E[f̂t(xt)] + 2γM . Where the expectation is taken with respect to all the randomness of the
algorithm.
The proof is identical to that of [68]. We present it here for completeness. Let Et be the
expectation with respect to the randomness of the algorithm in round t conditioned on the
history up to time t− 1.
Proof. We know Et[ft(St)] =
∑n
























Taking expectation with respect to the randomness up to time t− 1 yields the result.
The following lemma bounds the regret loss due to the fact that we only have bandit
feedback. The main idea of the proof comes from [53], the first paper that provided an
algorithm for online convex optimization with bandit feedback, however we must modify
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it accordingly to account for the fact that our one-point gradient estimator is for the Lovasz
extension of a submodular function and not just any convex function. This modification
will exploit the bound on the variance of ĝt from Lemma 27 and will allow us to prove a
regret rate of Õ(T 2/3) instead of Õ(T 3/4) which is obtained for general convex functions
while trying to preserve privacy (see [121]).
The next lemma bounds the loss our algorithm incurs due to bandit feedback against





t=1∇ĝt, then use the fact that ĝt is an
unbiased estimator of∇f̂t.
Lemma 29. Let {ĝt}Tt=1 be the sequence of one point gradient estimates generated by
























where the expectation is taken with respect to all the randomness of the algorithm.











αt||2 (by Cauchy Schwartz)













The previous ensures that our regret bound holds against adaptive adversaries.






. By Lemma 30 stated below, E[α>t αt′ ] = 0
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≤ 4T · 16M
2n2
γ
where the last line follows from Lemma 27, and the fact that if ‖ĝt‖2 ≤ G then ‖∇f̂t(xt)‖2 ≤
G by Jensen’s inequality. Taking expectation on both sides of equation 3.1 yields the re-
sult
The following lemma was asserted without proof in [121]. We prove it here for com-
pleteness.
Lemma 30. Let αt = ∇f̂t(xt)− ĝt. Then, for t < t′ it holds that E[α>t αt′ ] = 0, where the
expectation is taken over the randomization of the algorithm used to build the estimates of
the gradient {ĝt}Tt=1.
Proof.
E[α>t αt′ ] = E[(∇f̂t(xt)− ĝt)>(∇f̂t′(xt′)− ĝt′)]
= E[∇f̂t(xt)>∇f̂t′(xt′)]− E[∇f̂t(xt)>ĝt′ ]− E[∇f̂t′(xt′)>ĝt] + E[ĝ>t ĝt′ ]
= ∇f̂t(xt)>∇f̂t′(xt′)−∇f̂t(xt)>∇f̂t′(xt′)−∇f̂t′(xt′)>∇f̂t(xt) + E[ĝ>t ĝt′ ]
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We now show that E[ĝ>t ĝt′ ] = ∇f̂t′(xt′)>∇f̂t(xt).
E[ĝ>t ĝt′ ] = E1,...t′−1[Et′ [ĝ>t ĝt′ |t = 1, ...t′ − 1]]
= E1,...t′−1[ĝ>t Et′ [ĝt′ |t = 1, ...t′ − 1]]
= E1,...t′−1[ĝ>t ∇f̂t′(xt′)]
= ∇f̂>t (xt)∇f̂t′(xt′)
Lemma 31. Let {ĝt}Tt=1 and {xt}Tt=1 be the sequences generated by

































ĝ>t xt] + E[x>T∇f̂T ] by Lemma 26.
Repeating the argument T − 1 more times yields the result.
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The following lemma quantifies the loss in the regret due to privacy.
Lemma 32. Let {xt}Tt=1 be the sequence generated by
BANDITSUBMODPFTAL({fi}Ti=1,M,H,L, [n], ε, γ). Let x̂t be the non private iterate of


















where the expectation is taken with respect to the randomness of the algorithm.
Proof. We follow the proof of Lemma 8 in [121].
Let Jt = v>t x +
H
2
||x||2. Let ξt = vt −
∑t
τ=1 ĝt be the noise added by TBAP to∑t
τ=1 ĝt. Notice that xt+1 = arg minx∈K Jt(x) + ξ
>
t x and x̂t = arg minx∈K Jt(x). Since Jt
is H-strongly convex we have that




Since each ξt is formed in TBAP by adding at most dln(T )+1e vectors with norms drawn
from a Gamma distribution with scale n and shape (dln(T )+1e)4Mn√
γε
we can upper bound









-Lipschitz continuous (by Lemma 27, concavity of
√
·, and Jensen’s




ĝ>t xt] ≤ E[
T∑
t=1
















We are now ready to prove the regret guarantee of BANDITSUBMODPFTAL.
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∇f̂>t (xt − x)
]





































































































Choosing γ = n
3/2
T 1/3
, H = MT 2/3 yields the result.
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CHAPTER 4
COMPETING AGAINST EQUILIBRIA IN ZERO-SUM GAMES WITH
EVOLVING PAYOFFS
4.1 Introduction
We consider a problem in which two players interact in a zero-sum game repeatedly. The
payoff matrix of the game is unknown to the players a priori, and may change arbitrarily
on each round. Our objective is to find competitive strategies that can achieve the Nash
equilibrium of the game with the average payoffs in the long term. This problem is a sig-
nificant extension of the classical learning setting in zero-sum games, where the underlying
payoff matrix is often assumed to be fixed or i.i.d. In contrast, we allow the payoff matrix to
evolve arbitrarily in each round, and can even be selected in a possibly adversarial fashion.
Zero-sum games [101, 128] are ubiquitous in economics and central to understanding
Linear Programming duality [8, 72], convex optimization [4, 5], robust optimization [23],
and Differential Privacy [47]. The task of finding the Nash equilibrium of a zero-sum
game is also connected to several machine learning problems such as: Markov Games
[94], Boosting [56], Multiarmed Bandits with Knapsacks [18, 76] and dynamic pricing
problems [51].
We formally define the problem setting in Section 4.1.1. We then highlight the main
contributions of this work in Section 4.1.2 and discuss related works in Section 4.1.3.
4.1.1 Problem Formulation: Online Matrix Games
We start by reviewing the definition of classical two-player zero-sum games. Suppose
player 1 has d1 possible actions and player 2 has d2 possible actions. The payoffs for both
players are determined by a matrix A ∈ Rd1×d2 , with Ai,j corresponding to the loss of
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player 1 and the reward of player 2 when they choose to play actions (i, j) ∈ [d1] × [d2].1
We allow the players to use mixed strategies – each mixed strategy is represented by a
probability distribution over their actions. More specifically, when Player 1 uses a mixed
strategy x ∈ ∆d1 and Player 2 uses a mixed strategy y ∈ ∆d2 , the expected payoff is
x>Ay.2 Throughout the chapter, we refer to the static zero-sum game as a matrix game
(MG), because the players’ payoffs are a bilinear function encoded by the matrix A. A
Nash equilibrium of this game is defined as any pair of (possibly) mixed strategies (x∗, y∗)
such that
(x∗)>Ay ≤ (x∗)>Ay∗ ≤ x>Ay∗
for any x ∈ ∆d1 , y ∈ ∆d2 . It is well known that every MG has at least one Nash equilibrium
[101]. The problem of finding an equilibrium for a MG can be reduced to solving linear
programming problems. In fact, [8] showed that the opposite is also true, every linear
programming problem can be solved by finding an equilibrium to a corresponding MG.
Now, we define a problem that generalizes the matrix games into an online setting,
which we call the Online Matrix Games (OMG) problem. Suppose two players interact in
a repeated zero-sum matrix game through T rounds. In every round t ∈ [T ], they must
each choose a (possibly) mixed strategy from the given action sets xt ∈ ∆d1 , yt ∈ ∆d2 .
However, we assume that the payoff matrix in OMG can evolve in each round, and the
players have no knowledge of the payoff quantities in that round before they commit to an
action. Let {At}Tt=1 be an arbitrary sequence of matrices, where each At ∈ [−1, 1]d1×d2 for
all t = 1, .., T . For each round t, the players choose their mixed strategies xt ∈ ∆d1 , yt ∈
∆d2 before the matrix At is revealed. Then, player 1 (resp. player 2) receives a loss (resp.
gain) given by the payoff quantity x>t Atyt. Note that the payoff matrix At is allowed to
change arbitrarily from round to round and may even depend on the past actions of both
players. The joint goal for both players is to find strategies that ensure their average payoffs
1Throughout, [n] , {1, ..., n} for any positive integer n.
2Here, ∆d represents the unit simplex in dimension d: ∆d , {v ∈ Rd : ‖v‖1 = 1, v ≥ 0}.
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the Nash Equilibrium (NE) regret. This is a natural extension of the regret concept in typ-
ical online learning or multi-armed bandit problems, which involve only a single decision
maker. The primary objective of the OMG problem is to find online strategies for both
players so that, as T → ∞, the average NE regret (4.1) per round tends to 0 (i.e., the NE
regret is o(T )).
We make some remarks about the choice of benchmark and the fact that the players
must update jointly despite the fact that they are playing a zero-sum game. In the following
examples, the comparator term minx∈X maxy∈Y
∑T
t=1 x
>Aty arises naturally and there is
one decision maker which chooses the actions of both players.
1. Online Linear Programming [11]: the decision maker solves an LP where data ar-
rives sequentially. This problem has real-world applications in ad-auctions. Using
Lagrangian duality, we can reduce this problem to an online zero-sum game (our set-
ting), where player 1 chooses primal variables and player 2 chooses dual variables.
Our benchmark corresponds to the optimal solution of the offline LP.
2. Adversarial Bandits with Knapsacks [76]: this problem extends the classical Multi
Armed Bandit by adding a ‘knapsack’ constraint. Again, using a Lagrangian relax-
ation on the knapsack constraint, this problem can be linked to the online min-max
games that we study (see Sec. 3.2 of [76]).
3. Generative Adversarial Networks [63]: GANs can also be viewed as a zero-sum
game, where the decision maker trains the generator and discriminator to find a Nash
equilibrium. Although our model cannot directly be used for GANs because they are
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nonconvex, it is another example where both players may desire to update jointly. In
Section 4.7 we explore this further.
In the chapter, we consider the OMG problem in two distinct information feedback
settings. In the full information setting (Section 4.4), both players are able to observe the
full matrix At at the end of round t. In the bandit setting (Section 4.5), players can only
observe the entry of At indexed by (it, jt) at the end of round t, where it and jt are the
actions sampled from the probability distributions associated with their mixed strategies
(xt, yt).
4.1.2 Main Results
In addition to introducing a novel problem setting, the main contributions of the present
work are as follows.
• First, we show that a natural “naı̈ve” approach, where each player simply aims to
minimize their individual regret, will fail to produce a sublinear NE regret algorithm,
in the sense of (4.1), regardless of the players’ no-regret strategies (Theorem 21).
• Second, in the full information setting, we provide an algorithm for the OMG prob-
lem that achieves a NE regret of O(max{ln(d1), ln(d2)} ln(T )
√
T ) (Theorem 23).
Note that the regret depends logarithmically on the number of actions, allowing us to
handle scenarios where the players have exponentially many actions available. We
also show a NE regret bound for general convex-concave games of
O(max{d1, d2} ln(T )
√
T ) (Theorem 22).
• Third, we propose an algorithm for the bandit setting that achieves a NE regret of
order O((max{d1, d2})5/3T 5/6) (Theorem 25).
• Fourth, we extend our results to the case where the payoff function is strongly convex-
concave. In this regime we are able to show a faster NE regret rate that scales loga-
rithmically with respect to the number of rounds T (Theorem 26).
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• Fifth, we show empirically how our algorithm can be used to prevent mode collapse
when training GANs in a basic setup (Section 4.7).
4.1.3 Related Work
The reader familiar with Online Convex Optimization (OCO) may find it closely related to
the OMG problem. In the OCO setting, a player is given a convex, closed, and bounded
action set X , and must repeatedly choose an action xt ∈ X before the convex function
ft(x) : X → R is revealed. The player’s goal is to obtain sublinear individual regret
defined as
∑T
t=1 ft(xt) − minx∈X
∑T
t=1 ft(x). This problem is well studied and several
algorithms such as Online Gradient Descent [139], Regularized Follow the Leader [6, 116]
and Perturbed Follow the Leader [82] achieve optimal individual regret bounds that scale
as O(
√
T ). The most natural (although incorrect) approach to attack the OMG problem
is to equip each of the players with a sublinear individual regret algorithm. However, we
will show in Section 4.3 that if both players use an algorithm that guarantees sublinear
individual regret, then it is impossible to achieve sublinear NE regret when the payoff
matrices are chosen adversarially. In other words, the algorithms for the OCO setting
cannot be directly applied to the OMG problem considered in this work.
We now discuss some related works that focus on learning in games. [120] study a two
player, two-action general sum static game. They show that if both players use Infinitesimal
Gradient Ascent, either the strategy pair will converge to a Nash Equilibrium (NE), or even
if they do not, then the average payoffs are close to that of the NE. A result of similar
flavor was derived in [37] for any zero-sum convex-concave game. Given a payoff function
L(x, y), they show that if both players minimize their individual-regrets, then the average
of actions (x̄, ȳ) will satisfy |L(x̄, ȳ) − L(x∗, y∗)| → 0 as T → ∞, where (x∗, y∗) is a
NE. [29] improve upon the result of [120] by proposing an algorithm called WoLF (Win
or Learn Fast), which is a modification of gradient ascent; they show that the iterates of
their algorithm indeed converge to a NE. [41] further improve the results in [120] and
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[28] by developing an algorithm called GIGA-WoLF for multi-player nonzero sum static
games. Their algorithm learns to play optimally against stationary opponents; when used
in self-play, the actions chosen by the algorithm converge to a NE. More recently, [20]
studied general multi-player static games and show that by decomposing and classifying
the second order dynamics of these games, one can prevent cycling behavior to find NE.
We note that unlike our work, all of the papers above consider repeated games with a static
payoff matrix, whereas we allow the payoff matrix to change arbitrarily. An exception is
the work by [74], who consider the same setting as our OMG problem; however their paper
only shows that the sum of the individual regrets of both players is sublinear and does not
study convergence to NE.
Related to the OMG problem with bandit feedback is the seminal work of [53]. They
provide the first sublinear regret bound for Online Convex Optimization with bandit feed-
back, using a one-point estimate of the gradient. The one-point gradient estimate used in
[53] is similar to those independently proposed in [64] and in [122]. The regret bound
provided in [53] is O(T 3/4), which is suboptimal. In [6], the authors give the first O(
√
T )
bound for the special case when the functions are linear. More recently, [70] and [33]
designed the first efficient algorithms with Õ(poly(d)
√
T ) regret for the general online
convex optimization case; unfortunately, the dependence on the dimension d in the regret
rate is a very large polynomial. Our one-point matrix estimate is most closely related to the
random estimator in [14] for linear functions. It is possible to use the more sophisticated
techniques from [6, 33, 70] to improve our NE regret bound in section 4.5; however, the
result does not seem to be immediate and we leave this as future work.
4.2 Preliminaries




By default, all vectors are column vectors. A vector with entries x1, ..., xd is written as
x = [x1; ...;xd] = [x1, ..., xd]
>, where > denotes the transpose. For a matrix A, let Aij be
the entry in the i-th row and j-th column.
4.2.2 Convex Functions
For any H > 0 we say that a function f : X → R is H-strongly convex with respect to a
norm ‖ · ‖, if for any x1, x2 ∈ X , it holds that




Here, ∇f(x) denotes any subgradient of f at x. Strong convexity implies that the opti-
mization problem minx∈X f(x) has a unique solution. If H = 0 we simply say that the
function is convex. We say a function g is H-strongly concave if −g is H-strongly con-
vex. Furthermore, we say a function L(x, y) is H-strongly convex-concave if for any fixed
y0 ∈ Y , the function L(x, y0) is H-strongly convex in x, and for any fixed x0 ∈ X , the
function L(x0, y) is H-strongly concave in y.
4.2.3 Saddle Points and Nash Equilibra
A pair (x∗, y∗) is called a saddle point for L : X × Y → R if for any x ∈ X and y ∈ Y ,
we have
L(x∗, y) ≤ L(x∗, y∗) ≤ L(x, y∗). (4.2)
It is well known that if L is convex-concave, and X and Y are convex and compact sets,
there always exists at least one saddle point [see e.g. 30]. Moreover, ifL is strongly convex-
concave, the saddle point is unique.
A saddle point is also known as a Nash equilibrium for two-player zero-sum games
[102]. In a matrix game, the payoff function L(x, y) = x>Ay is bilinear, and therefore is
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convex-concave. The action spaces of the two players are X = ∆d1 and Y = ∆d2 , which
are convex and compact. As a result, there always exists a Nash equilibrium for any matrix
game. The famous von Neumann minimax theorem states that minx∈∆d1 maxy∈∆d2 x
>Ay =
maxy∈∆d2 minx∈∆d1 x
>Ay. If Player 1 chooses x∗ ∈ arg minx∈∆d1 maxy∈∆d2 x
>Ay and
Player 2 chooses y∗ ∈ arg maxy∈∆d2 minx∈∆d1 x
>Ay, the pair (x∗, y∗) is an equilibrium of
the game [101].
4.2.4 Lipschitz Continuity
We say a function f : X → R is G-Lipschitz continuous with respect to a norm ‖ · ‖ if for
all x, y ∈ X it holds that
|f(x)− f(y)| ≤ G‖x− y‖
It is well known that the previous inequality holds if and only if
‖∇f(x)‖∗ ≤ G
for all x ∈ X , where ‖ · ‖∗ denotes the dual norm of ‖ · ‖ [30, 117]. Similarly, we say a
function L(x, y) is G-Lipschitz continuous with respect to a norm ‖ · ‖ if
|L(x1, y1)− L(x2, y2)| ≤ G‖[x1; y1]− [x2; y2]‖.
for any x1, x2 ∈ X and any y1, y2 ∈ Y . Again, the previous inequality holds if and only if
‖[∇xL(x, y);∇yL(x, y)]‖∗ ≤ G
for all x ∈ X , y ∈ Y .
Lemma 33. Consider a matrix A. If the absolute value of each entry of A is bounded by
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c > 0, then the function L(x, y) = x>Ay is G‖·‖2L -Lipschitz continuous with respect to








. The function L is also G‖·‖1L -Lipschitz continuous
with respect to norm ‖ · ‖1, where G‖·‖1L = c.














































































cd2. (using the same reasoning)
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The second part of the claim follows by bounding ‖∇x>Ay‖∞ using the same argument.
4.3 Challenges of the OMG Problem: An Impossibility Result
Recall that we defined the Online Matrix Games (OMG) problem in Section 4.1.1, where
two players play a zero-sum games for T rounds. The sequence of payoff matrices {At}Tt=1
is selected arbitrarily. In each round t ∈ [T ], both players choose their strategies before the
payoff matrixAt is revealed. The goal is to find strategies under which the players’ average
payoffs are close to the Nash Equilibrium of the game with payoff matrix
∑T
t=1At.
Perhaps the most natural (albeit futile) approach to attack the OMG problem is to equip
each of the players with a sublinear individual regret algorithm to generate a sequence of
iterates {xt, yt}Tt=1. We gave a few examples of Online Convex Optimization (OCO) algo-
rithms that guarantee O(
√
T ) regret in Section 4.1.3. However, if each player minimizes







t=1 xAtyt = O(
√








t Atyt = O(
√
T ).
Notice that the quantity minx∈X maxy∈Y
∑T
t=1 x
>Aty associated with the Nash Equilib-
rium in equation (4.1) does not even appear in these bounds. The reader familiar with





t Aty − minx∈∆X
∑T
t=1 xAtyt = O(
√
T ) relates to achieving sublinear
NE regret. It is easy to see that the duality gap is the sum of individual regret of both
players. In view of Theorem 21 we will see that NE regret and the duality gap are in some
sense incompatible.
In this section we present a result that shows that there is no algorithm that simultane-
ously achieves sublinear NE regret and individual regret for both players. This implies that
if both players individually use any existing algorithm from OCO they would inevitably
fail to solve the OMG problem.
Theorem 21. Consider any algorithm that selects a sequence of xt, yt pairs given the past
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∣∣∣∣∣ = o(T ), (4.3)
T∑
t=1












x>t Atyt = o(T ). (4.5)
Then there exists an (adversarially-chosen) sequence A1, A2, . . . such that not all of (4.3),
(4.4), and (4.5), are true.
A full proof of the result is shown in the next subsection, but here we give a sketch. The
main idea is to construct two parallel scenarios, each with their own sequences of payoff
matrices. The two scenarios will be identical for the first T/2 periods but are different for
the rest of the horizon. In our particular construction, in both scenarios the players play the
well known “matching-pennies” game for the first T/2 periods, then in first scenario they
play a game with equal payoffs for all of their actions and in the second scenario they play
a game where Player 1 is indifferent between its actions. One can show that if all three
quantities in the statement of the theorem are o(T ) in the first scenario, then we prove that
at least one of them is Ω(T ) in the second one which yields the result. This suggests that
the machinery for OCO, which minimizes individual regret, cannot be directly applied to
the OMG problem.
4.3.1 Proof of Theorem 21
Next we give a formal proof of Theorem 21.





t Atyt −minx∈X maxy∈Y
∑T
t=1 x
















t Atyt ≤ o(T ) for all possible sequences of matrices
{At}Tt=1 with bounded entries between [−1, 1]. We now construct two sequences of func-
tions for which all the three guarantees hold and lead that to a contradiction. Let T be divisi-
ble by 2. In scenario 1: At =
 1 −1
−1 1
 for 1 ≤ t ≤ T2 and At =
0 0
0 0
 for T2 < t ≤ T .
In scenario 2: At =
 1 −1
−1 1
 for 1 ≤ t ≤ T2 and At =
1 −1
1 −1
 for T2 < t ≤ T .




Since d1 = d2 = 2 and we can parametrize any x ∈ ∆X as x = [α; 1 − α] and any





t Aty − minx∈X maxy∈Y
∑T
t=1 x
>Aty ≤ o(T ) for all sequences of ma-
trices {At}Tt=1. This implies for scenario 1 that max0≤β≤1
∑T
2
t=1 4αtβ − 2β + 1 − 2αt ≤
o(T ) which also implies that
∑T
2
t=1 2αt − 1 ≤ o(T ) and
∑T
2
t=1 1 − 2αt ≤ o(T ) since∑T
2
t=1 4αtβ − 2β + 1− 2αt is a linear function of β and thus its maximum occurs at β = 0
or β = 1.


















≤ o(T ) and
∑T
2
t=1 1−2αt+ T2 ≤ o(T ). Finally, notice that
∑T
2
t=1 2αt−1+ T2 ≤ o(T )
implies T
2
≤ o(T ) +
∑T
2
t=1 1− 2αt but from scenario 1 we have that
∑T
2
t=1 1− 2αt ≤ o(T )
since T
2
≤ o(T ) is a contradiction we get the result.
4.4 Online Matrix Games: Full Information
4.4.1 Saddle Point Regularized Follow-the-Leader
In this section we propose an algorithm to solve the OMG problem in the full informa-
tion setting. In fact, we will consider the algorithm in a slighly more general setting than
the OMG problem, allowing the sequence of payoff functions to be specified by arbitrary
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convex-concave Lipschitz functions, and the action sets of Player 1 and Player 2 (X ⊂ Rn
and Y ⊂ Rn respectively) to be arbitrary convex compact sets.
Let the sequence of convex-concave functions be {L̄t(x, y)}Tt=1, which areGL̄-Lipschitz
with respect to some norm ‖ · ‖. We propose an algorithm called Saddle Point Regularized
Follow the Leader (SP-RFTL), shown in Algorithm 9.
Algorithm 9 Saddle-Point Regularized-Follow-the-Leader (SP-RFTL)
input: x1 ∈ X , y1 ∈ Y , parameters: η > 0, strongly convex functions RX , RY
for t = 1, ...T do
Play (xt, yt)
Observe L̄t




xt+1 ← arg minx∈X maxy∈Y
∑t
τ=1 Lt(x, y)




The regularizers RX , RY are used as input for the algorithm. We will choose regu-
larizers that are strongly convex with respect to norm ‖ · ‖, and GR1 and GR2 Lipschitz
with respect to norm ‖ · ‖, which means that ‖∇RX(x)‖∗ ≤ GR1 for all x ∈ X , and
‖∇RY (y)‖∗ ≤ GR2 for, all y ∈ Y . Finally, we assume RX(x) ≥ 0 for all x ∈ X and
RY (y) ≥ 0 for all y ∈ Y .
The main difference between SP-RFTL and the well known Regularized Follow the
Leader (RFTL) algorithm [6, 116] is that in SP-RFTL both players update jointly and
play the saddle point of the sum of regularized games observed so far. In particular, they
disregard their previous actions. In contrast, the updates for RFTL would be




















for t = 2, ..., T , and xRFTL1 , y
RFTL
1 are chosen as to minimize RX(x) and −RY (y) in their
respective setsX, Y . It is easy to see that the sequence of iterates is in general not the same.
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In fact, in view of Theorem 21 we know that RFTL can not achieve sublinear NE regret
when the sequence of functions is chosen arbitrarily.
We have the following guarantee for SP-RFTL.
Theorem 22. For t = 1, ..., T , let L̄t be GL̄-Lipschitz with respect to norm ‖ · ‖. Let
RX , RY be strongly convex functions with respect to the same norm, let GRX , GRY be the
Lipschitz constants of RX , RY with respect to the same norm. Let {(xt, yt)}Tt=1 be the


















max(GRX , GRY )
]2





















A formal proof of the theorem will be given shortly.
We note that the bound in Theorem 22 holds for general convex-concave functions,
however the dependence on the dimension is hidden on the Lipschitz constants and the
choice of regularizer. It is easy to check that if one chooses ‖ · ‖22 as regularizer, and the
functions {Lt}Tt=1 areG-Lipschitz continuous with respect to norm ‖·‖22, then the NE regret
bound will be O(n ln(T )
√
T ).
We now provide a sketch of the proof of Theorem 22. Define Lt(x, y) , L̄t(x, y) +
1
η
RX(x) − 1ηRY (y). Notice that it is
1
η
-strongly convex in x with respect to norm ‖ · ‖ for
all y ∈ Y and 1
η
-strongly concave with respect to norm ‖ · ‖ for all x ∈ X . Additionally,
notice that Lt is GL , GL̄ + 1η (GRX +GRY )-Lipschitz with respect to norm ‖ · ‖. Finally,
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notice that for t = 1, ..., T , all x ∈ X and all y ∈ Y it holds that
−1
η




The following lemma shows that the value of the convex-concave games defined by∑T
t=1 Lt and
∑T
t=1 L̄t are not too far from each other.
Lemma 34. Let
x̄T+1 ∈ arg minx∈X maxy∈Y
∑T
t=1 L̄t(x, y),






















































































The other inequality can be obtained by a similar argument.
To prove the NE regret bound, we note that SP-RFTL is running a Follow-the-Leader
scheme on functions {LTt=1} [82]. With the next two lemmas one can show that the NE
regret of the players relative to functions {L}Tt=1 is small.
Lemma 35. Let {(xt, yt)}Tt=1 be the iterates of SP-RFTL. It holds that
−GL
∑T













t=1 ‖yt − yt+1‖.
Proof of Lemma 35. We first prove the second inequality. We proceed by induction. The
base case t = 1 holds by definition of (x2, y2), indeed


















‖yt − yt+1‖, (4.7)































































Indeed, t = 1 follows from the definition of (x2, y2). We now assume the claim holds for



































‖xt − xt+1‖ since LT is GL-Lipschitz.
Lemma 36. Let {(xt, yt)}Tt=1 be the sequence of iterates generated by the algorithm. It
holds that







max(GRX , GRY )
]
.
Proof of Lemma 36. Fix t, define J(x, y) ,
∑t−1




strongly convex strongly concave with respect to norm ‖ · ‖. Also notice that (xt+1, yt+1)
is the unique saddle point of J(x, y).
By strong convexity of J and definition of xt+1 it holds that for any x ∈ X and any
y ∈ Y




Plugging in y = yt+1 and recalling the KKT condition ∇xJ(xt+1, yt+1)>(x − xt+1) ≥ 0,




J(x, yt+1)− J(xt+1, yt+1)
]
≥ ‖x− xt+1‖2. (4.8)
Similarly, since J is t
η
strongly concave. That is, for any y ∈ Y










J(xt+1, yt+1)− J(xt+1, y)
]
≥ ‖y − yt+1‖2. (4.9)




J(xt, yt+1)− J(xt+1, yt)
]





Lτ (xt, yt+1) + Lt(xt, yt+1)− [
t−1∑
τ=1
Lτ (xt+1, yt) + Lt(xt+1, yt)]
]





Lτ (xt, yt) + Lt(xt, yt+1)− [
t−1∑
τ=1
Lτ (xt+1, yt) + Lt(xt+1, yt)]
]
≥ ‖xt − xt+1‖2 + ‖y − yt+1‖2,
since
∑t−1
τ=1 Lτ (xt, yt+1) ≤
∑t−1
τ=1 Lτ (xt, yt).
Additionally, since
∑t−1
τ=1 Lτ (xt, yt) ≤
∑t−1





Lτ (xt, yt) + Lt(xt, yt+1)−
t−1∑
τ=1
Lτ (xt, yt)− Lt(xt+1, yt)
]




Lt(xt, yt+1)− Lt(xt+1, yt)
]










































































max(GRX , GRY )]
[
‖xt − xt+1‖+ ‖yt − yt+1‖
]






max(GRX , GRY )] ≥
‖xt − xt+1‖2 + ‖yt − yt+1‖2
‖xt − xt+1‖+ ‖yt − yt+1‖
.











a2 + b2 ≥ (a+b)
2
2






max(GRX , GRY )] ≥ ‖xt − xt+1‖+ ‖yt − yt+1‖.
Combining the NE regret bound obtained on functions {L}Tt=1 together with Lemma 34
and equation (4.6) will yield the theorem as shown next.































































































































































max(GRX , GRY )]















t=1 L̄t(xt, yt) can be upper bounded by the
same quantity using the same argument. This concludes the proof.
4.4.2 Logarithmic Dependence on the Dimension of the Action Spaces
Previously, we analyzed the OMG problem by treating the payoff functions as general
convex-concave functions and the action spaces as general convex compact sets. We ex-
plained that in general one should expect to achieve NE regret which depends linearly in
the dimension of the problem. The goal in this section is to obtain sharper NE regret bounds
that scale as O(ln(T )
√
T ln(max(d1, d2))) by exploiting the geometry of the decision sets
∆X ,∆Y and the bilinear structure of the payoff functions. This allows us to solve games
which may have exponentially many actions, which often arise in combinatorial optimiza-
tion settings.
The plan to obtain the desired NE regret bounds in this more restrictive setting is to use
the negative entropy as a regularization function (which is strongly convex with respect to
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‖·‖1), that isRX(x) =
∑d1
i=1 xi ln(xi)+ln(d1) andRY (y) =
∑d2
i=1 yi ln(yi)+ln(d2) where
the extra logarithmic terms ensure RX , RY are nonnegative everywhere in their respective
simplexes. Unfortunately, the negative entropy is not Lipschitz over the simplex, so we can
not leverage our result from Theorem 22. To deal with this challenge, we will restrict the
new algorithm to play over a restricted simplex:3
∆θ = {z ∈ Rd : ‖z‖1 = 1, zi ≥ θ, i = 1, ..., d}. (4.10)
The tuning parameter θ ∈ [0, 1/d] used for the algorithm will be defined later in the analy-
sis. (Notice that when θ > 1/d, the set is empty.) We have the following result.
Lemma 37. The function R(x) ,
∑d
i=1 xi ln(xi) is GR-Lipschitz continuous with respect
to ‖ · ‖1 over ∆θ with GR = max{| ln(θ)|, 1}.
Proof of Lemma 37. We need to find GR > 0 such that ‖∇R(x)‖∞ ≤ GR for all x ∈ ∆θ.
Notice that [∇R(x)]i = 1 + ln(xi) for i = 1, ...d. Moreover, since for every i = 1, ..., d
we have θ ≤ xi ≤ 1 the following sequence of inequalities hold: ln(θ) ≤ 1 + ln(θ) ≤
1 + ln(xi) ≤ 1. It follows that GR = max{| ln(θ)|, 1}.
The algorithm ONLINE-MATRIX-GAMES REGULARIZED-FOLLOW-THE-LEADER is
an instantiation of SP-RFTL with a particular choice of regularization functions, which
are nonegative and Lipschitz over the sets ∆X,θ, ∆Y,θ. With this, we can prove a NE regret
bound for the OMG problem. For the remainder of the chapter, the regularization functions
will be set as follows:
RX(x) ,
∑d1
i=1 xi ln(xi) + ln(d1),
RY (y) ,
∑d2
i=1 yi ln(yi) + ln(d2).
3We will also use the notation ∆X,θ and ∆Y,θ to mean the restricted simplex of Player 1 and 2, respectively
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Algorithm 10 Online-Matrix-Games Regularized-Follow-the-Regularized-Leader (OMG-
RFTL)




for t = 1, ...T do
Play (xt, yt), observe matrix At
L̄t ← x>Aty




xt+1 ← arg minx∈∆X,θ maxy∈∆Y,θ
∑t
τ=1 Lt(x, y)




We have the following guarantee for OMG-RFTL.
Theorem 23. Let {At}Tt=1 be an arbitrary sequence of matrices with entries bounded be-
tween [−1, 1]. Let GL̄ be the Lipschitz constant (with respect to ‖ · ‖1) of L̄t , x>Aty for





} such that | ln(θ)|
η


















T (1 + ln(T )) + 2
√














A full proof of the theorem will be given shortly. We now give a sketch of the proof.
Since the algorithm selects actions over the restricted simplex, we must quantify the po-
tential loss in the NE regret bound imposed by this restriction. The next two lemmas make
this precise.
Lemma 38. Let z∗ ∈ ∆ ⊂ Rd define z∗p , arg minz∈∆θ ‖z − z∗‖1, with θ ≤ 1d . Notice z
∗
p
is unique since it is a projection. It holds that ‖z∗p − z∗‖1 ≤ 2θ(d− 1).
Proof of Lemma 38. Choose z∗ = [1; 0; 0; ...; 0; 0], it is easy to see that z∗p = [1 − θ(d −
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1); θ; θ; ...; θ, θ] and ‖z∗ − z∗p‖1 = 2θ(d− 1).
Lemma 39. Let {L̄t(x, y)}Tt=1 be an arbitrary sequence of convex-concave functions, L̄t :
∆X × ∆Y → R, that are GL̄-Lipschitz with respect to ‖ · ‖1. With ∆X ⊆ Rd1 , and















≤ GL̄T‖y∗p − y∗‖1.
Proof of Lemma 39. Let (x∗, y∗) be any saddle point pair for
∑T
t=1 L̄t(x, y) with x∗ ∈
∆, y∗ ∈ ∆. Let (x∗θ, y∗θ) be any saddle point pair for
∑T
t=1 L̄t(x, y) with x∗θ ∈ ∆, y∗θ ∈ ∆.
Let x∗p, y
∗
p be the projection of x
∗, y∗ onto the respective simplexes using the ‖ · ‖∞ norm.














L̄t(x∗θ, y∗θ) +GL̄T‖y∗p − y∗‖1.














L̄t(x∗θ, y∗θ)−GL̄T‖x∗p − x∗‖1.
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This concludes the proof.
Combining the previous two lemmas and Theorem 22, one can show the NE regret
bound for OMG-RFTL holds.
We are ready to proof Theorem 23.
Proof of Theorem 23. For convenience set L̄t(x, y) = x>Aty. Let (x∗, y∗) be any saddle
point of minx∈∆ maxy∈∆
∑T
t=1 x
>Aty, let (x∗p, y
∗
p) be the respective projections onto ∆θ
using ‖ · ‖∞ norm. By the choice of θ we have that | ln(θ)| > 1 additionally, notice that
maxz∈∆θ
∑d

































max(GRX , GRY )]

























RX(x) + 2GL̄Tθ(d1 − 1)












by the choice of θ










T (1 + ln(T )) +
√










T max{ln d1, ln d2}
)
+ o(1) max{d1, d2}.
The last line follows because GL̄ ≤ 1, since each entry of A is bounded between [−1, 1].
A symmetrical argument yields the other side of the inequality.
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4.5 Online Matrix Games: Bandit Feedback
In this section we focus on the OMG problem under bandit feedback. In this setting, the
players observe in every round only the payoff corresponding to the chosen actions. If
Player 1 chooses action i, Player 2 chooses action j, and the payoff matrix at that time
step is At, then the players observe only (At)ij instead of the full matrix At. The limited
feedback makes the problem significantly more challenging than the full information one:
the players must find a way to exploit (use all previous information to try to play a Nash
Equilibrium) and explore (try to estimate At in every round). This problem resembles that
of Online Bandit Optimization [14, 33, 53, 70], while the main difference is that with one
function evaluation we must estimate a matrix At instead of the gradients ∇xLt(x, y) and
∇yLt(x, y) where Lt = x>Aty.
Before proceeding we establish some useful notation. For i = 1, ..., d, let ei ∈ Rd be
the collection of standard unit vectors i.e. ei is the vector that has a 1 in the i-th entry and
0 in the rest. Let ex,t be the standard unit vector corresponding to the decision made by
Player 1 for round t, define ey,t similarly. Notice that under bandit feedback, in round t
both players only observe the quantity e>x,tAtey,t.
4.5.1 A One-Point Estimate for L(x, y) = x>Ay
As explained previously, in each round t the players must estimate At by observing only
one of its entries. To this end, we allow the players to share with each other their decisions
and to randomize jointly (a similar assumption is used to define correlated equilibria in
zero-sum games, see [16]). The following result shows how to build a random estimate of
A by observing only one of its entries.
Theorem 24. Let x ∈ ∆X,δ, y ∈ ∆Y,δ with d1, d2 ≥ 2 and δ > 0. Sample i′ ∼ x, j′ ∼ y.





. It holds that
Ei′∼x,j′∼y[Â] = A.
4.5.2 Bandit Online Matrix Games RFTL
We now present an algorithm that ensures sublinear (i.e. o(T )) NE regret under bandit
feedback for the OMG problem that holds against an adaptive adversary. By adaptive
adversary, we mean that the payoff matrices At can depend on the players’ actions up to
time t − 1; in particular, we assume the adversary does not observe the actions chosen
by the players for time period t when choosing At. We consider an algorithm that runs
OMG-RFTL on a sequence of functions L̂t , x>Âty, where Ât is the unbiased one-point
estimate of At derived in Theorem 24. Recall that the iterates of OMG-RFTL algorithm
are distributions over the possible actions of both players. In order to generate the estimate
Ât, both players will sample an action from their distributions and weigh their observation
with the inverse probability of obtaining that observation.
Algorithm 11 Bandit Online-Matrix-Games Regularized-Follow-the-Leader (BANDIT-
OMG-RFTL)




for t = 1, ...T do
Sample independently ex,t ∼ xt and ey,t ∼ yt
Observe e>x,tAtey,t
Build Ât as in Theorem 24 using e>x,tAtey,t, xt, yt
L̂t ← x>Âty




xt+1 ← arg minx∈∆X,θ maxy∈∆Y,θ
∑t
τ=1 Lt(x, y)




We have the following guarantee for BANDIT-OMG-RFTL.
Theorem 25. Let {At}Tt=1 be any sequence of payoff matrices chosen by an adaptive ad-

















≤O((d1 + d2) ln(T )T 5/6)
where the expectation is taken with respect to randomization in the algorithm.
The full proof of this Theorem will be given shortly. We now give a sketch of the proof.




x,tAtey,t so we must relate
this quantity to the iterates {xt, yt}Tt=1 of OMG-RFTL when run on sequence of matrices
{Ât}Tt=1. The following two lemmas will allow us to do so.
Lemma 40. Let {ex,t, ey,t}Tt=1 be the sequence of iterates generated by BANDIT-OMG-














where the expectation is taken with respect to the internal randomness of the algorithm.












e>x,tAtey,t] + E[Eex,T∼xt,ey,T∼yt [e
>








x>t Atyt] + E[x>TATyT ].
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Repeating the argument T − 1 more times yields the result.














where the expectation is with respect to all the internal randomness of the algorithm.




















x>t Âtyt] + E[x>TATyT ] by Theorem 24.
Repeating the argument T − 1 more times yields the result.




>Aty and the comparator term Theorem 23 gives us by running
OMG-RFTL on functions {L̂}Tt=1, minx∈∆ maxy∈∆
∑T
t=1 x
>Âty. Special care must be
taken to ensure this difference holds even against an adaptive adversary. To this end, we
use the next two lemmas; in particular, the proof of Lemma 43 relies heavily on Theorem
24.























>Âty| for any x ∈ ∆X and








































































∀x ∈ ∆X,δ, y ∈ ∆Y,δ.




>Âty = minx∈∆X,δ maxy∈∆Y,δ
∑T
t=1 x
>Âty (since the func-
tion is convex-concave and the sets ∆δY and ∆
δ
X are convex and compact), the other side of
the inequality can be obtained using the other inequality follows from applying the same
reasoning.
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where the expectation is taken with respect to the internal randomness of the algorithm.
Proof of Lemma 43. For any y define αt , Aty − Âty. We first show that for all t, t′ such
that t < t′ it holds that E[α>t αt′ ] = 0. Indeed
E[α>t αt′ ] = E[(Aty − Âty)>(At′y − Ât′y)]
= E[(Aty)>At′y − (Aty)>Ât′y − (Âty)>At′y + (Âty)>Ât′y]
= (Aty)
>At′y − (Aty)>At′y − (Aty)>At′y + E[(Âty)>Ât′y]
= (Aty)
>At′y − (Aty)>At′y − (Aty)>At′y + (Aty)>At′y
= 0,
where the second to last line follows since
E[(Âty)>Ât′y] = E1,...,t′−1[E[(Âty)>Ât′y|τ = 1, ..., t′ − 1]]
































We proceed to bound ‖Âty‖2, the upper bound we obtain will also bound ‖Aty‖ because
of the following fact. If the random vector ã satisfies ‖ã‖ ≤ c for some constant c with
probability 1 then ‖Eã‖ ≤ c. Indeed by Jensen’s inequality we have that ‖Eã‖ ≤ E‖ã‖ ≤


































Notice the upper bound d2
δ2
can also be obtained by interchanging the summations and
repeating the argument. This yields the desired result.
The proof of Theorem 25 follows by combining Lemmas 40 through 43, with careful
choice of tuning parameters.
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]2(1 + ln(T )) +
T
η





+ 2δ(d1 − 1)T by Lemma 33
= O((d1 + d2) ln(T )T
5/6) after plugging in δ =
1
T 1/6
, η = T 1/6
The other side of the inequality follows by a symmetrical argument.
4.6 The Strongly Convex-Concave Case
We now present an algorithm for the case where the payoff functions {Lt}Tt=1 are strongly
convex-concave. We show that the following simple algorithm Saddle-Point Follow-the-
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Leader (SP-FTL), which is a variant of the Follow-the-Leader (FTL) algorithm by Kalai
and Vempala [82], attains sublinear NE regret.
Algorithm 12 Saddle-Point Follow-the-Leader (SP-FTL)
input: x1 ∈ X , y1 ∈ Y
for t = 1, ..., T do
Choose actions (xt, yt)
Observe function Lt
Set xt+1 ← arg minx∈X maxy∈Y
∑t
τ=1 Lτ (x, y)
Set yt+1 ← arg maxy∈Y minx∈X
∑t
τ=1 Lτ (x, y)
end for
The main difference between SP-FTL and FTL is that in SP-FTL both players update
jointly and play the (unique) saddle point of the sum of the games observed so far. In con-
trast, the updates for Follow-the-Leader would be xFTLt+1 ← arg minx∈X
∑t
τ=1 Lτ (x, yFTLτ )
and yFTLt+1 ← arg maxy∈Y
∑t
τ=1 Lτ (xFTLτ , y) for t = 2, ..., T and xFTL1 , yFTL1 are arbitrar-
ily chosen from their respective sets X and Y . It is easy to see that the sequence of iterates
is in general not the same.
Theorem 26. Let {Lt(x, y)}Tt=1 be an arbitrary sequence of H-strongly convex-concave,













(1 + log T ).
The proof of Theorem 26 is based on the following two lemmas. We first analyze
a quantity that is similar to SP-regret, but with actions (xt, yt) replaced by (xt+1, yt+1)
(Lemma 44). This analysis framework is known as the Follow-the-Leader vs. Be-the-
Leader scheme [82]. We then show that consecutive iterates of SP-FTL have distances
diminishing in the order of O(1/t). The proof heavily utilizes the KKT conditions associ-
ated with points (xt, yt) and (xt+1, yt+1) (Lemma 45).
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Proof. We first prove the second inequality. We proceed by induction. The base case t = 1
holds by definition of (x2, y2), indeed


















‖yt − yt+1‖, (4.12)































































Indeed, t = 1 follows from the definition of (x2, y2). We now assume the claim holds for


































‖xt − xt+1‖ since LT is G-Lipschitz.
Lemma 45. Let {(xt, yt)}Tt=1 be the iterates of SP-FTL. It holds that








Lτ (x, y) + Lt(x, y)
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so that (xt+1, yt+1) = minx∈X maxy∈Y J(x, y). Since J is Ht-strongly convex it holds that
for any x ∈ X and any y ∈ Y




Plugging in y = yt+1 and recalling the KKT condition ∇xJ(xt+1, yt+1)>(x − xt+1) ≥ 0,




J(x, yt+1)− J(xt+1, yt+1)
]
≥ ‖x− xt+1‖2. (4.13)
Similarly, since J is Ht strongly concave. That is, for any y ∈ Y









J(xt+1, yt+1)− J(xt+1, y)
]
≥ ‖y − yt+1‖2. (4.14)




J(xt, yt+1)− J(xt+1, yt)
]





Lτ (xt, yt+1) + Lt(xt, yt+1)− [
t−1∑
τ=1
Lτ (xt+1, yt) + Lt(xt+1, yt)]
]





Lτ (xt, yt) + Lt(xt, yt+1)− [
t−1∑
τ=1
Lτ (xt+1, yt) + Lt(xt+1, yt)]
]
≥ ‖xt − xt+1‖2 + ‖yt − yt+1‖2.
since
∑t−1
τ=1 Lτ (xt, yt+1) ≤
∑t−1




τ=1 Lτ (xt, yt) ≤
∑t−1





Lτ (xt, yt) + Lt(xt, yt+1)−
t−1∑
τ=1
Lτ (xt, yt)− Lt(xt+1, yt)
]




Lt(xt, yt+1)− Lt(xt+1, yt)
]
≥ ‖xt − xt+1‖2 + ‖yt − yt+1‖2
=⇒ 2
Ht





‖xt − xt+1‖+ ‖yt − yt+1‖
]
≥ ‖xt − xt+1‖2 + ‖yt − yt+1‖2
=⇒ 2G
Ht
≥ ‖xt − xt+1‖
2 + ‖yt − yt+1‖2
‖xt − xt+1‖+ ‖yt − yt+1‖
.










)2 therefore a2 + b2 ≥ (a+b)2
2
. This,
together with the last implication, yields the result
4G
Ht
≥ ‖xt − xt+1‖+ ‖yt − yt+1‖.
Now we are ready to prove Theorem 26.























G‖[xt; yt]− [xt+1; yt+1]‖+G
T∑
t=1
































(1 + lnT ).
The other side of the inequality follows analogously by using the other inequality in Lemma
44.
4.7 Training Generative Adversarial Networks
In this section we use our ideas to train Generative Adversarial Networks (GANs) [63].
4.7.1 GAN Formulation
GANs are particular approach to generative modeling. A generative model is is a machine
learning model that takes samples drawn from an unknown distribution pdata and learns to
represent an estimate of that distribution. After training, the model outputs a distribution
pmodel or some way to generate samples from it [62]. A GAN can be though of as two
neural networks, the generator G and the discriminator D, playing a game against each
other. The goal of the generator is to create samples from pmodel that look like samples
from pdata, and the goal of the discriminator is to recognize if a given sample comes from
pdata or if it is a fake sample generated by its adversary. The original GAN formulation





Ex∼pdata(x)[log(D(x))] + Ez∼pz(z)[log(1−D(G(z)))]. (4.15)
Here pz(z) is some noise distribution that G maps onto the data space. Generative
models have plenty of applications in other areas of machine learning, for example: rein-
forcement learning [52], semi-supervised learning [113, 123], single image super resolution
[91], image-to-image translation [77], and even art creation [31], just to mention a few.
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4.7.2 Mode Collapse
The most natural approach to train a GAN (and the original one used in [63]), is to simul-
taneously perform gradient descent on the generator’s parameters and gradient ascent on
those of the discriminator. However, it has been shown that even in simple convex-concave
games such as L(x, y) = xy, if one performs gradient descent on x and gradient ascent on
y the dynamics do not necessarily converge to the Nash Equilibrium (see Ch. 5 of [62] ). So
it should not be surprising to observe that serious problems arise while training a GAN. We
say a GAN suffered from mode collapse if the generator ends up producing samples from
only a few modes from the distribution pdata, visually it means that the generator produces
samples with low diversity. The first row in Figure 4.1 shows a clear example of this.
Since the introduction of GANs there has been an incredible effort from the machine
learning community to understand why mode collapse occurs and how to fix it. In a very
recent large-scale study [95], many GAN models were thoroughly tested to see if one out-
performed the others. Their conclusion was “we did not find evidence that any of the tested
algorithms consistently outperforms the non-saturating GAN introduced in [63]”. The al-
gorithms/models tested in the aforementioned study were: MM-GAN [63], NS-GAN [63],
WGAN [12], WGAN GP [65], LS GAN [98], DRAGAN [85] and BEGAN [25].
The algorithm for training the non-saturating GAN from [63] corresponds to running
two sublinear individual regret algorithms in parallel, one for the generator and another
for the discriminator. However, it is common to observe mode collapse using this training
procedure. In view of Theorem 21 we tested a variant of SP-RFTL on this setting hoping
for significantly different training dynamics.
4.7.3 SP-RFTL for Training GANs
Even though the original GAN formulation, Equation 4.15, is not convex-concave we tested
a variant of SP-RFTL on this setting. The particular implementation consists on 1) taking









2) simultaneously run a sublinear individual Regret algorithm on the generator’s parameters
and another one on the discriminator’s parameters for a fixed number of iterations and 3)
uniformly average the iterates of both algorithms. Then we sample a new mini-batch of
data from pdata to obtain Lt+1 and repeat the procedure. If the payoff function Lt were
convex-concave then the combination of steps 2) and 3) would be equivalent to finding an
approximate NE for Lt. It is easy to see that the procedure just described follows the spirit
of SP-RFTL where both RX , RY are set to any constant function. The reason for this is
that the sequence Lt is stochastic (not adversarial) and thus regularization is not necessary.
4.7.4 Experiments
In Figure 4.1 we compare our proposed algorithm SP-RFTL with: Unrolled GAN [99],
Wassertein GAN [12], and Wassertein GAN with Gradient Clipping [65]. The dataset is
a mixture of eight gaussians placed uniformly in a circle of radius two with variance .02.
The generator and discriminator architectures for Unrolled 0, Unrolled 4, and SP-RFTL
are identical to those in Appendix A from [99]. The optimization parameters for Unrolled
0 and Unrolled 4 are the ones suggested in [99]. The optimization parameters for SP-
RFTL are the same as for Unrolled 0, the extra parameter that controls how often we
average the iterates was tuned by visual inspection. The WGAN and WGAN-GC archi-
tectures and parameters are exactly the ones provided in [65]. WGAN and WGAN-GC
use an extra fully connected hidden layer compared to Unrolled 0, Unrolled 4, and SP-
RFTL, we did not change the architecture assuming [65] did their best effort to produce
their original results. All the algorithms use Adam [84, 110] as an optimizer. All the ex-
periments were run on a Mac-Book Pro with processor 3.1 GHz Intel Core i7, and 16 GB
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of RAM. In particular, no GPU was used. All the code for this project can be found at
https://github.com/adrianriv/gans-mode-collapse.
We judge the performance of the generator based on the quality of its samples. From
Figure 4.1 it is obvious that SP-RFTL learns the correct underlying distribution in the
shortest amount of time. A final remark is that Unrolled 0 corresponds to running two no-
individual regret algorithms in parallel, which results in mode collapse. Interestingly, SP-
RFTL the algorithm with best performance, is doing exactly the same with the difference
that it is averaging its iterates every fixed number of rounds.
Figure 4.1: Comparison of algorithms in the mixture of 8 gaussians dataset. Each image
shows the probability density produced by the generator after x seconds (CPU time) of
training. It is clear that SP-RFTL (in red) outperforms all other algorithms.
4.8 Conclusion
In this chapter, we considered the Online Matrix Games problem, where two players inter-
act in a sequence of zero-sum games with arbitrarily changing payoff matrices. The goal
for both players is to achieve small Nash Equilibrium (NE) regret, that is, the players want
to ensure their average payoffs over T rounds are close to those in the NE of the mean
payoff matrix in hindsight. While it is known that standard Online Convex Optimization
algorithms such as Online Gradient Descent can be used to find approximate equilibria in
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static zero-sum games, our impossibility result shows that no algorithm for online convex
optimization can achieve sublinear Nash Equilibrium regret (o(T )) when the sequence of
payoffs are chosen arbitrarily. We then design and analyze algorithms that achieve sublin-
ear NE regret for the Online Matrix Games problem, under both full information feedback
and bandit feeback settings. In the full information case, the performance of the algorithm
is optimal with respect to the number of rounds (up to logarithm factors) and depends log-
arithmically on the number of actions of each player. For the bandit feedback setting, we
provide an algorithm with sublinear NE regret using a one-point matrix estimate. Lastly,
we test our algorithm for training GANs on a basic setup and obtain satisfactory results.
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CHAPTER 5
LARGE SCALE MARKOV DECISION PROCESSES WITH CHANGING
REWARDS
5.1 Introduction
In this chapter, we study Markov Decision Processes (hereafter MDPs) with arbitrarily
varying rewards. MDP provides a general mathematical framework for modeling sequen-
tial decision making under uncertainty [26, 75, 109]. In the standard MDP setting, if the
process is in some state s, the decision maker takes an action a and receives an expected
reward of r(s, a). The process then randomly enters a new state according to some known
transition probability.
In particular, the standard MDP model assumes that the decision maker has complete
knowledge of the reward function r(s, a), which does not change over time.
Over the past two decades, there has been much interest in sequential learning and
decision making in an unknown and possibly adversarial environment. A wide range of
sequential learning problems can be modeled using the framework of Online Convex Opti-
mization (OCO) [72, 139]. In the OCO setting, the decision maker plays a repeated game
against an adversary for a given number of rounds. At the beginning of each round indexed
by t, the decision maker chooses an action at from a convex compact set A and the adver-
sary chooses a concave reward function rt(·), hence a reward of rt(at) is received. After
observing the realized reward function, the decision maker chooses its next action at+1 and
so on. Since the decision maker does not know the future reward functions, its goal is to
achieve a small regret; that is, the cumulative reward earned throughout the game should be
close to the cumulative reward if the decision maker had been given the benefit of hindsight
123
to choose a fixed action. We can express the regret for T rounds as








The OCO model has many applications such as universal portfolios [42, 73, 82], online
shortest path [124], and online submodular minimization [68]. It is also closely related
with areas such as convex optimization [24, 69] and game theory [36]. There are many
algorithms that guarantee sublinear regret, e.g., Online Gradient Descent [139], Perturbed
Follow the Leader [83], and Regularized Follow the Leader [6, 116].
Compared with the MDP setting, the main difference is that in OCO there is no notion
of states, however the payoffs may be chosen by an adversary.
In this work, we study a general problem framework that unites MDP and OCO, which
we call the Online MDP problem. More specifically, we consider MDPs where the tran-
sition probabilities are known but the rewards are sequentially chosen by an adversary.
We list below some canonical motivating examples that can be modeled as Online
MDPs.
• Adversarial Multi-Armed Bandits with Constraints [136]: We can generalize the ad-
versarial multi-armed bandits problem with k arms (see Auer et al. [15]) with various
constraints such as: restricting the number of times that an arm can be chosen in a
given time interval, limiting how we switch between arms, etc. These constraints can
be captured easily by defining appropriate states in the Online MDP.
• The Paging Problem [50]: Suppose we are given n pages. A memory can hold at
most k (k < n) of them. An arbitrary sequence of paging request arrives. A page
request is a hit if the associated page is in memory, and is a miss otherwise. After
each request, the decision maker may swap any page in memory by paying some
cost. Note that the state of the memory and the swapping decisions can be modeled
using MDP. The decision maker’s goal is to maximize the number of hits minus the
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switching costs.
• The k-Server Problem [50, 86]: In this classical problem in computer science, there
are k servers, represented as points in a metric space. Requests arrive to the metric
space, which are also represented as points. As each request arrives, the decision
maker can choose to move one of the servers to the requested point. The goal is to
minimize the total distance all servers move.
If the arrivals of requests are adversarial, this problem can be modeled as an Online
MDP problem, where the state represents the position of servers.
Notice that in all of the problems above, the transition probabilities are known, while the
adversarial rewards/costs are observed by the decision maker sequentially after each deci-
sion epoch. Moreover, in each of these Online MDP problems, the size of the state space
may grow exponentially with the number k. Some other noteworthy examples are the
stochastic inventory control problem [109] and some server queuing problems [2, 43].
5.1.1 Main Results
We propose a new computationally efficient algorithm that achieves near optimal regret
for the Online MDP problem. Our algorithm is based on the (dual) linear programming
formulation of infinite-horizon average reward MDPs, which uses the occupancy measure
of state-action pairs as decision variables. This approach differs from other papers that
have studied the Online MDP problem previously, see review in §5.1.2.
We prove that the algorithm’s regret is bounded byO(τ+
√
τT (ln |S|+ ln |A|) ln(T )),
where S denotes the state space, A denotes the action space, τ is the mixing time of the
MDP, and T is the number of periods. Notice that this regret bound depends logarithmi-
cally on the size of the state and action space. The algorithm solves a regularized linear
program in each period with poly(|S||A|) complexity. The regret bound and the compu-
tation complexity compares favorably to the existing methods, which are summarized in
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§5.1.2.
We then extend our results to the case where the state space S is extremely large so
that poly(|S||A|) computational complexity is impractical. We assume the state-action
occupancy measures associated with stationary policies are approximated with a linear
architecture of dimension d |S|.
We design an approximate algorithm combining several innovative techniques for solv-
ing large scale MDPs inspired by [2, 3]. A salient feature of this algorithm is that its
computational complexity does not depend on the size of the state-space but instead on the
number of features d. The algorithm has a regret bound O(cS,A(ln |S|+ ln |A|)
√
τT lnT ),
where cS,A is a problem dependent constant. To the best of our knowledge, this is the first
Õ(
√
T ) regret result for large scale Online MDPs.
5.1.2 Related Work
The history of MDP goes back to the seminal work of Bellman [22] and Howard [75] from
the 1950’s.
Some classic algorithms for solving MDP include policy iteration, value iteration, pol-
icy gradient, Q-learning and their approximate versions (see [26, 27, 109] for an excel-
lent discussion). In this work, we will focus on a relatively less used approach, which is
based on finding the occupancy measure using linear programming, as done recently in
[3, 40, 131] to solve MDPs with static rewards (see more details in Section 5.3.1). To deal
with the curse of dimensionality, Chen et al. [40] uses bilinear functions to approximate the
occupancy measures and Abbasi-Yadkori et al. [3] uses a linear approximation.
The Online MDP problem was first studied a decade ago by [50, 136]. Even-Dar et al.
[50] developed no regret algorithms where the bound scales as O(τ 2
√
T ln(|A|)), where τ
is the mixing time defined in §5.2. Their method runs an expert algorithm (e.g. Weighted
Majority [93]) on every state where the actions are the experts. However, the authors did
not consider the case with large state space in their paper.
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Yu et al. [136] proposed a more computationally efficient algorithm using a variant of
Follow the Perturbed Leader [83], but unfortunately their regret bound becomes
O(|S||A|2τT 3/4+ε). They also considered approximation algorithm for large state space,
but did not establish an exact regret bound. The work most closely related to ours is that
from Dick et al. [44], where the authors also use a linear programming formulation of MDP
similar to ours.
However, there seem to be some gaps in the proof of their results.1 That issue aside,
in order to solve large-scale MDPs, their focus is to efficiently solve the quadratic sub-
problems that define their iterates efficiently. Instead, we leverage the linear approximation
scheme introduced in [3].
Ma et al. [96] also considers Online MDPs with large state space. Under some con-
ditions, they show sublinear regret using a variant of approximate policy iteration, but the
regret rate is left unspecified in their paper. Zimin and Neu [138] considered a special class
of MDPs called episodic MDPs and design algorithms using the occupancy measure LP
formulation. Following this line of work, Neu et al. [106] shows that several reinforcement
learning algorithms can be viewed as variant of Mirror Descent [80], thus one can establish
convergence properties of these algorithms. In [105], the authors considered Online MDPs
with bandit feedback and provide an algorithm based on [50]’s with regret of O(T 2/3).
Some other related work can be found in [39, 81, 88].
A more general problem to the Online MDP setting considered here is where the MDP
transition probabilities also change in an adversarial manner, which is beyond the scope
of this chapter. It is believed that this problem is much less tractable computationally; see
discussion in [48]. Yu and Mannor [134] studied MDPs with changing transition probabil-
ities, although [105] questions the correctness of their result, as the regret obtained seems
to have broken a lower bound. In [59], the authors use a sliding window approach under
1In particular, we believe the proof of Lemma 1 in [44] is incorrect. Equation (8) in their paper states that
the regret relative to a policy is equal to the sum of a sequence of vector products; however, the dimensions
of vectors involved in these dot products are incompatible. By their definition, the variable νt is a vector of
dimension |S|, which is being multiplied with a loss vector with dimension |S||A|.
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a particular definition of regret. Abbasi-Yadkori et al. [1] achieved sublinear regret with
changing transition probabilities when compared against a restricted policy class.
5.2 Problem Formulation: Online MDP
We consider a general Markov Decision Process (MDP) with known transition probabilities
but unknown and adversarially chosen rewards. Let S denote the set of possible states, and
A denote the set of actions. (For notational simplicity, we assume the set of actions a
player can take is the same for all states, but this assumption can be relaxed easily.) At
each period t ∈ [T ], if the system is in state st ∈ S, the decision maker chooses an action
at ∈ A and collects a reward rt(st, at). Here, rt : S × A → [−1, 1] denotes a reward
function for period t. We assume that the sequence of reward functions {rt}Tt=1 is initially
unknown to the decision maker. The function rt is revealed only after the action at has been
chosen. We allow the sequence {rt}Tt=1 to be chosen by an adaptive adversary, meaning rt
can be chosen using the history {si}ti=1 and {ai}t−1i=1. In particular, the adversary does not
observe the action at when choosing rt. After at is chosen, the system then proceeds to
state st+1 in the next period with probability P (st+1|st, at). We assume the decision maker
has complete knowledge of the transition probabilities given by P (s′|s, a) : S × A→ S.
Suppose that the initial state of the MDP follows s1 ∼ ν1, where ν1 is a probability
distribution over S. The objective of the decision maker is to choose a sequence of actions
based on the history of states and rewards observed, such that the cumulative reward in
T periods is close to that of the optimal offline static policy. Formally, let π denote a
stationary (possibly randomized) policy: π : S → ∆A, where ∆A is the set of probability
distributions over the action set A. Let Π denote the set of all stationary policies. We aim
to find an algorithm that minimizes
MDP-Regret(T ) , sup
π∈Π













where the expectations are taken with respect to random transitions of MDP and (possibly)
external randomization of the algorithm.
5.3 Preliminaries
Next, we provide additional notations for the MDP. Let P πs,s′ , P (s
′ | s, π(s)) be the
probability of transitioning from state s to s′ given a policy π. Let P π be an |S| × |S|
matrix with entries P πs,s′ (∀s, s′ ∈ S). We use row vector νt ∈ ∆S to denote the probability
distribution over states at time t. Let νπt+1 be the distribution over states at time t+ 1 under
policy π, given by νπt+1 = νtP
π. Let νπst denote the stationary distribution for policy π,
which satisfies the linear equation νπst = ν
π
stP
π. We assume the following condition on the
convergence to stationary distribution, which is commonly used in the MDP literature [see
50, 105, 136].
Assumption 1. There exists a real number τ ≥ 0 such that for any policy π ∈ Π and any
pair of distributions ν, ν ′ ∈ ∆S , it holds that ‖νP π − ν ′P π‖1 ≤ e−
1
τ ‖ν − ν ′‖1.
We refer to τ in Assumption 1 as the mixing time, which measures the convergence
speed to the stationary distribution. In particular, the assumption implies that νπst is unique
for a given policy π.
We use µ(s, a) to denote the proportion of time that the MDP visits state-action pair
(s, a) in the long run. We call µπ ∈ R|S|×|A| the occupancy measure of policy π. Let ρπt
be the long-run average reward under policy π when the reward function is fixed to be rt




i=1 E[rt(sπi , aπi )]. We define ρt , ρ
πt
t , where πt is the
policy selected by the decision maker at time t.
5.3.1 Linear Programming Formulation for the Average Reward MDP
Given a reward function r : S × A → [−1, 1], suppose one wants to find a policy π that










Under Assumption 1, the Markov chain induced by any policy is ergodic and the long-
run average reward is independent of the starting state (see [26]). It is well known that
the optimal policy can be obtained by solving the Bellman equation, which in turn can be













µ(s, a)P (s′|s, a) =
∑
a∈A





µ(s, a) = 1, µ(s, a) ≥ 0 ∀s ∈ S, ∀a ∈ A.
Let µ∗ be an optimal solution to the LP (5.2). We can construct an optimal policy of the




for all s ∈ S such that
∑
a∈A µ
∗(s, a) > 0; for
states where the denominator is zero, the policy may choose arbitrary actions, since those
states will not be visited in the stationary distribution. Let ν∗st be the stationary distribution
over states under this optimal policy.
For simplicity, we will write the first constraint of LP (5.2) in the matrix form as µ>(P−
B) = 0, whereB is an appropriately chosen matrix with 0-1 entries. We denote the feasible
set of the above LP as ∆M , {µ ∈ R : µ ≥ 0, µ>1 = 1, µ>(P − B) = 0}. The following
definition will be used in the analysis later.
Definition 6. Let δ0 ≥ 0 be the largest real number such that for all δ ∈ [0, δ0], the set
∆M,δ , {µ ∈ R|S|×|A| : µ ≥ δ, µ>1 = 1, µ>(P −B) = 0} is nonempty.
5.4 A Sublinear Regret Algorithm for Online MDP
In this section, we present an algorithm for the Online MDP problem. The algorithm is very
intuitive given the LP formulation (5.2) for the static problem. As the rewards may change
each round, the algorithm simply treats the Online MDP problem as an Online Convex
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Optimization (OCO) problem with reward functions {rt}Tt=1 and decision set ∆M .
Algorithm 13 (MDP-RFTL)
input: parameter δ > 0, η > 0, regularization term R(µ) =∑
s∈S
∑
a∈A µ(s, a) ln(µ(s, a))
initialization: choose any µ1 ∈ ∆M,δ ⊂ R|S|×|A|
for t = 1, ...T do
observe current state st
if
∑
a∈A µt(st, a) > 0 then




choose action a ∈ A with probability 1|A|
end if
observe reward function rt ∈ [−1, 1]|S||A|




〈ri, µ〉 − 1ηR(µ)
]
end for
At the beginning of each round t ∈ [T ], the algorithm starts with an occupancy measure
µt. If the MDP is in state st, we play action a ∈ A with probability µt(st,a)∑
a µt(st,a)
. If the de-
nominator is 0, the algorithm picks any action in A with equal probability. After observing
reward function rt and collecting reward rt(st, at), the algorithm changes the occupancy
measure to µt+1.
The new occupancy measure is chosen according to the Regularized Follow the Leader
(RFTL) algorithm [6, 116]. RFTL chooses the best occupancy measure for the cumulative
reward observed so far,
∑t
i=1 ri, plus a regularization term R(µ). The regularization term
forces the algorithm not to drastically change the occupancy measure from round to round.
In particular, we choose R(µ) to be the entropy function. This choice will allow us to get
ln(|S||A|) dependence in the regret bound.
The complete algorithm is shown in Algorithm 13. The main result of this section is
the following.
Theorem 27. Suppose {rt}Tt=1 is an arbitrary sequence of rewards such that |rt(s, a)| ≤ 1















τT (ln |S|+ ln |A|) ln(T )
)
.
The regret bound in Theorem 27 is near optimal: a lower bound of Ω(
√
T ln |A|) exists
for the problem of learning with expert advice [57, 72], a special case of Online MDP
where the state space is a singleton. We note that the bound only depends logarithmically
on the size of the state space and action space.
The state-of-the-art regret bound for Online MDPs is that of [50], which is O(τ +
τ 2
√
ln(|A|)T ). Compared to their result, our bound is better by a factor of τ 3/2. However,
our bound has depends on
√
ln |S|+ ln |A|, whereas the bound in [50] depends on
√
ln |A|.
Both algorithms require poly(|S||A|) computation time, but are based on different ideas:
the algorithm of [50] is based on expert algorithms and requires computing Q-functions at
each time step, whereas our algorithm is based on RFTL. In the next section, we will show
how to extend our algorithm to the case with large state space.
5.4.1 Sketch of Analysis of MDP-RFTL




































This decomposition was first used by [50]. We now give some intuition on why R(T, π)
should be sublinear. By the mixing condition in Assumption 1, the state distribution νπt at
time t under a policy π differs from the stationary distribution νπst by at most O(τ). This
result can be used to bound the first term of (5.3).
The second term of (5.3) can be related to the online convex optimization (OCO) prob-
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t (s, a)r(s, a) =












〈µπt , rt〉, (5.4)
which is exactly the regret quantity commonly studied in the OCO problem. We are thus




t=1〈µπt , rt〉. In order
to achieve logarithmic dependence on |S| and |A| in Theorem 27, we apply the RFTL
algorithm, regularized by the negative entropy function R(µ). A technical challenge we
faced in the analysis is that R(µ) is not Lipschitz continuous over the feasible set ∆M . So
we design the algorithm to play in a shrunk set ∆M,δ for some δ > 0 (see Definition 6), in
which R(µ) is indeed Lipschitz continuous.
For the last term in (5.3), note that it is similar to the first term, albeit more complicated:
the policy π is fixed in the first term, but the policy πt used by the algorithm is varying over
time. To solve this challenge, the key idea is to show that the policies do not change too
much from round to round, so that the third term grows sublinearly in T . To this end, we
use the property of the RFTL algorithm with a carefully chosen regularization parameter
η > 0. The complete proof of Theorem 27 can be found in Section 5.5.
5.5 Regret Analysis of MDP-RFTL
To bound the regret incurred by MDP-RFTL, we bound each term in Eq (5.3). We start
with the first term. We use the following lemma, which was first stated in [50] and was also
used by [105].











ρπt ≤ 2τ + 2.
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Proof of Lemma 46 . Recall that |rt(s, a)| ≤ 1, so we have |
∑
a∈A π(s, a)rt(s, a)| ≤ 1
by Cauchy-Schwarz inequality, since π(s, ·) defines a probability distribution over actions.



































‖νπt (s)− νπst(s)‖1 = ‖νπt−1P π − νstP π‖1
≤ e−
1
τ ‖νπt−1 − νst‖1 by Assumption 1
≤ e−
t




Finally, we have that
T∑
t=1












= 2τ + 2,
which concludes the proof.
We now bound the third term in (5.3). We use the following lemma, which bounds the
difference of two stationary distributions by the difference of the corresponding occupancy
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measures.
Lemma 47. Let ν1st and ν2st be two arbitrary stationary distributions over S. Let µ1 and µ2
be the corresponding occupancy mesures. It holds that
‖ν1st − ν2st‖1 ≤ ‖µ1 − µ2‖1.
Proof of Lemma 47.
















|µ1(s, a)− µ2(s, a)|
= ‖µ1 − µ2‖1.
We are ready to bound the third term in (5.3).
Lemma 48. Let {st, at}Tt=1 be the random sequence of state-action pairs generated by the





















τ ‖µπt−θ − µπt−(θ+1)‖1.























Now, recall that νt = ν1P π1P π2 ...P πt−1 . We now bound ‖νπtst − νt‖1 for all t ∈ [T ] as
follows:
‖νt − νπtst ‖1 ≤ ‖νt − ν
πt−1
st ‖1 + ‖ν
πt−1
st − νπtst ‖1
≤ ‖νt − νπt−1st ‖1 + ‖µπt−1 − µπt‖1 by Lemma 47
= ‖νt−1P πt−1 − νπt−1st P πt−1‖1 + ‖µπt−1 − µπt‖1
≤ e−
1





τ ‖νt−2 − νπt−2st ‖1 + ‖µπt−2 − µπt−1‖1) + ‖µπt−1 − µπt‖1
≤ e−
t−1





τ ‖µπt−θ − µπt−(θ+1)‖1,
which yields the desired claim.
Combining Lemma 46, Lemma 48 and Eq (5.3), we have arrived at the following bound
on the regret:






























t=1〈µπt , rt〉, since the reward functions are linear in µ and
the set ∆M is convex, any algorithm for Online Linear Optimization, e.g., Online Gradient
Ascent [139], ensures a regret bound that is sublinear T . However, this would yield an
MDP-regret rate that depends linearly on |S| × |A|.
Instead, by noticing that the feasible set of the LP, ∆M , is a subset of the probability
simplex ∆|S||A|, we use RFTL and regularize using the negative entropy function. This
will give us a rate that scales as ln(|S||A|), which is much more desirable than O(|S||A|).
Notice that the algorithm does not work with the set ∆M directly but with ∆M,δ instead,
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this is because the negative entropy is not Lipschitz over ∆M . Working over ∆M,δ is the
key to being able to bound the third term in the regret decomposition. Formally, we have
the following result.














Proof of Lemma 49. Define ft , 〈µ, rt〉 and fRt , ft(µ) − 1ηR(µ) for all t = 1, .., T . We










The base case T = 1 is trivial by the definition of µπ2 . Suppose the claim holds for T − 1.




















πt+1) + fRT (µ






The lemma follows by plugging back in the definition of fRt and rearranging terms.
Lemma 50. Let {µt}Tt=1 be the iterates of MDP-RFTL, it holds that















〈µ, rt〉 − 1ηR(µ)
]
. Since R is the negative entropy
we know it is 1- strongly convex with respect to norm ‖ · ‖1, thus J is tη -strongly concave.
By strong concavity we have
t
2η
‖µπt+1 − µπt‖21 ≤ J(µπt+1)− J(µπt) + 〈∇µJ(µπt+1), µπt − µπt+1〉.
Since µπt+1 is the optimizer of J the optimality condition states that 〈∇µJ(µπt+1), µπt −





















































R(µπt) by definition of µπt





R(µπt+1) by Cauchy-Schwarz inequality
≤ ‖µπt − µπt+1‖1 +
GR
η
‖µπt − µπt+1‖1 Since R is GR- Lipschitz.
By rearranging terms, we get










Notice that by Lemma 50 we will need the regularizer R to be Lipschitz continuous
with respect to norm ‖ · ‖1. Unfortunately, the negative entropy function is not Lipschitz
continuous over ∆M , so we will force the algorithm to play in a shrunk set ∆M,δ.
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Lemma 51. Let ∆δ , {x ∈ Rd : ‖x‖1 = 1, xi ≥ δ ∀i = 1, ..., d}. The function
R(x) ,
∑d
i=1 xi ln(xi) is GR-Lipschitz continuous with respect to ‖ · ‖1 over ∆δ with
GR = max{| ln(δ)|, 1}.
Proof of Lemma 51. We want to find GR > 0 such that ‖∇R(x)‖∞ ≤ GR for all x ∈ ∆δ.
Notice that [∇R(x)]i = 1 + ln(xi) for i = 1, ...d. Moreover, since for every i = 1, ..., d
we have δ ≤ xi ≤ 1 the following sequence of inequalities hold: ln(δ) ≤ 1 + ln(δ) ≤
1 + ln(xi) ≤ 1. It follows that GR = max{| ln(δ)|, 1}.
The next lemma quantifies the loss in the regret due to playing in the shrunk set.









〈rt, µ〉+ 2δT (|S||A| − 1) .
Proof of Lemma 52. Given z∗ ∈ ∆ ⊂ Rd, define z∗p , arg minz∈∆δ ‖z − z∗‖1, with δ ≤ 1d .
It holds that ‖z∗p − z∗‖1 ≤ 2δ(d − 1). To see why the previous is true, choose z∗ =
[1; 0; 0; ...; 0; 0]. It is easily verified that z∗p = [1− δ(d− 1); δ; δ; ...; δ, δ] and ‖z∗ − z∗p‖1 =
2δ(d− 1). Because of the previous argument, if µ∗ ∈ arg maxµ∈∆M
∑T
t=1〈rt, µ〉 and µ∗p is
its ‖ · ‖1 projection onto the set ∆M,δ then ‖µ∗ − µ∗p‖1 ≤ 2δ(|S||A| − 1). The claim then
follows since each function 〈rt, µ〉 is 1-Lipschitz continuous with respect to ‖ · ‖1.
Given that we know the iterates of MDP-RFTL are close by Lemma 50, we can bound
the last term in our regret bound































τ dx) ≤ 2(1 + τ).










































































≤ 1 + ln(T )






= α(1 + ln(T ))(1 + τ).
We are now ready to prove Theorem 27.






























































































































Plugging this result into Eq (5.5), we get
sup
π∈Π
R(T, π) ≤ 4(τ + 1) + 2η(1 + 1
η




+ 2δT (|S||A| − 1) + 2η(1 + 1
η
GR)(1 + ln(T ))(1 + τ)
≤ 4(τ + 1) + 4η(1 + 1
η









τT ln(|S||A|) ln(T ) +
√










and δ = e−
√
T√
τ , and using the fact
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that GR ≤ max{| ln(δ)|, 1}.
5.6 Online MDPs with Large State Space
In the previous section, we designed an algorithm for Online MDP with sublinear regret.
However, the computational complexity of our algorithm is O(poly(|S||A|)) per round.
MDPs in practice often have extremely large state space S due to the curse of dimenionality
[26], so computing the exact solution becomes impractical. In this section, we propose an
approximate algorithm that can handle large state space.
5.6.1 Approximating Occupancy Measures and Regret Definition
We consider an approximation scheme introduced in [2] for standard MDPs. The idea is to
use d feature vectors (with d  |S||A|) to approximate occupancy measures µ ∈ R|S|×|A|.
Specifically, we approximate µ ≈ Φθ where Φ is a given matrix of dimension |S||A| × d,
and θ ∈ Θ , {θ ∈ Rd+ : ‖θ‖∞ ≤ W} for some positive constant W .
As we will restrict the occupancy measures chosen by our algorithm to satisfy µ = Φθ,
the definition of MDP-regret (5.1) is too strong as it compares against all stationary policies.
Instead, we restrict the benchmark to be the set of policies ΠΦ that can be represented by
matrix Φ, where
ΠΦ , {π ∈ Π : there exists µπ ∈ ∆M such that µπ = Φθ for some θ ∈ Θ}.
Our goal will now be to achieve sublinear Φ-MDP-regret defined as













where the expectation is taken with respect to random state transitions of the MDP and
randomization used in the algorithm. Additionally, we want to make the computational
complexity independent of |S| and |A|.
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Choice of Matrix Φ and Computation Efficiency. The columns of matrix Φ ∈
R|S||A|×d represent probability distributions over state-action pairs. The choice of Φ is
problem-dependent, and a detailed discussion is beyond the scope of this chapter. Abbasi-
Yadkori et al. [2] shows that for many applications such as the game of Tetris and queuing
networks, Φ can be naturally chosen as a sparse matrix, which allows constant time access
to entries of Φ and efficient dot product operations. We will assume such constant time
access throughout our analysis.
We refer readers to [2] for further details.
5.6.2 The Approximate Algorithm
The algorithm we propose is built on MDP-RFTL, but is significantly modified in several
aspects. We start with key ideas on how and why we need to modify the previous algorithm,
and then formally present the new algorithm.
To aid our analysis, we make the following definition.
Definition 7. Let δ̃0 ≥ 0 be the largest real number such that for all δ ∈ [0, δ̃0] the set
∆ΦM,δ , {µ ∈ R|S||A| : there exists θ ∈ Θ such that µ = Φθ, µ ≥ δ, µ>1 = 1, µ>(P −
B) = 0} is nonempty. We also write ∆ΦM , ∆ΦM,0.
As a first attempt, one could replace the shrunk set of occupancy measures ∆M,δ in
Algorithm 13 with ∆ΦM,δ defined above. We then use occupancy measures µ
Φθ∗t+1 , Φθ∗t+1
given by the RFTL algorithm, i.e.,
θ∗t+1 ← arg maxθ∈∆ΦM,δ
∑t
i=1 [〈ri, µ〉 − (1/η)R(µ)]. The same proof of Theorem 27
would apply and guarantee a sublinear Φ-MDP-Regret.
Unfortunately, replacing ∆M,δ with ∆ΦM,δ does not reduce the time complexity of com-
puting the iterates {µΦθ∗t }Tt=1, which is still poly(|S||A|).
To tackle this challenge, we will not apply the RFTL algorithm exactly, but will instead
obtain an approximate solution in poly(d) time. We relax the constraints µ ≥ δ and µ>(P−
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B) = 0 that define the set ∆ΦM,δ, and add the following penalty term to the objective
function:
V (θ) , −Ht‖(Φθ)>(P −B)‖1 −Ht‖min{δ,Φθ}‖1. (5.7)
Here, {Ht}Tt=1 is a sequence of tuning parameters that will be specified in Theorem 28. Let














+ V (θ). (5.8)
In the above function, we use a modified entropy function Rδ(·) as the regularization term,
because the standard entropy function has an infinite gradient at the origin. More specif-










R(s,a)(δ)(µ(s, a)− δ) otherwise.
(5.9)
Since computing an exact gradient for function ct,η(·) would take O(|S||A|) time, we
solve problem (5.8) by stochastic gradient ascent. The following lemma shows how to
efficiently generate stochastic subgradients for function ct,η via sampling.
Lemma 54. Let q1 be any probability distribution over state-action pairs, and q2 be any

















d+Ht(C1 + C2) +
t
η










Putting everything together, we present the complete approximate algorithm for large
state online MDPs in Algorithm 14. The algorithm uses Projected Stochastic Gradient
Ascent (Algorithm 15) as a subroutine, which uses the sampling method in Lemma 54 to
generate stochastic sub-gradients.
Algorithm 14 (LARGE-MDP-RFTL)
input: matrix Φ, parameters: η, δ > 0, convex function Rδ(µ), SGA step-size schedule
{wt}Tt=0, penalty term parameters {Ht}Tt=1
initialize: θ̃1 ← PSGA(−Rδ(Φθ) + V (θ),ΘΦ, w0, K0)
for t = 1, ..., T do
observe current state st; play action a with distribution
[Φθ̃t]+(st,a)∑
a∈A[Φθ̃t]+(st,a)






Rδ(Φθ)] + V (θ),ΘΦ, wt, Kt)
end for
Algorithm 15 Projected Stochastic Gradient Ascent: PSGA(f,X,w,K)
input: concave objective function f , feasible set X , stepsize w, x1 ∈ X
for k = 1, ...K do
compute a stochastic subgradient gk such that E[gk] = ∇f(xk) using Lemma 54






5.6.3 Sketch of Analysis of the Approximate Algorithm
We establish a regret bound for the LARGE-MDP-RFTL algorithm as follows.
Theorem 28. Suppose {rt}Tt=1 is an arbitrary sequence of rewards such that |rt(s, a)| ≤
1 for all s ∈ S and a ∈ A. For T ≥ ln2( 1
δ0





, δ = e−
√
T , K(t) =
[














Φ-MDP-Regret(T ) ≤ O(cS,A ln(|S||A|)
√
τT ln(T )).
Here cS,A is a problem dependent constant. The constants C1, C2 are defined in Lemma 54.
A salient feature of the LARGE-MDP-RFTL algorithm is that its computational com-
plexity in each period is independent of the size of state space |S| or the size of action space
|A|, and thus is amenable to large scale MDPs. In particular, in Theorem 28, the number of
SGA iterations, K(t), is O(d) and independent of |S| and |A|.
Compared to Theorem 27, we achieve a regret with similar dependence on the number
of periods T and the mixing time τ . The regret bound also depends on ln(|S|) and ln(|A|),
with an additional constant term cS,A. The constant comes from a projection problem (see
details in Section 5.7) and may grow with |S| and |A| in general. But for some MDP
problems, cS,A can be bounded by an absolute constant: an example is the well-known
(Markovian) multi-armed bandit problem [133].
For a more detailed discussion of the constant cS,A, we refer readers to Appendix C.1.
Proof Idea for Theorem 28. Consider the MDP-RFTL iterates ,{θ∗t }Tt=1, and the
occupancy measures {µΦθ∗t }Tt=1 induced by following policies {Φθ∗t }Tt=1. Since θ∗t ∈ ∆ΦM,δ
it holds that µΦθ∗t = Φθ∗t for all t. Thus, following the proof of Theorem 27, we can obtain
the same Φ-MDP-Regret bound in Theorem 27 if we follow policies {Φθ∗t }Tt=1. However,
computing θ∗t takes O(poly(|S||A|)) time.
The crux the proof of Theorem 28 is to show that the {Φθ̃t}Tt=1 iterates in Algorithm 14
induce occupancy measures {µΦθ̃t}Tt=1 that are close to {µΦθ
∗
t }Tt=1. Since the algorithm
has relaxed constraints of ∆ΦM,δ, in general we have Φθ̃t /∈ ∆ΦM,δ and thus µΦθ̃t 6= Φθ̃t.
So we need to show that the distance between µΦθ
∗
t+1 , and µΦθ̃t+1 is small. Using triangle
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inequality we have
‖µΦθ∗t − µΦθ̃t‖1 ≤ ‖µΦθ
∗
t − P∆ΦM,δ(Φθ̃t)‖1 + ‖P∆ΦM,δ(Φθ̃t)− Φθ̃t‖1 + ‖Φθ̃t − µ
Φθ̃t‖1,
where P∆ΦM,δ(·) denotes the Euclidean projection onto ∆
Φ
M,δ. We then proceed to bound
each term individually. We defer the details to Section 5.7 as bounding each term requires
lengthy proofs.
5.7 Regret Analysis of the Approximate Algorithm






















































































µ(s, a)P (s′|s, a) =
∑
a∈A





µ(s, a) = 1
µ(s, a) ≥ 0 ∀s ∈ S,∀a ∈ A.
Since {Φθ∗t }Tt=1 represents the iterates of RFTL, we can use the regret guarantee of
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t , rt〉. Notice also that µΦθ
∗
t = Φθ∗t as
θ∗t satisfies all the constraints that ensure Φθ
∗
t is an occupancy measure.
In the remainder of the proof, we want to show that the occupancy measures µΦθ̃t in-
duced by our algorithm’s iterates Φθ̃t are close to µΦθ
∗
t .
The rest of the analysis is to prove that ‖µΦθ∗t − µΦθ̃t‖1 is small. Notice that using the
triangle inequality, we can upper bound this distance by
‖µΦθ∗t − µΦθ̃t‖1 ≤ ‖µΦθ
∗
t − P∆ΦM,δ(Φθ̃t)‖1 + ‖P∆ΦM,δ(Φθ̃t)− Φθ̃t‖1 + ‖Φθ̃t − µ
Φθ̃t‖1
= ‖Φθ∗t − P∆ΦM,δ(Φθ̃t)‖1 + ‖P∆ΦM,δ(Φθ̃t)− Φθ̃t‖1 + ‖Φθ̃t − µ
Φθ̃t‖1.
To bound the last term, the following lemma from [2] will be useful. It relates a vector Φθ̃
which is almost feasible with its occupancy measure.
Lemma 55. [Lemma 2 in [2]] Let u ∈ R|S||A| be a vector. LetN be the set of entries (s, a)
where u(s, a) ≤ 0. Assume
∑
(s,a)
u(s, a) = 1,
∑
(s,a)∈N
|u(s, a)| ≤ ε′, ‖u>(P −B)‖1 ≤ ε′′.
Vector [u]+/‖[u]+‖1 defines a policy, which in turn defines a stationary distribution µu. It
holds that
‖µu − u‖1 ≤ τ ln(
1
ε′
)(2ε′ + ε′′) + 3ε′.
Suppose we are given a vector Φθ̃t such that ‖[Φθ̃t](δ,−)‖1 ≤ ε′ and ‖(Φθ̃t)>(P−B)‖1 ≤
ε′′. In view of Lemma 55 and the fact that ‖[Φθ̃t]−‖1 ≤ ‖[Φθ̃t](δ,−)‖1 ≤ ε′, we have a
bound on ‖Φθ̃t − µΦθ̃t‖1. The next lemma shows that we can also obtain a bound on
‖P∆ΦM,δ(Φθ̃t)− Φθ̃t‖1.
Lemma 56. Let Φθ̃t be a vector such that ‖[Φθ̃](δ,−)‖1 ≤ ε′ and ‖(Φθ̃)>(P − B)‖1 ≤ ε′′
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for some ε′, ε′′ ≥ 0. It holds that
‖P∆ΦM,δ(Φθ̃t)− Φθ̃t‖1 ≤ c(ε
′ + ε′′),
where c is a bound on the l∞ norm of the Lagrange multipliers of certain linear program-
ming problem.
Proof. The idea comes from sensitivity analysis in Linear Programming (LP) (see for ex-





s.t µ = Φθ
µ>1 = 1
µ ≥ δ
µ>(P −B) = 0
θ ∈ Θ.






s.t u(s, a)− [Φθ](s, a) ≥ −[Φθ̃](s, a)




µ>(P −B) = 0
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− θ(i) ≥ −W ∀i = 1, ..., d
θ(i) ≥ 0 ∀i = 1, ..., d
Let us now consider the perturbed problem ‘Primal 2’ which arises by perturbing the right






s.t u(s, a)− [Φθ](s, a) ≥ −[Φθ̃](s, a)
u(s, a) + [Φθ](s, a) ≥ [Φθ̃](s, a)
µ = Φθ
µ>1 = 1
µ ≥ δ + ã
µ>(P −B) = b̃
− θ(i) ≥ −W ∀i = 1, ..., d
θ(i) ≥ 0 ∀i = 1, ..., d
We choose perturbation vectors ã, b̃ such that the optimal value of ‘ Primal 2’ is 0. Let b
be the right hand side vector of ‘Primal 1’ and b′ , b − ξ be that of ‘Primal 2’ for some
vector ξ. Since by assumption we have that ‖[Φθ̃](δ,−)‖1 ≤ ε′ and ‖(Φθ̃)>(P − B)‖1 ≤ ε′′
then it holds that ‖b − b′‖1 = ‖ξ‖1 ≤ ε′ + ε′′. Let ‘Opt. Primal 1’ and ‘Opt. Primal 2’
be the optimal value of the respective problems (‘Opt. Primal 2’ = 0 by construction) and
let λ∗ be the vector of optimal dual variables of ‘Dual 1’, the problem dual to ‘Primal 1’.
Since by assumption, the feasible set of ‘Primal 1’ is feasible, then the absolute value of
the entries of λ∗ is bounded by some constant c.
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Now, since λ∗ is feasible for ‘Dual 2’, the following sequence of inequalities hold:
‘Opt. Primal 2’ ≥ (λ∗)>(b− ξ)
⇐⇒ ‘Opt. Primal 2’ ≥ ‘Opt. Primal 1’− (λ∗)>ξ.
Therefore,
‘Opt. Primal 1’ ≤ ‘Opt. Primal 2’ + ‖λ∗‖∞‖ξ‖∞
= 0 + ‖λ∗‖∞‖ξ‖1
≤ c(ε′ + ε′′),
which yields the result.








Since Rδ is strongly convex over ∆ΦM,δ with respect to ‖ · ‖1 (but not everywhere over the
reals as the extension uses a linear function), we have that Ft is tη -strongly concave with
respect to ‖ · ‖1 over ∆ΦM,δ. With this in mind, we can prove the following result.
Lemma 57. Let Φθ̃t+1 be a vector such that ‖[Φθ̃t+1](δ,−)‖1 ≤ ε′ and ‖(Φθ̃t+1)>(P −
B)‖1 ≤ ε′′ for some ε′, ε′′ ≥ 0. Let ε′′′ be such that Ft(Φθ∗t+1) − Ft(Φθ̃t+1) ≤ ε′′′. And let
GFt be the Lipschitz constant of Ft with respect to norm ‖ · ‖1 over the set ∆ΦM,δ. It holds
that











t+1 is the optimizer of Ft over
∆ΦM,δ. It holds that
t
2η
‖Φθ∗t+1 − Φθ̃t+1‖21 ≤ Ft(Φθ∗t+1)− Ft(P∆ΦM,δ(Φθ̃t+1))
≤ Ft(Φθ∗t+1)− Ft(Φθ̃t+1) +GFt‖P∆ΦM,δ(Φθ̃t+1)− Φθ̃t+1‖1
≤ ε′′′ +GFt‖P∆ΦM,δ(Φθ̃t+1)− Φθ̃t+1‖1 by assumption
≤ ε′′′ +GFtc(ε′ + ε′′) by Lemma 56
which yields the result.
The next lemma bounds the Lipschitz constant GFt .




, δ = e−
√
T . The function Ft(µ) : R|S||A| → R is GFt-
















‖∇µRδ(µ)‖∞ by triangle inequality
≤ t+ t
η
‖∇µRδ(µ)‖∞ since |ri(s, a)| ≤ 1
≤ t+ t
η
max{|1 + ln(δ)|, |1 + ln(dW )|} as in the proof of Lemma 51 .
The second to last inequality holds since | d
dx
x ln(x)| = |1 + ln(x)| and the maximum will
occur at x = δ or x = [Φθ](s, a), [Φθ](s, a) can be bounded by Wd. Plugging in the values













= t(1 + 2
√
τ ln(dW )).
Combining the previous three lemmas, we obtain the following result.
Lemma 59. Let Φθ̃t+1 be a vector such that ‖[Φθ̃t+1](δ,−)‖1 ≤ ε′ and ‖(Φθ̃t+1)>(P −
B)‖1 ≤ ε′′ for some ε′, ε′′ ≥ 0. Let ε′′′ be such that Ft(Φθ∗t+1) − Ft(Φθ̃t+1) ≤ ε′′′. And let
GFt be the Lipschitz constant of Ft with respect to norm ‖ · ‖1 over the set ∆ΦM,δ. It holds
that
‖µΦθ∗t − µΦθ̃t‖1 ≤ τ ln(
1
ε′






Proof. By triangle inequality, we have
‖µΦθ∗t − µΦθ̃t‖1 ≤ ‖Φθ∗t − P∆ΦM,δ(Φθ̃t)‖1 + ‖P∆ΦM,δ(Φθ̃t)− Φθ̃t‖1 + ‖Φθ̃t − µ
Φθ̃t‖1.
Using Lemmas 55, 56, and 57 to bound the first, second, and third terms respectively yields
the result.
Now we can upper bound the bound on the Φ-MDP-Regret, Eq (5.11), using triangle
inequality and Lemma 59. For the bound to be useful we want to be able to produce vectors
{Φθ̃t}Tt=1 that satisfy the conditions of Lemma 59 with ε′, ε′′, ε′′′ that are small enough. It
is also important that we produce {Φθ̃t}Tt=1 in a computationally efficient manner. At time
t, our approach to generate Φθ̃t, will be to run Projected Stochastic Gradient Descent on
function 5.8. The following theorem from [2] will be useful.
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Theorem 29 (Theorem 3 in [2]). Let Z ⊂ R be a convex set such that ‖z‖2 ≤ Z for all
z ∈ Z for some Z > 0. Let f be a concave function defined over Z . Let {zk}Kk=1 ∈ ZT be
the iterates of Projected Stochastic Gradient Ascent, i.e. zk+1 ← PZ(xk + ηf ′t) where PZ
is the euclidean projection onto Z , η is the step-size and {f ′k}Kk=1 are such that E[f ′k|zk] =
∇f(zk) with ‖f ′k‖2 ≤ F for some F > 0. Then, for η = Z(F√K) for all κ ∈ (0, 1), with























In view of Theorem 29 we need to design a stochastic subgradient for ct,η and a bound
for its l-2 norm. We follow the approach in [2], we notice however that the objective
function considered in [2] does not contain the regularizer Rδ so must take care of that in
our analysis.
Lemma 54 creates a stochastic subgradient for ct,η and provides an upper bound for its
l-2 norm. We now present its proof.
Proof of Lemma 54. Let us first compute∇θcη,t(θ). Define r:t ,
∑t
i=1 ri By definition we
have

































We design a stochastic subgradient g of ∇θcη,t(θ) by sampling a state-action pair (s′, a′)












We will also give a closed form expression of ∇θRδ(s′,a′)(Φθ) in the proof below. By con-
struction, it holds that E(s′,a′)∼q1,s′′∼q2 [gs′,a′,s′′(θ)|θ] = ∇θct,η(θ). To simplify notation, let
g(θ) = gs′,a′,s′′(θ).















where the last inequality holds since ‖ri‖∞ ≤ 1 for t = 1, ..., T and each column of Φ is a
probability distribution. Next, we have
∥∥∥∥ Htq1(s′, a′)Φ(s′,a′),:I{Φ(s′,a′),:θ ≤ δ}
∥∥∥∥
2




where C1 and C2 are defined in (5.10). Finally, we bound ‖∇θRδ(s,a)(Φθ)‖2. By definition
of Rδ(s,a) in Eq 5.9, we need to compute the gradients of the negative entropy function
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We are also interested in the gradient of the linear extension of R(s,a)(x): R(s,a)(δ) +
d
dx
R(s,a)(δ)(x − δ) which is equal to δ ln(δ) + (1 + ln(δ))(x − δ). So we upper bound
| d
dθi
δ ln(δ) + (1 + ln(δ))(Φ(s,a),:θ − δ)| by
| d
dθi
δ ln(δ) + (1 + ln(δ))(Φ(s,a),:θ − δ)|
=| d
dθi




























(1 + max{ln(Wd), | ln(δ)|}Φ(s,a),i
]2)1/2
≤(1 + ln(Wd) + | ln(δ)|)‖Φ(s,a),:‖2.





(1 + ln(Wd) + | ln(δ)|)C1. Using triangle
inequality, we have that with probability 1
‖g(θ)‖2 ≤ t
√
d+H(C1 + C2) +
t
η
(1 + ln(Wd) + | ln(δ)|)C1.
By using Lemma 54, as well as the fact that θ ∈ Θ and ‖θ‖2 ≤ d‖θ‖∞ implies ‖θ‖2 ≤
W , we can prove the following.
Lemma 60. For all t = 1, ..., T , η > 0, κ ∈ (0, 1), after running K(t) iterations of










(1 + ln(Wd) + | ln(δ)|)C1 with probability



























(1 + 4dW 2K(t))(2 ln( 1
κ






Proof. The proof follows from applying Theorem 29 on function cη,t(θ). Using the bound
of the stochastic gradients from Lemma 54, as well as the fact that maxθ∈ΘΦ cη,t(θ) ≥
cη,t(θ∗t+1) and since Φθ
∗
t+1 is feasible, we have ‖(Φθ∗t+1)>(P −B)‖1 = 0 and
‖[Φθ∗t+1](δ,−)‖1 = 0.
We remark that we did not relax the constraint (Φθ)>1 = 1 and in fact when we use
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Projected Gradient Ascent we are projecting onto a subset of that hyperplane, although Φ
has |S||A| rows we can precompute the vector Φ>1 ∈ Rd so that all projections to the
subset of the hyper plane given by (Φθ)>1 = 1 can be done in O(poly(d)) time.
The next lemma bounds the largest difference the function Ft(Φθ) can take over θ ∈
ΘΦ. It will be clear later why this bound is needed.
Lemma 61. For all t = 1, ..., T . It holds that
max
θ1,θ2∈ΘΦ





















〈ri,Φθ1 − Φθ2〉 ≤
t∑
i=1








‖Φθ1‖1 + ‖Φθ2‖1 by triangle inequality
≤ 2t,
where the last inequality holds since all entries of Φ and θ are nonnegative, and (Φθ)>1 = 1
for all θ ∈ ΘΦ.
It is well known that the minimizer of R(µ) for µ ∈ ∆|S||A| is − ln(|S||A|). Moreover,
its optimal solution µ∗ is equal to the vector with value 1/(|S||A|) on each of its entries,
which is of course in the interior of the simplex. Notice that since Rδ is an extension of
R, if δ is sufficiently small (which we ensure by the choice of δ later in the analysis), the
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minimizer of Rδ(Φθ) for θ ∈ ΘΦ will be bounded below by − ln(|S||A|). That is
− ln(|S||A|) ≤ min
θ∈ΘΦ
Rδ(Φθ).
We upper bound maxθ∈ΘΦ Rδ(Φθ). By construction Rδ(Φθ) ≤ R(Φθ) for all 0 ≤ θ ∈ ΘΦ.
Since θ ≥ 0, 1>Φθ = 1 defines the set ΦΘ and Φ has probability distributions as its columns












which finishes the proof.
Lemma 59 assumes we have at our disposal a vector Φθ̃t+1 such that ‖[Φθ̃t+1](δ,−)‖1 ≤
ε′ and ‖(Φθ̃t+1)>(P − B)‖1 ≤ ε′′, and Ft(Φθ∗t+1) − Ft(Φθ̃t+1) ≤ ε′′′ for some ε′, ε′′, ε′′′ ≥
0. We now show how to obtain such error bounds by running at each time step t, K(t)
iterations of PSGA and using Lemma 60.
Lemma 62. For t = 1, ..., T , let bK(t) the right hand side of the equation in the bound
of Lemma 60 and assume the same conditions hold. After K(t) iterations of PSGA, with























t+1)− Ft(Φθ̃t+1) ≤ bK(t).
Proof. To show the first two inequalities, notice that Lemma 60 implies
Ht‖[Φθ̃t+1](δ,−) +Ht‖(Φθ̃t+1)>(P −B)‖1 ≤ bK(t) + Ft(Φθ̃t+1)− Ft(Φθ∗t+1)









where the last inequality holds by Lemma 61. Since ‖·‖1 ≥ 0 we get the desired results. To
show that Ft(Φθ∗t+1)− Ft(Φθ̃t+1) ≤ bK(t) again use Lemma 60 and the fact that ‖ · ‖1 ≥ 0.
We are ready to prove the main theorem from this section.



















τ ‖µΦθ̃t−i − µΦθ̃t−(i+1)‖1]].
Since it is cumbersome to work with the EPSGA[·] in our bounds let us make the fol-
lowing argument. For t = 1, ..., T , define Et be the event that the inequality in Lemma
60 holds, let E , ∩Tt=1Et. For any random variable X we know that EPSGA[X] =
EPSGA[X|E ]P (E) + EPSGA[X|Ec]P (Ec). Let us work conditioned on the event E , we
will later bound EPSGA[X|Ec]P (Ec).
By triangle inequality, Cauchy-Schwarz inequality, and the fact ‖rt‖∞ ≤ 1 for t =
























t−(i+1)‖1 + ‖µΦθ̃t−i − µΦθ
∗



















































τT ln(T ) +
√


























, δ = e−
√
T .





t , K(t)) for all t = 1, ..., T we have
T∑
t=1




















≤ Tε+ 2Tε(1 + τ)








τT ln(T ) +
√
















, ε′′′t = bK(t). By Lemma 59, we have
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that
ε ≤ τ ln( 1
ε′






By Lemma 58 we know that GFt ≤ t(1 + 2
√
τ ln(dW )) so that
ε ≤ τ ln( 1
ε′






(ε′′′ + c[1 + 2
√
τ ln(dW )](ε′ + ε′′)),
where we plugged in the value for η. It is easy to see that the right hand side of the last in-




dW (ε′+ε′′+ε′′′)). So that forcing all ε′, ε′′, ε′′′
to be O( 1√
dWτ3/2T 3/4
) will ensure Tτε to be O(c
√
τT ) ensuring that maxπ∈ΠΦ R(π, T ) ≤
O(c
√
τT ln(T ) ln(|S||A|)).











ln(|S||A|) we choose Ht =
√
dWtτ 2T 3/4,








ln(|S||A|) are bounded above by O( 1√
dWτ3/2T 3/4
). We now
must choose K(t) so that 1
Ht
bK(t) and ε′′′t are both O(
1√
dWτ3/2T 3/4
). Since by the choice of
Ht we have 1Ht bK(t) ≤ bK(t) it suffices to bound bK(t).
Set κ = 1
T 2
in Lemma 60 and recall we are working conditioned on E , we have that for





d+Ht(C1 + C2) +
t
η




(1 + 4dW 2K(t))(2 ln( 1
κ



























and solving forK(t), we get thatK(t) =
[
W 3/2t2d3/2τ 4(C1 + C2)T
3/2 ln(WTd)
]2, which
ensures bK(t) = O( 1√dWτ3/2T 3/4 ).
By the choice of κ in Lemma 60, we have that for each t = 1, ..., T with probability at
least 1− 1
T 2















τT ln(T ) +
√












τT ln(T ) ln(|S||A|)) +O(T )P (Ec)
where we upper bounded P (E) with 1. Notice that by the choice of κ,
P (Ec) = P (∪Tt=1Eci ) ≤
∑T
t=1 P (Ect ) ≤
1
T
so that O(T )P (Ec) = O(1). This completes the
proof.
5.8 Conclusion
We consider Markov Decision Processes (MDPs) where the transition probabilities are
known but the rewards are unknown and may change in an adversarial manner. We provide
a simple online algorithm, which applies Regularized Follow the Leader (RFTL) to the
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linear programming formulation of the average reward MDP. The algorithm achieves a
regret bound of O(
√
τ(ln |S|+ ln |A|)T ln(T )), where S is the state space, A is the action
space, τ is the mixing time of the MDP, and T is the number of periods. The algorithm’s
computational complexity is polynomial in |S| and |A| per period.
We then consider a setting often encountered in practice, where the state space of the
MDP is too large to allow for exact solutions. We approximate the state-action occupancy
measures with a linear architecture of dimension d  |S||A|. We then propose an ap-
proximate algorithm that relaxes the constraints in the RFTL algorithm, and then solve the
relaxed problem using stochastic gradient descent method. The computational complexity
of this approximate algorithm is independent of the size of state space |S| and the size of
action space |A|. We prove a regret bound of O(cS,A ln(|S||A|)
√
τT ln(T )) compared to
the best static policy approximated by the linear architecture, where cS,A is a problem de-
pendent constant. To the best of our knowledge, this is the first Õ(
√
T ) regret bound for







A.1.1 Some Useful Concentration Results
In this section we present results on how quickly random functions uniformly concentrate
around their mean.
Lemma 63. [118][Theorem 5] Let F̂ (x) = 1
N
∑N
n=1 f(x, ξn) where f(·, ξ) is L-Lipschitz
with function values bounded by R and the set where it is defined has diameter B. Let
F (x) := Eξ[f(x, ξ)]. Then
P (sup
x∈X






This result implies the following two lemmas.
Lemma 64. With probability at least 1− δ, for any x ∈ X , over a sample size N
















Since we must bound ε by above, we now bound ln(1
ε







































































t)dt. We have from (A.1)
P (sup
x∈Z









+ d ln(ε)− 2 ln(d)− d ln(LB))]
Let λ(ε) = aε2 + d ln(ε) with a := N
128LR





derivative of λ(·) is nonnegative and therefore the function is convex in that domain thus
1Throughout the section we let κ be some universal constant that may change from line to line.
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where θ := 2d+ d
2
ln(2a) + 2 ln(d) + d ln(LB). We have
E[sup
x∈X















































A.1.2 Conditional Value at Risk
Lemma 66. Let ξ be a random variable supported in Ξ with probability distribution P .
Let f : X × Ξ → R and assume 0 ≤ f(x, ξ) ≤ 1 for all x ∈ X and ξ ∈ Ξ. If f(·, ξ) is
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G-Lipschitz then so is CV aRα[F ](x).
Proof. By Theorem 6.4 in [119] for any x ∈ X . We have
CV aRα[F ](x) = sup
ξ∈Θ
Eξ[f(x, ξ)]
where Θ is some family of probability distributions.
Since convex combinations of G-Lipschitz functions is G-Lipschitz we have that for
any x1 ∈ X
Eξ∈Θ∗1 [f(x1, ξ)]− Eξ∈Θ∗1 [f(x2, ξ)] ≤ G||x1 − x2||
where Θ∗1 is the probability distribution that maximizes Eξ∈Θ[f(x1, ξ)] (assuming it exists).
Since
Eξ∈Θ∗1 [f(x1, ξ)]− Eξ∈Θ∗2 [f(x2, ξ)] ≤ Eξ∈Θ∗1 [f(x1, ξ)]− Eξ∈Θ∗1 [f(x2, ξ)]
by combining the two inequalities we have
CV aRα[F ](x1)− CV aRα[F ](x2) ≤ G||x1 − x2||
a symmetry argument yields the other side of the inequality, this concludes the proof.
Lemma 67. Let X be a convex set with diameter D||·|| that contains the origin, that is for
all x1, x2 ∈ X , ||x1 − x2|| ≤ D||·||. Let Xδ := {x : x ∈ (1 − δ)X}. For any x ∈ X let
xδ := ΠXδ(x) where the projection is taken with respect to any norm || · ||. Then
||x− xδ|| ≤ δD||·|| (A.2)
169
Proof. Notice (1− δ)x ∈ Xδ
||x− xδ|| ≤ ||x− (1− δ)x|| By definition of Π
≤ δ||x||
≤ δD||·|| since X contains the origin
Lemma 68. Let x = [x1, x2]>. Define ||x|| = ||x1||2 + ||x2||∞. Then
||x||∗ = max{||x1||2, ||x2||1}
Proof. By definition of dual norm we have
||x||∗ = max
||y||≤1










A.2 Analysis of Algorithm 3
The following algorithm, a generalization of Algorithm 1, will guarantee vanishing R̄ρT and
RρT by exploiting the Kusuoka representation of risk measure ρ.
Notice that due to Lemma 3, gt := [g1t ; g
2
t ] is a one point gradient estimator of the
smoothened version of G, Ĝ.
The proofs of Theorems 8 and 9 will be similar to that of Theorems 2 and 3, however





Input: X ⊂ Rd, x1 ∈ X , z1 ∈ Z step size η, δ
for t = 1, ..., T do
Sample u ∼ Sd+N
Let u1t = [u1; ...;ud] and u
2
t = [ud+1; ...;ud+N ]
Play x̃t := xt + δu1, observe ft(x̃t)









Update xt+1 ← ΠXδ(xt − ηg1t )
Update zt+1 ← ΠZδ(zt − ηg2t )
end for






















































Lemma 70. Running online gradient descent on {Gt}Tt=1 ensures that for all x ∈ X and
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||xT − x∗||2 +
∑d















































by Equations 2.7 and 2.8
Lemma 71. Let y∗ = (x∗, z∗) ∈ arg minEξ[
∑T
t=1 Gt(x, z)]. With appropriate choice of







Gt(y∗) ≤ O(dN3/2T 3/4)
Proof. First we need a bound on
∑T
t=1 Gt(y∗δ ) −
∑T
t=1 Gt(y∗), where y∗δ = ΠXδ×Zδ(y∗). If
G is Lipschitz L with respect to some norm || · ||, by Lemma 1 we have ||∇G||∗ ≤ L. For
any y = [x; z] with x ∈ X and z ∈ Z, let us use ||y|| = ||x||2 + ||z||∞ with dual norm
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Gt(y∗) ≤ TL||y∗ − y∗δ ||
≤ δTLD||·||G by Lemma 67 in the Appendix
≤ O(δTGN).
The last inequality holds because of the following two facts,
1) ||∇G||∗ = max{||∇xG||2, ||∇zG||1} ≤ max{G,
∑N
n=1 µ[1 + N ]} ≤ G + 1 + N and 2)
||y1 − y2|| = ||x1 − x2||2 + ||z1 − z2||∞ ≤ DX + 2 := D||·||G . Let Eint be the expectation
taken with respect to the internal randomization of the algorithm. Following the proof of




























Ĝt(y∗δ ) + 3δGGT + δDGGGT |G(y)− Ĝ(y)| < δGG









































T + 3δGGT +O(δTGN)
≤ O(dN3/2T 3/4)
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where we chose η = O( 1
dN3/2T 3/4
) and δ = O(N
1/2
T 1/4
) and plugged in the bound on GG from
Lemma 69.
Proof of Theorem 8. Take Eξ[·] on both sides of the result in Lemma 71 and interchange
the expectations (this can be done using Fubini’s Theorem and the uniform bound on Gt).
Noting that for all x ∈ X and all z ∈ [0, 1] (in particular for every (x̃t, z̃t)) we have
Eξ∼P [Ltn(x, z)] = z +
1
n/N
Eξ∼P [f(x, ξ)− z]+ ≥ CV aRn/N [F ](x),
it follows that since Gt(x, z) :=
∑N
n=1 µnLtn(x, z) we have Eξ∼P [Gt(x, z)] ≥ ρ[F ](x).
Noting that Eξ[
∑T
t=1 Gt(y∗)] = minx∈X ρ[F ](x) we get the desired result.
Proof of Theorem 9. We notice that strong convexity of f(·, ξ) implies strong convexity
of ρ[F ](ξ) since each of the Cαi [F ](·) in the Kusuoka representation of ρ[F ] is strongly
convex. Let x∗ = argminx∈Xρ[F ](x). We follow the proof of Theorem 3. Let the concen-
















































). This yields the result.
A.3 Analysis of Algorithm 4




a point (instead of O( ln(T/(αγ))
α2γ2
)) to build a γ-CI. In this section we present the proofs of
Theorems 10 and 11. We only need to show that Õ(N
2 ln(NT )
γ2
) samples are sufficient to
build a γ-CI that holds with high probability. Afterwards it is easy to verify that the proofs
of Theorems 6 and 7 go through.
Lemma 72. To build a γ-CI for ρ[F ](x) that holds with probability at least 1− 1
T 2
we need






|ρ[X]− ρ̂[X]| = |
N∑
n=1
µn(Cn/N [X]− Ĉn/N [X])| ≤
N∑
n=1
µn|Cn/N [X]− Ĉn/N |
Therefore, if we obtain γ-CI’s for each term |Cn/N [X]− Ĉn/N | that hold with probability at
least 1− 1
NT 2






samples suffice to build a γ-CI for Cn/N [X] that holds probability at least 1 − 1NT 2 . Sum-
ming up the number of samples, approximating the sum with an integral and using a union
bound yields the result.
We are now ready to prove the theorems.
Proof of Theorem 10. It is easy to see that the proof of Theorem 6 goes through if we








Proof of Theorem 11. The proof follows from almost the same reasoning as in the proof of
















) + CE (with probability at least 1− 1
T
)
where CE = ρ[F ](x∗) −minx∈X ρ[{ft(x)}] and x∗ = argminx∈Xρ[F ](x). Just as in the








union bound yields the result.
A.4 Experimental Results
In this section we test the performance of Algorithms 1 and 2 and see if they behave as
predicted. We first present experimental results for the 1-dimensional case and then for the
general d-dimensional case.
A.4.1 The 1-Dimensional Case
We tested the algorithms against an instance generated the following way. We let f(x, ξ) =
1
x
+ (.05 − .04ξ)x2 where ξ ∼ U [0, 1], that is ξ is sampled uniformly from the interval
[0, 1], and x ∈ X := [0.5, 6]. By using Equation 5 some simple algebra yields Cα[F ](x) =
1
x
+(.05−.02α)x2 with minimum occurring at x∗ = 1
(.1−.04α)1/3 . Notice that with the closed
form expressions it is easy to evaluate R̄T . To evaluate RT we will approximate the term
minx∈X Cα[{ft(x∗)}Tt=1] with Cα[{ft(x∗)}] which by Lemma 1 should not be too far. To
compute empirical pseudo-regrets and regrets we observe the random losses and iterates
generated by the algorithms when they are run for T = 1, 000, 000 rounds. Since the
previous quantities may vary every time the algorithm is run, we will run each algorithm 25
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times and average the outputs. All the parameters for Algorithm 1 where chosen optimally,
the constants hidden by the O-notation were set to 1. The initial iterate was always set far
from x∗, x0 = 5.8 every time the algorithm was run.
In Figures A.1, A.2, A.3 and A.4 we compare the performance of Algorithm 1 versus
Algorithm 2 at α = 1, .75, .25, .01. It can be observed that, except for the case α = .75,
Algorithm 2 incurs less regret than its counterpart which is expected. To test whether the
regrets and pseudo regrets are decaying at the predicted rates, we created log-log plots (i.e.
take the logarithm of the values on both axes) and then measured the slope. Unfortunately,
since Algorithm 2 is not “smooth” its log-log plots do not show the behavior we would like
them to. For conciseness we omit the log-log plots of both algorithms and just report the
slope of the log-log plots for Algorithm 1. From the reported values of the slopes of the
log-log plots of the regret and pseudo regret curves, we can observe that the regret indeed
decays at a slower rate that the pseudo regret as predicted by the theoretical results. The
previous is more apparent for small values of α. We are unsure about why Algorithm 1
behaves better than expected when α = .75.







Regret of Algorithms 1 and 2 (alpha = 1.0)
Algorithm 1
Algorithm 2








Pseudo Regret of Algorithms 1 and 2 (alpha = 1.0)
Algorithm 1
Algorithm 2
Figure A.1: Regret (left) and Pseudo Regret (right) of Algorithms 1 and 2 with α = 1. The
slopes of Algorithm 1 in the log-log plots are: -0.37 and -0.37 respectively.
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Regret of Algorithms 1 and 2 (alpha = 0.75)
Algorithm 1
Algorithm 2









Pseudo Regret of Algorithms 1 and 2 (alpha = 0.75)
Algorithm 1
Algorithm 2
Figure A.2: Regret (left) and Pseudo Regret of Algorithms 1 and 2 with α = .75. The
slopes of Algorithm 1 in the log-log plots are: -0.49 and -0.51 respectively.






Regret of Algorithms 1 and 2 (alpha = 0.25)
Algorithm 1
Algorithm 2







Pseudo Regret of Algorithms 1 and 2 (alpha = 0.25)
Algorithm 1
Algorithm 2
Figure A.3: Regret of Algorithms 1 and 2 with α = .25. The slopes of Algorithm 1 in the
log-log plots are: -0.24 and -0.31 respectively.








Regret of Algorithms 1 and 2 (alpha = 0.01)
Algorithm 1
Algorithm 2








Pseudo Regret of Algorithms 1 and 2 (alpha = 0.01)
Algorithm 1
Algorithm 2
Figure A.4: Regret of Algorithms 1 and 2 with α = .01. The slopes of Algorithm 1 in the
log-log plots are: -0.04 and -0.24 respectively.
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A.4.2 The d-Dimensional Case
Unfortunately Algorithm 2 does not work well in practice because of the large power on
d that appears in the regret bound. Because of this we only present results for Algorithm
1. The instance for this section was generated as follows, let fi(xi, ξi) = 1xi + (.05 −
.04ξi)x
2




i=1 fi(xi, ξi) with ξ ∼ U [0, 1]N (i.e. ξ is







+ (.05 − .02α)x2i by the previous section. Even though the loss function is a
summation of coordinate-wise independent functions the algorithm is not aware of it and
thus can not exploit the structure. All the parameters of the algorithm were set optimally
except for the constant hidden by the O-notation which was set to 1. The initial iterate
was always set far from x∗, x0 = [5.8; ...; 5.8] every time the algorithm was run. In all the
log-log plots we present below we compute the slope of each curve by using the second
half of each curve.
When α = 1, in Figures A.5 and A.6 we observe the regret and pseudo-regret of the
algorithm “Gradient Descent without a Gradient”, which uses Equation 2.1 to compute an
estimate of the gradient and then performs a gradient step [53]. We notice that it behaves
slightly better than Algorithm 1 (see Figures A.7 and A.8). (When α 6= 1 we do not
show how “Gradient Descent without a Gradient” performs because it is solving a different
problem and thus the comparison does not make sense.) From Figures A.9, A.10, A.11,
A.12, A.13, and A.14 we can observe several things. First, the dimension of the problem
indeed affects the pseudo-regret and the regret negatively. Second, the smaller the α level
the higher the pseudo-regret and regret. Third, the regret seems to vanish at a lower rate
than the pseudo-regret (this can be seen by looking at the slopes of the log-log plots), this
becomes clearer the smaller the α is, additionally in most plots the rate at which pseudo-
regret and regret vanishes is not too far from the predicted ones. The previous may indicate
that our analysis for the regret may be tight with respect to T . We notice that when α 6= 1,
at early rounds the regret seems to increase quickly before it starts dropping. The previous
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occurs because at the beginning, even though we are in a region with bad CV aRα[F ], we
have not observed many losses and thus the empirical CV aR of the sequence of losses
is not necessarily large. We are unsure about why at α = 0.75 the regret seems to be
vanishing a lot faster than predicted.


























Figure A.5: Pseudo Regret (left) and its log-log plot (right) using Online Gradient Descent
without a Gradient, α = 1.0. The slopes of the curves in the log-log plots are: m̃11 =
−0.42, m̃14 = −0.15, m̃18 = −0.13, m̃112 = −0.13
























Figure A.6: Regret (left) and its log-log plot (right) using Online Gradient Descent without
a Gradient, α = 1.0. The slopes of the curves in the log-log plots are: m11 = −0.42,m14 =
−0.15,m18 = −0.13,m112 = −0.13
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Figure A.7: Pseudo Regret (left) and its log-log plot (right) using Algorithm 1, α = 1.
The slopes of the curves in the log-log plots are: m̄11 = −0.35, m̄14 = −0.17, m̄18 =
−0.14, m̄112 = −0.13























Figure A.8: Regret (left) and its log-log plot (right) using Algorithm 1, α = 1.0. The slopes
of the curves in the log-log plots are: m11 = −0.35,m14 = −0.17,m18 = −0.14,m112 =
−0.13
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Figure A.9: Pseudo Regret (left) and its log-log plot (right) using Algorithm 1, α = 0.75.
The slopes of the curves in the log-log plots are: m̄.751 = −0.50, m̄.754 = −0.21, m̄.758 =
−0.14, m̄.7512 = −0.13

























Figure A.10: Regret (left) and its log-log plot (right) using Algorithm 1, α = 0.75. The
slopes of the curves in the log-log plots are: m.751 = −0.49,m.754 = −0.20,m.758 =
−0.13,m.7512 = −0.13
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Figure A.11: Pseudo Regret (left) and its log-log plot (right) using Algorithm 1, α = 0.25.
The slopes of the curves in the log-log plots are: m̄.251 = −0.31, m̄.254 = −0.15, m̄.258 =
−0.10, m̄.2512 = −0.09




























Figure A.12: Regret (left) and its log-log plot (right) using Algorithm 1, α = 0.25. The
slopes of the curves in the log-log plots are: m.251 = −0.23,m.254 = −0.10,m.258 =
−0.08,m.2512 = −0.07
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Figure A.13: Pseudo Regret (left) and its log-log plot (right) using Algorithm 1, α = 0.01.
The slopes of the curves in the log-log plots are: m̄.011 = −0.24, m̄.014 = −0.15, m̄.018 =
−0.13, m̄.0112 = −0.12



























Figure A.14: Regret (left) and its log-log plot (right) using Algorithm 1, α = 0.01. The
slopes of the curves in the log-log plots are: m.011 = −0.03,m.014 = −0.05,m.018 =
−0.04,m.0112 = −0.04
A.5 Properties of the Pyramid Construction
The proofs of the next two lemmas can be found in [9]. Recall φ = arcos(c2/d). We
assume d ≥ 2, because of this cos(φ) = c2/d and sin(φ) =
√
1− c22/d2 ≥ cos(φ). Also,
recall that in epoch τ the initial simplex is contained in B(rτ ) with rτ = Rτ/(c1d).
Lemma 73. Let Πk be the k-th pyramid constructed in any round of epoch τ .
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1. The distance from the center of B(rτ ) to the apex of Πk is rτ sink−1(φ).
2. The distance from the apex of Πk to any vertex of the base of Πk is rτ sink−1(φ) cos(φ).
3. The height of Πk, i.e. the distance from the apex to the base, is rτ sink−1(φ) cos2(φ).
Lemma 74. Let Π by any pyramid constructed in epoch τ with apex at distance rΠ ≥ rτ/d
from the center of B(rτ ). Let BΠ be the largest ball in Π centered at the center of mass c of
Π.
1. BΠ has radius at least rΠ cos2(φ)/(d+ 1) ≥ rτc22/(2d4).
2. Let x ∈ Π, and let b ∈ Π be the point on the face of Π such that c = αx + (1− α)b
for some 0 < α ≤ 1. Then (1− α)/α ≤ (d+ 1)d/c2.
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APPENDIX B
DIFFERENTIALLY PRIVATE ONLINE SUBMODULAR OPTIMIZATION
B.1 Tree-Based Aggregation Protocol (TBAP)
The Tree-Based Aggregation Protocol is a tool for maintaining differentially private partial
sums of vectors arriving in an online sequence. At each time t, TBAP outputs a noisy sum
of the input vectors up to time t. This algorithm was first introduced by Chan et al. [38]
and Dwork et al. [46], and adapted in its current form by Smith and Thakurta [121].
The algorithm works by maintaining a complete binary tree, where the d-dimensional
input vectors are stored in the leaf nodes, and internal nodes in the tree store a noisy sum
of all leaves in their sub-tree. At each time t, TBAP receives input zt and updates the
value of the t-th leaf node to be zt. The algorithm also updates the value of each internal
node affected by this change to be the updated sum plus noise drawn according to a high-
dimensional analog of Laplace noise. The algorithm then outputs a noisy partial sum vt of
the nodes in the tree that approximately sum to zt.
The sum at each internal node is (ε/ log2 T )-differentially private, and by construction
each zt affects only log2 T nodes of the tree. By the composition property of differential
privacy [45], the entire tree is ε-differentially private (Theorem 30).
Theorem 30 ([38, 46]). TBAP({zi}Ti=1, µ, ε) is ε-differentially private for any µ > 0 and
any sequence of vectors z1, . . . , zT that each have L2 norm at most µ.
In addition to being private, TBAP also provides partial sums vt =
∑t
i=1 zt that are
accurate (with respect to the L2 norm) up to additive O(dµ log
2 T
ε
). This is because the L2





and each partial sum is computed using at most log T nodes in the tree.
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Algorithm 17 Tree Based Aggregation Protocol: TBAP({zi}Ti=1, µ, ε)
Input: Online sequence of vectors z1, ..., zT ∈ Rd, µ : L2−norm bound on each zi,
privacy parameter ε.
Output: Sequence of noisy partial sums v1, . . . , vn ∈ R
Initialize a binary tree A of size 2dlog2 T e+1 − 1 with leaves z1, ..., zT
for t = 1, . . . , T do
Accept zt from the data stream.
Let P = {zt → · · · → root} be the path from zt to the root.
procedure Tree update
Let Λ be the first node in P that is left-child in A. Let PΛ = {zt → · · · → Λ}.
for all nodes α in path P do
α← α + zt
if α ∈ PΛ then






procedure Output private partial sum
Initialize vector vt ∈ Rd to zero. Let b be a (dlog2 T e+ 1)-bit binary representation of
t.
for i = 1, . . . , [log2 T + 1] do
if bit bi = 1 then
if i-th node in P (denoted P (i)) is the left child in A, then
v ← v + P (i)
else









LARGE SCALE MARKOV DECISION PROCESSES WITH CHANGING
REWARDS
C.1 Bounding the problem dependent constant in Theorem 28






s.t u(s, a)− [Φθ](s, a) ≥ −[Φθ̃](s, a), u(s, a) + [Φθ](s, a) ≥ [Φθ̃](s, a),
µ = Φθ, µ>1 = 1, µ ≥ δ, µ>(P −B) ≥ 0, −µ>(P −B) ≥ 0
− θ(i) ≥ −W , θ(i) ≥ 0 ∀i = 1, ..., d.
Fix any state action pair (s′, a′) ∈ S × A and change the constraint µ(s′, a′) ≥ δ for
µ(s′, a′) ≥ δ+γs′,a′ . Let obj(γs′,a′) be the optimal value of the above LP with the constraint
is replaced by µ(s′, a′) ≥ δ + γs′,a′ . Let µ∗(γs′,a′) be the optimal solution to this problem.
Let γ̄s′,a′ be the maximum value of γs′,a′ such that the LP above is feasible.
Some remarks are in order. First, for any γs′,a′ ∈ [0, γ̄s′,a′ ], it holds that obj(γs′,a′) ≥ 0.
Second, obj(γs′,a′) is a convex and increasing function in γs′,a′ . Third, a subgradient of
obj(γs′,a′) is given by the optimal dual variable associated with the constraint µ(s′, a′) ≥
δ+ γs′,a′ . Let us call this optimal dual variable λ∗(γs′,a′). Since the above LP’s objective is
equivalent to ‖µ−Φθ̃‖1, using triangle inequality we have that obj(γ̄s′,a′) ≤ ‖µ∗(γ̄s′,a′)‖1 +
‖Φθ̃‖ ≤ 1 + ‖Φθ̃‖ ≤ 2, where the last inequality holds since (Φθ̃)>1 = 1.
We are ready to upper bound λ∗(0) which is the subgradient of obj(γs′,a′) for γs′,a′ = 0.
Since obj(γ) is an increasing function, we can upper bound λ∗(0) with the slope of the line
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that passes through the points (0, obj(0)) and (γ̄s′,a′ , obj(γ̄s′,a′)). The slope of this line is
obj(γ̄s′,a′ )−obj(0)
γ̄s′,a′









where the last inequality holds since ‖ · ‖1 ≥ 0.
Let us now discuss in more detail the quantity γ̄s′,a′ . It turns out to be problem-
dependent. For example, consider an MDP such that regardless of the action chosen by
the player, it transitions to any state with equal probability and there is only one action at
each state, then γ̄s′,a′ = 1|S| . Thus, the bound for cS,A becomes cS,A ≤ 2|S|, which depends
linearly on |S|. Consider another example: suppose the MDP is such that for any state,
there exists an action that allows us to remain in that state with probability 1 (a concrete
case is the Markovian multi-armed bandit problem with the “retirement” option, see Whit-
tle [133], Weber [132]). This implies that we can make the occupancy measure equal to
a vector consisting of zeros of dimension |S||A| with a 1 on any desired entry. Then, the
analysis above shows that γ̄s′,a′ = 1.
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in Markov decision processes with adversarially chosen transition probability distri-
butions. In Advances in Neural Information Processing Systems, pages 2508–2516,
2013.
[2] Y. Abbasi-Yadkori, P. L. Bartlett, and A. Malek. Linear programming for large-
scale Markov decision problems. In International Conference on Machine Learning,
volume 32, pages 496–504. MIT Press, 2014.
[3] Y. Abbasi-Yadkori, P. L. Bartlett, X. Chen, and A. Malek. Large-scale Markov de-
cision problems via the linear programming dual. arXiv preprint arXiv:1901.01992,
2019.
[4] J. Abernethy, K. A. Lai, K. Y. Levy, and J.-K. Wang. Faster rates for convex-concave
games. arXiv preprint arXiv:1805.06792, 2018.
[5] J. D. Abernethy and J.-K. Wang. On Frank-Wolfe and equilibrium computation. In
Advances in Neural Information Processing Systems, pages 6587–6596, 2017.
[6] J. D. Abernethy, E. Hazan, and A. Rakhlin. Competing in the dark: An efficient algo-
rithm for bandit linear optimization. In Proceedings of the 21st Annual Conference
on Learning Theory (COLT), 2009.
[7] C. Acerbi and D. Tasche. On the coherence of expected shortfall. Journal of Banking
& Finance, 26(7):1487–1503, 2002.
[8] I. Adler. The equivalence of linear programs and zero-sum games. International
Journal of Game Theory, 42(1):165–177, 2013.
190
[9] A. Agarwal, D. P. Foster, D. J. Hsu, S. M. Kakade, and A. Rakhlin. Stochastic convex
optimization with bandit feedback. In Advances in Neural Information Processing
Systems, pages 1035–1043, 2011.
[10] N. Agarwal and K. Singh. The price of differential privacy for online learning. arXiv
preprint arXiv:1701.07953, 2017.
[11] S. Agrawal, Z. Wang, and Y. Ye. A dynamic near-optimal algorithm for online linear
programming. Operations Research, 62(4):876–890, 2014.
[12] M. Arjovsky, S. Chintala, and L. Bottou. Wasserstein gan. arXiv preprint
arXiv:1701.07875, 2017.
[13] K. J. Arrow, D. Blackwell, and M. A. Girshick. Bayes and minimax solutions of
sequential decision problems. Econometrica, Journal of the Econometric Society,
pages 213–244, 1949.
[14] P. Auer, N. Cesa-Bianchi, Y. Freund, and R. E. Schapire. Gambling in a rigged
casino: The adversarial multi-armed bandit problem. In focs, page 322. IEEE, 1995.
[15] P. Auer, N. Cesa-Bianchi, Y. Freund, and R. E. Schapire. The nonstochastic multi-
armed bandit problem. SIAM Journal on Computing, 32(1):48–77, 2002.
[16] R. J. Aumann. Correlated equilibrium as an expression of bayesian rationality.
Econometrica: Journal of the Econometric Society, pages 1–18, 1987.
[17] F. Bach. Learning with submodular functions: A convex optimization perspective.
Foundations and Trends in Machine Learning, 6(2-3):145–373, 2013.
[18] A. Badanidiyuru, R. Kleinberg, and A. Slivkins. Bandits with knapsacks. In Foun-
dations of Computer Science (FOCS), 2013 IEEE 54th Annual Symposium on, pages
207–216. IEEE, 2013.
191
[19] A. Badanidiyuru, B. Mirzasoleiman, A. Karbasi, and A. Krause. Streaming sub-
modular maximization: Massive data summarization on the fly. In Proceedings of
the 20th ACM International Conference on Knowledge Discovery and Data Mining,
KDD ’14, pages 671–680, 2014.
[20] D. Balduzzi, S. Racaniere, J. Martens, J. Foerster, K. Tuyls, and T. Graepel. The
mechanics of n-player differentiable games. arXiv preprint arXiv:1802.05642, 2018.
[21] K. Ball. An elementary introduction to modern convex geometry. Flavors of geom-
etry, 31:1–58, 1997.
[22] R. Bellman. A Markovian decision process. Journal of Mathematics and Mechanics,
pages 679–684, 1957.
[23] A. Ben-Tal, L. El Ghaoui, and A. Nemirovski. Robust optimization, volume 28.
Princeton University Press, 2009.
[24] A. Ben-Tal, E. Hazan, T. Koren, and S. Mannor. Oracle-based robust optimization
via online learning. Operations Research, 63(3):628–638, 2015.
[25] D. Berthelot, T. Schumm, and L. Metz. Began: boundary equilibrium generative
adversarial networks. arXiv preprint arXiv:1703.10717, 2017.
[26] D. P. Bertsekas. Dynamic programming and optimal control, volume 2. Athena
Scientific, Belmont, MA, 4 edition, 2012.
[27] D. P. Bertsekas and J. N. Tsitsiklis. Neuro-dynamic programming. Athena Scientific,
Belmont, MA, 1996.
[28] M. Bowling. Convergence and no-regret in multiagent learning. In Advances in
neural information processing systems, pages 209–216, 2005.
[29] M. Bowling and M. Veloso. Convergence of gradient dynamics with a variable
learning rate. In ICML, pages 27–34, 2001.
192
[30] S. Boyd and L. Vandenberghe. Convex optimization. Cambridge university press,
2004.
[31] A. Brock, T. Lim, J. M. Ritchie, and N. Weston. Neural photo editing with intro-
spective adversarial networks. arXiv preprint arXiv:1609.07093, 2016.
[32] S. Bubeck, N. Cesa-Bianchi, et al. Regret analysis of stochastic and nonstochastic
multi-armed bandit problems. Foundations and Trends R© in Machine Learning, 5
(1):1–122, 2012.
[33] S. Bubeck, R. Eldan, and Y. T. Lee. Kernel-based methods for bandit convex opti-
mization. arXiv preprint arXiv:1607.03084, 2016.
[34] S. Bubeck et al. Convex optimization: Algorithms and complexity. Foundations and
Trends R© in Machine Learning, 8(3-4):231–357, 2015.
[35] A. R. Cardoso and R. Cummings. Differentially private online submodular opti-
mization. arXiv preprint arXiv:1807.02290, 2018.
[36] N. Cesa-Bianchi and G. Lugosi. Prediction, learning, and games. Cambridge uni-
versity press, 2006.
[37] N. Cesa-Bianchi, Y. Mansour, and G. Stoltz. Improved second-order bounds for
prediction with expert advice. Machine Learning, 66(2-3):321–352, 2007.
[38] T.-H. H. Chan, E. Shi, and D. Song. Private and continual release of statistics. ACM
Transactions on Information and System Security, 14(3):1–24, 2011.
[39] K. Chatterjee. Markov decision processes with multiple long-run average objectives.
In International Conference on Foundations of Software Technology and Theoretical
Computer Science, pages 473–484. Springer, 2007.
[40] Y. Chen, L. Li, and M. Wang. Scalable bilinear pi learning using state and action
features. arXiv preprint arXiv:1804.10328, 2018.
193
[41] V. Conitzer and T. Sandholm. Awesome: A general multiagent learning algorithm
that converges in self-play and learns a best response against stationary opponents.
Machine Learning, 67(1-2):23–43, 2007.
[42] T. M. Cover. Universal portfolios. Mathematical finance, 1(1):1–29, 1991.
[43] D. P. De Farias and B. Van Roy. The linear programming approach to approximate
dynamic programming. Operations research, 51(6):850–865, 2003.
[44] T. Dick, A. Gyorgy, and C. Szepesvari. Online learning in Markov decision pro-
cesses with changing cost sequences. In International Conference on Machine
Learning, pages 512–520, 2014.
[45] C. Dwork, F. McSherry, K. Nissim, and A. Smith. Calibrating noise to sensitivity in
private data analysis. In Proceedings of the 3rd Conference on Theory of Cryptog-
raphy, TCC ’06, pages 265–284, 2006.
[46] C. Dwork, M. Naor, T. Pitassi, and G. N. Rothblum. Differential privacy under
continual observation. In Proceedings of the 42nd ACM Symposium on Theory of
Computing, STOC ’10, pages 715–724, 2010.
[47] C. Dwork, A. Roth, et al. The algorithmic foundations of differential privacy. Foun-
dations and Trends R© in Theoretical Computer Science, 9(3–4):211–407, 2014.
[48] E. Even-Dar, S. M. Kakade, and Y. Mansour. Experts in a Markov decision process.
In Advances in Neural Information Processing Systems, pages 401–408, 2005.
[49] E. Even-Dar, M. Kearns, and J. Wortman. Risk-sensitive online learning. In ALT,
pages 199–213. Springer, 2006.
[50] E. Even-Dar, S. M. Kakade, and Y. Mansour. Online Markov decision processes.
Mathematics of Operations Research, 34(3):726–736, 2009.
194
[51] K. Ferreira, D. Simchi-Levi, and H. Wang. Online network revenue management
using thompson sampling. Operations research, 2018. forthcoming.
[52] C. Finn, I. Goodfellow, and S. Levine. Unsupervised learning for physical interaction
through video prediction. In Advances in neural information processing systems,
pages 64–72, 2016.
[53] A. D. Flaxman, A. T. Kalai, and H. B. McMahan. Online convex optimization in the
bandit setting: gradient descent without a gradient. In Proceedings of the sixteenth
annual ACM-SIAM symposium on Discrete algorithms, pages 385–394. Society for
Industrial and Applied Mathematics, 2005.
[54] B. for International Settlements. Basel iii: international regulatory framework for
banks.
[55] D. P. Foster. Prediction in the worst case. The Annals of Statistics, pages 1084–1090,
1991.
[56] Y. Freund and R. E. Schapire. Game theory, on-line prediction and boosting. In Pro-
ceedings of the ninth annual conference on Computational learning theory, pages
325–332. ACM, 1996.
[57] Y. Freund and R. E. Schapire. Adaptive game playing using multiplicative weights.
Games and Economic Behavior, 29(1-2):79–103, 1999.
[58] S. Fujishige. Direct Submodular Functions and Optimization. Annals of Discrete
Mathematics. Elsevier, 2005.
[59] P. Gajane, R. Ortner, and P. Auer. A sliding-window algorithm for Markov de-
cision processes with arbitrarily changing rewards and transitions. arXiv preprint
arXiv:1805.10066, 2018.
195
[60] N. Galichet, M. Sebag, and O. Teytaud. Exploration vs exploitation vs safety: Risk-
aware multi-armed bandits. In Asian Conference on Machine Learning, pages 245–
260, 2013.
[61] D. Goldfarb and M. J. Todd. Modifications and implementation of the ellipsoid
algorithm for linear programming. Mathematical Programming, 23(1):1–19, 1982.
[62] I. Goodfellow. Nips 2016 tutorial: Generative adversarial networks. arXiv preprint
arXiv:1701.00160, 2016.
[63] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair,
A. Courville, and Y. Bengio. Generative adversarial nets. In Advances in neural
information processing systems, pages 2672–2680, 2014.
[64] O. Granichin. Stochastic approximation with input perturbation under dependent
observation noises. - . 1. . . , 4:27–31, 1989.
[65] I. Gulrajani, F. Ahmed, M. Arjovsky, V. Dumoulin, and A. C. Courville. Improved
training of wasserstein gans. In Advances in Neural Information Processing Systems,
pages 5767–5777, 2017.
[66] A. Gupta, K. Ligett, F. McSherry, A. Roth, and K. Talwar. Differentially private
combinatorial optimization. In Proceedings of the 21st Annual ACM-SIAM Sympo-
sium on Discrete Algorithms, SODA ’10, pages 1106–1125, 2010.
[67] J. Hannan. Approximation to bayes risk in repeated play. Contributions to the
Theory of Games, 3:97–139, 1957.
[68] E. Hazan and S. Kale. Online submodular minimization. Journal of Machine Learn-
ing Research, 13:2903–2922, 2012.
[69] E. Hazan and S. Kale. An optimal algorithm for stochastic strongly-convex opti-
mization. Journal of Machine Learning Research, 15:2489–2512, 2014.
196
[70] E. Hazan and Y. Li. An optimal algorithm for bandit convex optimization. arXiv
preprint arXiv:1603.04350, 2016.
[71] E. Hazan, A. Agarwal, and S. Kale. Logarithmic regret algorithms for online convex
optimization. Machine Learning, 69(2):169–192, 2007.
[72] E. Hazan et al. Introduction to online convex optimization. Foundations and
Trends R© in Optimization, 2(3-4):157–325, 2016.
[73] D. P. Helmbold, R. E. Schapire, Y. Singer, and M. K. Warmuth. On-line portfolio
selection using multiplicative updates. Mathematical Finance, 8(4):325–347, 1998.
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