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This paper is devoted to the discussion of the number of T -periodic solutions for
the forced Dufﬁng equation, x′′ + kx′ + gt x = s1 + ht, with gt x being a
continuous function by using the degree theory, upper and lower solutions method,
and the twisting theorem. © 2001 Academic Press
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1. INTRODUCTION
In this paper, we study the multiplicity of periodic solutions for the Duff-
ing differential equation
x′′ + kx′ + gt x = s1+ ht (1.1)
where k is a constant, s a parameter, h  0 2π → R a continuous function,
and g  0 2π × R→ R is continuous.
Many papers, such as [5, 8, 10–12] and the references therein, have been
devoted to the study of the number of periodic solutions of equations
using degree theory and upper and lower solution methods. In [12], we
obtained at least two T -periodic solutions for the more general case, i.e.,
gt x is a Carathe´odory function, if gt xx−1, for x positive and sufﬁ-
ciently large, does not cross the ﬁrst two eigenvalues 0 and 1 of the peri-
odic boundary value problem on 0 2π for the linear operator L = −x′′
and gt x diverges for x negative and sufﬁciently large. More precisely,
we assumed that
lim
x→−∞ gt x = +∞ (1.2)
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uniformly a.e. in t ∈ 0 2π, and
γt ≤ lim
x→+∞ inf gt xx
−1 ≤ lim
x→+∞ sup gt xx
−1 ≤ t (1.3)
uniformly a.e. in t ∈ 0 2π with γt and t satisfying
γt ∈ L10 2π
∫ 2π
0
γtdt ≥ 0
∫ 2π
0
γ+tdt > 0 (1.4)
and with the following strict inequality on a subset of 0 2π of positive
measure
t ≤ 1 (1.5)
where γ+t = maxt∈0 2πγt 0.
As a matter of fact, conditions (1.3)–(1.5) can be replaced by other two
consecutive eigenvalues of periodic boundary value problems on 0 2π
for linear operator L; for example, for some nonnegative integer n, the
functions γt and t, deﬁned by (1.4) are such that n2 ≤ γt ≤ t ≤
n+ 12. Each of inequalities of the two extreme sides holds on a subset of
0 2π of positive measure.
In this paper, we will deal with the case where gt x is continuous. We
recall that the Poincare´ mapping generated by (1.1) is not area-preserving
for k = 0. By using the twisting theorem for nonarea-preserving Poincare´
mapping proposed by Ding [3, 4] and the upper and lower solution method
proposed in [10–12], we determine the number of T -periodic solutions
of (1.1) and obtain
Theorem 1.1. Suppose that condition (1.2) holds and
n2 ≤ γt = lim
x→+∞ inf gt xx
−1
≤ lim
x→+∞ sup gt xx
−1 = t ≤ n+ 12 (1.6)
in t ∈ 0 T  for some nonnegative integer n, in which inequalities of the left
and right sides are strict on subsets of 0 T  of positive measure.
Then there exist h0 0 < h0 < 1, and s0h0 s0 > 0, such that for s ≥ s0
and for all h ∈ CT  with h0 < h0, Eq. (1.1) has least n + 1 T -periodic
solutions if k < 2n n ≥ 1 and T ≥ 4π/
√
4n2 − k2.
In [1], del Pino et al. applied the well-known Poincare´–Birkhoff Theorem
for area preserving Poincare´ mapping, the Banach ﬁxed-point theorem,
and the upper and lower solution method in determining the number of
2π-periodic solution for gt x = gx k = 0. But the Poincare´–Birkhoff
Theorem is no longer valid for nonarea-preserving Poincare´ mapping when
k = 0. So, we generalized the results contained in [1, 2, 5, 8–12].
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We will use the following notations. C0 T CT  denotes the usual
space of continuous (T -periodic) functions h  0 T  →  endowed
with the sup norm; h0 · Ck0 T  denotes the space of Ck functions
γ  0 T  →  endowed with the
γCk =
k∑
i=0
sup
t∈0 T 
γkt
W 2 10 T  denotes the Sobolev space deﬁned by W 2 10  = x  0 T  →
  x and x′ are absolutely continuous on 0 , with norm
xW 2 1 =
2∑
i=0
∫ T
0
xitdt
and xi i = 0 1 2, denotes the ith power derivative of xt.
2. EXISTENCE OF A NEGATIVE
T -PERIODIC SOLUTION
We ﬁrst use the upper and lower solutions method to obtain the existence
of a negative T -periodic solution for Eq. (1.1).
Recall that σ1 σ2 ∈ C20 T  are lower and upper solutions for (1.1),
respectively, if
σ ′′i + kσ ′i + gt σi − s1+ ht−1i ≤ 0 (2.1)
for each t ∈ 0 T , and
σ1 ≤ σ2 (2.2)
for all t ∈ 0 T .
Combining Theorem 3 in [5] and Lemma 1 in [9], we have
Lemma 2.1. If Eq. (1.1) has a lower solution σ1t and an upper solution
σ2t, then it has at least one T -periodic solution xt such that σ1t ≤
xt ≤ σ2t for all t ∈ 0 T .
By Lemma 2.1, we have
Theorem 2.1. Under the conditions of Theorem 1.1, there exists an s1 > 0
such that Eq. (1.1) has a strictly negative T -periodic solution for all s ≥ s1 and
h0 < 1.
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Proof. Let us rewrite Eq. (1.1) as
x′′ + kx′ + gt x − s1+ ht = 0 (2.3)
It follows from (1.3) and (1.7) that limx→∞ gt x = +∞ uniformly in
t ∈ 0 T . Therefore, there exists an ε0 > 0 such that ε0 ≤ 1+ ht ≤ 2 for
t ∈ 0 T  because h0 < 1. Hence, there exists an s1 > 0 and x¯s < 0 such
that gt x¯s < s1+ ht for all s ≥ s1 and all t ∈ 0 T , and there exists
an xs < x¯s such that gt xs > s1+ ht for all s ≥ s1 and all t ∈ 0 T ,
which imply
gt x¯s − s1+ ht < 0 < gt xs − s1+ ht (2.4)
for all s ≥ s1 and all t ∈ 0 T .
Hence, xs and x¯s are lower and upper solutions of (1.1), respectively, and
therefore, by Lemma 2.1, there exists a strictly negative T -periodic solution
of xst for s ≥ s1 such that xs < xst < x¯s < 0. This completes the proof.
3. NUMBER OF T -PERIODIC SOLUTIONS FOR (1.1)
In this section, we obtain the lower bound of the number of T -periodic
solutions for (1.1), and prove Theorem 1.1.
Proof of Theorem 11. Taking s0 = max s1 s2, then it follows from
Theorems 2.1 that for such s0, Eq. (1.1) has a strictly negative T -periodic
solution for all s ≥ s0 and for all h ∈ CT  with h1 < h0.
Next, we apply a twisting theorem for the nonarea-preserving Poincare´
mapping proposed by Ding Wei-yue [3] to obtain the lower bound of the
number of T -periodic solutions other than xs and x˜s obtained in the previ-
ous section.
Let xt be any T -periodic solution of (1.1) for f x = k and deﬁne
ut = xt − x˜st (3.1)
for all t ∈ 0 T . Then ut is a T -periodic solution of
u′′ + ku′ + g0t u = 0 (3.2)
where g0t u = g˜t u+ x˜s − gt x˜s is of class C1. Furthermore, accord-
ing to (1.7), g0t u satisﬁes
lim
u→0
g0t u
u
= ′x˜st x˜s ≥ n2 (3.3)
with the strict inequality on a subset of positive measure, if we increase s0
(if necessary) sufﬁciently, and
γt ≤ lim
x→+∞
g0t u
u
≤ t (3.4)
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and
lim
u→−∞ g0t u = +∞ (3.5)
with all these three limits being uniform in t ∈ 0 T , which imply, observ-
ing u = 0 is the trivial T -periodic solution of (3.2), that there exist a u0 > 0
and an M > 0 such that
g0t u > 0 (3.6a)
for all t ∈ 0 T  and u ∈ −∞−u0 ∪ u0+∞, and
Ft u ≥ −M (3.6b)
for all t ∈ 0 T  and all t ∈ .
As Lemma 3.1 in [1], we can prove that all the T -periodic solutions
of (3.2) are a priori bounded. Thus we can choose a positive number u1
such that any T -periodic solution vt of (3.2) satisﬁes −u1 ≤ vt ≤ u1 for
all t ∈ 0 T . Now, let us deﬁne G  0 T  × →  by
Gt u =


g0t u for t u ∈ 0 T  × −u u1
g0t−u1 for t u ∈ 0 T  × −∞−u1
g0t u1 for t u ∈ 0 T  × u1+∞.
(3.7)
Then G is a continuous bounded function which is locally lipschitzian in u,
and (3.2) is equivalent to
v′′ + kv′ +Gt v = 0 (3.8)
Therefore, searching for additional T -periodic solutions of (1.1) other than
xs and x˜s is equivalent to searching for nontrivial T -periodic solutions
of (3.8) other than x˜s − xs. To obtain these nontrivial solutions, we will
use a twisting theorem of the nonarea-preserving Poincare´ mapping pro-
posed by Wei-yue Ding; see [4, Th. 3.1].
For the convenience of reference, let’s state Ding’s Theorem as follows:
Let A = r θ ∈ 2  R1 ≤ r ≤ R2, where 0 < R1 < R2 and
Di = r θ ∈ 2  r = Ri, i = 1 2. A map T  A →  − 0 will be
called a twist map if it can be represented as r∗ = f r θ θ∗ = θ+ gr θ,
where f and g are continuous on A and 2π-periodic in θ and satisfy the
“twist condition” gR1 θ · gR2 θ < 0. Here, V ∗ θ∗ represents the
image of V θ under T .
Ding proved the following theorem: If T  A → T A ⊂ 2 − 0 is
an nonarea-preserving homeomorphism such that (1) T is a twist map,
(2) there is a nonarea-preserving homeomorphism T0  D2 → 2 such that
T0A = T and 0 ∈ T0D1, then T has at least one ﬁxed points in A.
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Now, consider the equivalent equation of Eq. (3.8)
{
v′ = w
w′ = −kw −Gt v (3.9)
Because of the boundedness of G, we can suppose that every solution
of (3.9) is well deﬁned on the whole real line.
Now, letting v = r cos θw = r sin θ, we obtain the equivalent polar sys-
tem of (3.9):
{
r ′ = r sin θ cos θ− rk sin2 θ−Gt r cos θ sin θ
θ′ = − sin2 θ− k sin θ cos θ−Gt r cos θ cos θ/r (3.10)
Let r = r¯t r0 θ0 θ = θ¯t r0 θ0 denote the unique solution of
Eq. (3.10) satisfying the initial value v0 = r0θ0 = θ0. Letting
 = r θ  r > 0 θ ∈ , then the mapping t  0 T  ×  → 
deﬁned by
tr θ = r¯t r θ θ¯t r θ (3.11)
is continuous on  and a homeomorphism from  into itself, and T
is the well known Poincare´ mapping. If r0 θ0 is a ﬁxed point of T ,
then r = r¯t r0 θ0, θ = θ¯t r0 θ0 is a T -periodic solution of Eq. (3.10).
Because k = 0, we recall that T is not area preserving, but it still
satisﬁes [3, 4]
r¯t r θ+ T  = r¯t r θ (3.12)
and
θ¯t r θ+ T  − θ¯t r θ = T (3.13)
i.e.,
 r θ+ T  =  r θ + 0 T  (3.14)
Now let i be any integer and deﬁne i  →  by
ir θ =  r θ + 0 Ti (3.15)
Then i satisﬁes
ir θ+ T  = ir θ + 0 T  (3.16)
because of (3.15).
To complete the proof of Theorem 1.1, we need the following two
lemmas.
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Lemma 3.1. There exist a δ0 > 0 such that for any δ 0 < δ ≤ δ0, the
solution r¯t r θ θ¯t r θ of (3.10) at t = T satisﬁes
θ− θ¯T δ θ > 2nπ (3.17)
for any θ ∈ .
Proof. For k < 2n, there exists α > 0, β > 0 such that
n2x2 + kx+ 1 ≥ α
for all x ∈  and
n2 cos2 θ+ k sin θ cos θ+ sin2 θ ≥ β
for all θ ∈ .
Let δ θ ∈  and vt a b wt a b be the solution of (3.9) such
that a = δ cos θ b = δ sin θ. By vt 0 0 wt 0 0 = 0 0, it follows
from the continuity with respect to initial conditions and (3.3) and (3.7)
that for given ε1 0 < ε1 < minαβ, there exists a δ0 > 0 such that
0 < δ ≤ δ0 implies
v−1Gt v > n2 − ε1 (3.18)
Hence, it follows from (3.10) that
θ′t < − sin2 θ− k sin θ cos θ− n2 cos2 θ+ ε1 cos2 θ
< −α− ε1 cos2 θ
(3.19)
for t ∈ 0 T . Then θt is monotonely decreasing in t ∈ 0 T .
Take a sufﬁciently small positive number σ < π4 such that
π − 2σ
α− ε1 sin2 σ
<
T
4n
(3.20)
and
σ
β− ε1
<
T
8n
 (3.21)
Now, we estimate the time for θt to have a decrement 2π.
Suppose that t0 t4 is a subinterval of 0 T , such that θt0 − θt4 =
2π. We can assume θt0 = π2 − σ + 2k1π with k1 an integer without loss
of generality. Because of the strictly monotone decrease of θt, we can
determine t0 < t1 < t2 < t3 < t4 uniquely such that θt1 = −π2 + σ +
2k1π θt2 = −π2 − σ + 2k1π θt3 = − 3π2 + σ + 2k1π. For t ∈ t0 t1, we
have −π2 + σ ≤ θt − 2k1π ≤ π2 − σ , and therefore,  cos θt > sinσ .
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Integrating (3.19) from t0 to t1, we have
−π + 2σ = θt1 − θt0 < −α− ε1t1 − t0 sin2 σ
and hence
t1 − t0 <
π − 2σ
σ − ε1 sin2 σ
 (3.22)
Similarly, integrating (3.19) from t2 to t3, we get
t3 − t2 <
π − 2σ
α− ε1 sin2 σ
 (3.23)
In addition according to the second equation of (3.10), and the choice
of β, we have θ′t < −β + ε1. Thus, t2 − t1 ≤ 2σ/β − ε1 and t4 − t3 ≤
2σ/β− ε1. Summing up these two inequalities and (3.22)–(3.23) by (3.20)
and (3.21), we have t4 − t0 < Tn , which implies that it takes less than Tn for
θt to reduce 2π in t ∈ 0 T .
Now suppose θ − 2mπ + ϕ1 < θ¯T δ θ for some integer m and 0 ≤
ϕ1 < 2π. Then n < m follows from the fact that there are at most m
decrements of 2π from θ = θ¯0 δ θ to θ¯T δ θ and the time for each
decrement is less than T
n
. Therefore, θ¯T δ θ = θ¯0 δ θ = −2mπ +
ϕ1 ≤ −2n+ 1π + ϕ1 < −2nπ. This proves Lemma 3.1.
Lemma 3.2. There exists a ,0 > δ0 such that for any , ≥ ,0 the solution
r¯t , θ θ¯t , θ of (3.10) at t = T satisﬁes
θ− θ¯T, θ < π (3.24)
for all θ ∈ .
Proof. Suppose that such a ,0 does not exist. Then there exists a
sequence ,l ϕl∞l=1 with ,l → +∞ as k → ∞ such that θ − θ¯T ,
,l θ ≥ π, which implies vt al bl has at least two zeros in 0 T  for
each l because vt al bl wt a b travels more than half plane around
the origin, where al = ,l cosϕl bl = ,l sinϕl.
Let us deﬁne the sequence of functions zl∞l=1 by z1t = vlt/vl t ∈
0 T . Then zl1 = 1. It follows from (3.7) that Gt vl/vl1 is uniformly
bounded on 0 T . Therefore, the fact that vl is of solution of (3.8) for
the initial conditions vlt = al v′lt = bl, and the Ascoli–Arzela theorem
imply that zl∞l=1 has a convergent subsequence in 0 T  which is denoted
again by zl∞l=1· We may assume liml→∞ zl = z with z1 = 1. Reasoning
as in the proof of (2.21) in Section 2, and passing to a subsequence if
necessary, which we again denote by Zl∞l=1, we claim that Gt vl\vl1
converges weakly, in L10 T , as n→∞ to the form
G0t = e+tz+t − e−tz−t (3.25)
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where
e±t =
{
t for t ∈ 0 T \V+ V+ = t ∈ 0 T   z > 0
γt for t ∈ 0 T \V− V− = t ∈ 0 T   z < 0,
satisfying γt ≤ e±t ≤ t for t ∈ 0 T , and z±t = zt ± zt/2.
Therefore, zt is a solution with norm z1 = 1 of equation
z′′t + kz′t + e+tz+t − e−tz−t = 0 (3.26)
for which zt has at least two zeros in 0 T  since zlt has at least two
zeros in 0 T . On the other hand, let zˆt be the solution of the compari-
son equation of (3.26)
z˜′′t + kz˜′t + n2z˜t = 0 (3.27)
Then the distance between any two consecutive zeros of z˜t is 4π/√
4n2 − k2, and according Sturm’s First Comparison Theorem (e.g.,
see [7]), T < 4π/
√
4n2 − k2, which is a contradiction to our assumption.
This proves Lemma 3.2.
We continue now with the proof of Theorem 1.1.
In order to complete the proof of Theorem 1.1. we need only to prove
that Eq. (3.8) has at least n nontrivial T -periodic solutions different from
x˜s − xs. Now, consider the nonarea-preserving homeomorphism j j ∈ 
deﬁned by (3.16), and let
jr θ = r¯jt θ θ¯jr θ (3.28)
j ∈ . It follows from (3.11) and (3.16) that r¯jr θ = r¯T θ and θ¯jr θ =
θT r θ + 2πj j ∈ . Therefore, by Lemma 3.1 and Lemma 3.2, we obtain
θ¯jδ θ − θ < 2πj − n (3.29)
and
θ¯j, θ − θ > 2πj − 1 (3.30)
for any j ∈  δ ∈ 0 δ0, and , ∈ ,0+∞.
Fix δ and , as above. Then we have
θ¯jδ θ − θ < 0 θ¯j, θ − θ > 0 (3.31)
for j = 1 2     n Let us deﬁne Hδ, by Hδ, = r θ  δ < r < , θ ∈ .
Then it follows from Theorem 3.1 in [4] that the mapping j is a twist-
ing continuous mapping from Hδ, onto its image, for each j = 1 2     n,
which has at least one ﬁxed point. Each of these n ﬁxed points corre-
sponds to a nontrivial T -periodic solution of (3.10), i.e., of (3.9). There-
fore, Eq. (3.9) has at least n nontrivial T -periodic solutions. This proves
Theorem 1.1.
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Remark. If T = 2πk = 0, then the condition T ≥ 4π/
√
4n2 − k2 is
trivial. So we do not impose a condition more strict than that of [1] on
(1.1) for gt x = gx k = 0 and T = 2π.
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