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Abstract
The community detection problem is modeled as multi-objective optimization problem, and a
classic NSGA-II (nondominated sorting genetic algorithm) is adopted to optimize this problem, which
overcomes the resolution problem in the process of modularity density optimization and the parameter
adjustment in the process of general modularity density optimization. In this case, a set of Pareto solutions
with different partitioning results can be obtained in one time, which can be chosen by the decision maker.
Besides that, the crossover and mutation operators take the neighborhood information of the vertices of
networks into consideration, which matches up with the property of real world complex networks. The
graph based on coding scheme confirms the self-adjustment of the community numbers, rather than sets
up in advance. All the experiment results indicate that NSGA-II based algorithm can detect the
construction of community effectively.
Keywords: complex Networks, community detection, modularity density function, NSGA-II, multiobjective
evolutionary algorithm
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1. Introduction
Due to the resolution limitations of modularity, the results obtained based on the
modularity optimization cannot explain whether the detected divisions of community is optimal
[1]. Li Zhenping, et al [2], proposed the concept of modularity density for this issue and
improved the resolution limitations of modularity. In order to achieve a one-time community
detection result for different resolutions, this paper attempts to optimize the modularity density
function. Expansion on modularity density is the convex combination of the detection algorithms
of ratio association [3] and the ratio cut [4], which requires plenty of experiments at various
parameter settings, so as to overcome the resolution limitations.
This paper uses that as a starting point. Due to the addition of parameter λ, and the own
deficiencies of ratio association and ratio cut which separately tend to detect large community
networks and small community networks, such feature is well in line with the definition of multi-
objective optimization. Therefore, the author will adopt heuristics to attempt to resolve the
community detection problems based on complex networks and to achieve a one-time
community detection results with various resolutions for decision makers to choose from. As a
result, how to minimize the amount of calculation so as to obtain community detection results
under different resolutions as much as possible is the research focus of this article.
2. Multi-Objective Evolutionary Algorithm
Optimization can generally be classified into single-objective and multi-objective
optimization; the single-objective optimization has one objective function, while multi-objective
optimization has a plurality of objective functions. This paper adopts the multi-objective
optimization algorithm to solve the community detection issue. What multi-objective optimization
is differentiated from the single-objective one is that the objective functions are often conflicting
with each other, and multi-objective optimization under normal circumstances has a series of
non-dominated solutions, where there is no single globally optimal solution, which is called the
Pareto solution.
The multi-objective optimization problem (MOP) can be described using the equation
(1):
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Wherein, 1 2( , ,..., )nx x x x is n-dimensional decision variable in the domain of ,
and ( )if x is the i-th objective function. There are m constraints, of which p constraints are
inequality constraints gi(x), and the others are equality constraints hj(x).
If and only if under the following condition, vector u = (u1,…,un), dominate vector v =
(v1,…,vn) ( u v ):
{1,2,..., }: {1,2,..., }:i i i ii k u v i k u v      (2)
For the given multi-objective optimization problem F(x), the Pareto optimal solution set
P* is defined as:
* { | ' : ( ') ( )}    P x x F x F x (3)
For the F(x) and Pareto optimal solution set P*[5] the Pareto front (PF*) is defined as:
* { ( ) | *} PF F x x P (4)
2. A Multi-Objective Community Detection Algorithm Based on NSGA-II
2.1. Objective Function
In an undirected graph G=(V,E) with |V| nodes and |E| edges, the adjacency matrix is A.
Assume the Vm and Vn are two disjoint subsets, then the modularity density D is defined as:
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Wherein, (V1, V2, …, Vm) is a division of graph G,   iiiii VVVLVVL /),(),(  represents
the specific value of the difference of the sum of inner and outer degrees in the nodes of sub-
graph Gi , and the number of nodes |Vi|. With a greater value of modularity density D, the
division can be found more accurate.
After that, Li Zhenping and other people expanded the definition of modularity density,
adding an adjustable parameter λ:
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In the Formula (6), when λ = 1, it is equivalent to the ratio association; when λ = 0, it is
equivalent to the ratio cut; when λ = 0.5, it is equivalent to the modularity density D. The
optimization method for ratio association is to divide the network into several small communities,
while the optimization method for ratio cut is to divide the network into some large communities
[1]. For the expansion on modularity density, the resolution limitations can be overcome by
adjusting the value of parameter λ, and analyzing the network topologies under different
resolutions. Therefore, we can simply split off the two functions, to carry out optimizing at the
same time, so as to get one set of Pareto solutions; and the two objective functions can be
designed as the following two formulas:
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2.2. Encoding
The encoding adopted here is based on the graph linkage in the literature [7-9] which is
proposed in literature [6], and detailed description as shown in Figure 1. In this encoding
method, each individual of the species consists of N gene-bits {g1, g2, …, gN}, and the value of
each bit gi ranges from {1, 2, …, N}. When the value of gi is set j, it represents that the i-th node
and the j-th node are connected in the graph, and the interconnected nodes are classified into
the same category. During the decoding process, all nodes in the same sub-graph belong to the
same community. When all nodes are completed with divisions, the amount of communities
equals to the number of sub-graphs. The advantage of such encoding method is the capability
to automatically determine the amount of communities without prior regulations; also it can
produce a variety of different division methods of the amount of communities during one
operating process.
Figure 1. Encoding
2.3. Initialization
Since the training sample does not have a structure of graphs, during initialization, we
should first establish a minimum spanning tree (MST), which contains all the nodes and does
not have any circuits. The MST connects solutions of a high degree of similarity together, yet
those with a low degree of similarity will not be connected. When removing the edge of two
nodes in the graph, there will form a new sub-graph; a graph containing K divisions of
communities needs to be removed with K-1 edges. During the process of initialization, each
individual first removes one edge; when the amount of individuals in the species exceeds the
number of edges, then we randomly remove a second edge, and the rest can be done by that
analogy. The determination about whether to remove an edge mainly lies in the weight of edges
between nodes; the greater the weight, the greater the possibility of removal will be. This
ensures a group of initial solutions with relatively high quality. The MST and initialization
diagrams are shown in Figure 2.
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Figure 2. MST and initialization diagrams
2.4. Crossover
In the crossover step, it adopts uniform crossover operators to produce new individuals.
Such crossover method has no preference for the parent and can inherit the structural
characteristics from the parent with different structures instead. The uniform crossover is
illustrated in Figure 3. Firstly, it randomly generates a flag mask with a length of N in the value
range of {0,1} to determine which parent the genotype of the offspring depends on. When the
mask(i) is 0, its i-th bit offspring will inherit the parent genotype a, otherwise it will inherit b.
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(c)
5 4 3 7 3 9 7 1 9genotype
position 1 2 3 4 5 6 7 8 9
1 1 1 0 0 0 0 0 1mask
3 4 2 7 3 9 7 1 9genotype1
5 4 3 7 3 9 9 3 9genotype2
Unoform
crossover
5 4 3 7 3 9 7 1 9genotype
Figure 3. Uniform crossover, (a) and (b) represent the graph structures and genotypes of the
parent, (c) is the graph structures and genotypes of the offspring after uniform crossover
2.5. Variation
When the connection among the nodes is randomly changed, it will cause a low
efficiency of algorithm; for a data set of size N, the search space when the connection among
nodes are randomly changed is NN, thus it’s necessary to change these connections on
purpose. This paper adopts the method of preferential neighborhood variation to reduce the
search space. In the mechanism of preferential neighborhood variation, the i-th gene bit gi of the
individual conducts the variation according to the sorted weights between nodes i connected
with other nodes; and after the variation, it only allows to connect with a node of L- neighbor
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(L<<N). Through this way, it will greatly reduce the search space (LN). Also, it is worth noticing
that the connection weights between nodes are calculated only once before initialization.
21 ( ) , 1m
l
p l N
N N
    (8)
In a data set of size N, for the two nodes i and j, they are respectively connected with
their neighbors: l1-neighbor and l2-neighbor, and l1>l2. Especially when the node connected with
j belongs to one of its neighbors L-neighbor, then the node i is relatively easy to start variation.
In the strategy of preferential neighborhood variation, the variation probability of a node
connected with l-neighbor is defined as the Equation (8). Thus, node i can get a higher variation
rate than the node j.
2.6. Algorithm description
Table 1. The flowchart of the community detection algorithm based on NSGA-II
The flowchart of the community detection algorithm based on NSGA-II
Input:
Size of species: pop;
Evolutional generation amount: gen;
Crossover rate: pc;
Variation rate: pm;
Data set: dataset.
Output:
Value of objective function: fvalues;
Amount of communities: clusters.
Begin
Establish a minimum spanning tree;
Initialization of individual genotype: genotype;
Decode and evaluate the functions: obj_value;
for i=1: 1: gen
Cross compile and generate a new individual: newgeno;
Decode newgeno and calculate the objective function: newobj_value;
Conduct non-dominated sorting of obj_value and newobj_value;
Renew the species: genotype;
End
Select PF* into the storage of non_genotype, and calculate the amount of non-
dominated individuals: num_front;
for i=1:1: num_front
Decode and calculate the amount of communities: no_clusters(i);
end
return the value of objective function fvalues and the amount of communities:
no_clusters(i);
End
3. The Experimental Results and Analysis
3.1. Parameter Settings
The proposed algorithm in this paper needs to be manually set algorithm parameters,
and the parameter settings are shown in Table 2:
Table 2. Parameter settings of the community detection algorithm based on NSGA-II
Parameter Value of parameter
Size of species pop 100
Number of iteration gen 100
Crossover rate pc 0.8
Variation rate pm 0.2
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3.2. Artificial Network
The algorithm still adopts the benchmarking network [1][10] proposed by Lancichinetti.
For this algorithm, when the hybrid parameter μ changes, the maximum average index value of
NMI is tested after the algorithm runs 30 times independently in the benchmarking network, and
its statistical chart is shown in Figure 4. As can be seen from the figure, when the community
structure is relatively obvious ( 0.25  ), it can obtain a fully correct division result adopting the
multi-objective algorithm to conduct community detection. While when the community structure
tends to be fuzzy, the multi-objective algorithm can still achieve an effective community division;
and when the community structure is not adequate obvious ( 0.4 0.5  ), the algorithm
cannot achieve an effective division, the use of multi-objective algorithm can still be effectively
community division, and such situation cannot be handled by any algorithm.
Figure 4. The graph of maximum average index value of NMI obtained by the algorithm in
different artificial networks
3.3. The Real-World Network
We apply the PSO community detection algorithm into Zachary Karate Club (complex
network on karate, hereinafter abbreviated as karate) and the American College Football
League Club (abbreviated as football); we carry out tests adopting the NMI index, and finally
come to the detection results of community structures, taking karate as an example.
The network of Zachary Karate Club is obtained through continuous observation by
Zachary within two years, targeting the karate club of 34 members [1]. Due to the conflict
between the coach and club administrator, the coach ultimately chose to leave the club, and
took away about half of the club members, then the network is divided into two communities, as
shown in Figure 5.
Figure 5. The real community structure of Zachary Karate Club network
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The network of American College Football League Club is a competition network [1] [11]
compiled by Newman and Girvan of the IA College Football League regular season in autumn
2000 of the United States. The teams are divided in accordance with competition divisions. In
the network, nodes represent the football teams, and the network edges represent the
competitions between two teams. Throughout the whole season, each team has an average of
11 games to play, 7 among them are inside the competition divisions, and 4 games between
divisions. The network contains a total of 115 nodes and 616 edges, divided into 12 groups
which are 12 communities, as shown in Figure 6 [12, 13].
Figure 6. The network of American College Football League Club (football)
Firstly, we will analyze the PF graph of the community detection algorithm based on
NSGA-II, shown in Figure 7. From the figure, the algorithm can obtain a set of non-dominated
solutions on the two testing networks; each non-dominated solution corresponds to a Dλ hybrid
parameter. Worthy of note is that not all solutions are corresponding to different hybrid
parameters; in the PF graph, solutions in a preferential neighborhood may correspond to the
same hybrid parameter. As a result, a set of PF solutions correspond to community divisions
under different resolutions. Since in the multi-objective algorithm, optimization algorithms of the
ratio association and ratio cut are considered simultaneously. Therefore, a compromise solution
is obtained to optimize this group of functions, and decision-makers can select the community
division results under different resolutions according to their requirements.
Figure 7. The PF graph of the community detection algorithm based on NSGA-II in the real-
world network
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To further demonstrate the effectiveness of the algorithm, this paper randomly selects
the solution of the algorithm on the karate network, and gives the corresponding division of the
karate community network, as shown in Figure 8. Figure (a) and (b) obtain the solution in
consistent with the real divisions; Figure (c) obtains three communities of its divisions, where the
original large community is divided into two; Figure (d) obtains the similar division of (c), which
divides one large community into two small ones. Through this way, we can select the
appropriate divisions according to the requirements of decision makers, which is a major
advantage of adopting multi-objective algorithm to optimize the community detection.
(a) (b)
(c) (d)
Figure 8. The random selection of the PF solution in the karate network, and its corresponding
community division
4. Conclusion
This paper proposes the community detection method based on heuristic optimization
algorithm. In complex networks, the connection between nodes of different communities is
relatively sparse, while the connection between nodes within the community is relatively closer.
Therefore, it can take two different physical meanings of the objective functions from two
different papers. Based on such consideration, this paper starts from the perspective of multi-
objective optimization to solve community detection problem in complex networks. The main
advantage of this algorithm is as follows: (1) the adoption of multi-object to achieve community
detection; (2) the amount of communities is self-adaption; (3) the decision-makers can select
the appropriate amount of communities according to their requirements, without a fixed mode.
Also, it is proved by the experiments that the effectiveness of adopting community detection
algorithm based on NSGA-II.
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