Introduction
When disturbance terms are identically distributed, it implies that they have the same variance for all observations: this is known as homoscedasticity. If they are not, it causes serious problems for estimates and must be corrected in order to obtain reliable estimates. A sequence, or a vector, of random variables is heteroscedastic if the random variables have different variances. Heteroscedastic means differing variance and is derived from the Greek hetero, meaning different, and skedasis, meaning dispersion. The word heteroscedasticity indicates a time-varying variance and is a deviation from the identically distributed assumption because the variances are not the same for each value.
Heteroscedasticity occurs when observations are based on average data and in a number of random coefficient models. It has two forms, conditional and unconditional. Conditional heteroscedasticity identifies nonconstant volatility when future periods of high and low volatility cannot be identified.
Unconditional heteroscedasticity is when future periods of high and low volatility Samir Safi is an Associate Professor of Statistics. Email: samirsafi@gmail.com. can be identified. For example, periods of low and high volatility for the prices of stocks and bonds cannot be predicted over any period of time, and therefore would be described as conditional heteroscedasticity. By contrast, unconditional heteroscedasticity can be used discussing variables that have identifiable seasonal variability, such as electricity usage.
The consequences of heteroscedasticity are problematic in general, and it is well known that the consequences of heteroscedasticity for ordinary least squares (OLS) estimation are very serious. Although parameter estimates remain unbiased, they are no longer efficient, meaning they are no longer best linear unbiased estimators (BLUE) among the class of all the linear unbiased estimators. The standard errors typically computed for the least squares estimators are no longer appropriate, hence, confidence intervals and hypothesis tests that use these standard errors are invalid. Because the estimated error's variance-covariance is not efficient, it invalidates the t-statistic, sometimes making insignificant variables appear to be statistically significant. Heteroscedasticity causes the OLS estimates of the standard error to be biased, leading to unreliable hypothesis testing. The most serious implication of heteroscedasticity is a misleading inference when the standard tests are used such as t and F tests.
The disturbance term in time series data is modeled under an assumption of constant variance and the assumption of heteroscedastic disturbances has traditionally been considered in the context of cross-sectional data. With time series data the disturbance term is modeled with some kind of stochastic process, and most of the conventional stochastic processes assume homoscedasticity (Judge, et al., 1985 Bera, et al. (2005) investigated conditional and unconditional heteroscedasticities as well as normality in the market model. They showed that conditional heteroscedasticity is more widespread than unconditional heteroscedasticity, suggesting the necessity of model refinements that take conditional heteroscedasticity into account. They provided an alternative estimation of betas of individual securities and portfolios based on the autoregressive conditional heteroscedastic (ARCH) model introduced by Engle. The efficiency of the market model coefficients is markedly improved across all firms in the sample through the ARCH technique. Demos (2000) derived expressions for the autocovariance of the observed series and the squared errors as a function of the parameters, something which facilitates the comparison of the observed properties of the data with the theoretical properties of the models, and consequently may play an important part in model identification.
Studies of many econometric time series models for financial markets reveal that it is unreasonable to assume that conditional variance of the disturbance term is constant as it for many stochastic processes. Two exceptions are the heteroscedastic stochastic processes proposed by Engle (1982) and Cragg (1982) . Engle (1982) , showed that, for many economic models, it is unreasonable to assume that the conditional forecast variance
var y | y − is constant, and that is more realistic to assume that
var y | y − depends on t 1 y − .
Bumb, and Kelejian (1983) studied the auto-correlated and heteroscedastic disturbances in linear regression analysis. They discussed various procedures to test for the possibility that the disturbance terms of a linear regression model are auto-correlated in a first order process with a constant autoregressive coefficient.
Autocorrelation Function (ACF)
The autocorrelation function (ACF), is an important guide to the properties of a time series. It measures the correlation between observations at different distances apart. This behavior is a powerful tool to identify a preliminary time series model. The ACF provides a better understanding of correlation structure of the data and, within the Box Jenkins framework, a rough idea of the order of the components to be used in any autoregressive model. The estimate of ACF may suggest which of the many possible stationary time series models is a suitable candidate for representing the dependence in the data, Brockwell and Davis (2002) . The forms of the explicit equations depend on the autoregressive coefficients. 
It is assumed that the disturbance term has mean zero, E (e) = 0, and the covariance matrix
Cov e , e = Σ where: Collecting terms, the ACVF at lag 0, that is, the variance of the process is:
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Collecting terms, the ACVF at lag 1 is t 2 t 1 1 j i t i , tj 1 j 0 i 0
similarly, the ACVF at lag k is
Dividing (13) by (10), results in (8), which completes the proof. Future research is needed to extend the explicit equations derived in this article for ACF in the presence of heteroscedasticity disturbances in the general form of the moving average models with order q, MA(q).
