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Abstract
This thesis is devoted to the development of robust and efficient time integration
methods for ocean modeling which constitutes an important challenge. No
singlerate time integration method works well for all physical processes in
a complex model, as different subsystems have widely different time scales,
dynamic behaviors, and accuracy requirements. If explicit singlerate schemes
present attractive properties, such as their simple implementation and their
efficient parallelization, they suffer from limiting time steps. The most constrained
element, which may be much smaller than the average, determines the effective
overall time step. Therefore, variable resolution is also recommended for
the time integration. Multirate explicit methods have the vocation of reducing
the computational cost by considering different time steps. Two multirate
strategies, introduced by Constantinescu and Schlegel, have been adapted to the
discontinuous Galerkin framework. The key idea is to gather mesh e...
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INTRODUCTION
“Science cannot solve the ultimate mystery of nature. And that is be-
cause, in the last analysis, we ourselves are a part of the mystery that
we are trying to solve.”
Max Planck, Nobel Prize in Physics
“I love science, and it pains me to think that so many are terrified of the
subject or feel that choosing science means you cannot also choose
compassion, or the arts, or be awed by nature. Science is not meant to
cure us of mystery, but to reinvent and reinvigorate it.”
Robert Sapolsky, Biologist and Neurologist
1
2 Introduction
1.1 Motivation
Nature is a very complex system that scientists strive to understand by observation and
experimentation. Theoretical models have the vocation to raise part of the veil on the
explanation of certain aspects of physical phenomena. Through a fruitful interaction,
engineering sciences, which aim to transform nature, have progressed together with re-
search in natural sciences. Indeed, a proper understanding of the processes of the physi-
cal world is required to build technical instruments, and, inversely, efficient engineering
tools are needed to investigate nature. Despite several fundamental differences, a signi-
ficative part of the knowledge and methods are shared by both of these disciplines. Math-
ematical modeling is an abstraction which allows to describe and analyze the behavior of
many physical systems. This simplification often results in a system of partial differential
equations (PDEs) with boundary and initial conditions. Generally, it is impossible to find
an exact mathematical expression for the solution of these systems. Numerical methods
transform the equations by linearization and discretization to obtain an approximation
of the exact solution. Thanks to numerical simulations, both the development of new
products and the investigation of natural processes are rendered more suitable, less ex-
pensive and time consuming. The design, development and implementation of these
numerical tools face, however, a plethora of challenges.
A myriad of numerical techniques have been designed for solving problems in many
fields of applications with widely different purposes. In practice, the choice of the re-
searchers and engineers is mostly driven by compromises between accuracy, perfor-
mance and robustness. Certainly, a numerical method should first and foremost ensure
that the approximate solution is sufficiently close to the exact solution, but the associated
computational cost must be reasonable. In the industrial sector, the target accuracy is
often fixed and the most time- and cost-effective method is then selected. Furthermore,
industrial simulations often focus on some very specific analysis and do not care about
the accuracy and consistency of the auxiliary solutions. In many research areas, such
as environmental and ecological studies, the impact of the parametrization of certain
physical values plays a major role to calibrate properly a model. An important amount
of simulations are required for these kind of studies which should run with a minimum
computational time. For some applications, such as for climate prediction, long-term
simulations must be performed which must be computationally efficient. In the case of
emergency scenarios, such as tsunamis or earthquakes, fast and reliable numerical sim-
ulations are also strongly requested. Besides these specific applications, some scientific
computer codes are also designed to manage a broad range of configurations for which
robustness is a key characteristic. For all these reasons, much of the research efforts are
devoted to both the construction of new numerical methods with better overall perfor-
mance and the optimization of codes.
The numerical resolution of problems which are modeled by a set of space- and
time-dependent conservation laws is mostly performed by the discretization of both the
space and time dimensions. It is common to distinguish the temporal and spatial dis-
cretizations as they present very different features in terms of properties and implemen-
tation. The continuous space domain is replaced by a set of geometrical elements which
form together the computational mesh on which the solution is mostly approximated by
means of local polynomial interpolations. The unknown fields of the problem are eval-
uated at all the nodes of the mesh which constitute the set of degrees of freedom and
determine the computational size of the problem. The increase of the spatial resolution
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often leads to better global accuracy but it is at the expense of a higher computational
cost. Structured meshes generally allow more efficient spatial discretization techniques,
such as finite differences, to be used but suffer from the difficulty to represent accurately
complex geometries and to refine or coarsen the mesh in particular regions of interest.
Unstructured meshes, mostly used with finite element or volume formulations, have the
advantage of being geometrically flexible and to prescribe arbitrary resolutions where
needed. This property is particularly relevant for problems which present a large range
of spatial scales which must be captured. Despite the time-discretization being consid-
ered separately, it is intrinsically linked with the mesh and type of spatial interpolation
which are used. This work is dedicated to the design and implementation of efficient
numerical tools for time integration.
The choice of an appropriate time marching technique is very challenging since it
has a major impact on the total computational cost to perform a simulation in time. Es-
pecially for unsteady problems, the solution must be advanced in time with a certain
time step. The size of the time step has an influence on the overall accuracy of the solu-
tion but is also critical to capture some physical behaviors. Most of the time-integration
methods use a time step which is uniform in space but which can be adapted in time.
But for problems which present physical processes with widely different temporal scales
depending on the location, unstructuredness in time should be considered in addition
to space. For many numerical time stepping schemes, the choice of the time step is also
critical to ensure stability at the risk of seeing some local errors being amplified with time
and completely degrade the solution. Both, the computational cost associated with the
advance of one single time step and the length of the time step will influence the over-
all computational efficiency. The selection of an adequate time discretization method
is therefore driven by many numerical factors but also by the physical characteristics of
the problem that we seek to solve and the purpose of the simulation. For instance, if we
have to perform a climatological forecast for the next hundred years, it is unacceptable to
use a physical time step of one minute which requires one second of real computational
time because it would result in almost two years of simulation. On the contrary, if we
desire to study the impact of tides on some marine organisms, it would be inconceivable
to use a physical time step of one full day. Explicit and implicit schemes are generally
distinguished among the numerous existing time-integration methods and have fed the
discussions for years.
Explicit time-stepping schemes are very attractive due to several reasons such as
their relatively low cost per time step, their simple implementation, their easy and ef-
ficient parallelization and their possibility to be extended to high orders. The major
drawback is related to their weak stability properties where the well-known Courant-
Friedrichs-Lewy (CFL) condition typically limits the magnitude of the largest allowable
time step in order to prevent the round-off errors to be amplified with time. For hyper-
bolic systems, this condition states that the stable time step of the system is proportional
to the element size and inversely proportional to the magnitude of the largest eigenvalue
of the Jacobian matrix of the system (advective speed). Diffusion is also responsible for
restrictions on the allowable explicit time step (which must be inversely proportional to
the square of the element size). On the contrary, implicit schemes allow much larger
time steps to be used and rarely suffer from stability limitations. This gain in the per-
missible time step is, however, at the expense of a much larger computational cost and
complexity. A system of coupled (non-)linear equations is required to be solved at each
time step which will require additional machinery such as iterative solvers and precon-
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ditioners to accelerate the convergence. Although many efforts are made to improve the
efficiency of implicit solvers, their expensive computational cost may rapidly become
crippling for large-scale and/or high order computations. Furthermore, the time step
may not be chosen arbitrarily because, despite no stability restriction, it must be small
enough to capture accurately the processes which aim to be resolved. Actually, implicit
schemes have the tendency to damp high frequency components and may provide solu-
tions of bad quality if they matter. So, the Cornelian choice between explicit and implicit
has to be driven by a good understanding of the important physical scales of a problem
and the determination of which processes are responsible for the largest eigenvalues of
the associated system. For hyperbolic configurations where the dynamics of the system
have a time scale which is less than, or equal to the stable time step obtained for the ex-
plicit scheme, the implicit method should turn out to be much less efficient. Some peo-
ple claim that for temporal scales which are between one and two orders of magnitude
larger than the stable time step, explicit schemes should still be competitive. For solving
problems which present a mixture of important scales, the use of implicit-explicit (IMEX)
schemes may be highly recommended. In such strategies, the slow components are in-
tegrated with an explicit solver, whilst the fast components are linearized and solved im-
plicitly to avoid the severe global time step restrictions. For those reasons, the discussion
should focus on which strategy provides a faster wall clock time simulation for a target
accuracy.
If explicit schemes present many advantages, they may loose much of their efficiency
due to the fact that the overall stability limitation on the time step is dictated by the most
constrained element. In other words, the solution is most likely to degrade first in the
mesh element which has the most restrictive CFL condition. Therefore, if, for some rea-
sons, one single element has a much more smaller allowable time step than the rest of the
elements in the mesh, it will be responsible for the global allowable time step of the whole
system. This may lead to a dramatic decrease in efficiency with respect to the problem
size. This situation might arise for unstructured meshes and/or problems presenting
advective speeds with strongly varying magnitudes. In practice, modern unstructured
mesh generators provide high quality grids but some very badly shaped elements may
appear when meshing complex geometries such as coastlines. Furthermore, if a mesh
generation software is able to control the average element size, it fails to limit the small-
est element size. For all these reasons, it seems important to investigate time-integration
techniques which preserve most of the important properties of explicit schemes while
allowing the time steps to vary locally.
The motivation for this thesis originated in a specific request from a project devel-
oped within my research department, i.e. the Second-generation Louvain-la-Neuve Ice-
ocean Model (SLIM1) project. This model uses a discontinuous Galerkin (DG) method
to solve the depth averaged shallow water equations on unstructured meshes to simu-
late marine flows, see for instance [Hanert et al., 2002, Legrand et al., 2006, White and
Deleersnijder, 2007, White et al., 2008, Lambrechts et al., 2008a, Gourgue et al., 2009,
de Brye et al., 2010, Comblen et al., 2010b, Blaise et al., 2010, Comblen et al., 2010a, Kärnä
et al., 2013]. The unstructured meshes are generated by means of the freely-available
mesh generator GMSH2 developed by Geuzaine and Remacle [Geuzaine and Remacle,
2009] and have element sizes which take into account several criteria such as the dis-
1http://www.climate.be/SLIM
2www.geuz.org/gmsh
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tance to the coastlines, the bathymetry variations and the accurate representation of
coastlines [Lambrechts et al., 2008a]. These unstructured meshes, which allow one to
increase the resolution in regions of interest, are particularly well adapted for the simu-
lation of multi-scale processes in coastal modeling. SLIM is equipped with several tem-
poral integration schemes such as explicit, semi-implicit and fully implicit Runge-Kutta
time stepping algorithms which allow a certain robustness to control the computational
cost and/or the accuracy. Explicit Runge-Kutta methods present several attractive prop-
erties because they are self-starting, conservative, have a low computational cost per
time step, allow high order interpolation, allow very efficient parallelization when com-
bined with the DG method, ... However, experience has shown that, in many cases, no
single time-discretization is really performant to resolve all physical processes in a com-
plex marine model. The different subsystems have dynamics with widely different char-
acteristics in terms of both space and time scales and accuracy requirements. Typically,
internal waves propagate at a few meters per second and external gravity waves at 10 to
100 meters per second, whereas the advection speeds typically do not exceed 1-2 meters
per second. Therefore, we started to investigate the possibility of using alternative time-
stepping strategies such as multirate methods which allow the use of local time steps.
The objective is to gain one order of magnitude by reducing the computational time as-
sociated with the time integration. This thesis falls within this context.
To illustrate the challenges related to the development of appropriate local time step-
ping methods to reduce the computational efforts, we consider the case of a mesh of the
Great Barrier Reef made up of 33,175 triangles with a local refinement around the Whit-
sunday islands, see Figure 1.1. Element sizes are determined in order to capture the
relevant bathymetric and topographic features and the associated hydrodynamic pro-
cesses [Lambrechts et al., 2008b]. Assume that a first order DG interpolation is used for
the spatial discretization. The element-wise stable time steps are determined by com-
puting the local CFL condition which is proportional to the element size and inversely
proportional to the advection speed of the fastest wave which is here the square root of
the maximum water depth times gravity. The element-wise stable time steps are colored
from blue to red with a logarithmic scale in Figure 1.1. A first zoom is provided around
the Whitsunday islands where the small elements are located. A second zoom highlights
the element with the minimum element-wise allowable time step, i.e ∆tmin = 0.851 s.
The maximum element-wise stable time step is ∆tmax = 68.98 s, while the average one is
∆tave = 27.24 s which is about 32 times larger than the minimum time step. If it was pos-
sible to integrate each mesh element with its own time step we would obtain a speedup
of 6.86 compared to the singlerate method using as unique time step the minimum one.
But this naive local time stepping approach is not realizable in practice because mesh
elements require to communicate information with their neighbors at each stage of the
explicit algorithm.
In this work, we decided to explore the family of explicit Runge-Kutta multirate meth-
ods which gather elements in groups sharing a local stability condition. Two multi-
rate approaches originally developed by Constantinescu and Sandu [Constantinescu and
Sandu, 2008] and Schlegel and his coworkers [Schlegel et al., 2009] with different orders
and characteristics have been adapted and developed to handle a large number of tem-
poral refinement levels in the DG framework. Standard explicit Runge-Kutta methods
are used in groups of elements which have time step ratios of two and are separated
by buffer layers that accommodate the transition between them. Adapted methods are
used for these buffer elements which aim at preserving some important properties such
6 Introduction
0.85 s 7.66 s 68.98 s
Mesh element with the
smallest stable time step
Figure 1.1: Illustration of the distribution of the element-wise stable time steps for a mesh of the
Great Barrier Reef made up of 33,175 triangles. The color bar has a logarithmic scale where small
time steps are colored in blue while large ones are colored in red. In the upper right corner, a
zoom is provided around the Whitsunday islands which is the region of interest where the resolu-
tion is increased. In the lower left corner the mesh element which has the most constraining CFL
condition is highlighted and corresponds to the maximum allowable time step to ensure overall
stability.
as consistency, convergence and conservation. With our adaptation and implementa-
tion of the thrid-order multirate method of Schlegel, which is presented in Chapter 5,
we obtain a speedup of about 4.72 for the Great Barrier Reef application depicted in Fig-
ure 1.1.
Because traditional explicit Runge-Kutta schemes achieve very good parallel scaling
on multiple computer cores when used in combination with the DG method, we expect
that this feature may be preserved in the multirate framework. However, the paralleliza-
tion of these methods is much more challenging because the mesh elements have dis-
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tinct computational loads depending on their effective time step and their belonging to
a specific multirate group. The implementation of a parallel multirate strategy requires
special care in order to minimize the potential communication and computation over-
heads which may be crippling for the parallel efficiency. The computational time taken,
respectively, by the multirate method and its singlerate equivalent for a 1 hour simula-
tion on the Great Barrier Reef, has been measured for different number of processors.
The resulting speedups compared to the computational time taken by the singlerate me-
thod on one single processor are shown on Figure 1.2. As one may observe, the multirate
strategy is still advantageous up to a significant number of processors with respect to
the problem size and preserves the theoretical multirate speedup. The efficiency of both
methods is shown on the same figure. For 64 processors the multirate method is still
about 4.72 times faster than the singlerate method. The objective of this thesis will be
to show how it is possible to build an efficient explicit parallel multirate strategy, in the
framework of DG computations, able to generate significant speedups compared to the
traditional singlerate ERK schemes up to a significant number of processors.
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Figure 1.2: Parallel speedups (left) and efficiency (right) of the multirate and singlerate methods
for a 1 hour simulation on the Great Barrier Reef application of Figure 1.1. For 64 processors, there
is an average of 518 mesh elements per mesh partition. The multirate speedup is highlighted with
a green double arrow.
In this thesis, we do not aim at proving that the proposed parallel multirate strategies
are the best solutions to improve the computational efficiency of time-integration but at
showing that such a strategy works and may yield significative speedups for certain ap-
plications. Further studies would be required to compare them with other approaches
and evaluate their performance for realistic applications. The efforts are focussed, here,
on showing that the explicit Runge-Kutta multirate methods are especially well suited
for the discontinuous Galerkin computations. The main contributions of this work are:
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(i) the development of a generic procedure to handle a large number of temporal refine-
ments; (ii) the implementation of a parallel multirate algorithm which minimizes the
communication and computation overheads and; (iii) the extension of the traditional
finite element mesh partitioning strategy to the multirate context.
1.2 Thesis structure
Chapter 2 is devoted to describing the numerical framework in which this research has
been performed. It is presented in the form of a non exhaustive “state of the art” overview
of some selected numerical methods for solving systems of partial differential equations
both spatially and temporally. The discontinuous Galerkin method is first addressed,
because it will be the preferred spatial discretization technique in this work. A scalar
convection-diffusion conservation law is used to illustrate several aspects of the method
such as the discretization of the different physical terms of the equations. The treatment
of the convective term requires the solution of a set of local Riemann problems at the dis-
continuities between the elements and is explained in more detail for both the scalar and
vectorial case. Following the method of lines, all the spatial terms are gathered in a resid-
ual form to obtain a large system of ordinary differential equations which requires to be
solved in time. Several time-integration schemes are presented and analyzed in the con-
text of a simple initial value problem. The focus is primarily on explicit time marching
techniques for which properties such as accuracy and stability are studied in more de-
tail. Afterwards, the combination of the family of explicit Runge-Kutta time integration
schemes with the discontinuous Galerkin spatial interpolation for solving conservation
laws is presented. Particular attention is paid to the linear and non-linear stability of
this strategy which are required to ensure that the approximation converges to the ex-
act physical solution. For explicit schemes, the stability requirements are mostly driven
by the choice of a sufficiently small time step which is commonly expressed as the well-
known Courant-Friedrichs-Lewy condition. The restrictions on the maximum allowable
time step may result in a very prohibitive computational cost for cases with a large gap
between the smallest and the average element-wise stable time step. Some explicit local
time stepping methods which allow one to use locally varying time steps are presented
in the last section of this chapter.
The three next chapters of this thesis are dedicated to the novel contributions in
the field of local time stepping and are presented in the form of journal papers which
should be self-consistent. Here, we opted for the sub-family of explicit multirate meth-
ods which gather mesh elements in groups which share a local stable time step. The
multirate groups use time steps that are integer multiples of each other.
In Chapter 3, two existing multirate approaches are analyzed and adapted to the dis-
continuous Galerkin framework. Special attention is paid to convergence and conser-
vation properties which are difficult to maintain when using distinct time steps. The
method of Constantinescu and Sandu is at most second-order accurate but preserves
the linear invariants of the system, whilst the method developed by Schlegel and his co-
workers converges with order three and lacks conservation for an element-wise parti-
tioning. A strategy to handle a large and arbitrary number of temporal refinement levels
is presented. Three types of multirate groups are distinguished: bulk groups where a
traditional explicit Runge-Kutta base method is used and inner and outer buffer groups
where adapted methods are used and accommodate the transition between bulk groups
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with distinct time steps. A generic procedure to construct coherent multirate groups is
proposed and the impact of the choice of the main multirate time step on the theoretical
speedup is studied. Convergence studies are performed for a simple shallow water test-
case. It is shown that the pure temporal error scales with the largest time step used by
the multirate setup. However, significant multirate speedups are obtained for the same
overall accuracy compared to the equivalent singlerate methods. Finally, an in-depth
analysis of the multirate strategy is presented for the simulation of marine flows on the
Great Barrier Reef.
The development and implementation of a parallel second order multirate strategy
in the framework of discontinuous Galerkin computations is presented in Chapter 4.
In the first part, a sequential algorithm is proposed which handles efficiently the set of
multirate groups. Three main operations are distinguished which do not require to be
performed for each multirate group at each stage of the algorithm: compute the cur-
rent solution, perform the function evaluations and update the solution to the next time
step. The construction of an adequate mesh partitioning in the multirate framework
is challenging because the computation work varies both in space and at each stage of
the algorithm. To alleviate this problem, a multi-constraint mesh partitioning strategy,
available in the mesh partitioning software MeTiS, is used to balance equitably the work
load on each processor while minimizing the communications required between dis-
tinct partitions. A parallel version of the second order multirate algorithm is proposed
in which non-blocking MPI routines are exploited to handle inter-processor communi-
cations. Not all the multirate groups must send data at the inter-processor boundaries
at each stage of the algorithm. The Stommel gyre test case is used to analyze the mesh
partitioning quality and the parallel performance depending on the number of multi-
rate groups. Parallel strong scaling results are provided for two realistic applications: the
propagation of a tsunami wave on the world ocean and the acoustic propagation in a
turbofan engine intake.
Chapter 5 is dedicated to the extension of the parallel multirate strategy to the third-
order method. Although many implementation and mesh partitioning aspects are sim-
ilar as in the previous chapter, several specificities of the third-order multirate scheme
have to be taken into serious consideration. The general framework for this multirate
strategy is first established by introducing some appropriate conventions and notations
as well as a generic procedure to build multirate groups. A sequential algorithm is pro-
vided for the nonconservative version and it is explained with the help of examples how it
is possible to render the scheme conservative. Thereafter, the multi-constraint mesh par-
titioning strategy is detailed with the help of a simple multirate setup. An optimization
problem is associated with the problem consisting to minimize the total inter-processor
communications while the computational work associated with each partitioning con-
straint has an imbalance which remains below a prescribed tolerance. The issues related
to a large number of partitioning constraints are tackled in order to compensate for some
technical limitations of MeTiS or to discard some negligible constraints. A parallel imple-
mentation which aims to minimize the communication and computation overheads is
then proposed. At the end, the parallel scaling is shown for a tsunami wave application,
which confirms that the presented multirate method may preserve significant multirate
speedups with an increasing number of processors.
Finally, concluding remarks as well as perspectives for future work are given in Chap-
ter 6.
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EXPLICIT TIME INTEGRATION FOR THE
DISCONTINUOUS GALERKIN METHOD
Summary
The aim of this chapter is to give a short review of some numerical methods to discretize conservation laws
spatially and temporally and show the challenges to build efficient schemes. First, the basics of the discontin-
uous Galerkin (DG) method as well as its main advantages are presented. The discretization of the convective
and diffusive terms are addressed in more detail. Next, different time stepping methods to integrate a simple
ordinary differential equation are presented and discussed. These methods present very different features in
terms of stability, accuracy and efficiency and their relevance is heavily dependent on the type of problems
which are to be solved. We give a short review of explicit, implicit and implicit-explicit single-step schemes
as well as some multi-step schemes. The family of explicit Runge-Kutta methods is addressed in more detail.
In this work, the choice has been made to improve the performance of explicit methods for the discontin-
uous Galerkin framework. Therefore, we focus on some aspects of the explicit Runge-Kutta discontinuous
Galerkin method such as total variation, limiters and strong stability. The Courant-Friederichs-Lewy condi-
tion, which restricts the size of the explicit time step for stability reasons, is presented and discussed. The
choice of an adequate element size measure is also discussed, as it is involved in the stability condition. At
the end, a short review of existing local time stepping methods, which aim at partly overcome the limitations
due to the stability requirements by using locally varying time steps, is presented. In particular, we give some
examples of multirate schemes with different orders and present the space-time expansion discontinuous
Galerkin method.
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Introduction
The objective of this chapter is to introduce some key concepts about numerical tools
for the resolution of conservation laws. This overview may be helpful to the reader for a
good understanding of the novel developments which are presented in the next chapters
that constitute the core of this work. So, all the methods that will be presented hereunder
have been developed in the past and, if there exists any originality, it should only be at-
tributed to the way they are presented by the author. Given the subject of this thesis, the
focus will primarily be on the characteristics of explicit Runge-Kutta schemes (temporal
discretization) used in combination with the discontinuous Galerkin (DG) method (spa-
tial discretization). Other strategies are also presented in order to highlight and compare
some important features of these discretization methods. At the end, we motivate the
need for explicit methods allowing the use of different time steps and present the related
challenges.
The format of this chapter is as follows. In Section 2.1 we review some basics of the
DG method as spatial discretization technique. More specifically, the focus is on the
discretization of the convective and diffusive terms for scalar conservation laws. The
resolution of Riemann problems for the convective terms at the element boundaries is
addressed in both the scalar and vectorial case. By gathering all the spatial terms, a semi-
discrete formulation is obtained by leaving the time variable continuous. This procedure
leads to a system of ordinary differential equations (ODEs) which require to be solved in
time. Therefore, Section 2.2 is dedicated to the numerical solution of ODE initial value
problems. First, the basics and challenges of time integration are illustrated by means of
the Euler methods. Next, some classical explicit and implicit single-step methods are
presented. A particular attention is given to the explicit Runge-Kutta (ERK) methods
which will be important in the rest of this work. Implicit-explicit as well as multi-step
schemes are briefly presented and discussed. In Section 2.3, we discuss some important
linear and nonlinear stability properties when DG methods are used in conjunction with
ERK methods. The linear stability, through the Courant-Friedrichs-Lewy (CFL) condi-
tion, is addressed in more detail because it is highly responsible for the restriction on the
allowable explicit time step. The influence of the diffusion term on the stability limit is
also addressed. Two approaches which use locally varying time-steps are presented in
Section 2.4: multirate methods and the space-time expansion of the DG method.
2.1 The discontinuous Galerkin method
2.1.1 Overview
Historical
The discontinuous Galerkin (DG) method was originally introduced in 1973 by Reed and
Hill [Reed and Hill, 1973] for solving the neutron transport problem. About 15 years
later, the method became popular and has been developed for a wide range of prob-
lems. In particular, the DG method has shown to be very attractive to solve systems of
(non)-linear hyperbolic equations for the spatial discretization combined with a clas-
sical explicit Runge-Kutta time stepping scheme for the time discretization, known as
the Runge-Kutta discontinuous Galerkin (RKDG) method [Cockburn and Shu, 1989a,b,
1998a]. To avoid non-physical spurious oscillations near shocks without destroying the
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accuracy, they introduced a generalized slope limiter. Later on, the DG method has
also been developed for handling the diffusion operators to address advection-diffusion
problems. Within this context, the local discontinuous Galerkin (LDG) method was in-
troduced by Bassi and Rebay [Bassi and Rebay, 1997b, Cockburn and Shu, 1998b] which
uses a mixed formulation to treat the diffusive term. The major drawback of the LDG
method is the loss of compactness, i.e. the computational stencil goes beyond the di-
rect neighbors of mesh elements. To address this issue, Peraire and Persson [Peraire
and Persson, 2008] developed the compact discontinuous Galerkin (CDG) method which
eliminates the coupling between non-neighboring mesh elements. Another popular tech-
nique to compute the diffusion operator is based on the interior penalty (IP) methods.
Originally used for enforcing weakly Dirichlet boundary conditions [Lions, 1968], it was
observed that these methods could be used to weakly impose continuity at the inter-
face between discontinuous elements and build consistent and stable diffusive DG op-
erators [Douglas and Dupont, 1976, Arnold et al., 2002a,b]. An intensive and detailed
investigation of both theoretical and applied aspect of the DG method are available in
[Cockburn et al., 2000].
Characteristics
At the crossroads between the finite element (FE) method and the finite volume (FV)
method, the DG method owes a major part of its success to several attractive numeri-
cal properties inherited from both. As for the classical FE method, high-order accurate
schemes are built by increasing the polynomial order of the interpolants. The authorized
discontinuities between the elements allow one to increase the order without enlarging
the computational stencil. The interpolation error converges in an identical way as the
Galerkin FE method, i.e. O(hp+1) where h is the mesh size and p the polynomial order of
the function space. Like for the FV methods, advection-dominated problems are solved
accurately, due to the discontinuities between elements whilst it is required to stabilize
the continuous FE method by means of numerical diffusion. Furthermore, advection
schemes, such as approximate Riemann solvers, may be used to solve accurately the nu-
merical fluxes at the interface between elements. The DG method is also especially well
suited for multi-scale processes due to its flexibility to handle complex geometries (such
as coastlines) and unstructured meshes. Within this context and due to the local nature
of the DG method, h-refinement and p-refinement are quite facilitated. This works also
in favor of adaptive strategies which, in addition, benefit of a simple and accurate way to
compute a posteriori error-estimations which may be used as adaptation criteria [Cock-
burn and Gremaud, 1996, Süli, 1999, Adjerid et al., 2002]. Indeed, the discretization error
is proportional to the unexpected jump amplitudes, i.e. the inter-element discontinu-
ities. The major drawback of the DG method is the increased number of degrees of free-
dom compared to the FE method for an identical number of mesh elements, due to the
fact that two neighboring elements do not share common degrees of freedom at their
interface. The computational overhead is important for low order discretization but sig-
nificantly decreases for increasing p. The compactness of the method is nevertheless
also an advantage for some important computational issues. First, the mass matrices
are block-diagonal and easily invertible, as a result of the element-wise discontinuous
function space. Next, due to the simple communication pattern between neighboring
elements which only share their common interface, parallel computation and imple-
mentation are substantially simplified. The inter-processor communication volume at
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each sub-time step of an explicit RK method is then minimum, because the computa-
tion of the numerical fluxes at the element boundaries only depends on the unknowns
at the interface.
Applications
Nowadays, the DG method has become very popular in a large variety of scientific and
engineering communities. Practical applications are solved with the DG method in fields
such as aeroacoustics [Chevaugeon et al., 2005b,a, Toulorge and Desmet, 2012], mag-
netohydrodynamics [Warburton and Karniadakis, 1999], computational fluid dynam-
ics [Bassi and Rebay, 1997a, Warburton et al., 1997, Remacle et al., 2005, Hillewaert et al.,
2006, Carton de Wiart et al., 2014], level set methods [Marchandise et al., 2006, 2007], hy-
drodynamics of ocean [Dawson and Aizinger, 2005, Bernard et al., 2005, Kubatko et al.,
2006, Remacle et al., 2006, Lambrechts et al., 2008b, Blaise et al., 2010] and atmosphere [Gi-
raldo et al., 2002, Levy et al., 2007, St-Cyr and Neckels, 2009].
Controversy
First of all, it must be emphasized that the DG method is still young and evolving every
day. There are still some outstanding challenges which need to be met as much from a
numerical point of view as from a performance one. It should also be pointed out that
comparing different spatial discretization methods is very difficult since the evaluation
criteria are not obvious. At the present time, the DG method for low order interpolations
are not as competitive as traditional FV or FE methods. However, it is clearly competitive
when interpolating with high orders. Despite the fact that some good results have been
obtained with the LDG and IP method to solve the diffusion operator, the DG method
is intrinsically designed to solve pure advection problems. The way to solve diffusion
processes is not as natural as in the case of the FE method.
2.1.2 Problem formulation
Let us assume the following form of a scalar convection-diffusion conservation law rep-
resented by a partial differential equation (PDE) defined on a bounded domainΩ⊂RNd
withNd = 1,2,3 the problem dimension:
∂u
∂t
+∇· (au) = ∇· (µ∇u)+ s in Ω× (0,T ), (2.1)
where the unknown scalar field, u, of the problem depends on both space and time. The
conservation of this quantity is expressed through the divergence of a convective flux,
au, and a diffusive flux,µ∇u. For the sake of simplicity, we consider that a andµ are con-
tinuous functions independent of u. The source term of the problem is represented by
the function s which gathers all effects which cannot be expressed trough fluxes. Appro-
priate boundary conditions are prescribed on the domain boundary Γ as well as initial
conditions for the unknown field u at t = 0. The numerical treatment of the boundary
conditions will not be detailed in this work.
2.1. The discontinuous Galerkin method 15
2.1.3 Tessellation
The physical domain Ω is discretized spatially to form a computational mesh Ωh con-
sisting ofNe non-overlapping elementsΩe such that
Ωh =
Ne⋃
e=1
Ωe . (2.2)
These mesh elements are typically triangles or quadrilaterals for 2D discretizations and
tetrahedra, prisms, pyramids or hexahedra for the 3D case. The boundary of an element
Ωe is noted Γe . An illustration for four triangular mesh elements is shown in Figure 2.1.
Ω1
Ω2
Ω3 Ω4
1
2
3
5 4
6
7 8
9
Γ1 = {1, 2, 3}
Γ2 = {2, 4, 5}
Γ3 = {3, 6, 7}
Γ4 = {1, 8, 9}
Γ1 = {1, 2, 3}
Γ2 = {2, 4, 5}
Γ3 = {3, 6, 7}
Γ4 = {1, 8, 9}
Figure 2.1: Mesh made up of 4 triangular elements and a total of 9 edges.
2.1.4 Derivation of the weak formulation
To obtain the weak or variational formulation of the equations, the strong form of the
equations, (2.1), is multiplied by an arbitrary and sufficiently smooth test function uˆ and
integrated over the whole domain:∫
Ω
∂u
∂t
uˆdΩ+
∫
Ω
(∇· (au))uˆdΩ = ∫
Ω
(∇· (µ∇u))uˆdΩ+∫
Ω
suˆdΩ. (2.3)
This formulation may be rewritten as a sum of element-wise integrals:
Ne∑
e=1
{∫
Ωe
∂u
∂t
uˆdΩ+
∫
Ωe
(∇· (au))uˆdΩ} = Ne∑
e=1
{∫
Ωe
(∇· (µ∇u))uˆdΩ+∫
Ωe
suˆdΩ
}
. (2.4)
To derive the DG discretization, we seek a discrete approximation uh of the exact solution
u such that uh ∈Uhp , the finite dimensional space consisting of discontinuous piecewise
polynomials of at most order p defined on each element Ωe , Pp (Ωe ) which are square-
integrable onΩ, i.e. L2 functions. The space Uhp is formally defined as:
Uhp =
{
v ∈ L2 : v |Ωe ∈Pp (Ωe ), ∀Ωe ∈Ωh
}
. (2.5)
In the classical finite element framework, we assume that the test functions uˆh are cho-
sen in the same discrete space Uhp . On each element, we define a discrete representation
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uhe with a linear combination of independent element-wise shape functions φe,i
uhe (x , t ) =
Np∑
i=1
φe,i (x)Ue,i (t ) (2.6)
uˆhe (x , t ) =
Np∑
j=1
φe, j (x)Uˆe, j (2.7)
where the expansion weights Ue,i and Uˆe,i are the Np nodal values on element e. There
exists many possibilities for selecting shape functions, but a very common and natural
choice is to use the Lagrange polynomials of degree p. The total number of degrees of
freedom of an element depends not only on the degree of the polynomials but also on
the type and the dimension of the elements. For instance, in 2D Np = (p + 1)(p + 2)/2
for triangles and Np = (p + 1)2 for quadrilaterals, whilst in 3D Np = (p + 1)(p + 2)(p +
3)/6 for tetrahedra and Np = (p + 1)3 for hexahedra. The positions of the nodes on a
triangular mesh element are illustrated in Figure 2.2 for interpolation orders p = 1,2,3.
For a system of conservation laws, it is possible to select function spaces of different type
and/or order with respect to the physical variable. A representation of the three shape
functions associated with an order of interpolation p = 1 is given in Figure 2.3. The set of
all element-wise discontinuous interpolations uhe constitute the approximation u
h of u.
An arbitrary example of an interpolation of order p = 1 on a mesh made up of 4 triangles
is shown in Figure 2.4.
p = 1
Np = 3
p = 2
Np = 6
p = 3
Np = 10
Figure 2.2: Illustration of discontinuous triangular elements of interpolation orders 1, 2 and 3.
φe,1 φe,2 φe,3
Figure 2.3: The 3 shape functions corresponding to the Lagrange polynomials for an interpola-
tion of degree p = 1.
The discrete version of the weak formulation on each element is then obtained by
replacing u by uh and uˆ by uˆh in (2.4) and restricting the integration to a single element∫
Ωe
∂uh
∂t
uˆhdΩ+
∫
Ωe
(∇· (auh))uˆhdΩ = ∫
Ωe
(∇· (µ∇uh))uˆhdΩ+∫
Ωe
suˆhdΩ. (2.8)
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Ue+1,1
Ue+1,2 Ue+1,3
Ue,3
Ue,2
Ue,1
Ue+2,1
Ue+2,2
Ue+2,3
Ue+3,1
Ue+3,2
Ue+3,3
uhe+1
uhe
uhe+2
uhe+3
Figure 2.4: Approximate solution uh by polynomials of degree p = 1 on a simple triangular mesh.
The element-wise solutions uhe+i are obtained by the linear combination of the shape functions
multiplied with the corresponding nodal values Ue+i , j for i = 0,1,2,3 and j = 1,2,3.
By successively integrating by parts and then applying the divergence theorem to the
convective and diffusive flux terms we obtain the following expression∫
Ωe
∂uh
∂t
uˆhdΩ−
∫
Ωe
(auh) · (∇uˆh)dΩ+
∮
Γe
(
(auh) ·n)∗uˆhdΓ=
−
∫
Ωe
(µ∇uh) · (∇uˆh)dΩ+
∮
Γe
(
(µ∇uh) ·n)∗(uˆh)∗dΓ+ ∫
Ωe
suˆhdΩ
(2.9)
where n is the outgoing unit normal to the boundary of the element, Γe . In this expres-
sion we may distinguish volume and interface integrals. If the volume terms only require
the solution at the nodal values of the actual element uhe , the interface terms involve a
normal flux to the element boundary. Unlike the continuous FE method, continuity is
not required for uh at the interface between two neighboring elements. The key ingredi-
ent of a DG method is the way to compute the fluxes at the interface. The selected strat-
egy is designed by the ()∗ operator in equation (2.9). Since the discrete solution presents
different values on both sides of a discontinuous interface, we must consider them to
evaluate the interface flux functions. Thereto, we distinguish the values at the interface
of a discontinuity at the interior of the current element with a + sign and those at the
exterior with a − sign. So, uh+ represents the set of values at the boundary of an element
belonging to the actual element and uh− contains the values at the same boundary from
direct neighboring elements, see Figure 2.5 for an illustration. So, the interface flux func-
tions depend on the inside and outside values at the boundary as well as the outgoing
unit normal at each interface
γ(uh+,u
h
−, uˆ
h
+,n) =
(
(auh) ·n)∗uˆh , (2.10)
κ(uh+,u
h
−, uˆ
h
+,n) =
(
(µ∇uh) ·n)∗(uˆh)∗. (2.11)
It is mandatory to treat carefully the convective and diffusive fluxes because they will
be highly responsible for the robustness and accuracy of the DG scheme. Equation (2.9)
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Ωe
Ωe+1
Ωe+2 Ωe+3
uhe : ,
uh+ :
uh− :
uhe :,
uh+ :
uh− :Γe
Figure 2.5: Illustration of the degrees of freedom belonging to uhe , u
h+ and uh− for an element Ωe
with a boundary Γe shared by 3 other elements and for p = 3.
may be rewritten by distinguishing convective, diffusive and source terms for each ele-
mentΩe ∫
Ωe
∂uhe
∂t
uˆhe dΩ−
∫
Ωe
(auhe ) · (∇uˆhe )dΩ+
∮
Γe
γ(uh+,u
h
−, uˆ
h
+,n)dΓ︸ ︷︷ ︸
convective terms
+
∫
Ωe
(µ∇uhe ) · (∇uˆhe )dΩ−
∮
Γe
κ(uh+,u
h
−, uˆ
h
+,n)dΓ︸ ︷︷ ︸
diffusive terms
−
∫
Ωe
suˆhe dΩ︸ ︷︷ ︸
source term
= 0.
(2.12)
2.1.5 Discretization of the convective term
The discontinuities at inter-element boundaries provide a natural way to introduce ad-
vection schemes. Therefore, the DG method is especially well suited for hyperbolic con-
servation laws or convection dominated processes. As in the case of the FV method, the
discretization of the convective fluxes at each discontinuous interface is tantamount to
solve a set of local Riemann problems. In this framework, it is common to rewrite the
convective interface flux as
γ(uh+,u
h
−, uˆ
h
+,n) = f ∗c (uh+,uh−,n)uˆh+ (2.13)
where f ∗c , the (approximate) Riemann solver flux, is called the numerical flux.
One-dimensional linear advection equation
For the sake of simplicity, consider here a one-dimensional hyperbolic equation with
a constant advective speed a(x) = c, no source term and an initial condition, see Fig-
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ure 2.6(a), which presents a single discontinuity at x = 0
∂u
∂t
+ c ∂u
∂x
= 0 (2.14)
u0(x)= u(x,0) =
 uL if x < 0uR if x > 0 (2.15)
The solution of this problem is
u(x, t ) = u0(x− ct ). (2.16)
The conserved quantity is transported without changing shape along the characteris-
tic curve, see Figure 2.6(b). The direction of propagation depends on the sign of c as
depicted in Figure 2.6(a). In this problem, the flux function is fc (u) = cu and the cor-
responding numerical flux may be defined naturally, from the theory of characteristics,
as
f ∗c (uL ,uR ) =
 cuL if c > 0cuR if c < 0 (2.17)
This corresponds to a first-order upwind scheme, for which it can be demonstrated [LeV-
eque, 1992] that it is equivalent to add the minimum dissipation for low orders schemes.
By taking a numerical flux which uses the mean of the left and right values we obtain a
centered scheme that yields zero numerical dissipation. Using downwind values would
yield a numerical flux with negative dissipation making the scheme unstable.
xx = 0
uL
uR
c > 0c < 0
u0(x)
u(x, t∗) = u0(x− ct∗), c > 0
u(x, t∗) = u0(x− ct∗), c < 0
(a) Riemann problem.
x
t
t∗
x(t) = ct, c > 0
x(t) = ct, c < 0
c
1
c
1
(b) Characteristic curves.
Figure 2.6: Riemann problem: (a) the discontinuous initial condition u0(x) and the solution
u(x, t∗) at an arbitrary time t∗ for c > 0 and c < 0; (b) characteristic curves x(t ) for c < 0 and c > 0.
Numerical flux function for DG
In practice, a Riemann problem has to be solved at each discontinuous interface in a DG
finite element formulation. The upwind option for the numerical flux function reads
f ∗c (u
h
+,u
h
−,n) =
 (auh+) ·n, a ·n > 0,(auh−) ·n, a ·n < 0, (2.18)
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whilst another valid and popular alternative is the Lax-Friedrichs flux
f ∗c (u
h
+,u
h
−,n) =
(auh+) ·n+ (auh−) ·n
2
−||a||u
h−−uh+
2
, (2.19)
where the local parameter ||a|| is selected to stabilize the scheme by adding a certain
amount of dissipation. An illustration for the upwind numerical flux with a constant
advection speed for a triangular element is given in Figure 2.7.
uh−u
h
−
uh−
uh+
Ωe
Ωe+1
Ωe+2 Ωe+3
n1
n2 n3
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a a
f∗c (u
h
+, u
h
−,n1) = (au
h
−) · n1
f∗c (u
h
+, u
h
−,n2) = (au
h
+) · n2
f∗c (u
h
+, u
h
−,n3) = (au
h
+) · n3
a · n1 < 0
a · n2 > 0
a · n3 > 0
f∗c (u
h
+, u
h
−,n1) = (au
h
−) · n1
f∗c (u
h
+, u
h
−,n2) = (au
h
+) · n2
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h
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h
−,n3) = (au
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+) · n3
Figure 2.7: Upwind flux at the 3 interfaces of a triangular mesh element for a constant positive
vertical advective velocity vector. The outgoing unit normal pointing from element Ωe towards
Ωe+i is denoted ni .
2.1.6 Riemann solvers for a system of conservation laws
The discretization of the convective term is more complex than simple unwinding for a
system of PDEs. Therefore, consider the one-dimensional initial-value problem for a set
ofNv hyperbolic conservation laws
∂u
∂t
+ ∂ f c (u)
∂x
= 0, (2.20)
where u is a state vector of sizeNv containing the problem unknowns and f c is a vector
with the convective fluxes. Assume that the initial condition present a single discontinu-
ity at x = 0
u(x,0)=
 uL if x < 0uR if x > 0 (2.21)
This system can be rewritten as
∂u
∂t
+ A(u)∂u
∂x
= 0 with A(u)= ∂ f c (u)
∂u
. (2.22)
Exact Riemann solver
We first consider the case of a linear system of equations where matrix A is a constant
Jacobian matrix which may normally be diagonalized as
A = RΛR−1, (2.23)
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whereΛ is the diagonal matrix containing theNv eigenvalues λi of A andR is composed
of theNv associated eigenvectors. It is now possible to write equation (2.22) in terms of
the Riemann invariants uc =R−1u to obtain a system ofNv uncoupled scalar advection
equations
∂uc
∂t
+Λ∂u
c
∂x
= 0. (2.24)
In this formulation, each unknown variable uci is advected with a propagation speed λi .
The solution of the linear version of equation (2.20) for the initial discontinuous state
defined by equation (2.21) may be obtained according to the characteristics theory
uci (x)=
 uci L if λi > 0uci R if λi < 0 (2.25)
For non-linear systems, the Jacobian matrices are non constant and lead to complex
Riemann invariants which are advected along curved characteristic curves. It is possible
to develop exact Riemann solvers where each eigenvalue of the system corresponds to a
wave family. The waves can be of different natures and present discontinuous transitions
such as for shock or contact waves or smooth transitions such as for rarefaction waves.
Nevertheless, exact Riemann solvers require significant computational costs (since itera-
tive methods are generally required) and it is quite common to use the so-called approx-
imate Riemann solvers to treat the non-linearities. Other strategies have been developed
based on energy and entropy conditions.
Approximate Riemann solver
One of the most popular among them is the Roe solver which linearizes the Jacobian
matrix locally. More precisely, the characteristic curves and speeds are both frozen and
we can then compute the exact Riemann solver. The Roe solver may be interpreted as
the derivation of an adequate linearization of A(u) which we will denote A˜(uL ,uR ). This
constant matrix has values which depends on both the right and left solutions and must
satisfy certain properties in order to ensure that the numerical flux, which will be defined
below, is Lipschitz continuous,consistent and monotone:
• Preserve the hyperbolic nature of system: A˜(uL ,uR ) has real eigenvalues and lin-
early independent eigenvectors;
• Consistency with the exact Jacobian: A˜(u,u)= A(u);
• Conservation across discontinuities: f c (uL)− f c (uR )= A˜(uL −uR ).
Next, the linearized Jacobian may be expressed as follows
A˜(uL ,uR ) = A(u˜), (2.26)
where u˜ are appropriate Roe-averaged variables which depend on uL and uR . For a de-
tailed description about the Roe flux difference splitting, see [Roe, 1981].
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Numerical flux function
Now, we can introduce the numerical flux function, f ∗c (uh+,uh−,n), which will be used to
evaluate the normal flux at the interface between neighboring elements . A possibility is
to simply use a centered flux at the interfaces which yields a conservative scheme
f ∗c (u
h
+,u
h
−,n) =
f c (u
h+) ·n+ f c (uh−) ·n
2
, (2.27)
but this formulation is very rarely used in practical application because it fails to damp
the spurious oscillations. The numerical flux of Roe [Roe, 1981] may be expressed in the
following form
f ∗c (u
h
+,u
h
−,n) =
f c (u
h+) ·n+ f c (uh−) ·n
2
−|A˜|u
h−−uh+
2
, (2.28)
with
|A˜| = R˜ |Λ˜|R˜−1, (2.29)
where R˜ is composed of the eigenvectors of the linearized matrix and Λ˜ is a diagonal
matrix with the eigenvalues of A˜ from which we take the absolute values. The second
term in equation (2.28) is a dissipation term which stabilizes the scheme. For the linear
case, this expression reduces to
f ∗c (u
h
+,u
h
−,n) = A
uh++uh−
2
−|A|u
h−−uh+
2
, (2.30)
which in this case corresponds to the exact upwind Riemann solver.
Many other Riemann-like solvers exist in the literature and present different features
in terms of accuracy and computational costs such as the Godunov [Godunov, 1959],
Osher-Solomon [Osher and Solomon, 1982], HLL, HLLC and Lax-Friederich solvers [Toro,
1997, LeVeque, 2002, Harten et al., 1983]. A quite popular option (due to its simple im-
plementation and low computational cost) is the Lax-Friederich flux
f ∗c (u
h
+,u
h
−,n) =
f c (u
h+) ·n+ f c (uh−) ·n
2
−|λ˜|max
uh−−uh+
2
, (2.31)
where |λ˜|max corresponds to the maximum absolute value of the eigenvalues of the lin-
earized matrix A˜.
The choice of the numerical flux function is determinant for the accuracy and robust-
ness of the scheme and may depend on the type of problem that we seek to solve. The
numerical experiments of Cockburn show, however, that the importance of the choice
of the Riemann solver decreases with an increasing order p of interpolation. Jumps are
smaller for high orders of accuracy and therefore the amplitude of the diffusive part in
the advection scheme is lower.
2.1.7 Discretization of the diffusive term
The discretization of the diffusive term is much more challenging than that for the con-
vective one, since the divergence of µ∇u in equation (2.1) introduces a term with second
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order derivatives. In contrast to the FE method, this term cannot be computed directly
by using discontinuous interpolation in the weak formulation.
Here we will present the interior penalty (IP) method, which has the advantage of
being compact, i.e. involving only the direct neighboring elements. This property will
be critically important in the rest of the thesis especially for the parallel efficiency and
the multirate methods that will be presented. The IP methods appeared with the idea
of Nitsche [Nitsche, 1971] to solve elliptic equations by using penalties as a mean to im-
pose weakly Dirichlet boundary conditions instead of incorporating them in the finite
element space.
As a first step we will thus recall Nitsche’s boundary penalty method for a simple
scalar elliptic problem −∇ · (µ∇u) = 0 on a computational domain Ω with prescribed
non-homogeneous Dirichlet conditions u = u¯ on the boundary Γ. After multiplying the
equation here above with a smooth test function uˆ and integrating by parts, we seek an
approximate finite element solution uh which satisfies the Galerkin weak formulation∫
Ω
(µ∇uh) · (∇uˆh)dΩ = 0 (2.32)
where we have chosen uˆh to be zero on Γ. If complex u¯ functions are imposed on the
boundary, their direct imposition is not very relevant since the average of the finite ele-
ment interpolation of these nodal values may be critically different from the exact aver-
age of the solution on the same boundary. Therefore, one way consists in adding an extra
variational term to penalize the important gaps between uh and u¯ on the boundary by
means of a parameter σ which will guarantee stability∫
Ω
(µ∇uh) · (∇uˆh)dΩ+
∮
Γ
σ(uh − u¯)uˆdΓ−
∮
Γ
(µ∇uh ·n)uˆhdΓ
−
∮
Γ
(uh − u¯)(µ∇uˆh ·n)dΓ= 0.
(2.33)
In this equation, the third term arose since u is now also computed on the boundary
which ensures the consistency of the method. The last term is a consistent term which is
added for symmetry such that the method is truly variational. To ensure the solvability
of this weak formulation, equation (2.33), the following bilinear form
B(u, uˆ)=
∫
Ω
(µ∇u) · (∇uˆ)dΩ+
∮
Γ
σuuˆdΓ−
∮
Γ
(µ∇u ·n)uˆdΓ−
∮
Γ
u(µ∇uˆ ·n)dΓ (2.34)
must be coercive according to the Lax-Milgram theorem. Nitsche has proven that the
approximate solution will converge to the exact solution if σ is taken as Cµh , with h the
element size and C a sufficiently large constant.
The key idea of the IP methods is to impose inter-element continuity, in the DG fi-
nite element framework, by using a similar approach to the weak imposition of Dirichlet
boundary conditions for each local element. In other words, we use on the boundary of
elements uh = uh+ and u¯ = uh−. It is thus possible to rewrite the interface integral of the
diffusive term in equation (2.12) as
κ(uh+,u
h
−, uˆ
h
+,n)=−σ(uh+−uh−)uˆh++ (µ∇uh+ ·n)uˆh++θµ(uh+−uh−)(∇uˆh+ ·n), (2.35)
where the parameter θ was introduced to distinguish different IP methods. On each in-
terface f of a mesh, the total contribution of the diffusive flux may be obtained as
κ f (u
h
+,u
h
−, uˆ
h
+, uˆ
h
−,n f ) = κ(uh+,uh−, uˆh+,n f )+κ(uh−,uh+, uˆh−,−n f ). (2.36)
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Here we assume that an interface f is shared by two elements which are arbitrarily tagged
with a positive and negative sign. The outgoing normal n f (resp. −n f ) points from the
positive (resp. negative) element towards the negative (resp. positive) one.
This formulation is not symmetric whatever the choice of θ. A symmetric formula-
tion may be obtained by rewriting equation (2.35) in the following way
κ(uh+,u
h
−, uˆ
h
+,n)= −σ(uh+−uh−)uˆh++µ
(∇uh++∇uh−
2
·n
)
uˆh++µ
(∇uh+−∇uh−
2
·n
)
uˆh+
+θµ(uh+−uh−)
(∇uˆh+
2
·n
)
+θµ(uh+−uh−)
(∇uˆh+
2
·n
)
,
(2.37)
in which we may use the fact that, for the exact solution of the problem, u be such that
(u+−u−)= 0 and (∇u+−∇u−)= 0 so that the following expression is also consistent
κ(uh+,u
h
−, uˆ
h
+,n)=−σ(uh+−uh−)uˆh++µ
(∇uh++∇uh−
2
·n
)
uˆh++θµ(uh+−uh−)
(∇uˆh+
2
·n
)
. (2.38)
We may now verify that the expression (2.36) is symmetric:
κ f (u
h
+,u
h
−, uˆ
h
+, uˆ
h
−,n f )=−σ(uh+−uh−)(uˆh+− uˆh−)+µ
(∇uh++∇uh−
2
·n f
)
(uˆh+− uˆh−)
+θµ(uh+−uh−)
(∇uˆh++∇uˆh−
2
·n f
)
.
(2.39)
In general, the symmetric version (θ = 1) is preferred mainly because the problem
benefits then of efficient solvers for symmetric problems. However, there exists many
versions of the IP method with different characteristics. If the symmetric interior penalty
Galerkin (SIPG) method [Arnold, 1982, Douglas and Dupont, 1976, Wheeler, 1978] have
proven L2 convergence, nonsymmetric interior penalty Galerkin (NIPG) [Rivière et al.,
2001], with θ =−1, and incomplete interior penalty Galerkin (IIPG) [Dawson et al., 2004],
with θ = 0, methods are generally not optimal in the L2 norm.
2.1.8 Semi-discrete formulation
Equation (2.12) must be satisfied for each elementΩe and for every test function uˆhe . By
substituting uˆhe by its linear combination of the local shape functionsφe, j , equation (2.7)
may be decomposed in a system ofNp equations∫
Ωe
∂uhe
∂t
φe, j dΩ−
∫
Ωe
(auhe ) · (∇φe, j )dΩ+
∮
Γe
γ(uh+,u
h
−,φ+, j ,n)dΓ+∫
Ωe
(µ∇φe, j ) · (∇uˆhe )dΩ−
∮
Γe
κ(uh+,u
h
−,φ+, j ,n)dΓ−
∫
Ωe
sφe, j dΩ= 0.
(2.40)
where φ+, j are the values of the shape function at the interior boundary of the actual
element e.
The first term in this equation may be further developed by using the linear expan-
sion for uhe of equation (2.6)∫
Ωe
∂uhe
∂t
φe, j dΩ=
∂Ue,i
∂t
∫
Ωe
φe,iφe, j dΩ=
∂Ue,i
∂t
Me [i , j ], (2.41)
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where i is a summation index (Einstein summation convention) and the square matrix
Me of size Np × Np is the so-called mass matrix associated to element Ωe . Expres-
sion (2.40) may be rewritten in the following matrix formulation
Me
dU e
d t
= F (U e ,Un , t )= FV (U e , t )+F I (U e ,Un , t ), (2.42)
where U e is a vector that contains the Np element-wise unknowns, Un is a vector con-
taining the unknowns that the neighboring elements share with the actual element at
their discontinuous interface. The flux vector F contains the spatial discretization of
the convective, diffusive and source terms. It is convenient to decompose this term in
a volume part FV and an interface part F I . The volume term involves all the volume
integrals which only require the solution on the actual element, U e , whilst the interface
term gathers all the surface integrals in which the interface fluxes require the solution
from the neighboring elements at the boundaries, Un . Notice that in this discrete for-
mulation, the nodal unknowns solely depend on the time variable. Expression (2.42) is
called the semi-discrete form of the equations which may now be integrated in time as
a system of ordinary differential equations (ODEs). This technique in which all but one
dimension is discretized for solving PDEs is well known in the literature as the method of
lines (MOL).
2.2 Time-integration for ordinary differential equations
The method of lines (MOL) is a well-known numerical approach to solve time depen-
dent PDEs. A semi-discrete approximation is obtained by using a spatial discretization
operator which generates a collection of coupled ODEs depending on the time variable t
for which an initial condition is required. Time-integration is then obtained by marching
forward in time. In this context, it is useful to review some of the existing time-integration
schemes for initial valued ODEs before developing and analyze them in the framework
of the discontinuous Galerkin method.
Consider a simple first order ODE for the real-valued time-dependent scalar un-
known function u with an initial condition u0 for t = t 0
du
d t
= f (u, t ),
u(t 0)= u0.
(2.43)
We seek the solution u(t ) of this initial value problem for t > t 0.
2.2.1 Euler methods
Suppose that the system, equation (2.43), is to be integrated in time till a final time t f .
The time interval is discretized by a set N intermediate time intervals of size ∆t , such
that (t f − t 0)= N∆t . We seek thus approximate solutions, un , at the intermediate times
t n = t 0 +n∆t with n = 1, · · · , N such that un ≈ u(t n). On each arbitrary time interval
[t n , t n+1] it is possible to evaluate the integral of the time derivative leading to
u(t n+1)−u(t n) =
∫ t n+1
t n
f (u, t )d t , n = 0, · · ·N −1, (2.44)
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where the integral of the right hand side may be approximated by using the so called
rectangular rule. The size of the time interval is ∆t , whilst an averaged value on the in-
terval [t n , t n+1] of f (u, t ) has to be selected. One can use a convex combination of the
values of f at times t n and t n+1 defined by a parameter θ ∈ [0,1]. This allows us to have
an expression for un+1, which is the approximation of u(t n+1), by using the approximate
value un of u(t n) and rewriting equation (2.44)
un+1 = un +∆t
[
(1−θ) f (un , t n)+θ f (un+1, t n+1)
]
, n = 0, · · ·N −1. (2.45)
The explicit Euler method is obtained for θ = 0 (a geometrical interpretation of the first
step is given in Figure 2.8(a))
un+1 = un +∆t f (un , t n), n = 0, · · ·N −1, (2.46)
whilst the implicit Euler method is derived for θ = 1
un+1 = un +∆t f (un+1, t n+1), n = 0, · · ·N −1. (2.47)
Using θ = 1/2 leads to a scheme of interest which is called the Crank-Nicolson method
or trapezium rule method
un+1 = un + ∆t
2
[
f (un , t n)+ f (un+1, t n+1)
]
, n = 0, · · ·N −1. (2.48)
u2
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approximate solution u1
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(a)
u0
u(t1) u(t2)
u(t3)
u1
u2
u3
t0 t1 t2 t3 t
u(t)
e1 e2
αe1
e3
α(αe1 + e2)
time step ∆t
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Figure 2.8: Geometrical interpretation of the Euler explicit method: (a) first explicit Euler step for
a time step ∆t , (b) three successive time steps with local discretization error and the amplified
errors which give the global error ²(t n) at each time step t n .
It is a common way to characterize these methods in terms of stability and accuracy by
applying it to a model equation
du
d t
= λu,
u(0)= 1,
(2.49)
where λ is an arbitrary complex number. This problem is linear and autonomous. The
exact solution of this problem is given by u(t )= eλt and the exact amplification factor is
eλ∆t such that un+1 = eλ∆t un . The θ-method, equation (2.45), becomes
un+1 = un +∆t
[
(1−θ)λun +θλun+1
]
. (2.50)
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The global error for this kind of approximation at each time step may be expressed in the
following way
²(t n+1)= u(t n+1)−un+1 =α²(t n)+en+1 (2.51)
where ²(t n) is the global error at time t n , whilst en+1 is the local discretization error. In
this expression, α is called the numerical amplification factor which, according to equa-
tion (2.50) can be computed as
α(z)= u
n+1
un
= 1+ (1−θ)z
1−θz , (2.52)
where z = λ∆t is a complex variable. This term is actually responsible for the amplifica-
tion of the errors made at the previous time steps. If we assume the global discretization
error at the first time step to be uniquely equal to the local error ²(t 1)= e1, we may write
²(t n+1) = (α)ne1+ (α)n−1e2+·· ·+αen +en+1. (2.53)
The global error at time t n+1 may thus be decomposed in the local discretization error
en+1 and the sum of the propagation of all the local errors at the previous time steps.
An illustration of this concept is given in Figure 2.8(b) for the explicit Euler method for
the 3 first time steps. A scheme will be characterized as unstable if the accumulation of
the numerical errors is not not bounded when time is advanced. Contrary, the global er-
ror will remain under control if the numerical errors which have been made at the prior
time steps are damped. The stability of the schemes depend thus on the modulus of
α(z). Indeed, if |α(z)| ≤ 1, it becomes clear that the local errors e i in equation (2.53) will
be damped. In particular, the influence of the local errors made at previous time steps
will become less and less important with time. This inequality on the amplification fac-
tor defines a region of absolute stability in the complex plane. A condition for stability
is thus that the pairs (λ,∆t ) are located inside this zone. The stability zones for θ = 0,
θ = 1 and θ = 1/2 are depicted in Figure 2.9. Since ∆t is a real positive value, it acts only
as a scaling factor on z. On the contrary, λ may be complex and/or negative leading to
discussions about stability. The implicit Euler and Crank-Nicolson methods are uncon-
ditionally stable for Re(λ) < 0 - their stability zone includes the entire half-left complex
plane - and are therefore referred to as A-stable numerical schemes. A-stable schemes
are required to solve stiff problems, as the choice of the time step does not depend on
the magnitude of λ. The Euler explicit method is conditionally stable - the stability zone
is restricted to a small circular zone of radius 1. Therefore, the time step has to be chosen
such that the corresponding z lies inside the stability zone.
2.2.2 Explicit single-step methods
Single-step methods have the advantage of being self-starting, meaning that they only
require the solution at the actual time t n to compute the next step solution at time t n+1.
In contrast to multi-step methods, it is only necessary to store the current solution. A
general explicit single-step method may be written in the following form
un+1 = un +∆tΦ(un , t n ;∆t ), (2.54)
where Φ is a continuous function and ∆t the selected explicit time step. For instance,
Φ(un , t n ;∆t )= f (un , t n) for the explicit Euler method defined by equation (2.46). In this
work we will focus on explicit Runge-Kutta methods which are among the most popular
explicit single-step schemes.
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Figure 2.9: Stability diagrams for the Euler explicit, Euler implicit and Crank-Nicolson methods.
Explicit Runge-Kutta schemes
If the explicit Euler method is very simple and cheap to implement because the function
f has to be evaluated a single time, it is only first order accurate. But its stability zone,
depicted in Figure 2.9, is very restrictive in the sense that a small fraction of the complex
pairs (λ,∆t ) are allowable. Runge-Kutta methods aim to achieve higher order accuracy
by evaluating f at several intermediate times in the interval [t n , t n+1]. At the origin, the
idea of Runge [Runge, 1895] was to use a midpoint rule to approximate the integral in
equation (2.44) ∫ t n+1
t n
f (u, t )d t ≈ ∆t f
(
u(t n+1/2), t n+1/2
)
, (2.55)
where t n+1/2 = t n +1/2∆t . The question is what value un+1/2 should be taken to approx-
imate u(t n+1/2). A natural idea consists of choosing a smaller Euler step of size 1/2∆t
which leads to the following scheme
un+1/2 = un + 1
2
∆t f (un , t n)
un+1 = un +∆t f (un+1/2, t n+1/2),
(2.56)
which require two evaluations of the function f . A geometrical illustration of the mid-
point rule is given in Figure 2.10(a). It has been shown by computing the Taylor expan-
sions, for example in Hairer et al. [2000], that this method converges with order 2, be-
cause the error in a single step behaves like O(∆t 3). The idea of adding multiple Euler
steps to compute intermediate approximations of u(t ) for times between t n and t n+1
for constructing new methods was originally developed by Runge [Runge, 1895] and
Heun [Heun, 1900]. The formulation of the general scheme of the well known Runge-
Kutta methods has been provided by Kutta [Kutta, 1901]. An s-stage explicit Runge-Kutta
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method is formally defined as
k i = f
(
un +∆t
i−1∑
j=1
ai j k
j , t n + ci∆t
)
un+1 = un +∆t
s∑
i=1
bi k
i ,
(2.57)
where k i is an approximation of the slope of u at t = t n+ci∆t . It became a common prac-
tice, with the paper of Butcher [Butcher, 1964], to summarize the RK methods, defined
by their coefficients ai j , bi and ci , in the form of a Butcher tableau, see Table 2.1. The
matrix A composed of the coefficients ai j must be strictly lower triangular to ensure the
explicitness of the method. It is also common to have an expression for the intermediate
solutions u(i ) at each stage i of the algorithm which corresponds to the time t n + ci∆t
u(i ) = un +∆t
i−1∑
j=1
ai j k
j , i = 1, · · · , s. (2.58)
All the methods presented here verify the condition ci =∑i−1j=1 ai j for i = 1, · · · , s, which is
required to have a first order method and thus consistency. This condition in combina-
tion with Table 2.1 results in (s+1)s/2 remaining free parameters.
0
c2 a21
c3 a31 a32
...
...
...
. . .
cs as1 as2 · · · as,s-1
b1 b2 · · · bs-1 bs
Table 2.1: Butcher tableau for a general explicit Runge-Kutta method: RK[A,b,c].
Order conditions may be established by means of development in Taylor series for
the exact and numerical solutions, see for instance [Hairer et al., 2000]. A list of these
conditions up to order 4 for the family of Runge-Kutta methods (explicit and implicit) is
given hereunder
Order 1 :
s∑
i=1
bi = 1; (2.59)
Order 2 :
s∑
i=1
bi ci = 1
2
; (2.60)
Order 3 :
s∑
i=1
bi c
2
i =
1
3
,
s∑
i , j=1
bi ai j c j = 1
6
; (2.61)
Order 4 :
s∑
i=1
bi c
3
i =
1
4
,
s∑
i , j=1
bi ci ai j c j = 1
8
,
s∑
i , j=1
bi ai j c
2
j =
1
12
, (2.62)
s∑
i , j ,k=1
bi ai j a j k ck =
1
24
.
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These conditions may be simplified for the explicit case
Order 1 :
s∑
i=1
bi = 1; (2.63)
Order 2 :
s∑
i=2
bi ci = 1
2
; (2.64)
Order 3 :
s∑
i=2
bi c
2
i =
1
3
,
s∑
i=3
bi
i−1∑
j=2
ai j c j = 1
6
; (2.65)
Order 4 :
s∑
i=2
bi c
3
i =
1
4
,
s∑
i=3
bi ci
i−1∑
j=2
ai j c j = 1
8
,
s∑
i=3
bi
i−1∑
j=2
ai j c
2
j =
1
12
, (2.66)
s∑
i=4
bi
i−1∑
j=3
ai j
j−1∑
k=2
a j k ck =
1
24
.
A large family of ERK methods of several orders and number of stages may thus be
constructed from theses conditions. However, the complexity (because they are non-
linear) and number of order conditions increase dramatically with the order p. The
number of order conditions for an arbitrary order p is always larger than the number
of free parameters for a method with s = p − 1 such that it is always necessary to have
at least s = p to build a method of order p. However, it has been proven, see for exam-
ple [Hairer et al., 2000], that for p ≥ 5, there exists no ERK method with s = p because
the corresponding system is unresolvable. This limit is well known as the Butcher bar-
rier [Butcher, 1965]. As an example, in order to reach the convergency order five, we need
at least six stages while a minimum of nine stages are required for seventh order. The
minimum number of stages required to achieve orders of accuracy higher than four are
listed in Table 2.2. In addition to the order conditions, the choice of the coefficients may
be driven by requirements such as accuracy or low memory storage. The coefficients are
often chosen to minimize the error of the method.
tn tn+1/2 tn+1 t
u(t)
un
un+1/2 = un + 12∆tk
1
k1
un+1 = un + ∆tk2
k2
(a)
tn tn+1/2 tn+1 t
u(t)
u(1)=un
k1
u(2)
k2
u(3)
k3
u(4)
k4
k¯
un+1
k¯ = 16 (k
1+2k2+2k3+k4)
un+1 = un + ∆tk¯
(b)
Figure 2.10: Geometrical interpretation of (a) the midpoint rule which is equivalent to the RK22
method with γ= 1/2 and (b) the classical RK44 method. The Butcher tableaus of these methods
are given Table 2.3.
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Table 2.2: Minimum number of stages s for ERK methods of orders p ≥ 5, see [Butcher, 1965].
p 5 6 7 8 9 10
s 6 7 9 11 12 13
For the linear autonomous model problem of equation (2.49) we have the following
amplification factor for RK methods
R(z) = 1+ zbT (I − zA)−1e, (2.67)
which results in a polynomial of maximum order s. In this expression I is the identity
matrix and e is a unit vector. Linear stability for RK schemes is guaranteed, provided that
|R(z)| ≤ 1. In particular for an explicit s-stage RK method, one can expand the inverse in
equation (2.67) to obtain
R(z) = 1+ z+ 1
2
z2+·· · 1
p !
zp +
s∑
j=p+1
z jbT A j−1e︸ ︷︷ ︸
=0 for s=p≤4
. (2.68)
For a fixed order p, all methods which satisfy s = p have the same stability region.
Some classical ERK schemes are given in Table 2.3 for orders p = 2,3,4 with s = p. The
corresponding amplification factors are shown in Table 2.5. A geometrical interpretation
of the classical RK44 (four stages, fourth order) method is given in Figure 2.10(b). Despite
0
β β
1− 12β 12β
(a) RK22
0
1/2 1/2
1 -1 2
1/6 2/3 1/6
(b) RK33
0
1/2 1/2
1/2 0 1/2
1 0 0 1
1/6 1/3 1/3 1/6
(c) RK44
Table 2.3: Butcher tableau for classical explicit Runge-Kutta methods with s = p, for p = 2,3,4.
the additional stages (and thus function evaluations), it may be valuable to build sche-
mes with different stability regions by increasing s for a fixed order p. Two examples are
given in Table 2.4. The amplification factors for these methods are given in Table 2.5.
The contours, i.e. |R(z)| = 1, of the corresponding absolute stability regions are shown
in Figure 2.11. The methods are thus stable within the closed regions shown. Observe
that these zones grow with increasing p and that when p ≥ 3 they also extend into the
Re(z)> 0 half of the complex plane. The size of the time step ∆t in the complex variable
z = λ∆t acts as a scaling factor which moves z towards the origin. In other word, all the
presented methods are stable for Re(λ)< 0 for a sufficiently small ∆t . To have a stable
scheme for undamped problems (eigenvalues lying on the imaginary axis), it is neces-
sary that the stability region encompasses a segment of the imaginary axis including the
origin. Note that no portion of the imaginary axis, except for the origin, is included in the
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0
1/2 1/2
1/2 -1/6 2/3
1 1/3 -1/3 1
1/6 1/3 1/3 1/6
(a) RK43
0
1
4
1
4
3
8
3
32
9
32
12
3
1932
2197 -
7200
2197
7296
2197
1 439216 -8
3680
513 -
845
4104
25
216 0
1408
2565
2197
4104 -
1
5
(b) RK54
Table 2.4: Butcher tableau for explicit Runge-Kutta method with s = p+1, for p = 3,4.
stability region of the RK22 method. This method is thus technically linearly unstable
without damping for pure imaginary eigenvalues. Conversely, the RK33 (resp. RK44) me-
thod is stable without damping since its stability zone includes the segment
[−p3,p3]
(resp.
[−2p2,2p2]) of the imaginary axis, see Figure 2.11. RK22 is thus unstable for pure
hyperbolic problems which have all their eigenvalues on the imaginary axis. However,
low order DG spatial discretization schemes introduce a sufficient amount of artificial
diffusion which moves the eigenvalues of the discrete problem out of the imaginary axis
and allow the use of the RK22 scheme, assuming the use a sufficiently small time step.
method R(z)
RK22 1+ z+ 12 z2
RK33 1+ z+ 12 z2+ 16 z3
RK44 1+ z+ 12 z2+ 16 z3+ 124 z4
RK43 1+ z+ 12 z2+ 16 z3+ 118 z4
RK54 1+ z+ 12 z2+ 16 z3+ 124 z4+ 1104 z5
Table 2.5: Amplification factors for the methods of Tables 2.3 and 2.4.
Because linear systems may be decomposed into a set of scalar linear problems, by
using the eigenvalues and eigenvectors of the Jacobian of the flux vector, we may adopt
the same strategy to analyze the stability of the system. All the pairs (λk ,∆t ) of the sys-
tem must lie in the interior part of the stability region for each single eigenvalue λk of the
system. Furthermore, for problems with a spatial discretization operator, the discussion
on the choice of the time step and the type/order of the method will depend on the set
of eigenvalues of the discrete operator. The eigenvalues will not only depend on the kind
of equation that we seek to solve but also on the type and order of the spatial discretiza-
tion operator that is selected (finite differences, finite volumes, finite elements, · · · ) and
geometry of the mesh elements.
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stable
unstable
unstable
-1-2-3
Re(z)
Im(z) RK22
RK33
RK44
RK43
RK54
√
3
2
√
2
Figure 2.11: Contours of the stability regions for the explicit Runge-Kutta methods listed in Ta-
bles 2.3 and 2.4. These curves are computed by resolving |R(z)| = 1 for the amplification factors
listed in Table 2.5.
2.2.3 Implicit single-step methods
To solve stiff differential equations, i.e. Re(λ) << 0, for the model problem of equa-
tion (2.49), it is recommended to use implicit methods which are defined as follows
un+1 = un +∆tΦ(un ,un+1, t n ;∆t ). (2.69)
For instance,Φ(un ,un+1, t n ;∆t )= f (un+1, t n+1) for the implicit Euler method defined by
equation (2.47). Implicit methods allow the use of larger time steps for which the solution
may be not very accurate but at least the error is bounded in time. Here we will give a
non-exhaustive overview of the implicit Runge-Kutta methods.
Implicit Runge-Kutta schemes
As in the previous section, we start by using the midpoint rule of equation (2.55) to eval-
uate the integral of f (u, t ) over the time interval [t n , t n+1]. But, instead of using an Euler
step with a∆t/2 time step to approximate u(t n+1/2) we use the average of the values of u
at t n and t n+1, resulting in the following scheme
un+1/2 = (u
n +un+1)
2
,
un+1 = un +∆t f (un+1/2, t n+1/2),
(2.70)
where we have an implicit relation for un+1. This method is called the implicit midpoint
rule. The same idea is used to build implicit Runge-Kutta schemes of higher orders by
evaluating f at intermediate times between t n and t n+1 where f may be implicit. A gen-
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eral s-stage Runge-Kutta methods is defined as
k i = f (un +∆t
s∑
j=1
ai j k
j , t n + ci∆t ),
un+1 = un +∆t
s∑
i=1
bi k
i ,
(2.71)
where we may have implicit relations for each k i . In other words, when one stage does
depend not only on the previously computed stages but also on the future stages, it will
be required to solve nonlinear problems to compute these stages. Furthermore, when
applied to a large system of equations, which is the case when the system results from
the spatial discretization of PDEs, implicit RK methods will turn out to be very expen-
sive. Therefore, the computational cost of an implicit step is critically higher than for an
explicit one.
The case with ai j = 0 for j > i brings us back to ERK methods. Some implicit Runge-
Kutta (IRK) methods with some specificities may be highlighted. In particular, diagonal
implicit Runge-Kutta (DIRK) methods have ai j = 0 for j > i and at least one ai i 6= 0.
DIRK methods are often preferred because one has only to solve s independent nonlinear
equations, whilst for a general IRK method one may have to solve a coupled nonlinear
system which becomes computationally expensive for a large number of stages s. If,
in addition, ai i = γ, ∀i , we obtain the family of singly diagonal implicit Runge-Kutta
(SDIRK) methods. SDIRK methods, for which the matrix A of the Butcher tableau has a
single eigenvalue of multiplicity s, may be solved efficiently if Newton-type iteration are
used in the s stages because we may hope that the necessary matrix LU-factorization can
be reused. A vast literature exists about the SDIRK methods, see e.g. [Alexander, 1977,
Hairer et al., 2002, Ferracina and Spijker, 2008] and the references therein. The structure
of the A-matrix is depicted in Figure 2.12 for the different RK families.
γ
γ
γ
· · ·
· · ·
γ
ERK DIRK SDIRK IRK
Figure 2.12: Structure of the A matrix from the Butcher tableau for the presented families of RK
methods .
The order conditions given by equations (2.59), (2.60), (2.61) and (2.62) are also valid
for the IRK methods. For a fixed number of stages s, implicit methods have more free pa-
rameters than the explicit methods which allow the construction of methods with p > s.
However, it is possible to show that there exists an upper bound for the accuracy such
that p < 2s.
2.2.4 Implicit-Explicit single-step methods
Implicit-Explicit (IMEX) Runge-Kutta methods aim at solving a class of time-dependent
PDEs which involve both stiff and non-stiff terms. In this case, it is a natural idea to se-
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lect different time-discretization schemes for the two distinct terms. Assume that equa-
tion (2.43) may be decomposed as follows
du
d t
= f (u, t )= f expl(u, t )+ f impl(u, t ), (2.72)
where f expl and f impl are the non-stiff and stiff terms, respectively. The key idea of IMEX
schemes is to take advantage of the best properties of implicit and explicit solvers to
construct schemes which are more efficient than using an implicit or explicit scheme
alone. A vast literature exists on the subject, see for instance [Ascher et al., 1995, Knoth
and Wolke, 1998, Hundsdorfer and Jaffré, 2003].
An s-stage IMEX method of order p typically uses an ERK scheme with s = p stages
and a SDIRK method with p −1 stages. It may be defined by both the Butcher tableaus
corresponding to the explicit, [Aexpl,bexpl,cexpl], and implicit, [Aimpl,bimpl,c impl], me-
thod. To ensure the synchronization of the method, it is required to have cexpli = c
impl
i = ci
for i = 1, · · · , s and that an initial empty stage is added to the implicit scheme such that
both Butcher tableaus have s stages. The formal algorithm may be defined as follows
k1,expl = f expl(un , t n),
For i = 2, · · · , s
u(i ) = un +∆t
( i−1∑
j=1
aexpli j k
j ,expl+
i∑
j=1
aimpli j k
j ,impl
)
, (2.73)
k i ,expl = f expl(u(i ), t n + ci∆t ),
k i ,impl = f impl(u(i ), t n + ci∆t ),
un+1 = un +∆t
( s∑
i=1
bexpli k
i ,expl+bimpli k i ,impl
)
,
where the intermediate solution u(i ) are obtained by a linear combination of the explicit
and implicit slopes k i ,expl and k i ,impl. The standard order conditions of RK methods still
apply but additional conditions arise due to the coupling of the implicit and explicit
scheme [Ascher et al., 1997, Kennedy and Carpenter, 2003]. The stability of the IMEX
scheme is generally larger than the one of the ERK method used and is discussed in de-
tail in [Ascher et al., 1997].
2.2.5 Multi-step methods
Single-step methods are self-starting, but after integrating forward in time we have sev-
eral available solutions at previous time steps which are discarded. Multi-step methods
attempt to take advantage of the past solutions to build new schemes which have the vo-
cation of reducing the number of function evaluations compared to single-step methods.
As an introduction, consider three consecutive times t n−1, t n and t n+1 with a constant
time step ∆t . It is then possible to approximate the integral of equation (2.44) over the
interval [t n−1, t n+1] by means of Simpson’s rule∫ t n+1
t n−1
f (u, t )d t ≈ 1
3
∆t
[
f
(
u(t n−1), t n−1
)+4 f (u(t n), t n)+ f (u(t n+1), t n+1)], (2.74)
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leading to the next numerical method to evaluate un+1
un+1 = un−1+ 1
3
∆t
[
f (un−1, t n−1)+4 f (un , t n)+ f (un+1, t n+1)]. (2.75)
A general k-step linear multi-step method for the initial value problem defined by
equation (2.43) may be defined as follows
un+1 =
k∑
i=1
αi u
n+1−i +∆t
k∑
i=0
βi f (u
n+1−i , t n+1−i ), (2.76)
which is implicit if β1 6= 0 and explicit otherwise. Here we assume that the k past values
are known. This is of course a matter of concern when starting the scheme, since the sole
initial condition u0 is known. However, there exists methods to obtain the starting values
as for example using a single-step method to initiate the computations for the first few
time-steps. Another consequence of the dependence of the information on prior time
steps is the presence of more numerical modes of potential amplification of perturba-
tions. Multi-step methods require more computer memory to store the solution at the
previous time-steps, which is the price to pay for better accuracy with limited function
evaluations.
To show some specificities of explicit multi-step methods, we give a brief description
of the well-known Leapfrog method and the popular Adams-Bashfort schemes. Adams-
Moulton methods are widely used implicit multi-step methods. Note also that there exist
implicit-explicit multi-step methods, see e.g. [Frank et al., 1997, Hundsdorfer and Ruuth,
2007].
Leapfrog method
The classical leapfrog scheme is derived by using a second order central difference in
time
un+1 = un−1+2∆t f (un , t n), (2.77)
which is an explicit multi-step method, equation (2.76), with k = 2 and coefficients α1 =
0, α2 = 1, β0 = 0, β1 = 2 and β2 = 0. The truncation error of the method is of sizeO(∆t 2).
The amplification factor of the scheme is more complicated to compute than for single-
step explicit methods because two time levels are involved in the expression for un+1.
Applying the scheme to the model problem of equation (2.49) yields
un+1 = un−1+2∆tλun . (2.78)
If we assume that the amplification factor is identical at each time step such that un+1 =
R(z)un ∀n, we obtain the following second order equation
R2−2zR−1 = 0, (2.79)
where z =∆tλ. This equation has two roots
R±(z) = z±
√
1+ z2. (2.80)
Multi-step methods are characterized by multiple roots among which one approximates
the exact solution u(t )= eλt and corresponds to the physical mode whilst the others are
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spurious and are associated to the so-called computational modes. The non-physical
modes arise as an artifact of the numerical scheme and are often at the origin of difficul-
ties. The numerical solution is then a linear combination of the physical and computa-
tional modes. For the leapfrog method, R+(z) is the physical mode and R−(z) the com-
putational mode. Note that even for ∆t = 0 the computational mode does not vanish. It
may been shown that the leapfrog is actually only stable if |∆tω| ≤ 1 with λ = iω a pure
imaginary eigenvalue. Therefore, the stability region is the unit slit along the imaginary
axis and results, see equation (2.80), in R±(z) = 1 leading to zero amplitude error. This
method is thus quite popular to integrate oscillatory systems, which have their eigenval-
ues on the imaginary axis.
Adams-Bashforth methods
The family of Adams-Bashforth (AB) methods are characterized by the fact thatαi = 0 for
i > 1 and the βi coefficients are chosen to obtain methods of the same order as the num-
ber of prior steps taken into account. These coefficients are defined uniquely by using
a higher order Lagrangian polynomial interpolation of f to approximate the integral of
equation (2.44). This polynomial is based on the points (t n+1−i , f n+1−i ) for i = 1, · · · ,k,
where f j = f (u j , t j ). The Adams-Bashforth methods of order 2 (AB2) and 3 (AB3) are
given hereunder
AB2 : un+1 = un + 1
2
∆t
[
3 f n − f n−1
]
, (2.81)
AB3 : un+1 = un + 1
12
∆t
[
23 f n −16 f n−1+5 f n−2
]
. (2.82)
Like for the leapfrog method, it is possible to compute the amplification factors for the
sampling problem which will be the roots of a polynomial of order k. By using Taylor
series expansions, the global order of accuracy of the AB methods can be shown to be
p = k. The AB methods suffer also from the presence of additional computational modes.
For a k-step AB method there will be 1 physical mode and k −1 computational modes.
However, in general, the AB methods strongly damp these spurious modes because the
modulus of their amplification factors tends to vanish when the time step is considerably
reduced. All AB methods are conditionally stable and have stability regions which con-
tract with increasing order - unlike ERK methods- yielding stricter limits on the allowable
time step, see Figure 2.13. Note that the AB2 method is unstable for eigenvalues lying on
the imaginary axis whilst the AB3 method has the added benefit of being conditionally
stable for pure imaginary eigenvalues. The intersections of the stability curve with the
imaginary axis are located at z =±0.72362.
2.2.6 Discussion
Several other time-stepping methods exists in the literature with a multitude of differ-
ent features. The choice of the optimal time-stepping scheme depends on many factors
as its intrinsic purpose, i.e. obtain time-accurate discretizations that capture the essen-
tial physical behaviors or perform long time simulations at the minimum computational
cost. But the choice is also often driven by both physical and numerical factors such as
the nature of the problem, the type and order of the spatial discretization method, the
computational architecture and resources, the physical processes which need to be ex-
amined particularly, ... The concept of optimality is thus very difficult to define but it
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Figure 2.13: Contours of the stability regions for the explicit Adams-Bashorth methods of order 1
(Euler explicit), 2 and 3.
can be summarized as a compromise between accuracy, low computational cost and ro-
bustness. Therefore, many efforts are made to improve the global efficiency of existing
schemes, while preserving their important numerical properties.
In this thesis the focus will be on explicit Runge-Kutta methods which have proven to
be very attractive in the context of DG spatial discretizations. Furthermore, these meth-
ods are quite appropriate for the specific applications that will be treated in this work.
The limitations on the allowable time step to ensure stability is often the main drawback
for such methods and may be very crippling for some applications. However, this may
be balanced by several strengths of ERK methods such as the low cost per time step, the
simple implementation, the efficient parallelization, the possibility of building high or-
der accurate schemes, ...
2.3 The Runge-Kutta discontinuous Galerkin method
2.3.1 Context
The aim of this section is to analyze the numerical stability of the so-called Runge-Kutta
discontinuous Galerkin (RKDG) method which associates explicit Runge-Kutta (ERK)
time-stepping with a discontinuous Galerkin (DG) spatial discretization. This approach,
introduced by Cockburn and Shu [Cockburn and Shu, 2001], results in methods which
are stable, high-order accurate, highly parallelizable and able to handle complex ge-
ometries. Two important properties, besides pure computational efficiency, that influ-
ence the performance of the RKDG methods are stability and accuracy. However, the
restrictions on the allowable time step to solve a problem are often driven by stability
requirements rather than accuracy. It is frequent that the temporal discretization error,
especially for low spatial interpolation orders, is negligible compared to the spatial dis-
cretization error when the time step is restricted by stability requirements. In practice,
the choice of an explicit time step to perform a simulation is mostly pushed upon the
upper bound of the stability limit. Hence, the discussion is primarily focussed on the sta-
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bility of these methods. First, in the case of problems with non-linearities such as shock
waves or other discontinuities which may appear in the solution of hyperbolic PDEs, it
is essential to avoid nonphysical behaviors. Strong-stability-preserving (SSP) numerical
methods are designed to satisfy non-linear stability requirements. Combining these SSP
schemes with the application of a slope limiter guarantees the non-linear stability prop-
erties of the RKDG method. Next, we address the well-known Courant-Friedrichs-Lewy
(CFL) condition, required to ensure linear stability, which will give a threshold that the
time step∆t shall not exceed for the scheme to remain stable. This condition is expressed
as an inequality and involves several parameters such as the element size, the speed of
information propagation but also the type of spatial and temporal discretization that is
used.
2.3.2 Limiters and total variation stability
Total variation diminishing schemes
First of all, we consider a one-dimensional PDE with appropriate initial conditions where
the spatial operator is denoted in a compact way by L(u) such that
du
d t
= L(u), (2.83)
which is assumed to be autonomous for the sake of simplicity. Total variation diminish-
ing (TVD) numerical methods satisfy
||un+1||TV ≤ ||un ||TV, ∀n ||un ||TV :=
∑
i
|uni+1−uni |, (2.84)
where || · ||TV is called the TV semi-norm that measures the oscillations in the solution.
Here, we use the standard notations of the finite volume framework, which are common
to illustrate the TVD property. The values of the discrete solution at the different spatial
degrees of freedom are denoted ui , see Figure 2.14. A TVD scheme guarantees that exist-
ing local minima do not decrease and maxima do not increase but also that no new local
extrema are generated. The TVD assumption for numerical schemes may be relaxed to a
more general stability assumption
||un ||TV ≤B , ∀n, B > 0. (2.85)
Numerical schemes that satisfy this condition are called total variation bounded (TVB)
methods where the total variation remains bounded in time. High-order discretization
produce spurious oscillations near discontinuities. Godunov’s theorem states that if a
linear numerical scheme for solving PDE’s is monotone then the scheme is at most of
first-order. But first-order accurate schemes are subject to an excessive amount of dissi-
pation. Solution or flux limiters have the vocation of suppressing oscillations near dis-
continuities without producing excessive diffusion.
Limiters
In order to have high-order spatial discretization which respects the TVD (or TVB) prop-
erty, it is common to apply appropriate limiters. These numerical tools are designed to
enforce the solution to be non-oscillatory at the regions which present shocks or dis-
continuities. Ideally, limiters should maintain the local conservation, meaning that they
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Figure 2.14: One-dimensional grid with unknowns located at the center of the cells which corre-
sponds to a P DG0 interpolation.
keep the average of the solution on each cell and do not degrade the accuracy of the
scheme in smooth regions. Limiters can be considered as a post-processing step whose
aim is to reconstruct the solution using the available information where extrema are de-
tected. There exists a vast literature and variety of limiters (minmod limiters, projec-
tion limiters, moment limiters, WENO limiters, ...) and it is still a very active research
area, see for instance [van Leer, 1979, Qiu et al., 2005, Krivodonova, 2007] and the ref-
erences therein. Particularly, the design of limiters for multi-dimensional systems and
unstructured meshes is very challenging since they often require the information of sev-
eral neighboring elements, see for instance [Zhu et al., 2008]. Examples of TVD and TVB
slope limiters used for the RKDG method are available in [Cockburn and Shu, 1989a]
2.3.3 Strong stability preserving schemes
It has been shown in [Cockburn and Shu, 1989a] that, provided that a general slope lim-
iter is used for higher order (≥ 2) DG interpolation, the first order forward Euler scheme
in conjunction with a MOL approach using a DG spatial discretization is TVD/TVB, un-
der a CFL condition. Strong stability preserving (SSP) time stepping methods are de-
signed with the aim of extending these nonlinear stability properties up to higher order
RKDG methods., i.e. preserve the TVD/TVB property. Shu and Osher [Shu and Osher,
1989] introduced these methods, originally referred as TVD time discretization methods,
to obtain second and higher order time discretizations which maintain the TVD prop-
erty, assuming that the spatial discretization combined with the explicit Euler scheme is
TVD. The key idea to build higher order SSP schemes is to use convexity arguments. Re-
calling that the explicit Euler method associated with the spatial discretization L and an
arbitrary norm || · || is strongly stable for a time step ∆t smaller than ∆tFE (the maximum
allowable time step for the forward Euler method to be stable), i.e.
||u+∆tL(u)|| ≤ ||u||, ∀∆t ≤∆tFE, (2.86)
it is possible to construct higher order SSP methods by taking convex combinations of
forward Euler steps. An Euler step may be defined in a compact notation
ε(∆t ,u) = u(t )+∆tL(u). (2.87)
As an example, consider a two stage second order ERK method obtained from the
Butcher Tableau of the RK22 method with β= 1 in Table 2.3(a). The different steps of the
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method may be written as follows
u(1) = un , k1 = L(u(1)),
u(2) = un +∆tk1, k2 = L(u(2)), (2.88)
un+1 = un + ∆t
2
(k1+k2).
We can rewrite the expression for un+1 as a convex combination of Euler steps
un+1 = u(1)+ ∆t
2
(k1+k2)
= 1
2
u(1)+ 1
2
u(1)+ ∆t
2
k1+ ∆t
2
k2
= 1
2
u(1)+ 1
2
u(2)+ ∆t
2
k2 (2.89)
= 1
2
[
u(1)+0L(u(1))
]
+ 1
2
[
u(2)+∆tL(u(2))
]
= 1
2
ε(0,u(1))+ 1
2
ε(∆t ,u(2)).
In the framework of SSP Runge-Kutta methods, it is more convenient to use the Shu-
Osher formulation [Shu and Osher, 1989]
u(1) = un ,
u(i+1) =
i∑
j=1
(
αi j u
( j )+βi j∆tL(u( j ))
)
, i = 1, · · · , s, (2.90)
un+1 = us+1,
where consistency requires that
∑i
j=1αi j = 1 for i = 1, · · · s. Order conditions exists on the
coefficients αi j and βi j but, if we enforce αi j ≥ 0 and βi j ≥ 0 and that αi j = 0 if and only
if βi j = 0, it is possible to rewrite equation (2.91) such that it corresponds to a convex
combination of Euler steps by replacing the second line by
u(i+1) =
i∑
j=1
αi j
(
u( j )+ βi j
αi j
∆tL(u( j ))
)
=
i∑
j=1
αi jε
(
βi j
αi j
∆t ,u( j )
)
, i = 1, · · · , s. (2.91)
The time step sizes of the Euler steps are
βi j
αi j
∆t which yields the next inequality for the
allowable time step of the general scheme
max
i , j
(
βi j
αi j
)
∆t ≤∆tFE. (2.92)
The classical RK33 and RK44 schemes of Table 2.3(b) and (c) are not SSP. Three-stages
third-order SSP schemes exists, for which the optimal (in the sense of the CFL coefficient)
version [Gottlieb et al., 2001] is
u(1) = un +∆tL(un), (2.93)
u(2) = 3
4
un + 1
4
u(1)+ 1
4
∆tL(u(1)), (2.94)
un+1 = 1
3
un + 2
3
u(2)+ 2
3
∆tL(u(2)), (2.95)
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but a minimum of five stages is required to build a fourth-order accurate and non-linearly
stable scheme because it is not possible to avoid negativeβi j in equation (2.91), as proven
in [Gottlieb and Shu, 1998].
The major drawback of SSP methods is that they require either many function eval-
uations compared to the forward Euler method leading to computationally expensive
schemes, either large amounts of memory. The challenge is thus to design optimal SSP
methods in terms of computational efficiency by selecting adequately the coefficients.
For a given order, the computational efficiency of RKDG methods is dependent on both
the number of stages and the CFL condition. In general, methods using additional stages
compared to the theoretical number required for a given order provide improvements in
efficiency. The less restrictive CFL condition for linear stability allows sufficiently large
stable time steps to compensate the supplementary work due to the extra stages. Much of
the research in this field is focussed on the development of optimal high order SSP meth-
ods in terms of both memory storage and computational efficiency, see for instance [Spi-
teri and Ruuth, 2002, Ruuth, 2006, Kubatko et al., 2007, Ketcheson, 2008, Kubatko et al.,
2013, Toulorge, 2012] and the references therein.
2.3.4 The CFL condition
If optimal SSP schemes are required to solve efficiently non-linear problems, the con-
ditions for linear stability are generally more limiting than the stability constraints on
each Euler step of equation (2.92), see for instance [Cockburn and Shu, 2001, Kubatko
et al., 2007]. The linear stability is however needed for non-linear problems to prevent
the round-off errors from being amplified and degenerating the solution. Accordingly,
the CFL condition, resulting from a linear stability analysis, should be carefully analyzed
for both linear and non-linear applications.
Recall, from Section 2.2.2, that a condition for stability when using ERK schemes is
that the scaled spectrum λ∆t , generated by the eigenvalues of the semi-discrete opera-
tor, remains, for a given time step ∆t , in the absolute stability region S defined by the
inequality
S = {z : |R(z)| ≤ 1}, (2.96)
with z =λ∆t . In other words, we seek an upper bound for the allowable time step,∆tmax,
such that, for each eigenvalue λk of the semi-discrete operator,
|R(λk∆t )| ≤ 1, ∀λk and ∀∆t ≤∆tmax. (2.97)
In practice, an iterative method may be used to reduce the interval of allowable time
steps by simple bisection.
The determination of the maximum allowable time step for explicit time discretiza-
tion schemes is crucial for many realistic applications in order to maximize the compu-
tational efficiency. In practice, it is inconceivable to perform a complete spectral analysis
of the semi-discrete operator because it would be far too expensive. Indeed, the opera-
tions consisting in the global assembly of the semi-discrete operator for the entire mesh
and solving the associated eigenvalue problem may rapidly become crippling especially
with increasing DG interpolation order p and the dimension of the problem. Therefore,
it is useful to derive an alternative condition to quantify stability and accuracy by study-
ing the spatial scheme. It is often preferable to analyze the spatial scheme by means of
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a classical technique similar to the von Neumann method, commonly used in the finite
difference framework, to have an insight into the behavior of the numerical methods. Ba-
sically, it consists in isolating the Fourier modes and comparing their behavior between
the continuous and discrete solutions.
This kind of von Neumann-like analysis reveals that the stability limit involves, among
other parameters, the size h of the discrete element as well as the maximum eigenvalue
of the Jacobian matrix of the system. For the sake of simplicity, we will distinguish here
advection and diffusion problems. We assume that λamax (resp. λ
d
max) is the maximum
eigenvalue of the Jacobian matrix of the advection (resp. diffusion) term with respect
to the first-order (resp. second-order) derivative of the nodal values. In other words,
λamax and λ
d
max have the dimensions of an advective velocity and a diffusive viscosity, re-
spectively. For advection-dominated problems the maximum allowable time step should
scale proportionally to h and inversely proportionally to λamax. As an example, assume
that a mesh element with a fixed size, shape and orientation and a maximum advective
speed λamax allows a maximum time step ∆tmax to ensure stability. Then, if λ
a
max is in-
creased by a factor α the maximum allowable time step becomes 1α∆tmax. In the same
way, if for a fixed λamax an element of fixed shape and orientation undergoes an homo-
thetic transformation of factor β, then the maximum allowable time step would become
β∆tmax. Therefore, it is convenient to write the stability limit in the following form
ν=λamax
∆t
h
≤ νmax(p,S)=λamax
∆tmax
h
, (2.98)
where ν (resp. νmax) is the so-called Courant number (resp. maximum Courant num-
ber). The maximum Courant number depends on both the spatial and time discretiza-
tion methods with p the degree of the polynomials and S the absolute stability region of
the RK method. Similar reasoning applies to diffusion-dominated problems where the
Courant-like number is inversely proportional to the square of the element size (due to
the second order derivatives)
ν=λdmax
∆t
h2
≤ νmax(p,S)=λdmax
∆tmax
h2
. (2.99)
The maximum Courant-like number, νmax, is generally hard to determine and may be
influenced by several parameters.
In a one-dimensional space and a DG spatial discretization with polynomial interpo-
lations of order p, it has been shown in [Cockburn and Shu, 1989a] that a (p +1)-stage
RK method of order p +1 is necessary to fence the round-off errors. For a scalar linear
advection equation with constant advection speed c, a van Neumann stability analysis
yields the following CFL condition up to p = 2
ν= |c|∆t
∆x
≤ νmax = 1
2p+1 , (2.100)
where ∆x is the uniform space increment. Chavent and Cockburn showed in [Chavent
and Cockburn, 1989] that the simple forward Euler step is unconditionally unstable in
the L2-norm for a fixed Courant number for p > 0. This is due to the eigenvalues of the
DG operator that are located near to the imaginary axis which is not included in the ab-
solute stability region. The formula (2.100) was proven optimal for p = 0 and p = 1 [Cock-
burn and Shu, 1991], whilst for p ≥ 2 it is observed in [Cockburn and Shu, 2001] that this
estimate of the CFL condition is less than 5% smaller than the optimal CFL obtained by
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numerical evidence. The linear stability for stage-exceeding SSP RKDG methods were
analyzed in detail in [Kubatko et al., 2007]. Although the CFL criterium is very helpful to
select the maximum allowable time step, it should be noted that it is a necessary but not
sufficient condition, unless the spatial discretization matrix is normal. Compared to the
finite difference and finite volume method, for which νmax can be considered as nearly
constant for any order of accuracy, the CFL condition seems much more restrictive es-
pecially for high order DG interpolation order. But, the compact nature of DG methods
requires p + 1 degrees of freedom to obtain sub-cell resolution and the order is there-
fore involved in the stability restriction on each cell. The computational stencil for DG
discretization includes only the direct neighbors whilst, for higher order finite difference
and volume methods, it must be extended substantially.
The multi-dimensional case was studied in [Cockburn et al., 1990] and the condi-
tional stability of the RKDG methods was demonstrated. However, the impact on the CFL
condition of the shape of the mesh elements, their orientation compared to the advective
and diffusive flux, as well as the type of numerical flux that is used at the interfaces are
not put in evidence. In [Kubatko et al., 2008], Kubatko et al. studied CFL conditions for
the RKDG methods on two structured triangular grids for polynomial spaces of degree
p ≤ 3 with different SSP RK time integrators. They considered a two-dimensional linear
hyperbolic conservation law with constant advective speed and varied the direction of
the advection vector to evaluate the maximum and minimum Courant numbers. Next,
they attempt to link the two-dimensional CFL conditions with the one-dimensional con-
ditions by choosing an appropriate measure h of a mesh element to select a stable time
step. Traditional choices for h are the shortest element edge or the radius of the inscribed
circle. Kubatko et al. proposed in their work to take h as the radius of the largest circle
inscribed in the stencil of triangles which surround a vertex. They found that the two-
dimensional CFL condition could be approximated, in general, by the one-dimensional
CFL condition multiplied by a parameter which is dependent on the order p of the DG
spatial interpolation. Based on their results, they proposed a relation for the CFL condi-
tion for RKDG methods on n-dimensional simplexes
λamax
∆t
h
≤ 1
n f (p)
ν1Dmax. (2.101)
For instance, acceptable approximations of the CFL were found for the structured trian-
gular (n = 2) grid patterns studied in [Kubatko et al., 2008] by taking f (p)= 1/(p +1) for
p ≤ 3.
In the previously cited work, the impact of the triangle shapes and the choice of
the numerical flux on the maximum Courant number was not addressed. Toulorge and
Desmet investigated the influence of these factors for the scalar advection equation on
structured periodic triangular meshes [Toulorge and Desmet, 2011]. They provide in-
depth analysis for several triangle shapes with, as numerical flux at the discontinuous
interfaces, either the upwind flux or the Lax-Friedrichs flux. The numerical tests and
spectral analyses were performed for several SSP RK time integrators and various DG
interpolation orders. In their work, they also derived CFL conditions based on various
measures of the element size and came to the conclusion that only the shortest height of
a triangle and its inner radius were adequate for practical simulations.
The time step restrictions on computational meshes for multi-dimensional problems
is far from obvious. Evaluating the maximum Courant number is further complicated for
unstructured meshes, although they are one of the trademarks of the DG methods. Usu-
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ally and practically, the maximum allowable time step associated with an unstructured
grid is estimated by seeking the element with the strictest stability limit. This approach
yields a local criterium for the global problem on a tessellation Ωh composed of mesh
elementsΩe
∆t ≤ min
Ωe∈Ωh
(
he
λae
)
νmax, (2.102)
where he is the selected size measure of element Ωe and λae is the maximum advective
velocity on the same element. A similar approach can be applied to the diffusion prob-
lem. However, it should be clear that this element-wise strategy to determine the stability
limit may yield different limits than the one that would be obtained by a global stability
analysis. Observe also that condition (2.102) may be very restrictive especially when the
average element-wise stable time step is critically larger then the minimum one. In those
cases, the overall computational efficiency of the method can be dramatically low with
respect to the problem size.
In spite of the important research efforts made to derive accurate CFL conditions,
which are very important to help engineers and researchers to set up an efficient numer-
ical method, it is often difficult to select the best effective stable time step a-priori. In
practice, an initial approximation for the stable time step is computed with some criteria
and then adjusted to obtain the maximum efficiency.
2.3.5 Element size measures
We have seen in the previous section that the element size measure plays an important
role to determine accurate CFL conditions. For straight one-dimensional elements, the
element size measure is natural. For triangular elements the size of the radius of the
incircle of a triangle turns out to be quite appropriate. In this work, we decided to select
this kind of measure for the types of 2D and 3D elements that will be used in this work.
Triangles and tetrahedra
The radius of the incircle of a triangle may be obtained from the lengths of its three sides
l1, l2 and l3
r4 = A
l∗
, with l∗ = 1
2
(l1+ l2+ l3), (2.103)
where A is the area of the triangle, see Figure 2.15(a).
For a tetrahedron, we seek the radius of the inscribed sphere tangent to the four faces,
which can be obtained by the following formulas
rN = 3V
A∗
, with A∗ = 1
4
(A1+ A2+ A3+ A4), (2.104)
where V is the volume of the tetrahedron and A1, A2, A3 and A4 are the areas of its four
faces, see Figure 2.15(b).
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(a) Triangle.
V
A1
A2
A3
A4
rN
(b) Tetrahedron.
Figure 2.15: Illustration of the inner radius of the (a) inscribed circle in a triangle and (b) the
inscribed ball in a tetrahedron.
Quadrangles
The case of quadrilateral elements is much more complicated since only a subset of the
family admits an incircle which is tangent to the four sides. First, in the case of an ar-
bitrary quadrangle with four coplanar points, we compute the radii (r 1ä,r
2
ä,r
3
ä and r
4
ä) of
the four circles which are tangent to at least three of the four sides. The centers of these
circles may be determined by drawing the bisectors of the quadrangle. The length of the
minimum of the four radii is selected to compute the CFL condition. Figure 2.16 gives an
illustration of this strategy.
Another issue with quadrangles is that the four vertices are not necessarily in the
same plane in contrast to triangles. This kind of elements may appear when meshing
non-planar manifolds. For such cases, the idea is to compute the mean plane in the sense
of the least squares using a singular value decomposition (SVD). Next, we project the four
original vertices of the quadrangle on this mean plane to obtain a planar representation
and we may apply the previous procedure to determine the element size measure.
2.3.6 Discussion
Despite the numerous advantages of using explicit time-stepping methods in combina-
tion with a DG spatial discretization, the linear and nonlinear stability restrictions may
be very strict and cause a dramatically low computational efficiency. Indeed, stability
conditions may differ substantially in space and in time for many realistic scenarios. For
problems with a global CFL condition that varies in time, one solution consists in reeval-
uating the admissible time step at different times during the simulation. For spatially
varying stable time steps, the global restriction on the time step is mostly driven by the
most constrained element where the CFL condition could be violated first and cause the
degradation of the approximate solution. In this context, problems with a large gap be-
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r1
(a)
r2
(b)
r3
(c)
r4
(d)
Figure 2.16: Illustration of the procedure to determine the element size measure of a quadran-
gle. We compute the radius r iä for i = 1,2,3,4 for the four circles tangent to at least three sides.
The center of each circle is determined by drawing the two bisectors (dashed green) at the two
angles formed by the three active sides (solid green). The minimum of the four radii is selected
as quadrilateral size measure (here r 4ä).
tween the global allowable time step and the average of the element-wise allowable time
steps present a dramatically low computational efficiency compared to the size (in terms
of degrees of freedom) of the problem. Therefore, a natural and straightforward idea to
improve the performance consists in exploring explicit methods which allow the time
steps to vary spatially. The challenge, of course, is to derive such methods while main-
taining some of the important numerical properties of the original explicit scheme.
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2.4 Methods with locally varying time steps
2.4.1 Motivation
For explicit time integration methods, the local CFL constraint is dependent on both the
mesh spacing and the maximum speed of information propagation. In other words, it
is required that the time step is smaller than the time taken by the information to prop-
agate across one spatial step. For hyperbolic systems, the restriction on the stable time
step is proportional to the mesh size and inversely proportional to the advective veloc-
ity. In many realistic scenarios, it may occur that one or both of these quantities vary
dramatically in space yielding relatively low computational efficiency.
As an illustration, let us distinguish two one-dimensional configurations where the
application of the global allowable time step hampers the overall efficiency. First, con-
sider the case of a structured mesh with 5 uniform grid cells with constant spacing ∆x
and an advective velocity field of magnitude a, for which ∆t is a stable time step, except
for the central cell where it is 2a, see Figure 2.17(a). The global stable time step due to
the central grid cell is then 12∆t . If a naive local time-stepping method is applied using
as local time steps 12∆t for the central grid cell and ∆t for the remaining cells, then a the-
oretical speedup of 1.667 is obtained. Second, consider the case of an unstructured grid
composed of 5 cells with a central cell of size 12∆x and the four remaining cells of size∆x.
The advective velocity field is constant everywhere with magnitude a, see Figure 2.17(b).
The exact same reasoning as in the previous case applies for this problem.
a a 2a a a
∆x ∆x ∆x ∆x ∆x
(a) Locally varying advective speed
a a a a a
∆x ∆x 12∆x ∆x ∆x
(b) Locally varying mesh size
Figure 2.17: Simple one-dimensional illustration of the two configurations: (a) structured grid
with varying advective speed and (b) unstructured grid with constant advective speed. The ap-
plication of a naive local-time stepping method would yield a theoretical speedup of 1.6667 for
both cases.
Problems with strongly varying local stability conditions arise in many realistic sce-
narios. In particular, multi-scale problems, which incorporate a large variety of spatial
and temporal scales, are subject to these kind of issues. Unstructured meshes are fre-
quently preferred to resolve complex geometries such as coastlines in the framework of
ocean modeling. High resolution obtained by mesh refinement is sometimes required
to solve more accurately some regions of particular interest. But small elements can also
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arise due to technical limitations. For instance, finite element mesh generation softwares
are generally able to control the average element size but not the smallest one. Major dis-
crepancies in advective speeds are linked to the physical characteristics of the problem
that we seek to solve. For the shallow water equations, for instance, the speed of the
gravity waves is proportional to the square root of the water depth. For ocean model-
ing simulations with a strongly varying water depth, we may have substantially differ-
ent advective speeds. In such cases, there is a need for time-stepping methods which
are able to handle different time steps to increase the efficiency without compromising
other properties such as stability, accuracy, conservation, ... . In this section we present
a non-exhaustive review of existing methods which allow locally varying time steps to
circumvent the global CFL condition. A more particular attention is paid to multirate
methods which are the subject of this thesis. The main ideas of the space-time expan-
sion of the DG method will also be presented.
2.4.2 Explicit multirate methods
Multirate methods are a subset of the local time-stepping schemes family in the sense
that they allow the use of different time steps which are integer ratios of each other. For
the sake of simplicity, we illustrate the following methods for a one-dimensional scalar
conservation law which is spatially discretized by means of constant polynomials (DG
with polynomials of order p = 0 or first order finite volume method). A computational
meshΩh composed ofNe non-overlapping straight elementsΩe is considered. The exact
solution is approximated by a vector of nodal unknowns Ue with e = 1, · · · ,Ne associated
with each element of the mesh such that u(t )≈U (t )= [U1(t ), · · · ,UNe (t )], see Figure 2.18
for an illustration. Note that there is only one degree of freedom per element such that in
expression (2.6) we have thatNp =Ne and Ue,i =Ue . Suppose that L is the semi-discrete
operator (continuous in time, discrete in space) yielding by means of the MOL approach
the following system of equations
dU
d t
= L(U ), (2.105)
for which we assume an initial condition and appropriate boundary conditions. This
system of equations may be rewritten in an element-wise form
dUe
d t
= L(Ue−1,Ue ,Ue+1)= L(U¯e ), (2.106)
where we assume that the flux function L, on element Ωe , is a scalar function of the
solutions on the actual elementΩe and its two neighboring elementsΩe−1 andΩe+1. For
simplicity, we use the compact notation L(U¯e )= L(Ue−1,Ue ,Ue+1). A simple explicit Euler
step may be applied to equation (2.106) to compute the next step solution U n+1e at time
t n+1 = t n +∆t from the solution U ne at time t n
U n+1e =U ne +∆tL(U¯ ne ), (2.107)
which is stable if ∆t respects the CFL condition. We illustrate graphically this simple
Euler step with its dependence on the neighboring elements in Figure 2.19. The blue
tree must be interpreted as follows: the starting value is the encircled node; the next step
solution is the node at the top of the tree; and the values at the end of the three branches
are used to compute the flux function L. Now consider the case where the element-wise
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time-step restrictions are not identical for all the elements in the mesh. More specifically,
we restrict ourselves, in this section, to case where a subset of the elements with e < e∗
allows a maximum stable time step ∆t , whilst the remaining elements (e ≥ e∗) are stable
for half of the time step, ∆t/2. The critical interface is then located at the intersection
between elements Ωe∗−1 and Ωe∗ which use different time steps. For an illustration see
Figure 2.20. We choose, for simplicity, to select a ratio of 2 between the largest and the
smallest time step, but the multirate methods that will be presented hereunder may also
be derived for arbitrary integer time step ratios M such that the small time step is 1M∆t .
All the following multirate schemes may be represented as partitioned Runge-Kutta
(PRK) methods, see [Hairer, 1981, Hundsdorfer et al., 2014]. Two Butcher tableaus with s
stages, defined by the matrices AI = [a Ii j ] and AI I = [a I Ii j ] and the vectors b I = [b Ii ], b I I =
[b I Ii ], c I = c Ii and c I I = [c I Ii ], are represented side by side, see Table 2.6, corresponding to
the ERK methods used for elements using a time step ∆t and ∆t/2, respectively. For PRK
methods, coupling order conditions, see for instance [Schlegel et al., 2009], are added to
the standard individual ERK order conditions, given by equations 2.63,2.64, 2.65, such
that the complete list of order conditions may be expressed as follows
Order 1 :
s∑
i=1
b Ii =
s∑
i=1
b I Ii = 1; (2.108)
Order 2 :
s∑
i=2
b Ii c
I
i =
s∑
i=2
b I Ii c
I I
i =
1
2
,
s∑
i=2
b Ii c
I I
i =
s∑
i=2
b I Ii c
I
i =
1
2
; (2.109)
Order 3 :
s∑
i=2
b Ii
(
c Ii
)2
=
s∑
i=2
b I Ii
(
c I Ii
)2
= 1
3
,
s∑
i=3
b Ii
i−1∑
j=2
a Ii j c
I
j =
s∑
i=3
b I Ii
i−1∑
j=2
a I Ii j c
I I
j =
1
6
, (2.110)
s∑
i=2
b Ii
(
c I Ii
)2
=
s∑
i=2
b I Ii
(
c Ii
)2
= 1
3
,
s∑
i=3
b Ii
i−1∑
j=2
a I Ii j c
I I
j =
s∑
i=3
b I Ii
i−1∑
j=2
a Ii j c
I
j =
1
6
.
Note that we restrict the list of order conditions to a maximum order 3, because, to our
knowledge, no multirate methods have been developed with higher orders.
c I AI c I I AI I
bTI b
T
I I
Table 2.6: Butcher tableaus for the multirate partitioned Runge-Kutta methods. The first method
for the large time step is defined by the RK parameters AI = [a Ii j ], c I = [c Ii ] and b I = [b Ii ], whilst
the second method for the small time step is defined by the RK parameters AI I = [a I Ii j ], c I I = [c I Ii ]
and b I I = [b I Ii ].
Two important properties will be discussed for all the following multirate schemes:
(i) internal consistency; and (ii) conservation. A multirate method will be characterized
as internally consistent if the intermediate values, at each stage of the algorithm, of Ue∗
and Ue∗−1 are evaluated at the same intermediate times. Therefore, the method will be
internally inconsistent if c I 6= c I I in Table 2.6. A multirate method will be characterized
as conservative if the total left and right fluxes crossing the critical interface are exactly
equivalent when updating the solutions on Ωe∗ and Ωe∗−1. The methods will thus lack
conservation if b I 6= b I I in Table 2.6. Note that the presentation of the first- and second-
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Ωe-2 Ωe-1 Ωe Ωe+1
Ue-2
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Ue
Ue+1
Figure 2.18: Constant interpolation of
the solution corresponding to the first or-
der accurate (p = 0) DG method.
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Figure 2.19: Illustration of the spatial de-
pendence for a forward Euler step with
time step ∆t , see equation (2.107).
order multirate methods is inspired by the work of Hundsdorfer et al. [Hundsdorfer et al.,
2007].
First-order multirate schemes
Osher and Sanders proposed, in the context of the finite volume method, a multirate
strategy based on the simple explicit Euler scheme [Osher and Sanders, 1983] allowing
the use of different time steps depending on the local CFL condition and which are in-
teger multiples of each other. For the model example, the multirate method may be ex-
pressed as follows
U n+1/2e = U ne + 12∆tL(U¯ ne ) (2.111)
U∗e =
 U ne for e < e∗,U n+1/2e for e ≥ e∗, (2.112)
U n+1e = U n+1/2e + 12∆tL(U¯∗e ), (2.113)
where U∗e is an intermediate value which corresponding to time t n for e < e∗ and t n+1/2 =
t n + 12∆t for e ≥ e∗. For elements e < e∗−1, one only need to perform one single func-
tion evaluation since U∗e =U ne for all e ≤ e∗−1 and thus L(U¯∗e ) = L(U¯ ne ). So, in practice,
elementsΩe with e < e∗−1 require one single function evaluation, whilst the remaining
elements require two. Less operations will thus be required compared to the equivalent
singlerate method where two function evaluations are required for each element in or-
der to reach time t n+1. Actually, the method reduces to the simple forward Euler method
with time step ∆t (resp. ∆t/2) for elements e < e∗− 1 (resp. e ≥ e∗+ 1). Indeed, if we
simplify the expressions, we obtain
U n+1e∗−2 =U n+1/2e∗−2 + 12∆tL(U ne∗−3,U ne∗−2,U ne∗−1)=U ne∗−2+∆tL(U¯ ne∗−2), (2.114)
U n+1e∗+1 =U n+1/2e∗+1 + 12∆tL(U n+1/2e∗ ,U n+1/2e∗+1 ,U n+1/2e∗+2 )=U n+1/2e∗+1 + 12∆tL(U¯ n+1/2e∗+1 ). (2.115)
A graphical illustration of this method is given in Figure 2.20(a). The coefficients corre-
sponding to the PRK method are given in Table 2.7 (a). This method holds the property of
conservation (b I = b I I ) but is internally inconsistent (c I 6= c I I ), see [Tang and Warnecke,
2006], at the critical interface I∗ located between elements Ωe∗−1 and Ωe∗ . However,
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first-order convergence can still be obtained in the maximum norm. A high-resolution
version of this method was introduced by Dawson and Kirby [Dawson, 1995, Dawson
and Kirby, 2000] in which they incorporated corrected quantities, by means of a strict
slope limiter, rather than piecewise constants to compute the flux term. This method for
general advective flux was shown, under appropriate local limiting and CFL conditions,
to satisfy the maximum principle and the TVD property and, with additional limiting, the
convergence to the entropy solution is guaranteed for convex fluxes [Kirby, 2003] . The
authors give also numerical results which indicate that the scheme exhibits comparable
accuracy and stability as the method upon which it is based.
Tang and Warnecke proposed in [Tang and Warnecke, 2006] to modify the scheme
defined by equations (2.116) and (2.113) to obtain an internally consistent scheme
U n+1/2e = U ne + 12∆tL(U¯ ne ), (2.116)
U n+1e =
 U n+1/2e +
1
2∆tL(U¯
n
e ) for e < e∗,
U n+1/2e + 12∆tL(U¯ n+1/2e ) for e ≥ e∗.
(2.117)
Note that for e < e∗ we simply recover the forward Euler scheme, i.e. U n+1e = U ne +
∆tL(U¯ ne ). Therefore we may obtain a computational gain since, in practice, the eval-
uation of L(U¯ ne ) may be performed only once for these elements. In a similar manner
for e ≥ e∗ the method reduces to the forward Euler scheme applied twice successively
with a time step ∆t/2. This scheme is illustrated around the critical interface I∗ in Fig-
ure 2.20(b). The coefficients corresponding to the PRK method are given in Table 2.7 (b).
This scheme is internally consistent (c I = c I I ) but is nonconservative (b I 6= b I I ).
0 0 0 0 0 0
0 0 0 1/2 1/2 0
1/2 1/2 1/2 1/2
(a) Osher and Sanders
0 0 0 0 0 0
1/2 1/2 0 1/2 1/2 0
1 0 1/2 1/2
(b) Tang and Warnecke
Table 2.7: Butcher tableaus for the corresponding partitioned Runge-Kutta representation of the
two first-order multirate schemes.
Second-order multirate schemes
Second-order multirate scheme are often constructed from the RK22 method which is
given in Table 2.3(a) with β= 1. This method, well-known as the Heun’s method, may be
rewritten as a predictor-corrector method
V n+1e = U ne +∆tL(U¯ ne ), (2.118)
U n+1e = 12U ne + 12
(
V n+1e +∆tL(V¯ n+1e )
)
=U ne + 12∆t
(
L(U¯ ne )+L(V¯ n+1e )
)
, (2.119)
where V n+1e is the predictor obtained with an explicit Euler step which is corrected by
means of the trapezoidal rule to obtain U n+1e . We may verify that, to build a second-order
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stable for ∆t stable for 12∆t
Ωe∗-2 Ωe∗-1 Ωe∗ Ωe∗+1
tn
tn+1/2
tn+1
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tn+1/2
tn+1
Un
Un+1/2
Un+1
I∗
(a) Osher and Sanders
stable for ∆t stable for 12∆t
Ωe∗-2 Ωe∗-1 Ωe∗ Ωe∗+1
tn
tn+1/2
tn+1
tn
tn+1/2
tn+1
Un
Un+1/2
Un+1
I∗
(b) Tang and Warnecke
Figure 2.20: Graphical illustration for the two first-order multirate methods. Each tree represents
an application of an explicit Euler step: the starting value is the encircled node; the three values
on which depends the L function are at the end of the three branches; the upper node of the tree
corresponds to the next step solution; the length of the time step is determined by the distance
between the encircled node and the upper node (here ∆t or 1/2∆t ).
approximation of U n+1e , we need the values U ne−2, U
n
e−1, U
n
e , U
n
e+1 and U
n
e+2 which con-
stitute the domain of dependence [Ωe−2, · · · ,Ωe+2]. The domain of dependence for the
first-order explicit Euler step is [Ωe−1, · · · ,Ωe+1]. An s-stage explicit Runge-Kutta method
has a domain of dependence [Ωe−s , · · · ,Ωe+s].
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Tang and Warnecke [Tang and Warnecke, 2006] constructed a second-order multirate
scheme based upon the Heun’s method
V n+1/2e = U ne + 12∆tL(U¯ ne ), (2.120)
U n+1/2e = U ne + 14∆t
(
L(U¯ ne )+L(V¯ n+1/2e )
)
, (2.121)
V n+1e =
 U ne +∆tL(U¯ ne ) for e < e∗,U n+1/2e + 12∆tL(U¯ n+1/2e ) for e ≥ e∗. (2.122)
U n+1e =
 U
n
e + 12∆t
(
L(U¯ ne )+L(V¯ n+1e )
)
for e < e∗,
U n+1/2e + 14∆t
(
L(U¯ n+1/2e )+L(V¯ n+1e )
)
for e ≥ e∗.
(2.123)
For e ≤ e∗−2 and e ≥ e∗+1 we recover the classical second-order Heun’s method with
time steps ∆t (2 function evaluations) and ∆t/2 applied twice successively (4 function
evaluations). The two elements Ωe∗−1 and Ωe∗ which need a special treatment are lo-
cated at both sides of the critical interface. The values that will differ from the case where
the same time-step is used everywhere are highlighted in bold in the next expressions
U n+1e∗ = U n+1/2e∗ + 14∆t
(
L(U¯ n+1/2e∗ )+L(V n+1e∗−1,V n+1e∗ ,V n+1e∗+1)
)
, (2.124)
U n+1e∗−1 = U ne∗−1+ 12∆t
(
L(U¯ ne∗−1)+L(V n+1e∗−2,V n+1e∗−1,V n+1e∗ )
)
. (2.125)
For elementΩe∗ (resp. Ωe∗−1) the predictor step at t n+1, V n+1e∗−1 (resp. V
n+1
e∗ ), on the neigh-
boring element at the critical interface side, Ωe∗−1 (resp. Ωe∗), is approximated by one
Euler step from time t n to t n+1 with time step∆t (resp. from time t n+1/2 to t n+1 with time
step ∆t/2). The coefficients corresponding to the PRK method are given in Table 2.8 (a).
This multirate scheme is internally consistent (c I = c I I ) but nonconservative (b I 6= b I I )
at the critical interface. One may verify that the second order coupling conditions of
equation (2.109) are satisfied.
In [Constantinescu and Sandu, 2007], Constantinescu and Sandu introduced a con-
servative second-order multirate method
V ∗e =
 U ne +∆tL(U¯ ne ) for e < e∗,U ne + 12∆tL(U¯ ne ) for e ≥ e∗. (2.126)
U∗e =
 U
n
e for e < e∗,
U ne + 14∆t
(
L(U¯ ne )+L(V¯ ∗e )
)
for e ≥ e∗.
(2.127)
V n+1e =
 U ne +∆tL(U¯∗e ) for e < e∗,U∗e + 12∆tL(U¯∗e ) for e ≥ e∗. (2.128)
U n+1e = U ne + 14∆t
(
L(U¯ ne )+L(V¯ ∗e )+L(U¯∗e )+L(V¯ n+1e )
)
, (2.129)
where V ∗e is the intermediate predictor corresponding to time t n+1 for elements with
e < e∗ and t n+1/2 for elements with e ≥ e∗. The intermediate corrector U∗e corresponds
to time t n for elements with e < e∗ and t n+1/2 for elements with e ≥ e∗. This method
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differs from the classical Heun’s method (modified values are highlighted in bold) for the
elements which are on both sides of the critical interface
U n+1e∗ = U ne∗ + 14∆t
(
L(U¯ ne∗)+L(V ∗e∗−1,V ∗e∗ ,V ∗e∗+1) (2.130)
+ L(U∗e∗−1,U∗e∗ ,U∗e∗+1)+L(V n+1e∗−1,V n+1e∗ ,V n+1e∗+1)
)
,
U n+1e∗−1 = U ne∗−1+ 14∆t
(
L(U¯ ne∗−1)+L(V ∗e∗−2,V ∗e∗−1,V ∗e∗) (2.131)
+ L(U∗e∗−2,U∗e∗−1,U∗e∗)+L(V n+1e∗−2,V n+1e∗−1,V n+1e∗+1)
)
,
but also for elements which are at a distance of two elements from the critical interface
U n+1e∗+1 = U ne∗+1+ 14∆t
(
L(U¯ ne∗+1)+L(V¯ ∗e∗+1)+L(U∗e∗ ,U∗e∗+1,U∗e∗+2) (2.132)
+ L(V n+1e∗ ,V n+1e∗+1,V n+1e∗+2)
)
,
U n+1e∗−2 = U ne∗−2+ 14∆t
(
L(U¯ ne∗−2)+L(V¯ ∗e∗−2)+L(U¯∗e∗−2) (2.133)
+ L(V n+1e∗−3,V n+1e∗−2,V n+1e∗−1)
)
.
which means that the original second-order method with time step ∆t (resp. ∆t/2) is
recovered for elements verifying e < e∗−2 (resp. e > e∗+1). This scheme is conservative
(b I = b I I ) and internally inconsistent (c I 6= c I I ) but, due to damping and cancellation ef-
fects, it was shown to be convergent with order one in the maximum norm, see [Hunds-
dorfer and Ruuth, 2007]. However, for non-stiff ODE systems this multirate strategy is
consistent and second-order accurate. The coefficients corresponding to the PRK me-
thod are given in Table 2.8 (b). One may verify that the second order coupling conditions
of equation (2.109) are satisfied. This scheme will be analyzed in detail in the following
chapters of this work.
Other second-order multirate schemes have been developed such as the related me-
thod of Dawson and Kirby, [Dawson and Kirby, 2000], which is also conservative but lacks
consistency at the critical interface and incorporates limiters applied to the outcome of
the previous stages. In [Trahan and Dawson, 2012], this method has been applied to the
shallow water equations spatially discretized by means of the DG method. Savcenco et al.
proposed several second-order implicit multirate schemes for stiff problems based on
Rosenbrock-type schemes, see [Savcenco et al., 2007, Savcenco, 2007]. An explicit ver-
sion of these multirate methods was proposed which is internally conservative but lacks
the conservation property. An in-depth review of many of these multirate methods in
terms of monotonicity, consistency, convergence, stability and conservation as well as
many numerical tests for one-dimensional problems may be found in [Hundsdorfer and
Ruuth, 2007]. To enforce the conservation property at every stage, it is possible to derive
the multirate methods based on a partitioning of the fluxes rather than element-wise but
such a decomposition may easily lead to inconsistencies and the monotonicity assump-
tion is not valid in the maximum norm.
A third-order multirate scheme
Another multirate strategy, named recursive flux splitting multirate (RFSMR), has been
proposed by Schlegel et al. [Schlegel et al., 2009]. This approach borrows some ideas
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0 0 0 0 0 0 0 0 0 0
1/2 1/2 0 0 0 1/2 1/2 0 0 0
1/2 1/4 1/4 0 0 1/2 1/4 1/4 0 0
1 1 0 0 0 1 1/4 1/4 1/2 0
1/2 0 0 1/2 1/4 1/4 1/4 1/4
(a) Tang and Warnecke
0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 1/2 1/2 0 0 0
0 0 0 0 0 1/2 1/4 1/4 0 0
1 0 0 1 0 1 1/4 1/4 1/2 0
1/4 1/4 1/4 1/4 1/4 1/4 1/4 1/4
(b) Constantinescu and Sandu
Table 2.8: Butcher tableaus for the corresponding partitioned Runge-Kutta representation of the
two second-order multirate schemes.
from an implicit-explicit scheme which was introduced by Knoth and Wolke [Knoth and
Wolke, 1998] and combines ERK methods with an arbitrary implicit scheme to solve dif-
ferential equations presenting a stiff and non-stiff part. The key idea, to construct the
explicit multirate strategy, is to consider a splitting by elements, due to their stable time
steps, rather than on the stiffness of the terms. Instead of using an explicit and an im-
plicit method, we use two base explicit methods with s1 and s2 stages, respectively, for
the inner (for the small time steps) and outer system (for the large time steps). Note that
the two base methods may be identical. A generic procedure to construct these multirate
schemes is presented in detail in [Schlegel et al., 2009] yielding two Butcher tableaus, of
size s1× s2, which must be used as PRK methods, see Table 2.6. However, it is often the
case that the resulting PRK method has less than s1× s2 effective stages because redun-
dant rows and columns may be eliminated. It has been proven in [Schlegel et al., 2009]
that the multirate schemes which are constructed with this strategy, assuming that both
underlying base ERK methods are at least of second order accuracy, are second order
accurate in time. Third order accuracy may be obtained if the employed base methods
satisfy individually the classical order conditions up to three and one extra order condi-
tion which must be satisfied by the outer method:
s∑
i=1
(
ci+1− ci
) i−1∑
j=1
(
ai+1, j +ai , j
)
c j = 1
3
, (2.134)
with cs+1 = 1 and as+1, j = b j .
In particular, a third-order accurate multirate method has been constructed with this
procedure, employing as base method the RK43 scheme, given in Table 2.4(a), for both
the inner and outer method [Schlegel et al., 2009]. The RK43 method satisfies the ad-
ditional order condition of equation (2.134). Originally, the constructed method has 16
stages - because the RK43 method has 4 stages, i.e. s1 = s2 = 4, and thus s1× s2 = 16 -
but 6 rows and columns may be eliminated due to their redundancy, see [Schlegel et al.,
2009]. The resultant 10-stages Butcher tableaus are given in PRK representation in Ta-
ble 2.9 and it may be verified that the coupling order conditions of equations (2.108),
(2.109) and (2.110) are all satisfied. Despite the ten stages, it must be stipulated that only
four functions evaluations - which are considered as the expensive operations - are re-
quired for the elements with a stable time step ∆t (left part of Table 2.9), whilst eight are
required for the elements with a time step ∆t/2 (right part of Table 2.9). This scheme is
internally consistent (c I = c I I ) but is not conservative (b I 6= b I I ).
For the simple example, depicted in Figure 2.18, where the elements Ωe with e < e∗
(resp. e ≥ e∗) have a stable time step ∆t (resp. ∆t/2), one may rewrite the third-order
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1/4 1/4 0 0 0 0 0 0 0 0 0 1/4 1/4 0 0 0 0 0 0 0 0 0
1/4 1/4 0 0 0 0 0 0 0 0 0 1/4 -1/12 1/3 0 0 0 0 0 0 0 0
1/2 1/2 0 0 0 0 0 0 0 0 0 1/2 1/6 -1/6 1/2 0 0 0 0 0 0 0
1/2 1/2 0 0 0 0 0 0 0 0 0 1/2 1/12 1/6 1/6 1/12 0 0 0 0 0 0
1/2 -1/6 0 0 0 2/3 0 0 0 0 0 1/2 1/12 1/6 1/6 1/12 0 0 0 0 0 0
3/4 1/12 0 0 0 1/6 1/2 0 0 0 0 3/4 1/12 1/6 1/6 1/12 0 1/4 0 0 0 0
3/4 1/12 0 0 0 1/6 1/2 0 0 0 0 3/4 1/12 1/6 1/6 1/12 0 -1/12 1/3 0 0 0
1 1/3 0 0 0 -1/3 1 0 0 0 0 1 1/12 1/6 1/6 1/12 0 1/6 -1/6 1/2 0 0
1 1/3 0 0 0 -1/3 1 0 0 0 0 1 1/12 1/6 1/6 1/12 0 1/12 1/6 1/6 1/12 0
1/6 0 0 0 1/3 1/3 0 0 0 1/6 1/12 1/6 1/6 1/12 0 1/12 1/6 1/6 1/12 0
Table 2.9: Butcher tableaus for the corresponding partitioned Runge-Kutta representation of the
third-order multirate scheme of Schlegel.
multirate method of Schlegel, defined by the coefficient given in Table 2.9, as follows:
U (1)e = U ne , (2.135)
U (2)e = U ne + 14∆tL(U¯ (1)e ), (2.136)
U (3)e =
 U ne +
1
4∆tL(U¯
(1)
e ) for e < e∗,
U ne − 112∆tL(U¯ (1)e )+ 13∆tL(U¯ (2)e ) for e ≥ e∗,
(2.137)
U (4)e =
 U ne +
1
2∆tL(U¯
(1)
e ) for e < e∗,
U ne + 16∆tL(U¯ (1)e )− 16∆tL(U¯ (2)e )+ 12∆tL(U¯ (3)e ) for e ≥ e∗,
(2.138)
for e ≥ e∗:
U n+1/2e = U ne + 112∆tL(U¯ (1)e )+ 16∆tL(U¯ (2)e )+ 16∆tL(U¯ (3)e )+ 112∆tL(U¯ (4)e ), (2.139)
U (5)e =
 U ne +
1
2∆tL(U¯
(1)
e ) for e < e∗,
U n+1/2e for e ≥ e∗,
(2.140)
U (6)e =
 U ne −
1
6∆tL(U¯
(1)
e )+ 23∆tL(U¯ (5)e ) for e < e∗,
U n+1/2e for e ≥ e∗,
(2.141)
U (7)e =
 U ne +
1
12∆tL(U¯
(1)
e )+ 16∆tL(U¯ (5)e )+ 12∆tL(U¯ (6)e ) for e < e∗,
U n+1/2e + 14∆tL(U¯ (6)e ) for e ≥ e∗,
(2.142)
U (8)e =
 U ne +
1
12∆tL(U¯
(1)
e )+ 16∆tL(U¯ (5)e )+ 12∆tL(U¯ (6)e ) for e < e∗,
U n+1/2e − 112∆tL(U¯ (6)e )+ 13∆tL(U¯ (7)e ) for e ≥ e∗,
(2.143)
U (9)e =
 U ne +
1
3∆tL(U¯
(1)
e )− 13∆tL(U¯ (5)e )+∆tL(U¯ (6)e ) for e < e∗,
U n+1/2e + 16∆tL(U¯ (6)e )− 16∆tL(U¯ (7)e )+ 12∆tL(U¯ (8)e ) for e ≥ e∗,
(2.144)
for e ≥ e∗:
U n+1e = U n+1/2e + 112∆tL(U¯ (6)e )+ 16∆tL(U¯ (7)e )+ 16∆tL(U¯ (8)e )+ 112∆tL(U¯ (9)e ), (2.145)
U (10)e =
 U ne +
1
3∆tL(U¯
(1)
e )− 13∆tL(U¯ (5)e )+∆tL(U¯ (6)e ) for e < e∗,
U n+1e for e ≥ e∗,
(2.146)
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for e < e∗:
U n+1e = U ne + 16∆tL(U¯ (1)e )+ 13∆tL(U¯ (5)e )+ 13∆tL(U¯ (6)e )+ 16∆tL(U¯ (10)e ). (2.147)
In these equations, U (i )e is the intermediate solution at stage i of the algorithm, which
corresponds to the intermediate time t n + c Ii ∆t = t n + c I Ii ∆t . After the fourth stage, it
is possible to compute the solution at time t n +1/2∆t for the elements which are inte-
grated with time step ∆t/2 (e ≥ e∗), see equation (2.139) for the expression of U n+1/2e≥e∗ .
The same elements may be updated at time t n +∆t after the nine first stages, see equa-
tion (2.145) for the expression of U n+1e≥e∗ . For the elements that are integrated with time
step ∆t (e < e∗), the update to time t n +∆t may only be performed after the ten stages,
see equation (2.147) for the expression of U n+1e<e∗ . One may verify that only four func-
tion evaluations are required to compute U n+1e<e∗ , i.e. L(U¯
(1)
e ), L(U¯
(5)
e ), L(U¯
(6)
e ) and L(U¯
(10)
e ),
whilst eight function evaluations are needed to obtain U n+1e≥e∗ , i.e. L(U¯
(1)
e ), L(U¯
(2)
e ), L(U¯
(3)
e ),
L(U¯ (4)e ), L(U¯
(6)
e ), L(U¯
(7)
e ), L(U¯
(8)
e ) and L(U¯
(9)
e ). This method reduces to the RK43 method
applied with a time step ∆t for elementsΩe<e∗−1 and to the RK43 method applied twice
successively with time step ∆t/2 for elementsΩe>e∗ .
This multirate approach will be investigated more thoroughly later in this work and
it will be shown how it can be adapted to multiple temporal refinement levels.
2.4.3 Space-time expansion discontinuous Galerkin method
Space-time discontinuous Galerkin methods have been introduced by van der Vegt and
van der Ven [van der Vegt and van der Ven, 2002, van der Ven and van der Vegt, 2002]
in the framework of deforming and moving meshes. In this strategy, time is considered
as an extra dimension and is discretized in the same way as the spatial terms. Multi-
grid accelerated pseudo-time integration is used in combination with efficient quadra-
ture techniques to solve the nonlinear algebraic equations. In this kind of formulation,
space-time slabsΩe × [t n , t n+1] are considered. One of the benefits of such an approach
is to extend the unstructuredness to the time dimension. An explicit DG scheme for con-
servation laws of arbitrary order of accuracy in space and time was proposed by Lörcher,
Gassner and Munz in [Lörcher et al., 2007, Gassner et al., 2008]. Here, we briefly present
the key ideas of their strategy which they called the space-time expansion discontinuous
Galerkin (STE-DG) method.
A one-dimensional scalar hyperbolic equation is considered for the sake of simplicity
∂u
∂t
+ ∂ f (u)
∂x
= 0, (2.148)
with appropriate boundary conditions and initial values. The weak formulation for a
space-time cellΩe × [t n , t n+1] is obtained by multiplying equation (2.148) by a test func-
tion uˆ(x) and integrating these terms in the space and time dimensions∫ t n+1
t n
∫
Ωe
(∂u
∂t
+ ∂ f (u)
∂x
)
uˆd xd t = 0. (2.149)
After integrating by parts with respect to the spatial variable we obtain∫ t n+1
t n
∫
Ωe
∂u
∂t
uˆd xd t = −
∫ t n+1
t n
[ f (u)uˆ]Γe d t +
∫ t n+1
t n
∫
Ωe
f (u)
∂uˆ
∂x
d xd t , (2.150)
2.4. Methods with locally varying time steps 59
where [·]Γe stands for the evaluation on the boundaries of the element Ωe . Now lets as-
sume that at each time t n the piecewise polynomial interpolation of order p on each
elementΩe is given by
uhe (x, t
n)=
p+1∑
i=1
φe,i (x)Ue,i (t
n)=
p+1∑
i=1
φe,i (x)U
n
e,i , (2.151)
where p +1 is the number of degrees of freedom required for the interpolation of order
p on a 1D element. A vectorial notation is considered for the element-wise degrees of
freedom such thatU e = [Ue,1, · · · ,Ue,p+1]. The left-hand side in equation (2.150) therefore
becomes ∫ t n+1
t n
∫
Ωe
∂uhe
∂t
uˆd xd t =
∫
Ωe
(
uhe (x, t
n+1)−uhe (x, t n)
)
uˆd x (2.152)
:= Me
(
Un+1e −Une
)
=Un+1e −Une , (2.153)
where the test function uˆ is chosen equal to the shape functions φe,i . Here, it is assumed
that the element-wise mass matrix Me , see equation (2.42), is the unity matrix by consid-
ering that a orthonormal polynomial basis is used for the shape function φe,i . It is thus
possible to rewrite equation (2.150)
Un+1e −Une = −
∫ t n+1
t n
[ f (u)uˆ]Γe d t +
∫ t n+1
t n
∫
Ωe
f (u)
∂uˆ
∂x
d xd t , (2.154)
where the right-hand side needs to be evaluated from t n to t n+1. The key idea is to
construct, by means of a Taylor expansion in space and time, an approximation of the
solution for a whole space-time cell Ωe × [t n , t n+1] based on the available approximate
solution at time t n
uhe (x, t ) = uhe (xe , t n)+
p∑
i=1
1
i !
(
(x−xe ) ∂
∂x
+ (t − t n) ∂
∂t
)i
uhe (xe , t
n), (2.155)
where xe is the barycenter of the element. In addition to the space derivatives, time and
mixed space-time derivatives are required in this expression. The Cauchy-Kovalevskaya
(CK) procedure allows one to calculate these time and mixed space-time derivatives from
the space derivatives. To approximate the integrals in expression (2.154) while minimiz-
ing the number of flux evaluations a Gauss quadrature is used with Gaussian points in
time and space and their corresponding weights. The fluxes between the discontinuous
elements are approximated by an appropriate numerical flux function which is evalu-
ated at the space-time Gaussian points at the interface of the elements. The develop-
ment of these two numerical operations are deliberately omitted in this brief survey of
the STE-DG method because, in the context of this work, we only wish to highlight the
features of the method related to local time stepping. For more information on these top-
ics, please refer to the publications supporting this method [Lörcher et al., 2007, Gassner
et al., 2008].
So, in what follows we will consider that a consistent and conservative space-time
formulation of the DG method of arbitrary order in space and time is available. The
extension of this strategy to grid cells which evolve with different time steps is obtained
by considering element-wise time steps ∆te such that
t n+1e = t ne +∆te . (2.156)
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The local time step is determined by a CFL-like condition since, as for every explicit time
stepping algorithm, the STE-DG method is subject to stability conditions, see [Lörcher
et al., 2007]. A version with locally varying time steps of equation (2.154) is then given by
Un+1e −Une = −
∫ t n+1e
t ne
[ f (u)uˆ]Γe d t +
∫ t n+1e
t ne
∫
Ωe
f (u)
∂uˆ
∂x
d xd t . (2.157)
To determine which elements may be updated at some stage of the algorithm, let us
define t nee as the current time level that has been completed on elementΩe . So, t
ne
e = t 0+
ne∆te , where ne is an integer value which indicates the number of time steps which have
been completed at a certain stage of the algorithm by an element Ωe . When a complete
update has been performed for an element Ωe , ne is increased by one. An element Ωe
is thus subject to a complete temporal update of time step ∆te if the following evolving
condition is respected
t ne+1e ≤ min
{
t ne−1+1e−1 , t
ne+1+1
e+1
}
. (2.158)
In other words, it is required that both adjacent elements have a larger next time level
than the actual element. To ensure conservation at the interfaces between elements, it
is required to treat properly the interface and volume terms at each intermediate time
step. For the sake of convenience, we use compact notations for the space-time integrals
of the volume and interface terms
Ie+1/2[τ1,τ2] =
∫ τ2
τ1
[ f (u)uˆ]e+1/2d t , (2.159)
Ie−1/2[τ1,τ2] =
∫ τ2
τ1
[ f (u)uˆ]e−1/2d t , (2.160)
Ve [τ1,τ2] =
∫ τ2
τ1
∫
Ωe
f (u)
∂uˆ
∂x
d xd t , (2.161)
where τ1 and τ2 are two arbitrary times with τ2 > τ1. The left, Ie−1/2[τ1,τ2], and right,
Ie+1/2[τ1,τ2], interface contribution at the two element boundaries located at e − 1/2
and e + 1/2 are obtained by integrating in time from τ1 to τ2 with the available space-
time Taylor expansions of the solution and Gauss quadrature formulae. The volume term
Ve [τ1,τ2] results from an integration in time from τ1 to τ2 and in space on elementΩe .
Instead of giving a generic algorithm, we propose here to illustrate the local time
stepping procedure with a simple example. To this purpose, we consider a simple 1D
mesh composed of four elements Ωe which require a local stable time step ∆te for e =
1,2,3,4 and for which it is assumed that ∆t3 <∆t2 < 2∆t3 <∆t1 =∆t4, see Figure 2.21(a).
All cells are supposed to start at the same time level t 0e = t 0 where the initial nodal val-
ues on each element are U 0e . Accordingly, following equation (2.158), we may sort the
different times increasingly: [t 0, t 13 , t
1
2 , t
2
3 , · · · ]. The different steps of the algorithm up to
time t 23 are illustrated graphically in Figure 2.21 and mathematically in Figure 2.22. More
information about each step is given hereunder.
Step 0: The space-time Taylor expansion of the solution about the element center
and time t 0 is calculated and stored for each element. The volume integrals on each
element integrated in time from time t 0 to time t 1e require no specific treatment since
they do not involve neighboring elements. The sums of the initial values U 0e with the
volume contribution are stored in an element-wise vectorU∗e of the same size asU 0e .
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Step 1: The first cell on which the solution may be updated to the next time level
is Ω3 because t 12 > t 13 < t 11 . The left and right interface contributions integrated in time
from t 0 to t 13 are added toU
∗
3 to complete the time step such thatU
1
3 =U∗3 . But, to obtain
a conservative scheme, the interface fluxes computed for cell Ω3 need to be added to
its two neighboring cells. Therefore, the interface terms are added to the appropriate
degrees of freedom inU∗2 andU
∗
4 .
Step 2: The next cell to be update isΩ2 since t 11 > t 12 < t 23 . First, the space-time poly-
nomials are computed for cellΩ3 from time t 13 to t
2
3 about the updated solutionU
1
3. The
contributions of the numerical flux for cellΩ2 have to be integrated from t 0 to t 12 on the
left interface whilst for the right interface we only need to integrate from t 13 to t
1
2 because
on that interface the flux integrated from t 0 to t 13 has been calculated at the prior step.
The next step solutionU 12 may now be computed. Again, both of these interface contri-
butions are added to the appropriate degrees of freedom inU∗1 andU
∗
3 .
Step 3: After having completed the first time step for Ω2 and Ω3, we have that t 12 >
t 23 < t 14 meaning that U 23 may be evaluated. Again, the space-time expansion for cell
Ω2 is computed about U12 from time t
1
2 to time t
2
2 . The numerical fluxes have now to
be integrated in time from t 12 to t
2
3 on the left interface and from t
1
3 to t
2
3 on the right
interface. These interface fluxes must also be redistributed on the neighboring elements.
Ω1 Ω2 Ω3 Ω4
t11
t12
t13
t14
t=t0
(a) Step 0
Ω1 Ω2 Ω3 Ω4
t11
t12
t13
t23
t14
t=t0
I2+1/2[t0, t13] I3+1/2[t0, t13]
(b) Step 1
Ω1 Ω2 Ω3 Ω4
t11
t12
t22
t13
t23
t14
t=t0
I2+1/2[t13, t12]
I3+1/2[t0, t12]
(c) Step 2
Ω1 Ω2 Ω3 Ω4
t11
t12
t22
t13
t23
t33
t14
t=t0
I2+1/2[t12, t23]
I3+1/2[t13, t23]
(d) Step 3
Figure 2.21: Graphical illustration of the four first steps of the STE-DG procedure for a simple
mesh composed of four elements which run with different time steps.
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Ω1 Ω2 Ω3 Ω4
Step 0
Step 1
Step 2
Step 3
U∗1 = U
0
1 +V1[t0, t11] U∗2 = U02 +V1[t0, t12] U∗3 = U03 +V1[t0, t13] U∗4 = U04 +V1[t0, t14]
U∗2 = U
∗
2 -I2+1/2[t0, t13] U∗3 = U∗3 +I2+1/2[t0, t13]
-I3+1/2[t0, t13]
U13 = U
∗
3
U∗4 = U
∗
4 +I3+1/2[t0, t13]
U∗2 = U
∗
2 +I1+1/2[t0, t12]
-I2+1/2[t13, t12]
U∗3 = U
1
3 +V3[t13, t23]
+I2+1/2[t13, t12]
U∗1 = U
0
1 -I1+1/2[t0, t12]
U12 = U
∗
2
U∗2 = U
1
2 +V2[t12, t22]
-I2+1/2[t13, t23]
U∗3 = U
∗
3 +I2+1/2[t13, t23]
-I3+1/2[t13, t23]
U23 = U
∗
3
U∗4 = U
∗
4 +I3+1/2[t13, t23]
Figure 2.22: Mathematical development of the four first steps of the STE-DG procedure for the
simple example of Figure 2.21.
2.4.4 Discussion
Many efforts have been made in the last decades to improve the efficiency of single-
step explicit methods by developing strategies which allow different time steps to be
used [Dumbser et al., 2007, Schlegel et al., 2009]. From a numerical point of view, such
methods have been developed for different types of spatial discretization techniques but
also for several kinds of temporal integration techniques including multi-step [Gear and
Wells, 1984, Sandu and Constantinescu, 2007], and implicit methods [Savcenco et al.,
2007]. The use of local time steps for implicit methods is not motivated by stability
reasons but allow the reduction of the overall CPU time without loosing accuracy or
vice-versa. Local time-stepping methods have been introduced in the context of sev-
eral fields of application such as aeroacoustics [Liu et al., 2010], electrical circuits [Kato
and Kataoka, 1999, Günther and Rentrop, 1993], ocean modeling [Trahan and Dawson,
2012, Dawson et al., 2013], electromagnetics [Montseny et al., 2008, Godel et al., 2010].
From the above examples, it appears that the major challenge when building local
time stepping methods resides in the treatment of the transition of information between
elements using different time steps. It is often very difficult to maintain many important
numerical properties such as conservation, consistency, stability and high-order accu-
racy at the delicate interfaces at a low computational cost. The primary vocation of local
time stepping methods is to reduce the computational efforts compared to a traditional
scheme using a uniform time step. Therefore, the computational overhead necessary to
handle properly the communication between regions with distinct time steps should not
exceed the computational gain only due to the use of different time steps. In many re-
alistic scenarios, the efficiency of a local time stepping method will depend on the ratio
between the total number of critical interfaces and the problem size. In practice, it will
often be necessary to work out a compromise between several factors such as robust-
ness, accuracy, conservation and efficiency to select the best approach. But, depending
on the application and the actual aim of a numerical simulation, the sacrifice of cer-
tain numerical features may be less important than for other features. The use of local
time stepping methods in combination with the DG method generally turns out to be
quite relevant. This may be explained by the compact nature of the DG method where
two elements communicate exclusively through their common interface. Therefore, less
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elements are involved in the specific treatment between groups of elements which use
distinct time steps.
Conclusion
The choice of numerical techniques to solve conservation laws depends on many fac-
tors and must be selected carefully. In this chapter, the focus was on the review of some
important concepts related to the use of explicit time stepping in combination with the
discontinuous Galerkin method. The RKDG method has shown many interesting advan-
tages but, due to the explicitness of the method, the time step is limited by severe stability
constraints that may lower the overall computational efficiency with respect to the prob-
lem size. The CFL condition imposes the choice of a maximum allowable time step to
ensure global stability. It is complicated to find accurate upper bounds for the time step
but it may generally be estimated with the help of parameters such as the element size,
the maximum eigenvalue of the Jacobian of the system, the order of the polynomial in-
terpolation and the type and order of Runge-Kutta method. From a local point of view,
the CFL condition may vary strongly form one mesh element to the other resulting in
large gaps between the element-wise stable time steps. This observation advocates for
the investigation of time-integration strategies that allow the use of multiple time steps.
Several approaches have been developed to circumvent partially the global CFL condi-
tion and the difficulty mostly lies in the treatment of the transition between groups of
elements which use distinct time steps. The construction of local time-stepping meth-
ods aims at improving the performance of the numerical scheme but it is often at the
expense of some numerical properties. In the remaining part of this thesis, we decided
to investigate the use of multirate Runge-Kutta schemes in combination with the DG me-
thod. In particular, we will concentrate our efforts on the development and implementa-
tion of a generic multirate strategy which allow a large number of temporal refinements
and therefore requires the management of multiple groups of mesh elements respecting
a local stability condition. Next, this multirate strategy will be extended to the parallel
framework for which the RKDG method has proven itself to be very suitable.
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This chapter is based on the following publication:
Seny, B., Lambrechts, J., Comblen, R., Legat, V., and Remacle, J.-F. (2013). Multirate time stepping methods
for accelerating explicit discontinuous Galerkin computations with application to geophysical flows. Inter-
national Journal For Numerical Methods in Fluids, 71: 41-64.
Novelty
■ Adaptation of the multirate strategies developed by Constantinescu and Sandu and Schlegel et al., to the
framework of explicit discontinuous Galerkin computations on unstructured meshes.
■ Construction of efficient multirate groups for multi-scale applications.
■ Optimization of the multirate techniques as a function of the reference time step.
■ Comparison of the different multirate schemes in terms of convergence and efficiency.
■ Application to a multi-scale problem in oceanography: the Great Barrier Reef.
Summary
This paper presents multirate explicit time stepping schemes for solving partial differential equations with
discontinuous Galerkin (DG) elements in the framework of large-scale marine flows. It addresses the vari-
ability of the local stable time steps by gathering the mesh elements in appropriate groups. The real chal-
lenge consists to develop methods exhibiting mass conservation and consistency. Two multirate approaches,
based on standard explicit Runge-Kutta methods, are analyzed. They are well suited and optimized for the
DG framework. The significant speedups observed for the hydrodynamic application of the Great Barrier
Reef confirm the theoretical expectations.
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Introduction
The development of suitable, robust and fast time integration methods for ocean mod-
eling constitutes an important challenge. It is indeed impossible to use one single time-
discretization scheme that is effective for all physical processes in a complex marine
model, as different subsystems have widely different characteristics in terms of time
scales, dynamic behavior and accuracy requirements. The primitive equations for ocean
flows allow for the existence of phenomena exhibiting a wide spectrum of propagation
speeds. Typically, external gravity waves propagate at 10−100 ms−1 and internal waves
at a few meters per second, whereas advection is characterized by speeds ranging from
10−3 to 1 ms−1. Large- and small-scale processes have significant interactions so that it
is essential to simulate them simultaneously. It seems impossible today to reproduce all
scales with structured uniform grids since the computational cost can become very crip-
pling with the high resolution that is required. Therefore variable resolution is needed
both temporally and spatially.
Unstructured grids are well suited to capture complex topography and also allow the
representation of a wide spectrum of time and length scales in a single model. The fi-
nite volumes and the finite elements are the two main methods that make use of un-
structured grids. Many groups are now developing finite volume codes for coastal ap-
plications like FVCOM (Finite Volume Community Ocean Model) [Chen et al., 2003] and
SUNTANS (Unstructured Nonhydrostatic Terrain-following Adaptive Navier-Stokes Sim-
ulator) [Fringer et al., 2006, Casulli and Walters, 2000]. Finite elements methods are also
widely used in the area of large-scale ocean modeling by communities such as FEOM
(Finite Element Ocean Model) [Wang et al., 2008], ICOM (Imperial College Ocean Model)
[Ford et al., 2004, Piggott et al., 2008] and [Luettich et al., 1992, Lyard et al., 2006]. Our
research team is developing the Second-generation Louvain-la-Neuve Ice-ocean Model
(SLIM)1 [Comblen et al., 2010b, Lambrechts et al., 2008b,a, de Brye et al., 2010] which is
a discontinuous Galerkin-based finite element model.
The variable resolution and the complexity of unstructured mesh generation pro-
cesses generally lead to grids with an important dispersion of element sizes. More specif-
ically, while finite element meshers are able to control the average element size of a
mesh, they are usually unable to control the smallest element size. In this context, the
classical conservative explicit time discretization methods are limited due to stability re-
quirements. The Courant-Friedrichs-Lewy (CFL) condition, that combines the finest cell
size and the highest wave velocity, may highly restrict the global allowable explicit time
step. Accordingly, the computational efficiency of explicit time stepping methods may
be drastically low.
For instance, consider the case of a typical mesh of the Great Barrier Reef (GBR), illus-
trated by Figure 3.1, made up of about 1 million triangles. This mesh is built by means of
the open source software GMSH2 [Geuzaine and Remacle, 2009]. Element sizes were de-
termined in order to capture the relevant bathymetric and topographic features as well as
the associated hydrodynamic processes, such as eddies and tidal jets [Lambrechts et al.,
2008b]. For the mesh and bathymetry presented in Figure 3.1, the estimated minimum
and maximum stable time steps among all elements are 0.154 s and 7.972 s, respectively.
To run a 24 hours simulation with a classical explicit method, 561 039 time steps would
1 http://www.climate.be/SLIM
2 http://www.geuz.org/gmsh
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have to be performed on almost 1 million elements. One possibility to reduce these ex-
pensive computations is to adapt the time steps under local stability conditions.
Multirate schemes represent a class of methods that use various time steps on differ-
ent grid cells. The strategy consists in gathering the grid cells in different groups that sat-
isfy the local CFL stability conditions for a certain range of time steps. Standard Explicit
Runge-Kutta (ERK) methods are applied on bulk groups with a local time step in such
a way that the total computational efforts are drastically reduced. Buffer groups are in-
troduced, with adapted ERK methods, in order to accommodate the transition between
the different bulk groups. However, the development of such methods is still challenging
since convergence and conservation properties should remain satisfied during the com-
munication between the groups. In this context, two multirate approaches that attempt
to partly solve the transition issues are explored. The first one, introduced by Constan-
tinescu and Sandu, [Constantinescu and Sandu, 2007], preserves the system invariants
but is at most second order accurate. On the other hand, Schlegel et al. [Schlegel et al.,
2009] have proposed a method that borrows some ideas of the implicit-explicit splitting
scheme [Ascher et al., 1995, Knoth and Wolke, 1998]. It can be proved that a third-order
multirate scheme can be achieved with an appropriate base ERK method. Unfortunately,
this method turns out to be non-conservative in our strategy.
The aim of this paper is to develop and adapt these multirate methods to large un-
structured meshes in the framework of the Discontinuous Galerkin Method (DGM). The
standard ERK methods and their time step restrictions are described in Section 3.1. Two
multirate approaches [Constantinescu and Sandu, 2007, Schlegel et al., 2009], with dif-
ferent features, are introduced and analyzed in the DGM framework, Section 3.2. The
construction of multirate groups for multiple levels of refinement and a way to optimize
the speedup is addressed in Section 3.3. Finally numerical experiments will be shown
and discussed for the GBR in Section 3.4.
3.1 Explicit time integration
It is a common practice, when solving numerically time dependent partial differential
equations (PDEs), to apply the method of lines (MOL) to obtain a semi-discrete system
by leaving the time variable continuous. The spatial and temporal discretizations are
then independent. The advantage of this procedure is that the problem reduces to a
system of ordinary differential equations (ODEs) to which a numerical method for initial
value ordinary equations can be applied.
As an illustration, consider the case of a one-dimensional scalar advection equation
written in a conservative form
∂u
∂t
+ ∂
∂x
(cu) = 0 (3.1)
with initial condition
u(x,0) = u0(x) (3.2)
and appropriate boundary conditions. Assume a conservative DGM spatial discretiza-
tion of equation (3.1). Let us represent by a function fi the contributions of the volume
and interface parts of the spatial discretization of the advective term on each elementΩi
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Bathymetry [m]
Figure 3.1: Bathymetry and mesh of the GBR with a first zoom (bottom left, white) on the Hol-
bourne Island and a second one (upper right, red) on the Whitsunday Islands Archipelago. The
mesh is made up of 909,185 triangles, with inner radii comprised between circa 29 m and 1.3 km,
and 444,598 nodes.
multiplied by the inverse of the element-wise mass matrix. By notational convenience,
we define ui , (ui ,1 · · · ui ,n) as the set off all local discrete values defined in element
Ωi . We consider, here, that fi depends on the nodal values of the actual element, ui (t ),
and the nodal values of its two neighboring elements, ui−1(t ) and ui+1(t ). The semi-
discrete DG approximation may thus be written, for each grid elementΩi , as the follow-
ing Cauchy problem
dui
d t
(t )= fi
(
ui−1(t ),ui (t ),ui+1(t ), t
)
, ui (0)= u0i (3.3)
which needs to be solved in time. A class of numerical methods to integrate the solution
in time is the family of Explicit Runge-Kutta (ERK) schemes. The MOL approach may
be extended to any conservation law with larger dimensions and/or multiple unknown
fields. Other discretization techniques may also be used to approximate the spatial terms
of the PDEs.
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3.1.1 Explicit Runge-Kutta schemes
ERK methods are among the most popular time stepping schemes [Hairer et al., 2000,
2002]. They are self-starting meaning that they give the solution at the next time step only
in terms of the current solution. Therefore only the initial condition is needed to start
the time integration. Other well-known schemes like the Adams-Bashforth methods are
multistep and use solutions at different previous time steps. ERK methods have also the
property of being relatively flexible. For instance the time step may be changed at each
iteration of the scheme. These explicit schemes may also be developed up to high orders
of accuracy with the constraint that a r th order RK method needs s ≥ r inner stages, i.e.,
function evaluations and multiplication by the inverse mass matrix. A widely used ERK
method is the classical four stage, fourth order scheme (RK44). Flux limiters, strongly
recommended for hyperbolic conservation laws with DG discretization in space, may be
applied to the solution in a simple manner. They ensure that non-oscillatory properties
are achieved for strong shocks. An s-stage ERK method computes the next step solution
un+1, at time t n+1 = t n+∆t , using the current solution un at t n by applying the following
algorithm:
• For k = 1 : s do
u(k) = un +∆t
k−1∑
l=1
akl K
l (3.4)
K k = f
(
u(k), t n + ck∆t
)
(3.5)
• Compute un+1 as
un+1 = un +∆t
s∑
l=1
bl K
l (3.6)
Butcher tableaus conveniently represent this family of ERK methods. They are defined
by a matrix A = [akl ] ∈ℜs×s and two vectors b,c ∈ℜs [Butcher, 2000]:
c AT
bT
T
where A is strictly lower triangular. For consistency, it is required that
∑k−1
l=1 akl = ck and∑s
l=1 bl = 1. The order of the method is related to the constraints imposed on akl , bl
and ck . The u
(k) variable represents the solution at stage k of the method, that corre-
sponds to the intermediate time t˜ k = t n + ck∆t . At each stage of the ERK method K k is
computed, i.e., the function is evaluated for u(k). Afterwards, the next step solution un+1
is obtained by summing un with a linear combination of the K k . The methods which
can be rewritten as a convex combination of Euler steps [Shu and Osher, 1989] are cat-
egorized in the family of strong stability preserving (SSP) time stepping schemes. This
property ensures that a certain norm, like the total variational (TV) norm [Shu and Os-
her, 1989], of the solution does not increase in time. SSP numerical methods are often
required for problems with discontinuous solutions, such as shock waves in hyperbolic
problems. Non-physical behaviors like spurious oscillations can be avoided in this way.
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Gottlieb et al. [Gottlieb et al., 2001] discussed in detail Runge-Kutta SSP schemes and
several examples of these methods can be found in [Shu and Osher, 1989]. As an exam-
ple, consider the two stage, second-order method, RK22, defined by the Butcher tableau
represented in Table 3.1. The development of the two stages is given in Table 3.2.
0
1 1
1/2 1/2
Table 3.1: Butcher tableau of the RK22 method
u(1) = un
u(2) = un +∆tK 1,
un+1 = un + 1
2
∆t (K 1+K 2)
K 1 = f (u(1), t n)
K 2 = f (u(2), t n +∆t )
Table 3.2: Development of the RK22 method
3.1.2 Time step restrictions
Even if ERK time integration methods are known to be very efficient for solving several
types of PDEs, they have a major drawback due to their stability requirements. Indeed,
it is well-attested that the global time step should be taken below a critical value, deter-
mined by the CFL condition. For advection dominated advection-diffusion equations,
the CFL constraint on the time step can be expressed as a ratio of the grid spacing ∆x
and the amplitude of the wave/advective velocity c. In almost all realistic scenarios the
CFL condition is not constant both spatially and temporally.
On the one hand, unstructured meshes have elements with a wide spectrum of sizes.
Several numerical applications require that some regions of the domain are examined
more closely. Local refinement is often needed to capture the topography of complex
geometry and/or some specific physical behaviors. On the other hand, even for struc-
tured meshes, the wave speed may vary considerably across the entire domain. As an
example, consider the case of the two-dimensional shallow water equations, where the
wave speed is defined as
√
g H with g defined as the gravity and H(x, y) a strong varying
water depth depending on the local horizontal coordinates. The global time step is then
determined by the element where H(x, y) reaches its maximum.
For problems with unstructured meshes, made up of N grid elements, and non-
constant wave velocities, the CFL condition can be written as:
max
Ωi
( |c|
∆x
)
∆t < C , (3.7)
where Ωi represents element number i ∈ [1, ..., N ] of the mesh. The constant C depends
on the particular PDE and on the ERK scheme that defines the shape of the stability zone
[Kubatko et al., 2008]. This is a severe restriction on the time step in order to guarantee
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Figure 3.2: One-dimensional unstructured mesh
overall stability. In the case of the GBR mesh of Figure 3.1, the global time step is critically
smaller than the one required for most elements.
Using fully implicit time integration schemes constitutes a way to avoid the restric-
tion mentioned before. In such strategies the only limitation on the time step is accu-
racy. The drawback, however, is that implicit methods require solving large (non-) linear
systems of equations. Indeed, the dimension of the systems to solve increases with the
number of degrees of freedom.
Another alternative, while using explicit schemes, is to use a multirate approach. The
main idea is to consider different regions in the discretized spatial domain where the
CFL condition is locally satisfied. Mesh elements are sorted, by their own characteristic
stable time step, in different groups, specified by a maximum time step, for which ERK
methods are stable and achieve the target accuracy. With locally adapted time steps the
computational efforts of the global algorithm could be considerably reduced.
As an illustration, consider a one-dimensional mesh, represented on Figure 3.2, where
elements Ωi have a size equal to h except Ω0 that is twice smaller. If equation (3.1) is to
be solved on this mesh, assuming a constant wave speed c, one can determine the stable
time steps for both kinds of cells. If 12∆t is stable for Ω0 then ∆t may be assumed stable
for Ωi>0. Consider that we are able to apply the same s-stage ERK method with a time
step 12∆t onΩ0 and ∆t on the other elements. For a large value of N , the number of ele-
ments in the mesh, one can show that a speedup of 2 is obtained compared to the same
s-stage ERK method applied with the same time step ∆t2 everywhere.
But, in such a strategy, there exists an inconsistency at the interface between the
small and large element since they use a different time step. Therefore a coherent tran-
sition should be ensured at the interface between groups of elements. In particular, con-
vergence and conservation properties should be fulfilled at the interfaces. This consti-
tutes one of the major difficulties when developing multirate schemes.
3.2 Multirate time integration
Multirate schemes for conservation laws have been reported in the literature since the
early 1980s, but they were either locally inconsistent or not mass-conservative. Mass
preserving multirate schemes were developed by Osher and Sanders [Osher and Sanders,
1983] as well as by Dawson and Kirby [Dawson and Kirby, 2000] but it turns out that the
time stepping accuracy of the overall method is only first order due to the treatment
of the interfaces. Tang and Warnecke [Tang and Warnecke, 2005] proposed multirate
schemes, based on standard two stage ERK methods, that achieve second order consis-
tency in time. The drawback, however, is that the resulting schemes are not conserva-
tive. Hundsdorfer et al. [Hundsdorfer et al., 2007] discuss, within the framework of parti-
tioned Runge-Kutta methods, the defects of multirate methods of first and second order
due to either the local inconsistency or the lack of conservation. They give a particular
attention to monotonicity properties of the considered multirate schemes.
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Multirate methods have also been developed in the framework of self-adjusting strate-
gies. Savcenco et al. [Savcenco et al., 2007] consider implicit time stepping methods suit-
able for stiff ODEs. Those methods use an error estimator to determine if smaller time
steps are required to keep the error below a given tolerance for all components. The aim
is to minimize the execution time without loosing accuracy. At the interfaces it is nec-
essary to interpolate the solutions associated to different times. In this context Hunds-
dorfer et al. [Hundsdorfer and Savcenco, 2009] studied a particular multirate scheme:
the θ-method with one level of temporal local refinement. Stability, local accuracy and
propagation of interpolation errors are analyzed in detail.
A first step to construct multirate schemes is undeniably to ensure that the different
local time steps are well synchronized. A solution for a coherent time progression is to
combine different time steps that are integer multiples of each other. For the sake of
simplicity the analysis will be restricted to groups that have time step ratios of κ = 2. If
a reference time step ∆t∗ is assumed for the group with the largest stable time step, the
other partitions will be time-integrated with stable time steps ∆t∗/2z , z = 1, · · ·z∗, with
z∗+1 the number of groups and z the multirate exponent of the group. Multirate sche-
mes may also be developed for arbitrary integer time step ratios κ where the different
groups would have stable time steps defined as ∆t∗/κz .
The difficulty, when developing multirate strategies, is to manage the transition be-
tween groups of elements that use a different stable time step. Indeed, if a final time is
to be reached, the number of stages of the respective ERK methods won’t be the same on
two neighboring elements that belong to different multirate groups. Some information
is thus missing in order to ensure a coherent transition. This problem of communica-
tion reveals two underlying issues: conservation of the fluxes and accuracy of a multirate
method. Both Constantinescu [Constantinescu and Sandu, 2007] and Schlegel [Schlegel
et al., 2009] proposed a solution by introducing buffer groups. In these regions, adapted
ERK methods are applied to bridge the transition between bulk groups where the stan-
dard ERK methods are used. Both multirate approaches are based on Partitioned Runge-
Kutta (PRK) schemes that are used to solve problems with two different ERK methods
[Hairer, 1981, Hairer et al., 2000].
3.2.1 Second-order conservative Multirate Runge-Kutta schemes
The idea of Constantinescu and Sandu [Constantinescu and Sandu, 2007] is to extend
singlerate ERK methods to multirate ERK methods. They developed a general systematic
approach, based on PRK methods [Hairer, 1981], to construct a family of second-order
multirate PRK schemes (MPRK-2). For the sake of convenience, the following notation is
used: RKx [∆t∗] means that a given ERK method x is used with a∆t∗ time step and its as-
sociated Butcher tableau. The methodology consists in choosing a second order accurate
s-stage ERK base methodRKb = [Ab , bb , cb] and extend it to a 2s-stage ERK method in
the buffer region. It should ensure the transition between two partitions that have a time
step ratio κ = 2. Constantinescu [Constantinescu and Sandu, 2007] has shown that, if
the ERK base method belongs to the family of the SSP time discretization methods, the
corresponding multirate scheme will maintain this property.
For the sake of simplicity, the development of the multirate approach of Constan-
tinescu is detailed through a basic one-dimensional example on a mesh similar to Fig-
ure 3.2. This will clarify the features and the size of the buffer regions.
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Introductory example
First of all let’s define some conventions and notations. Assume that the right-hand side
fi , in equation (3.3), computed on elementΩi , can be split into the volume contribution
fi ,i and the left and right interface contributions fi−1,i and fi+1,i , depicted in Figure 3.3,
that use information from the neighboring elements:
fi (ui−1,ui ,ui+1, t ) = fi ,i + fi−1,i + fi+1,i (3.8)
The volume and interface terms for each element at each stage k of an ERK method may
be defined as follows:
f (k)i ,i = fi ,i (u(k)i , t n + ck∆t ) (3.9)
f (k)i−1,i = fi−1,i (u(k)i−1,u(k)i , t n + ck∆t ) (3.10)
At each stage of the ERK method K ki = f (k)i ,i + f (k)i−1,i + f (k)i+1,i . For a classical singlerate ERK
method f (k)i−1,i =− f (k)i ,i−1 since the normals at the interface between two neighboring ele-
ments are opposite to each other. This property ensures global conservation of the fluxes
after each iteration of the method.
Consider the second-order accurate SSP ERK base method RK22 represented in Ta-
ble 3.3 and the mesh depicted in Figure 3.2. The key idea is to extend the RK22 method,
RKb[∆t∗], to a four stage adapted Butcher tableauRKa[∆t∗], Table 3.4, where the base
method is repeated twice on the same time interval. Actually,RKa is strictly equivalent
to the base method RKb if it is used on all elements. In other words, the base method
with two stages is written as four stages. The Butcher tableau shown in Table 3.5 cor-
responds to the base method applied twice successively with the same time step 12∆t∗.
This Butcher tableau contains implicitly the update for un+
1
2 . In other words RK22 is ap-
plied a first time to un to get un+
1
2 , that corresponds to time t n+ 12∆t∗, and then again to
un+
1
2 in order to compute un+1. The methods RKa[∆t∗] and RK2b[∆t∗] have now the
same number of stages and therefore it enables the transition between the two types of
elements.
0
1 1
1/2 1/2
Table 3.3: Butcher tableau corresponding to the RK22 base method: RKb = [Ab ,bb ,cb]
Consider the setup of Figure 3.3: we applyRK2b to elementΩ0 andRKa to elements
Ω1, Ω2 and Ω3. Using the Butcher tableaus of Tables 3.3, 3.4 and 3.5 with the definition
of the volume, equation (3.8), and interface contributions, equations (3.9) and (3.10), on
each element, it is now possible to develop the computations related to each stage of the
method. In order to distinguish the intermediate times, defined by the c vector of the
Butcher tableau, we define t˜ ki that represents the current inner time used at stage k on
elementΩi .
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0
1 1
0 0 0
1 0 0 1
1/4 1/4 1/4 1/4
Table 3.4: Butcher tableau corresponding to the buffer adapted method: RKa = [Aa ,ba ,ca]
0
1/2 1/2
1/2 1/4 1/4
1 1/4 1/4 1/2
1/4 1/4 1/4 1/4
Table 3.5: Butcher tableau corresponding to the RK22 applied twice successively with a twice
smaller time step: RK2b = [A2b ,b2b ,c2b]
Ω0
u0
Ω1
u1
Ω2
u2
Ω3
u3
f−10
f10
f01
f21
f12
f32
f23
f43
RK2b RKa RKa RKa
Figure 3.3: One-dimensional unstructured mesh with interface fluxes, fi ,i−1 and fi−1,i , between
neighboring elements Ωi−1 and Ωi . RK2b is applied on the element Ω0 while RKa is used for
elementsΩ1,Ω2 andΩ3.
At the first stage of the coupled methods there are no ambiguities. It is identical to
apply the same base method RK22 everywhere. The K 1i are all computed at the same
intermediate time level t˜ 1i = t n . Virtual incoming fluxes, f−10 and f43, are supplied at
the boundary of the domain as represented on Figure 3.3. It is assumed that the virtual
elementΩ−1 (resp. Ω4) is of the same type – same size, same ERK method applied – as its
neighborΩ0 (resp. Ω3). At the first stage, the current solution on the four elements are
u(1)0 = un0 ,
u(1)1 = un1 ,
u(1)2 = un2 ,
u(1)3 = un3 ,
3.2. Multirate time integration 75
for which the function evaluations are performed
K 10 = f (1)−10+ f (1)00 + f (1)10 ,
K 11 = f (1)01 + f (1)11 + f (1)21 ,
K 12 = f (1)12 + f (1)22 + f (1)32 ,
K 13 = f (1)23 + f (1)33 + f (1)43 .
At the second stage the intermediate time levels are not the same on each element, i.e.,
t˜ 20 = t n + 12∆t∗ while t˜ 2i = t n +∆t∗ for i = 1,2,3. For the current solutions we have
u(2)0 = un0 +
1
2
∆t∗K 10 ,
u(2)1 = un1 +∆t∗K 11 ,
u(2)2 = un2 +∆t∗K 12 ,
u(2)3 = un3 +∆t∗K 13 ,
for which the function evaluations are performed on each of the four elements
K 20 = f (2)−10+ f (2)00 + f (2)10 ,
K 21 = f (2)01 + f (2)11 + f (2)21 ,
K 22 = f (2)12 + f (2)22 + f (2)32 ,
K 23 = f (2)23 + f (2)33 + f (2)43 .
Several simplifications can be done at the third stage and are highlighted with bold char-
acters. Every entry of the third row in Table 3.4 is zero and therefore u(3)i = u(1)i for
i = 1,2,3. It follows that f (3)i , j = f (1)i , j if and only if i and j belong to the set {1,2,3,4}
implying that K 32 = K 12 and K 33 = K 13 . At this stage the intermediate times are different:
t˜ 30 = t n + 12∆t∗ while t˜ 3i = t n for i = 1,2,3. The current solutions at the third stage are
u(3)0 = un0 +
1
4
∆t∗(K 10 +K 20 ),
u(3)1 = un1 =u(1)1 ,
u(3)2 = un2 =u(1)2 ,
u(3)3 = un3 =u(1)3 ,
and the function evaluations are performed
K 30 = f (3)−10+ f (3)00 + f (3)10 ,
K 31 = f (3)01 + f (3)11 + f (3)21 = f (3)01 + f (1)11 + f (1)21 ,
K32 = f (3)12 + f (3)22 + f (3)32 = f (1)12 + f (1)22 + f (1)32 =K12,
K33 = f (3)23 + f (3)33 + f (3)43 = f (1)23 + f (1)33 + f (1)43 =K13.
At the fourth and last stage it can be deduced from the previous simplifications that
u(4)2 = u(2)2 and that u(4)3 = u(2)3 . It follows that f (4)i , j = f (2)i , j for i and j belonging to the set
{2,3,4}. The unique simplification that can be performed at this level is thus: K 43 = K 23 .
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The intermediate times, t˜ 4i , are, logically, all equal to t
n +∆t∗ at this last stage. The cur-
rent solution are
u(4)0 = un0 +
1
4
∆t∗(K 10 +K 20 +2K 30 ),
u(4)1 = un1 +∆t∗K 31 ,
u(4)2 = un2 +∆t∗K 32 = un2 +∆t∗K 12 = un2 +∆t∗K 12 =u(2)2 ,
u(4)3 = un3 +∆t∗K 33 = un3 +∆t∗K 13 =u(2)3 ,
for which the function evaluations are performed
K 40 = f (4)−10+ f (4)00 + f (4)10 ,
K 41 = f (4)01 + f (4)11 + f (4)21 = f (4)01 + f (4)11 + f (4)21 ,
K 42 = f (4)12 + f (4)22 + f (4)32 = f (4)12 + f (2)22 + f (2)32 ,
K43 = f (4)23 + f (4)33 + f (4)43 = f (2)23 + f (2)33 + f (2)43 =K23.
The final operation is the update where the next step solution un+1 is computed by using
equation (3.6). From the above simplifications, highlighted in bold characters, it follows
that:
un+10 = un0 +
1
4
∆t∗(K 10 +K 20 +K 30 +K 40 ), (3.11)
un+11 = un1 +
1
4
∆t∗(K 11 +K 21 +K 31 +K 41 ), (3.12)
un+12 = un2 +
1
4
∆t∗(2K 12 +K 22 +K 42 ), (3.13)
un+13 = un3 +
1
4
∆t∗(2K 13 +2K 23 )=un3 +
1
2
∆t∗(K13+K23). (3.14)
Equation (3.14) is thus equivalent to equation (3.6) for the base method RKb[∆t∗] in
Ω3. This means that the four stage adapted method collapses into the original two stage
base method RK22 if and only if the particular element is at a minimum distance of two
connected elements from Ω0. In other words: applying RK22 with
1
2∆t∗ on Ω0 only has
an influence on the integration scheme used on the two next elements, i.e., Ω1 and Ω2.
Therefore a buffer region of size 2 is needed between the two bulk groups that are inte-
grated with RKb[∆t∗] and RK2b[∆t∗], respectively. Elements Ω1 and Ω2 are stable for
∆t∗ but require twice more computations thanΩ3. Despite that, this multirate approach
requires less computations than the classical singlerate method.
About the conservation of the fluxes at the interfaces between elements, we can
check that f (k)i−1,i =− f (k)i ,i−1 for i = 1,2,3 and k = 1,2,3,4. Since the b vectors of the Butcher
tableaus are equal, ba = b2b , for all elements, the sum of the fluxes cancels at each inter-
face:
4∑
k=1
bak f
(k)
i−1,i +
4∑
k=1
b2bk f
(k)
i ,i−1 =
4∑
k=1
1
4
( f (k)i−1,i − f (k)i−1,i )
= 0, for i = 1,2,3 (3.15)
The so called first and second order conditions are verified for the two methods con-
sidered separately [Constantinescu and Sandu, 2007]. At the critical interface between
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Ω0 andΩ1 the order of the coupling betweenRKa andRK2b has to be considered. The
first order coupling conditions are implicitly satisfied. It can be verified that the second
order PRK coupling conditions, i.e.,
4∑
k=1
b2bk c
a
k =
1
2
(3.16)
4∑
k=1
bak c
2b
k =
1
2
(3.17)
are satisfied [Hairer, 1981]. The RK22 multirate method of Constantinescu is thus glob-
ally second order accurate. Indeed, for PRK methods, the global order is defined as the
minimum among the orders of the two methods considered separately and the order of
their coupling [Hairer, 1981].
One important comment should be made here concerning the RK22 method. For
pure hyperbolic problems (eigenvalues lying on the imaginary axis of the complex plane),
this temporal scheme is technically unstable because the associated stability region does
not include any segment of the imaginary axis. However, for low DG interpolation orders,
a sufficient amount of artificial diffusion allow the RK22 scheme to be used. Indeed, the
artificial viscosity moves the eigenvalues of the discrete problem out of the imaginary
axis. For higher interpolation orders, it will be highly recommended to use higher order
temporal schemes which are stable for a portion of the imaginary axis, e.g. the RK33 or
RK44 scheme.
Generalization
The strategy of Constantinescu [Constantinescu and Sandu, 2007] may be used to man-
age different integer time step ratios. A time step ratio κ = 2 between the different mul-
tirate groups seems to be sufficient for our target applications. Stable time steps of two
neighboring cells are assumed to be relatively close together for the vast majority of the
mesh elements. This multirate approach may be extended, not only to any s-stage ERK
base method, as shown in Table 3.6 , but also to multiple levels of refinement. It is never-
theless required, for an s-stage base method, that a buffer region of at least s connected
elements separates two bulk groups. It is only at that distance that it is possible to col-
lapse the adapted method into the base method. This general property can be proved us-
ing the same arguments as in the above introductory example. Nested multirate groups
for buffers of size 2,3 and 4 are illustrated around the Holbourne island in Figures 3.13(a),
3.13(b) and 3.13(c).
Elements are connected through their interfaces (nodes in 1D, segments in 2D and
faces in 3D) in a DG formulation. This is a major advantage, in the context of multirate
methods, compared to the standard continuous Finite Element Method (FEM) where all
types of elements are connected through nodes. Accordingly buffer regions are generally
considerably larger than in the discontinuous case and more elements need twice as
many operations as required by their stable time step. The efficiency of the multirate
methods is therefore lower. Another issue, with continuous elements, is the handling
of the mass matrix that is not block diagonal and thus couples the whole solution. This
would complicate the use of several time steps on different multirate groups. However,
we did not investigate in practice the multirate approach for continuous finite elements.
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c A
c A
1
2 b
T 1
2 b
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1
2 c
1
2 A
1
21+ 12 c 121bT 12 A
1
2 b
T 1
2 b
T
(a)RKb (b)RKa (c)RK2b
Table 3.6: Butcher tableaus for (a) the arbitrary s-stage ERK base method, (b) the adapted buffer
method and (c) the base method with half of the time step applied twice successively.
Since this multirate strategy is based on the PRK method, the order of the coupled
method can be obtained as the minimum among the base methods used and the order of
their coupling [Hairer, 1981, Jackiewicz and Vermiglio, 2000]. Constantinescu [Constan-
tinescu and Sandu, 2007] has shown that the MPRK-2 schemes, defined by the Butcher
tableaus in Table 3.6, are (1) second order accurate if the base method is at least second
order accurate and have (2) at most a second order accurate coupling regardless of the or-
der of the base method. The third order coupling conditions are never all satisfied for
this multirate strategy [Constantinescu and Sandu, 2007]. It is actually at each critical
interface, between a buffer group and a more constrained bulk group, that the coupling
reduces to second order accuracy.
In spite of the order restrictions, the MPRK-2 schemes present the advantage of be-
ing conservative. It is shown in [Constantinescu and Sandu, 2007] that any partitioned
Runge-Kutta method with the same weights (ba = b2b) is conservative. In particular MPRK-
2 (described by Table 3.6) is conservative.
Multiple levels of refinement may be defined recursively on nested multirate groups.
The base method, RKb , and the associated adapted method, RKa , are applied succes-
sively to the different buffer and bulk groups. Consider an arbitrary problem with mul-
tiple levels of refinement. Bulk groups, Ωbz , are integrated with a ∆t∗/2z stable time step
as well as their neighboring buffer groups,Ωaz . This procedure is illustrated in Figure 3.4
for a general case. The overall speedup that this technique would yield compared to a
classical singlerate ERK method strongly depends on the amount of elements that are
allocated to each multirate group.
3.2.2 Recursive Flux Splitting Multirate
Knoth and Wolke [Knoth and Wolke, 1998] developed implicit-explicit (IMEX) integra-
tion methods in the context of advection-diffusion equations in air pollution applica-
tions. An efficient solution is expected by splitting the right-hand side of the differential
equation (3.18) in a non-stiff advection part, the G term, and a stiff diffusion part, the F
term:
du
d t
= F (u)+G(u), u(0)= u0, (3.18)
which are solved with an explicit and an implicit method, respectively. The IMEX me-
thod should ensure that the cumulative integration interval forF equals the explicit time
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· · · Ωbz+1 Ωaz Ωbz Ωaz−1 Ωbz−1 · · ·
RKb RKa RKb
RKa RKbRK
b
RKb RKa RKb
RKb
...
...
...
...
...
∆t∗
2z−1
∆t∗
2z+1
Figure 3.4: Multiple levels of refinement. The multirate exponent of a group is z.
step used for G. The key idea of Schlegel et al. [Schlegel et al., 2009] is to consider that
F is non-stiff like G but is restricted by a smaller time step, then solve them together
with an inner method for F and an outer method for G that are both ERK methods. The
same base method can either be used for the two parts or two different schemes can
be mixed. These choices strongly depend on the stability requirements with respect to
F . A nested system with s×q stages is obtained by combining an s-stage outer method
RKO = [AO ,bO ,cO] with a q-stage inner method RKI = [AI ,b I ,c I ]. For a complete ex-
planation about the construction of the new Butcher tableaus, see [Schlegel et al., 2009].
The resulting method is called the Recursive Flux Splitting Multirate (RFSMR) and may
be written in a PRK form:
un+1 = un + ∆t∗
s×q∑
k=1
bFk F (u(k), t n + cFk ∆t∗)
+ ∆t∗
s×q∑
k=1
bGk G(u(k), t n + cGk ∆t∗), (3.19)
u(k) = un + ∆t∗
k−1∑
l=1
aFklF (u(l ), t n + cFl ∆t∗)
+ ∆t∗
k−1∑
l=1
aGklG(u(l ), t n + cGl ∆t∗) (3.20)
for k = 1, ..., s and where AF ,bF ,cF and AG ,bG ,cG are the matrices and vectors of the
Butcher tableaus associated with the resulting method. They are obtained by combining
the parameters of the original inner and outer methods: AO ,bO ,cO and AI ,b I ,c I .
Order conditions can be established for these mixed schemes. They consist in both
the classic order conditions for the base ERK methods and additional coupling condi-
tions [Jackiewicz and Vermiglio, 2000]. It can be shown that the resulting methods for G
and F as well as their coupling are second order accurate if and only if the underlying
base methods are at least second order accurate. Knoth and Wolke [Knoth and Wolke,
1998] have derived an additional third order consistency condition that, when satisfied
by the base method, leads to a third order accurate multirate scheme experimentally. Yet,
the theoretical proof of this property remains an open question. In particular, the RK43
scheme represented in Table 3.7, used as inner and outer method, fulfills this condition
and leads to a third order accurate multirate scheme. The two resulting schemes, RKG
andRKF , that have both s2 = 16 stages, may be constructed [Schlegel et al., 2009]. The
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0
1/2 1/2
1/2 -1/6 2/3
1 1/3 -1/3 1
1/6 1/3 1/3 1/6
Table 3.7: RK43 Butcher tableau
ten stage methods, represented in Tables 3.8 and 3.9, are obtained by eliminating redun-
dant rows and columns in the resulting Butcher tableaus. More explanations about the
RFSMR method and its properties can be found in [Schlegel et al., 2009]. Our analysis is
restricted to the interpretation of the resulting schemes and their effective application in
a multirate approach.
0
1/4 1/4
1/4 1/4 0
1/2 1/2 0 0
1/2 1/2 0 0 0
1/2 -1/6 0 0 0 2/3
3/4 1/12 0 0 0 1/6 1/2
3/4 1/12 0 0 0 1/6 1/2 0
1 1/3 0 0 0 -1/3 1 0 0
1 1/3 0 0 0 -1/3 1 0 0 0
1/6 0 0 0 1/3 1/3 0 0 0 1/6
Table 3.8: RKG - Outer Buffer
TheRKG (resp. RKF ) method is strictly equivalent to the base method RK43 applied
once with a time step ∆t∗ (resp. twice successively with a time step ∆t∗/2), if only this
method is used for all the domain variables. Indeed, if the bold entries of table 3.8 (resp.
3.9) are gathered, by eliminating rows and columns that are redundant when the method
is considered independently, the Butcher tableau of method RK43 (resp. 2× RK43 with
half of the time step) is obtained.
These methods are used in an inner and outer buffer group that accommodate the
transition between two bulk groups that have a time step ratio κ = 2. The critical inter-
face is now located between the inner and the outer buffer group. Since cG = cF , the
solutions at each inner stage of the method are all computed at the same intermediate
time steps t˜ ki . This is not sufficient to draw a conclusion about the order of the coupled
method but it simplifies a lot of the third order conditions that have to be satisfied. A
drawback of the method is that there is no conservation of the fluxes at the critical inter-
face since bG 6= bF . However, if we consider a partitioning based on fluxes rather than
in terms of the components, conservation is guaranteed at any stage of the explicit PRK
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0
1/4 1/4
1/4 -1/12 1/3
1/2 1/6 -1/6 1/2
1/2 1/12 1/6 1/6 1/12
1/2 1/12 1/6 1/6 1/12 0
3/4 1/12 1/6 1/6 1/12 0 1/4
3/4 1/12 1/6 1/6 1/12 0 -1/12 1/3
1 1/12 1/6 1/6 1/12 0 1/6 -1/6 1/2
1 1/12 1/6 1/6 1/12 0 1/12 1/6 1/6 1/12
1/12 1/6 1/6 1/12 0 1/12 1/6 1/6 1/12 0
Table 3.9: RKF - Inner Buffer
method [Schlegel et al., 2009, Hundsdorfer et al., 2007]. This approach has not been in-
vestigated in this paper.
The buffer groups have a different meaning compared to the multirate approach of
Constantinescu [Constantinescu and Sandu, 2007]. The total buffer has a size of two
connected elements, but it isn’t necessary that it separates two bulk groups. An inner
buffer either separates a bulk group and an outer buffer group or two outer buffer groups
that have a different stable time step. This property can easily be verified by developing
the Butcher tableaus presented above. Construction of appropriate multirate groups for
the approach of Schlegel et al. [Schlegel et al., 2009] will be detailed in the next section.
Figure 3.13(d) illustrates the different multirate groups for the method of Schlegel around
the Holbourne island.
The Butcher tableaus have ten stages in the buffer regions. This is more than the eight
stages needed when the base method RK43 is applied twice successively. However, Ta-
ble 3.8 indicates that only K 1, K 5, K 6 and K 10 have to be computed while in Table 3.9 K 5
and K 10 are superfluous. Indeed, some columns in the corresponding Butcher tableaus
are equal to zero everywhere. This has to be taken into account when implementing this
method but the ten intermediate solutions u(k) are effectively needed to ensure a coher-
ent transition between the multirate groups.
To have an idea about how the two buffers communicate with their respective bulk
neighbors, we just need to copy Tables 3.8 and 3.9 and replace all the non-bold entries
by zeros. The two resulting Butcher tableaus are then respectively equivalent to RK43
applied with a∆t∗ time step and RK43 applied twice successively with a∆t∗/2 time step.
3.3 Multirate groups
The key idea in order to achieve the best speedup is to take advantage of the multiple
levels of refinements. But the speedup that can be reached with such multirate strategies
strongly depends on the distribution of the characteristic stable time steps among the
elements of the mesh. In particular, the gap between the minimum and the maximum
stable time steps as well as the number of elements present in each multirate group has
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a significant influence on the computational efficiency of the methods. Therefore the
mesh elements are to be organized in an optimized way.
The major difficulty, when implementing multirate methods, is to manage the dif-
ferent groups and the communication between them. In the 2D-DGM framework, we
propose to gather elements in groups that share the same multirate characteristics and
then treat them one by one. Inside each group of elements three types of groups of inter-
faces are distinguished: (i) interfaces that are common to elements of the same element
group, (ii) interfaces that are common to two different element groups and (iii) inter-
faces that are part of a physical boundary. The multirate groups communicate through
the interface groups of type (ii).
A generic way to construct these multirate groups is developed in Section 3.3.1. After-
wards, in Section 3.3.2, two efficiency issues are addressed: the influence of the reference
time step on the speedup and the duplicate computations of interface terms.
3.3.1 Construction of multirate groups
Consider that the stable time steps may be computed for each element of a mesh. The
minimum and maximum stable time steps are noted∆tm and∆tM . A reference time step
∆t∗ <∆tM is fixed. By using a time step ratio κ= 2, the different time step ranges can be
defined recursively. The maximum multirate exponent z∗ is determined as follows:
z∗ =
⌈
log2
∆t∗
∆tm
⌉
(3.21)
such that ∆t∗2N ≤ ∆tm . Elements may now be sorted in z∗+1 groups. Indeed, the stable
time step of each element in the mesh belongs to one of the following sets:
Ω3(z∗−z) =

[
∆t∗,∆tM
]
if z = 0
[
∆t∗
2z+1 ,
∆t∗
2z
)
if z = 1, ..., z∗
(3.22)
where z stands for the multirate exponent of the group. Since buffer groups have to be
inserted, a tag θ is attributed to each multirate groupΩθ:
θ = 3(z∗− z)+σ, σ= 0,1,2 (3.23)
where the integer σ defines whether the group is characterized as a bulk, σ= 0, an inner
buffer, σ= 1, or an outer buffer, σ= 2. This is a general notation that is adapted to man-
age the two multirate strategies. For an s-stage MPRK-2 method, the inner buffer groups
are always empty sets and the outer buffer groups have a size s. Note that two bulk groups
that are integrated with two different time steps never have neighboring elements. The
building procedure is illustrated step by step, for the two multirate approaches, on a sim-
ple mesh represented by Figure 3.5(a). For the method of Constantinescu, the illustration
is limited to the multirate scheme which uses a two stage base method but it can be ex-
tended to a buffer of any size.
The first step, common to both methods, is to assign a bulk tag, defined by equation
(3.22), to each element depending on its characteristic time step. Buffer groups are ne-
glected at this level. As illustrated in Figure 3.5(a) there are four initial groups: Ω0,Ω3,Ω6
andΩ9. The transition between them is then ensured by introducing the buffer groups.
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(b) Second step (Constantinescu): introduce
outer buffer groups of size 2 (dark gray ele-
ments).
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(c) Second step (Schlegel): introduce outer
buffer groups of size 1 (dark gray elements).
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(d) Third step (Schlegel): introduce inner
buffer groups of size 1 (light gray elements).
Figure 3.5: Construction of multirate groups for discontinuous elements. Inner buffer groups are
empty for the method of Constantinescu (b). Inner buffer groups may recover a whole bulk group
for the method of Schlegel, i.e., tags 1 and 7 (d).
The procedure is quite simple for the method of Constantinescu. Since there are no inner
buffer elements, the tags are either equal to 3(z∗− z) or to 3(z∗− z)+2. The buffers have
a size of two connected elements, since the base method, RK22C, has two stages. The
group with the smallest multirate tag, Ω0, remains the same and then successively the
buffer elements are introduced. At the same time it is ensured that two neighboring
elements have neighboring tags. In other words the tags of the elements are smoothed,
i.e., two connected elements have either the same tag, if they are both members of the
same buffer or bulk group, or two successive tags. Figure 3.5(b) shows the distribution of
the mesh elements in their respective multirate groups.
The smoothing procedure is more complex for the method of Schlegel because two
types of buffers are introduced. The procedure is divided in two steps. The first one,
shown in Figure 3.5(c), introduces the outer buffer elements. The technique is identical
to the previous method but with an outer buffer of size 1. Afterwards, as illustrated by
Figure 3.5(d), inner buffer elements are introduced by changing the tags of the elements
that are still in the current bulk groups but that have an interface in common with an
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upstream outer buffer group. A bulk group may be empty for the multirate method of
Schlegel.
As expected, the introduction of buffer groups has a significant influence on the
repartition of the elements in the multirate groups. Indeed, many elements are attributed
to groups that have a smaller time step than prescribed a priori. Initially present multi-
rate tags may disappear due to the inserted buffer groups. In the example of Figure 3.5
no elements remains in group Ω9. Nevertheless, it is a necessary condition to construct
a coherent multirate scheme.
If continuous elements were used for the spatial discretization, the efficiency would
be worse. As shown in Figures 3.6(a) and 3.6(b), the impact of introducing buffer groups
is much more severe than in the discontinuous case. Elements are no longer connected
by faces but by nodes and therefore the size of the buffer regions drastically increases.
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(b) Method of Schlegel.
Figure 3.6: Construction of the multirate groups for continuous elements. The buffer elements
cover a drastically larger part of the domain than in the discontinuous case.
By examining the algorithm that constructs the groups, it seems difficult to deter-
mine a priori the effective distribution of the elements in multirate groups. Therefore it
seems inevitable to build the groups in order to compute the theoretical speedup. Fur-
thermore, it will be shown in the next section that the choice of the reference time step
∆t∗ has a significant influence on the repartition of the elements and therefore on the
theoretical speedup.
3.3.2 Efficiency
Choice of the reference time step
In practice, the effective speedup of multirate versus singlerate is determined by taking
the ratio of the two corresponding CPU times. However, it is worth to have an a pri-
ori estimation of the theoretical speedup that could be achieved. The work performed
at each stage of an ERK method for each individual element may be approximated as
constant. The total work is then determined as the sum of the number of elements in
each multirate group multiplied by the number of ERK stages that have to be performed
in this group. The theoretical speedup, Sth , of a multirate method versus its singlerate
equivalent can then be expressed as the ratio of their respective work:
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Sth =
∆t−1m sN
∆t−1∗ s
∑N
i=1 2γ(i )
= ∆t∗N
∆tm
∑N
i=1 2γ(i )
(3.24)
where N stands for the total number of elements in the mesh. The discrete reparti-
tion function γ(i ) defines the effective multirate exponent associated to element i . This
means that 2γ(i )s stages have to be performed on element i in order to achieve a ∆t∗
time step. The function γ does not only depend on the stable time step of the element
but also on its corresponding multirate group. This is because, in buffer regions, more
stages have to be performed than prescribed a priori by their effective stable time steps.
Assume a fixed mesh with specific Courant numbers per element that do not vary
in time. Two factors may then influence the theoretical multirate speedup defined by
equation (3.24): the reference multirate time step ∆t∗ and the function γ. But for each
∆t∗ there exists an optimal configuration of the multirate groups. Actually the repartition
function γ is entirely dependent on ∆t∗. For a given ∆t∗ the number of multirate groups
may vary as well as their organization and the number of elements present in each of
them. Variations of ∆t∗ may therefore have a significant influence on the theoretical
speedup. The analysis can be reduced to a fixed range of ∆t∗.
Firstly, all ∆t∗ such that 2∆ t∗ < ∆ tM have to be discarded. In this situation we
have that Sth(2 ∆ t∗) > Sth(∆ t∗) because the reference time step is twice larger and that
γ only differs for the elements with the largest characteristic time steps where it has a
larger value. The reference time step ∆t∗ has to be chosen in a range defined as follows:
∆t∗ = max
z
(α2z∆tm), such that 2
zα∆tm ≤∆tM (3.25)
where α is a factor that determines the time step, α∆tm , used for the multirate groups
with the largest multirate exponent. When α = 1 these groups are simply integrated
with ∆tm , the maximum time step authorized for global stability. For α ≤ 12 the mul-
tirate groups are exactly the same as for an α belonging to the set ( 12 ,1] and therefore
(α2∆tm ,α∆tm) is an empty set. The objective is to determine the maximum of equation
(3.24) with the constraint defined by equation (3.25). This can be summarized as:
max
α
Sth(α),
1
2 <α≤ 1 (3.26)
Multirate groups are generally almost the same for very small variations ofα but it seems
very difficult to predict the maximum of the objective function Sth(α). The theoretical
speedup can be computed for each α, in practice, and optimization techniques can be
used to determine the optimal α∗. Figure 3.7 shows the evolution of the reference time
step ∆t∗ and the corresponding multirate subdivision as a function of α for an arbitrary
∆tm and ∆tM . For a certain αˆ, the reference time step, ∆t∗, jumps to a new curve start-
ing at ∆tM . Consequently a new multirate subdivision appears and z∗ jumps from 2 to
3, which means that for α > αˆ (resp. α < αˆ) there will be 3 (resp. 4) levels of refinement.
This phenomenon partly shows the complexity of predicting the theoretical speedup de-
pending on parameter α.
Avoid duplicate computations
Two types of operations are performed during ERK time stepping: (a) summing up vec-
tors when the current solution is computed at an inner stage of a method, equation (3.4),
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Figure 3.7: Influence of α on ∆t∗ and the number of multirate groups. For a certain value αˆ an
additional multirate group appears.
or when the next step solution is updated, equation (3.6), and (b) perform the function
evaluations, equation (3.5). Almost all the computational efforts are contained in the op-
erations of the second type and can be split into an interface and a volume term. It was
shown in the previous sections that the effective computational gain, when using mul-
tirate methods, relies on the amount of computations that are avoided compared to a
singlerate method. In the DGM formulation, the interface contributions have to be com-
puted only once at each stage of the method. Indeed, interface fluxes are opposite each
other at element boundaries. Ideally, the interface terms of type (ii), at the boundary
between two multirate groups, should only be computed once. However, this is not sim-
ple to implement since each group is treated separately and runs with a different time
step. In our implementation, this superfluous computation of interface terms is avoided
for the methods of Constantinescu but not for the method of Schlegel leading to a lower
efficiency.3
3.4 Numerical experiments and results
The two multirate ERK methods are applied for the temporal integration in the frame-
work of ocean modeling. A depth-averaged barotropic 2D model is used to compute the
mean horizontal velocity vector u and the free-surface elevation η for shallow waters. As
in [Comblen et al., 2010b, Bernard et al., 2009], we consider the non-conservative shallow
water equations:
∂η
∂t
+∇· ((h+η)u) = 0, (3.27)
∂u
∂t
+ u · (∇u)+ f k×u+ g∇η
= 1
H
∇· (Hν(∇u))+ τs −τb
ρH
. (3.28)
3The implementation of the multirate method of Schlegel has been modified later in this work to avoid
the extra computations for these interface terms at the boundary between distinct multirate groups.
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In these equations f , g ,ν and ρ are respectively the Coriolis parameter, the gravitational
acceleration, the horizontal eddy viscosity and the mean water density. The actual water
depth is H = h+η, where h is the reference water depth. The bottom and wind stresses
are parametrized as τb and τs , respectively. The equations are discretized with P DG1 dis-
continuous finite elements for both elevation and velocity fields. Three methods of Con-
stantinescu, RK22C, RK33C and RK44C, based on the corresponding base methods, and
the method of Schlegel RK43S are compared. The convergence and the performance
of the methods are first analyzed on a simple shallow water test case. The step-by-step
procedure of the different multirate strategies is then illustrated on a more realistic ap-
plication, the GBR. Note that, in this work, only first order DG spatial interpolations have
been considered for the numerical results. The application of these multirate strategies
for higher order spatial interpolations shall be investigated in future work.
3.4.1 Convergence and performance of the multirate methods: an island in a
rectangular basin
We introduce a simple shallow water test case in order to compare the different multirate
methods in terms of efficiency, convergence and conservation properties. Consider the
water circulation in a rectangular closed basin defined on the domain [−W,W ]× [−L,L]
where W = 350 m and L = 75 m with an island located in its center. The island has an
elliptic shape with a major axis (vertical) of length 10 m and a minor axis of length 5 m.
Figure 3.8(a) represents this domain with an associated bathymetry that varies between
10 m and 5 m (around the island). The bottom stress is a quadratic dissipation term
which depends on the bathymetry. A Coriolis force is also acting on the system. The
initial condition corresponds to an exponential elevation with its maximum (0.05 m) lo-
cated at x = 175 m, as represented on Figure 3.8(b).
We use this example to compare the different time stepping schemes through 3 ex-
periments. A reference solution is computed on a very fine mesh with P DG1 interpolation
for the spatial discretization and with the RK44 time-stepping method with a sufficiently
small time step for the time discretization. The first experiment compares the efficiency
of the methods by measuring the integrated L2 errors for both elevation and velocities
as well as the CPU time after 25 seconds of simulation on different meshes. We consider
four meshes that are obtained by successive refinements of the original mesh of Fig-
ure 3.8(c). The number of mesh elements, the reference time steps and the theoretical
speedups associated with each mesh and each multirate method are listed in Table 3.10.
The maximum multirate exponent z∗ is 4 for all meshes and methods. This means that
the time step for the singlerate methods is ∆tm = ∆t∗/24. The stability requirements of
the explicit temporal discretization limit the time step to very small values associated
with each mesh. Therefore the temporal error is much smaller than the spatial error and
the total error is expected to scale as the spatial error [Chevaugeon et al., 2007]. In this
case, we use a P DG1 discretization and we expect second order convergence for all fields
when the mesh is refined. Indeed, as represented on Figure 3.9, a convergence of or-
der two is observed for both elevation and velocity fields regardless of the time stepping
method used. Multirate methods have thus no adverse effect on the global space-time
error. Moreover, all the multirate methods give a better ratio than the singlerate ones be-
tween CPU time and error because they need less operations. Figure 3.9 reveals that the
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(a) Bathymetry: h(x, y)= 10−5e−(2.5x)2−(1.25y)2 .
(b) Initial condition: η(x, y)= 0.05e−(8( x175−1))2 .
(c) Coarse mesh
Figure 3.8: Test case: island in a rectangular basin.
RK22C method is the most efficient. This is because it yields the best effective speedup
compared to the number of stages of the method and the corresponding buffer size. The
RK43S method needs four stages and has an effective speedup that is lower than the the-
oretical one, for the reasons mentioned in Section 3.3.2.
Figures 3.10(a) and 3.10(b) give the L2 error in function of the CPU time for both el-
evation and velocity fields after 0.5 seconds of simulation. The same mesh, represented
by Figure 3.8(c), is used for all computations but with different time steps. The origi-
nal time step associated with the mesh is divided successively by a factor 2 such that
the pure temporal error is visible. The expected convergence rates are observed for all
time stepping schemes. However the multirate methods produce larger temporal errors
than their singlerate counterparts. For multirate methods, the error associated with the
largest time step ∆t∗ propagates to all mesh elements after a certain time. The global
temporal error is of the order of the largest time step. In our case, the largest time step of
the multirate RK22C method is 16 times larger than the time step of the singlerate RK22
method. As observed on Figure 3.10, by comparing the two blue convergence curves, the
temporal error of the RK22C method is about 162 times larger than the error of the RK22
method. The third order accurate RK43S method gives the best precision for a fixed CPU
time. This method is even more accurate than the RK22 method after three temporal re-
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finements. All the methods of Constantinescu achieve second order accuracy but RK33C
is slightly more efficient than RK22C and RK44C.
Finally we compare the conservation properties of the four selected multirate sche-
mes. The total water volume at a time t is computed as follows:
V (t ) =
∫
Ω
η(t ,x)+h(x)dx (3.29)
We evaluate the conservation defect of a particular method as:
D(t ) = V (t )−V (0)
V (0)
(3.30)
Figure 3.11 shows the conservation defects for the selected multirate methods for a sim-
ulation of 200 seconds. This graph shows the instantaneous mass defects and not their
accumulation. The experiment confirms the theory. There is a perfect conservation of
the total water volume for the schemes of Constantinescu and not for the scheme of
Schlegel.
From those three experiments, the RK22C scheme seems the most appropriate for
applications with P DG1 spatial discretization. It delivers the best total speedup (lowest
number of stages, minimum buffer size) and respects an important property in oceanog-
raphy: mass conservation. Moreover, if some numerical experiments have shown that
the RK43S method has good monotonicity behavior in terms of the TV norm [Schlegel
et al., 2009], the RK22C scheme should theoretically behave better for problems that de-
velop shocks since it inherits the monotonicity properties [Gottlieb et al., 2001, Shu and
Osher, 1989] of the base method [Constantinescu and Sandu, 2007, Hundsdorfer et al.,
2007]. Note that first order time stepping schemes are too dissipative and therefore inap-
propriate. However, the other schemes may present some advantages for other applica-
tions e.g. when the temporal error is dominant. Another important consideration is that
for all these experiments we used the same stable reference time steps for all the multi-
rate schemes. Our study does not include the fact that larger time steps could be used
with higher order methods which have larger absolute stability regions. This could com-
pensate for the supplementary stages and consequently improve the efficiency without
compromising the global precision.
3.4.2 Hydrodynamics of the Great Barrier Reef
Consider the unstructured mesh of the Great Barrier Reef, depicted in Figure 3.1, on
which the two-dimensional shallow water equations (3.27) and (3.28) are solved with
P DG1 elements. The parametrization of the equations as well as multiple details about
the model and the mesh can be found in [Lambrechts et al., 2008b]. Bathymetry, wind
stress and open sea boundary conditions are obtained from terrain data or measured
data. A zero mass flux and a tangential momentum, proportional to the mean tangen-
tial velocity, are imposed along the impermeable boundaries (coasts and islands). The
parametrization of Smagorinsky [Smagorinsky, 1963] for the kinematic viscosity ν is used
to incorporate unresolved features.
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mesh h h/2 h/4 h/8
N 892 3568 14272 57088
∆t∗ 0.1084 0.0541 0.0270 0.0135
Second-order
RK22C 2.6283 2.8370 3.0110 3.1232
RK33C 2.4189 2.7022 2.9133 3.0638
RK44C 2.2296 2.5789 2.8239 3.0072
Third-order
RK43S 3.2451 3.2484 3.2542 3.2553
Table 3.10: Theoretical speedups (for α= 1) corresponding to the four multirate methods evalu-
ated for four meshes obtained by successive refinements of the original mesh of Figure 3.8(c). All
methods use first order DG for the spatial discretization and the same reference time step ∆t∗.
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Figure 3.9: Integrated L2 errors as a function of the CPU time for the four selected multirate
schemes and their singlerate equivalents. The errors are computed after 25 seconds of simula-
tion. The first mark of each curve corresponds to the reference mesh of Figure 3.8(c) with an
element size h. The three next marks are associated with three successive refinements of the
original mesh: h/2, h/4 and h/8. The maximum multirate exponent is z∗ = 4 for all the multirate
schemes applied on all meshes (with α = 1). Second order convergence is observed for all the
schemes as expected.
The four multirate approaches have been tested. Figure 3.12 shows the theoretical
speedup depending on parameter α. As expected, we observe that Sth(
1
2 ) = Sth(1). The
three methods of Constantinescu yield a curve of almost the same shape but a shift of
the maximum is observed. Since the number of elements in the buffer groups increases
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Figure 3.10: Integrated L2 errors for the elevation (a) and velocities (b) on the original mesh of
Figure 3.8(c) as a function of the CPU time for the four selected multirate schemes and their
singlerate equivalents. The errors are computed after 0.5 seconds of simulation. Each mark is
associated to a ratio of the original time step: ∆tm , ∆tm/2, ∆tm/4 and ∆tm/8 for the singlerate
methods and ∆t∗, ∆t∗/2, ∆t∗/4 and ∆t∗/8 for the multirate methods. The expected convergence
rates are observed for the eight schemes. Second order convergence for the three schemes of
Constantinescu and third order for the scheme of Schlegel.
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Figure 3.11: Conservation defects evaluated as the mean water volume per cubic meter that is
added or removed from the original total water volume as a function of time. These quantities
are not accumulated with time. As expected, the methods of Constantinescu are conservative.
An oscillation of the relative mass is observed for the one of Schlegel.
with the number of stages of the method, the speedup declines. The method of Schlegel,
RK43S, achieves a significantly higher speedup due to buffers that do not perform more
expensive operations than actually needed.
The optimal values for α associated with the reference time step, the maximum mul-
tirate exponent z∗ as well as the corresponding theoretical speedups are listed in Ta-
ble 3.11 for the four different multirate methods. An illustration of the corresponding
multirate groups is shown in Figure 3.13 for a zoom around the Holbourne Island. Ob-
serve that, for RK22C, RK33C and RK44C, the size of the buffer groups is increasing with
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Figure 3.12: Theoretical speedup as a function of the parameter α ∈ ( 12 ,1] for the GBR test case.
RK22C RK33C RK44C RK43S
α∗ 0.750 0.735 0.695 0.855
∆t∗ 7.381 7.233 6.840 4.207
z∗ 6 6 6 5
OB % 20.0 26.3 31.3 12.9
IB % 0 0 0 13.0
Sth 4.606 4.396 4.218 5.364
Sex 4.461 4.327 4.183 4.343
Table 3.11: Comparison of the four selected multirate schemes.
the number of stages of the base method. For RK43S a distinction can be made between
the inner and outer buffer groups that are both of size 1. Figure 3.14 shows the multirate
groups on the whole GBR for method RK22C. The global percentage of inner and outer
buffer elements for the whole GBR mesh is given in Table 3.11. The optimal values of
α yield a maximum multirate exponent z∗ = 6 for the three methods of Constantinescu
while z∗ stays at 5 for the method of Schlegel.
The four selected methods were used to run the GBR test case and the CPU times
have been measured. The same runs have also been performed with the correspond-
ing singlerate methods where the global time step is simply the minimum among all.
The experimental speedups, listed in Table 3.11, are obtained by taking the ratio of the
singlerate and multirate CPU times. The theoretical and experimental speedups are rel-
atively close for the three methods of Constantinescu while the one of Schlegel yields
a lower experimental speedup. As mentioned in Section 3.3.2, this lack in efficiency is
due to the computational overhead caused by the superfluous operations performed at
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(a) RK22C (b) RK33C
(c) RK44C (d) RK43S
Figure 3.13: Multirate groups around the Holbourne island associated with the four multirate
strategies obtained for the optimal ∆t∗. Outer buffer groups are colored in red and inner buffer
groups in blue. Bulk groups have colors that vary from light gray (large time step) to dark gray
(small time step) depending on their multirate exponent.
the interfaces between the multirate groups4. Recall that the speedup strongly depends
on the kind of mesh that is used. Significantly higher speedups may be obtained for the
same problem with other meshes where the ratio between the average and the smallest
element size is drastically larger.
The RK22C scheme is used to perform a 24 hour simulation on the mesh presented
in Figure 3.1 with data corresponding to the first of March 2000. A plot of the velocity
vectors and the sea surface elevation is presented on Figure 3.15 corresponding to time
21:51:23. Tidal jets and eddies due to the interaction of the flow with the topography near
the open-sea boundary are clearly visible.
4Later in this work, an implementation is proposed for the method of Schlegel that avoids these super-
fluous operations. The new results show that the theoretical and experimental speedups are much closer.
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Figure 3.14: Multirate groups for the RK22C method on the whole GBR mesh. Elements have
colors that depend on their multirate groups. Small (resp. large) time steps are used on blue
(resp. red) elements.
3.4. Numerical experiments and results 95
Sea Surface Elevation [m]
Figure 3.15: Sea surface elevation (color levels) and bidimensional velocity field (arrows) around
the Whitsunday Islands Archipelago. Velocity vectors have a norm that varies between 0 and 0.822
m/s.
Conclusion and future work
In this paper two ERK multirate approaches have been implemented, in the DGM frame-
work, for solving large-scale problems with different time steps. The first strategy is con-
servative and reaches second order accuracy while the second one is not conservative
but is third order accurate. Even if the multirate methods are more complex to imple-
ment than their singlerate equivalents, they inherit a lot of properties that makes them
particularly adapted to multi-scale simulations. A significant speedup, for a well chosen
reference time step, has been observed for the two kinds of multirate methods on an un-
structured mesh of the Great Barrier Reef. However, the speedup turns out to be highly
dependent on the nature of the mesh. Furthermore, other parameters, like the choice of
the reference time step, have a significant impact on the speedup.
Large-scale applications such as the Great Barrier Reef require the use of parallel
computers. Some kind of load balancing strategy has to be supplied to accommodate
multirate schemes. Indeed, small elements have a higher cost than large elements in
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such a strategy and will require more frequent updates at inter-processor interfaces. The
key idea consists in creating an optimized mesh partition such that the number of grid
cells of the different multirate groups is ideally the same on each computer core. How-
ever, a compromise should probably be found between the effective work on each pro-
cessor and the amount of communications between them.
Until now, we have not considered that some parameters related to the local stability
condition may change in time. The meshes could be adapted at some time steps and the
multirate groups would have to be consequently changed. A more physical constraint
is that the wave/advective velocity changes considerably in time and could cause the
solution to blow up after a certain number of iterations. A criterion could eventually be
found to determine whether it is worth or not to recompute the multirate groups at a
certain moment in order to stay stable all along the simulation.
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DEVELOPMENT AND IMPLEMENTATION OF A
SECOND ORDER PARALLEL MULTIRATE
STRATEGY
This chapter is based on the following publication:
Seny, B., Lambrechts, J., Toulorge, T., Legat, V., and Remacle, J.-F. (2014). An efficient parallel implementation
of explicit multirate Runge-Kutta schemes for discontinuous Galerkin computations. Journal of Computa-
tional Physics, 256: 135-160.
Novelty
■ Providing a multi-constraint mesh partitioning strategy adequate for the parallel multirate context, i.e.
equal sharing of the workload between all processors and at each stage of the algorithm while minimizing
the total number of inter-processor communications.
■ Proposing a detailed implementation of a generic parallel multirate algorithm in the discontinuous Galer-
kin framework, where we aim to minimize the computational and communicational overheads.
■ Studying the impact of certain multirate characteristics on the parallel efficiency of the method.
■ Showing parallel performance analyses for realistic applications that confirm that multirate methods are
still very efficient compared to singlerate methods up to a significant number of processors.
Summary
Although explicit time integration schemes require small computational efforts per time step, their efficiency
is severely restricted by their stability limits. Indeed, the multi-scale nature of some physical processes com-
bined with highly unstructured meshes can lead some elements to impose a severely small stable time step
for a global problem. Multirate methods offer a way to increase the global efficiency by gathering grid cells in
appropriate groups under local stability conditions. These methods are well suited to the discontinuous Ga-
lerkin framework. The parallelization of the multirate strategy is challenging because grid cells have different
workloads. The computational cost is different for each sub-time step depending on the elements involved
and a classical partitioning strategy is not adequate any more. In this paper, we propose a solution that makes
use of a multi-constraint mesh partitioning strategy. It tends to minimize the inter-processor communica-
tions, while ensuring that the workload is almost equally shared by every computer core at every stage of the
algorithm. Particular attention is given to the simplicity of the parallel multirate algorithm while minimiz-
ing computational and communication overheads. Our implementation makes use of the MeTiS library for
mesh partitioning and the Message Passing Interface for inter-processor communication. Performance anal-
yses for two and three dimensional practical applications confirm that multirate methods preserve important
computational advantages of explicit methods up to a significant number of processors.
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Introduction
Improving the efficiency of explicit time integration schemes, which are often severely
restricted by the highest allowable stable time step, constitutes a key numerical chal-
lenge. Indeed, despite the numerous attractive properties of explicit time stepping sche-
mes, the Courant-Friedrichs-Lewy (CFL) condition imposes that the stable time step
must be kept under a certain critical value such that the physical information may be
captured across the space discretization. For each cell, this value is proportional to the
ratio between the grid size and the maximum wave/advective velocity. The smallest ratio
determines the stable time step of the global problem. A structured grid with a constant
velocity field yields a constant stable time step per cell. In the case of an unstructured
grid with a large ratio between cell sizes and/or a highly varying velocity field, there will
be a significant difference between the smallest and the largest stable time step. The
computational cost of explicit methods may therefore be prohibitively high with respect
to the problem size.
Several ways have been investigated to tame the CFL condition. Unconditionally sta-
ble implicit time integration schemes are a widespread alternative as they allow large
time steps to be used. But large (non)linear systems of equations need to be solved. War-
burton and Hagstrom proposed an algorithm which has a CFL number independent of
the spatial order of approximation, for discontinuous Galerkin (DG) methods on struc-
tured meshes [Warburton and Hagstrom, 2008]. Lately, Lörcher et al. developed DG
schemes based on a space-time expansion (STE-DG) for unsteady problems [Lörcher
et al., 2007, Gassner et al., 2008]. Taylor expansions are used in space and time at the
barycenter of the mesh elements and retain high order accuracy in time. Local time
stepping methods of arbitrary high order and using arbitrary ratios of time-step sizes
have also been introduced in the framework of the ADER schemes (arbitrary high order
schemes using derivatives) [Dumbser and Munz, 2005, Balsara et al., 2013] and, amongst
others, for DG discretizations (ADER-DG) [Dumbser et al., 2007, Dumbser and Munz,
2006, Qiu et al., 2005]. We also mention explicit Runge-Kutta methods with nonuniform
time steps (NUTS RK) [Liu et al., 2010] which have been developed for DG schemes in the
field of Computational Aeroacoustics (CAA). To ensure correct communication between
meshes with different time step sizes and preserve high-order accuracy, the intermediate
solutions are coupled at the critical interfaces with minimum dispersion and dissipation
errors.
The multirate approach focusses on reducing the overall computational effort by
gathering mesh elements into appropriate groups that satisfy local stability conditions.
The time step of a multirate group is an integer multiple of the smallest time step so
that all steps are synchronized for every largest time step. The challenge, when devel-
oping multirate schemes, consists in providing a coherent transition between the mul-
tirate groups so that the information circulates properly. In particular, convergence and
conservation properties need to be preserved. Several multirate approaches for con-
servation laws have been proposed in the literature since the early 1980s [Osher and
Sanders, 1983, Dawson and Kirby, 2000, Tang and Warnecke, 2006, Constantinescu and
Sandu, 2007, Schlegel et al., 2009]. Hundsdorfer et al. [Hundsdorfer et al., 2007] ana-
lyzed many of these schemes in terms of consistency and mass conservation. Constan-
tinescu et al. [Constantinescu and Sandu, 2007] and Schlegel et al. [Schlegel et al., 2009]
proposed strategies that accommodate the transition between bulk groups, where a clas-
sic explicit Runge-Kutta (ERK) base method is used, by means of buffer regions, where an
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adapted ERK method is used. The first method is conservative and preserves the strong
stability properties of the base method but is at most second order accurate due to inter-
face treatment between bulk and buffer groups. The second method reaches third order
accuracy by using an appropriate base method and may be conservative if the partition-
ing is based on fluxes rather than on elements [Schlegel et al., 2009, Hundsdorfer et al.,
2007].
This paper follows in the footsteps of the work accomplished in [Seny et al., 2013]
where we investigated the efficiency of these last two multirate methods in the frame-
work of DG finite elements. We have shown that they were especially well suited for
computations on unstructured meshes. Depending on the distribution of the element
sizes and the physical phenomena, significant speedups have been observed compared
to the equivalent singlerate schemes for realistic geophysical flow problems. Here, we
want to extend this multirate approach to the parallel framework. This is challenging
since the computational load varies spatially and at the different sub-time steps of the
ERK scheme. Load-balancing as well as communication have to be considered carefully.
In this paper we focus on the parallelization of the class of multirate methods introduced
by Constantinescu with time steps which are fractional powers of two of each other. Sev-
eral issues are addressed from mesh partitioning strategies to practical implementations
aspects. Schlegel et al. already investigated a multi-constraint balancing approach that
employs three independent constraints correlated to the two highest temporal refine-
ment levels and the remaining levels for which they obtained acceptable scalings up to a
small number of processors, [Schlegel et al., 2011]. Here we develop a parallel multirate
strategy that shares the workload almost equitably between all processors at every mul-
tirate sub-time step for any number of temporal refinement levels and any number of
processors. Illustrations and notations have been chosen to remain very close to the im-
plementation. To the same end, the algorithms described in this paper are fully detailed.
The remainder of this paper is organized as follows: in Section 4.1 we summarize
the DG and ERK methods; the multirate approach of Constantinescu is described in Sec-
tion 4.2 and a generic implementation is proposed for the DG framework; Section 4.3,
which constitutes the core of this work, addresses the mesh partitioning issues and pro-
poses a generic parallel multirate algorithm; performance results are presented for three
applications in Section 4.4.
4.1 The Runge-Kutta discontinuous Galerkin method
The Runge-Kutta discontinuous Galerkin (RKDG) methods were introduced by Cock-
burn and Shu in [Cockburn and Shu, 1989a, 1991, 1998a, 2001]. They may be decom-
posed into two main steps: the DG spatial discretization of a conservation law described
by a system of partial differential equations (PDE’s) followed by the time integration of
the resulting semi-discrete form using a class of ERK schemes.
4.1.1 The discontinuous Galerkin space discretization
For the sake of simplicity, let us assume a scalar hyperbolic conservation equation de-
fined on a domainΩ:
∂u
∂t
+∇· f(u)= 0 , u(x, t 0)= u0, (4.1)
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where u is the conserved unknown quantity while f(u) is the vector flux associated with
u. For the sake of simplicity, the right-hand side is assumed to be zero. An initial con-
dition u0 is imposed for t = t 0 on the entire domain. Consider a spatial discretization of
the domain,Ωh , consisting ofN non-overlapping elementsΩe :
Ωh =
N⋃
e=1
Ωe . (4.2)
By integrating by parts Eq. (4.1) multiplied by a sufficiently smooth test function uˆ over
each mesh elementΩe we obtain the standard weak formulation:∫
Ωe
∂u
∂t
uˆdΩ−
∫
Ωe
f(u) ·∇uˆdΩ+
∫
∂Ωe
f(u) ·nuˆdΓ= 0 ∀e = 1, · · ·N , (4.3)
where n is the outward unit normal at the element boundaries. For the DG discretiza-
tion [Cockburn et al., 2000], we seek an approximation uh ∈Uhp of the true solution u and
choose the test function uˆ in the same space such that uˆ = uˆh ∈ Uhp . The finite dimen-
sional spaceUhp denotes the space P p (Ωe ) of polynomials of degree at most p on element
Ωe that are L2 integrable. The approximated solution uh can be defined for each mesh
elementΩe :
uhe =
Np∑
i=1
φiUe,i , (4.4)
where φi are the shape functions and Ue,i the nodal values on element e. The number of
degrees of freedom (DoF) corresponding to the integration order p isNp . The DG weak
formulation may be written for each mesh element:∫
Ωe
∂uh
∂t
uˆhdΩ−
∫
Ωe
f(uh) ·∇uˆhdΩ+
∫
∂Ωe
f(uh) ·nuˆhdΓ = 0, (4.5)
where the interface flux term should be handled properly. Unlike for continuous finite
element methods, the discrete solutions at element boundaries are multiply defined due
to the discontinuity. The discrete normal flux fn = f(uh) ·n depends on values at both
sides of the discontinuity (Ue and Ue+1), see Figure 4.1) and must be approximated by a
numerical flux fˆn . To ensure the robustness and accuracy of the scheme, the numerical
flux has to be defined properly. The calculation of these interface fluxes becomes a Rie-
mann problem for which exact [Godunov, 1959] or approximate [Roe, 1981, Toro, 1997]
Riemann solvers are used.
n
Ωe
Ωe+1
uhe
uhe+1
Figure 4.1: Right and left side of a discontinuous Galerkin inter-element face
Among the numerous vices and virtues of the DG method, we will only emphasize
here that a high number of DoF are needed, but they are not shared between elements.
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0
c2 a21
c3 a31 a32
...
...
. . .
cs as1 as2 · · · as,s−1
b1 b2 · · · bs−1 bs
Table 4.1: Butcher tableau for an s-stage explicit Runge-Kutta method.
Many operations are thus local which allow, among other things, a straightforward par-
allelization and h- and p-refinement.
4.1.2 The singlerate explicit Runge-Kutta time discretization
The aim of this section is to introduce some mathematical and algorithmic notations for
the ERK methods that will be used all along the paper. Consider that a general multi-
dimensional conservation law, described by a system of PDE’s, has been discretized spa-
tially by means of the DG method. The whole set of nodal unknowns U can be viewed as
the concatenation of the set of unknowns Ue associated to each elementΩe :
U = {U1,U2, · · · ,UN }. (4.6)
Following the method of lines we can write the next semi-discrete form for every mesh
element:
Me
dUe
d t
= F(Ue ,Un , t )= FV (Ue , t )+FI (Ue ,Un , t ), (4.7)
where Me is the element-wise mass matrix, Un are the unknowns associated with the
neighboring elements of e, and F is the numerical flux vector resulting from the DG for-
mulation. FV (respectively FI ) stands for the volume (respectively interface) part of the
flux vector. Within this framework an s-stage ERK method computes the next step so-
lution for an element e, UN+1e , at time t N+1 by using the actual solution UNe available at
time t N . Butcher tableaus [Butcher, 2000] are a convenient way to represent the coef-
ficients ai j , bi and ci of an ERK scheme, see Table 4.1. The explicitness of the method
requires that the matrix ai j is strictly lower triangular.
A possible generic implementation of these methods is given by Algorithm 1, in which
we distinguish three main operations: compute the current solution (C); compute the es-
timate of the time derivatives (K); compute the next step solution (U ). The operations
C and K are performed at each stage i of the the method and for every mesh element
e. The element-wise current solutions V(i )e are obtained by summing the actual solution
Ue with a linear combination of the time derivative estimates Kie . The latter are obtained
by the multiplication of the inverse of the element-wise mass matrix Me with the flux
function Fe which depends on the current solution on the actual element, V
(i )
e , and its
neighboring elements, V(i )n . The update operation U is realized at the end of the s stages
by summing the actual solution with a linear combination of the time derivatives.
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Algorithm 1 Implementation of explicit Runge-Kutta methods
Require: UN ,N , s, ∆t
U←UN
for i = 1 to s do
// Compute the current input (C)
for e = 1 toN do
V(i )e ←Ue +∆t
∑i−1
j=1 ai j K
j
e
end for
// Perform the function evaluations (K)
for e = 1 toN do
Fe ← FV (V(i )e , t N + ci∆t ) + FI (V(i )e ,V(i )n , t N + ci∆t )
Kie ←M−1e Fe
end for
end for
// Update the solution (U )
for e = 1 toN do
Ue ←Ue +∆t∑sj=1 b j K je
end for
UN+1 ←U
4.2 Second-order explicit multirate Runge-Kutta schemes
Constantinescu and Sandu [Constantinescu and Sandu, 2007] constructed a family of
second-order multirate partitioned Runge-Kutta (MPRK) schemes that use different time
steps that are integer multiples of the smallest time step. Here, we will only consider the
case where the time steps are fractional powers of two of each other, which is a reason-
able compromise between simplicity and efficiency. The key idea consists in organiz-
ing mesh elements in multirate groups. Buffer groups accommodate the transition be-
tween two successive bulk groups which use a base ERK method with time steps ∆t/2n
and ∆t/2n+1. An adapted method is used for the buffer elements obtained by repeat-
ing twice the base ERK method with the largest time step ∆t/2n . The adapted method
performs the same number of stages as its neighboring bulk group with smallest time
step and communication is thus possible. The Butcher tableaus of the RK22 method and
the adapted version are represented in Table 4.2(a) and 4.2(b). Two bulk groups must be
separated by at least s connected buffer elements. Indeed, at this distance the adapted
method reduces to the base method. This multirate approach is conservative for con-
servative laws since the b vectors of two adjacent Butcher tableaus are identical. The
convergence of the method is limited to second order due to the treatment of the criti-
cal interface between a buffer and a bulk group. The pure temporal error of a multirate
scheme will be of the same magnitude as the error associated with the largest time step
used after a significant number of time steps. The error propagates through elements
at the same rate as the information. A detailed mathematical development of the me-
thod and its characteristics are available in [Seny et al., 2013] and [Constantinescu and
Sandu, 2007]. One important comment should be made here concerning the RK22 me-
thod. For pure hyperbolic problems (eigenvalues lying on the imaginary axis of the com-
plex plane), this temporal scheme is technically unstable because the associated stability
region does not include any segment of the imaginary axis. However, for low DG inter-
polation orders, a sufficient amount of artificial diffusion allow the RK22 scheme to be
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used. Indeed, the artificial viscosity moves the eigenvalues of the discrete problem out
of the imaginary axis. For higher interpolation orders, it will be highly recommended to
use higher order temporal schemes which are stable for a portion of the imaginary axis,
e.g. the RK33 or RK44 scheme.
0
1 1
1/2 1/2
(a)
0
1 1
0 0 0
1 0 0 1
1/4 1/4 1/4 1/4
(b)
Table 4.2: Butcher tableaus for the base (a) and adapted (b) method, based on RK22, with coeffi-
cients {a(0)i , j ,b
(0)
j ,c
(0)
i } and {a
(1)
i , j ,b
(1)
j ,c
(1)
i }, respectively.
For large scale applications on unstructured meshes it is essential to manage multi-
ple levels of refinement. This method can be extended to any number of temporal refine-
ment levels and multirate groups therefore need to be defined properly. A generic way to
construct the multirate groups is a crucial requirement. The approach adopted, defined
in [Seny et al., 2013], is briefly summarized in the next section.
4.2.1 Multirate Groups
Construction
A first step when building multirate groups is to determine a reference time step, ∆t∗,
that will be the largest time step used. It needs to be between ∆tm and ∆tM , that are
the maximum stable time step on the most restrictive and the least restrictive element
respectively. For simplicity, we assume multirate setups where the reference time step
may be expressed as ∆t∗ = 2z∗∆tm . In this context, we define the maximum multirate
exponent:
z∗ = log2
(
∆t∗
∆tm
)
. (4.8)
Accordingly, the number of temporal refinements is z∗. It is now possible to allocate each
mesh element according to its own stable time step to one of the z∗+1 subsets of time
step ranges:
[∆tm , 2
−(z∗−1)∆t∗[∪[2−(z
∗−1)∆t∗, 2−(z
∗−2)∆t∗[ ∪·· ·∪ [∆t∗, ∆tM ]. (4.9)
As an illustrative example, let us consider a simple triangular mesh with element-wise
stable time steps. In Figure 4.2(a), we define the local stable time steps such that ∆tm =
1
4∆t , ∆tM =∆t and z∗ = 2 for ∆t∗ =∆t .
104 Development and implementation of a second order parallel multirate strategy
1
2∆t
1
4∆t
1
4∆t
1
2∆t
1
2∆t
1
2∆t
1
2∆t
1
2∆t
∆t
∆t
∆t
∆t
∆t
∆t
∆t
∆t
(a) Local stable time steps.
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(b) Multirate groups.
Figure 4.2: Illustrative example: the multirate method based on RK22.
Next, the buffer groups need to be introduced. To distinguish between the multirate
groups, we use a similar notation as introduced in [Seny et al., 2013]:
θ = 2(z∗− z)+σ, (4.10)
where σ = 0 for bulk groups and σ = 1 for buffer groups. The multirate exponent, z,
determines the effective time step of a group, i.e. ∆t∗/2z . The parameters z and σ may
also be obtained directly from the multirate tag θ:
σ= (θ mod 2) , z = z∗−dθ/2e. (4.11)
The mesh elements are thus distributed among z∗+1 bulk groups and z∗ buffer groups.
Two neighboring mesh elements have either the same multirate tag either two successive
multirate tags. The mesh is decomposed as follows:
2z∗⋃
θ=0
Ωhθ =Ωh , (4.12)
whereΩh
θ
is the set of elements that belong to the multirate group θ. The multirate load
(estimated as the number of function evaluations for a ∆t∗ multirate time step) of an
element belonging to a multirate group θ is:
λθ = 2d(2z
∗−θ)/2es = 2z+σs, (4.13)
with s the number of stages of the base method. Figure 4.2(b) represents the multirate
groups for the multirate method based on RK22 . Three bulk groups,Ωh0,2,4, are separated
by two buffer groups,Ωh1,3, of size two. For this example half of the elements are in buffer
groups and the theoretical speedup would be 1.6. Note that the last buffer group, with
multirate tag (2z∗−1), could recover all the remaining elements (in that case group 2z∗
would be empty).
Compactness
In practice, it often happens that a certain amount of buffer elements are only surrounded
by bulk elements of the inferior multirate tag. For this configuration, buffer elements
lose their intrinsic role of being the bridge between two successive bulk groups. Isolated
groups of buffer elements may therefore be transferred to their neighboring bulk group.
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This operation has no effect on the theoretical speedup as the computational cost re-
mains the same. The pure temporal accuracy should even be better since a smaller time
step is used for these elements. But above all, it allows one to improve the compactness
of the multirate groups. This reorganisation of the multirate groups may play in favor of
the multirate partitioning of the mesh and the efficiency of the parallel implementation
of the multirate methods. Indeed, there will be less dislocated multirate groups without
changing the total computational cost. Imagine that the construction of the multirate
groups yields the repartition of the mesh elements in multirate groups as shown in Fig-
ure 4.3(a). We may then localize the isolated buffer elements and change their multirate
tag to obtain more compact multirate groups, see Figure 4.3(b). In practice, the algo-
rithm that builds the multirate groups will have to identify all buffer elements that don’t
fulfill their role of separating two successive bulk groups. At the end, the buffer elements
will only constitute layers of the appropriate size between two bulk groups with different
multirate tags. An example for an unstructured mesh is given in Figure 4.4.
0 0
0
1
1
1
1
2
1
1
2
1
2
2
3
3
3
3
4
3
2
3
2
3
(a)
0
0
0
0
1
1
1
2
1
1
2
1
2
2
2
2
3
3
4
3
2
3
2
2
(b)
Figure 4.3: Reorganisation of multirate groups to improve compactness: (a) original multirate
groups with isolated buffer elements which are surrounded by bulk elements of the inferior tag
(elements with a dotted pattern); (b) updated multirate groups obtained by changing the multi-
rate tag of the isolated buffer elements.
Theoretical speedup
The theoretical speedup, compared to the equivalent singlerate method, is evaluated as
follows:
Sth(z
∗) = 2
z∗ |Ωh |s( 2z∗∑
θ=0
|Ωh
θ
|λθ
) , (4.14)
where |Ωh
θ
| stands for the number of elements present in a multirate group θ. In practice,
the effective speedup is evaluated as the following ratio
Sef(z
∗) = W T (0)
W T (z∗)
, (4.15)
where W T (z∗) and W T (0) are the wall clock times taken by the multirate and the sin-
glerate methods, respectively, to achieve a fixed physical time.
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Initial multirate groups Compact multirate groups
bulk: θ = 0
bulk: θ = 2
bulk: θ = 4
buffer: θ = 1, 3, 5
Figure 4.4: Example of a realistic mesh with an initial repartition of the mesh elements in mul-
tirate groups (left) in which the isolated buffer elements have been removed and added to the
bulk groups with an inferior multirate tag to give a more compact version of the multirate groups
(right).
4.2.2 Serial implementation of the explicit multirate method
Once the multirate groups are built, they need to be integrated with their own time step
and Butcher tableau (buffer or bulk). Moreover, they need to communicate properly with
each other. A generic implementation of the multirate method of Constantinescu for any
ERK base method and any number of multirate groups must be proposed. Following the
element-wise decomposition given by Eq. (4.6), we define the subset Uθ of the discon-
tinuous unknowns corresponding to the variables associated to a multirate group θ:
Uθ = {Ut (1), · · · ,Ut (m)}, (4.16)
where m is the number of elements belonging toΩh
θ
and t (i ) represents the mapping of
element i of multirate group θ to the general element numbering.
If a multirate group is empty then Uθ = {} and any operation on this vector would be
trivial. We define for each tag θ: Uθ (the actual solution), Vθ (the current solution ) and
Ki
θ
(the flux vector Fθ, multiplied by the inverse of the mass matrix Mθ, for every stage
i of an ERK method). The mass matrix is block-diagonal where each block is the mass
matrix associated with an element of the multirate group θ:
Mθ = diag(Mt (1), ...,Mt (m)). (4.17)
Algorithm 2 gives the pseudo-code to compute UN+1 from UN . For the sake of sim-
plicity, the algorithm is given for an autonomous system. We assume a multirate setup
characterized by a reference time step, ∆t∗, and a maximum multirate exponent, z∗.
Henceforth, the total number of sub-time steps performed by the multirate group with
the smallest time step to reach ∆t∗ is s∗ = 2z∗ s. Therefore, the multirate algorithm will
have s∗ stages.
The three main operations C, K and U are performed in the multirate algorithm but
don’t involve all multirate groups at each intermediate stage. To manage these variable
sets of multirate groups, two vectors are introduced. The vector Θ, of size s∗, gives the
maximum multirate tag up to which operation (K) has to be executed at each stage of the
algorithm. This vector is determined by the multirate setup and is fixed for the whole al-
gorithm. When performing the interface part of the function evaluations, operation (K)
4.2. Second-order explicit multirate Runge-Kutta schemes 107
Algorithm 2 Serial implementation of the explicit multirate method
Require: UN , s, ∆t∗, z∗
s∗← 2z∗ s, computeΘ,Π← 0, U←UN
for i = 1 to s∗ do
// Compute the current input (C)
for θ = 0 toΘ[i ]+1 do
h ←∆t∗/2z ,Π[θ]←
(
Π[θ] mod (σ+1)s)+1
Vθ←Uθ +h
∑Π[θ]
j=1 a
(σ)
Π[θ], j
K
j
θ
end for
// Perform the function evaluations (K)
for θ = 0 toΘ[i ] do
Fθ← FV (Vθ)+FI (Vθ ,Vθ)+FI (Vθ ,Vθ+1)+FI (Vθ ,Vθ−1)
KΠ[θ]
θ
←M−1
θ
Fθ
end for
// Update the solution when needed (U )
for θ = 0 toΘ[i ] do
h ←∆t∗/2z
ifΠ[θ]= (σ+1)s then
Uθ←Uθ +h
∑Π[θ]
j=1 b
(σ)
j K
j
θ
end if
end for
end for
UN+1 ←U
requires the current solution of the actual multirate group and its two neighboring mul-
tirate groups. So, at stage i , the operation of type (C) must be executed up to multirate
tag Θ[i ]+ 1. The vector Π, of size 2z∗ + 1, gives the current stage of the internal ERK
method (bulk or buffer) for each multirate group and is updated at every stage of the al-
gorithm. It allows us to determine which coefficients of the Butcher tableau are needed
for operation (C) and whether the solution should be updated (U ). Every multirate group
is integrated with its proper time step h. The parameter σ allows us to distinguish be-
tween bulk and buffer groups, see Eq. (4.10), as well as their associated Butcher tableaus,
{a(σ)i , j ,b
(σ)
j ,c
(σ)
i }. Figure 4.5 shows some aspects of the multirate algorithm based on the
RK22 method for the illustrative example.
For each multirate group, the vector Fθ is evaluated as the sum of four terms depend-
ing on the current solution, V: FV (Vθ) (the volume term of group θ), FI (Vθ,Vθ) (the inter-
face term for interior faces of group θ), FI (Vθ,Vθ+1) (the interface term for faces between
group θ and θ+ 1) and FI (Vθ,Vθ−1) (the interface term for faces between group θ and
θ−1). The interface terms between two multirate groups are computed when the group
with the smallest multirate tag is treated. Indeed, the flux FI (Vθ,Vθ±1)=−FI (Vθ±1,Vθ).
In this multirate algorithm, the memory storage requirements are higher compared
to the equivalent singlerate algorithm. The buffer elements require the storage of twice
as many time derivatives, K, compared to the bulk elements. The fraction of buffer ele-
ments in a multirate setup will thus determine the memory overhead. However, the ratio
between buffer and bulk elements is generally not too significant.
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i
θ = 0 θ = 1 θ = 2 θ = 3 θ = 4
Π[0] C K U Π[1] C K U Π[2] C K U Π[3] C K U Π[4] C K U
1 1 1 1 1 1
2 2 2 2
3 1 3 1
4 2 4 2 2 2
5 1 1 1 3 1
6 2 2 2
7 1 3 1
8 2 4 2 4 2
Figure 4.5: Illustration of the multirate algorithm (RK22) for the illustrative example for which
s∗ = 8 and Θ= [4 1 1 3 3 1 1 4]. The current value of the vector Π[θ] and the operations (C, K, U )
that need to be performed are specified at each stage i of the algorithm and for every multirate
group θ.
4.3 Parallelization of the explicit multirate Runge-Kutta
method
The parallelization of an algorithm consists in dividing the work over multiple processors
such that the wall clock time is ideally inversely proportional to the number of proces-
sors. In practice however, the unavoidable sequential fraction of a program, according to
Amdahl’s law [Amdahl, 1967], the idle times due to an imperfect sharing of the workload
between processors and the communication to computation ratio can affect the paral-
lel performance. Moreover, the computer architecture and in particular the latency and
bandwidth of the inter-processor communications and memory fetches may influence
the global efficiency. Explicit singlerate time integration for space-DG formulations has
the advantage of robust scalability properties on parallel computer platforms [Kelly and
Giraldo, 2012]. The reason is twofold: the inherent properties of an explicit time integra-
tion and the spatial locality of the DG discretization.
For explicit schemes, the succession of several simple instructions is easily handled
on parallel computers as is the dependence of the solution on the sole previous time
steps. The parallelization of implicit schemes is challenging due to the highly coupled
nature of the problem. This is why scalable and robust implicit solvers are hard to de-
velop. For transient computations, explicit solvers are often preferred, especially in ocean
modeling because those are generally able to provide scalable and efficient parallel so-
lutions. For DG formulations, the weak coupling at inter-element boundaries, realized
through a numerical flux formulation, ensures a high parallel efficiency. Although ad-
ditional DoF are involved due to the discontinuities at element boundaries, their local
nature compensates somewhat for this overhead.
A classic strategy, which combines a message passing programming model and mesh
partitioning, is generally used to parallelize these explicit schemes. An optimal domain
decomposition is obtained if the same number of elements are allocated to each proces-
sor whilst the number of faces at the inter-processor boundaries are minimized. Indeed,
the computational cost may be assumed constant per element and per time step. The
extension of these parallel assets to explicit multirate methods is far from being straight-
forward because all elements do not require the same number of iterations. Elements be-
longing to a multirate group θ require λθ substantial operations (function evaluations).
Moreover, the number of potential messages exchanged between two elements (if their
common interface is on an inter-processor boundary) depends on their respective mul-
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tirate groups. The computational load and the communication volume are variable spa-
tially and for each sub-time step of the multirate algorithm. The synchronization of all
the multirate groups plays an important role to minimize the idle times. A classical bal-
ancing is therefore inefficient because it only allocates the same number of elements per
processor.
4.3.1 Mesh partitioning for explicit multirate schemes
The selection of a partitioning is critical to achieve a good efficiency. To this end, let
us analyze different domain decompositions for the illustrative example of Figure 4.2(a)
and 4.2(b) with the RK22 multirate method and for two partitions. In Figure 4.6(a) we
show the computational cost of each element which can be approximated by the num-
ber of function evaluations required to reach ∆t∗. The total workload of the problem
corresponds to 80 function evaluations.
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Figure 4.6: Illustration of partitioning strategies for the illustrative example. Mesh elements with
associated multirate loads, λθ, corresponding to the number of function evaluations to reach a
full reference time step (a). The two resulting optimal partitions P1 (green) and P2 (blue) are
shown for the classical (b), single-constraint (c) and multi-constraint (d) partitionings. The inter-
partition faces are highlighted in red.
In classical partitionings, the final goal is to ensure that the total amount of elements
is equally distributed on each processor. Then, among all the possible domain decompo-
sitions, the one that yields the fewest inter-processor faces is selected, see Figure 4.6(b).
The multirate workload of P1 (resp. P2) is 56 (resp. 24). The processor designated for
partition P2 will wait 32 work units while partition P1 will work continuously, see Ta-
ble 4.3(a). There are two inter-processor faces and every processor has to send and re-
ceive four messages of size two, see Table 4.3(b).
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Stage P1 P2
work wait work wait
1 8 0 8 0
2 6 0 0 6
3 6 0 0 6
4 8 0 4 4
5 8 0 4 4
6 6 0 0 6
7 6 0 0 6
8 8 0 8 0
total 56 0 24 32
(a)
Stage P1 P2
send receive send receive
1 2 2 2 2
2 0 0 0 0
3 0 0 0 0
4 2 2 2 2
5 2 2 2 2
6 0 0 0 0
7 0 0 0 0
8 2 2 2 2
total 8 8 8 8
(b)
Table 4.3: Classical partitioning: estimation for each processor at each stage of the global algo-
rithm of the (a) work and wait times and (b) sizes of sent and received messages.
In single-constraint partitionings, the final goal is to ensure that each processor sup-
ports the same workload, a single weight is assigned to each mesh element based on its
own cost. Afterwards, it is required that the sum of the element weights is equal on each
processor. The weight of an inter-element face is evaluated as the sum of the weights of
its two neighboring elements. Among all the possible solutions, the one that minimizes
the total amount of communications is picked, see Figure 4.6(c). Partitions P1 and P2
have both a total weight of 40 and their inter-processor boundary has a weight of 28. Yet,
this partitioning is far from being optimal for multirate because both processors have
idle times, see Table 4.4(a). Both processors finish their task after 56 work units (40 work-
ing, 16 waiting). The communication consists of 8 different messages that have either a
size 1 or 2 for both processors, see Table 4.4(b).
Stage P1 P2
work wait work wait
1 5 6 11 0
2 5 0 1 4
3 5 0 1 4
4 5 2 7 0
5 5 2 7 0
6 5 0 1 4
7 5 0 1 4
8 5 6 11 0
total 40 16 40 16
(a)
Stage P1 P2
send receive send receive
1 2 2 2 2
2 1 2 2 1
3 1 2 2 1
4 2 2 2 2
5 2 2 2 2
6 1 2 2 1
7 1 2 2 1
8 2 2 2 2
total 12 16 16 12
(b)
Table 4.4: Single-constraint partitioning: estimation for each processor at each stage of the global
algorithm of the (a) work and wait times and (b) sizes of sent and received messages.
In multi-constraint partitionings, the final goal is to minimize the waiting times. The
key idea is to have a perfect load balance at each sub-time step. In other words, each
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processor should treat the same number of elements at each stage of the multirate al-
gorithm. Again, the solution that minimizes the communication volume is selected, see
Figure 4.6(d). Both partitions have 3 elements of load 8, 3 of load 4 and 2 of load 2. With
this kind of strategy and assuming zero communication costs, none of the two processors
needs to wait at any stage of the algorithm, see Table 4.5(a). By contrast, communication
costs are relatively high: both processors send and receive 8 messages of size 1 or 2, see
Table 4.5(b). The total inter-processor communication volume is 36.
Stage P1 P2
work wait work wait
1 8 0 8 0
2 3 0 3 0
3 3 0 3 0
4 6 0 6 0
5 6 0 6 0
6 3 0 3 0
7 3 0 3 0
8 8 0 8 0
total 40 0 40 0
(a)
Stage P1 P2
send receive send receive
1 4 4 4 4
2 1 1 1 1
3 1 1 1 1
4 3 3 3 3
5 3 3 3 3
6 1 1 1 1
7 1 1 1 1
8 4 4 4 4
total 18 18 18 18
(b)
Table 4.5: Multi-constraint partitioning: estimation for each processor at each stage of the global
algorithm of the (a) work and wait times and (b) sizes of sent and received messages.
A dynamic load-balancing strategy could be considered as more adequate since the
workload changes temporally. But this would mean that the partitioning must be reeval-
uated at each sub-time step of the algorithm. Such a strategy would bring serious im-
plementation complications and could be very costly. The key idea of this work is to
compute a mesh partitioning that remains as good as possible at all stages of the algo-
rithm, assuming that the stability conditions are never violated in time. Dynamic multi-
rate strategies could be an extension of this work, for problems with varying CFL condi-
tions in both space and time. From a computational point of view, the multi-constraint
partitioning turns out to be the most adequate strategy as it minimizes the idle times and
provides the best static load-balancing. For practical applications with many multirate
groups and partitions it is most often impossible to have a perfect multi-constraint load
balancing. This type of partitioning is tantamount to consider as many partitioning sub-
problems as there are temporal refinement levels. With such constraints it is also almost
impossible to build contiguous partitions. If the equal sharing of computational cost in
both time and space is essential to achieve an acceptable performance, the number and
size of communications may quickly become cumbersome. As illustrated by previous
examples, the communication volume increases with the quantity and severity of con-
straints. It will also grow substantially with the number of multirate groups as well as the
number of required partitions. In practice, various factors will determine the influence
of communication on global performance. In particular, the latency time and bandwidth
speed associated with a parallel architecture are crucial. Special care should be taken to
minimize the number of messages and their size in the implementation of the parallel
multirate algorithm.
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4.3.2 The multi-constraint partitioning strategy
When partitioning finite element meshes for scientific computations, it is a common
practice to partition the associated graph. A graph vertex is assigned to each mesh el-
ement and an edge links two vertices if two mesh elements share a common interface.
Classical mesh partitioning consists in resolving an optimization problem with the ob-
jective of minimizing the edge-cut under the constraint that vertices are equally dis-
tributed over all partitions.
The software package MeTiS1 aims at partitioning large irregular graphs and large
meshes as well as to compute fill-reducing orderings of sparse matrices. Partitioning is
done by means of a multilevel graph partitioning algorithm: a smaller graph, obtained
by collapsing vertices and edges, is partitioned, and is then uncoarsened to construct a
partitioning of the original graph [Hendrickson and Leland, 1995, Karypis and Kumar,
1998b,c]. In the latest version of MeTiS, routines are included to partition a graph with
multiple balancing constraints. The multi-constraint partitioning algorithms and their
applications are described in detail in [Karypis and Kumar, 1998a].
The functionalities of MeTiS meet our requirement for the parallel multirate parti-
tioning problem. Consider a graph G = (V ,E) where V is the set of vertices vi of size |V |
and E the set of edges e j of size |E |. A vector of binary weights αi of size m = z∗ + 1,
corresponding to the number of bulk multirate groups, is associated to each vertex vi .
Each constraint k represents a set of multirate groups for which the function evaluations
need to be performed together at the same stages of the algorithm. The binary value αki
depends on the belonging of a mesh element i (graph vertex vi ) to one of these sets of
multirate groups. This vector may be expressed as follows:
αki =
 1 if element i ∈
⋃2k−1
θ=0 Ω
h
θ
0 otherwise
. (4.18)
The mesh elements that require function evaluations at each stage of the algorithm will
be active for each constraint k. To minimize the total communication volume, a sin-
gle weight β j is assigned to each inter-element face (graph edge e j ) and is defined as the
sum of the multirate loads of the two elements that it separates. The associated weighted
graph provided to the MeTiS partitioner is shown in Figure 4.7 for the illustrative exam-
ple. A vector of three constraints is associated to each graph vertex as well as a single
weight to each edge.
For an arbitrary number of partitions p, we define the load imbalance lk associated
to constraint k:
lk =
p maxq,vi
(∑
P[i ]=q αki
)
∑2k−1
θ=0 |Ωhθ |
k = 1, . . . ,m. (4.19)
The theoretical global load imbalance is defined by:
L =
m∑
k=1
lk rk with rk =
max(1,2z
∗−k )
∑2k−1
θ=0 |Ωhθ |∑2z∗
θ=0 |Ωhθ |λθ
, (4.20)
where rk is the relative computational weight associated to constraint k. The sum of all
these computational weights rk is equal to unity. A perfect load-balancing is performed if
1 http://glaros.dtc.umn.edu/gkhome/views/metis
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L = 1. Without any communication overhead, it means that each processor needs exactly
the same time to perform the computations. In practice, however, perfect load balancing
is rarely achievable. Some or all constraints can be relaxed by associating a tolerance ck
to the constraint k.
It is now possible to formulate the constrained minimization problem that will be
solved by MeTiS:
Find the p-way partitioningP of G
that minimizes C the total weighted edge-cut defined by:
C = ∑
e j∈E
β j , (4.21)
under the constraints:
lk ≤ ck k = 1, . . . ,m, (4.22)
E being the set of graph edges that are cut by a partitioningP .
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Figure 4.7: Weighted graph for MeTiS partitioner. A vector of weights αi is associated to each
vertex i and every edge j has a single weight β j . The relative constraint weights are r1 = r2 = 0.3
and r3 = 0.4
4.3.3 Estimation of the mesh partition quality
Defining relevant indicators of the quality of a mesh partitioning is challenging as it de-
pends not only on the computational load balancing but also on the ratio between com-
munication and computation time. The volume and number of communications have
to be taken into account, but hardware characteristics such as latency and bandwidth
speed also come into play. Moreover, in the multirate context, this ratio will vary both
spatially and temporally as the communication volumes are not identical at each stage
and for each partition. Despite this, we will try to define some simple indicators.
In order to take into account the number of multirate groups we define a reference
multirate setup which corresponds to the maximum possible temporal refinement such
that:
z+ =
⌈
log2
(
∆tM
∆tm
)⌉
, ∆t+ = 2z
+
∆tm . (4.23)
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We estimate the average communication volume sent or received per partition during a
period ∆t+ for a multirate setup characterized by a maximum multirate exponent z∗ as:
ε(p, z∗) = (2
z+−z∗)
p
C , (4.24)
where C is the weighted edge-cut, defined by Eq. (4.21), which depends on the parti-
tioning strategy and z∗. We also introduce an indicator of the average communication to
computation ratio per partition and per unit time:
ζ(p, z∗) = C
p
∑2z∗
θ=0 |Ωhθ |λθ
. (4.25)
Both indicators are very rough, as their minimum and maximum values could depend
significantly on the partition and on the stage of the algorithm.
4.3.4 Parallel multirate algorithm
Once the mesh is decomposed, each processor is responsible for one partition. At the
inter-processor boundaries, data has to be exchanged to compute the fluxes through
the interfaces between elements. Therefore, a distinction must be made between local
and remote connections. The former allow communication between two elements pro-
cessed by the same CPU, while the latter allow communication between two elements
processed by different CPU cores. Whilst the local connections are treated as in the se-
quential case, the remote connections must be handled properly. Ghost elements are
introduced at each inter-processor boundary and their purpose is twofold: to act as a
receive buffer for the incoming data and to allow the computation of inter-processor in-
terface fluxes. For DG discretizations, there are at most twice as many ghost elements as
there are inter-processor faces. Note that the amount of ghost elements would be larger
in the case of continuous FEM since mesh elements are connected through nodes. The
data for the ghost elements must be scattered by the adjacent partitions where the cor-
responding elements reside. It is important to minimize the number of messages as well
as their volume.
The introduction of ghost elements results in the addition of new DoF. For this, we
assume that X˜ represents a vector with the ghost element variables associated to the non-
ghost vector X. In the same way, X˜θ gives the ghost DoF corresponding to multirate group
θ. By considering the set of interfaces I in a mesh, a distinction is made between inter-
processor interfaces, I∗, and intra-processor interfaces, I \I∗. To handle inter-pocessor
communications, two functions are defined, that take as argument a list of multirate tags:
START_COMM(θ0, · · · ,θn)
END_COMM(θ0, · · · ,θn)
The first one initializes communication between the boundary elements of a partition
and the corresponding ghost elements of the adjacent partitions from tag θ0 to θn . The
second one waits for those communications to finish. By doing so, it is possible that at
each stage of the algorithm at most one message is sent and received by each processor.
In practice, the non-blocking communications will be handled with MPI2 routines.
2 http://www.mpi-forum.org/
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Algorithm 3 gives a parallel implementation for the multirate methods of Constanti-
nescu, which is quite similar to the sequential algorithm but with communications be-
tween the different processors now included. An illustration of the parallel multirate
algorithm for the illustrative example is given in Figure 4.8. At each stage of the al-
gorithm, the current solutions, Vθ, are evaluated for all relevant multirate groups (C).
Next, the current solutions at inter-processor boundaries are transmitted to the neigh-
boring partitions (S). While the data is sent, the volume and intra-processor interface
terms are computed (K[V , I \I∗]). The processors then receive the current solutions of
the relevant partitions and multirate groups (R) to compute the interface term at inter-
processor boundaries (K[I∗]). Finally, the solution is updated when required (U ). For
this implementation, some extra computations have to be performed since the function
evaluations are performed twice at all inter-processor faces.
Algorithm 3 Parallel implementation of the explicit multirate method
Require: UN , s, ∆t∗, z∗
s∗← 2z∗ s, computeΘ, computeP ,Π← 0, U←UN
for i = 1 to s∗ do in parallel
// Compute current input (C)
for θ = 0 toΘ[i ]+1 do
h ←∆t∗/2z ,Π[θ]←
(
Π[θ] mod (σ+1)s)+1
Vθ←Uθ +h
∑Π[θ]
j=1 a
(σ)
Π[θ], j
K
j
θ
end for
START_COMM(0, · · · ,Θ[i ]+1)
// Perform the function evaluations for the volume and intra-processor interface terms (K[V , I \I∗])
for θ = 0 toΘ[i ] do
Fθ← FV (Vθ)+FI \I
∗
(Vθ ,Vθ)+FI \I
∗
(Vθ ,Vθ+1)+FI \I
∗
(Vθ ,Vθ−1)
end for
END_COMM(0, · · · ,Θ[i ]+1)
// Perform the function evaluations for the inter-processor interface terms (K[I∗])
for θ = 0 toΘ[i ] do
Fθ← Fθ +FI
∗
(Vθ , V˜θ)+FI
∗
(Vθ , V˜θ+1)+FI
∗
(Vθ , V˜θ−1)
KΠ[θ]
θ
←M−1
θ
Fθ
end for
// Update solution when needed (U )
for θ = 0 toΘ[i ] do
h ←∆t∗/2z
ifΠ[θ]= (σ+1)s then
Uθ←Uθ +h
∑Π[θ]
j=1 b
(σ)
j K
j
θ
end if
end for
end for
UN+1 ←U
In such an implementation we perform all the computations that do not require in-
formation from the ghost elements while data is in transit. If the communication to com-
putation ratio is not significant, the communication should be hidden by computation.
However, the multi-constraint partitioning objective is to minimize the total weighted
116 Development and implementation of a second order parallel multirate strategy
C S,K[V, I\I∗] R,K[I∗] U
1
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
2
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
3
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
4
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
5
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
...
...
...
...
...
8
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
0
2
3
2
5
5
6
6
0 3 5 6
2
0
2
3
5
5
6
6
0 3 5 6
Figure 4.8: Illustration of the parallel multirate algorithm for the illustrative example. At every
stage of the algorithm the main operations are divided into four columns: (1) the nodes for which
the current input have to be computed are marked in blue; (2) the volumes and inter-processor
interfaces for which the function evaluations have to be performed are colored in red, and cyan
arrows indicate that the data is in transfer; (3) the intra-processor function evaluations that have
to be performed are colored in red; (4) the nodes for which the solutions have to be updated are
marked in green. Stages 6 and 7 are omitted since they are equivalent to stages 2 and 3.
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edge-cut, and it is not possible, to our knowledge, to equitably share the edge-cut weight
over all partitions. Accordingly, even if the workload is perfectly shared by all the parti-
tions at each stage of the algorithm, the communication to computation ratio and the
number of extra interface function evaluations can vary strongly from one partition to
the other and from one sub-time step to the other. These factors can affect the parallel
efficiency, especially when the problem is subject to a combination of a large number
of multirate groups with small workloads per partition. This is because communication
may become cumbersome for computer clusters with an important latency and small
bandwidth speed. Furthermore, while for large problems the amount of extra interface
terms may be negligible compared to the rest of the computational work, it may not be
the case for a small number of elements per processor, a high number of multirate groups
and a significant weighted edge-cut.
4.3.5 Evaluation of parallel efficiency
The parallel efficiency of our algorithm will be evaluated by measuring the strong scala-
bility of the applications. The problem size stays fixed whilst the number of processors
is increased. The theoretical speedup of the parallel multirate method, is estimated as:
Sth(z
∗, p) = Sth(z∗)p, (4.26)
where Sth(z
∗) is the sequential theoretical multirate speedup. The effective efficiency of
the parallel multirate algorithm will be evaluated by measuring wall clock time (sum of
the CPU time, I/O time and the communication overhead) for different numbers of pro-
cessors. For each experiment we consider the reference wall clock time as the maximum
of the measured times amongst all the processors involved. The effective speedup of the
overall parallel multirate algorithm can be estimated with the following ratio:
Sef(z
∗, p) = W T (0,1)
W T (z∗, p)
, (4.27)
where W T (0,1) represents the wall clock time of the singlerate method on a single pro-
cessor and W T (z∗, p) the wall clock time of the multirate method on p processors. The
intrinsic parallel speedup of a multirate algorithm is computed as follows:
Ref(z
∗, p) = W T (z
∗,1)
W T (z∗, p)
, (4.28)
The theoretical value of this speedup is Rth(z
∗, p)= p.
4.4 Numerical Results
Three applications have been selected to validate the parallel multirate strategy and eval-
uate its efficiency compared to the equivalent singlerate strategy. The first two deal with
two-dimensional ocean modeling. The numerical simulations are performed with the
Second-generation Louvain-la-Neuve Ice-ocean Model (SLIM3) [Comblen et al., 2010b,
Lambrechts et al., 2008b, de Brye et al., 2010, Gourgue et al., 2009] developed by our
team. This model makes use of DG finite elements on unstructured meshes. Firstly, the
3 http://www.climate.be/SLIM
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three different partitioning strategies will be compared in terms of parallel efficiency and
partitioning quality for an academic benchmark, the Stommel Gyre. Likewise, the influ-
ence of the number of multirate groups will be examined. Secondly, the parallel perfor-
mance will be evaluated for a realistic application, a tsunami wave. Finally, the parallel
multirate algorithm will be applied to a three-dimensional case of acoustic propagation
in an idealized turbofan engine intake. For all applications, DG elements are used for
the spatial discretization whilst the two stage, second-order multirate scheme (RK22C)
is used for the temporal integration. The unstructured meshes are built by means of the
open source software GMSH4 [Geuzaine and Remacle, 2009]. For the mesh partitioning,
a tolerance of 1.03 (minimum advised by MeTIS) is imposed for each constraint for all
experiments
The parallel code will be tested for parallel efficiency by analyzing the strong scaling
results on both the “ace50"5 and the “Lemaître 2"6 clusters. Whilst all the nodes are ex-
ploited on the “ace50” cluster, only a fraction of the nodes are used on the “Lemaître 2"
cluster. When a node is exploited, it is used in an exclusive mode, meaning that no other
job is running on it.
In our code, the major part of the operations use highly optimized BLAS7 (Basic Lin-
ear Algebra Subprograms) level 3 (BLAS3) routines to perform matrix-matrix multiplica-
tions which represent a substantial fraction of the total wall clock time (see for exam-
ple [Marchandise et al., 2006]). The BLAS implementation is the one of the Intel(R) Math
Kernel Library8 (MKL). The multiple levels of caches in the memory hierarchy of mod-
ern processors are managed in an efficient way for these operations. For most of the
experiments in this section, we will observe strong scalings that are close to the expected
parallel speedups. The scalability results show even slightly super-linear speedups for
a reasonable number of processors per computer node. This effect is basically due to
increased total cache capacity and less contention for memory bandwidth.
4.4.1 Wind driven circulation in a square basin
The mean horizontal velocity vector u and the free-surface elevation η for shallow wa-
ters are computed by means of a depth-averaged barotropic 2D model. We consider the
following non-conservative shallow water equations:
∂η
∂t
+∇· ((h+η)u) = 0, (4.29)
∂u
∂t
+u · (∇u)+ f k×u+ g∇η = 1
H
∇· (Hν(∇u))+ τs −τb
ρH
, (4.30)
where f , g ,ν and ρ are respectively the Coriolis parameter, the gravitational acceleration,
the horizontal eddy viscosity and the mean water density. The actual water depth is H =
4 http://www.geuz.org/gmsh/
516 computing nodes with 2 processor of 4 cores each, Intel Xeon(R)L5420 at 2.50GHz (total of 128
cores). They are interconnected by Gigabit ethernet. For each node the memory is 16 GB and the cache
sizes are L1=64K, L2=6144K, L3=0K.
6112 computing nodes with 2 processors of 6 cores each, Intel Xeon(R) E5649 at 2.53 GHz (total of 1344
cores). They are interconnected by Infiniband QDR. For each node the memory is 48 GB and the cache sizes
are L1=64K, L2=256K, L3=12288K.
7http://www.netlib.org/blas/
8http://software.intel.com/en-us/intel-mkl
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h+η, where h is the reference water depth below the mean sea level. The bottom and
wind stresses are parametrized as τb and τs respectively. The equations are discretized
in space with DG finite elements for both elevation and velocity fields.
The Stommel Gyre test case [Pedlosky, 1987] simulates a wind driven circulation in
a closed square basin defined on the domain [0,L]× [0,L] where L = 106 m with a con-
stant seabed defined by h(x, y) = 1000 m. The wind forcing is defined by the following
expression:
τs = 0.1sin(pi y
L
)
ex , (4.31)
while the bottom stress is a linear dissipation term defined as τb = −ρhγu which bal-
ances the forcing, with γ = 10−6s−1. For this test case, the viscosity parameter, ν, is set
to zero. A detailed description of this test case with the steady solution can be found
in [Comblen et al., 2010b]. Since the source term is independent of time the system is
autonomous and Algorithm 3 may be used as it stands.
An unstructured mesh, composed of 647,100 triangles, was generated with prescribed
element sizes at the four corners of the square basin. The element sizes vary linearly
from the upper-left corner to the three other corners. Discontinuous elements of or-
der 1 are used for the spatial discretization. Since the bathymetry, h, is constant every-
where, the stable time steps associated to the elements depend only on their character-
istic size. The radius of the inscribed circle of the triangle is used as element size mea-
surement. The smallest and largest stable time steps of the problem are ∆tm ≈ 0.0179s
and ∆tM = 3.2159s, respectively. The resulting ratio is roughly 180.
Considering the RK22C multirate method, this problem allows a maximum of 8 tem-
poral refinement levels, meaning that z+ = 7 and∆t+ ≈ 2.2868s . The theoretical speedup
corresponding to this multirate setup is Sth(z
+)≈ 6.8542 and there are 15 different mul-
tirate groups (8 bulk and 7 buffer). Table 4.6 gives some relevant information about the
multirate groups. The buffer elements cover about 9.37 % of the entire mesh. Multirate
groups are illustrated in Figure 4.9(a) where buffer elements are colored in black and bulk
elements are colored depending on their effective multirate time step.
θ 0 1 2 3 4 5 6 7
|Ωh
θ
| 15543 4187 51415 7702 72188 8646 84289 10465
z 7 6 6 5 5 4 4 3
λθ 256 256 128 128 64 64 32 32
θ 8 9 10 11 12 13 14
|Ωh
θ
| 95064 12260 108459 13728 158624 3631 899
z 3 2 2 1 1 0 0
λθ 16 16 8 8 4 4 2
Table 4.6: Stommel Gyre: distribution of mesh elements in multirate groups with corresponding
multirate exponents and loads, for z∗ = z+.
The classical, single-constraint and multi-constraint partitioning strategies are com-
pared in terms of partitioning quality and resultant parallel performance for the case
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(a) (b)
(c) (d)
Figure 4.9: Stommel Gyre: mesh made up of 647,100 triangles, multirate setup z∗ = z+. Mul-
tirate tags with buffer elements in black (a). Distribution of mesh elements among 8 partitions
resulting from (b) the classical, (c) the single-constraint and (d) the multi-constraint partitioning
strategies.
z∗ = z+. The average communication volume per partition for a ∆t+ period is shown
in Figure 4.10(a). It turns out that the multi-constraint partitioning strategy yields an
important weighted edge-cut, C , due to the multiple constraints involved. The single-
constraint partitioning strategy yields more inter-processor communications than the
classical one because many weighty interfaces are involved. However, the average com-
munication volume tends to decrease much faster with the number of partitions for the
multi-constraint partitioning strategy. As an example, consider the distribution of the
mesh elements among 8 partitions for the classical, Figure 4.9(b), the single-constraint,
Figure 4.9(c), and the multi-constraint, Figure 4.9(d), partitioning strategy. Observe that
only the first two partitioning strategies yield contiguous partitions. The average com-
munication to computation ratio per partition and per time unit, see Figure 4.10(b), be-
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comes rapidly more significant with the number of partitions for the multi-constraint
partitioning strategy than for the two others. Hiding communication by computations
becomes increasingly difficult.
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Figure 4.10: Stommel Gyre: comparison of (a) the average communication volume per partition
for a ∆t+ period, see Eq. (4.24), and (b) the average communication to computation ratio per
partition and per time unit, see Eq. (4.25) for the three partitioning strategies.
The theoretical global load imbalance L, that depends on the number of partitions p
and the partitioning strategies, is illustrated in Figure 4.11(a). The multi-constraint par-
titioning strategy yields global imbalances that stay below the prescribed tolerance, 1.03
(the highest load imbalance is roughly 1.02 for 128 partitions). For the other two strate-
gies, the global load imbalance grows critically with p and could therefore be crippling
for parallel performance. The effective global load imbalances, measured for a 5∆t+
period, confirm the general theoretical tendency for the classical and multi-constraint
partitioning strategies, see Figure 4.11(b). But the single-constraint partitioning strat-
egy appears to behave significantly better than expected, especially for a high number
of processors. This phenomenon is due to the non-blocking communications that allow
processors to continue computations while some other partitions are not yet at the same
stage in the algorithm. We added barriers (meaning that all processors have to wait until
the slowest one finishes its work) at each stage of the global algorithm, when messages
need to be received. A better matching with the theoretical expectations is observed for
the single-constraint strategy, see dashed lines in Figure 4.11(b). The effective imbalance
for the multi-constraint partitioning strategy on 128 processors is probably due to the
high requirements in simultaneous memory access as well as the high communication
to computation ratio. For this configuration, the full 128 cores of the “ace50” cluster are
exploited. The strong scaling results computed with respect to the wall clock times mea-
sured for the multirate setup on one processor are shown in Figure 4.12(a). The multi-
constraint partitioning strategy attains almost perfect scaling. Figure 4.12(b) shows the
overall speedup of the parallel multirate algorithm compared to the wall clock time mea-
sured for the equivalent singlerate method on one processor. The multi-constraint parti-
tioning strategy preserves the theoretical multirate speedup with the increasing number
of processors.
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Figure 4.11: Stommel Gyre: comparison of (a) the theoretical and (b) the measured load imbal-
ances for the three partitioning strategies. The wall clock times are evaluated for a 5∆t+ period
with and without a barrier when receiving the messages.
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Figure 4.12: Stommel Gyre: comparison of the parallel performance, on the “ace50” cluster, for
the three parallel strategies in terms of (a) the intrinsic parallel multirate speedup, see Eq. (4.28),
and (b) the overall speedup of the parallel multirate algorithm compared to the singlerate case,
see Eq. (4.27). These experiments are based on the multirate setup for which z = z+ and for a
5∆t+ period. The ideal scales are Rth(z+, p) and Sth(z+, p), respectively.
The acceleration of multirate versus singlerate depends on the number of temporal
refinement levels. Table 4.7 gives the theoretical multirate speedups in function of the
maximum multirate exponent, z∗. As expected, this speedup reaches a threshold for a
certain multirate exponent. Indeed, at a certain point, the fraction of elements that could
use a larger time step becomes negligible.
In Figure 4.13(a) we compare the average communication volume per partition for
different z∗. Fewer and fewer computations need to be performed with an increasing
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Table 4.7: Stommel Gyre: theoretical multirate speedups depending on the maximum multirate
exponent z∗.
z∗ 0 1 2 3 4 5 6 7
Sth 1.0000 1.9408 3.3817 4.9615 6.1115 6.6735 6.8537 6.8542
number of temporal refinements, but also the amount of communications for a fixed
period decreases. Apart from the case where p = 2, the general tendency is that the total
communication volume, for a fixed period, decreases significantly when the multirate
speedup increases. By contrast, Figure 4.13(b) shows that the average communication to
computation per partition and per time unit increases significantly when z∗ is increased.
The total communication volume decreases with the number of multirate groups and the
number of partitions but much more slowly than the computational load.
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Figure 4.13: Stommel Gyre: comparison of (a) the average communication volume per partition
for a ∆t+ period, see Eq. (4.24), and (b) the average communication to computation ratio per
partition and per time unit, see Eq. (4.25) for the eight different z∗.
The global imbalances resulting from the multi-constraint partitioning for the dif-
ferent z∗ are depicted in Figure 4.14. At least up to 128 partitions, the global imbalance
remains under the prescribed tolerance for each multirate setup. If L tends to grow with
p and z∗, the evolutions are far from being smooth. The multi-constraint algorithm of
MeTiS remains a heuristic that tries to respect the prescribed tolerance while minimizing
the weighted edge-cut. It is thus difficult to predict the load imbalances.
The following parallel performance studies have been performed on the “ace50” clus-
ter. The multi-core computer nodes are filled progressively with the same amount of
processes per node. Figure 4.15(a) gives the intrinsic multirate strong scalings as a func-
tion of z∗ and p. Even if the scalings tend to decrease for large z∗ and p they remain
satisfactory. The overall multirate speedups are globally preserved for increasing p, as
illustrated by Figure 4.15(b). As an example, for z∗ = 7 and p = 64 the global speedup is
roughly 541.5, which is much higher than the 438.6 expected theoretically.
From these experiments, it turns out that using a high number of multirate groups
still yields generally the best overall speedup even though it implies more constraints
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Figure 4.14: Stommel Gyre: comparison of the global load imbalance resulting of the multi-
constraint partitioning strategy for the eight different z∗.
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Figure 4.15: Stommel Gyre: comparison of the parallel performance, on the “ace50” cluster, for
the eight different z∗ in terms of (a) the intrinsic parallel multirate speedup, see Eq. (4.28) and (b)
the overall parallel multirate speedup compared to the singlerate case, see Eq. (4.27). Wall clock
times have been measured for a 5∆t+ period.
on the partitioning. The adverse effects of adding multirate groups are mostly not suffi-
cient to jeopardize the intrinsic multirate speedup of the problem. However, for signifi-
cantly high numbers of multirate groups and processors it is probably advisable to find a
trade-off between small variations in multirate speedup and the number of partitioning
constraints.
4.4.2 Propagation of a tsunami wave
Using the shallow water model defined by Equations (4.29) and (4.30), we now con-
sider the simulation of the tsunami that struck Japan on 11 March 2011. The water
was put in motion due to a sudden vertical shift of the water column. It was generated
by an earthquake near the coast of Honshu. A mesh of the world ocean made up of
1,757,467 triangles was generated using GMSH [Geuzaine and Remacle, 2009]. Element
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sizes are prescribed in order to fit the topography of the coastlines, take into account the
bathymetry [Lambrechts et al., 2008a] and increase the resolution in a region of interest
(around Japan). The spatial discretization is carried out with DG elements of polynomial
order 2.
We solve the shallow water equations, Eq. (4.29), on the sphere using stereographic
coordinates [Slaoui et al., 2014]. The viscosity parameter ν is zero and there is no wind
forcing, i.e. τs = 0. The bottom stress is parametrized with the Chézy-Manning-Strickle
formulation [Graf and Altinakar, 1998]:
τb
ρ
= n2g ||u||u
H 1/3
, (4.32)
where the Manning coefficient n is equal to 0.03 s/m1/3. Impermeable boundary condi-
tions are imposed on all coastlines. The initial condition is illustrated in Figure 4.16(b)
and was taken from the study of Yushiro Fujii and Kenji Satake9. The bathymetry of the
world ocean has been obtained from terrain data and then smoothed and cropped at
30m water depth, see Figure 4.16(a).
30 1e04
(a)
-2.55 6.16
(b)
Figure 4.16: Japanese tsunami: bathymetry (a) and initial condition (b) in meters.
The stable time steps are computed as a function of the mesh size and actual water
depth at the initial time (sum of bathymetry and initial condition). The minimum and
maximum element-wise stable time steps are 0.116 s and 229.979 s, respectively. We se-
lected a maximum multirate exponent z∗ = 6 (corresponding to a reference time step
∆t∗ = 7.449 s), despite the maximum number of possible temporal refinements being
z+ = 10. The corresponding theoretical multirate speedup is roughly 9.32 and is only 0.17
% lower than for the z∗ = 10 case, yet we omit four temporal refinement levels. Conse-
quently, fewer constraints are needed for the mesh partitioning. The multirate groups for
this multirate setup are depicted for the world ocean, Figure 4.17(a), and a zoom around
9http://iisee.kenken.go.jp/staff/fujii/OffTohokuPacific2011/tsunami.html
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θ 0 1 2 3 4 5 6
|Ωh
θ
| 882 1945 31885 25216 140929 39077 240338
z 6 5 5 4 4 3 3
λθ 128 128 64 64 32 32 16
θ 7 8 9 10 11 12
|Ωh
θ
| 150981 913257 28762 83076 12189 88930
z 2 2 1 1 0 0
λθ 16 8 8 4 4 2
Table 4.8: Japanese tsunami ( z∗ = 6): distribution of mesh elements in multirate groups with
corresponding multirate exponents and loads.
Japan, Figure 4.17(b). The distribution of the elements in the multirate groups with the
corresponding multirate exponents and loads is given in Table 4.4.2. The buffer elements
cover roughly 14.69 % of the entire mesh.
0 2 4 6 8 10 12
(a)
0 2 4 6 8 10 12
(b)
Figure 4.17: Japanese tsunami ( z∗ = 6): distribution of mesh elements in multirate groups with
corresponding multirate exponents and loads.
The multi-constraint partitioning strategy is used to partition the mesh for the con-
sidered multirate setup. Figure 4.18(a) compares the average communication volume
per partition for a fixed period ∆t∗ for the singlerate and multirate setups. The average
communication to computation ratio per partition and time unit are represented in Fig-
ure 4.18(b), for both multirate and singlerate. Note that these indicators are normalized
with respect to to the effective multirate loads λθ despite the fact that we are dealing
with a second order spatial discretization. As for the Stommel Gyre test case, it turns out
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that even if the total communication volume is lower in the multirate case for a fixed
period, the communication to computation ratio increases critically faster for the multi-
rate strategy. The global load imbalances, L, for the multirate case all remain below the
prescribed tolerance (1.03) up to 128 partitions. For p = 256 we have L ≈ 1.04 .
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Figure 4.18: Japanese tsunami (z∗ = 6): (a) average communication volume per partition for a
period ∆t∗, see Eq. (4.24); (b) average communication to computation ratio per partition and
time unit, see Eq. (4.25).
An illustration of the distribution of the mesh elements among 16 partitions, result-
ing from the multi-constraint strategy, is given in Figure 4.19. The mesh partitions are not
contiguous, yet locally we can observe that the elements are well organized in compact
patches.
The following parallel efficiency analyses were performed on the “Lemaître 2" cluster.
Remember that we are showing strong scaling results. Only 32 nodes of the cluster were
exploited to perform the efficiency measurements. For each experiment the processes
are equally distributed among all nodes. We performed tests up to 256 processors, which
represents 8 processes per node. The intrinsic strong scalings of multirate and singlerate
are compared in Figure 4.20(a), while the overall parallel speedups of both methods nor-
malized with respect to the wall clock time taken on one processor for the singlerate case
are illustrated in Figure 4.20(b). In Table 4.4.2, we show the speedups and the associated
parallel efficiencies expressed as percentages. A slightly better scaling is observed for the
multirate version. The theoretical multirate speedup is preserved up to 128 processors.
The scaling, for both approaches, starts to deflect slightly at around 128 processors. This
is most likely due to the high number of processors per node, which requires many si-
multaneous memory accesses. Additional strong scaling results for this application up
to 1,200 processors may be found in Appendix A.
Snapshots of the simulated sea surface elevation are shown in Figure 4.21 for both
singlerate and multirate after two and four hours of physical time. These simulations
were performed on 64 processors on the “Lemaître 2" cluster. As the spatial error is
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Figure 4.19: Japanese tsunami (z∗ = 6): distribution of the mesh elements among 16 partitions
resulting of the multi-constraint partitioning strategy.
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Figure 4.20: Japanese tsunami (z∗ = 6): Comparison of the parallel performance, on the
“Lemaître 2" cluster, for singlerate and multirate in terms of (a) the intrinsic parallel multirate
speedup, see Eq. (4.28), and (b) the overall parallel multirate speedup, see Eq. (4.27). The wall
clock times have been measured for a ∆t∗ period.
largely dominant compared to the temporal errors, the solutions are quasi identical with
singlerate and multirate time integrators.
4.4.3 Acoustic propagation in a turbofan engine intake
The last application deals with the aeroacoustics of an idealized turbofan engine in-
take [Rienstra and Eversman, 2001]. The three-dimensional geometry, shown in Fig-
ure 4.23(a), is a cylindrical duct of slowly-varying cross-section. The duct is annular on
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p 1 2 4 8 16 32 64 128 256
Ref(1, p) 1.00 2.00 4.05 8.14 16.40 33.44 72.91 124.03 228.96
% 100.00 100.08 101.18 101.72 102.50 104.49 113.92 96.90 89.44
Ref(6, p) 1.00 2.18 4.36 9.08 17.92 38.27 75.44 138.19 249.05
% 100.00 108.91 109.11 113.44 112.02 119.61 117.88 107.96 97.29
Sef(6, p) 8.82 19.20 38.48 80.01 158.02 337.43 665.11 1218.33 2195.71
% 94.59 103.02 103.21 107.31 105.97 113.14 111.51 102.13 92.03
Table 4.9: Parallel strong scaling for the Japanese tsunami application.
the fan side, due to the conical part that represents the spinner, and becomes hollow on
the inlet side. We consider a compressible, isentropic and irrotational mean flow with
Mach number of 0.5 in the negative-x direction. The aim of the simulation is to compute
the propagation of acoustic perturbations in this non-uniform mean flow, with an acous-
tic excitation in the fan plane corresponding to the first radial mode, the azimuthal mode
m = 10 and a dimensionless angular frequency ω= 16. The case is extensively described
in [Rienstra and Eversman, 2001].
The three equations that govern the evolution of inviscid perturbations about a non-
uniform mean flow are the linearized Euler equations:
∂ρ
∂t
+∇· (ρu0+ρ0u) = 0, (4.33)
∂(ρ0u)
∂t
+∇· (u0⊗ρ0u+ Ip) = 0, (4.34)
∂p
∂t
+∇· (c20ρ0u+pu0) = 0, (4.35)
where the unknowns of the problem
(
ρ,u, p
)
are respectively the perturbations in den-
sity, three-dimensional velocity vector and pressure, and
(
ρ0,u0, p0
)
are the correspond-
ing quantities for the mean flow; c0 is the local speed of sound. The coupling between en-
tropy, vorticity and acoustic modes due to the non-uniform mean flow is neglected, be-
cause we are only interested in acoustic perturbations of an irrotational mean flow [Bo-
gey et al., 2002].
Acoustically rigid wall boundary conditions are prescribed on the duct and the spin-
ner. Non-reflecting boundary conditions are imposed in the inlet and fan planes, with a
superposed acoustic excitation in the fan plane. The analytical solutions derived in [Rien-
stra and Eversman, 2001] are used to impose the mean flow and the acoustic excitation.
Simulations are run with a DG spatial discretization of polynomial degree of 3.The
mesh, shown in Figure 4.22, is composed of 49,281 tetrahedral elements. The uniform
element size enforced in most of the domain is determined by the requirements on nu-
merical dissipation (attenuation lower than 0.01 dB per wavelength). However, the mesh
has to be refined near the tip of the spinner, in order to correctly represent the curva-
ture of the geometry. This refinement yields an important gap between the smallest
and largest stable time steps associated with the tetrahedra (∆tm = 2.8 × 10−5 s and
∆tM = 1.459 × 10−3 s).
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Figure 4.21: Japanese tsunami: sea surface elevation in meters at T=2h with singlerate (a) and
multirate (b); T=4h with singlerate (c) and multirate (d).
The multirate setup associated with the turbofan problem is illustrated by Table 4.4.3
and Figure 4.23. We chose to use the maximum number of temporal refinements possi-
ble, meaning that z∗ = z+ = 5 and ∆t∗ = 8.9 ×10−4. Buffer elements represent 13.43 %
of the total number of mesh elements. About 76 % of the elements belong to multirate
group 8 which means that a substantial theoretical multirate speedup is achieved, i.e.
Sth(5)≈ 10.932. From this, it also follows that only few elements remain in the other mul-
tirate groups which will complicate the partitioning. As an example, 286 mesh elements
belong to the bulk and buffer groups that have the maximum multirate load (θ = 0 and
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Figure 4.22: Geometry and mesh for the turbofan intake case.
θ = 1) meaning that, for 256 processing elements, roughly 1.12 elements of these groups
are required on each processor.
θ 0 1 2 3 4 5 6 7 8 9 10
|Ωh
θ
| 116 170 684 519 1272 685 2500 2015 37595 3229 496
z 5 4 4 3 3 2 2 1 1 0 0
λθ 64 64 32 32 16 16 8 8 4 4 2
Table 4.10: Turbofan (z∗ = 5): distribution of elements among 13 multirate groups with corre-
sponding multirate exponents and loads.
We analyze the quality of the mesh partitionings resulting from the multi-constraint
heuristic of MeTiS. The estimated communication volume per partition for a ∆t∗ period
are given for multirate and singlerate in Figure 4.24(a). The average communication to
computation ratio per partition and per time unit are depicted for both methods in Fig-
ure 4.24(b).
The “Lemaître 2" cluster was used in the same manner as for the tsunami application.
The intrinsic parallel scaling is represented for multirate and singlerate in Figure 4.25(a).
The overall speedups compared to the wall clock time for the singlerate method on a sin-
gle processor are illustrated in Figure 4.25(b). Table 4.11 contains the speedups and the
associated parallel efficiencies expressed as percentages. Despite the small number of
elements per partition for some multirate groups for a high number of processors, the
scalings show that parallel multirate still yields important benefits compared to singler-
ate.
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Figure 4.23: Turbofan (z∗ = 5): distribution of the elements among 13 multirate groups for the
whole engine (a) and a zoom near the tip of the spinner.
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Figure 4.24: Turbofan (z∗ = 5): (a) average communication volume per partition for a period∆t∗,
see Eq. (4.24); (b) average communication to computation ratio per partition and time unit, see
Eq. (4.25).
To illustrate the numerical results, the instantaneous pressure field is shown in Fig-
ure 4.26. Those simulations were performed on 32 processors and the total wall clock
times for singlerate and multirate were 1.133×105 s and 1.084×104 s, respectively. This
represents a speedup of roughly 10.457 , which is close to the theoretical one.
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Figure 4.25: Turbofan (z∗ = 5): Comparison of the parallel performance on the “Lemaître 2"
cluster for singlerate and multirate in terms of (a) the intrinsic parallel multirate speedup, see
Eq. (4.28), and (b) the overall parallel multirate speedup, see Eq. (4.27). The wall clock times have
been measured for a ∆t∗ period
p 1 2 4 8 16 32 64 128 256
Ref(1, p) 1.00 1.98 4.34 9.95 21.09 42.90 83.71 160.94 299.68
% 100.00 99.14 108.45 124.35 131.83 134.07 130.79 125.73 117.06
Ref(5, p) 1.00 2.12 4.53 9.76 19.66 37.86 65.58 115.76 189.76
% 100.00 105.94 113.27 122.01 122.86 118.32 102.47 90.44 74.13
Sef(5, p) 11.76 24.91 53.26 114.73 231.08 445.05 770.88 1360.73 2230.64
% 107.53 113.91 121.79 131.19 132.11 127.22 110.18 97.24 79.71
Table 4.11: Parallel strong scaling for the turbofan application.
Conclusion and discussion
In this paper, we have proposed a strategy to parallelize explicit multirate schemes in
the framework of DG methods. In particular, we have developed a generic parallel al-
gorithm for the multirate ERK methods introduced by Constantinescu and Sandu. The
multi-constraint partitioning library of MeTiS is used to distribute the mesh elements
amongst the desired number of processors in an adequate manner for the considered
multirate setup. The key idea is to ensure that, at each stage of the multirate algorithm,
the same number of cells are active on each processor, while minimizing the number of
inter-processor communications. In this way, we expect that the computational load is
equally shared in space and time amongst the processors and that the idle times due to
synchronization are minimized.
We have evaluated the quality of the domain decompositions and the effective to-
tal parallel multirate speedup on several numerical applications. It was shown that the
multi-constraint partitioning strategy outperforms the classical and single-constraint
partitioning, both theoretically and experimentally. The experiments show that the effect
of adding a temporal refinement level has a positive influence on the global performance
as long as the theoretical multirate speedup is significantly higher even if it increases the
number of constraints for the partitioning.
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Figure 4.26: Turbofan: pressure field on two orthogonal planes after roughly 3.64 s for (a) the
singlerate, z∗ = 0, and (b) the multirate, z∗ = 5, case.
The parallel performance studies reveal, however, that strong scalability is usually
achieved more easily with singlerate than with multirate, especially for a high number
of processors relative to the number of mesh elements. Several factors may influence
the global multirate parallel performance: critical communication to computation ra-
tios, load imbalances due to imperfect partitioning and small numbers of operations
that have to be performed at certain stages of the algorithm. Moreover, some features of
modern computer architectures, like the latency and bandwidth of memory access and
inter-processor communications, may also affect the efficiency.
This approach is clearly limited when the number of elements per multirate group
and per processor is very low. Indeed, singlerate explicit methods have proven high scal-
ability down to a very small number of elements per processor which is not achievable
in the parallel multirate context. For high order DG methods in particular, where less
elements are used for a same total number of DoF, it may be extremely difficult to obtain
as good strong parallel scaling as in the singlerate case, even if the communication to
computation ratio is lower than for low order DG. However, we believe that the parallel
multirate strategy can yield important speedups compared to the classical explicit meth-
ods for many realistic applications combined with a reasonable number of processors.
Even in the worst-case scenarios, the parallel multirate strategy should be at least as effi-
cient as in the singlerate case. The limitations caused by a small number of elements per
processor are probably far less drastic than for the parallel implementation of implicit
and implicit-explicit schemes.
The parallel multirate algorithm can still be improved and optimized by consider-
ing several challenging aspects of multi-core programming, which shall be addressed
in future work. As an example, we should consider the issue of finding the best distri-
bution of the processes among the different computer nodes. Indeed, the intra-node
contiguity could be improved by gathering appropriate partitions onto the same nodes
in order to minimize inter-node communications, which are more expensive. Another
perspective consists in developing a dynamic version of this parallel multirate strategy
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to address temporal changes of the element-wise stable time steps. The challenge will
then be to find relevant indicators to determine whether or not it is worth modifying the
multirate groups and/or repartitioning the mesh to achieve greater computational effi-
ciency. Along the same line, the efficiency and the validity of the parallel multirate strat-
egy should also be evaluated for strongly nonlinear problems where the local time steps
are hard to estimate and highly variable in space and time. In this context, dynamic load
balancing is imperative because the optimal multirate setup varies dramatically during
the simulation, which implies that the computational load shall be evaluated and redis-
tributed many times. The computational cost of these operations could severely impact
the global efficiency of the method.
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A THIRD ORDER PARALLEL EXPLICIT
MULTIRATE STRATEGY
This chapter is based on the following publication:
Seny, B., Lambrechts, J., Legat, V., and Remacle, J.-F. (2014). Development and implementation of a parallel
third-order explicit multirate strategy. To be submitted.
Novelty
■ Adapting an existing third-order explicit Runge-Kutta multirate time stepping method to the context of
discontinuous Galerkin discretizations.
■ Developing a generic strategy for arbitrary meshes to construct a large number of multirate groups which
allow distinct local effective time steps to be used.
■ Addressing the challenge of an appropriate multi-constraint mesh partitioning strategy adapted to the
third order multirate framework by using some existing routines of the MeTiS partitioner.
■ Proposing an algorithm for the parallel implementation of the multirate method which uses MPI routines
for the exchange of data and aims to minimize the waiting times between the processing units.
■ Providing some strong parallel scaling results for a realistic application which show that the acceleration
due to the multirate strategy may be preserved up to a significant number of processors.
Summary
Multirate schemes aims at circumventing the global stability restriction of classical explicit methods. The
key idea is to gather mesh elements in groups that satisfy local stability conditions. The transition between
groups has to be accommodated to preserve convergence and conservation properties. The extension of
these strategies to the parallel framework is challenging since the computational load varies at each stage of
the algorithm. Here we focus on the development of a third-order parallel multirate strategy for discontinu-
ous Galerkin simulations. This third-order multirate method was introduced by Schlegel and his co-workers
in 2009 and has some very different features than other classic multirate methods. Some of the challenges
related to the mesh partitioning are addressed and a parallel multirate algorithm is proposed. Some prelimi-
nary numerical results are presented to show the benefits of the parallel multirate strategy.
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Introduction
Multirate explicit schemes have the vocation of reducing the important limitations due
to the severe restrictions on the time step imposed by the well-known Courant-Friedrichs-
Lewy (CFL) condition. Important gaps between the smallest and largest element-wise
stable time step may occur for problems with unstructured meshes and/or highly vary-
ing advection speeds. The idea is to organize the mesh elements in groups that share a
local stability limit and ensure an adequate transition between them by inserting buffer
layers. Conservative multirate schemes of second-order have been proposed by Con-
stantinescu [Constantinescu and Sandu, 2007] and a third-order scheme has been devel-
oped by Schlegel [Schlegel et al., 2009]. These methods have proven to be very attractive
in the discontinuous Galerkin (DG) framework [Seny et al., 2013]. Extending these mul-
tirate strategies to the parallel context is challenging since a classical mesh partitioning
is not adequate anymore. Indeed, the computational and communicational costs are
not constant at each stage of the algorithm. Therefore we use a multi-constraint heuris-
tic to find the best compromise between load-balancing constraints and minimization
of communication overheads. The purpose of the present work is to extend the paral-
lel strategy developed in [Seny et al., 2014] for the second-order multirate schemes of
Constantinescu to the third-order multirate method of Schlegel.
This paper is outlined as follows. First, in Section 5.1 we briefly describe the RKDG
approach with as time-stepping scheme a four stages third-order ERK method (RK43).
This section also aims to provide some notations and conventions which will be used
in the remaining part of this work. Second, we introduce the third-order explicit mul-
tirate strategy in Section 5.2 and explain the procedure to construct coherent multirate
groups. Furthermore, an serial algorithm is proposed for this multirate method in the
framework of DG spatial discretizations. In Section 5.3, a multi-constraint mesh parti-
tioning strategy is developed to handle mesh elements which belong to multirate groups
that have different workloads. The focus is on ensuring an acceptable computational
load-balancing while minimizing the amount of inter-processor communications. Next,
in Section 5.4 we address some issues relative to the parallel implementation and a par-
allel multirate algorithm is proposed. Finally, in Section 5.5, we show some parallel per-
formance results for an application in the field of ocean modeling which confirm that
multirate speedups may be maintained up to a significant number of processors.
5.1 A third-order explicit Runge-Kutta discontinuous Galerkin
scheme
The Runge-Kutta discontinuous Galerkin (RKDG) methods are a popular approach to
solve time-dependent convection-dominated conservation laws and have been intro-
duced by Cockburn and Shu, see for example [Cockburn and Shu, 1989a,b, 1991, 2001].
The idea is to combine explicit Runge-Kutta (ERK) schemes for the time discretization
with the discontinuous Galerkin (DG) method for the spatial discretization. In this sec-
tion we will briefly define the DG framework and develop a four stages third-order ERK
method, RK43, which will be used in the remaining part of this work.
Assume that a system of conservation laws involving Nv unknown physical quanti-
ties has been discretized in space using the DG method on a computational mesh Ωh
composed of Ne elements Ωe with e = 1, · · · ,Ne . The exact solution is approximated on
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each mesh element, Ωe , by means of a polynomial interpolation of order p. The num-
ber of interpolation points needed on an element,Np , depends on both the polynomial
order and the type and dimension of the mesh element. Therefore, the total number
of degrees of freedom (DoF) to define the element-wise numerical solution is Np ×Nv .
Suppose that all the nodal unknowns of an element are contained in a vector U e such
that the overall solution may be defined as the concatenation of all these element-wise
vectors, U = {U 1, · · · ,UNe }, where U has a size Ne ×Np ×Nv . By following the method
of lines (MOL), we obtain a system of coupled ordinary differential equations (ODEs) by
leaving the time variable continuous. The compact nature of the DG method, where el-
ements are only coupled with their direct neighbors with which they share a common
interface, allows us to write a system of ODEs for every mesh element
Me
dU e
d t
= F (U e ,Un , t )= FV (U e , t )+F I (U e ,Un , t ), (5.1)
where Me is the so-called element-wise mass matrix. The flux vector, F , which results
from the DG discretization in space may be decomposed in a volume term, FV , and an
interface term F I . The coupling between neighboring elements is ensured by the inter-
face terms which require a specific treatment due to the discontinuities at the interfaces.
To compute the numerical interface fluxes (convective and diffusive) both the solution
on the actual element, U e , and the solution on the neighboring elements, Un , are re-
quired. The volume term only involves the solution on the effective element,U e .
A simple first-order explicit integration from time t N to time t N+1 = t N +∆t of sys-
tem (5.1) is given by
UN+1e =UNe +∆tM-1e F (UNe ,UNn , t N ), (5.2)
which is well-known as the forward Euler step. The method uses the solution at the cur-
rent time, UNe , to compute the next step solution, U
N+1
e . Higher-order explicit schemes
may be constructed on this basis among which the ERK methods constitute a popular
family. An s-stage ERK method may be defined as follows. V
(i )
e = UNe +∆t
∑i−1
j=1 ai jK
j
e
K ie = M-1e F (V (i )e ,V (i )n , t N + ci∆t )
i = 1, · · · , s (5.3)
UN+1e =UNe +∆t
s∑
i=1
biK
i
e . (5.4)
It is common to represent the coefficients ai j , bi and ci in the form of a Butcher tableau,
see Table 5.1(a) [Butcher, 2000]. Consistency and order conditions allow us to deter-
mine the coefficients. For the explicitness it is required that matrix [ai j ] is strictly lower
triangular. In practice, it is not necessary to store all the intermediate solutions V (i )e in
expression (5.3). Indeed, once the intermediate solution at stage i has been computed
it is only useful to calculate the flux vector, F , and may then be erased. By contrast, the
successive K ie must be held in memory to compute the next stepU
N+1
e at the end of the
s stages. In this algorithm, the major part of the computational work is due to the func-
tion evaluations compared to which simple matrix sums are negligible. Therefore, the
computational cost of an ERK method will be approximated as the number of function
evaluations and thus the number of stages s of an ERK method.
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0
c2 a21
...
...
. . .
cs as1 · · · as,s-1
b1 · · · bs-1 bs
(a) General ERK method
0
1/2 1/2
1/2 -1/6 2/3
1 1/3 -1/3 1
1/6 1/3 1/3 1/6
(b) RK43 method: {a(0)i j ,b
(0)
i ,c
(0)
i }
Table 5.1: Butcher tableaus for (a) the general explicit Runge-Kutta method and (b) a four stages
third order version.
As an illustration and because this method will be used in the rest of this work, we
develop in more detail the four stages third-order ERK method, RK43, determined by the
coefficients of the Butcher tableau given in Table 5.1(b)
V (1)e =UNe K 1e =M-1e F (V (1)e ,V (1)n , t N ),
V (2)e =UNe + 12∆tK 1e K 2e =M-1e F (V (2)e ,V (2)n , t N + 12∆t ),
V (3)e =UNe − 16∆tK 1e + 23∆tK 2e K 2e =M-1e F (V (3)e ,V (3)n , t N + 12∆t ),
V (4)e =UNe + 13∆tK 1e − 13∆tK 2e +∆tK 3e K 4e =M-1e F (V (4)e ,V (4)n , t N +∆t ),
(5.5)
UN+1e =UNe +
1
6
∆t
(
K 1e +2K 2e +2K 3e +K 4e
)
. (5.6)
The size of the time step, ∆t , for ERK time stepping methods is restricted by the well-
known Courant-Friedrichs-Lewy (CFL) condition which ensures that the round-off er-
rors are not amplified with time. This numerical stability condition depends on several
factors and it is common to express it in the following form
∆t ≤min
Ωe
(
h
λmax
)
νmax, (5.7)
where h is a selected element size measure, λmax the maximum eigenvalue of the Jaco-
bian matrix of the system (for hyperbolic systems this is typically the maximum advec-
tive speed) and νmax the maximum Courant number which depends on the type and
order of the space discretization but also on the specific ERK method. In most cases,
it is either impossible either computationally expensive to have an accurate estimation
of νmax. However, efficient techniques have been developed to obtain good indicators
to determine the maximum allowable time step which can afterwards be increased to
improve the efficiency or decreased to avoid instability. Although in theory the global
system requires a complete spectral analysis to determine the global stable time step,
it is a widespread strategy to consider that the most constrained cell in terms of the ra-
tio between the element size and the maximum eigenvalue dictates the overall stability
limit. For cases where one element has a much more smaller allowable time-step than
the average one, classical singlerate ERK methods fail to be computationally efficient
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with respect to the problem size. It is therefore wise to investigate time-integration tech-
niques which allow the time step to vary from one element to the other. The multirate
methods present one way to improve the overall efficiency by considering groups of ele-
ments that satisfy a local stability condition and use time steps that are integer ratios of
each other. In this work we will focus on a third order-accurate multirate method that
was introduced by Schlegel et al. [Schlegel et al., 2009].
5.2 The third-order multirate strategy
When developing multirate schemes, particular attention should be given to the transi-
tion between groups of elements using distinct time steps. In particular, convergence
and conservation properties should remain satisfied at each time step. The multirate
methods of Constantinescu [Constantinescu and Sandu, 2007] are all conservative but
are limited to second-order accuracy in time regardless of the ERK method on which they
are based - provided that the base method is at least second-order accurate. The multi-
rate strategy proposed by Schlegel et al. [Schlegel et al., 2009] borrows some ideas of an
implicit-explicit (IMEX) time integration scheme [Knoth and Wolke, 1998]. The idea is to
use an explicit method for both the slow and fast components. Based on standard ERK
methods they construct an inner and outer method with an extra number of stages which
are used together as a partitioned Runge-Kutta (PRK) method. The elements treated by
the inner method have a stable time step twice smaller than the elements treated by the
outer method. In particular, they constructed a third-order multirate scheme (RK43S)
based on the RK43 method, see Table 5.1(b), that satisfies an additional third-order con-
sistency condition [Knoth and Wolke, 1998]. It remains an open question whether the
additional third-order condition generally leads to a third-order multirate scheme. The
aim of this work does not consist to show how these multirate methods are built but to
propose an efficient way to implement them in a sequential and parallel framework. For
a detailed development of these family of multirate methods we advise the reader to refer
to the work accomplished in [Schlegel et al., 2009]. Details about the use of this multirate
strategy in the context of DG computations may be found in [Seny et al., 2013]. In this
work we showed that mesh elements may be sorted in three different types of multirate
groups: bulk groups where the standard RK43 method is used, inner buffer groups and
outer buffer groups where adapted methods are used to accommodate the transition be-
tween bulk groups that use distinct time steps.
The Butcher tableaus for the outer buffer and inner buffer methods are given in Ta-
bles 5.3 and 5.2, respectively. To distinguish the three different methods which are in-
volved we propose to use superscripts for the coefficients of the Butcher tableaus such
that the bulk method uses {a(0)i j ,b
(0)
i ,c
(0)
i }, the inner buffer method {a
(1)
i j ,b
(1)
i ,c
(1)
i } and the
outer buffer method {a(2)i j ,b
(2)
i ,c
(2)
i }. These notations will be important for the further im-
plementation of the method. Both tables corresponding to the buffer methods have 10
stages which enable them to communicate at each stage of the algorithm at the critical
interface between elements using distinct time steps. We shall limit ourselves here to
underlining some significant features of these two Butcher tableaus. We assume here
that mesh elements have a stable time step which is either ∆t∗ either 12∆t∗ and use the
corresponding buffer method.
• Both buffer methods have 10 stages but, even if they are all required to ensure a
coherent transition, function evaluations are only required at 4 stages for the outer
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buffer method and at 8 stages for the inner buffer method (highlighted in bold in
Tables 5.2 and 5.3). Therefore, the computational cost will be roughly the same as
the original method with the corresponding time step, despite the extra computa-
tions which are negligible (like the sum of vectors).
• If the outer buffer method is used alone for all elements, it reduces to the origi-
nal base method RK43 with a time step ∆t∗. In the same vein, if the inner buffer
method is used for all mesh elements, we recover the RK43 method with time step
1
2∆t∗ applied twice successively. First from t
N to t N+
1
2 = t N + 12∆t∗ and second
from t N+
1
2 to t N+1 = t N+ 12 + 12∆t∗.
• The buffer methods verify c(1)i = c(2)i , ∀i which means that at each intermediate
stage i of the algorithm the current solution V (i )e , see equation (5.3), used to per-
form the function evaluations, corresponds to the same time t N + c(1)i ∆t∗ for in-
ner and outer buffer elements. By contrast, this property is not satisfied by the
multirate methods developed by Constantinescu and Sandu [Constantinescu and
Sandu, 2007].
• The buffer methods do not verify b(1)i = b(2)i , ∀i implying that for an element-wise
partitioning the method lacks conservation. Indeed, when computing the next
step solution UN+1e , the sum of the interface fluxes are different on both sides of
the critical interface between the inner and outer buffer elements. However, by
considering a partitioning by fluxes, see [Schlegel et al., 2009], it is possible to make
the method conservative. At the end of the 10 stages, the most accurate flux (inner
buffer) is imposed as unique flux at the interface. This operation will be detailed
later in this work.
0
1/4 1/4
1/4 -1/12 1/3
1/2 1/6 -1/6 1/2
1/2 1/12 1/6 1/6 1/12
1/2 1/12 1/6 1/6 1/12 0
3/4 1/12 1/6 1/6 1/12 0 1/4
3/4 1/12 1/6 1/6 1/12 0 -1/12 1/3
1 1/12 1/6 1/6 1/12 0 1/6 -1/6 1/2
1 1/12 1/6 1/6 1/12 0 1/12 1/6 1/6 1/12
1/12 1/6 1/6 1/12 0 1/12 1/6 1/6 1/12 0
Table 5.2: Butcher tableau for the inner buffer multirate method of Schlegel, based on RK43 ERK
method, defined by the coefficients {a(1)i j ,b
(1)
i ,c
(1)
i }.
In previous work [Seny et al., 2013], we showed that this multirate strategy may be
extended to multiple levels of refinement using time step ratios of two between two suc-
cessive bulk groups. In other words, if one bulk group has a stable time step 12z∆t∗, its in-
ferior bulk group uses a time step 12z+1∆t∗ and its superior bulk group a time step
1
2z−1∆t∗.
The variable z is called the multirate exponent of the group. It was also shown, that in
the DG framework, where elements are only connected with their neighbors trough their
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0
1/4 1/4
1/4 1/4 0
1/2 1/2 0 0
1/2 1/2 0 0 0
1/2 -1/6 0 0 0 2/3
3/4 1/12 0 0 0 1/6 1/2
3/4 1/12 0 0 0 1/6 1/2 0
1 1/3 0 0 0 -1/3 1 0 0
1 1/3 0 0 0 -1/3 1 0 0 0
1/6 0 0 0 1/3 1/3 0 0 0 1/6
Table 5.3: Butcher tableau for the outer buffer multirate method of Schlegel, based on the RK43
ERK method, defined by the coefficients {a(2)i j ,b
(2)
i ,c
(2)
i }.
shared interface, two bulk elements from successive bulk multirate groups must be sepa-
rated by at least one inner and one outer buffer elements. Actually, it may be verified that
if one buffer element is completely surrounded by elements of the same buffer group,
then the adapted method reduces to the base method RK43 with the local time step.
5.2.1 Multirate groups
An important step to build a multirate strategy able to handle many temporal refine-
ments is to to organize the mesh elements in multirate groups. To have a coherent setup,
bulk groups, where the standard RK43 method is used, must always be separated by an
inner and outer buffer layer. First of all, we introduce some notations and conventions.
Here, we consider that the smallest stable time step associated to a mesh is ∆tm , i.e.
the maximum allowable time step to ensure stability due to the most constraint element
regarding the CFL condition. Similarly we determine the maximum element-wise time
step ∆tM which is associated to the less constraint mesh element. The number of tem-
poral refinements for a multirate method depends on the ratio between ∆tm and ∆tM .
In the framework of this multirate strategy, we only consider the case where the effective
time steps have time step ratios of two. If we assume that the smallest time step used by
the multirate method is ∆tm , then the reference multirate time step, ∆t∗, is defined as
follows
∆t∗ =max
z
(
2z∆tm
)
such that ∆t∗ ≤∆tM , (5.8)
and corresponds to the maximum of the multirate time steps which can be used. The
maximum value for z will be denoted z∗ and is called the maximum multirate exponent.
The reference time step is then ∆t∗ = 2z∗∆tm .
The procedure to construct multirate groups has been addressed in [Seny et al., 2013].
Here, we limit ourselves to a short overview illustrated by some specific examples. The
first stage of the procedure consists to sort the mesh elements according to their own sta-
ble time step which belongs to a range of time steps defined as [2(z
∗−z)∆tm ,2(z
∗−z)+1∆tm[.
In other words, an element with stable time step ∆te is given a multirate exponent z if it
verifies 2(z
∗−z)∆tm ≤ ∆te < 2(z∗−z)+1∆tm . As an example, consider the simple configura-
tion depicted in Figure 5.1(a) with as minimum of the element-wise allowable time steps
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∆tm and as maximum 7.5∆tm . The maximum multirate exponent is thus z∗ = 2 and the
reference time step∆t∗ = 4∆tm . Mesh elements have either multirate exponents 0, 1 and
2. To distinguish between the different multirate groups, it is proposed to use multirate
tags, denoted θ, which will be assigned to each element
θ = 3(z∗− z)+σ (5.9)
where σ = 0 for bulk groups, σ = 1 for inner buffer groups and σ = 2 for outer buffer
groups. Inversely, the multirate exponent and/or the type of multirate group may be
obtained from the multirate tag
σ= (θ mod 3) , z = z∗−dθ/3e. (5.10)
For the sake of simplicity, we illustrate the procedure to construct multirate groups
with a simple example for which the successive steps are depicted in Figure 5.1. We start
by assigning bulk tags to all mesh elements with respect to their multirate exponent, i.e
3z. For the example, this operation results in bulk tags 0, 3 and 6, see Figure 5.1(b). Next,
the inner and outer buffer groups are introduced between the elements with a multirate
tag 0 and the rest of the elements. Inner buffer elements are first detected by locating
the elements with tag 0 which have neighbors with a different tag (> 0). These elements
are given a multirate tag 1. The outer buffer multirate group is composed of the ele-
ments with a tag larger than 1 that have a common interface with inner buffer elements
with tag 1. Figure 5.1(c) illustrates these steps for the example. Because two successive
bulk groups must have a time step ratio of 2 in this multirate approach, all the elements
which have an interface in common with an outer buffer element with tag 2 and have a
tag superior to 3 need to be transferred to the bulk group with the inferior tag. For the
example, the elements for which the multirate tag has been changed from 6 to 3 have
their tag boxed in Figure 5.1(c). The three first multirate groups are now fixed and the
same strategy has to be applied to build the next multirate groups. The final multirate
groups are depicted in Figure 5.1(d) and it may be verified that two bulk elements with
different tags are always separated by an inner and an outer buffer element. Observe also
that bulk groups may be empty. In this example, the original bulk group with multirate
tag 6 has been entirely recovered by the outer buffer elements with tag 5. We may also
observe that some outer buffer elements of tag 2 are directly in contact with inner buffer
elements of tag 4 because at these locations there was no room for bulk elements of tag
3. With this procedure, necessary to ensure a coherent transition between the different
multirate groups, some elements will be integrated in time with a smaller time step than
the one originally attributed. These elements have their tag boxed in Figure 5.1(d).
A multirate setup with maximum multirate exponent z∗ will result in a maximum
of z∗+ 1 bulk groups (among which some may be empty) and a maximum of z∗ inner
and outer buffer groups. The total number of multirate groups will be denoted Nθ =
3z∗+1. Each multirate group will be integrated in time using the corresponding Butcher
tableaus given in Tables 5.1(b), 5.2 and 5.3 with a time step 2dθ/3e∆tm = ∆t∗/
(
2z
∗−dθ/3e).
Note that the same time step is used for the inner buffer group with tag 3z+1, the outer
buffer group with tag 3z+2 and the bulk group with tag 3z+3, whereas the inner buffer
elements are theoretically stable for half of the time step. However, the 10-stage inner
buffer method of Table 5.2, as seen before, is equivalent to the RK43 method applied
twice successively with half of the time step if it doesn’t require to communicate with the
outer buffer method and is therefore stable for the considered time step.
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∆tm 1.2∆tm 4.2∆tm 4.8∆tm 5.2∆tm 4.8∆tm
1.1∆tm 2.2∆tm 2.4∆tm 4.8∆tm 7.5∆tm 6.5∆tm
3.4∆tm 3.8∆tm 2.5∆tm 2.4∆tm 2.3∆tm 3.9∆tm
3.3∆tm 3.9∆tm 2.5∆tm 4.8∆tm 2.7∆tm 1.7∆tm
(a)
0 0 6 6 6 6
0 3 3 6 6 6
3 3 3 3 3 3
3 3 3 6 3 0
(b)
0 1 2 3 6 6
1 2 3 6 6 3
2 3 3 3 3 2
3 3 3 3 2 1
(c)
0 1 2 4 5 5
1 2 4 5 5 4
2 3 3 4 4 2
3 3 3 3 2 1
(d)
Figure 5.1: Illustration for the construction of multirate groups for the third-order multirate me-
thod of Schlegel: (a) element-wise stable time steps; (b) attribution of bulk multirate tags with
respect to the multirate exponent corresponding to the local time step; (c) introduction of in-
ner and outer buffer elements with tag 1 and 2 and modification of non smooth multirate tags
(boxed); (d) introduction of inner and outer buffer elements with tag 4 and 5.
In this multirate strategy, allowing multiple temporal refinement levels, it is conve-
nient to introduce notations which allow us to distinguish between the set of multirate
groups. First, for a multirate setup with z∗ as maximum multirate exponent, the mesh
elements are organized in multirate groups such that
Ωh =
3z∗⋃
θ=0
Ωhθ , (5.11)
where Ωh
θ
gathers all the mesh elements which have been given a multirate tag θ. The
number of elements belonging to multirate group θ is denoted |Ωh
θ
|.
It is possible to have a theoretical estimation of the multirate speedup based on the
repartition of the mesh elements in multirate groups. The speedup is obtained by com-
paring the computational cost of the multirate method with its singlerate counterpart
(here RK43). As mentioned before, we estimate the computational cost of an ERK me-
thod by the number of required function evaluations. Remember that the bulk or base
method RK43 requires 4 function evaluations. Despite their 10 stages, the adapted inner
and outer buffer methods require 8 and 4 function evaluations, respectively. To compute
the speedup, we will compare the computational cost of the multirate and singlerate
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methods to perform one full reference time step,∆t∗ = 2z∗∆tm . So, logically, the number
of function evaluations depends on the actual time step used by a multirate group and on
its type. The computational load corresponding to an element belonging to a multirate
group θ is defined as
λθ = 4∗2z
∗−d(θ−1)/3e. (5.12)
We may verify that for the bulk group using the largest time step (θ = 3z∗), i.e. ∆t∗, the
multirate load is 4. The neighboring outer buffer group (θ = 3z∗ − 1) and inner buffer
group (θ = 3z∗−2) have a multirate load of 4 and 8, respectively. Similarly, for the bulk
group using the smallest time step (θ = 0) as well as its neighboring inner buffer group
(θ = 1), the multirate load is 4∗ 2z∗ , whilst for the next outer buffer group (θ = 2) the
multirate load is 4∗ 2z∗−1. The theoretical multirate speedup associated with a multi-
rate setup characterized by a maximum multirate exponent z∗ may thus be expressed as
follows
Sth(z
∗) = 4∗2
z∗Ne∑3z∗
θ=0λθ|Ωhθ |
, (5.13)
whereNe is the total number of mesh elements. The numerator (resp. denominator) in
this fraction corresponds to the total work load required by the singlerate (resp. multi-
rate) method to accomplish a ∆t∗ time step. In practice, the effective speedup is com-
puted as the ratio of the measured wall clock times of both methods.
5.2.2 Serial implementation
The aim of this section is to propose a serial implementation for the third-order mul-
tirate method in the DG framework. The multirate method of Schlegel lacks conserva-
tion at the critical interfaces between the inner and outer buffer multirate groups be-
cause b(1)i 6= b(2)i , see Tables 5.2 and 5.3. The overall mass defect depends on the number
and sizes of critical interfaces. However, if mass conservation is crucial, it is possible
to enforce the conservation property by imposing the most accurate flux at the inter-
faces between inner and outer buffer groups. The impact of this operation on the con-
sistency and stability of the method is not well established but this strategy, using a par-
titioning by fluxes, was shown to give relevant results for some numerical experiments,
see [Schlegel et al., 2009].
In this multirate strategy, all elements with an identical multirate tag are treated in
the same way, apart from the elements that share an interface with an element that has
a distinct multirate tag. Therefore, it is convenient to reorganize the unknowns of the
problem by sorting them with respect to their multirate tag. To this aim, it is proposed to
use the following notations for the vectors containing the values at different DoF and for
the mass matrices
Uθ = {U tθ(1), · · · ,U tθ(|Ωhθ |)}, Mθ = diag
(
M tθ(1), · · · ,M tθ(|Ωhθ |)
)
, (5.14)
where tθ(i ) is the mapping from element i of multirate group θ to the general element
numbering. The vector containing all the DoF is simply the concatenation of the Nθ
group-wise vectorsUθ from θ = 0 to θ = 3z∗
U = {U 0, · · · ,U 3z∗}. (5.15)
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If a multirate group is empty, then the vector is simply of size zero. These multirate
group-wise notations will be used extensively in the presented algorithms and are also
valid for the current solutions V and the stored vectors, K i , of the ERK method.
The delicate part for the multirate strategy resides in the treatment of the interface
terms which involve the solution of both elements sharing a common face. The volume
term of a multirate group θ will be denoted FV (V θ), where V θ is the intermediate so-
lution at some stage of the ERK algorithm for all DoF which have a multirate tag θ. In
the multirate context we have to distinguish between three types of interface groups: (i)
interfaces between two elements of the same multirate group θ; (ii) interfaces between
an element with multirate tag θ and an element with the inferior multirate tag θ−1; (iii)
interfaces between an element with multirate tag θ and an element with the superior
multirate tag θ+1. For the sake of simplicity, we will consider in the remaining part of
this work that bulk groups are never empty between an inner and an outer buffer group.
The interface terms for these three types of interface groups, for a multirate group θ,
are denoted F I (V θ,V θ), F I (V θ,V θ+1) and F I (V θ,V θ−1). We assume that, in the frame-
work of the DG formulation we have F I (V θ,V θ−1) = −F I (V θ−1,V θ) and F I (V θ,V θ+1) =
−F I (V θ+1,V θ).
Non-conservative version
The non-conservative version of the third-order multirate strategy is simpler than the
conservative version that will require particular attention at the critical interface. Nev-
ertheless, most of the terminology that will be used and explained here will be reused
for the conservative version of the algorithm. In order to provide a clear and compre-
hensible algorithm it is necessary to introduce a certain number of scalar and vectorial
parameters relative to the multirate setup. First, we have to determine the total number
of stages s∗(z∗) of the algorithm which depends on the number of refinement levels or
maximum multirate exponent z∗. Therefore, we use a recursion formula
s∗(z∗) = 2s∗(z∗−1)+2, (5.16)
which highlights the impact of the buffer methods which have 10 stages and manage
each transition between two bulk groups which have a time step ratio of two. This cor-
responds to 2 extra stages compared to the bulk group with the smallest time step which
requires a total of 8 stages to achieve the same time step as its neighboring bulk group
with 4 stages and a twice larger time step. The total number of stages s∗ may be expressed
explicitly with respect to z∗
s∗ = 2(3∗2z∗ −1). (5.17)
For the singlerate case (z∗ = 0) we have s∗ = 4 that corresponds to the number of stages of
the RK43 method. If there is only one temporal refinement level (z∗ = 1) the global mul-
tirate method records s∗ = 10 stages corresponding to the number of stages of the inner
and outer buffer methods, see Table 5.4. The case with two levels of temporal refinement
(z∗ = 2) yields s∗ = 22 stages and is illustrated in Table 5.5.
At each stage i = 1, · · · , s∗ of the global algorithm, the typical operations of an ERK
method do not involve all multirate groups. We distinguish three main operations of an
ERK scheme: (i) compute the current solution V θ of a multirate group; (ii) perform the
function evaluations and the multiplication by the inverse of the mass matrix, Mθ, for a
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multirate group; update the solutionUθ to the next time step solution with the time step
of the multirate group. To manage these operations we introduce some vectors that will
determine, at each time step of the algorithm and for each operation, which multirate
groups are involved. To facilitate the understanding, we explain the meaning of these
vectors with the help of a simple multirate setup with one level of refinement (z∗ = 1,
Nθ = 4) depicted in Figure 5.2.
0 01 1
1 1
1 1
2 2
2 2
2 2
3 3
3 3
Figure 5.2: Simple example of a multirate setup with one level of refinement (z∗ = 1): Ωh0 andΩh3
are the two bulk groups (red),Ωh1 is the inner buffer group (blue) andΩ
h
2 is the outer buffer group
(green).
Two integer vectors of size s∗ will indicate for each stage of the algorithm which mul-
tirate groups need function evaluations. The starting values for θ are stored in a vector
Ψstart and the end values in a vector Ψstop. The values of these vectors are given in Ta-
ble 5.4 at each stage i of the algorithm corresponding to the example of Figure 5.2. We
may verify that it corresponds to the multirate tags for which K j
θ
has to be calculated.
To compute the interface terms, the current solutions are also required from the neigh-
boring multirate tags, i.e. V θ−1 and V θ+1. Therefore, the vectors Φstart and Φstop are
introduced and the intermediate solution at stage i requires to be computed from tag
Φstart[i ] to tag Φstop[i ]. We find these two vectors in Table 5.4 for our example and the
multirate tags, for which the current solution is required, are highlighted in light gray.
Because we are dealing with different Butcher tableaus which have different number
of stages, it is important to determine at each stage i of the global algorithm, at which lo-
cal stage we are. For bulk groups which use the base method RK43, see Table 5.1, 4 stages
are completed before updating the solution. For the inner and outer buffer multirate
groups, the two 10-stage schemes of Tables 5.2 and 5.3 are used. A vectorΠ of size 3z∗+1
(the number of multirate groups) is introduced with this purpose and is updated at ev-
ery stage of the global algorithm. In other words, the value of Π[θ] at stage i returns for
multirate group θ the current stage in the Butcher tableau used for this multirate group.
Note that for bulk groups, (θ mod 3) = 0, Π[θ] takes values from 1 to 4, whilst for the
buffer groups, (θ mod 3) 6= 0,Π[θ] takes values from 1 to 10. Every time a stage has been
completed for a multirate group, Π[θ] is increased by one. But we have also to take into
account that when all the stages of a Butcher tableau have been completed for a multi-
rate group, the solution must be updated to the next step solution, i.e when Π[θ]= 4 for
bulk groups and Π[θ]= 10 for buffer groups. After a local time step has been completed
for a multirate group θ and that the full reference time step,∆t∗, has not been completed,
the local method needs to be reapplied and Π[θ] needs to be reset. The Π vector is given
in Table 5.4 for each stage of the multirate method applied to the example of Figure 5.2.
In Table 5.5 we propose a similar illustration as in Table 5.4 for the different vectors
that were introduced in the case of two temporal refinement levels (z∗ = 2). The total
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stage Π Φstart Φstop Ψstart Ψstop Multirate tags
3 2 1 0
1 [1 1 1 1] 0 3 0 3 K13 K
1
2 K
1
1 K
1
0
2 [1 2 2 2] 0 2 0 1 K21 K
2
0
3 [1 3 3 3] 0 2 0 1 K31 K
3
0
4 [1 4 4 4] 0 2 0 1 K41 K
4
0
5 [2 5 5 4] 1 3 2 3 K23 K
5
2
6 [3 6 6 1] 0 3 0 3 K23 K
6
2 K
6
1 K
1
1
7 [3 7 7 2] 0 2 0 1 K71 K
2
0
8 [3 8 8 3] 0 2 0 1 K81 K
3
0
9 [3 9 9 4] 0 2 0 1 K91 K
4
0
10 [4 10 10 4] 1 3 2 3 K43 K
10
2
Table 5.4: Illustration of the third-order multirate algorithm for the simple multirate setup (z∗ =
1) of Figure 5.2. At each stage of the method we give the values for the vectors Φstart, Φstop,Ψstart
and Ψstop as well as the status of vector Π. On the right side of the table it is indicated for each
stage i of the algorithm whether KΠ[θ]
θ
should be computed for multirate tag θ. In addition, at
each stage i the multirate tags for which it is required to compute the intermediate solution V θ
are highlighted in light gray.
number of stages corresponding to this multirate setup is s∗ = 22, see equation (5.17),
whilst the number of multirate groups isNθ = 7.
Algorithm 4 gives the pseudo-code to compute UN+1 from UN for an autonomous
system. In this algorithm, we assume that the multirate groups have been constructed
properly and are characterized by a maximum multirate exponent z∗ and a reference
time step∆t∗. From the multirate setup we evaluate the total number of stages s∗ and the
four vectorsΦstart,Φstop,Ψstart andΨstop which remain unchanged during the algorithm.
Before starting the time integration, we initialize the Π vector for each multirate tag and
we store the effective time step of each multirate group in a vector Λ. To distinguish
between the number of stages of the different methods we introduce the function γ(σ)
which is 4 for the bulk method (σ = 0) and 10 for the buffer methods (σ = 1,2). The co-
efficients of the Butcher tableaus are distinguished by their superscripts (σ= 0,1,2) and
may be found in Tables 5.1, 5.2 and 5.3. For the function evaluations, we need to be par-
ticularly careful when treating the interface terms using information from elements with
two different multirate groups. First, for the multirate groups with the smallest (resp.
largest) multirate tag θ = 0 (resp. θ = 3z∗), there are no interface terms F I (V θ,V θ−1)
(resp. F I (V θ,V θ+1)) because there are no groups with multirate tag −1 (resp. 3z∗+ 1).
For the sake of compactness, we assume that the volume term FV (Vθ) is stored in the
vector F˜θ, and the interface terms FI (Vθ1 ,Vθ2 ) in a vector F̂θ1,θ2 . For computational ef-
ficiency it is important to take into account that the interface terms at the boundary
between two elements only have to be computed once and then redistributed on the ap-
propriate DoF of both elements. We consider, in the presented algorithm, that this is a
straightforward operation for the interior interfaces of a multirate group, i.e. F̂θ,θ. For the
interface groups which involve two multirate groups with distinct tags, it is assumed that
it is always the multirate group with the inferior tag that computes the interface term,
i.e. F̂θ,θ+1. This interface term is then subtracted when computing the flux vector for
the multirate group with the superior tag θ+1, i.e. F̂θ,θ−1 = −F̂θ−1,θ. An illustration for
the distribution of the interface contributions for distinct multirate groups with succes-
150 A third order parallel explicit multirate strategy
stage Π Φstart Φstop Ψstart Ψstop Multirate tags
6 5 4 3 2 1 0
1 [1 1 1 1 1 1 1] 0 6 0 6 K16 K
1
5 K
1
4 K
1
3 K
1
2 K
1
1 K
1
0
2 [1 1 1 1 2 2 2] 0 2 0 1 K21 K
2
0
3 [1 1 1 1 3 3 3] 0 2 0 1 K31 K
3
0
4 [1 1 1 1 4 4 4] 0 2 0 1 K41 K
4
0
5 [1 2 2 2 5 5 4] 1 5 2 4 K24 K
2
3 K
5
2
6 [1 3 3 3 6 6 1] 0 5 0 4 K34 K
3
3 K
6
2 K
6
1 K
1
0
7 [1 3 3 3 7 7 2] 0 2 0 1 K71 K
2
0
8 [1 3 3 3 8 8 3] 0 2 0 1 K81 K
3
0
9 [1 3 3 3 9 9 4] 0 2 0 1 K91 K
4
0
10 [1 4 4 4 10 10 4] 1 5 2 4 K44 K
4
3 K
10
2
11 [2 5 5 4 10 10 4] 4 6 5 6 K26 K
5
5
12 [3 6 6 1 1 1 1] 0 6 0 6 K36 K
6
5 K
6
4 K
1
3 K
1
2 K
1
1 K
1
0
13 [3 6 6 1 2 2 2] 0 2 0 1 K21 K
2
0
14 [3 6 6 1 3 3 3] 0 2 0 1 K31 K
3
0
15 [3 6 6 1 4 4 4] 0 2 0 1 K41 K
4
0
16 [3 7 7 2 5 5 4] 1 5 2 4 K74 K
2
3 K
5
2
17 [3 8 8 3 6 6 1] 0 5 0 4 K84 K
3
3 K
6
2 K
6
0 K
1
0
18 [3 8 8 3 7 7 2] 0 2 0 1 K71 K
2
0
19 [3 8 8 3 8 8 3] 0 2 0 1 K81 K
3
0
20 [3 8 8 3 9 9 4] 0 2 0 1 K91 K
4
0
21 [3 9 9 4 10 10 4] 1 5 2 4 K94 K
4
3 K
10
2
22 [4 10 10 4 10 10 4] 4 6 5 6 K46 K
10
5
Table 5.5: Illustration of the third-order multirate algorithm for a multirate setup with z∗ = 2
(two temporal refinement levels). At each stage of the method we give the values for the vectors
Φstart, Φstop, Ψstart and Ψstop as well as the status of vector Π. On the right side of the table it is
indicated for each stage i of the algorithm whetherKΠ[θ]
θ
should be computed for multirate tag θ.
In addition, at each stage i the multirate tags for which it is required to compute the intermediate
solution V θ are highlighted in light gray.
sive tags is given in Figure 5.3. However, for some stages i , the starting multirate tag to
perform the function evaluations, Ψstart[i ], is not θ = 0 (see for instance stage 5 and 10
in Table 5.4 and stages 5,10, 11, 16, 21 and 22 in Table 5.5). In these cases, the interface
term resulting from the coupling with the inferior tag is not available and needs thus to
be computed. In Algorithm 4, this operation is performed by the "if" statement when
performing the function evaluations.
F̂θ,θ+1-F̂θ,θ+1 F̂θ-1,θ-F̂θ-1,θ
θ+1 θ θ-1
Figure 5.3: Interface fluxes between multirate groups with distinct (successive) tags.
To improve the understanding of this algorithm, we give in Table 5.6 a development
of the 10 stages of the algorithm for the multirate setup associated with the example of
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Algorithm 4 Serial implementation of the non-conservative version of the third-order
multirate method of Schlegel.
Require: UN , ∆t∗, z∗
s∗← 2(3∗2z∗ −1), U←UN , computeΦstart,Φstop,Ψstart andΨstop
for θ = 0 to 3z∗ do
Π[θ]← 0
Λ[θ]←∆t∗/2z∗−dθ/3e
end for
for i = 1 to s∗ do
// Compute the current input
for θ =Φstart[i ] toΦstop[i ] do
Π[θ]← (Π[θ] mod γ(σ))+1
Vθ←Uθ +Λ[θ]
∑Π[θ]
j=1 a
(σ)
Π[θ], j
K
j
θ
end for
// Perform the function evaluations
for θ =Ψstart[i ] toΨstop[i ] do
F˜θ← FV (Vθ); F̂θ,θ← FI (Vθ ,Vθ); F̂θ,θ+1 ← FI (Vθ ,Vθ+1);
if θ =Ψstart[i ] then
F̂θ−1,θ← FI (Vθ−1,Vθ)
end if
KΠ[θ]
θ
←M-1
θ
(F˜θ + F̂θ,θ + F̂θ,θ+1− F̂θ−1,θ)
end for
// Update the solution when needed
for θ =Ψstart[i ] toΨstop[i ] do
ifΠ[θ]= γ(σ) then
Uθ←Uθ +Λ[θ]
∑Π[θ]
j=1 b
(σ)
j K
j
θ
end if
end for
end for
UN+1 ←U
Figure 5.2 and Table 5.4. For each stage i we develop each of the three main operations
of the multirate algorithm (compute the current input, perform the function evaluations
and update the solution). When no operation of a certain kind is needed we use the ×
symbol.
As a final remark about this algorithm, it should be noted that, although the inner
buffer elements require to perform 8 full function evaluations and the outer buffer 4,
they do not coincide at each of the 10 stages. Indeed, the interface term needs to be
computed at each of the 10 stages at the boundary between inner and outer buffer el-
ements which means a computational overhead compared to the theoretical speedup
defined in equation (5.13). The impact of these extra computations will depend on the
ratio of interfaces between inner and outer buffer elements with respect to the problem
size.
Conservative version
As mentioned before, it is possible to render this multirate scheme conservative by im-
posing a unique interface flux at the critical interface between the inner and outer buffer
elements when updating the solution at the end of the 10 stages. For all the intermediate
stages, the interface fluxes are used as in the non-conservative version. It is natural to
choose the most accurate interface flux which is the one computed with the inner buffer
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i θ = 3 θ = 2 θ = 1 θ = 0
1
V3=U3 V2=U2 V1=U1 V0=U0
K13=M
-1
3 (F˜3+F̂33-F̂23) K
1
2=M
-1
2 (F˜2+F̂22+F̂23-F̂12) K
1
1=M
-1
1 (F˜1+F̂11+F̂12-F̂01) K
1
0=M
-1
0 (F˜0+F̂00+F̂01)
× × × ×
2
× V2=U2+∆t 14K12 V1=U1+∆t 14K11 V0=U0+∆t2 12K10
× × K21=M-11 (F˜1+F̂11+F̂12-F̂01) K20=M-10 (F˜0+F̂00+F̂01)
× × × ×
3
× V2=U2+∆t 14K12 V1=U1+∆t(- 112K11+ 13K21) V0=U0+∆t2 (- 16K10+ 23K20)
× × K31=M-11 (F˜1+F̂11+F̂12-F̂01) K30=M-10 (F˜0+F̂00+F̂01)
× × × ×
4
× V2=U2+∆t 12K12 V1=U1+∆t( 16K11- 16K21+ 12K31) V0=U0+∆t2 ( 13K10- 13K20+K30)
× × K41=M-11 (F˜1+F̂11+F̂12-F̂01) K40=M-10 (F˜0+F̂00+F̂01)
× × × U0=U0+∆t2 ( 16K10+ 13K20+ 13K30+ 16K40)
5
V3=U3+∆t
1
2K
1
3 V2=U2+∆t
1
2K
1
2 V1=U1+∆t(
1
12K
1
1 +
1
6K
2
1+
1
6K
3
1+
1
12K
4
1)=U
+
1 ×
K23=M
-1
3 (F˜3+F̂33-F̂23) K
5
2=M
-1
2 (F˜2+F̂22+F̂23-F̂12) × ×
× × × ×
6
V3=U3+∆t(-
1
6K
1
3+
2
3K
2
3) V2=U2+∆t(-
1
6K
1
2+
2
3K
5
2) V1=U
+
1 V0=U0
K33=M
-1
3 (F˜3+F̂33-F̂23) K
6
2=M
-1
2 (F˜2+F̂22+F̂23-F̂12) K
6
1=M
-1
1 (F˜1+F̂11+F̂12-F̂01) K
1
0=M
-1
0 (F˜0+F̂00+F̂01)
× × × ×
7
× V2=U2+∆t( 112K12+ 16K52+ 12K62) V1=U+1+∆t 14K61 V0=U0+∆t2 12K10
× × K71=M-11 (F˜1+F̂11+F̂12-F̂01) K20=M-10 (F˜0+F̂00+F̂01)
× × × ×
8
× V2=U2+∆t( 112K12+ 16K52+ 12K62) V1=U+1+∆t(- 112K61+ 13K71) V0=U0+∆t2 ( 13K10- 13K20+K30)
× × K81=M-11 (F˜1+F̂11+F̂12-F̂01) K30=M-10 (F˜0+F̂00+F̂01)
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Table 5.6: Mathematical development for each of the 10 stages of the non-conservative third-
order multirate Algorithm 4 in the context of the example of Figure 5.2 and Table 5.6 (one single
temporal refinement, i.e. z∗ = 1). The three main operations of the algorithm are expressed for
the four multirate groups with tags θ = 0,1,2,3: compute the current input, perform the function
evaluations and update the solution when needed. At some stages of the algorithm some kind of
operations don’t need to be performed and are replaced by a × symbol.
method. Therefore, at each stage of the multirate algorithm, it is required to store the
interface fluxes such that they are available when updating the outer buffer solutions.
Auxiliary vectors Li
θ∗ are introduced with i = 1, · · · ,10 and θ∗ are the multirate tags of the
outer buffer groups, i.e. (θ∗ mod 3)= 2. The core of the conservative algorithm is simi-
lar to the non-conservative Algorithm 4 but all the interfaces between an inner and outer
buffer group have to be treated carefully. We decided not to give a pseudo-code for the
conservative version of the third-order multirate strategy because it would be too heavy
for this work. To illustrate the tricks to handle the conservative flux we give the math-
ematical development at the 10 stages of the algorithm in Table 5.7 for the inner and
outer buffer elements of the example defined by Figure 5.2. This procedure is actually
generalizable to any critical interface between any inner and outer buffer group within
a certain multirate context. Note that no extra function evaluations are needed in this
conservative version but only additional vectors to store the interface terms at the criti-
cal interfaces. In Table 5.7 we may observe that for the outer buffer (θ = 2), the interface
flux F˜21 =−F˜12 multiplied by the inverse of the mass matrix of the outer buffer multirate
group is stored at each stage i in the auxiliary vector Li2, whilst the volume term, F̂2 and
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Table 5.7: Mathematical development for each of the 10 stages of the conservative third-order
multirate algorithm in the context of the example of Figure 5.2 and Table 5.6 (one single tem-
poral refinement, i.e. z∗ = 1). The three main operations of the algorithm are expressed for the
two buffer multirate groups with tags θ = 1,2: compute the current input, perform the function
evaluations and update the solution when needed. At some stages of the algorithm some kind of
operations don’t need to be performed and are replaced by a × symbol.
other interface terms, F˜22 and F˜23 are stored in the standard vectorK i2 when required, i.e.
stages i = 1,5,6 and 10. So, when the complete flux vector needs to be computed for the
outer buffer elements, we simply use the sum of the contributions K i2 and L
i
2 for stages
i = 1,5,6 and 10. But at the end of the 10 stages, when the solution must be updated for
the outer buffer elements, we use the coefficients b(2)i , see Table 5.3, to sum the contri-
butions K i2 (i = 1,5,6,10) and the coefficients b(1)j , see Table 5.2, for the contributions L
j
2
( j = 1,2,3,4,6,7,8,9). This operation ensures that the same total flux is distributed on
both sides of the critical interface and therefore the algorithm satisfies the conservation
property.
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5.3 Mesh partitioning strategy for the multirate method
The parallelization of multirate methods is challenging because the mesh elements have
different computational loads depending on their belonging to a multirate group. A pre-
liminary step, before developing a parallel multirate algorithm, is to define an adequate
mesh partitioning strategy for the multirate framework. In previous work, see [Seny et al.,
2014], we showed, in the framework of second order multirate ERK methods, that a tradi-
tional mesh partitioning which consists to allocate the same number of mesh elements
to each processor while minimizing the inter-processor communications is not appro-
priate. Furthermore, assigning a single weight corresponding to the total amount of
function evaluations necessary to advance a mesh element with one full reference mul-
tirate time step, ∆t∗, was also shown inappropriate. Indeed, it is not sufficient to impose
that the total computational load assigned to each processor is the same because the
computational work varies not only from one element to the other (depending on their
multirate group), but also from one stage of the global multirate algorithm to the other.
This is due to the fact that the elements have to share information with their neighbors
at each stage of the algorithm and, therefore, synchronization is required. The key idea
is thus to partition the mesh elements such that the computational load is the same not
only on each processor but also at each stage of the multirate algorithm. In an ideal
case, where inter-processor communication has an infinite speed and where the com-
putational load is exactly the same at each stage of the algorithm and on each processor,
their should be no waiting times for any processor. In practice, however, it is complicated
(often impossible) to distribute perfectly the computational load on each processor. Fur-
thermore, a good load-balancing is often realizable only at the expense of the contiguity
of the mesh partitions resulting in a substantial increase of the number of inter-processor
faces and thus of the communication volume. The mesh partitioning strategy should
therefore ensure an acceptable load-balancing while minimizing the number of com-
munications between distinct processors. The software package MeTiS1 allows one to
partition finite element meshes using multiple constraints on the elements and single
weights on the interfaces. This multi-constraint partitioning strategy has been used in
[Seny et al., 2014] to compute mesh partitionings for the parallel second-order multirate
methods of Constantinescu and Sandu [Constantinescu and Sandu, 2007]. Strong par-
allel scaling results for 2D and 3D applications confirmed the effectiveness of this mesh
partitioning technique. The same approach is used for the third-order multirate method
presented in this work, except for some particular aspects. Hereunder, we outline the
main features of this mesh partitioning technique with the help of the multirate setup
associated with Figure 5.2.
5.3.1 Multi-constraint load-balancing
To clarify the role of each multirate group in the global load-balancing, we need to de-
termine which mesh elements require function evaluations at each stage of the algo-
rithm. In other words, the multirate groups which are active at a certain stage of the
multirate algorithm have to be identified. A multirate group may be involved in several
load-balancing constraints. Indeed, groups with a small multirate tag (a small effective
time step) are active at more stages than groups with a large multirate tag (a large effec-
tive time step) but these groups may be active at the same stages. Actually, the stages at
1 http://glaros.dtc.umn.edu/gkhome/views/metis
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which a multirate group is active may be identified when we have the associated table
with the entries where the function evaluations have to be performed, see Table 5.4 for
z∗ = 1 and Table 5.5 for z∗ = 2. An illustration for the balancing constraints associated
with the example of Figure 5.2 is given in Figure 5.4. We may observe that all the multi-
rate groups are active at stages 1 and 6 (subset S1, cyan), the first bulk group (θ = 0) and
the inner buffer group (θ = 1) are active at stages 2,3,4 and 7,8,9 (subset S2, magenta)
and the outer buffer (θ = 2) and the last bulk group (θ = 3) are active at stages 5 and 10. It
may be interesting to evaluate the fraction of computational work associated with each
constraint with respect to the total work associated with a multirate setup. The fraction
of work related to one of the constraints k (subset Sk ) is
rk =
|Sk |pik∑3z∗
θ=0λθ|,Ωhθ |
, (5.18)
where |Sk | is the number of elements belonging to subsetSk and pik represents the num-
ber of stages at which subset Sk is active during the algorithm. We should verify that∑
k pik = s∗. Having a generic expression for pik depending on the number of temporal
refinement levels z∗ is not complicated but quite subtle. Therefore, we will assume that
it is available. The numerator of this fraction represents the amount of work of subset Sk
whilst the denominator is the total amount of work related to the multirate setup and is
simply obtained by summing the number of elements in each multirate group multiplied
by the associated multirate load, see equation (5.12). It must, of course, be verified that
the sum of all rk equals unity. The fractions of work rk as well as the number of active
stages pik are given for each of the three sets for our example, see Figure 5.4.
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Figure 5.4: Illustration of the load-balancing constraints for the example multirate setup of Fig-
ure 5.2. Three subsets of multirate groups are identified depending on whether they are active
or not at some stages of the multirate algorithm. Multirate groups active at stages 1 and 6 are
highlighted in cyan, at stages 2,3,4 and 7,8,9 in magenta and at stages 5 and 10 in orange.
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As one might expect, the number of load-balancing constraints depends on the num-
ber of temporal refinement levels z∗ associated with a multirate setup and is simply
Nc = 2z∗ + 1. In practice, a vector of Nc constraints will be associated to each mesh
element, Ωe , in which each entry is either 1 or 0 depending on the belonging of the ele-
ment to one of the subsetsSk of multirate groups that are treated together at some stages
of the algorithm. This element-wise binary vector may be expressed as follows
χe = [(Ωe ∈S1), · · · , (Ωe ∈SNc )], with (Ωe ∈Sk )=
 1 if Ωe ∈Sk0 if Ωe ∉Sk . (5.19)
In practice, these vectors are supplied to the MeTiS partitioner which will use heuris-
tics to balance equitably the number of elements of each subset Sk on every processor.
The binary vectors associated to the elements of the multirate setup of the example of
Figure 5.2 are given in Figure 5.6(a).
5.3.2 Evaluation of the communication costs
A classical finite element mesh partitioning strategy aims at minimizing the total num-
ber of inter-processor interfaces while ensuring a balanced distribution of the workload.
In this approach, it is assumed that the number and size of communications between
two elements are constant at every stage of a traditional singlerate ERK algorithm. In
the parallel DG framework, it is common to use ghost elements at the interfaces be-
tween two processors to act as a receive buffer for the intermediate solutions. Indeed,
to compute the numerical flux (interface term) the solution is required on both sides of
an inter-element face. For each mesh partition assigned to a processor, the number of
ghost elements is equal to the number of inter-processor element faces. For multirate
strategies, the number of messages (which are considered of constant size for the sake
of simplicity) that need to be sent from one partition to the corresponding ghost ele-
ments on the neighboring partitions depends on the multirate groups of the elements
on both side of an inter-processor face. To compare the number of messages which are
exchanged at the different types of multirate interfaces, it is natural to account them for
a full reference time step, ∆t∗.
To quantify the amount of communications required between two elements we in-
troduce the variable Cθ1,θ2 where θ1 and θ2 are the multirate tags of the two elements.
Here we account for both the sent and received messages. By convention, we assume
that θ2 ≥ θ1. The number of communications at the interface between two elements
is related to the number of function evaluations required on each of the elements. So,
at each stage where an interface term is to be computed, the information of the neigh-
boring element is required and thus the number of messages is equal to the sum of the
multirate loads, see equation (5.12), of both elements
Cθ1,θ2 = λθ1 +λθ2 . (5.20)
For interfaces between elements of the same multirate group (θ1 = θ2 = θ) we have that
Cθ,θ = 2λθ. If the elements on both sides of an interface have distinct multirate groups
and that one of them is bulk, then we also have Cθ,θ+1 = 2λθ = 2λθ+1. At the critical inter-
faces between an inner and outer buffer element we have Cθ,θ+1 = 3/2λθ. To clarify this
quantification of the communication costs, we give an illustration for our example in Fig-
ure 5.5. For this multirate setup (z∗ = 1), we distinguish three different communication
costs which are highlighted in cyan, magenta and orange, respectively.
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Figure 5.5: Illustration of the communication costs for the example multirate setup of Figure 5.2.
We distinguish 7 different types of interfaces but only 3 distinct communication costs, i.e. C01 =
C00 = C11 (orange), C23 = C33 = C22 (cyan) and C12 (magenta). The horizontal arrows between two
multirate groups in the table indicate whether a message must be sent and in which direction.
5.3.3 The multi-constraint mesh partitioning strategy
Now that we have defined the different crucial parameters necessary to develop an ap-
propriate partitioning strategy for this third-order multirate method, it is possible to for-
mulate it as a constrained minimization problem. The aim is to minimize an objective
function corresponding to the total communication costs under the constraint of an ac-
ceptable load-balancing.
Assume that a mesh partitioning P results in a set of Ni inter-processor faces I∗ =
{²1, · · · ,²Ni }. Consider also that a function κ allows one to compute the number of mes-
sages passing through an interface ² j such that
κ(² j )= Cθ1,θ2 , (5.21)
where interface ² j separates two elements belonging to a multirate group Ωhθ1 and Ω
h
θ2
with θ2 ≥ θ1. The total communication volume may then be obtained by summing all
the weights associated to each interface belonging to I∗.
The load imbalance lk associated to a constraint k, due to a distribution of the ele-
ments on several partitions, may be expressed as the following ratio
lk =
maxp∈P
(
|Spk |
)
(
|Sk |/Np
) , k = 1, · · · ,Nc . (5.22)
In this expression, |Sk | is the total number of mesh elements associated with constraint
k and Np is the number of partitions associated with a mesh partitioning P . The set of
elements associated to a constraint k and which are allocated to a particular partition p is
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denoted Spk and the cardinal of this set is |S
p
k |. In equation (5.22) the denominator (resp.
the nominator) represents the ideal (resp. effective) load per partition for constraint k. A
perfect load-balancing for constraint k is realized if lk = 1.
The minimization problem that needs to be treated by MeTiS is thus
Find the p-way mesh partitioning P of Ωh that minimizes C the total
communication volume defined by:
C = ∑
² j∈I∗
κ(² j ), (5.23)
under the constraints:
lk ≤ ck k = 1, . . . ,Nc , (5.24)
where a tolerance of ck is associated to each constraint k. In practice, it is advised by
MeTiS that each ck is not less than 1.03. The number of constraints and the severity of
the tolerances will dictate the difficulty to resolve this optimization problem. Generally,
relaxing a certain number of constraints allows us to reduce the total communication
volume C . So, depending on several factors, such as the bandwidth speed for the com-
munications proper to a parallel computer architecture, may influence the choice to re-
lax some of the partitioning constraints. From a computational point of view, we aim to
minimize the global load-imbalance L of the problem which is defined as
L =
Nc∑
k=1
rk lk , (5.25)
where rk is the relative fraction of computational work associated with constraint k.
Therefore, if it is necessary to relax certain constraints to reduce the total communica-
tion volume, larger tolerances should be associated with constraints k which represents
the lowest fraction, rk , of the total computational work.
As an illustration, consider again the multirate setup associated with the example of
Figure 5.2. Because z∗ = 1 we haveNc = 3 constraints, as depicted in Figure 5.4. Element-
wise binary vectors, χe , are allocated to each elementΩe depending on their belonging
to one of the three subsets, see Figure 5.6(a). Following equation (5.20), the single weights
associated to each inter-element face are given in Figure 5.6(b). If we seek to partition the
mesh in two partitions, different partitionings P show a perfect load-balancing, i.e. l1 =
l2 = l3 = 1 and L = 1, see for instance Figures 5.7(a), 5.7(b) and 5.7(c). The optimization
should return the partitioning of Figure 5.7(c) because the total communication volume
is minimum, i.e. C = 48. As one may observe, noncontiguous partitions often lead to
high communication volumes. For this example it is not possible to reduce C without
seriously jeopardizing the load-balancing. Figure 5.7(d) shows the distribution of the
mesh elements among two contiguous partitions for which C = 40 but the global load
imbalance is L = 1.46 with l1 = 1.33, l2 = 1.75 and l3 = 1.
5.3.4 Handling large numbers of multirate groups
For large and multi-scale applications, we often face a significant number of multirate
groups and thus partitioning constraints. As we may expect, the minimization problem
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Figure 5.6: Illustration for the example of Figure 5.2 of (a) the binary vectors, χe , associated with
each mesh element depending on its belonging to the subsets associated with one of the balanc-
ing constraints and (b) the single weights on the interfaces which correspond to the number of
communications required between two elements to accomplish one full reference time step ∆t∗.
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Figure 5.7: Examples of four decompositions of the mesh in two partitions (gray and yellow) for
the example of Figure 5.2: the global load-imbalance is L = 1 for (a), (b) and (c) among which (c)
has the minimum communication volume; the communication volume is further reduced in (d)
but the global load imbalance increases up to L = 1.46.
becomes increasingly difficult to resolve for an increasing number of partitioning con-
straints. Furthermore, there are technical limitations with the MeTiS partitioner which
is only able to handle a maximum of 15 constraints. One solution consists to reduce
the number of multirate groups by discarding the multirate groups with the largest ef-
fective time steps and thus multirate tag. However, it is possible to keep the maximum
160 A third order parallel explicit multirate strategy
number of multirate groups while discarding some constraints which represents small
fractions of the total computational work. In this context, it is relevant to sort the parti-
tioning constraints (and thus the subsets of mesh elementsSk ) decreasingly with respect
to their relative computational work. So, we consider the sorted list of subsets
S = {Sk1 , · · · ,SkNc }, such that rk1 ≥ rk2 ≥ ·· · ≥ rkNc , (5.26)
where the rki are obtained from equation (5.18). So, we introduce a new element-wise
binary vector, χ˜e , that will be supplied to MeTiS, defined as
χ˜e = [(Ωe ∈Sk1 ), · · · , (Ωe ∈Skm )], (Ωe ∈Si )=
 1 if Ωe ∈Si0 if Ωe ∉Si , (5.27)
where m is the maximum number of constraints. Due to the technical limitations of
MeTiS m must always be lower or equal to 15. But, the user may also decide to reduce
the number of constraints to facilitate the partitioning and/or to reduce the total com-
munication volume. It is also possible to discard all the constraints for which rk < β,
where β ≤ 1 is chosen as the minimum fraction of work required for a constraint to be
taken into account. With this strategy, the objective is to obtain mesh partitions of bet-
ter quality without compromising too much the global load-balancing. Note that in this
approach the weights on the interfaces remain the same as in the original partitioning
problem with the maximum number of constraints.
5.4 Parallel implementation aspects
5.4.1 A parallel multirate algorithm
In this section we address some parallel implementation aspects of the third-order mul-
tirate strategy. Suppose that we have at our disposal a mapping for all elements to a par-
ticular processor according to the multi-constraint partitioning strategy presented pre-
viously. The partitionP allocates a processor number to each of the partitions and ghost
elements are added with respect to the number of inter-processor interfaces. Therefore,
we will consider extra DoF associated to the ghost elements that will serve as receive
buffer for the informations sent from the other processors. To distinguish them from the
other DoF we introduce a vector X˜ which gives the ghost unknown nodal values associ-
ated to the non-ghost vector X . In the same way than for X we assume that the ghost
vector may be reorganized depending on the belonging of the DoF to a certain multirate
group such that X˜ θ is the vector of ghost variables which have a multirate tag θ.
In the framework of traditional singlerate explicit methods, the current input must
be transferred from elements on the boundary of a partition to the corresponding ghost
elements at every stage of the ERK algorithm. In the case of multirate algorithms, all ele-
ments are not active at every stage of the algorithm and we need therefore to determine
which multirate groups are required to send information to the neighboring partitions
and at what stages. These multirate groups actually coincide with the one for which the
current input V θ is needed at a certain stage of the multirate algorithm. To this purpose,
we introduced in Section 5.2.2 the vectors Φstart and Φstop and they will be reused to de-
termine which data is required to be transferred.
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To handle the communications between the different processors we use non-blocking
MPI2 routines. To initiate the sending of the of the messages from one processor to its
neighbors we introduce a function
START_COMM(θ1, · · · ,θn)
which takes as argument a list of n multirate tags. Similarly, the function
END_COMM(θ1, · · · ,θn)
checks if all the communications which are required to arrive on the actual processor
have been completed for the list of multirate tags. It is common to separate these two
actions related to the transfer of data because it allows us to hide communication by
communication. Indeed, while the data is in transit, it is possible to perform all the com-
putations which do not require the information on the ghost elements, i.e. the volume
terms and the intra-processor interface terms. Therefore it is important to distinguish
between the set of inter-processor interfaces, which were defined as I∗ in Section 5.3.3,
and the intra-processor interfaces that we note as the set I \I∗.
Algorithm 5 gives the pseudo-code for the parallel implementation of the third-order
non-conservative multirate strategy. Most of the code is similar to the sequential algo-
rithm, see Algorithm 4. However, in this code we assume that we have a mesh partition-
ing P and that each processor performs the loop over the s∗ stages of the algorithm. At
each stage i of the algorithm, the current solutions for the required multirate groups are
first computed before initiating their transfer to the target processors. While the data is
in transit, the volume (FV ) and intra-processor (F I \I
∗
) terms are computed and stored
in F˜ θ, F̂ θ,θ, F̂ θ,θ+1 and if needed in F̂ θ−1,θ. Once these computations are finished, it is
checked whether the required data from the other processors have arrived, otherwise
the processor waits. Once the transfer is completed, the inter-processor (F I
∗
) interface
terms are computed and stored in Ĝθ,θ, Ĝθ,θ+1 and if needed in Ĝθ−1,θ. Next, all the
contributions for each multirate group are summed and multiplied by the inverse of the
group-wise mass matrix.
To illustrate some of the steps of Algorithm 5, we use the example of Figure 5.2 in
combination with Table 5.4. We consider the case with two processors and the optimal
mesh partitioning of Figure 5.7(c). Each partition has thus 3 ghost elements which are
drawn with dashed lines in the following figures, see for instance Figure 5.8. At each of
the 10 stages the first step consists to compute the current solutions V θ. This operation
has to be performed for all the multirate groups at stages 1 and 6, see Figure 5.8(a), for
the multirate groups θ = 0,1,2 at stages 2, 3, 4, 7, 8 and 9, see Figure 5.8(b), and for the
multirate groups θ = 1,2,3 at stages 5 and 10, see Figure 5.8(c). The DoF for which the
current solution is computed are highlighted in blue.
The next step is to compute the volume and intra-processor interface terms while the
data required for the inter-processor interface terms are sent. In Figure 5.9, we illustrate
these operations for the 10 stages of the algorithm. The elements for which the volume
term is computed are colored in red, whilst the intra-processor interfaces are highlighted
as red segments. The directional green arrows indicate that the data is sent from one
partition to the corresponding ghost elements on the other partition. For this step, we
distinguish again 3 configurations: at stages 1 and 6 all the elements need to compute
2http://www.mpi-forum.org/
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Algorithm 5 Parallel implementation of the non-conservative version of the third-order
multirate method of Schlegel.
Require: UN , ∆t∗, z∗
s∗← 2(3∗2z∗ −1), U←UN , computeP , computeΦstart,Φstop,Ψstart andΨstop
for θ = 0 to 3z∗ do
Π[θ]← 0
Λ[θ]←∆t∗/2z∗−dθ/3e
end for
for i = 1 to s∗ do in parallel
// Compute the current input
for θ =Φstart[i ] toΦstop[i ] do
Π[θ]← (Π[θ] mod γ(σ))+1
Vθ←Uθ +Λ[θ]
∑Π[θ]
j=1 a
(σ)
Π[θ], j
K
j
θ
end for
START_COMM(Φstart[i ], · · · ,Φstop[i ])
// Perform the function evaluations for the volume and intra-processor terms (V and I \I∗)
for θ =Ψstart[i ] toΨstop[i ] do
F˜θ← FV (Vθ); F̂θ,θ← FI \I
∗
(Vθ ,Vθ); F̂θ,θ+1 ← FI \I
∗
(Vθ ,Vθ+1);
if θ =Ψstart[i ] then
F̂θ−1,θ← FI \I
∗
(Vθ−1,Vθ)
end if
end for
END_COMM(Φstart[i ], · · · ,Φstop[i ])
// Perform the function evaluations for the inter-processor interface terms (I∗)
for θ =Ψstart[i ] toΨstop[i ] do
Ĝθ,θ← FI
∗
(Vθ , V˜θ); Ĝθ,θ+1 ← FI
∗
(Vθ , V˜θ+1);
if θ =Ψstart[i ] then
Ĝθ−1,θ← FI
∗
(V˜θ−1,Vθ)
end if
KΠ[θ]
θ
←M-1
θ
(F˜θ + F̂θ,θ + F̂θ,θ+1− F̂θ−1,θ + Ĝθ,θ + Ĝθ,θ+1− Ĝθ−1,θ)
end for
// Update the solution when needed
for θ =Ψstart[i ] toΨstop[i ] do
ifΠ[θ]= γ(σ) then
Uθ←Uθ +Λ[θ]
∑Π[θ]
j=1 b
(σ)
j K
j
θ
end if
end for
end for
UN+1 ←U
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Figure 5.8: Illustration for the 10 stages of the parallel multirate algorithm of the step consisting
to compute the current solution for the multirate setup (z∗ = 1) associated with the example of
Figure 5.2 and Table 5.4. The DoF for which the current solutionV are required are highlighted in
blue. We distinguish 3 configurations where a list of multirate groups are active for this operation:
(a) multirate groups θ = 0,1,2,3 at stages 1 and 6; (b) multirate groups θ = 0,1,2 at stages 2,3,4,7,8
and 9; (c) multirate groups θ = 1,2,3 at stages 5 and 10.
the volume and intra-processor terms, see Figure 5.9(a); at stages 2,3,4,7,8 and 9 for
the inferior bulk group (θ = 0) and the inner buffer group (θ = 1), see Figure 5.9(b); at
stages 5 and 10 for the superior bulk group (θ = 3) and the outer buffer group (θ = 2),
see Figure 5.9(c). Note that for the last configuration there are no active inter-processor
faces and therefore no communication is required.
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Figure 5.9: Illustration for the 10 stages of the parallel multirate algorithm of the step consisting
to compute the volume and intra-processor terms for the multirate setup (z∗ = 1) associated with
the example of Figure 5.2 and Table 5.4. The active volumes and interfaces for this operation are
highlighted in red. We distinguish 3 configurations where a list of multirate groups are active at
certain stages of the algorithm. At stages 5 and 10, no communication is required between both
processors.
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Once all the messages of the neighboring partitions have been received, the inter-
processor interface terms may be computed. This step is illustrated in Figure 5.10 where
the DoF of the ghost elements for which the current solution has been transmitted are
highlighted in blue. The inter-processor interfaces for which the interface term may now
be computed are drawn in red. Because no communication was required at stages 5 and
10 of the algorithm, this operation is not required. So, we distinguish two configurations
for stages 1 and 6, see Figure 5.10(a), and for stages 2,3,4,6,7,8 and 9, see Figure 5.10(b).
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Figure 5.10: Illustration for the 10 stages of the parallel multirate algorithm of the step consisting
to compute the inter-processor terms for the multirate setup (z∗ = 1) associated with the example
of Figure 5.2 and Table 5.4. The active interfaces for this operation are highlighted in red. We
distinguish 2 configurations where a list of multirate groups are active at certain stages of the
algorithm. There are no active inter-processor faces at stages 5 and 10.
Finally, when the 4 (resp. 10) stages of the associated Butcher tableau of a bulk (resp.
buffer) group are completed, the solution must be updated to the next step depending on
the local time step. In our example, the solution must be updated at stages 4 (t N + 12∆t∗)
and 9 (t N+
1
2 + 12∆t∗) for the inferior bulk (θ = 0) group, see Figure 5.11(a), and at stage 10
(t N +∆t∗) for the superior bulk (θ = 3) group as well as for the inner (θ = 1) and outer
(θ = 2) buffer group, see Figure 5.11(b).
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Figure 5.11: Illustration for the parallel multirate algorithm of the step consisting to update the
solution for the multirate setup (z∗ = 1) associated with the example of Figure 5.2 and Table 5.4.
The DoF associated with group θ = 0 are updated twice at stages 4 and 9 (a), whilst the remaining
multirate groups are update at stage 10 (b).
5.4.2 Communication to computation ratio and extra computations
The quality of a mesh partitioning for the multirate strategy may thus be evaluated by
considering the load-balancing which is achieved and the total communication volume.
In practice, however, the total communication volume is divided among all processors
and is not necessary well balanced. To our knowledge, no mesh partition software al-
lows us to distribute the number of communications equitably over each processor. As
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seen before, communication may be performed while a significant part of the compu-
tational work (which doesn’t need the information from the neighboring partitions) is
done. Therefore, a more relevant indicator of the quality of mesh partitioning is to eval-
uate for each partition the so-called communication to computation ratio. If this ratio
is important it will be difficult to hide communication by computation and inversely.
In the multirate context, this criterium is more complex because the communication to
computation ratio is different not only from one processor to the other but also from
one stage of the algorithm to the other. In other words, communication overheads may
only occur at a fraction of the stages of the multirate algorithm and being responsible
for a decrease of the parallel efficiency despite an excellent load-balancing. Actually,
for a multirate setup characterized by z∗ temporal refinement levels, the amount of dif-
ferent communication to computation ratios per partitions is equivalent to the number
of constraints or subsets considered for the multi-constraint partitioning strategy, i.e.
Nc = 2z∗ + 1. For large z∗, it is convenient to analyze the evolution of the minimum,
maximum and average of the communication to computation ratios per partition and
stage of the algorithm.
Another factor that can have an influence on the parallel performance is the extra in-
terface terms which must be calculated for inter-processor faces. Indeed, the same com-
putation must be realized by two processors on both sides of the partitions boundary by
using the information on the ghost elements. These extra computations compared to the
sequential case are proportional to the total communication volume and are thus again
not necessarily well balanced over all processors. For high quality mesh partitioning, this
factor should have a low impact on the global efficiency. But, in cases where the conti-
guity of the partitions is very low and generates a significant number of inter-processor
faces it may become crippling.
The ratio of computational work between the evaluation of the interface and volume
terms is decreasing for increasing order of the DG interpolation. Therefore, in both the
singlerate and multirate framework, the extra interface computations represent a lower
computational overhead and the hiding of communication by computation is facilitated.
5.5 Numerical results: propagation of a tsunami wave
The objective of this section is to give some preliminary results on the parallel perfor-
mance of the presented algorithms and on the mesh partition quality obtained with the
multi-constraint partition strategy. Therefore we will not detail the application from a
physical point of view.
Our research team is developing the Second-generation Louvain-la-Neuve Ice-ocean
model (SLIM3) which uses a discontinuous Galerkin finite element model based on un-
structured meshes, see for instance [Hanert et al., 2002, Legrand et al., 2006, White and
Deleersnijder, 2007, Lambrechts et al., 2008a, Gourgue et al., 2009, de Brye et al., 2010,
Comblen et al., 2010b, Blaise et al., 2010, Kärnä et al., 2013]. It is therefore well suited for
simulating estuarine and coastal flows where capturing complex topography is crucial.
As the grid resolution can be increased almost arbitrarily in areas of interest, unstruc-
tured grids also allow us to capture a wide spectrum of time and length scales in a single
model, which is cumbersome with structured meshes. Here we consider the simula-
tion of the tsunami that struck Japan on 11 March 2011. We solve the two-dimensional
3www.climate.be/SLIM
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shallow water equations on the sphere using stereographic coordinates. A mesh of the
world ocean made up of Ne = 1,757,467 triangular elements was generated with the
open source mesh generator software GMSH4 [Geuzaine and Remacle, 2009]. The lo-
cal mesh size is defined to fit the topography of the ocean coastlines, take into account
the bathymetry and increase the resolution in the region of interest (Japan) [Lambrechts
et al., 2008a]. For the DG spatial interpolation we use second order polynomials.
For the time integration we use the RK43S third-order multirate method which was
presented before. Our estimation of the CFL constraint gives us as minimum and max-
imum element-wise allowable time steps ∆tm ≈ 0.1408 s and ∆tM ≈ 8831.4331 s. We
choose a multirate setup with z∗ = 6 temporal refinement levels which yields a theoreti-
cal speedup Sth of roughly 10.91 and a reference time step ∆t∗ ≈ 9.0138 s. We could use
a higher number of temporal refinements but the increase of the theoretical speedup is
negligible and the partitioning would become more difficult due to a larger number of
multirate groups and thus partitioning constraints. The number of mesh elements be-
longing to each multirate group are given in Table 5.8 as well as the associated multirate
exponents and loads. The distribution of the mesh elements in the different multirate
groups is illustrated in Figure 5.12. The proportion of inner (resp. outer) buffer elements
compared to the total number of elements is 8.32% (resp. 8.44%). The number of inner
buffer elements is in the same range as the number of elements belonging to the neigh-
boring outer buffer group. This makes sense because both the inner and outer buffer
layer have a size of 1 element. These numbers are not identical because some buffer el-
ements share one or two interfaces with the other type of multirate group. We observe
also that the bulk multirate group θ = 12 contains the largest fraction of the elements
(about 55%).
0 1 2 3 6 9 12 15 18
(a)
0 1 2 3 6 9 12 15 18
(b)
Figure 5.12: Distribution of the mesh elements among the 19 different multirate groups. Inner
and outer buffer elements are colored in blue and green, respectively. The bulk elements are
colored from dark to light red depending on their effective time step.
4http://geuz.org/gmsh/
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θ 0 1 2 3 4 5 6 7 8 9
|Ωh
θ
| 150 653 855 16065 13389 13284 115537 27251 25500 170810
z 6 5 5 5 4 4 4 3 3 3
λθ 256 256 128 128 128 64 64 64 32 32
θ 10 11 12 13 14 15 16 17 18
|Ωh
θ
| 70795 78501 975076 23291 20722 86007 10890 9444 99247
z 2 2 2 1 1 1 0 0 0
λθ 32 16 16 16 8 8 8 4 4
Table 5.8: Japan’s tsunami application: distribution of mesh elements in multirate groups with
corresponding multirate exponents, z, and loads, λθ , for z
∗ = 6 and ∆t∗ ≈ 9.0138 s.
A total of Nc = 13 (which is less than the maximum of 15 constraints allowed by
MeTiS) partitioning constraints are associated with this multirate setup and correspond
two 13 sets of multirate groups Sk . Table 5.9 gives for each partitioning constraint k, the
multirate groups that belong to the associated set Sk as well as the corresponding num-
ber of involved mesh elements, the fraction pik of the total number of stages s
∗ = 382 of
the algorithm at which a set Sk is active (we may verify that∑13k=1pik = s∗) and finally the
corresponding fraction of the total computational work. The set S11 associated to con-
straint k = 11 represents the largest fraction (about 21%) of the computational work and
contains, as expected, the multirate groupΩ12 which accounts for the largest number of
elements and a significant fraction of the stages pi11 = 8. Note that S7 is the set which
represents the smallest fraction of the total computational work (about 0.4%), whereas
it is active at the largest amount of stages (pi7 = 192). This is of course due to the small
number of elements belonging to the multirate groups associated with the set S7. So, if
a partitioning constraint has to be discarded for some reason, it should probably be the
one associated with set S7 such that the global load-balancing is not too much affected.
k 1 2 3 4 5 6 7
Sk {Ω0, · · · ,Ω18} {Ω0, · · · ,Ω16} {Ω0, · · · ,Ω13} {Ω0, · · · ,Ω10} {Ω0, · · · ,Ω7} {Ω0, · · · ,Ω4} {Ω0,Ω1}
|Sk | 1,757,467 1,648,776 1,531,157 454,289 187,184 31,112 803
pik 2 2 4 8 16 32 192
rk 0.085259 0.079986 0.14856 0.088154 0.072646 0.024149 0.0037397
k 8 9 10 11 12 13
Sk {Ω2,Ω3,Ω4} {Ω5,Ω6,Ω7} {Ω8,Ω9,Ω10} {Ω11,Ω12,Ω13} {Ω14,Ω15,Ω16} {Ω17,Ω18}
|Sk | 30,309 156,072 267,105 1,076,868 117,619 108,691
pik 64 32 16 8 4 2
rk 0.047051 0.12114 0.10366 0.20897 0.011412 0.0052728
Table 5.9: Information about the partitioning constraints for the Japan’s tsunami application:
for each constraint k we give the set of multirate groups belonging to Sk , the number of mesh
elements |Sk | in these sets, the number of stages pik of the global algorithm at which they are
active and the corresponding fraction of the total computational work rk .
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We use the multi-constraint partitioning strategy presented before to partition the
mesh for the considered multirate setup. To evaluate the quality of the partitions we
compare 3 indicators for the singlerate (RK43) and multirate (RK43S) cases in Figure 5.13
for different numbers of partitions. The global imbalances L, see equation (5.25),are
shown in Figure 5.13(a) and remain all below (except for RK43S with 256 partitions) the
minimum tolerance advised by MeTiS, i.e. 1.03. For 256 partitions L = 1.033 for RK43S
which is still acceptable. The average communication volumes per partition are shown
in Figure 5.13(b) and have the tendency to decrease (except from 2 to 4 partitions) with
an increasing number of partitions. The total communication volume is much smaller
for the multirate case because there are less global operations to perform. However, it
has the tendency to deflate more weakly than in the singlerate case. Therefore, the com-
munication to computation increases much more strongly in the multirate case, see Fig-
ure 5.13(c). This effect is due to the fact that with an increasing number of partitions,
the communication volume per partition decreases more slowly than the average com-
putational work per partition. In Figure 5.14 we give an illustration of the repartition of
the mesh elements among 16 partitions as a result of the multi-constraint strategy. As
observed, the partitions are not contiguous but have the tendency to be composed of
multiple contiguous patches such that the workload is well balanced while ensuring a
minimal amount of inter-processor interfaces.
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Figure 5.13: Evaluation of the mesh partitioning quality for 2,4,8,16,32,64,128 and 256 parti-
tions: (a) global load-imbalance; (b) average communication volume per partition during a time
step ∆t∗; (c) average communication to computation ratio per partition and time unit.
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Figure 5.14: Illustration of the mesh partitions resulting from the multi-constraint mesh parti-
tioning strategy with Nc = 13 and p = 16 partitions. The global imbalance is L ≈ 1.009 and the
total communication volume is C = 784728.
To evaluate the parallel efficiency of the multirate algorithm we perform some strong
scaling (the size of the problem remains fixed while the number of processors is in-
creased) analysis on the so-called “Lemaître 2"5 cluster. Only 32 of the computing nodes
are exploited in an exclusive mode. For the purpose of a fair comparison, we compute the
scalings by imposing the same amount of processors on each of the computing nodes,
.i.e. 1,2,4 and 8. To evaluate the parallel speedup, we compute the ratio between the wall
clock time obtained for x processors on one single node and the wall clock time obtained
for x processors on y computer nodes (a total of x × y processors). The strong scalings
for both the multirate (RK43S) and singlerate (RK43) cases are depicted in Figure 5.15.
The graphs are shown in logarithmic scale for both the abscissa and ordinate axis. For
the case with x processors per node we have the successive marks for x,2x,4x,8x,16x
and 32x processors. The parallel performance of the multirate method seems to be, in
most cases, as good as the one obtained for the singlerate case. In Figure 5.15(d) we may
even observe some super-scaling which is probably due to the relatively small amounts
of elements per computer node which facilitates the access to memory. In particular, a
larger fraction of the memory can be stored in the lower levels of cache. This effect is
more pronounced for the multirate case because less operations and thus memory are
required.
To evaluate the overall speedup of the parallel multirate strategy compared to the
equivalent singlerate approach, it is relevant to compare the wall-clock times of the mul-
tirate method for x processors on n computing nodes with the wall clock time taken by
the singlerate method for x processors on one single node. In Figure 5.16 we compare the
overall (parallel+multirate) speedup obtained with the RK43S method (Sth = 10.91) and
5112 computing nodes with 2 processors of 6 cores each, Intel Xeon(R) E5649 at 2.53 GHz (total of 1344
cores). They are interconnected by Infiniband QDR. For each node the memory is 48 GB and the cache sizes
are L1 = 64 K, L2 = 256 K, L3 = 12 288 K.
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Figure 5.15: Strong parallel scaling for the tsunami application showing the pure parallel speedup
obtained for the singlerate (RK43) and multirate (RK43S) ERK methods. The reference wall clock
time is the one obtained for the computations on one single node for x processors with the cor-
responding method (singlerate or multirate). Four different setups are considered depending on
the number of processors, x, that are exploited per computer node. The successive numbers of
computer nodes are n = 1,2,4,8,16 and 32
the RK43 method (Sth = 1.0). The theoretical speedup is put in evidence by means of a
blue double arrow. These performance results show that the multirate method preserves
the speedup obtained in the sequential case up to a significant number of processors.
Conclusion and discussion
We have developed a third-order explicit parallel multirate strategy for the DG frame-
work which uses a multi-constraint mesh partitioning strategy to distribute the mesh
elements among the different processors. Binary vectors are associated with the mesh
elements to balance the computational work among each partition and at every stage of
the algorithm. Single weights are allocated to the mesh interfaces and the mesh parti-
tioner MeTiS is used to minimize the total communication volume. The numerical re-
sults indicate that considerable multirate speedups may be achieved up to an important
number of processors.
There are still several improvements which can be made to increase the performance
of these algorithms. For instance, the contiguity of the partitions which are handled
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Figure 5.16: Strong parallel scaling for the tsunami application showing the overall parallel
speedup obtained for the singlerate (RK43) and multirate (RK43S) ERK methods. The reference
wall clock time is the one obtained for the computations on one single node for x processors
with the singlerate method. Four different setups are considered depending on the number of
processors x that are exploited per computer node. The successive numbers of computer nodes
are n = 1,2,4,8,16 and 32.
on the same computer node has not been addressed. We did not discuss the situa-
tions where higher DG interpolation orders are used which require less mesh elements to
achieve a target accuracy. In these cases, the parallel multirate strategy may become in-
efficient because it is much more difficult to provide a well-balanced mesh partitioning
from a computational point of view. This is probably one of the major weaknesses of the
multirate method compared to its singlerate counterpart. However, as long as the global
load-imbalance does not annihilate the pure multirate speedup, it should still be advan-
tageous to use the parallel multirate strategy. In this work we have not addressed the case
where the local time steps may vary with time. For such cases, it would be worthwhile to
evaluate the costs of the operations which consists in constructing new multirate groups
and partitioning the mesh. A strategy should then be developed which determines, de-
pending on the variation of the local time steps, whether it is worth or not to perform
one or both of these operations.
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CONCLUSION
“A conclusion is simply the place where you got tired of thinking.”
Dan Chaon, Novelist
“Physics is becoming so unbelievably complex that it is taking longer
and longer to train a physicist. It is taking so long, in fact, to train
a physicist to the place where he understands the nature of physical
problems that he is already too old to solve them.”
Eugene Paul Wigner, Nobel Prize in Physics
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6.1 Discussion
The aim of this thesis was to show that explicit multirate time stepping methods based on
traditional explicit Runge-Kutta schemes may be efficiently developed in the framework
of discontinuous Galerkin computations. Many challenges related to implementation,
parallelization and the handling of substantial numbers of temporal refinement levels
were addressed. At this stage of our research project, it is impossible to draw any con-
clusion about the effective and potential competitiveness of this parallel multirate strat-
egy with respect to other approaches for realistic and industrial simulations. Therefore,
this conclusion chapter is devoted to raise some significant issues and challenges which,
in our opinion and through the experience that we have gathered during this work, are
worth to be addressed and discussed.
First, we may conclude from the work accomplished in this thesis that, despite the
the relative simplicity of the traditional singlerate explicit time-stepping methods, the
development and implementation of robust and efficient explicit local time stepping
strategies are far from being straightforward. If the complexity of a numerical method
was measured in terms of the associated number of lines of code, then the proposed
parallel multirate strategies are much more complex than the singlerate ones. Further-
more, some preliminary operations such as the construction of multirate groups and the
multi-constraint partitioning required for an efficient use of the multirate methods are
not negligible when evaluating the overall complexity and computational cost. There-
fore, the computational gains obtained with multirate methods are relative and their
comparisons with other time-marching strategies such as implicit solvers are far from
being obvious. From our experience, it seems that there exists something like an entropy
principle which tends to suggest that the development of more efficient numerical tech-
niques can only be achieved at the cost of increasing complexity. We do not claim that
novel investigations are meaningless, but that we must admit that the improvement of
some important features does not come without a growing difficulty to understand and
program these new approaches. Moreover, a fair comparison of numerical methods is
most likely impossible as there exist a wide variety of them but also of evaluation criteria
and fields of application.
The determination of relevant and objective criteria to compare between different
time-integration methods, is in itself a distinct discipline. So many factors and parame-
ters have to be taken into account to evaluate the overall quality of a method, that even
in the case of very specific applications this science turns out to be very challenging.
Besides that, it is a reality that both engineers and researchers develop their own numer-
ical simulation codes regarding their specific expectations and purposes, which makes it
very difficult to draw general conclusions. Even for similar research areas, the challenges
of numerical time integration may be very different depending on the general status of
the model and the underlying spatial discretization technique. Indeed, some promising
models are still in progress and have to tackle several numerical challenges, whilst other
models are more advanced from a performance point of view and allow one to resolve
realistic and industrial applications. The latter type of models are more concerned by
challenges linked to the parametrization of parameters in order to fit with experimen-
tal data. As an illustration, finite differences using structured meshes are relatively well
established and efficient in the field of ocean modeling and are widely used to perform
ecological and biological studies. But such models fail to resolve all the different tempo-
ral and spatial scales together which require different levels of resolution. Ocean models
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using unstructured meshes and allowing higher order spatial interpolation are still in
progress and may require very different approaches for the time integration.
The multirate strategies have been developed in the framework of the discontinu-
ous Galerkin method which is a formulation based on fluxes. The compact nature of the
elements has been extensively exploited for the construction of appropriate multirate
groups. In this work, we have shown that the buffer zones which are required between
bulk groups with distinct time steps must have a certain size to accommodate properly
the transfer of information. The fraction of buffer elements for a multirate setup is gen-
erally not too large because the connection between two elements is only performed
trough shared interfaces. The amount of ghost elements needed at the inter-processor
boundaries are equal to the number of inter-processor faces. If we may expect similar
configurations in the case of the finite volume method, the extension of the parallel mul-
tirate strategy to nodal formulations such as the continuous finite element method is
far from being straightforward. The elements are connected trough shared nodes pro-
voking an increase of the fraction of buffer elements as well as the amount of ghost el-
ements. The mass matrices may not be considered element-wise which will most likely
imply some serious complications to handle elements using distinct time steps. The
robustness and flexibility of these parallel multirate strategies regarding the spatial for-
mulation is therefore very challenging. The traditional singlerate explicit Runge-Kutta
schemes are, on the contrary, widely used for very different types of spatial discretiza-
tions. However, we haven’t conducted any thorough investigation on this subject which
doesn’t allow us to draw hasty conclusions.
A non-negligible factor, which should be considered when developing new numeri-
cal techniques, is that computer science is constantly evolving as well as the computer
architectures. With the increasing power and capacities of modern computer structures,
it is essential to build methods which are scalable on huge numbers of processors. The
presented multirate methods have proven acceptable scaling up to significant number of
processors for certain configurations, but it has been clearly demonstrated that some se-
rious limitations may appear and be responsible for a significant decrease in the overall
efficiency. In particular, it is shown that, compared to singlerate methods, the commu-
nication to computation ratio grows much more faster with respect to the number of
partitions and that a good balancing of the workload among the processors is not always
attainable. One issue, which deserves a particular attention, concerns the case of high-
order discontinuous Galerkin spatial interpolations which seems to be, in the long-term,
a serious opportunity to take fully advantage of the finite element method for solving
efficiently some types of applications. It is well known that the increase of the polyno-
mial orders contributes to better parallel efficiency which is mainly due to the fact that
the ratio between the interface and volume nodes tend to decrease. This should result in
lower communication to computation ratios and reduce the impact of the extra interface
computations, required at the inter-processor boundaries, on the overall efficiency. To
achieve similar accuracy, a considerably lower amount of high-order elements are neces-
sary compared to the low-order case. Less elements are present in the different multirate
groups which makes it much more difficult to distribute them equitably among a fixed
amount of processors. There is also a high risk that the contiguity of the mesh partitions
is seriously compromised and results in many dislocated elements due to the smaller
numbers of elements in the different multirate groups. The associated communication
volume would then increase dramatically as well as the corresponding communication
to computation ratios rendering the parallel benefit of using high order obsolete. In the
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multirate context, they are at least as many mesh partitioning problems as the num-
ber of different time steps, while for singlerate methods we just need to ensure that the
same amount of elements are allocated to each processor. Therefore, it is worth explor-
ing alternatives to a traditional parallel framework using MPI routines for the exchange
of information on clusters of multi-core shared-memory computing nodes. A possibility
consists to use hybrid MPI+OpenMP for the parallelization of the multirate algorithm.
In such a strategy, the inter-node communications are handled by MPI, whilst OpenMP
is responsible for the intra-node operations. Such a strategy would present the benefit
of limiting the multi-constraint mesh partitioning to the number of computing nodes
which would result in a better balancing of the workload. And the management of the
intra-node threads could be further optimized by OpenMP. But this means that we will
need another parallel strategy.
The multirate speedups which may be obtained for certain applications are severely
dependent on the distribution of the element-wise stable time steps among a compu-
tational mesh. Indeed, significant computational gains may be obtained if a very small
fraction of the elements require a much more inferior time step. In practice, when the
resolution is increased in a significant region of interest, the fraction of small elements
compared to the largest ones is important and the potential multirate speedups will not
be so high. In many cases, significant multirate speedups will be obtained for meshes
whose generation has led to some badly shaped elements. But in practice, industrials
and researchers that develop mesh generation softwares put many efforts on improving
the quality of the meshes that they produce which is, of course, a good thing. There are
nonetheless applications for which, despite a high-quality mesh, significant multirate
speedups may be obtained due to the intrinsic nature of the problem. Another issue, in
our opinion, is that the estimation of the local CFL conditions are far from being opti-
mal and may have an important impact on the computational efficiency. All the more so
as, unlike implicit schemes, the time step for explicit schemes is mostly limited in first
place by stability conditions which is generally sufficient for the overall accuracy. We
strongly believe that better estimates of the element-wise stability conditions combined
with a performant multirate approach may permit to increase significantly the overall
efficiency.
6.2 Suggestions for future research
The development of a dynamic parallel multirate strategy able to handle efficiently sig-
nificant variations of the local stability conditions during a simulation seems to be, in our
opinion, an interesting perspective. In this work we have presumed that the element-
wise stable time steps could be considered as fixed in time and that the CFL condition
will not be violated with time. If this assumption is acceptable for certain applications,
there exists many problems where the evolving physics have a non-negligible influence
on the local and global stability conditions. Changing the explicit time step during a sim-
ulation is quite natural and simple for singlerate explicit schemes as it is only required to
reevaluate the global stability condition at some time steps and adapting the global time
step accordingly. In the parallel framework the mesh partitions may remain the same as
the computational load of each mesh element remains the same in spite of the global
change of the time step. The successive estimations of the global stability are, of course,
not free but their impact on the overall efficient is most likely negligible. A substantial
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amount of multirate groups are to be handled in the multirate context, and therefore,
when the local stability conditions vary, the multirate groups must be updated conse-
quently. This operation is not negligible and especially when there is a huge amount
of elements. A suitable criterion should be defined which determines if it is worth, at
some stage of the algorithm, to reorganize the mesh elements in new multirate groups
or maybe just adapt the general multirate time step. In the parallel context, if the mul-
tirate groups undergo a substantial reorganization, the previously optimized mesh par-
titions may not be adequate anymore. The multi-constraint mesh partitioning may be
expensive and some other criteria should be introduced to evaluate if it is necessary and
advantageous to re-partition the mesh. Some dynamic load-balancing techniques exist
which aim to move the smallest amount of elements between partitions in order to en-
sure that the global workload is well balanced. This kind of approach suggests that the
reconstruction of multirate groups could also be performed in a more efficient way.
In the same vein, it makes sense to consider a potential coupling between a multirate
approach and adaptive mesh refinement (AMR) strategies. AMR methods allow one to
dynamically refine and/or coarsen the mesh in some specific zones of the domain with
respect to a prescribed criterion such as an estimator of the local error. Because the size
of the elements is often the most determinant factor in the evaluation of the local sta-
ble time steps, it should be possible to take advantage of the prescribed element sizes to
construct efficiently appropriate multirate groups. Additionally, the necessary reorgani-
zation of the mesh elements in appropriate groups should be carried out jointly with the
increase or decrease of the spatial resolution.
Several improvement can still be made to obtain better parallel performance. Firstly,
the quality of the mesh partitions for the multirate method can still be enhanced by con-
sidering different aspects. We have already seen that the distinct mesh partitioning con-
straints may be sorted depending on the associated fraction of the total computational
work, which allow us to determine easily which constraints must be discarded first. But
different mesh partitioning heuristics may also be selected and give better results de-
pending on the size and the type of meshes that we seek to partition.The fact is that the
best theoretical global load imbalance may be determined a-priori, which allows us to
compare different partitioning techniques used with different parameters. By contrast it
is, to our knowledge, impossible to determine a priori the total volume of communica-
tion. For computer architectures with several computing nodes composed of multiple
cores, it makes sense to consider intra-node contiguity. In other words, the mesh par-
titions would be distributed over the computer nodes such that mesh elements which
are geometrically close (and close in memory) are on the same computer node, while
the inter-node communications are first minimized (before considering intra-node com-
munications). As stated before, using an OpenMP programming paradigm, which sup-
ports multi-platform shared memory multiprocessing programming, to handle intra-
node computations may be of great interest for multirate methods.
In the context of marine flow modeling, which was the preferred field of applica-
tion in this thesis, it is important to investigate how the multirate time stepping sche-
mes can be used together with wetting and drying algorithms. These kind of algorithms
have been developed in the framework of the Second-generation Louvain-la-Neuve Ice-
ocean Model (SLIM) for both implicit [Kärnä et al., 2010] and explicit [Gourgue et al.,
2009] solvers. The coupling of multirate time-stepping schemes with wetting and drying
algorithms constitutes a very important challenge in the field of ocean modeling. The
integration of advection schemes for the transport of active and passive tracers should
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also be incorporated and is challenging because the advective velocities induce different
CFL conditions which should ideally be resolved with other time steps than the hydrody-
namics. The interaction of different multirate setups must therefore be investigated and
particular attention should be given to tracer consistency.
Future work should also include the extension of these multirate strategies to other
fields of application. In particular, we started collaborations to use the multirate tech-
nique for discontinuous Galerkin computations of time domain Maxwell equations on
complex three-dimensional geometries. There exists a strong demand of efficient time-
integration techniques capable of tackling the presence of very small elements which are
generated by the meshing procedure. The investigation of the performance of the mul-
tirate methods for computational fluid dynamics (CFD) simulations is also on the list of
projects. For instance, we believe that applications such as airfoil flows may also benefit
from a parallel multirate strategy to handle large variations of local explicit time steps
which are further exacerbated as the Reynolds number grows. Implicit schemes are gen-
erally used to solve this kind of problems, although the cost is relatively high in terms
of both CPU computations and memory requirements. The much more finer resolution
required to capture boundary layers are responsible for a significant ratio between ele-
ment sizes. The rapid transition between small and large elements strongly advocates in
favor of multirate techniques able to handle higher time-step ratios than two.
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ADDITIONAL PARALLEL SCALING RESULTS
A.1 Strong parallel scaling for the RK22C method
Here we give some additional strong scaling results for the tsunami application of Chap-
ter 4. The performance of the parallel multirate strategy based on the two stage second
order multirate method of Constantinescu (RK22C) is evaluated up to 1,200 processors
and compared to the equivalent singlerate method (RK22). Let us remember that we use
a mesh of the world ocean made up of 1,757,467 P DG2 triangular elements. We chose a
multirate setup for the RK22C method with 7 levels of temporal refinement, z∗ = 6, re-
sulting in a theoretical speedup of roughly 9.32.
Results for the mesh partitioning quality are illustrated in Figure A.1. The global load-
imbalances are given in Figure A.1(a) for both the singlerate (SR) and multirate (MR)
versions of the RK22 method. We may observe that the global imbalance always remains
below the MeTiS tolerance of 1.03 for the singlerate version, while starting from 256 parti-
tions it is violated by the multirate version. However, the global-imbalance is still reason-
able up to 1,200 processors for which it reaches 1.12. The evolution of the average com-
munication volume per partition is shown in Figure A.1(b) and decreases much more
rapidly for the singlerate version. As expected, the multirate method presents a smaller
communication volume because less exchanges of information must be performed since
all elements are not active at each stage of the algorithm. By contrast, the average com-
munication to communication ratios per partition and time unit, shown in Figure A.1(c),
highlight the fact that for the multirate method will have increasing difficulties to hide
communication by computation.
Strong scaling results are shown in Figure A.2 where the speedup is calculated by
taking as reference the wall clock time for the simulation on x processors by the mul-
tirate and the singlerate strategy and divide it by the time taken by n× x processors on
n computer nodes. The cumulated speedup obtained by the parallel multirate strategy
compared to the singlerate version is illustrated for the same configurations in Figure A.3.
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Figure A.1: Selected mesh partitioning quality indicators up to 1,200 partitions for the singler-
ate (MR) and multirate (MR) versions of RK22: (a) global load-imbalance; (b) average commu-
nication volume per partition for a full reference time step and; (c) average communication to
computation ratio per time unit.
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Figure A.2: Independent strong scalings for the singlerate (SR) and multirate (MR) versions of the
RK22 method. Four cases are distinguished with 1,4,8 and 12 cores per node.
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Figure A.3: Strong scalings obtained for the cumulated speedup obtained by using the multirate
strategy in parallel. Four cases are distinguished with 1,4,8 and 12 cores per node. The black
and cyan straight lines are the expected speedups for singlerate and multirate, respectively. The
theoretical speedups obtained for the multirate strategy are Sth×#processors, with Sth = 9.32.
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