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Dans ce travail nous utilisons les the´ories de ge´ome´trie alge´brique relative et de ge´ome´trie
alge´brique homotopique (voir [HAGII]) afin de construire plusieurs cate´gories de sche´mas
de´finis au-dessous de SpecZ. Nous de´finissons ainsi les cate´gories de N-sche´mas, F1-sche´mas,
S-sche´mas, S+-sche´mas, et S1-sche´mas, ou` (d’un point de vue tre`s intuitif) N est le semi-
anneau des entiers naturels, F1 est le corps a` un e´le´ment, S est l’anneau en spectres des entiers,
S+ est le semi-anneau en spectres des entiers naturels et S1 est l’anneau en spectres a` un
e´le´ment. Ces cate´gories de sche´mas sont relie´es entre elles a` l’aide de foncteurs de changement
de bases, et posse`dent toutes un foncteur de changement de bases vers les Z-sche´mas. Nous
montrons comment les groupes line´aires Gln et les varie´te´s toriques peuvent-eˆtre de´finis
comme certains objets de ces cate´gories.
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1 Introduction
Le but de ce travail est de construire plusieurs cate´gories de sche´mas qui sont de´finis sur des
bases se trouvant au-dessous de SpecZ. Bien entendu, comme Z est l’anneau commutatif ini-
tial, il est indispensable de sortir du cadre usuel des anneaux et de s’autoriser a` utiliser des
objets plus ge´ne´raux mais qui ressemblent suffisamment a` des anneaux commutatifs afin que la
notion de sche´ma puisse eˆtre de´finie. Notre approche a` cette question est base´e sur la the´orie
de la ge´ome´trie alge´brique relative, largement insipire´e de [Ha]. Elle consiste a` remarquer qu’un
anneau commutatif n’est rien d’autre qu’un mono¨ıde commutatif dans la cate´gorie mono¨ıdale
des Z-modules, et qu’en ge´ne´ral pour une cate´gorie mono¨ıdale syme´trique (C,⊗,1) les mono¨ıdes
commutatifs dans C peuvent eˆtre pense´s comme des mode`les pour les sche´mas affines relatifs
a` C. Il est remarquable qu’une approche si ge´ne´rale (voire simpliste) permette effectivement
de de´finir une notion de sche´ma, et de plus de fac¸on fonctorielle en C. Ainsi, en choisissant C
munie d’un foncteur mono¨ıdal syme´trique C −→ Z−Mod raisonnable, on trouve une notion de
sche´ma relatif a` C et un foncteur de changement de bases vers les Z-sche´mas, et donc une notion
de sche´ma au-dessous de SpecZ. Dans cet article nous montrerons comment cette approche,
ainsi que sa ge´ne´ralisation homotopique ou` C est de plus munie d’une structure de cate´gorie de
mode`les de Quillen, permettent de de´finir cinq cate´gories de sche´mas se trouvant en dessous de
SpecZ.
Ge´ome´trie alge´brique relative
Les ide´es ge´ne´rales de la ge´ome´trie alge´brique relative remontent a` [Ha], ou` des sche´mas
relatifs au-dessus d’un topos annele´ sont de´finis. Dans [D] le cas des sche´mas au-dessus d’une
cate´gorie Tannakienne est aussi conside´re´. La the´orie de ge´ome´trie alge´brique relative que nous
allons pre´senter est largement inspire´e de ses deux re´fe´rences, bien que conside´rer des cate´gories
de bases qui ne sont pas abe´liennes, ni meˆme additives, semble une nouveaute´.
Donnons-nous une cate´gorie mono¨ıdale syme´trique (C,⊗,1) que l’on supposera comple`te,
cocomple`te et ferme´e (i.e. posse`de des Hom internes relatifs a` la structure mono¨ıdale ⊗). Il est
bien connu que l’on dispose dans C d’une notion de mono¨ıde, pour un tel mono¨ıde A d’une notion
de module et pour un morphisme de mono¨ıdes A −→ B d’un foncteur − ⊗A B de changement
de bases des A-modules vers les B-modules (voir par exemple [Sa]). En particulier il existe
une notion de mono¨ıde commutatif (associatif et unitaire) dans C, et ils forment une cate´gorie
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que l’on note Comm(C). On de´finit formellement la cate´gorie des sche´mas affines relatifs a` C
par AffC := Comm(C)
op. Tout ceci est pour le moment tre`s formel, mais il se produit alors
plusieurs miracles.
• Il existe une topologie de Grothendieck naturelle sur AffC appele´e la topologie plate. Les
familles couvrantes {Xi −→ X} pour cette topologie correspondent aux familles finies de
morphismes {A −→ Ai} dans Comm(C) telles que le foncteur de changement de bases sur
les cate´gories de modules
∏
i




soit exact et conservatif.
• La topologie plate surAffC ainsi de´finie est sous-canonique (i.e. les pre´faisceaux repre´sentables
sont des faisceaux).
• Il existe une notion d’ouvert de Zariski dans AffC , qui par de´finition sont les morphismes
f : X −→ Y dont le morphisme A −→ B correspondant dans Comm(C) satisfait aux trois
conditions suivantes.
1. (f est un monomorphisme) Pour tout A′ ∈ Comm(C) le morphisme induitHom(B,A′) −→
Hom(A,A′) est injectif.
2. (f est plat) Le foncteur de changement de bases
−⊗A B : A−Mod −→ B −Mod
est exact.




• La notion d’ouvert de Zariski s’e´tend de fac¸on naturelle aux morphismes entre faisceaux
quelconques (voir de´finition 2.12).
• Les ouverts de Zariski sont stables par compositions, isomorphismes et changements de
bases.
• Les ouverts de Zariski donnent lieu a` une notion de topologie de Zariski, et celle-ci est
encore sous-canonique.
Les proprie´te´s ci-dessus sont tout ce dont on a besoin pour de´finir une cate´gorie de sche´mas
relatifs a` (C,⊗,1). En effet, un sche´ma relatif est par de´finition un faisceau sur le site AffC
muni de la topologie de Zariski, et qui posse`de un recouvrement Zariski par des sche´mas affines
(voir de´finition 2.15). La cate´gorie des sche´mas ainsi obtenue est note´e Sch(C). C’est une sous-
cate´gorie pleine, stable par produits fibre´s et sommes disjointes, de la cate´gorie des faisceaux sur
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AffC . De plus, elle contient une sous-cate´gorie pleine de sche´mas affines, qui sont exactement
les faisceaux repre´sentables, et qui est naturellement e´quivalente a` la cate´gorie Comm(C)op, op-
pose´e de la cate´gorie des mono¨ıdes commutatifs dans C (voir §2.2). Enfin, la nature purement
cate´gorique de la construction rend la cate´gorie Sch(C) fonctorielle en C, tout au moins pour
des adjoints a` gauches syme´triques mono¨ıdaux (C,⊗,1) −→ (D,⊗,1) satisfaisant a` quelques
conditions faciles a` ve´rifier dans la pratique (voir §2.3).
Trois exemples de ge´ome´tries alge´briques relatives
Nous conside`rerons trois exemples de ge´ome´tries alge´briques relatives, correspondant a` trois
choix pour (C,⊗,1). Tout d’abord on posera (C,⊗,1) = (Z−Mod,⊗,Z), la cate´gorie mono¨ıdale
syme´trique des groupes abe´liens (pour le produit tensoriel). La cate´gorie des sche´mas ainsi
obtenue Z − Sch se trouve eˆtre e´quivalente a` la cate´gorie des sche´mas au sens usuel. Ce fait
justifie notre terminologie de sche´mas relatifs.
Notre deuxie`me exemple sera (C,⊗,1) = (N −Mod,⊗,N) la cate´gorie des mono¨ıdes com-
mutatifs, ou encore des semi-groupes abe´liens (pour la notion naturelle de produit tensoriel),
que l’on pourrait aussi appeler des N-modules. La cate´gorie des sche´mas sera dans ce cas note´e
N− Sch, et la sous-cate´gorie des sche´mas affines est e´quivalente a` la cate´gorie oppose´e de celle
des semi-anneaux commutatifs. Elle est munie d’une adjonction
i : Z− Sch −→ N− Sch Z− Sch←− N− Sch : −⊗N Z,
et l’adjoint a` gauche i est pleinement fide`le. Le foncteur − ⊗N Z quant a` lui est une global-
isation du foncteur de comple´tion en groupes des semi-anneaux commutatifs vers les anneaux
commutatifs.
Enfin, notre troisie`me exemple est (C,⊗,1) = (Ens,×, ∗), la cate´gorie mono¨ıdale syme´trique
des ensembles (pour le produit direct). La cate´gorie des sche´mas relatifs sera note´e F1 − Sch,
et l’on y pense comme des mode`les pour des varie´te´s de´finies sur le corps a` un e´le´ment, au sens
ou` cette notion apparait dans [So]. Par de´finition la sous-cate´gorie des F1-sche´mas affines est
e´quivalente a` l’oppose´e de la cate´gorie des mono¨ıdes commutatifs. On dispose d’un foncteur de
changement de bases
−⊗F1 N : F1 − Sch −→ N− Sch,
qui est une globalisation du foncteur qui envoit un mono¨ıde commutatif M sur son semi-anneau
en mono¨ıdes N[M ], analogue semi des anneaux en groupes. En composant avec le changement
de base pre´ce´dent, on obtient deux foncteurs
F1 − Sch
−⊗F1N// N− Sch
−⊗NZ // Z− Sch,
que l’on peut repre´senter sche´matiquement par le diagramme
SpecZ // SpecN // SpecF1.
Comme exemple de sche´mas relatifs, nous montrerons que les varie´te´s toriques sont naturelle-
ment de´finies sur F1 (voir §4.2). Ceci est tre`s naturel car elles sont obtenues par recollements
formels de mono¨ıdes commutatifs. Nous montrons aussi qu’il existe des sche´mas Gln,N ∈ N−Sch
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et Gln,F1 ∈ F1−Sch qui sont des versions du sche´ma en groupes line´aires. Cependant, bien que
Gln,N ⊗N Z ≃ Gln,Z, il n’est pas vrai que Gln,F1 ⊗F1 Z soit isomorphe a` Gln,Z (contrairement a`
ce que l’on pourrait attendre). Les sche´mas Gln,F1 et Gln,N ont ceci de remarquable que
Gln,F1(F1) ≃ Gln,N(N) ≃ Σn,
ce qui montre que Gln,N(N) est une extension non-triviale de Gln,Z au-dessus de SpecN (i.e.
i(Gln,Z) ≇ Gln,N). Cet exemple montre que la proprie´te´ d’eˆtre de´fini sur n’est pas tre`s per-
tinente (car tout Z-sche´ma est de´fini sur N), et le fait inte´ressant est en re´alite´ que certains
Z-sche´mas posse`dent des mode`les naturels de´finis sur N ou sur F1. La situation est donc tout a`
fait comparable avec ce qu’il se passe en ge´ome´trie alge´brique de´rive´e dont la pertinence re´side
dans le fait que les espaces de modules posse`dent des extensions naturelles et non-triviales en
des espaces de modules de´rive´s (voir [HAGDAG]).
Ge´ome´trie alge´brique relative homotopique
Dans une dernie`re section nous introduirons trois nouvelles cate´gories de sche´mas de´finies a`
l’aide du formalisme de la ge´ome´trie alge´brique homotopique de [HAGII]. L’ide´e ge´ne´rale est que
l’on peut ge´ne´raliser la ge´ome´trie alge´brique relative en supposant de plus que la cate´gorie C est
munie d’une structure de mode`les compatible avec sa structure mono¨ıdale (le cas particulier de
la ge´ome´trie alge´brique relative non-homotopique se retrouve en prenant la structure de mode`les
triviale pour laquelle les e´quivalences sont les isomorphismes). Il se trouve que les notions de
topologie plate et d’ouverts de Zariski gardent un sens, bien que dans le cas ge´ne´ral nous ne
savons pas montrer que la topologie plate est sous-canonique (nous le montrerons cependant
pour les exemples qui nous inte´ressent). On dispose donc d’une notion de sche´mas relatifs a` C,
dont la cate´gorie sera note´e Sch(C) (voir §5 pour plus de de´tails).
Ceci nous permettra de trouver trois nouvelles notions de sche´mas au-dessous de SpecZ en
trouvant trois exemples de cate´gories de mode`les mono¨ıdales syme´triques C munies de foncteurs
de Quillen a` gauche mono¨ıdaux C −→ Z −Mod. Le premier de ces exemples est lorsque l’on
pose (C,⊗,1) = (GS,∧,S), la cate´gorie de mode`les mono¨ıdale des Γ-espaces tre`s spe´ciaux. Cette
cate´gorie de mode`les est un mode`le pour la the´orie homotopique des spectres connectifs (i.e.
sans homotopie ne´gative), que l’on peut voir comme des analogues homotopiques des groupes
abe´liens. On dispose ainsi d’une cate´gorie de sche´mas relatifs a` GS, que l’on notera S − Sch,
ou` la notation S rappelle le spectre en sphe`re. Les S-sche´mas affines sont en correspondance
avec les E∞-anneaux en spectres connectifs (i.e. sans homotopie ne´gative), qui souvent portent
le nom de (commutative) brave new rings dans la litte´rature. Les objets de S − Sch peuvent
donc s’appeler brave new schemes, ou encore d’apre`s une suggestion amusante de J. Tapia des
nouveaux sche´mas courageux.
Notre second exemple est (C,⊗,1) = (SEns,×, ∗), la cate´gorie de mode`les des ensembles
simpliciaux munie de son produit direct. Les sche´mas que l’on obtient sont des versions homo-
topiques des F1-sche´mas, et seront appele´s des S1-sche´mas, la notation S1 signifiant intuitivement
l’anneau en spectres a` un e´le´ment, bien que S1 ne soit ni un anneau ni un spectre (mais ceci est
compatible avec la terminologie de corps a` un e´le´ment qui ne de´signe pas un corps).
Enfin, notre dernier exemple est (C,⊗,1) = (MS ,∧,S+), la cate´gorie de mode`les des Γ-
espaces spe´ciaux. La cate´gorie de mode`les MS est un mode`le pour la the´orie homotopique
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des E∞-mono¨ıdes simpliciaux. La cate´gorie des sche´mas relatifs sera note´e S+ − Sch, et ses
objets affines sont en correspondance avec les semi-anneaux en spectres commutatifs (bien que
ceux-ci ne soient pas des spectres), ou encore des brave new commutative semi-rings, analogues
homotopiques des semi-anneaux commutatifs. La notation S+ signifie intuitivement le semi-
anneau en spectres des entiers positifs, et est une version homotopique du semi-anneau N.
Pour terminer, on dispose de foncteurs de changement de bases naturels entre toutes ces








−⊗S+S // S− Sch
−⊗SZ












SpecS // SpecS+ // SpecS1.
On montrera que Gln peut eˆtre de´fini sur S+, et que les varie´te´s toriques le sont sur S1, et donc
par changement de bases sur S+ et S.
Ce que nous n’avons pas fait
Notre but principal dans ce travail e´tait d’amorcer une e´tude syste´matique de la notion de
sche´mas de´finis au-dessous de SpecZ, et de montrer que les techniques de ge´ome´trie alge´brique
relative et de ge´ome´trie alge´brique homotopique semblent bien adapte´es pour aborder cette ques-
tion. Cependant, nous convenons que ce texte ne contient que quelques pre´misses de ge´ome´trie
alge´brique au-dessous de SpecZ, et ne´cessiterait de nombreux comple´ments afin d’aboutir a`
une the´orie riche et inte´ressante. Dans cet ordre d’ide´es, signalons quelques questions que nous
pensons importantes et qui ne sont pas traite´es dans ce travail.
Pour commencer, nous ne nous sommes pas attaque´s a` la recherche d’une description plus
explicite de la topologie de Zariski d’un sche´ma relatif (tel que pre´sente´e a` la fin du paragraphe
§2.2). Il devrait toute fois eˆtre possible de de´crire l’espace topologique |SpecA|, sous-jacent a`
un sche´ma relatif affine, en des termes plus standards utilisant par exemple une notion d’ide´al
dans A (i.e. des sous-objets du A-module A), tout au moins si la cate´gorie de base C satis-
fait a` quelques hypothe`ses supple´mentaires (mais raisonables). Dans le cadre de la ge´ome´trie
alge´brique homotopique cette question semble relie´e de tre`s pre`s a` la notion de topologie enrichie
de [Ve]. Une telle description ne nous semble pas vraiment indispensable, mais elle permettrait
de comparer plus facilement notre notion de sche´mas a` celles de´ja` existantes, comme par exemple
la notion de F1-sche´mas de [De].
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De nombreux espaces de modules ne sont pas des sche´mas, mais des espaces alge´briques voire
des champs alge´briques. Il nous semble donc capital de de´velopper aussi une notion de champs
alge´briques relatifs afin de pouvoir constuire de nouveaux exemples d’objets ge´ome´triques de´finis
au-dessous de SpecZ. Ceci ne´cessite bien e´videmment une notion de morphismes e´tales et de
morphismes lisses. Dans le cas ou` la cate´gorie de mode`les C est additive (ou meˆme additive
a` homotopie pre`s), de telles notions ont e´te´ introduites et e´tudie´es dans [HAGII], et dans ce
cas on arrive a` de´finir une notion inte´ressante de champs ge´ome´triques relatifs (voir [HAGII]
pour des exemples de tels objets). Les deux seuls mode`les pre´sente´s dans ce travail dont les
cate´gories de bases sont additives sont les Z-sche´mas et les S-sche´mas. Ainsi, on dispose d’une
notion raisonable de S-champs ge´ome´triques, et on peut montrer par exemple que les champs de
modules de repre´sentations de carquois posse`dent des mode`les naturels qui sont des S-champs
ge´ome´triques. Plus ge´ne´ralement, on peut de´montrer un the´ore`me de repre´sentabilite´ analogue
a` celui de´montre´ dans [To-Va] qui fournit des exemples de S-champs ge´ome´triques associe´s a` des
cate´gories spectrales (cate´gories enrichies dans les spectres).
En dehors des deux mode`les SpecZ et SpecS, les notions de morphismes e´tales et de mor-
phismes lisses de´veloppe´es dans [HAGII] ne sont plus disponibles. Il nous semble crucial de
chercher a` de´velopper de telles notions dans le cas non-additif, ce qui permettrait d’avoir acce`s
a` la notion de champs ge´ome´triques relatifs, et par exemple de montrer que les champs de mod-
ules de repre´sentations de carquois sont en fait de´finis sur SpecS+. D’autres part, la notion de
lissite´ semble aussi tre`s importante si l’on souhaite de´finir une notion de motifs pour les sche´mas
relatifs, qui comme il est explique´ dans [So] est largement souhaite´e pour les F1-sche´mas.
Nous n’avons pas e´tudie´ les notions de faisceaux quasi-cohe´rents et cohe´rents sur les sche´mas
relatifs. La notion de faisceau quasi-cohe´rent est claire et facile a` deviner. En contre partie,
la notion de cohe´rence semble plus de´licate car elle fait intervenir des conditions de finitudes
qui ne parraissent pas e´videntes a` ge´ne´raliser au cadre des sche´mas relatifs. Ces conditions de
finitudes, et la notion de faisceaux cohe´rents qui en de´coule sont importantes par exemple pour
pouvoir de´finir des groupes de K-the´orie de sche´mas relatifs. Il serait par exemple inte´ressant
de montrer que les calculs faits dans [Hu] donnent effectivement une description de la K-the´orie
de nos S-varie´te´s toriques XS(∆) (voir §5.3), comme il est sugge´re´ par l’auteur que cela est la
cas si l’on sait de´finir ce qu’est un mode`le sur S des varie´te´s toriques.
Notre notion de N-sche´mas n’est peut-eˆtre pas sans relations avec la ge´ome´trie tropicale (voir
par exemple [R-S-T]), qui elle aussi utilise de fac¸on essentielle des semi-anneaux commutatifs. Il
serait inte´ressant de trouver des relations pre´cises entre la ge´ome´trie des N-sche´mas de type fini
sur le semi-anneau tropical Rtrop et les varie´te´s tropicales que l’on rencontre dans la litte´rature.
Remerciements: Nous remercions G. Vezzosi pour plusieurs conversations sur des sujets
connexes au cours de ces dernie`res anne´es. Nous remercions aussi J. Kock pour de ses remarques
nombreuses, pre´cises et utiles. Un grand merci enfin a` M. Anel pour son inte´ret constant aux
dessous en ge´ne´ral et plus particulie`rement a` ceux de SpecZ.
Convention: Tous les mono¨ıdes conside´re´s seront unitaires et associatifs. Tous les modules
sur des mono¨ıdes seront alors unitaires. De meˆme toutes les cate´gories mono¨ıdales seront munies
de contraintes d’unite´ et d’associativite´.
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Nous ne´gligerons les probe`mes ensemblistes lie´s aux choix d’univers. Le lecteur pourra
consulter [HAGI, HAGII] ou` il trouvera une fac¸on de les re´soudre.
2 Ge´ome´trie alge´brique relative
Le but de cette premie`re partie est de pre´senter la notion de sche´ma relatif a` une cate´gorie
syme´trique mono¨ıdale de base C. Nous commencerons par un proce´de´ ge´ne´ral de construction
de topologies de Grothendieck a` partir de pre´champs en cate´gories ve´rifiant certaines conditions.
Cela nous permettra par la suite de de´finir la topologie fide`lement plate et quasi-compacte, ainsi
que la topologie de Zariksi dans des contextes tre`s ge´ne´raux. Nous de´finirons alors la notion de
sche´ma relatif en recollant des objets affines a` l’aide de la topologie de Zariski.
2.1 Construction de topologies de Grothendieck
Nous nous donnons une cate´gorie T qui posse`de des limites finies et un pseudo foncteur
M : T op −→ Cat
X 7−→ M(X)
qui ve´rifie les conditions suivantes.
Hypothe`se 2.1 1. Pour tout X dans T la cate´gorie M(X) posse`de des limites et des col-
imites arbitraires.
2. Pour tout p : X ′ → X dans T le foncteur M(p) = p∗ :M(X)→M(X ′) posse`de un adjoint
a` droite p∗ : M(X
′) → M(X) qui est conservatif (i.e. un morphisme u : x → y dans
M(X ′) est un isomorphisme si et seulement si le morphisme induit p∗(u) : p∗(x)→ p∗(y)
est un isomorphisme dans M(X)).
















Un mot sur la condition (3) ci-dessus. La transformation naturelle en question est construite
de la fac¸on suivante: on dispose d’isomorphismes naturels
(q′)∗p∗ ≃ (pq′)∗ = (qp′)∗ ≃ (p′)∗q∗
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provenant de la structure de pseudo-foncteur de M . Cela nous donne en composant a` droite
par q∗ un isomorphisme naturel (q
′)∗p∗q∗ ≃ (p
′)∗q∗q∗. En composant ce dernier avec la co-unite´
d’adjonction q∗q∗ ⇒ id on trouve une transformation naturelle
(q′)∗p∗q∗ ⇒ (p
′)∗,





Remarque 2.2 L’exemple fondamental que nous avons en teˆte est le suivant: T est la cate´gorie
des sche´mas affines, et pourX un tel sche´maM(X) est la cate´gorie des faisceaux quasi-cohe´rents
sur X.
Nous pouvons alors de´finir les notions de platitude et de fide`le platitude sur la cate´gorie T
associe´es au pseudo foncteur M .
De´finition 2.3 Soit {pi : Xi → X}i∈I une famille de morphismes dans T .
1. La famille {pi : Xi → X}i∈I est M -couvrante s’il existe un ensemble fini J ⊂ I telle que
la famille de foncteurs
{p∗i :M(X)→M(Xi)}i∈J
soit conservative.
2. La famille {pi : Xi → X}i∈I est M -plate si tous les foncteurs p
∗
i : M(X) → M(Xi) sont
exacts a` gauche (i.e. commutent aux limites finies).
3. La famille {pi : Xi → X}i∈I est M -fide`lement plate si elle est a` la fois M -couvrante et
M -plate.
Dans la suite, nous utiliserons aussi la terminologie de morphisme M -plat, qui, comme le
lecteur peut le deviner, est un morphisme qui forme une famille (a` un unique e´le´ment) M -plate
au sens pre´ce´dent. En d’autre termes, p : X ′ → X est M -plat si le foncteur p∗ est exact. Re-
marquons par ailleurs que pour un morphisme M -plat p : X ′ → X le foncteur p∗ est en re´alite´
exact. En effet l’existence de l’adjoint a` droite implique que p∗ commute aux colimites arbitraires.
Comme la cate´gorie M(X) a des limites finies, un foncteur p∗ qui est a` la fois exact a` gauche
et conservatif est fide`le, ce qui justifie la notion de M -fide`lement plat.
Proposition 2.4 Les familles M -fide`lement plates de´finissent une pre´topologie sur T .
Preuve: Il est imme´diat que tout isomorphisme est M -fide`lement plat. De plus, de part
l’existence des isomorphismes naturels (pq)∗ ≃ q∗p∗ on voit que si {Xi → X}i est une famille
M -couvrante, et si pour tout i ∈ I, {Yi,j → Xi}j est une famille M -couvrante, alors la famille
totale {Yi,j → X}i,j est encore M -couvrante.
Il nous reste a` de´montrer la stabilite´ des familles M -couvrantes par changements de bases.
Soit {pi : Xi → X}i une famille M -couvrante et f : Y → X un morphisme. Notons {qi : Yi :=
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Y ×X Xi → Y } la famille obtenue par changement de base. Pour montrer que cette famille est
M -couvrante, nous conside´rons le foncteur
∏
i




dont nous cherchons a` prouver le caracte`re conservatif. D’apre`s l’hypothe`se (2) 2.1 faite sur M






















i est conservatif par hypothe`se, il en est




i )f∗. Ce la termine la preuve de la proposition. 2
La topologie de´finie par la pre´topologie pre´ce´dente est appele´e la topologie M -fide`lement
plate sur T .
Le re´sultat principal de cette section est que M est toujours un champ pour la topologie
M -fide`lement plate. Avant d’e´noncer ce re´sultat rappelons qu’ici M est un pseudo foncteur en
cate´gories et non en groupo¨ıdes et que la notion de champ est la suivante. On peut conside´rer
M iso, le sous pseudo foncteur (non plein) deM qui posse`de les meˆme objets et forme´ de tous les
isomorphismes. Ce sous pseudo foncteur est un pseudo foncteur en groupo¨ıdes. De plus, pour
deux objets x et y dans M(X), on dispose d’un pre´faisceau de morphisme Hom(x, y): il s’agit
du pre´faisceau sur T/X qui a` u : Y → X associe l’ensemble Hom(u∗(x), u∗(y)). Par de´finition,
M est un champ si les deux conditions suivantes sont satisfaites.
1. Le pseudo foncteur en groupo¨ıdes M iso est un champ au sens de [La-Mo].
2. Pour tout X ∈ T et tout x, y des objets deM(X), le pre´faisceau Hom(x, y) est un faisceau
sur T/X.
On peut aussi combiner ces deux conditions en une: pour un recouvrement {Ui → X}i dans
T on dispose d’une cate´gorie de donne´es de descente Desc(U/X,M). Rappelons que les objets
de cette cate´gorie sont les donne´es de descentes {xi, φi,j}i,j , ou` les xi sont des objets xi ∈M(Ui)
et les φi,j : (xi)|Ui,j ≃ (xj)|Ui,j sont des isomorphismes dans M(Ui,j) satisfaisant a` la condition
de cocycle usuelle φj,k ◦ φi,j = φi,k dans M(Ui,j,k). Un morphisme {xi, φi,j}i,j → {yi, ψi,j}i,j
entre de telles donne´es de descente est une famille de morphismes fi : xi → yi dans M(Ui),
compatible aux φi,j et aux ψi,j au sens ou` ψi,jfi = fjφi,j dans M(Ui,j). Avec ces notations, les
deux conditions pre´ce´dentes pour que M soit un champ expriment alors que le foncteur naturel
M(X) −→ Desc(U/X,M)
est une e´quivalence pour tout recouvrement {Ui → X}i.
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The´ore`me 2.5 Le pseudo foncteur M est un champ pour la topologie M -fide`lement plate.
Preuve: Pour commencer, le pseudo foncteur M peut-eˆtre strictifie´, par le proce´de´ standard
qui consiste a` lui associer le pre´faisceau en cate´gories qui envoie X ∈ T sur la cate´gorie des
pseudo transformations naturelles de Hom(−,X) vers M (voir par exemple [Hol, §3.3]). Les
conditions 2.1 sont bien entendues pre´serve´es par ce proce´de´ de strictification. Nous allons donc
supposer que M est un pre´faisceau en cate´gories.
On conside`re alors Gpd(T ) la cate´gorie des pre´faisceaux en groupo¨ıdes sur T , ainsi que
SPr(T ) la cate´gorie des pre´faisceaux simpliciaux sur T . Rappelons qu’il existe une paire de
foncteurs adjoints
Π1 : SEns −→ Gpd Gpd←− SEns : N,
ou` N est le foncteur nerf et Π1 est son adjoint a` gauche qui envoie un ensemble simplicial sur
son groupo¨ıde fondamental. Cette adjonction identifie de plus Gpd a` une sous-cate´gorie reflexive
de SEns. Pour un ensemble simplicial K et une cate´gorie C, les foncteurs Π1(K)→ C sont en
bijection naturelle avec les donne´es suivantes:
1. une application f : K0 → Ob(C) de l’ensemble des 0-simplexes de K vers l’ensemble des
objets de C.
2. une application m : K1 → Iso(C) de l’ensemble des 1-simplexes de K vers l’ensemble des
isomorphismes de C telle que la source de m(k) soit d0(k) et le but de m(k) soit d1(k) et
avec m(s0(x)) = idf(x) pour x ∈ K0.
3. on demande de plus que pour tout l ∈ K2 on ait
m(d1(l)) = m(d0(l)d2(l)).
En d’autres termes, Π1(K) est le groupo¨ıde librement engendre´ par le graphe unitaire K1 ⇉
K0 avec les relations induites par le morphisme de bord K2 −→ K1 ×K1 ×K1.
En passant aux pre´faisceaux on trouve une paire de foncteurs adjoints
Π1 : SPr(T ) −→ Gpd(T ) Gpd(T )←− SPr(T ) : N.
Le foncteur Π1 commute aux produits finis et envoie l’ensemble simplicial ∆
1 sur le groupo¨ıde
ayant deux objets et un unique isomorphisme entre eux. Cela implique en particulier que le
foncteur Π1 envoie e´quivalences d’homotopie sur e´quivalences cate´goriques. En passant aux
pre´faisceaux on voit de plus que Π1 envoie e´quivalence d’homotopie de pre´faisceaux simpliciaux
sur une e´quivalence de pre´faisceaux en groupo¨ıdes posse´dant un quasi-inverse global (ce de´tail
nous sera essentiel).
Soit maintenant {Ui → X}i un recouvrement dans T . On conside`re le pre´faisceau d’ensembles
U :=
∐
i Ui (cette somme est prise dans les pre´faisceaux et non dans T ), qui est muni d’une
augmentation naturelle U → X. On de´finit N(U/X) ∈ SPr(T ) qui est le nerf du morphisme
U −→ X:
N(U/X)∗ : ∆
op −→ Pr(T )




ou` les faces et de´ge´ne´rescences sont donne´es par les diffe´rentes projections et diagonales. On
pose
U/X := Π1N(U/X),
qui est encore muni d’une augmentation naturelle p : U/X → X dans Gpd(T ). Le pre´faisceau en
groupo¨ıdes U/X est construit de sorte a` ce que la cate´gorie des morphismes de pre´faisceaux (au
sens strict) Hom(U/X,M), s’identifie naturellement a` la cate´gorie Desc(U/X,M) des donne´es
de descentes de M pour le recouvrement {Ui → X}i (nous laissons le soin au lecteur de ve´rifier
cela en utilisant la description des morphismes Π1(K)→ C donne´e plus haut). Pour de´montrer
le the´ore`me 2.5 il s’agit donc de montrer que le foncteur naturel
p∗ :M(X) ≃ Hom(X,M) −→ Hom(U/X,M) ≃ Desc(U/X,M)
est une e´quivalence.
En utilisant l’hypothe`se 2.1 (1) et (2) on voit facilement que le foncteur
p∗ :M(X) −→ Desc(U/X,M)
posse`de un adjoint a` droite p∗. Ce foncteur envoie une donne´e de descente {xi, φi,j} sur l’objet










Dans cette expression pi,j : Ui,j → X de´signe la projection naturelle, et les deux morphismes
proviennent d’une part des morphismes naturels (pi)∗(xi)→ (pi,j)∗((xi)|Ui,j ) ≃ (pi)∗((qi,j)∗q
∗
i,j(xi))
(avec qi,j : Ui,j −→ Ui la premie`re projection), et d’autre par le morphisme
(pi)∗(xi)→ (pi,j)∗((xj)|Ui,j) ≃ (pj)∗((qi,j)∗q
∗
i,j(xi))
obtenu en composant (pi)∗(xi)→ (pi,j)∗((xi)|Ui,j) avec l’isomorphisme φi,j.
Comme le foncteur p∗ est conservatif (d’apre`s la de´finition des famillesM -couvrantes) il suffit
de montrer la co-unite´ de l’adjonction p∗p∗ ⇒ id est un isomorphisme. Pour cela, on conside`re








i Ui, on peut e´crire Y =
∐







Ui // U // X.
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Par construction on voit que Yi → Ui est lui-meˆme isomorphe au morphisme qi : Vi/Ui → Ui, ou`
Vi de´signe le recouvrement {Ui,j → Ui}i obtenu a` partir de {Ui → X}i par changement de bases








(ou` l’on note M(F ) pour Hom(F,M) pour tout pre´faisceau en groupo¨ıdes F ). Par de´finition
de la topologie M -fide`lement plate les deux familles de foncteurs
M(X) −→M(Ui) M(U/X) −→M(Vi/Ui)








(on utilisera ici l’hypothe`se 2.1 (3), la description explicite des adjoints p∗ et (qi)∗ en termes de
limites finies, et la M -platitude des morphismes Ui → X). Ainsi, pour montrer que la co-unite´
d’adjonction p∗p∗ ⇒ id est un isomorphisme il suffit de montrer que pour tout i la co-unite´
d’adjonction q∗i (qi)∗ ⇒ id est un isomorphisme. En d’autres termes, on peut supposer qu’il
existe un indice i avec X = Ui (et le morphisme Ui → X e´gal a` l’identite´).
Nous supposons donc qu’il existe i tel que Ui = X. Dans ce cas le morphisme U → X
posse`de une section, et il est bien connu que cette section induit un inverse a` homotopie pre`s de
la projection N(U/X)→ X. Plus pre´cise´ment, on construit une contraction de N(U/X) sur X
c : ∆1 ×N(U/X) −→ N(U/X)
de la fac¸on suivante: pour m ∈ ∆op le morphisme
cm : ∆
1(m)×N(U/X)m −→ N(U/X)m
envoie symboliquement un morphisme u : [m] → [1] dans ∆ et un point (x0, . . . , xm) dans
N(U/X)m sur le point (x0, . . . , xi−1, sp(xi), . . . , sp(xm)), ou` i est tel que u(j) = 0 ⇔ j < i.
En appliquant le foncteur Π1 on voit que la projection p : U/X → X posse`de un quasi-inverse
global. Cela implique en particulier que pour tout pre´faisceau en cate´gories M ′ le foncteur induit
sur les cate´gories de morphismes
Hom(X,M ′) −→ Hom(U/X,M ′)
posse`de un quasi-inverse et est donc une e´quivalence. En prenant M ′ = M on trouve bien que
le foncteur
M(X) ≃ Hom(X,M ′) −→ Hom(U/X,M) ≃ Desc(U/X,M)
est une e´quivalence de cate´gories. Ceci termine la preuve du the´ore`me 2.5. 2
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2.2 La topologie fide`lement plate
Dans cette section nous allons utiliser le the´ore`me ge´ne´ral 2.5 pour construire la topologie
fie`lement plate et quasi-compacte sur la cate´gorie oppose´e des mono¨ıdes commutatifs dans une
cate´gorie mono¨ıdale syme´trique quelconque. Cette topologie sera pour nous auxiliaire et nous
la rafinerons en de´finissant la topologie de Zariski a` la section suivante. C’est cette dernie`re qui
sera utilise´e pour la de´finition de sche´mas.
Tout au long de cette section (C,⊗,1) de´signera une cate´gorie mono¨ıdale syme´trique avec 1
comme objet unite´. Nous supposerons de plus que C satisfait aux conditions suivantes.
Hypothe`se 2.6 1. La cate´gorie C posse`de des limites et des colimites.
2. La structure mono¨ıdale ⊗ est ferme´e. En d’autres termes pour toute paire d’objets X et
Y dans C, le foncteur
Cop −→ Ens
Z 7→ Hom(Z ⊗X,Y )
est repre´sentable par un objet Hom(X,Y ) ∈ C.
L’hypothe`se (2) entraine que le produit tensoriel commute avec les colimites en chacune de
ses variables. C’est ce que nous utiliserons implicitement tout au long de ce travail, et nous
n’utiliserons pas les objets Hom(X,Y ).
Nous noterons tout au long de ce chapitre Comm(C) la cate´gorie des mono¨ıdes associatifs,
unitaires et commutatifs dans (C,⊗,1). Nous noterons aussi AffC := Comm(C)
op la cate´gorie
oppose´e de Comm(C). Pour un objet A ∈ Comm(C), nous noterons symboliquement SpecA
l’objet correspondant dans AffC .
De´finition 2.7 La cate´gorie des sche´mas affines sur C est AffC.
Comme C posse`de tout type de limites et de colimites il en est de meˆme de Comm(C), et
donc de AffC . De plus, le foncteur d’oubli Comm(C) −→ C posse`de un adjoint a` gauche
L : C −→ Comm(C)
qui envoit un objet M de C sur le mono¨ıde commutatif libre L(M) engendre´ par M .
Pour A ∈ Comm(C), on dispose d’une notion de A-module dans C, qui forme une cate´gorie
note´e A−Mod. Cette cate´gorie posse`de aussi des limites et des colimites, et de plus le foncteur
d’oubli A −Mod −→ C y commute. Plus ge´ne´ralement, pour un morphisme A −→ B dans
Comm(C), on dispose d’une adjonction
−⊗A B : A−Mod −→ B −Mod A−Mod←− B −Mod,
dont l’adjoint B −Mod −→ A−Mod est le foncteur d’oubli e´vident. Ce foncteur posse`de aussi
un adjoint a` droite, et donc commute avec les limites et les colimites. Les morphismes dans
A−Mod entre deux objets M et N seront note´s HomA(M,N).
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Pour un diagramme de morphismes A′ Aoo // B dans Comm(C), il existe un iso-




B −→ A′ ⊗A B,
ou` A′
∐
AB est la somme calcule´e dans Comm(C), et A
′ ⊗A B est le changement de base du
A-module A′ par le morphisme A −→ B. Lorsque A = 1 on trouve que la somme directe dans
la cate´gorie Comm(C) est donne´e par le produit tensoriel de mono¨ıdes commutatifs.
Enfin, pour A ∈ Comm(C), la cate´gorie A − Mod est munie d’une structure mono¨ıdale
syme´trique ⊗A, qui fait de A−Mod une cate´gorie mono¨ıdale ferme´e. Les mono¨ıdes commutat-
ifs dans A−Mod forment une cate´gorie e´quivalente a` la cate´gorie A/Comm(C), des objets de
Comm(C) en dessous de A. Les objets de A/Comm(C) seront appele´s des A-alge`bres commu-
tatives.
Nous appliquons maintenant les re´sultats de la section pre´ce´dente au cas ou` T := AffC , et
M est le pseudo foncteur qui envoie A ∈ Comm(C) sur la cate´gorie A−Mod, et un morphisme
SpecA→ SpecB sur le foncteur −⊗AB : A−Mod→ B−Mod. Les conditions de l’hypothe`se
2.1 sont alors satisfaites. Noter que le point (3) provient pre´cise´ment du fait que la somme
amalgamme´e d’un diagramme B A //oo C dans Comm(C) est B ⊗A C.
De´finition 2.8 Avec les notations ci-dessus, la topologie M -fide`lement plate sur AffC sera
appele´e la topologie fide`lement plate et quasi-compacte (ou simplement fpqc).
On de´duite directement du the`ore`me 2.5 que SpecA → A −Mod est un champ pour la
topologie fpqc.
2.3 La topologie de Zariski
Nous continuons avec une cate´gorie mono¨ıdale syme´trique (C,⊗,1) qui satisfait aux conditions
de la section pre´ce´dente. Dans ce paragraphe nous allons de´finir la topologie de Zariski sur
la cate´gorie AffC . Nous profiterons de l’occasion pour redonner de manie`re plus explicite la
topologie fpqc de´finie dans la section pre´ce´dente. Pour cela nous commenc¸ons par les de´finitions
suivantes.
De´finition 2.9 Soit f : Y = SpecB −→ X = SpecA un morphisme dans AffC.
1. Le morphisme f est plat si le foncteur
−⊗A B : A−Mod −→ B −Mod
est exact (i.e. commute aux limites finies).
2. Le morphisme f est un e´pimorphisme si pour tout A′ ∈ Comm(C), le morphisme
f∗ : Hom(B,A′) −→ Hom(A,A′)
est injectif.
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3. Le morphisme f est de pre´sentation finie, si pour tout diagramme filtrant d’objets A′i ∈







4. Le morphisme f est un ouvert de Zariski (ou encore une immersion Zariski ouverte) si
le morphisme correspondant A −→ B dans Comm(C) est un e´pimorphisme plat et de
pre´sentation finie.
A l’aide des de´finitions pre´ce´dentes nous de´finissons les recouvrements fpqc et Zariski de la
fac¸on suivante.
De´finition 2.10 1. Une famille de morphismes
{Xi = SpecAi −→ X = SpecA}i∈I
dans AffC est un recouvrement fpqc (ou plus simplement recouvrement plat) si les deux
conditions suivantes sont satisfaites.
(a) Pour tout i ∈ I le morphisme Xi −→ X est plat.
(b) Il existe un sous ensemble fini J ⊂ I, tel que le foncteur
∏
j∈J




est conservatif (i.e. un morphisme u : M → N de A-modules est un isomorphisme
si et seulement si pour tout j ∈ J le morphisme induit M ⊗A Aj → N ⊗A Aj est un
isomorphisme).
2. Une famille de morphismes
{Xi −→ X}i∈I
dans AffC est un recouvrement de Zariski si c’est un recouvrement plat et si tous les
morphismes Xi −→ X sont des ouverts de Zariski.
Il est facile de voir que les recouvrements fpqc et Zariski de´finissent deux pre´topologies sur
la cate´gorie AffC . Les topologies de Grothendieck associe´es a` ces deux pre´topologies seront
appele´e respectivement la topologie fpqc (ou encore topologie plate) et la la topologie de Zariski.
Nous nous inte´resserons principalement a` la topologie de Zariski, et la topologie fpqc sera utilise´e
que de manie`re auxiliaire (essentiellement pour le corollaire 2.11 ci-dessous).









De meˆme, l’expression faisceau, sans plus de pre´cision, fera toujours re´fe´rence a` la notion de
faisceau pour la topologie de Zariski. Les objets de Shfpqc(AffC) seront eux appele´s faisceaux
fpqc.
On dispose bien entendu du plongement de Yoneda
h− : AffC −→ Pr(AffC),
et on identifiera toujours AffC avec la sous-cate´gorie pleine de Pr(AffC) forme´e de l’image de
h−.
Corollaire 2.11 1. Pour tout X ∈ AffC, le pre´faisceau hX ∈ Pr(AffC) est un faisceau
fpqc. Ce faisceau sera simplement note´ X ∈ Shfpqc(AffC) ⊂ Sh(AffC).
2. Le pre´-champ sur AffC, qui a` un sche´ma affine X = SpecA associe la cate´gorie A−Mod,
et a` un morphisme Y = SpecB −→ X = SpecA associe le foncteur −⊗AB est un champ
pour la topologie fpqc.
Preuve: Le point (2) est une conse´quence du the´ore`me 2.5. Pour (1), il s’agit de montrer que
pour tout recouvrement fpqc {Ui = SpecBi −→ X = SpecB}I∈I , avec I fini, et tout B-module




M ⊗B Bi ⇉
∏
i,j
M ⊗B Bi ⊗B Bj
est exact dans C. Cela se de´duit aussi du the´ore`me 2.5 en utilisant l’e´quivalence
M(X)⇆ Desc(U/X,M)
ainsi que la forme explicite de l’adjoint a` droite p∗ donne´e dans la section §2.1. 2
La proposition pre´ce´dente nous dit d’une part que la topologie fqpc est sous-canonique,
et d’autre part qu’elle satisfait la condition descente pour les modules. Comme la topologie
de Zariski est moins fine que la topologie plate nous en de´duisons que cela reste vrai pour la
topologie Zariski.
A l’aide de la proposition pre´ce´dente nous identifierons la cate´gorie AffC avec son image
dans Shfpqc(AffC), et donc comme une sous-cate´gorie pleine de Sh(AffC). Ainsi, un faisceau
isomorphe a` un objet de AffC sera simplement appele´ un sche´ma affine (au dessus de C si l’on
veut pre´ciser).
2.4 Sche´mas
Dans ce paragraphe nous pre´sentons la de´finition principale de ce travail, a` savoir celle de
sche´ma au dessus de C. Pour cela, nous commencerons par introduire la notion d’ouvert et
de recouvrement de Zariski dans Sh(AffC). Les sche´mas seront de´finis comme les faisceaux
posse´dant un recouvrement ouvert Zariski par des sche´mas affines. Nous montrerons alors
quelques proprie´te´s de base des sche´mas (e.g. recollement, stabilite´ par produits fibre´s et re´union
disjointes).
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De´finition 2.12 1. Soit X un sche´ma affine et F ⊂ X un sous-faisceau de X. Nous dirons
que F est un ouvert de Zariski de X s’il existe une famille d’ouverts de Zariski {Xi −→




2. Un morphisme f : F −→ G dans Sh(AffC) est un ouvert de Zariski (ou encore une
immersion Zariski ouverte) si pour tout sche´ma affine X et tout morphisme X −→ G, le
morphisme induit
F ×G X −→ X
est un monomorphisme d’image un ouvert de Zariski de X.
On remarquera que l’on ne suppose pas l’ensemble d’indices I fini dans la de´finition pre´ce´dente.
On ve´rifie aise´mment que les ouverts de Zariski sont des monomorphismes dans Sh(AffC).
Lemme 2.13 Les ouverts Zariski sont stables par changements de bases et composition dans
Sh(AffC).
Preuve: Ceci est imme´diat. 2
Le lemme suivant montre de plus que la notion d’ouvert Zariski pre´ce´dente est compatible
avec celle de´finie dans la de´finition 2.9.
Lemme 2.14 Soit f : Z −→ Y un morphisme de sche´mas affines. Le morphisme f est un
ouvert Zariski au sens de la de´finition 2.9 si et seulement s’il est un ouvert de Zariski au sens
de la de´finition 2.12 (2).
Preuve: Commenc¸ons par supposer que f soit un ouvert Zariski au sens de la de´finition
2.9. Pour tout sche´ma affine X et tout morphisme X −→ Y on sait que le morphisme induit
X ×Y Z −→ X est encore un ouvert Zariski au sens de la de´finition 2.9. Ceci montre que l’on
peut prendre la famille re´duite a` un e´le´ment {X ×Y Z −→ X} dans la de´finition 2.12 (2), et
donc que f est un ouvert de Zariski au sens de la de´finition 2.12 (2).
Inversement, si f est un ouvert de Zariski au sens de la de´finition 2.12 (2). On prend X = Y
et X −→ Y l’identite´. On voit alors que f est un monomorphisme et que son image est l’image
d’un morphisme ∐
Yi −→ Y
pour un recouvrement Zariski {Yi −→ Y } (que l’on peut supposer fini car Z est affine et donc
quasi-compact par de´finition de la topologie de Zariski). Ainsi, Yi ≃ Yi×Y X, et {Yi −→ X} est
donc un recouvrement Zariski tel que chaque morphisme induit Yi −→ Y soit un ouvert Zariski.
Tranduisant en termes de monoides commutatifs, si f : Z = SpecB −→ Y = SpecA, il existe
une famille de morphismes {B −→ Bi} qui forme un recouvrement Zariski et tel que chaque
morphisme A −→ Bi soit un ouvert Zariski. On voit facilement a` l’aide des de´finitions que
cela implique que A −→ B est un morphisme plat au sens de la de´finition 2.9. Le morphisme
f e´tant un monomorphisme on trouve que le morphisme A −→ B est donc un e´pimorphisme
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plat. Il nous reste a` voir qu’il est de pre´sentation finie. Pour cela, soit B′α ∈ A/Comm(C) un






est bijectif. Comme A −→ B est un e´pimorphisme on voit que les ensembles source et but
du morphisme pre´ce´dent sont ou bien vides ou bien re´duits a` un point. Il nous suffit donc
de montrer que si HomA/Comm(C)(B,ColimαB
′
α) est non vide alors il en est de meˆme de
ColimαHomA/Comm(C)(B,B
′













On pose aussi pour deux indices i et j
Bij := Bi ⊗B Bj B
′
ij := B


















et le morphisme B −→ B′ induit un morphisme du premier vers le second. Comme chaque
Bi et chaque Bij est de pre´sentation finie dans A/Comm(C), ce morphisme de diagrammes se







pour un certain indice α0. En passant a` la limite le long de la cate´gorie ⇉, et en appliquant
le corollaire 2.11 (2) on trouve un morphisme B −→ Bα0 qui factorise le morphisme B −→ B
′
dans A/Comm(C). Ceci termine la preuve du fait que f est un ouvert Zariski au sens de la
de´finition 2.12 (2). 2
Nous sommes maintenant preˆts pour de´finir la notion de sche´ma relatif.
De´finition 2.15 Un faisceau F ∈ Sh(AffC) est un sche´ma relatif a` C (ou simplement un





ve´rifiant les deux conditions suivantes.
1. Le morphisme p est un e´pimorphisme de faisceaux.
2. Pour tout i ∈ I le morphisme Xi −→ F est une immersion Zariski ouverte.
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Une famille de morphismes {Xi −→ F} comme ci-dessus est appele´ un recouvrement Zariski
affine de F .
La cate´gorie des sche´mas relatifs a` C est la sous-cate´gorie pleine de Sh(AffC) forme´e des
sche´mas au sens ci-dessus. Nous la noterons Sch(C).
Une proprie´te´ fondamentale des sche´mas relatifs est la proprie´te´ de recollement suivante.
Proposition 2.16 L’application qui a` X ∈ AffC associe la cate´gorie Sch(C)/X de´finit un
sous-champ plein du champ des faisceaux sur AffC (qui a` X associe Sh(AffC)/X).







un diagramme carte´sien de faisceaux avec X et Y des sche´mas affines. Si G est un sche´ma
alors F est un sche´ma.
2. Soit X un sche´ma affine et F −→ X un morphisme de faisceaux. S’il existe un recouvre-








est un carre´ carte´sien comme dans (1) ci-dessus, et si p :
∐
i∈I Xi −→ G est un morphisme
comme dans la de´finition 2.15, les faisceaux Yi := Xi×G F ≃ Xi×X Y sont des sche´mas affines,
et le morphisme induit ∐
i∈I
Yi −→ F
est un e´pimorphisme tel que chaque morphisme Yi −→ F soit un ouvert Zariski (voir lemme
2.13).
Soit F −→ X tel qu’au point (2) ci-dessus. Pour tout i, on choisit des sche´mas affines Uij
et un recouvrement Zariski affine
∐
j
Uij −→ F ×X Xi.





est un e´pimorphisme. De plus, le lemme 2.13 et la factorisation
Uij −→ F ×X Xi −→ F
montre que chaque Uij −→ F est un ouvert Zariski. Ceci montre que F est un sche´ma. 2
Notons aussi les deux faits suivants.
Proposition 2.17 1. Soit F un sche´ma et F0 ⊂ F un ouvert de Zariski au sens de la
de´finition 2.12. Alors F0 est un sche´ma.
2. Soit f : F −→ G un morphisme entre sche´mas. Alors f est un ouvert de Zariski au sens
de la de´finition 2.12 si et seulement si f ve´rifie les deux conditions suivantes.
(a) Le morphisme f est un monomorphisme.
(b) Il existe un recouvrement Zariski affine {Xi −→ F} tel que chaque morphisme Xi −→
G soit un ouvert Zariski.
Preuve: (1) Soit {Xi −→ F} un recouvrement Zariski affine. Pour chaque i, on pose
F0,i := F0 ×F Xi. Il existe donc une famille d’ouverts Zariski affine {Uij −→ Xi}, tel que F0,i
soit l’image de
∐




est un e´pimorphisme. Ceci implique que F0 est un sche´ma.
(2) Supposons que f soit un ouvert Zariski. Soit {Yi −→ G} un recouvrement Zariski affine
de G. Pour tout i soit {Xij −→ Yi ×G F} un recouvrement ouvert Zariski affine. A l’aide
du lemme 2.13 on voit que la famille totale {Xij −→ F} est un recouvrement Zariski affine et
chaque morphisme Xij −→ G est un ouvert Zariski.
Inversement, supposons que f ve´rifie les deux conditions de la proposition. Soit X un sche´ma
affine et X −→ G un morphisme. On pose FX := F×GX, qui est un sous-faisceau deX. Chaqun
des morphismes Xi ×G X −→ X est un ouvert Zariski. Il existe donc pour tout i un recou-
vrement Zariski affine {Uij −→ Xi ×G X}. Chaqun des morphismes Uij −→ X est un ouvert
Zariski, et de plus l’image de
∐
i,j Uij −→ X est FX . Ceci montre que f est un ouvert Zariski
au sens de la de´finition 2.12. 2
La proposition suivante donne certaines proprie´te´s de stabilite´ des sche´mas.
Proposition 2.18 1. La sous-cate´gorie Sch(C) de Sh(AffC) est stable par re´unions dis-
jointes et par produits fibre´s.
2. Un faisceau F ∈ Sh(AffC) est un sche´ma si et seulement s’il existe une relation d’e´quivalence







avec Ui des sche´mas affines.






R // X ×X,
de sorte a` ce que R ≃
∐
i,j Ri,j. Alors chacun des morphismes induits
Ri,j −→ Ui
est un ouvert Zariski.
(c) Pour tout i ∈ I, le sous-objet Ri,i ⊂ Ui×Ui est e´gal a` l’image du morphisme diagonal
Ui −→ Ui × Ui.
(d) On a F ≃ X/R (i.e. F est isomorphe au faisceau quotient de X par la relation R).
Preuve: (1) Commenc¸ons par les sommes disjointes. Si {Fi} est une famille de sche´mas, et∐
j
Uij −→ Fi
un morphisme comme dans la de´finition 2.15, le morphisme total∐
i,j
Uij −→ F
est un e´pimorphisme. Pour montrer que chaque Uij −→ F est un ouvert Zariski on utilise la
factorisation
Uij −→ Fi −→ F.
On est donc ramene´s a` montrer que Fi −→ F est un ouvert Zariski. De fac¸on plus ge´ne´rale on
a le lemme suivant.
Lemme 2.19 Soit {Fi}i∈I un famille de faisceaux. Pour tout i le morphisme




est un ouvert Zariski.
Preuve: Soit X un sche´ma affine et X −→ F un morphisme. Il existe un recouvrement








Notons J0 le sous-ensemble des j ∈ J avec a(j) = i, alors l’image du morphisme Fi×F X −→ X
est l’image du morphisme ∐
j∈J0
Xj −→ X.
Ceci montre que Fi −→ F est un ouvert Zariski et finit la preuve du lemme. 2




un diagramme dans Sch(C), et conside´rons F ×H G ∈ Sh(AffC).
Lemme 2.20 Soit F1 −→ F0 un morphisme de faisceaux avec F0 un sche´ma. S’il existe un
recouvrement Zariski affine {Xi −→ F0}i∈I tel que F1 ×F0 Xi soit un sche´ma pour tout i ∈ I,
alors F1 est un sche´ma.
Preuve: C’est comme lors de la preuve de la proposition 2.16. Si pour tout i {Xij −→
F1×F0 Xi} est un recouvrement Zariski affine, alors la famille totale {Xij −→ F1} est un recou-
vrement Zariski affine. 2
Le lemme pre´ce´dent applique´ aux projections F ×H G −→ F et F ×H G −→ G permet de
se ramener au cas ou` F et G sont des sche´mas affines. On peut alors trouver des recouvrements







X // H Y,oo
ou` chaque Zi est un sche´ma affine et Zi −→ H est un ouvert Zariski. Ainsi en appliquant une
fois de plus le lemme aux projections de X ×H Y sur X et Y on peut supposer qu’il existe un
















Mais comme le morphisme Z −→ H est un monomorphisme on a X ×H Y ≃ X ×Z Y qui est
donc un sche´ma affine.





ou` {Xi −→ F} est un recouvrement Zariski affine.
Supposons maintenant qu’un faisceau F s’e´crive comme X/R avec X et R comme dans
l’e´nonce´ de la proposition et montrons que F est un sche´ma. Le fait que chaque morphisme
Ui −→ F soit un monomorphisme se de´duit de la condition (c) sur les Ri,i. Comme le morphisme
X =
∐
Ui −→ F = X/R
est un e´pimorphisme il nous reste a` voir que chaque morphisme Ui −→ F est un ouvert Zariski.
Soit Y un sche´ma affine, Y −→ F un morphisme et posons Yi := Y ×F Ui. On conside`re
le morphisme Yi −→ Y , et on cherche a` montrer que c’est un ouvert Zariski. Il existe un






On a donc, pour tout j ∈ J
Yi ×Y Zj ≃ Ri,a(j) ×Ua(j) Zj .
Comme Ri,a(j) −→ Ua(j) est un ouvert Zariski, on voit que le morphisme
Yi ×Y Zj −→ Y
est un ouvert Zariski pour tout j ∈ J . Il existe donc une famille d’ouverts Zariski affine {Wijk −→




soit e´gale a` Yi ×Y Zj . On voit alors que la famille d’ouverts Zariski {Wijk −→ Y }(j,k)∈J×K est
telle que l’image du morphisme ∐
j,k
Wijk −→ Y
est e´gale a` Yi. Ceci montre que Yi −→ Y est un ouvert Zariski et donc que Ui −→ F est un
ouvert Zariski. Ceci termine la preuve du fait que F est un sche´ma. 2
Pour terminer ce paragraphe signalons un autre point de vue sur les sche´mas relatifs, que
nous n’utiliserons pas, mais qui est plus proche de la notion usuelle de sche´ma en tant qu’espace
annele´.
SoitX un sche´ma au dessus de C. On de´finit la cate´gorie Zar(X) des ouverts de Zariski deX
comme e´tant la sous cate´gorie pleine de Sh(AffC)/X forme´e des u : Y → X, avec Y un sche´ma
et u une immersion Zariski ouverte. La cate´gorie Zar(X) est un lieu (locale en anglais, voir
[Ma-Mo]), c’est a` dire que c’est la cate´gorie sous-jacente a` un ensemble partiellement ordonne´
qui posse`de des sup ainsi que des inf finis, et tel que les inf se distribuent sur les sup. En d’autres
termes, Zar(X) est une cate´gorie qui se comporte comme la cate´gorie des ouverts d’un espace
topologique. On dispose d’une topologie naturelle induite sur Zar(X), qui n’est autre que la
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restriction de la topologie canonique de Sh(AffC). Ainsi, une famille de morphismes {Yi → Y }
est couvrante dans Zar(X) si le morphisme
∐
Yi −→ Y est un e´pimorphisme de faisceaux.
La sous-cate´gorie pleine de Zar(X) forme´e des Y → X avec Y un sche´ma affine sera note´e
ZarAff(X). Elle est aussi munie de la restriction de la topologie canonique de Sh(AffC). De
plus, le foncteur d’inclusion ZarAff(X) −→ Zar(X) est continu, et induit une e´quivalence sur
les cate´gories de faisceaux
Sh(Zar(X)) ≃ Sh(ZarAff(X)).
Par cette e´quivalence, nous identifierons souvent implicitement ces deux cate´gories. Nous la
noterons simplement Sh(XZar).
Nous savons que le site Zar(X) est un lieu, et que sa topologie est engendre´e par une pre´-
topologie quasi-compacte (i.e. les familles couvrantes sont finies), a` savoir le site ZarAff(X).
Ceci implique que Zar(X) est naturellement e´quivalent au lieu Ouv(|X|) des ouverts d’un es-
pace topologique |X| (voir [Ma-Mo, Cor. IX.3.4, Cor IX.11.3]). L’espace topologique |X| est
e´videmment tel que le topos des faisceaux sur |X| est e´quivalent au topos des faisceaux sur
Zar(X). Ainsi, nous verrons tout faisceau sur Zar(X) comme un faisceau sur |X|. Ainsi,
Sh(XZar) est e´quivalente a` Sh(|X|), la cate´gorie des faisceaux sur l’espace topologique |X|.
Soit Y = SpecA −→ X un objet de ZarAff(X). On lui associe l’objet correspondant
A ∈ Comm(C). Lorsque Y varie dans ZarAff(X) ceci de´finit un foncteur
OX : ZarAff(X)
op −→ Comm(C)
que l’on voit eˆtre un faisceau par le corollaire 2.11. On dispose ainsi d’un faisceau OX sur le
topos Sh(XZar) a` valeurs dans Comm(C), ou de manie`re e´quivalente d’un espace |X| muni d’un
faisceau OX a` valeurs dans Comm(C). Le couple (|X|,OX ) joue dans notre situation le roˆle des
espaces annele´s pour les sche´mas au sens usuel. On pourrait de´velopper la the´orie de sche´mas
relatifs de ce point de vue, en de´finissant les sche´mas au dessus de C somme des espaces munis
de faisceaux a` valeurs dans Comm(C) et qui localement sont e´quivalents a` un mode`le affine.
Ceci donne une version un peu plus ge´ome´trique des sche´mas relatifs, mais ceci dit e´quivalente
a` celle que nous donnons dans la de´finition 2.15. Il nous semble que ce point de vue n’apporte
en re´alite´ pas grand chose, d’autant plus que le point de vue fonctoriel nous serait indispensable
par exemple pour pouvoir conside´rer les champs ge´ome´triques (notion que nous n’aborderons
cependant pas dans ce travail).
2.5 Changements de bases
Supposons que (C,⊗,1) et (D,⊗,1) soient deux cate´gories mono¨ıdales syme´triques qui ve´rifient
les conditions expose´es en de´but de cette section. On se donne un foncteur mono¨ıdal syme´trique
(unitaire et associatif)
f : C −→ D
et l’on suppose qu’il posse`de un adjoint a` droite
g : D −→ C.
Cet adjoint a` droite n’est plus mono¨ıdal, mais on dispose de morphismes fonctoriels g(X) ⊗
g(Y ) −→ g(X⊗Y ), qui sont associatifs, commutatifs et unitaires. Cela suffit pour que g induise
des foncteurs sur les cate´gories de mono¨ıdes commutatifs et de modules.
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Le foncteur f induit un foncteur sur les cate´gories des mono¨ıdes commutatifs, et donc sur
les cate´gories des sche´mas affines
f : AffC −→ AffD.
Ce foncteur posse`de un adjoint a` gauche
g : AffD −→ AffC
induit par la foncteur g (nous garderons les meˆmes notations pour les foncteurs induits sur les
sche´mas affines).
On dispose ainsi d’une adjonction sur les cate´gories de pre´faisceaux
g! : Pr(AffD) −→ Pr(AffC) Pr(AffD)←− Pr(AffC) : g
∗ = f!.
Explicitement, pour F ∈ Pr(AffC), et X ∈ AffD on a f!(F )(X) = F (g(X)).
Rappelons qu’on dit que le foncteur f : AffC −→ AffD est continu pour la topologie
Zariski (resp. fpqc) si le foncteur f∗ : Pr(AffD) −→ Pr(AffC) pre´serve les sous-cate´gories de
faisceaux Zariski (resp. fpqc). Dans ce cas, l’adjonction (f!, f
∗) descend en une adjonction sur
les cate´gories de faisceaux
f∼! : Sh(AffC) −→ Sh(AffD) Sh(AffC)←− Sh(AffD) : f
∗.
Explicitement, le foncteur f∼! = a ◦ f! est le compose´ de f! sur les pre´faisceaux suivi du foncteur
faisceau associe´. Comme le foncteur f commute aux limites finies, il en est de meˆme de f∼! , et
ainsi l’adjonction
f∼! : Sh(AffC) −→ Sh(AffD) Sh(AffC)←− Sh(AffD) : f
∗
de´finit un morphisme ge´ome´trique de topos.
Proposition 2.21 On garde les notations ci-dessus.
1. Le foncteur f : AffC −→ AffD pre´serve les monomorphismes et les limites finies.
2. Si le foncteur f : AffC −→ AffD est continu pour la topologie plate, et si de plus g :
D −→ C commute avec les colimites filtrantes, alors le foncteur f : AffC −→ AffD est
aussi continue pour la topologie de Zariski.
Preuve: (1) Le foncteur f : C −→ D pre´serve toutes les colimites car il posse`de un adjoint a`
droite. Ainsi, il en est de meˆme pour f : Comm(C) −→ Comm(D), et donc le foncteur induit
sur les cate´gories oppose´es pre´serve les limites et en particulier les limites finies. De ceci nous
de´duisons aussi que f : AffC −→ AffD pre´serve les monomorphismes, car X −→ Y est un
monomorphisme si et seulement si le morphisme diagonal X −→ X ×Y X est un isomorphisme.
(2) Par le point (1) et l’hypothe`se on sait de´ja` que f : Comm(C) −→ Comm(D) pre´serve les
e´pimorphismes plats. Il nous reste donc a` voir qu’il pre´serve aussi les morphismes de pre´sentation
finie. Mais ceci se voit imme´diatement par adjonction. 2
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Corollaire 2.22 On suppose que le foncteur g : D −→ C est conservatif et qu’il commute aux
colimites filtrantes. On suppose de plus que pour tout morphisme plat A −→ B dans Comm(C),
et tout N ∈ f(A)−Mod, le morphisme naturel
g(N)⊗A B −→ g(N ⊗f(A) f(B))
est un isomorphisme dans B −Mod. Alors, f : AffC −→ AffD est continu pour la topologie
de Zariski, et le foncteur
f∼! : Sh(AffC) −→ Sh(AffD)
pre´serve les sous-cate´gories des sche´mas et induit un foncteur
Sch(C) −→ Sch(D)
X 7→ X ×C D := f
∼
! (X).
Pour tout sche´ma affine X au dessus de C f∼! (X) est isomorphe au sche´ma affine f(X) ∈ AffD.
Preuve: Commenc¸ons par montrer que le foncteur f : AffC −→ AffD est continu pour la
topologie plate. Pour cela, montrons tout d’abord que pour un morphisme A −→ B plat dans
Comm(C) le morphisme induit f(A) −→ f(B) est plat dans Comm(D). Par hypothe`se, on








ou` les foncteurs verticaux sont les changements de bases. Comme le foncteur g est conservatif
et que A −→ B est plat, on voit facilement que cela implique que f(A) −→ f(B) est plat.
Le meˆme argument montre que si {Xi −→ X} est un recouvrement plat dans AffC alors
{f(Xi) −→ f(X)} est un recouvrement plat dans AffD. Ceci fini de montrer que f : AffC −→
AffD est continu pour la topologie plate. Par la proposition 2.21 (2) on voit que f est continu
pour la topologie de Zariski.
Soit maintenant X un sche´ma au dessus de C. On sait d’apre`s la proposition 2.18 que l’on
peut l’e´crire comme un quotient Y/R, ou` Y est une re´union disjointe de sche´mas affines et
R ⊂ Y ×Y une relation d’e´quivalence ve´rifiant les conditions de la proposition 2.21. Comme f∼!





le foncteur f∼! pre´serve clairement les sche´mas affines, on a bien que f
∼
! (Y ) est une re´union
disjointe de sche´mas affines. De plus, comme f∼! pre´serve les e´pimorphismes (car il commute
aux colimites et aux limites finies) et les ouverts Zariski (voir proprosition 2.21), on voit que la
relation de´quivalence f∼! (R) −→ f
∼
! (Y )× f
∼
! (Y ) ve´rifie les conditions de la proposition 2.18 et
donc que f∼! (X) est un sche´ma. 2
Pour un mono¨ıde commutatif A ∈ Comm(C), on a un isomorphisme naturel
f∼! (SpecA) ≃ Spec f(A).
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En effet, par de´finition le foncteur f∼! est le compose´ de f!, de´fini sur les pre´faisceaux, et
du foncteur faisceau associe´. Il est facile de voir que f!(SpecA) ≃ Spec f(A), en tant que
pre´faisceau. Comme les pre´faisceaux repre´sentables par des sche´mas affines sont des faisceaux,
ceci montre bien que f∼! (SpecA) ≃ Spec f(A). De ceci on tire que pour tout sche´ma affine
X = SpecA ∈ AffC , le foncteur f
∼
! (X) est donne´ par
Comm(C) −→ Ens
B 7→ Hom(A, g(B)).
3 Trois exemples de ge´ome´tries relatives
Dans cette section nous pre´sentons nos trois premiers exemples de cate´gories de sche´mas relatifs.
3.1 SpecZ
Posons (C,⊗,1) = (Z −Mod,⊗,Z), la cate´gorie mono¨ıdale syme´trique des groupes abe´liens.
Elle ve´rifie les conditions de la section pre´ce´dente, donc on dispose d’une cate´gorie Sch(Z−Mod)
des sche´mas au dessus de Z −Mod. On voit facilement en de´canulant les de´finitions que les
notions de topologie plate et d’ouverts de Zariski coincident avec les notions usuelles (il suffit
de remarquer qu’un morphisme de sche´mas est une immersion ouverte si et seulement si c’est
un monomorphisme plat et localement de pre´sentation finie). Ainsi, on voit facilement que la
cate´gorie Sch(Z−Mod) est naturellement e´quivalente a` la cate´gorie des sche´mas au sens usuel.
De´finition 3.1 La cate´gorie des Z-sche´mas est Sch(Z −Mod). Elle sera note´e Z− Sch.
3.2 SpecN
Posons maintenant (C,⊗,1) := (N −Mod,⊗,N), la cate´gorie des mono¨ıdes commutatifs (uni-
taires et associatifs), munie de son produit tensoriel usuel. Nous appellerons les objets de
N−Mod aussi des N-modules, pour des raisons e´videntes. Les conditions de la section pre´ce´dente
sont bien entendues ve´rifie´es, et on dispose donc d’une cate´gorie Sch(N −Mod) des sche´mas
relatifs a` N−Mod.
De´finition 3.2 La cate´gorie des N-sche´mas est Sch(N −Mod). Elle sera note´e N− Sch.
Par de´finition la cate´gorie des N-sche´mas affines est e´quivalente a` la cate´gorie oppose´e des
semi-anneaux commutatifs.
On dispose d’un adjonction
f : N−Mod −→ Z−Mod N−Mod←− Z−Mod : g,
ou` g est le foncteur d’inclusion des groupes abe´liens dans les mono¨ıdes abe´liens, et f est le
foncteur de comple´tion des mono¨ıdes abe´liens vers les groupes abe´liens. Le foncteur f est
mono¨ıdal syme´trique.
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Proposition 3.3 Le foncteur
f : N−Mod −→ Z−Mod
ve´rifie les conditions du corollaire 2.22.
Preuve: Le fait que g soit conservatif et commute aux colimites filtrantes est clair. Pour un
semi-anneau commutatif A, le foncteur g : f(A) −Mod −→ A −Mod est pleinement fide`le, et
son image consiste en les A-modules N tel que le mono¨ıde sous-jacent a` N est un groupe. Il est
alors imme´diat de constater que pour un morphisme quelconque de semi-anneaux A −→ B, et
tout f(A)-module N , le morphisme naturel
g(N)⊗A B −→ g(N ⊗f(A) f(B))
est un isomorphisme (ceci est e´quivalent au fait que le mono¨ıde sous-jacent a` g(N)⊗A B est un
groupe). 2
D’apre`s le corollaire 2.22 on trouve donc un foncteur de changement de bases
−⊗N Z : N− Sch −→ Z− Sch.
Proposition 3.4 Le foncteur
−⊗N Z : N− Sch −→ Z− Sch
posse`de un adjoint a` gauche qui est pleinement fide`le.
Preuve: Revenons au foncteur de comple´tion f : N −Mod −→ Z −Mod, et a` son adjoint
a` droite le foncteur d’inclusion g : Z −Mod −→ N −Mod. Ils induisent une adjonction sur les
cate´gories de sche´mas affines
g : AffZ −→ AffN AffZ ←− AffN : f
ou` f est maintenant l’adjoint a` droite. On sait que f est continu pour la topologie Zariski, et
que le foncteur induit
f∼! : Sh(AffN) −→ Sh(AffZ)
pre´serve les sous-cate´gories de sche´mas. Il est facile de voir que g est aussi un foncteur continu
pour la topologie Zariski, et que l’on a donc
f∼! ≃ g
∗ : Sh(AffN) −→ Sh(AffZ).
Le foncteur
g∼! : Sh(AffZ) −→ Sh(AffN)
est alors un adjoint a` gauche de f∼! ≃ g
∗. De plus, g e´tant pleinement fide`le on voit facile-
ment que g∼! est aussi pleinement fide`le. Il nous reste donc a` montrer que g
∼
! pre´serve aussi les
sche´mas. Pour cela il suffit d’utiliser, comme pour la preuve du corollaire 2.22, qu’il pre´serve la
notion d’ouverts Zariski. 2
D’apre`s la proposition 3.4 nous verrons la cate´gorie des Z-sche´mas plonge´e dans celle des





Nous posons maintenant (C,⊗,1) = (Ens,×, ∗), la cate´gorie des ensembles munie de sa struc-
ture mono¨ıdale syme´trique donne´e par le produit direct. Cette cate´gorie ve´rifie les conditions de
notre premier paragraphe, et on dispose donc d’une cate´gorie Sch(Ens) de sche´mas au dessus
de Ens. Nous appellerons les objets de Sch(Ens) des F1-sche´mas.
De´finition 3.5 La cate´gorie des F1-sche´mas est Sch(Ens). Elle sera note´e F1 − Sch.
Par construction, la cate´gorie AffF1 des F1-sche´mas affines est e´quivalente a` la cate´gorie
oppose´e de la cate´gorie des mono¨ıdes commutatifs (associatifs et unitaires).
On dispose d’une adjonction
f : F1 −Mod = Ens −→ N−Mod F1 −Mod = Ens←− N−Mod : g,
ou` g est le foncteur d’oubli qui envoit un mono¨ıde commutatif sur son ensemble sous-jacent. Le
foncteur f envoit un ensemble X sur X ⊗ N le mono¨ıde commutatif libre engendre´ par X. Le
foncteur f est mono¨ıdal syme´trique et induit donc un foncteur sur les sche´mas affines
AffF1 −→ AffN.
Ce foncteur est celui qui envoit un mono¨ıde commutatif M sur le semi-anneau N[M ], analogue
semi des anneaux en groupes.
Proposition 3.6 Le foncteur
f : F1 −Mod −→ N−Mod
ve´rifie les conditions du corollaire 2.22.
Preuve: Le fait que g soit conservatif et commute aux colimites filtrantes est clair. Soit
A −→ B un morphisme plat dans Comm(F1 − Mod). Conside´rons le morphisme de semi-







g // B −Mod,
dont on doit montrer qu’il commute a` isomorphisme pre`s (plus pre´cise´ment que la transforma-
tion naturelle entre les deux compositions possibles est un isomorphisme). On peut remarquer
que le cate´gorie N[A]−Mod s’identifie a` la cate´gorie des monoides abe´liens dans A−Mod. De
meˆme, le cate´gorie N[B]−Mod s’identifie a` la cate´gorie des monoides abe´liens dans B −Mod.
Le fait que le diagramme ci-dessus commute est alors un conse´quence du fait que le foncteur de
changement de bases A−Mod −→ B −Mod commute aux produits directs (qui lui-meˆme est
un conse´quence du fait que A −→ B soit plat). 2
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D’apre`s le corollaire 2.22 on dispose donc d’un foncteur de changement de bases
−⊗F1 N : F1 − Sch −→ N− Sch.
En composant avec le changement de bases des N-sche´mas vers les Z-sche´mas on trouve un
changement de bases
−⊗F1 Z : F1 − Sch −→ Z− Sch.
4 Quelques exemples de sche´mas au-dessous de SpecZ
4.1 Quelques sche´mas en groupes
SoitM un groupe abe´lien, que l’on peut regarder comme un mono¨ıde commutatif. On conside`re
DF1(M) := SpecM ∈ F1 − Sch. On remarque imme´diatement que
DF1(M)⊗F1 Z ≃ SpecZ[M ] ≃ D(M),
est le Z-sche´ma en groupes diagonalisable associe´ a` M . On voit ainsi que tous les sche´mas en
groupes diagonalisables sont de´finis sur F1. En particulier, on pose SpecF1n := DF1(Z/n). Ceci
nous donne
SpecF1n ⊗F1 Z ≃ µn,
comme on doit s’y attendre.
Examinons maintenant le cas du groupe line´aire Gln. Revenons un moment au cas ge´ne´ral
d’une cate´gorie mono¨ıdale syme´trique (C,⊗,1) qui ve´rifie les conditions 2.6. Posons En =
{1, . . . , n}, l’ensemble a` n e´le´ments. On de´finit un foncteur












le groupe des automorphismes de
∐
En
A dans A −Mod. Ce foncteur est un faisceau et sera
conside´re´ comme objet de Sh(AffC). Nous noterons
Gln,Z Gln,N Gln,F1
pour les trois cas de (C,⊗,1) qui nous inte´ressent.
Proposition 4.1 1. Le faisceau Gln,Z (resp. Gln,N, resp. Gln,F1) est repre´sentable par un
Z-sche´ma affine (resp. un N-sche´ma affine, resp. un F1-sche´ma).
2. Le morphisme naturel
Gln,N ⊗N Z −→ Gln,Z
est un isomorphisme.





Gln,Z(Z) = Gln(Z) Gln,N(N) = Gln,F1(F1) = Σn.









Supposons pour commencer que dans C les sommes directes sont aussi des produits directs,
c’est a` dire que pour deux objets X et Y de C, le morphisme naturel X
∐
Y −→ X × Y est un
isomorphisme. Ceci est le cas par exemple pour C = N−Mod et pour C = Z−Mod. Dans ce
cas, on voit facilement que Mn,C est isomorphe au foncteur




En d’autres termes, si l’on note B := L(1n
2
) ∈ Comm(C), le mono¨ıde commutatif libre engendre´
par l’objet 1n
2
, alors on a Mn,C ≃ SpecB. Ainsi, le faisceau Mn,C est repre´sentable par un









ou` le morphisme m envoie symboliquement (u, v) sur (uv, vu), et ou` le morphisme e est le
morphisme unite´. Ceci montre donc que Gln,C est repre´sentable par un sche´ma affine, toujours
sous l’hypothe`se que les sommes directes sont aussi des produits directs dans C. Ceci montre
donc que Gln,N et Gln,Z sont tous deux des sche´mas affines.




A) est isomorphe au produit semi-direct du groupe syme´trique Σn par le groupe
A× des e´le´ments inversibles dans le mono¨ıde A. En d’autres termes, si l’on note Gm,F1 := Gl1,F1 ,
on trouve que le faisceau en groupes Gln,F1 est isomorphe au produit semi-direct du faisceau
constant Σn par le faisceau en groupes G
n
m,F1
. Ainsi, en tant que faisceau d’ensembles Gln,F1
est isomorphe a` une re´union disjointe de Gnm,F1. Il nous suffit donc de montrer que Gm,F1 est
repre´sentable par un sche´ma affine. Mais on voit facilement que
Gm,F1 ≃ SpecZ ≃ D(Z),
ou` Z ici est conside´re´ comme un mono¨ıde pour la loi additive, et donc comme un objet de
Comm(Ens) (ce SpecZ est un F1-sche´ma et n’a e´videmment rien a` voir avec le SpecZ qui est
un Z-sche´ma). Ceci termine la preuve du point (1).
(2) Ceci est e´vident car pour A ∈ Comm(Z−Mod) un anneau commutatif, on a
Gln,N ⊗N Z(A) ≃ Gln,N(A),
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ou` A est aussi condide´re´ comme un semi-anneau (ceci est vrai car Gln,N est affine). Comme les
A-modules dans Z −Mod forment une sous-cate´gorie pleine des A-modules dans N −Mod, on
voit bien que
Gln,N ⊗N Z(A) ≃ Gln,N(A) ≃ Gln(A) ≃ Gln,Z(A).
(3) Nous avons vu lors de la preuve de (1) que le faisceau en groupes Gln,F1 est le produit
semi-direct de Σn par G
n
m,F1
. Ainsi, Gln,F1 ⊗F1 Z est le produit semi-direct du faisceau constant
Σn par (Gm,F1 ⊗F1 Z)
n. Mais nous avons vu lors de la discussion sur les groupes de type
multiplicatif que
Gm,F1 ⊗F1 Z ≃ DF1(Z)⊗F1 Z ≃ Gm.
(4) Les valeurs de Gln,Z(Z) et Gln,F1(F1) ont de´ja` e´te´ vues. Le groupe Gln,N(N) est par
de´finition le groupe des automorphismes de Nn en tant que N-module. Il s’identifie donc au
sous-groupe des matrices n × n a` coefficients dans N qui posse`dent un inverse qui soit aussi a`
coefficients dans N. Il s’agit donc du sous-groupe des matrices de permutation et donc de Σn.
2
La conclusion de la proposition 4.1 est que Gln,Z est de´fini sur N, mais pas sur F1 pour n > 1.
4.2 Varie´te´s toriques
Soit ∆ un e´ventail au sens de [O]. Pour un e´le´ment σ ∈ ∆, on dispose d’un cone dual σ∗ dont les
points entiers forment un mono¨ıde commutatif note´ Mσ. Pour σ
′ ⊂ σ une face de σ, on dispose
d’un morphisme de mono¨ıdes Mσ −→ Mσ′ . Si l’on pose Uσ := SpecMσ ∈ F1 − Sch, alors le
morphisme
Uσ′ −→ Uσ
est un ouvert de Zariski. En effet, le morphisme de mono¨ıdes Mσ −→ Mσ′ est obtenu par
inversion d’un nombre fini d’e´le´ments de Mσ (voir Proposition 1.3 [O]).








Les deux morphismes naturels de R dans X de´finissent une relation d’e´quivalence
R ⊂ X ×X.
Cette relation d’e´quivalence ve´rifie les conditions de la proposition 2.18 (2), et on obtient ainsi
un F1-sche´ma
XF1(∆) := X/R ∈ F1 − Sch.
On dispose aussi d’un Z-sche´ma XZ(∆), tel que par exemple pre´sente´ dans [O]. On voit
imme´diatement par construction que l’on a un isomorphisme
XF1(∆)⊗F1 Z ≃ XZ(∆).
Ainsi, les varie´te´s toriques sont bien de´finies sur F1. Elles sont donc aussi de´finies sur N, en
posant XN(∆) := XF1(∆)⊗F1 N, ou encore par une construction directe.
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5 Les mode`les homotopiques
Dans cette dernie`re section nous supposerons que (C,⊗,1) est une cate´gorie de mode`les mono¨ıdale
syme´trique au sens de [Ho]. Remarquer que par de´finition la cate´gorie mono¨ıdale syme´trique
sous-jacente ve´rifie l’hypothe`se 2.6. Nous supposerons de plus que les conditions suivantes sont
satisfaites.
Hypothe`se 5.1
La cate´gorie de mode`les C est simpliciale et combinatoire au sens de [HAGI, Appendix A.2].
La cate´gorie de mode`les mono¨ıdale syme´trique (C,⊗,1) satisfait a` l’axiome du mono¨ıde de [S-S].
L’objet 1 est cofibrant dans C.
Les sources et buts des cofibrations et cofibrations triviales ge´ne´ratrices sont des objets cofibrants
dans C.
Sous les hypothe`se ci-dessus, nous pouvons conside´rer la cate´gorie Comm(C), des L-alge`bres
dans C, ou` L est (l’image dans C de) l’ope´rade des isome´tries line´aires (voir par exemple [Sp]).
La cate´gorie Comm(C) est donc un mode`le pour les E∞-mono¨ıdes dans C, et ses objets seront
donc simplement appele´s des E∞-mono¨ıdes dans C.
D’apre`s l’hypothe`se 5.1 et [Sp, Thm. 4.3,Cor. 9.7] on sait qu’elle est munie d’une structure
de cate´gorie de mode`les dont les fibrations et les e´quivalences sont de´finies sur les objets sous-
jacents dans C. De plus, pour A ∈ Comm(C), on peut de´finir A −Mod, une cate´gorie des
A-modules dans C (voir [Sp]). Elle peut aussi se voir comme une cate´gorie de modules (a`
gauche) sur un mono¨ıde U(A) dans C (voir [Sp]). Ainsi, d’apre`s nos hypothe`ses 5.1, et d’apre`s
[S-S], la cate´gorie A − Mod est aussi munie d’une structure de cate´gorie de mode`les ou` les
fibrations et les e´quivalences sont de´finies dans C. Enfin, pour un morphisme f : A −→ B entre
objets dans Comm(C), on dispose d’une adjonction de Quillen
−⊗A B : A−Mod −→ B −Mod A−Mod←− B −Mod : F,
ou` F est le foncteur d’oubli naturel. Nous utiliserons la notation usuelle
−⊗LA B : Ho(A−Mod) −→ Ho(B −Mod)
pour de´signer le foncteur de´rive´ a` gauche de − ⊗A B. Il est de´montre´ dans [Sp, Prop. 9.10]
que lorsque A et B sont cofibrants et que f : A −→ B est une e´quivalence alors l’adjonction
de Quillen pre´ce´dente est une e´quivalence de Quillen. Comme ceci ne semble plus vrai lorsque
A et B ne sont plus tous deux cofibrants nous nous interdirons de conside´rer les cate´gories de
modules sur des E∞-mono¨ıdes qui ne sont pas cofibrants dans Comm(C).
Pour finir ces rappels, nous noterons MapC , ou simplement Map si C est claire, les espaces
de morphismes (mapping spaces en anglais) de la cate´gorie de mode`les Comm(C), et MapA
ceux de A −Mod. Rappelons que comme les cate´gories de mode`les Comm(C) et A −Mod
sont simpliciales, nous pourrons prendre comme mode`les pour ces espaces de morphismes les
ensembles simpliciaux de morphismes entre objets cofibrants et fibrants (voir [Ho]).
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De´finition 5.2 La cate´gorie de mode`les des sche´mas affines sur C est la cate´gorie
AffC := Comm(C)
op
oppose´e de la cate´gorie de mode`les des E∞-mono¨ıdes cofibrants.
On remarquera que lorsque la structure de mode`le sur C est triviale (i.e. les e´quivalences
sont les isomorphismes), et que l’on prend alors l’enrichissement simplicial trivial (i.e. pour K
un ensemble simplicial et X ∈ C on pose K ⊗X :=
∐
pi0(K)
X), alors la cate´gorie Comm(C) est
naturellement e´quivalente a` la cate´gorie des mono¨ıdes commutatifs dans C. Ainsi, AffC de´finie
ci-dessus coincide avec AffC pre´ce´demment de´fini dans 2.7 (strictement parlant il faut supposer
que C soit une cate´gorie localement pre´sentable pour que la structure de mode`les triviale soit
combinatoire et satisfasse donc l’hypothe`se 5.1, et cela sera toujours le cas pour les exemples
conside´re´s).
5.1 Rappel sur la ge´ome´trie alge´brique homotopique
Nous commencerons par de´finir des topologies fpqc et de Zariski sur AffC , on sens des topologies
sur les cate´gories de mode`les de [HAGI]. Il s’agit, bien entendu, d’une ge´ne´ralisation de la
de´finition 2.9 que l’on retrouvera en prenant la structure de mode`les triviale sur C.
Nous noterons comme auparavant SpecA ∈ AffC l’objet correspondant a` A ∈ Comm(C).
Noter que SpecB −→ SpecA est une fibration dans AffC si et seulement si A −→ B est une
cofibration dans Comm(C).
De´finition 5.3 Soit f : Y = SpecB −→ X = SpecA un morphisme dans AffC.
1. Nous dirons que le morphisme f est plat si le foncteur correspondant
−⊗LQ(A) Q(B) : Ho(Q(A) −Mod) −→ Ho(Q(B)−Mod)
commute aux produits fibre´s homotopiques finis (ici Q(A) et Q(B) sont des mode`les cofi-
brants dans Comm(C) pour A et B).








et pour tout i > 0 et tout u ∈ π0(Map(B,A




3. Le morphisme f est de pre´sentation finie, si pour tout diagramme filtrant d’objets A′i ∈






est un isomorphisme dans Ho(SEns) (ici Q(A) est un mode`le cofibrant de A dans Comm(C)).
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4. Le morphisme f : X = SpecB −→ Y = SpecA dans AffC est un ouvert de Zariski
(ou encore une immersion Zariski ouverte) si le morphisme correspondant A −→ B dans
Comm(C) est un e´pimorphisme plat et de pre´sentation finie.
A l’aide des de´finitions pre´ce´dentes nous de´finissons les recouvrements fpqc et Zariski de la
fac¸on suivante.
De´finition 5.4 1. Une famille de morphismes
{Xi = SpecAi −→ X = SpecA}i∈I
dans AffC est un recouvrement fpqc (ou plus simplement recouvrement plat) si les deux
conditions suivantes sont satisfaites.
(a) Pour tout i ∈ I le morphisme Xi −→ X est plat.
(b) Il existe un sous ensemble fini J ⊂ I, tel que le foncteur
∏
j∈J





2. Une famille de morphismes
{Xi −→ X}i∈I
dans AffC est un recouvrement de Zariski si c’est un recouvrement plat et si tous les
morphismes Xi −→ X sont des ouverts de Zariski.
Il est facile de voir que les recouvrements fpqc et Zariski de´finissent deux pre´topologies
sur la cate´gorie de mode`les AffC , au sens de [HAGI, §4.3] (cela demande d’utiliser la for-
mule du changement de base [Sp, Prop. 9.12]). Les topologies de Grothendieck associe´es a`
ces pre´topologies seront appele´es la topologie fpqc, ou plus simplement la topologie plate, et la
topologie de Zariski. Comme il est de´montre´ dans [HAGI] il s’agit de donne´es de deux topologies
de Grothendieck, au sens usuel, sur la cate´gorie Ho(AffC).
Comme il est explique´ dans [HAGI, §4.3], la cate´gorie de mode`les AffC munie de la topologie
fpqc (resp. Zariski) forme un site de mode`les, et on peut donc conside´rer la cate´gorie de mode`les
Aff∼,fpqcC (resp. Aff
∼,Zar





est une localisation de Bousfield a` gauche de la cate´gorie de mode`les des pre´faisceaux simpliciaux
sur AffC dont les objets locaux sont les foncteurs
F : Aff opC = Comm(C) −→ SEns
ve´rifiant les deux conditions suivantes.
1. Pour toute e´quivalence X −→ Y dans AffC , le morphisme induit
F (Y ) −→ F (X)
est un e´quivalence faible d’ensembles simpliciaux.
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2. Pour tout hyper-recouvrement plat (resp. de Zariski) X∗ −→ X (voir [HAGI, §4.4]), le
morphisme naturel
F (X) ≃Map(X,F ) −→ Holim[n]∈∆Map(Xn, F )
est un e´quivalence faible d’ensembles simpliciaux.
De´finition 5.5 La cate´gorie des champs au-dessus de C pour la topologie plate (resp. de
Zariski) est la cate´gorie homotopique Ho(Aff∼,fpqcC ) (resp. Ho(Aff
∼,Zar
C )). Comme pre´ce´demment
nous adopterons les notations
Chfpqc(AffC) := Ho(Aff
∼,fpqc
C ) Ch(AffC) := Ho(Aff
∼,Zar
C ).
Les objets de Ch(AffC) seront simplement appele´s des champs au-dessus de C (ou simplement
des champs si le contexte est clair).
Comme pour le cas non homotopique pre´sente´ pre´ce´demment nous nous inte´resserons prin-
cipalement aux champs pour la topologie de Zariski et les champs fpqc ne seront utilise´s que de
manie`re auxiliaire.
Il faut noter que lorsque la structure de mode`les est triviale sur C alors Aff∼,fpqcC est la
cate´gorie de mode`les des pre´faisceaux simpliciaux au sens de [Ja] (ou plus pre´cise´ment sa ver-
sion projective de´crite dans [Bl]). Ainsi, la cate´gorie Ch(AffC) est la cate´gorie homotopique
des pre´faisceaux simpliciaux sur le site AffC , qui s’identifie aussi a` la cate´gorie homotopique
des objets simpliciaux dans le topos Sh(AffC) des faisceaux sur AffC . La cate´gorie Sh(AffC)
s’identifie alors a` la sous-cate´gorie pleine de Ch(AffC) des pre´faisceaux simpliciaux discrets
(i.e. dont les valeurs sont des ensembles vus comme ensembles simpliciaux constants). Ceci
nous permettra par la suite de voir les faisceaux sur AffC comme des champs sur AffC , et
d’identifier la cate´gorie Sh(AffC) a` son image dans Ch(AffC).
Venons-en maintenant a` la de´finition de sche´mas relatifs a` C. Pour cela nous aurons be-
soin de la ge´ne´ralisation suivante de la de´finition 2.12. Rappelons que l’on peut de´finir une
notion de h-monomorphisme dans Ch(AffC), qui sont les morphismes de champs F −→ G
tel que le morphisme diagonal F −→ F ×hG F soit un isomorphisme dans Ch(AffC). Il s’agit
d’une ge´ne´ralisation de nature homotopique de la notion usuelle de monomorphisme. Les h-
monomorphismes dans Ch(AffC) sont aussi les morphismes qui induisent un monomorphisme
sur les faisceaux π0 et des isomorphismes sur tous les faisceaux πi pour i > 0 (voir [HAGI] pour
la de´finition des faisceaux d’homotopie). Cette notion de h-monomorphisme permet aussi de
donner un sens a` la notion de sous-objets d’un objet F de Ch(AffC), appele´s sous-champs,
comme classe d’isomorphisme de h-monomorphismes de but F .
De´finition 5.6 1. Soit X un sche´ma affine et F ⊂ X un sous-champ de X. Nous dirons que
F est un ouvert de Zariski de X s’il existe une famille d’ouverts de Zariski {Xi −→ X}i∈I





2. Un morphisme f : F −→ G dans Ch(AffC) est un ouvert de Zariski (ou encore une
immersion Zariski ouverte) si pour tout sche´ma affine X et tout morphisme X −→ G, le
morphisme induit
F ×G X −→ X
est un h-monomorphisme d’image un ouvert de Zariski de X.
On ve´rifie sans peine que les ouverts de Zariski se comportent comme on s’y attend (stabilite´
par e´quivalences, compositions et produits fibre´s homotopiques dans AffC .)
Comme il est explique´ dans [HAGI, §4.2] on dispose d’un plongement de Yoneda
Rh− : Ho(AffC) −→ Ho(Aff
∧
C),
qui permet d’identifier la cate´gorie Ho(AffC) a` une sous-cate´gorie pleine de la cate´gorie ho-
motopique des pre´-champs Ho(Aff∧C). Malheureusement, nous ne savons pas montrer que la
topologie plate est sous-canonique en ge´ne´ral, et ainsi nous ne savons pas si l’analogue du corol-
laire 2.11 reste valable (en re´alite´ nous n’avons pas trouve´ de version homotopique raisonable
du the´ore`me 2.5). En particulier nous ne pouvons pas de´duire que le plongement de Yoneda
ci-dessus se factorise par la sous-cate´gorie pleine Ch(AffC) ⊂ Ho(Aff
∧
C). Nous sommes donc
oblige´s de rajouter l’hypothe`se suivante.
Hypothe`se 5.7 La topologie plate sur AffC est sous-canonique. En d’autres termes, pour tout
X ∈ AffC le pre´-champ RhX est un champ.
L’hypothe`se pre´ce´dente implique que le plongement de Yoneda induit un foncteur pleinement
fide`le
Rh− : Ho(AffC) −→ Ch(C).
Ceci permet d’identifier la cate´gorie homotopique Ho(AffC) comme une sous-cate´gorie pleine
de Ch(AffC). Les objets dans l’image de Rh− seront simplement appele´s des sche´mas affines
au-dessus de C (ou simplement sche´mas affines si C est claire).
Enfin, comme Aff∼,fpqcC est une cate´gorie de mode`les on peut parler de limites et colimites
homotopiques, et en particulier de produits fibre´s homotopiques. Ces derniers seront note´s
− ×h− −. Remarquer que le produit direct dans Aff
∼,Zar
C ne pre´serve pas les e´quivalences en
ge´ne´ral, et donc que l’on a aussi une notion de produit homotopique note´ −×h−. Il s’agit bien
entendu du produit direct dans la cate´gorie Ch(AffC).
On de´finit alors la notion de sche´ma relatif dans AffC de la fac¸on suivante.
De´finition 5.8 Un champ F est un sche´ma relatif a` C (ou simplement sche´ma si le contexte




tel que chaque morphisme Xi −→ F soit un ouvert Zariski.
De´finition 5.9 La cate´gorie des sche´mas relatifs a` C est la sous-cate´gorie pleine de Ch(AffC)
forme´e des sche´mas au sens de la de´finition 5.8. Nous la noterons Sch(C).
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Tout comme pour le cas non homotopique on montre les proprie´te´s de stabilite´ suivantes.
Proposition 5.10 La sous-cate´gorie Sch(C) de Ch(AffC) est stable par re´unions disjointes et
par produits fibre´s homotopiques.
Preuve: C’est la meˆme que pour la proposition 2.18. 2
On montre de meˆme la proposition suivante, analogue homotopique de la proposition 2.18 (2).
Pour cela on renvoit a` [HAGI, HAGII] pour la notion de groupoides de Segal dans une cate´gorie
de mode`les, qui est un analogue homotopique de la notion usuelle de relation d’e´quivalence.
Proposition 5.11 Un champ F est un sche´ma si et seulement s’il existe un groupoide de Segal
X∗ dans Aff
∼,Zar






avec Ui des sche´mas affines.
2. Pour tout (i, j) ∈ I2, conside´rons le sous-champ Ri,j ⊂ Ui ×







X1 // X0 ×
h X0.
Alors chacun des morphismes
Ri,j −→ Ui
est un ouvert Zariski.
3. Pour tout i ∈ I le morphisme Ri,i −→ Ui est un isomorphisme.
4. On a
F ≃ |X∗| = Hocolimn∈∆opXn.
Tout comme dans le cas que nous avons traite´ pre´ce´demment, on peut pour tout sche´ma X
sur C au sens ci-dessus, de´finir un site de Grothendieck Zar(X) des ouverts de Zariski de X.
Ce site posse`de des produits fibre´s, il est engendre´ par une pre´topologie quasi-compacte, et sa
cate´gorie sous-jacente est un lieu. On en de´duit donc que le topos des champs Ch(Zar(X)) est
e´quivalent aux champs sur un espace topologique bien de´fini |X|. L’espace topologique |X| est
appele´ comme il se doit l’espace sous-jacent a` X. Par construction, le site Ouv(X) des ouverts
de X est e´quivalent au site Zar(X).
Sans entrer dans les de´tails signalons aussi que l’on peut construire un pre´faisceau OX sur
|X| a` valeurs dans Comm(C). Notre hypothe`se 5.7 implique que ce pre´faisceau est un champ,
au sens ou` il satisfait a` une condition de descente pour les hyper-recouvrements. Ainsi, le couple
(|X|,OX ) joue le roˆle de l’espace annele´ sous-jacent au sche´ma X, en un sens relatif a` C. Nous
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n’irons pas plus loin dans cette direction.
Pour terminer, signalons l’existence de foncteurs de changements de bases ge´ne´ralisant ceux
du paragraphe §2.3. On se donne une adjonction de Quillen
f : (C,⊗,1) −→ (D,⊗,1) (C,⊗,1)←− (D,⊗,1) : g
avec f de Quillen a` gauche et syme´trique mono¨ıdal. On en de´duit une adjonction de Quillen sur
les cate´gorie de E∞-mono¨ıdes
f : Comm(C) −→ Comm(D) Comm(C)←− Comm(D) : g.
Comme il est explique´ dans [HAGI, §4.8] cette adjonction de Quillen induit une adjonction sur
les cate´gorie de pre´-champs
Lf! : Ho(Aff
∧








Lorsque le foncteur f est continu (i.e. Rf∗ pre´serve les sous-cate´gorie de champs) alors on
obtient une adjonction sur les cate´gories de champs
Lf∼! : Ch(C) −→ Ch(D) Ch(C)←− Ch(D) : Rf
∗.
Enfin, pour A ∈ Comm(C) cofibrant, on dispose d’une adjonction de Quillen
f : A−Mod −→ f(A)−Mod A−Mod←− f(A)−Mod : g.
Cette dernie`re adjonction est de plus compatible aux changements de bases (voir [Sp] pour les
de´tails).
On dispose alors de l’e´nonce´ analogue au corollaire 2.22.
Proposition 5.12 On suppose que le foncteur de´rive´
Rg : Ho(D) −→ Ho(C)
est conservatif et qu’il commute aux colimites homotopiques filtrantes. On suppose de plus que
pour tout morphisme plat A −→ B dans Comm(C), et tout N ∈ f(A) −Mod, le morphisme
naturel
Rg(N)⊗LA B −→ Rg(N ⊗
L
f(A) f(B))
est un isomorphisme dans Ho(B −Mod). Alors, le foncteur f : AffC −→ AffD est continu
pour la topologie de Zariski, et le foncteur induit sur les cate´gories de champs
Lf∼! : Ch(AffC) −→ Ch(AffD)
pre´serve les sous-cate´gories des sche´mas et induit un foncteur
Sch(C) −→ Sch(D)
X 7→ X ×C D := f
∼
! (X).
Preuve: C’est essentiellement la meˆme que pour le corollaire 2.22. 2
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5.2 Spec S : La nouvelle ge´ome´trie alge´brique courageuse
Dans ce paragraphe nous posons (C,⊗,1) = (GS ,∧,S), la cate´gorie de mode`les mono¨ıdales
des Γ-espaces telle que pre´sente´e dans [S]. Rappelons que le cate´gorie sous-jacente a` GS est la
cate´gorie des foncteurs
F : Γ −→ SEns,
ou` Γ est la cate´gorie des ensembles finis pointe´s, ve´rifiant F (∗) = ∗. Nous noterons n+ l’ensemble
{0, . . . , n} pointe´s en 0. La structure de mode`les sur GS est une localisation de la structure de
mode`les niveaux par niveaux (ou` fibrations et e´quivalences sont de´finies termes a` termes), et dont
les objets locaux sont les Γ-espaces tre`s spe´ciaux, c’est a` dire qui ve´rifient les deux conditions
suivantes
1. Pour I et J deux ensembles finis pointe´s, le morphisme naturel
F (I ∨ J) −→ F (I)× F (J)
est une e´quivalence faible d’ensembles simpliciaux (ici I ∨ J de´signe le coproduit de I et
J dans Γ).
2. D’apre`s la condition ci-dessus, le digramme dans Ho(SEns)
F (1+)× F (1+) F (2+) // // F (1+)
de´finit une structure de mono¨ıde sur F (1+) dans la cate´gorie Ho(SEns). On demande
alors que le mono¨ıde π0(F (1
+)) soit une loi de groupes.
La cate´gorie Γ posse`de une structure mono¨ıdale syme´trique induite par le produits directs
d’ensembles pointe´s. Par convolution ceci de´finit une structure mono¨ıdale syme´trique sur la
cate´gorie GS , note´e − ∧ −. L’objet neutre pour cette structure mono¨ıdale est le Γ-espace en
sphe`re S corepre´sente´ par 1+ ∈ Γ et donne´ par
S(n+) = HomΓ(1
+, n+) = {0, . . . , n}.
On montre que (GS ,∧,S) est une cate´gorie de mode`les mono¨ıdale syme´trique qui ve´rifie les
conditions 5.1 (voir [S, M-M-S-S]).
De fac¸on ge´ne´rale il faut penser aux Γ-espaces tre´s spe´ciaux comme a` des groupes simpliciaux
commutatifs a` homotopie de cohe´rences pre`s. La structure mono¨ıdale ∧ est alors l’analogue du
produit tensoriel de groupes abe´liens. Ceci se justifie en montrant que la cate´gorie mono¨ıdal
syme´trique (Ho(GS),∧L) est naturellement e´quivalente a` la cate´gorie homotopique des spectres
syme´triques connectifs (i.e. sans homotopie ne´gative) munie du smash produit. On montre
meˆme que les the´ories homotopiques de mono¨ıdes, E∞-mono¨ıdes et de modules associe´es sont
e´quivalentes (voir [M-M-S-S] pour plus de de´tails). En conclusion, la the´orie homotopique des
Γ-espaces tre`s spe´ciaux est e´quivalente a` celle des spectres connectifs, et ce de fac¸on compatible
avec les constructions tensorielles. Ainsi, la cate´gorie de mode`les Comm(GS) est un mode`le
pour la the´orie homotopique des nouveaux anneaux commutatifs courageux (traduction, sim-
pliste mais amusante, de brave new commutative rings), d’ou` notre terminologie de nouvelle
ge´ome´trie alge´brique courageuse.
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Pour un objet X ∈ GS on de´finit ses groupes d’homotopie stables par la formule
πi(X) := πi(RX(1
+)),
ou` RX est un mode`le fibrant de X dans GS, et RX(1+) est son ensemble simplicial sous-jacent.
Pour tout i ≥ 0, πi(X) est toujours un groupe abe´lien.
Pour un objet A ∈ Comm(GS), les groupes d’homotopie πi(A) forment un anneau com-
mutatif gradue´ que l’on notera π∗(A). De meˆme, pour A cofibrant dans A ∈ Comm(GS) et
M ∈ A−Mod, π∗(M) est naturellement un π∗(A)-module gradue´.
Lemme 5.13 La cate´gorie de mode`les mono¨ıdale syme´trique (GS ,∧,S) ve´rifie l’hypothe`se 5.7.
Preuve: C’est essentiellement la meˆme que pour le cas des anneaux simpliciaux commutatifs
et des anneaux en spectres qui sont traite´s dans [HAGII, §2.2, §2.4] (on pourrait aussi utiliser
essentiellement la meˆme preuve que celle de la proposition 5.16). En deux mots, on commence
par ve´rifier qu’un morphisme A −→ B dans Comm(CS) est est plat si et seulement s’il ve´rifie
les deux conditions suivantes
1. Le morphisme induit π0(A) −→ π0(B) est un morphisme plat d’anneaux commutatifs.
2. Pour tout i > 0, le morphisme naturel
πi(A)⊗pi0(A) π0(B) −→ πi(B)
est un isomorphisme.
Ensuite, si A −→ B∗ est un hyper-recouvrement plat, le morphisme induit π∗(A) −→ π∗(B)∗ est
un hyper-recouvrement plat d’anneaux commutatifs gradue´s. Un argument de suite spectrale et
la descente plate usuelle des anneaux implique alors que le morphisme
A −→ Holim[n]∈∆opBn
est une e´quivalence dans Comm(GS). 2
Le lemme 5.13 et les conside´rations ge´ne´rales du paragraphe pre´ce´dent nous donne une notion
de sche´mas relatifs au-dessus de GS, dont la cate´gorie sera note´e S− Sch.
De´finition 5.14 La cate´gorie des sche´mas relatifs a` GS sera note´e S − Sch. Ses objets seront
appele´s des S-sche´mas, ou si l’on veut rire des nouveaux sche´mas courageux.
Noter que Ho(Comm(GS)), qui est e´quivalente a` la cate´gorie des S-sche´mas affines, est
naturellement e´quivalente a` la cate´gorie des S-alge`bres commutatives connectives de [EKMM].
Ceci justifie notre terminologie de S-sche´mas, ou encore de nouveaux sche´mas courageux.
Il existe une adjonction de Quillen
π0 : GS −→ Z−Mod GS ←− Z−Mod : j,
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qui est telle que π0 soit de plus un foncteur mono¨ıdal syme´trique. On voit facilement (par
exemple a` l’aide de la description des morphismes plats donne´e lors de la preuve du lemme 5.13)
que le foncteur induit
π0 : Comm(C) −→ Comm(Z−Mod)
est continu pour la topologie Zariski et que j est conservatif (il est meˆme pleinement fide`le)
et commute avec les colimites filtrantes. La proposition 5.12 nous donne alors un foncteur de
changement de bases
−⊗S Z : S− Sch −→ Z− Sch
des S-sche´mas vers les Z-sche´mas. Ce foncteur posse`de en re´alite´ un adjoint a` droite
i : Z− Sch −→ S− Sch
qui est pleinement fide`le, et la situation est donc tre`s proche de celle du changement de bases
de SpecZ −→ SpecN. Le morphisme naturel SpecZ −→ SpecS doit aussi eˆtre pense´ comme
un monomorphisme, et meˆme comme une immersion ferme´e.
Nous de´finissons un S-sche´ma Gln,S de la fac¸on suivante. Pour A ∈ Comm(GS) on conside`re
QA un remplacement cofibrant de A, ainsi que QAn ∈ QA−Mod le QA-module libre de rang n
sur QA. L’objet QAn ∈ QA−Mod est carate´rise´ par le fait qu’un morphisme de QA-modules
QAn −→ M est la meˆme chose qu’un morphisme d’ensemble simpliciaux En −→ M(1
+), ou`
En est l’ensemble fini a` n e´le´ments vu comme un ensemble simplicial discret, et M(1
+) est
l’ensemble simplicial sous-jacent a` l’objet M ∈ GS. On de´finit alors un pre´faisceau simplicial




n) est le sous-ensemble simplicial de MapQA−Mod(QA
n, QAn) consistant en
les morphismes qui sont des e´quivalences (nous laissons le soin au lecteur de rendre cette con-
struction rigoureusement fonctorielle, voir aussi [HAGII, §1.3.7] pour plus de de´tails). On voit
que ce pre´faisceau est un champ et on le conside`re alors comme un objet dans Ch(AffGS).
Proposition 5.15 1. Le champ Gln,S est repre´sentable par un S-sche´ma affine.
2. On a un isomorphisme
Gln,S ⊗S Z −→ Gln,Z.
Preuve: (1) C’est essentiellement la meˆme que pour la proposition 4.1 (1).
(2) Il suffit de constater que pour tout A ∈ Comm(Z−Mod), le foncteur de Quillen a` droite
i : A−Mod −→ i(A)−Mod
induit un foncteur pleinement fide`le
Ri : Ho(A−Mod) −→ Ho(i(A) −Mod).
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On remarque qu’il n’est pas vrai que i(Gln,Z) soit isomorphe a`Gln,S, ou` i : Z−Sch −→ S−Sch
est le foncteur d’inclusion. En effet, Gln,S(S) est un S-sche´ma affine de la forme SpecA pour un
certain A ∈ Comm(GS), qui ve´rifie que pour tout B ∈ Comm(GS) il existe un isomorphisme
naturel
π0(MapComm(GS)(A,B)) ≃ Gln(π0(B)).
On peut voir que l’anneau Z[Tij ,Det(Tij)
−1], vu comme objet de Comm(GS) ne ve´rifie pas cette
proprie´te´ universelle, car par exemple il n’existe pas de morphisme Z[Tij ,Det(Tij)
−1] −→ S dans
Ho(Comm(GS)) (si l’on compose avec Z −→ Z[Tij ,Det(Tij)
−1] on trouverait une section de la
projection S −→ Z = π0(S) que l’on sait ne pas exister).
5.3 L’anneaux en spectres a` un e´le´ment S1
Dans ce paragraphe nous posons (C,⊗,1) = (SEns,×, ∗) la cate´gorie de mode`les mono¨ıdale
syme´trique des ensembles simpliciaux munis du produit direct. Elle ve´rifie e´videmment les
hypothe`ses de 5.1.
Proposition 5.16 La cate´gorie de mode`les mono¨ıdale syme´trique (SEns,×, ∗) ve´rifie l’hypothe`se
5.7.
Preuve: Soit F∗ −→ X = SpecA un hyper-recouvrement plat et pseudo-repre´sentable dans
Aff∼,fpqcC , au sens de [HAGI, §4.4]. Par de´finition on peut e´crire Fn =
∐
α SpecBn,α, avec tous
les morphismes A −→ Bn,α plats. Posons Bn :=
∏
αBn,α pour tout n. Il nous faut montrer que
le morphisme naturel
A −→ Holim[n]∈∆Bn
est un isomorphisme dans Ho(Comm(SEns)).
Pour de´montrer cela nous allons utiliser les foncteurs de troncations B 7→ B≤k de Comm(SEns)
dans elle-meˆme. Rappelons qu’un objet B ∈ Comm(SEns) est k-tronque´ si pour tout point
x ∈ π0(B) on a πi(B,x) = 0 pour i > k (i.e. l’ensemble simplicial sous-jacent a` B est k-tronque´).
On montre facilement (par exemple a` l’aide des techniques de localisation de cate´gories de
mode`les) que le foncteur d’inclusion des objets k-tronque´s
Ho(Comm(SEns)≤k) −→ Ho(Comm(SEns))
posse´de un adjoint a` gauche
(−)≤k : Ho(Comm(SEns)) −→ Ho(Comm(SEns)≤k).
On peut meˆme re´aliser cette adjonction comme l’adjonction de´rive´e d’une adjonction de Quillen
Comm(SEns) −→ Comm(SEns)≤k Comm(SEns)←− Comm(SEns)≤k,
ou` la cate´gorie sous-jacente Comm(SEns)≤k est la meˆme que celle de Comm(SEns), mais ses
e´quivalences sont les k-e´quivalences (i.e. les morphismes induisant des isomorphismes sur les
groupes d’homotopie πi pour i ≤ k).
On commence alors par remarquer le lemme suivant.
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Lemme 5.17 Soit A −→ B un morphisme plat dans Comm(SEns), alors pour tout entier
k ≥ 0 le morphisme induit
A≤k −→ B≤k
est un morphisme plat dans Comm(SEns).
Preuve du lemme: Tout d’abord, par platitude on voit facilement que le foncteur de change-
ment de bases
−×LA B : Ho(A−Mod) −→ Ho(B −Mod)







on voit que B′ est k-tronque´. Ceci implique facilement que le morphisme naturel B≤k −→ B
′






est homotopiquement cocarte´sien. En particulier on voit que A≤k −→ B≤k est un morphisme
plat. 2
Pour tout objetB ∈ Comm(SEns), on dispose d’un isomorphisme naturel dansHo(Comm(SEns))
B ≃ HolimkB≤k. Ainsi, le lemme 5.17 permet de tronquer termes a` termes l’hyper-recouvrement
F∗ −→ X, et donc de se ramener au cas ou` il existe un entier k tel que A soit k-tronque´, ainsi
que tous les Bn,α, et donc tous les Bn.
Dans ce cas, la limite homotopique Holim[n]∈∆Bn se re´duit en une limite homotopique finie,
ce qui implique que l’on peut supposer que l’hyper-recouvrement F∗ est m-borne´ pour un certain
entier m (au sens de [HAGI]), c’est a` dire e´quivalent a` son m-e`me co-squelette. Un argument
standard permet alors de se ramener au cas ou` l’hyper-recouvrement est 0-borne´, c’est a` dire ou`
il s’agit du nerf d’un recouvrement plat
{Xi = SpecB0,i −→ X}
(voir la preuve du the´ore`me [HAGI, Lem. 3.4.2]).
Pour montrer que A −→ Holim[n]∈∆Bn est alors un isomorphisme dans Ho(Comm(SEns)),
on utilise le fait que {Xi −→ X} soit un recouvrement plat, et donc le fait qu’il suffise de montrer
que pour tout i, le morphisme induit par le changement de bases −×LA B0,i
B0,i −→ Holim[n]∈∆Bn ×
L
A B0,i
est un isomorphisme dans Ho(Comm(SEns)) (noter que la limite homotopique est finie et
donc qu’elle commute au changement de bases par platitude). On se rame`ne ainsi au cas ou`
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le recouvrement plat {Xi −→ X} posse`de une section X −→ Xi0 . Mais dans ce cas l’hyper-
recouvrement F∗ −→ X est le nerf d’un morphisme qui posse`de une section, et donc induit une
e´quivalence de pre´faisceaux simpliciaux
Hocolim[n]∈∆Fn −→ X
est une e´quivalence dans la cate´gorie de mode`les des pre´-champs Aff∧C . Ceci implique que pour
tout Y ∈ AffC , on a
MapAff∧
C
(X,Y ) ≃ Holim[n]∈∆MapAff∧
C
(Fn, Y ),
ce que l’on voit, par le lemme de Yoneda, eˆtre e´quivalent au fait que le morphisme
A −→ Holim[n]∈∆Bn
soit un isomorphisme dans Ho(Comm(SEns)). 2
La formalisme de´crit au paragraphe §5.1 nous donne alors une notion de sche´ma au-dessus
de SEns.
De´finition 5.18 La cate´gorie des sche´mas relatifs a` SEns sera note´e S1 − Sch. Ses objets
seront appele´s des S1-sche´mas.
Le foncteur
π0 : SEns −→ Ens
est de Quillen a` gauche et mono¨ıdal. Il satisfait aux conditions de la proposition 5.12, et donc
induit un foncteur de changements de bases
−⊗S1 F1 : S1 − Sch −→ F1 − Sch.
On remarque que ce foncteur posse`de un adjoint a` gauche pleinement fide`le
i : F1 − Sch −→ S1 − Sch.
On conside`re aussi le foncteur de Quillen a` droite
GS −→ SEns
qui envoit un objet F ∈ GS sur son ensemble simplicial sous-jacent F (1+) ∈ SEns (voir le
paragraphe pre´ce´dent pour les notations). Ce foncteur posse`de un adjoint a` gauche
SEns −→ GS
qui ve´rifie les conditions de la proposition 5.12. Ainsi, il de´finit un foncteur de changement de
bases
−⊗S1 S : S1 − Sch −→ S− Sch.
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−⊗F1Z // Z− Sch
est commutatif a` isomorphisme naturel pre`s. Ceci permet en quelque sorte de comparer les
F1-sche´mas et les S-sche´mas. Comme les F1-sche´mas peuvent eˆtre naturellement conside´re´s
comme des S1-sche´mas, ceci donne un foncteur de changement de bases des F1-sche´mas vers les
S-sche´mas
i(−)⊗S1 S : F1 − Sch −→ S− Sch.
Par exemple, les varie´te´s toriques XF1(∆) de´finie en §4.2 donnent lieux a` des S-sche´mas
XS(∆) := i(XF1(∆))⊗S1 S.
Bien entendu, on a
XS(∆)⊗S Z ≃ XZ(∆),
ce qui donne des varie´te´s toriques de´finies sur S.
Prenons par exemple ∆ l’e´ventail ne contenant qu’un unique cone R+ ⊂ R. Dans ce cas,
XS(∆) est S[N] la S-alge`bre en groupes sur le mono¨ıde N. Elle n’est pas isomorphe a` Z[N], et
ainsi les deux S-sche´mas i(XZ(∆)) et XS(∆) ne sont pas isomorphes. En re`gle ge´ne´rale XS(∆)
est une extension non triviale de XZ(∆) sur S.
5.4 Le semi-anneau en spectres des entiers positifs S+
Dans ce paragraphe nous posons (C,⊗,1) = (MS ,∧,S+), la cate´gorie de mode`les mono¨ıdale
syme´trique des Γ-espaces spe´ciaux (et non tre`s spe´ciaux comme dans §5.2) que nous allons
maintenant de´crire.
La cate´gorie MS est la cate´gorie GS des foncteurs F : Γ −→ SEns ve´rifiant F (∗) = ∗. La
structure de mode`les surMS est une localisation de la structure de mode`les niveaux par niveaux
(fibrations et e´quivalences de´finies niveaux par niveaux) telle que ses objets locaux soient les
foncteurs F : Γ −→ SEns tels que pour tout I et J dans Γ le morphisme naturel
F (I ∨ J) −→ F (I)× F (J)
soit une e´quivalence faible d’ensembles simpliciaux. Il s’agit donc des Γ-espaces spe´ciaux et
non tre`s spe´ciaux. La cate´gorie de mode`les GS est bien entendu une localisation de Bousfield a`
gauche de MS. Tout comme pour GS le smash produit fait de MS une cate´gorie de mode`les
mono¨ıdale syme´trique qui ve´rifie les conditions 5.1. Pour des raisons qui deviendrons claires
nous noterons S+ l’unite´ de la structure mono¨ıdale ∧ sur MS.




ou` RX est un mode`le fibrant de X, et e ∈ RX(1+) est le point de base naturel. Plus
ge´ne´ralement, pour x ∈ RX(1+) on pose
π0(X) := π0(RX(1
+)) πi(X,x) := πi(RX(1
+), x).
Proposition 5.19 La cate´gorie de mode`les mono¨ıdale syme´trique (MS,∧,S+) ve´rifie l’hypothe`se
5.7.
Preuve: C’est essentiellement la meˆme que pour la proposition 5.16. 2
Par le formalisme ge´ne´ral de §5.1 nous obtenons ainsi une notion de sche´ma relatif a` (MS,∧,S+).
De´finition 5.20 La cate´gorie des sche´mas relatifs a`MS sera note´e S+−Sch. Ses objets seront
appele´s des S+-sche´mas.
Les objets de Comm(MS) peuvent eˆtre conside´re´s comme des semi-anneaux en spectres.
L’objet unite´ S+ doit alors eˆtre pense´ comme le semi-anneau en spectres des entiers positifs.
Noter qu’on a S+ = S, mais que leurs mode`les fibrants pris dans MS et dans GS ne sont pas
e´quivalents. Nous avons de´ja` mentione´ que le mode`le fibrant de S dans GS est un mode`le du
spectre en sphe`re, et en particulier que les groupes πi(S) sont les groupes d’homotopie stables
des sphe`res.
En contre partie, on peut montrer qu’un mode`le fibrant de S+ dansMS est donne´ par le nerf
du groupo¨ıde des ensembles finis. Plus pre´cise´ment, le groupo¨ıde des ensembles finis ES posse`de
une structure mono¨ıdale syme´trique donne´e par la somme disjointe. On peut alors construire
un pseudo-foncteur
ES : Γ −→ Cat
qui envoit n+ sur ESn et ou` les foncteurs de transitions sont donne´s par la structure mono¨ıdale.
En appliquant le proce´de´ de strictification usuelle on en de´duit un foncteur (au sens strict)
ES : Γ −→ Cat
qui compose´ avec le foncteur nerf N : Cat −→ SEns donne un foncteur
N(ES) : Γ −→ SEns,
qui est un Γ-espace spe´cial. On montre alors que ce Γ-espace est un mode`le fibrant de S+ dans
MS. En particulier, les groupes d’homotopie de N(ES), sont donne´s par
π0(S+) := π0(N(ES)(1
+)) ≃ N π1(S+, n) ≃ Σn πi(S+, n) = 0 ∀ i > 1.
On voit ainsi que S+ est un semi-anneau en spectres dont un mode`le est le groupo¨ıde des
ensembles finis avec ses structures mono¨ıdales donne´es par le somme disjointe (l’addition) et le
produit direct (la multiplication), et qui est donc une version homotopique des entiers naturels.
L’anneau en spectres S est par construction l’anneau obtenu par comple´tion en groupes du
semi-anneau S+. On retrouve ici le the´ore`me de Quillen-Priddy, affirmant que la comple´tion en
groupes du groupo¨ıdes des ensembles finis est e´quivalent au spectre en sphe`re. Il est bienvenu
de comparer le morphisme naturel S+ −→ S avec le morphisme naturel N −→ Z.
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On dispose d’un foncteur d’inclusion
N−Mod −→MS
des mono¨ıdes commutatifs dans MS, qui est de Quillen a` droite. Son adjoint a` gauche est le
foncteur de troncation
π0 :MS −→ N−Mod
qui envoit un objet F sur π0(RF (1
+). On ve´rifie que les hypothe`ses de la proposition 5.12 sont
satisfaites et donc que l’on obtient un foncteur de changement de bases
−⊗S+ N : S+ − Sch −→ N− Sch.
Ce foncteur posse`de de plus un adjoint a` gauche pleinement fide`le
i : N− Sch −→ S+ − Sch.
De plus, le foncteur identite´
MS −→ GS
est mono¨ıdal syme´trique et de Quillen a` gauche. Son adoint a` droite induit un foncteur pleine-
ment fide`le
Ho(GS) −→ Ho(MS)
dont l’image est forme´ des Γ-espaces spe´ciaux. On peut ve´rifier que les conditions de la propo-
sition 5.12 sont satisfaites et que l’on obtient ainsi un foncteur de changement de bases
S+ − Sch −→ S− Sch
qui posse`de encore un adjoint a` gauche pleinement fide`le
S− Sch −→ S+ − Sch.











ce qui permet de comparer les N-sche´mas et les S-sche´mas. Il faut noter que pour X ∈ N− Sch
le morphisme naturel
i(X) ⊗S+ S −→ i(X ⊗N Z)
n’est pas un isomorphisme en ge´ne´ral. En effet, le foncteur − ⊗S+ S est donne´ par une version
homotopique de la construction comple´tion en groupes, des semi-anneaux en spectres vers les
anneaux en spectres, et l’on sait bien qu’applique´ a` un semi-anneaux discret on peut obtenir un
anneau en spectres non discret.
Tout comme pour le cas de S, on peut de´finir un S+-sche´ma affine, classifiant les auto-
e´quivalence du S+-module libre de rang n. Nous le noterons Gln,S+. On montre facilement que
l’on a les deux proprie´te´s suivantes
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• L’ensemble simplicial Gln,S+(S+) est discret et e´quivalent a` Σn.
• Le morphisme naturel
Gln,S+ ⊗S+ S −→ Gln,S
est un isomorphisme de S-sche´mas affines.
On montre aussi, tout comme pour le cas de S que le morphisme naturel
Gln,S+ −→ i(Gln,N)
n’est pas un isomorphisme dans S+-Sch.
Enfin, le foncteur de Quillen a` droite
MS −→ SEns
qui envoit F sur F (1+), dont l’adjoint a` gauche ve´rifie les conditions de la proposition 5.12
donne un foncteur de changements de base
S1 − Sch −→ S+ − Sch.








F1 − Sch −⊗F1N
// N− Sch.








−⊗S+S // S− Sch
−⊗SZ

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