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ABSTRACT 
Predicting Foreign Exchange rates has forever been a task of great 
importance to any individual, business or organization having to deal with a 
foreign currency. In the wake of a world where global transactions are an 
everyday activity, readiness and skill when dealing with the forecasting of 
international monetary movements is a key factor in the success of any 
operation; be it that of an individual investor, or that of multi-national index 
listed company. The motivation behind the desire of conquering the skill of 
forecasting may range from the simple desire to hedge one‟s investments 
and dealings in a foreign currency, to that of a speculative investor, looking 
for arbitrage opportunities in trading foreign exchange markets. 
This paper had for motivation to test and compare various models in their 
ability to forecast the return generated by price movements of three globally 
available and traded currencies; notable the Euro – US Dollar, the Euro-Swiss 
Franc and the Pound Sterling – US Dollar. Recent studies have been showing 
great promise in the use of Artificial Neural Networks in the field of 
forecasting exchange traded assets and currencies; which is why this paper 
has discussed the performance of 4 Learning Machine models in comparison 
to 3 base models and 2 linear models. The learning machine models being 
studied are the Multi-Layer Perceptron, the Higher Order Neural Network, 
Gene Expression and Rolling Genetic-Support Vector Regression. These 
models were compared using various methods of statistical evaluation, in 
order to measure the discrepancy of the forecasted values from the actual 
values, as well as the annualized return and the risk to return ratio. 
It was concluded that modern forecasting technique do outweigh the classic 
base and linear models in terms of forecasting accuracy as well as potential 
gain and risk to return. 
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1.0 INTRODUCTION 
Forecasting foreign exchange rates remains one of the most important tasks 
in the globalized world, yet one of the most obscure and uncertain. Its 
importance isn‟t limited to the speculator, but affects every industry and 
sector with any international exposure; in a day and age where globalization 
is no longer an abstract concept, but a part of daily business, it is safe to say 
that foreign exchange is at the heart of modern markets. 
Global foreign Exchange trading accounts for the highest daily trading 
volume; with an estimated average of $1.5 trillion. This largely being 
consisted of spot deals, making it deep, very liquid and most importantly 
very volatile. Of all currency pairs traded this research paper has for aim to 
forecast the future fluctuations of the EUR/USD; USD/GBP and the EUR/CHF.  
The main goal of this paper is to compare various models, more importantly 
popular linear models and artificial intelligence models, in their ability to 
accurately forecast foreign exchange markets. These will then be inputted 
into a trading strategy, and be individually evaluated based on popular 
ratios, overall return and general efficiency. 
It is important to note, that it isn‟t the actual Fx values that will be 
forecasted in this paper, but rather the return. As past literature will confirm, 
the return gives a “normal” base to the calculations, whereas the actual 
values, being only a sample population, don‟t have an actual value to “return 
to.” 
There are well known factors that affect foreign exchange rates including 
economic factors such as inflation, growth and interest rates, as well as 
other political and economic news. The weight at which these factors 
influence the market are unknown, and vary depending on a multitude of 
external factors, including but not limited to each traders personal 
perception, this has led to great skepticism in the ability to predict Fx 
market with any precision, this is upheld by the Efficient Market Hypothesis; 
if this were to hold, the market would perfectly reflect all information 
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available, and adjust itself to change too quickly for investors to profit. In 
essence, prediction becomes useless, as the potential for arbitrage 
evaporates. EMH is greatly criticized, mostly by investors and traders who 
have managed to beat the market over a certain length of time, this is mostly 
attributed to the fact that in “real life markets”, the change isn‟t quite as 
immediate, leaving a slight window where profitable trading opportunities 
remain.  
The motivation behind forecasting exchange rates is vast, not only for the 
sake of arbitrage opportunities, but fund managers, traders, importers, 
exporters, all see the prices of goods and services vary and fluctuate if they 
do not hedge their exposure efficiently. 
Predicting Fx has always been challenging, mainly due to the constantly 
varying influential factor, with no given weight or importance to any known 
or unpredicted event. Linear models are greatly available, and have been 
developed on a multitude of bases, but the apparent nonlinearity of Fx time 
series complicates these, and results in inconsistent and unreliable results. 
Facing these problems, non-linear models have been developed, such as 
Artificial Intelligence models, learning machines and Artificial Neural 
Networks. 
As previously mentioned, Linear Models have the disadvantage of being 
applicable only with stationary data; with the ever varying time series, a 
seemingly non-stationary data, linear models tend to provide mixed results 
when varying the analyzed time frame. This paper will discuss some of the 
most common linear models used in trading; notably the Auto-Regressive 
Moving Average (ARMA), Moving Average Convergence-Divergence (MACD), 
Random Walk and Buy and Hold. The trading strategy implemented based on 
the calculated forecast will then deliver the benchmark returns; meaning that 
they will be used in order to compare the efficiency of the learning machine 
models to common linear models. 
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Artificial Neural Networks (ANNs) are mathematical models, based on the 
brains nervous system, and the method of computing various inputs into 
delivering a desired output. 
In practice, Artificial Neural Networks have shown great promise in 
forecasting foreign exchange rates; Refenes (1992), Weigend (1991) and 
Zhang (1994) have all developed ANN models that resulted in accurate and 
profitable forecasting 
The Neural Networks being implemented in this paper will be the Multi-layer 
Perceptron (MLP), and the Higher Order Neural Network (HONN), both of 
these models have shown promise in the field of foreign exchange 
forecasting when compared to linear models.  
In more recent literature, classic Neural Networks, though effective, have 
been trumped by learning machines originally developed for categorization 
problems, notably Support Vector Machines (SVMs). Based on support vector 
regression and originally developed to solve categorization problems, they 
have recently been applied more frequently in applied trading.  As well as 
the rise in the use of Genetic Algorithms in the field of forecasting have 
inspired this paper to compare these most common models, in order to 
determine the overall profitability of each type of model, as well as their 
overall risk adjust performance in identical scenarios. 
Once all models carried out and statistically evaluated using basic 
investment evaluation tools, such as the Sharpe ratio, annualized return and 
error measure; the paper will result in answering the question of which 
model best outperforms the others, as well as if there is a flaw in the 
Efficient Market Hypothesis. 
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2.0 LITERATURE REVIEW 
When it comes to economics and financial markets, forecasting and 
predicting is the main goal of any related institution; be it to give an edge or 
to adequately prepare for change, accuracy in this field is crucial in the 
decision making process. Forecasting foreign exchange markets remains a 
very difficult task, as these behave in a non-linear, chaotic and dynamic 
fashion (Dunis et al., 2011).  
Previous methods such as ARMA, MACD and Naïve strategy have proven to 
work, yet remain inefficient. These models have been compared and 
contrasted to artificial neural networks the likes of Ghiassi et al. (2005) 
measuring the performance of ARMA models against that of ANNs. 
The main contender for linear models remains Random walk, notably a fully 
random succession of steps, first introduced by Karl Pearson (1905). Using 
Random Walk as a benchmark to other forecast models simultaneously tests 
the Efficient Market Hypothesis, as originally proposed by Eugene Fama 
(1965) states that it is impossible to build a model that will outperform the 
market. Though if the models suggested were to beat the random walk 
benchmark, it will challenge the Efficient Market Hypothesis. It is argued that 
random walk outperforms most linear models, as underlined by Messe and 
Rogoff (1983) after testing various forecasting models against the Random 
Walk with drift, and find that regardless of which model used, none 
outperform the random walk model. Karemera and Kim (2006) developed an 
Auto-Regressive Integrated Moving Average model (ARIMA) that 
outperformed Random Walk while forecasting currency exchange rates on a 
monthly closing basis. While carrying out the same model on other time 
frames, it was found that the success of the model is strongly tied to the 
time frame on which it is applied. Cheung (1993) detected long run memory 
in exchange rates, and suggested an Auto Regressive Fractionally Integrated 
Moving Average model, though with little success. 
One of the major disadvantages of Linear models remains their need for 
consistent statistical measures, notably stationarity. Fx time series seem to 
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be all but stationary; ANNs have the advantage of not requiring this type of 
data set, but will work without limitation to the type of input. (Kondratenko 
et al. 2003) 
The intense interest on both an economic and financial point of view has 
attracted various researchers in a multitude of scientific areas. Leading to 
diverse suggested models for forecasting exchange rates, including a variety 
of different inputs. Economic indicators and news releases used as inputs in 
the Generalized Auto Regressive Heteroskedasticity model (GARCH) as well 
as further development in learning machines, brought in from algorithms 
modeled according to biological functions, lead to the development of 
Artificial Neural Networks in the field of exchange rate forecasting. 
(Semprinis et al., 2013)  
2.1 HISTORY OF ANNS 
Artificial Neural Networks (ANNs) were derived from brain learning process in 
biology; forming a mathematical model of the biological nervous system 
(Abraham, 2005). McCulloch and Pitts (1943) created the first computational 
model based on mathematics and algorithms, this model at the time referred 
to as “threshold logic” was a stepping stone for all future neural network 
models. The concept of learning machine was then introduced by Donald 
Hebb (1949) applying the basic concept of unsupervised learning. The 
previously mentioned Frank Rosenblatt (1958) developed the perceptron, a 
pattern recognition algorithm and the basis for the MLP model. Minsky and 
Papert (1969) discovered two main issues in the field of neural networks. 
Primarily, single-layer networks weren‟t developed enough to handle and 
process “exclusive-or” circuits. Secondly, the computational power in the 60s 
was limited, and usable application of models required more than was 
available at the time. Werbos (1975) goes into detail of how the back-
propagation algorithm was modified and restructured in order to fix the 
exclusive-or issue, yet major development in the field of neural networks 
stalled till the computational development caught up with requirements. 
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 Since then, ANNs have been a powerful statistical modeling tool, used to 
detect the underlying function in the relationship within a data set (Lawrence 
and Andriola, 1992) the strength of ANNs in predicting future variations 
based on past data made it a valuable tool in in modeling the movement in 
the prices of financial instruments and assets. They have proved to be more 
performing than statistical regression models (Refenes, 1994) as well as 
discriminant analysis (Yoon, 1993) According to Franses and Grievensen 
(1998) in their attempt to forecast Foreign exchange rates using Neural 
Networks for technical trading; they emphasize the advantage of neural 
networks in adapting and exploiting non-linearity. 
After 2009, competitions have been set up in the field of pattern recognition, 
mainly for practical application as in handwriting recognition and traffic sign 
recognition, though not applicable in this paper, connections can be made. 
In the spirit of past literature we chose to adopt a similar forecast model, in 
the sense that predictions will be made on a “one day ahead” basis, as 
suggested by Rime et al. (2010). The reason for this duration of forecast are 
primarily, because they are implementable, secondly the data is precise and 
largely available, and finally because in practice traders do use daily 
forecasts on a frequent basis. 
To introduce Neural Networks in more detail; the base of a Network is a 
neuron, very similar to the real neuron found in the central nervous system, 
the formal neuron works in three parts: the integration step, where the input 
variables (  ) are weighted with the parameters     . Followed by the non-
linear step during which the weighted sum of the inputs is transformed into 
a non-linear function relevant to the type of network; and finally a 
propagation step, where the output is propagated to the following neurons. 
The output of a single formal neuron is seen as: 
   (∑         
   
   
) 
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  being the output,      a non-linear function   the number of input lines of 
neuron   and    being the threshold. 
ANNs have the advantage of not requiring stationary statistical measure, as 
they are optimized by testing mathematical criterion to match past data with 
future data over time. The motivation of this paper is to compare trading 
strategies, once used with traditional linear models, and another using types 
of Artificial Neural Networks. Researchers have been for some time 
advocating the use and promoting the higher accuracy in forecasting of 
ANNs; often in other fields than financial, but criticism arises when 
implementing a trading technique based on these forecasts.  
 
2.2 MULTI-LAYER PERCEPTRONS 
Of the various different types of ANNs available, one of the most applicable, 
according to Yao et al. (1999) remains the sophisticated simplicity of the 
Multi-Layer Perceptron (MLP). The Perceptron was developed by Frank 
Rosenblatt in 1957 (Need source), which at the time consisted of one single 
layer, and was later extended. The MLP can be easily visualized as follow: 
FIGURE 1. 
 
 
Where: 
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               are the model inputs (after the application of the bias 
node) at a given time  . In this paper, the inputs are the lags in end of day 
values. 
   
               are the hidden nodes (after the application of the bias 
node) and represent the MLP‟s output values. 
   represents the MLP model output 
     and   are the network weights 
 Is the transfer sigmoid function      
 
     
 
 Is a linear function      ∑     
 
The goal of the model being to minimize the following error function: 
 (      )  
 
 
∑ ( ⃛   (      ))
 
 
Where  ⃛ represents the target value. 
 
In the MLP above, each     represents a Neuron; the vertical lines in which 
these are ordered are layers, the   values are inputs, and   is the output. The 
connecting lines are the weights   . 
The previously sited Yao (1999) used this system to predict the USD/CHF 
exchange rate; using the average of the past 6 weeks closing prices as 
inputs, his particular MLP had 6 inputs. A very similar approach will be taken 
in this paper when working with MLPs. 
Numerable research has been conducted in the forecasting of time series 
data using MLPs, though not all successful, Castiglione (2001) has achieved 
positive results with forecast accuracy of just over 50%. This forecast was 
carried out on 3 of the major US Indices, notably the S&P500, Nasdaq 100 
and the Dow Jones industrial Average. The part failure here may be 
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attributed to the sensitivity to tierce information such as the news or other 
political incident, which the MLP may not have been trained to use as input. 
The issue of input selection was attempted to be corrected in the method 
carried out by Tino et al (2001) where binary signals were inputted into a 
Recurrent Neural Network (RNN) in order to forecast the DAX and FTSE100. 
Though the results were disappointing and the author concluded neural 
networks were no more efficient at forecasting markets than classic models. 
Yao et al (2000) carried out a study more similar to this paper, notably 
attempting to forecast major currency pairs: AUD, DEM, CHF, GBP and JPY. 
Two types of data were used in order to attempt forecasting, both using MLP 
models, but varying on the type of input. First the inputs were exchange rate 
values with an implemented time lag, and secondly the MLP was fed moving 
average values of different time values. Both of these were carried out on a 
weekly basis, meaning one forecast was given for every coming week. Both 
methods here resulted in good accuracy, essentially showing that artificial 
neural networks are a viable method for forecasting, though the actual 
application is limited. The weekly time span reduced the practical use to 
traders and institutions willing to place more than one trade a week. 
(V.Kondratenko et al. 2003) 
 
2.3 HIGHER ORDER NEURAL NETWORKS 
HONNs were first introduced by Giles and Maxwell in 1987 under the name 
of Tensor Networks. Similar to Single Layer perceptrons, Higher Order Neural 
Networks (HONNs) have a structure of neurons with inputs and outputs 
going through hidden layers; the key difference as explained by A. Ismail 
(2001) is the way the inputs are combined. As confirmed by Knowels et al 
(2005) this leads to shorter computational time, but also limits the number 
of input variables. Zhang et al.(2002) praises HONNs in their ability to 
“provide superior simulations” when compared to other ANNs, which is 
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underlined by Knowels et al.‟s (2005) 8% average increased return compared 
to MLPs when attempting to forecast the EUR/USD currency pair. 
In the similar spirit used when illustrating the MLP, below an illustration of a 
3 variable input HONN: 
FIGURE 2. 
 
Where  is the sigmoid activation function:      
 
       
 
As illustrated, the need to establish the relationship between inputs is 
redundant, the joint activation function also reduced the number of free 
weights, reducing the training time required in comparison to MLP. This 
though complicates the use of HONNs with a higher number of inputs, 
making orders of over 4 rare. Knowels et al. (2005) emphasizes the common 
issue with MLPs of overfittng and local optima are here greatly avoided. 
2.4 SUPPORT VECTOR MACHINES AND SUPPORT VECTOR 
REGRESSION 
Support Vector Regression being an extension of the Support Vector Machine 
Algorithm, which has been seen to have the ability to forecast exchange 
rates (Ince and Trafalis, 2005 & Brandl et al. 2009.)  
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Pattern recognition being heavily discussed in forecasting, brings up Support 
Vector Machines and Support Vector Regression; primarily used to solve 
problems within categorizing and classifying pattern recognition frameworks 
(Vapnik, 1995). In comparison to Neural Networks these also performed well. 
To apply categorization to variables as volatile and unpredictable as Foreign 
exchange rates, simplification is necessary. As explained by Zinzalian et al. 
(2009) determining whether a price will rise or fall can be written out as a 
simple binary classification problem, with 1 for rise and 0 for fall. 
Support Vector Regression or Support Vector Machines have gained 
popularity in the field of forecasting in recent years, though “despite 
evidence on the non-linear properties of foreign exchange markets” only 
mixed results have been found when attempting to forecast the price or 
return of currency pairs  (Bahramy et al, 2013).  
As described by P. Dharnidharka (2012), the principle behind SVR in a 
decision determining scenario is fairly simple. Support Vector Machines rely 
on a concept of decision planes, which define decision boundaries. It 
separates objects of different class membership from one another. More 
easily described by illustration, a graph is shown below; on which the objects 
on the right side of the plane are hollow circles, whereas the objects on the 
left side of the plane are full. 
As described by Plakandaras et al.(2013) Represented in mathematical 
notation, from the training data set 
  [                        ] 
    
 
 
     
         
   being the observation samples and     the dependent variable (the target 
of the regression system) 
The method being to minimize the loss function     
 
 
      subject to  
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|     
      |    
where 
         
Hereby enforcing and upper deviation threshold and forming an “error 
tolerance” band. 
The previously cited Vapnick et al.(1995) proposed a model which allowed 
for data exterior to the tolerance zone, though this degraded them 
proportionally to the edge of the zone; which they fixed by introducing    
and   
 
 as slack variables to the function, controlled by a cost parameter  ; 
resulting in the following loss function: 
    
 
 
      ∑ 
 
   
     
    
which yielded the solution: 
  ∑      
  
 
   
   
And 
  ∑      
  
 
   
  
   
Not all phenomena can be described as linear, therefore the data is initially 
mapped into a higher dimensional space, where such a function is feasible: 
FIGURE 3. 
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P. Dharnidharka (2012) goes on to explain that this model being solely a 
“linear classifier”, problems tend to be more complex, especially in dealing 
with data such as Fx time series. More complex structures such as illustrated 
below tend to be more effective at classifying data sets. Once again the 
separation is between hollow and full. 
FIGURE 4. 
 
The complex curve above is mapped using kernels; mathematical functions 
used to rearrange and “map” objects. 
These kernel functions transform the data into “dots on a map”, which is 
vital to find the relations in the data, hence finding the hyper-plane. The 
gives the kernel function a basic and critical role in the SVM and its overall 
performance. 
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The training set is linearly separable in the feature set, this is called a “kernel 
trick” 
                    
Some of the more popular kernel functions in Support Vector Regression are: 
Linear Kernel function:           
   
Polynomial kernel function:            
       
Radial Basis kernel function:                    
      
Sigmoid (MLP):                 
      
Factors       represent kernel parameters 
As emphasized by Sermpinis et al. (2013) the selection of the kernel 
parameters is of high importance to the success and accuracy of the SVR. 
The complexity of the selection of these parameters may lead to a hindrance 
in the design of such a model. The summary of the selection can be listed in 
the following way: 
1. Kernel function selection 
2. Regularization parameter selection 
3. Kernel function parameter selection 
4. Selection of the size of the error tolerance band 
This simplified version of the steps involved in the selection may be more 
demanding; as the individual optimization of the parameters may not suffice, 
and the overall performance of the SVR spends on the totality of parameters 
being set optimally. A variety of approaches have been suggested, such as 
setting the   value to a very small constant, as suggested by Trafalis and Ince 
(2000). A  -SVR approach is also very common, as the   parameter is more 
easily controlled using the   parameter. (Scholkopf et al. 1999 and Basak et 
al. 2007). Though the most popular approach in parameter selection remains 
the use of a cross-validation technique as applied by Cao et al. (2003) and 
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Duan et al. (2003), or the use of a grid search algorithm. (Schlokopf and 
Smola, 2002) 
 
According to Ulrich et al. (2007) as well as Yu et al.(date needed) when 
compared to other learning algorithms, SVR show great promise in 
outperforming their more common ANNs. SVRs have the outstanding 
advantage, of providing a “global and unique solution” without suffering 
from multiple local minima. In addition they hold the ability of finding 
balance between model accuracy and model complexity(Kwon and Moon 
(2007) and Suykens (2005). 
This has led to advanced research in Hybrid Support Vector Machines, to 
which Bahramy et al (2013) and Tan & Wang (2004) narrowed down the 
success of SVR, to feature and kernel selection. With this in mind, combining 
Genetic Algorithms with SVMs (GA-SVM) as demonstrated by Bahramy et al. 
(2013) lead to the optimization of feature and kernel selection through 
Genetic Algorithms. In this spirit and to verify these claims a rolling Genetic 
Algorithm- Support Vector Regression Model (GA-SVR) will be tested, using 
the same input and variables as the other models in order to maintain 
consistency. 
Lee et al (2004) suggest multi-category SVM, built on the base of traditional 
binary SVM. They carried out their model in two different case studies, both 
yielding promising results. They make note that their methodology is “a 
useful addition to the class of nonparametric multi-category classification 
methods.” 
This was later developed further by Liu and Shen (2006) presenting a multi-
category ψ-learning methodology, suggesting a non-convex ψ-loss function, 
reducing the number of support vectors and yielding a more spars solution. 
Huang et al. (2010 forecasted various currency pairs; all with high liquidity 
using hybrid chaos-based SVR. when compared to chaos-based neural 
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networks, higher yields were confirmed, as well as outperforming other non-
linear based models.  
Feature selection is an optimization problem, it involves the search of a 
feature subset within a space of possibilities in order to find the optimal 
subsets with respect to the criteria. this process requires a strong search 
strategy which picks the adequate feature subset and subsequently tests 
their goodness of fit. Various strategies have been suggested in past 
literature, though those having showed the most promising and attracting 
the most attention seem to be the strategies that employ randomized 
searches in which probabilistic steps are applied (Sun et al., 2004). Genetic 
Algorithms are most commonly used in such cases (Siedlecki and Sklansky, 
1989) 
2.5 GENETIC PROGRAMMING AND GENE EXPRESSION 
Genetic Programming is a method used to automatically generate programs 
designed to fulfill specific tasks (Koza, 1992). These Genetic programs use 
Genetic Algorithms; as previously mentioned, Genetic Algorithms are search 
algorithms. Having been inspired by the principal of natural selection, they 
are commonly used if the search space is vast and complicated or if no 
mathematical analysis is available. In this model, the candidate solutions are 
referred to as chromosomes, the population of chromosomes is optimized 
through a number of evolutionary cycles and genetic operations, such as 
mutations or crossovers. Each Chromosome consists of genes, these genes 
being the optimization parameters. Each iteration/generation undergoes a 
fitness function, which evaluated the chromosomes by measuring the 
precision of the corresponding solution; the “fittest” chromosome is then 
selected to survive. This evolutionary process is then repeated till criteria are 
met that will terminate the cycles. GAs have the advantage of being able to 
deal with large search spaces, without getting trapped in local optimal 
solutions. (Holland 1995) 
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Montana (2002) carries out genetic programming and goes through lengths 
in order to explain the processes. As suggested by Monatana (2002) the 
programs are usually represented as parse trees. This illustration is used to 
visually describe the program itself, as well as the mutation and crossover 
evolutionary processes. The following being a representation of the base 
program:  
FIGURE 5. 
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Similarly, the illustration of crossovers and mutations using the parse tree 
structure: 
FIGURE 6 
 
Illustrations explained:  
The crossover follows a series of steps; starting with the random selection of 
a node within each tree as a crossover point (in the figure the selected node 
is boxed); secondly the sub-tree rooted at the previously selected node is to 
be selected in the second parent, and used to replace the sub tree stemming 
from the node of the first parent in order to generate a “child”. Finally 
determine whether the child is suitable  with the limitations set on the 
program. 
Mutation follows a similar set of steps; firstly a random node is selected 
within the parent tree which will serve as the mutation point. A new tree is 
then generated, which complies with the parameter set up by the program. 
Thirdly, the newly generated tree is attached to the parent tree at the 
selected node; and finally the newly generated tree is checked for program 
compliance. If all conditions are met the tree is used. (Monatana, 2002) 
A very similar approach was used by Allen and Karjalainen (1999) who have 
chosen to use a Genetic program to learn trading rules applied to the S&P 
500 ranging between 1928 and 1995. They have found successful trading 
results; though once the trading and transaction costs applied, the model 
Source: Montana(2002) 
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didn‟t earn a consistent return higher than that of a simple buy and hold 
model. They found that their model showed more accurate results than their 
benchmark methods when daily returns were positive, and the volatility was 
low. 
2.6 HYBRID GA-SVR MODEL 
The combination of the past two presented models yields the Hybrid GA-SVR 
model to be carried out in this paper, with optimal parameter selection and 
feature subset combination. Support Vector Regression is favored over 
classical SVM when applied to end of day forecasts, as SVMs only produce a 
binary output, whereas in this scenario an exact forecast provides more 
applicable trading options. Sermipins et al. (2012) suggest applying 
sophisticated trading strategies to their models in order to better evaluate 
their performance. Though this is not in the scope of tis paper. 
2.7 CONS OF ANNS 
A typical criticism of ANNs remains the lack of qualitative input; with past 
stock price movements being the only variables taken into account. Yoon 
(1991) suggested and attempted to input qualitative data as well as 
quantitative data including news reports and other text data. A similar 
attempt was carried out by Wuthrich (1999). 
Although this paper will mainly focus on using end of day closing prices, 
transaction volumes, interest rates, rates of change and other similar data 
sources are also commonly used as input for Neural Networks (Saad, 1998 & 
Cao, 2003). 
Increasing the efficiency and accuracy of Neural Networks is key; this is 
achieved by modifying weights (Yao, 1997). Back-propagation has been the 
simplest and most common way to develop these efficient models, yet their 
simplicity leads to slow and not always maximized results. During 
supervised training of ANNs, genetic algorithms (GAs) were suggested as 
best method to rearrange and enhance the topology and weights. GAs have 
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been combined to ANNs in order to successfully obtain an efficient model as 
explained and tested by: Kai (1997), Harrald (1997) & Hayward (2004). 
2.8 TRADING APPLICATION 
With the aim of this paper being forecasting stock price movements, the 
ultimate goal here is to produce a model yielding a return exceeding the 
benchmark methods (Random Walk, Naïve Strategy, MACD and ARMA). When 
applying ANNs in practice, it has been proven to yield higher returns; though 
Alexander (1964) has found that if taking into account transaction cost, the 
return withers and no longer outperforms benchmark returns. His results 
were concurred by multiple others such as Fama (1970) and Blume (1966) 
who have tested these models on the Dow 30 Index. Allen (1999), Reay 
(2002) and Neely (2003) attempted similar models, setting up trading rules 
in order to maximize profits, yet have all gotten beat by the transaction cost, 
which lead their results to equalize with Benchmark techniques or fall below 
them. Nonetheless, some successful studies are present, with models drawn 
up by Sweeney (1988), as well as a Moving average trading strategy by 
Bossembinder and Chan (1995) applied to Asian emerging markets. These 
though emphasize the importance and sensitivity of transaction costs.  
2.9 THEORETICAL BACKGROUND 
EUR/USD, GBP/USD and EUR/CHF Exchange rates  
The importance of Exchange rates on a daily exchange basis cannot be 
neglected. Major industries, countries and all internationally dealing sectors 
are affected by the value of their currency with respect to another; this 
makes the volume of daily trades so large. The applicability of the data in 
real life trading scenario is also very present; with brokers offering the 
possibility of opening orders for end of day expiry, options, and even binary 
options, where a simple “over or under” method is applied.  
The availability of precise data regarding Exchange rates is greatly available. 
Though with delicate data sets at hand and precision being a well-regarded 
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factor, importance was set on the origin and more importantly the 
consistency of data collection, Bloomberg provides a service making 
historical data sets easily available. These were all imported into workable 
data sheets on the same day, and treated as a single block unit, before being 
separated into in sample and out of sample sets. End of day closing prices of 
the EUR/USD, GBP/USD and EUR/CHF from the 23/05/2000 to the 
31/01/2014 were exported, resulting in a total of 3574 data points per 
currency pair. Demonstrated in the chart below: 
Table 1. 
Periods Trading 
Days 
Start date End date 
Total Data 
set 
3564 06/06/2000 31/01/2014 
In Sample 2588 06/06/2000 06/05/2010 
Out of 
Sample 
976 07/05/2010 31/01/2014 
The following Graph shows the total data set plotted over the full period for 
all three currency pairs: 
Figure 7. 
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the Aim of this paper is to forecast the Return (       of each exchange rate 
on day ahead, in order to place a trade accordingly. 
Below are the histogram distributions as well as basic data relating to the 
returns (RT) produced by the previously listed exchange rates. 
FIGURE 8. 
EURUSD distribution
 
Series: RT 
Sample 5/23/2000 1/31/2014 
Observations 3573 
 
Mean        0.000132 
Median    0.000163 
Maximum   0.035262 
Minimum  -0.024903 
Std. Dev.    0.006427 
Skewness    0.060581 
Kurtosis   4.327117 
 
Jarque-Bera  264.3902 
Probability  0.000000  
 
FIGURE 9. 
GBPUSD distribution 
 
Series: RT 
Sample 5/23/2000 1/31/2014 
Observations 3573 
 
Mean       -6.01e-05 
Median    0.000000 
Maximum   0.087536 
Minimum  -0.031909 
Std. Dev.    0.004121 
Skewness    3.083893 
Kurtosis   74.43800 
 
Jarque-Bera  765430.3 
Probability  0.000000 
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FIGURE 10. 
EURCHF Distribution 
 
 
Series: RT 
Sample 5/23/2000 1/31/2014 
Observations 3573 
 
Mean        4.65e-05 
Median    0.000104 
Maximum   0.029684 
Minimum  -0.034119 
Std. Dev.    0.005739 
Skewness   -0.245859 
Kurtosis   5.243115 
 
Jarque-Bera  785.0704 
Probability  0.000000 
 
The graphs above tend to show a bell shaped distribution, with results 
converging around a mean value; though according to the Jarque-Bera 
statistic, the returns are non-normally distributed to 99% confidence interval. 
Both the EURUSD and the EURCHF have a fairly high kurtosis, and slight 
skewness. The high level of kurtosis found with the GDPUSD is paired with 
the high positive skewness. 
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3.0 METHODOLOGY 
To start the 3 currency pairs‟ data sets will be collected from a reliable 
source; in this scenario Bloomberg will be used to extract the 3576 historical 
end of day values of each currency, they are then separated into in sample 
and out of sample; here the in sample set will have 2588 values, and the out 
of sample will contain 976 end of day values. As it isn‟t the actual Fx values 
that will be forecasted, but rather the return, once the data collected and 
adequately set up in excel, the daily returns will be calculated using the 
formula: 
 
   
       
    
 
The first step will be testing the Null Hypothesis, also known as H0; the 
objective here will be to determine whether or not the data is stationary. If 
non-stationary, the data sets will be completely uncorrelated, and follow a 
random walk type distribution, making all other models unreliable. Even if 
the data were to result in great returns, this would be inconsistent over time. 
Stationary data points however have statistical properties that do not change 
over time, (mean variance) or that follow a certain trend. Meaning that if the 
process is stationary, it has tendency to return towards a mean, leading to 
the assumption: “where you are now affects where you will be.” Where the 
assumption lies, that a rapid positive increase in return will yield an equally 
averaged negative return over time, in fact so that on a larger time scale the 
mean would stay constant. In this paper, H0 will be tested through the use of 
EViews software, where the unit root test is readily available and easily 
applicable to the data sets. This will be measured through the more 
appropriate Dickey Fuller GLS, where unit root will be tested for both 
intercept and trend. If the unit root is present, this confirms the null 
hypothesis.  
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The transformation of data from non-stationary to stationary requires a few 
simple steps. Primarily to determine the type of non-stationary data at hand, 
of which there are 4 main types. Notable: 
 Pure Random walk, which assumes that the next value will be equal 
the previous with the addition of stochastic component referred to as 
“noise”. This independent variable is identically distributed with mean 
  and variance   . The importance of transformation in the case of 
random walk is due to the fact that it is a non-mean revering process, 
meaning that can move in a positive or negative direction without 
returning to the mean. Also causing it to have an ever evolving 
variance which tends towards infinity over time.  It is represented by 
the following formula:            
 Random Walk with Drift, is the same model as pure random walk, 
though with the addition of a constant, also known as the “drift” ( ). 
The formula goes as follows:              
 Deterministic trend, is often confused with random walk with drift, as 
they share all similar components, with the only difference being that 
the value at time   is regressed to the previous period      in the case 
of random walk with drift, and that in the case of a Deterministic 
Trend, the future value is regressed to a time trend   . A deterministic 
trend has a mean which increases around a fixed trend, which is 
constant and independent of time. The formula is represented by  
           
 Random Walk with drift and deterministic trend, is a combination of 
the two previously mentioned types of non-stationary data, and is 
represented by the following formula:                 
A non-stationary data set following any of the types of random walk 
mentioned above can be transformed by differencing. Subtracting the value 
of     from    in the case of random walk or random walk with drift. In the 
case of a deterministic trend, a process referred to as detrending must be 
carried out, in which    is subtracted from    resulting in the following 
formula:            . detrending can be applied to a random walk with 
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drift and deterministic trend, though this will not affect the variance, which 
will continue to tend towards infinity. 
 
Once the data‟s stationarity determined, and the transformation applied, or 
neglected; the data is separated into the previously mentioned in and out of 
sample sets, and readied for the benchmark strategies. 
We start the analysis by calculating the benchmark forecasts for 3 basic 
strategies; notably the Random Walk, no-change and Buy and Hold. These 
will be used as comparison to the linear models and learning machines 
designed at the next stage. The simplicity of these models requires only little 
calculation, Once the results of these strategies computed through excel, 
they are then plugged into the following trading strategy: 
                 
                  
                  
at which stage the percentage returns will be determined as well as the Mean 
Average Percentage Error, the Root Mean Squared Error and the Sharpe Ratio. 
We here expect to see modest gains and potential losses; due to their 
primitive and simplistic method, are more likely to yield little returns, higher 
errors and low Sharpe values. 
The trading strategy is completely processed through excel; due to the 
precise yet simplistic nature of the software, a comprehensive set of results 
can be calculated using only the forecasted return, and the original exchange 
rates as inputs. Simply put, the trading system determines whether he 
forecasted return is positive, negative, or zero; turning the result into a 
trading signal of either “1”, “0” or “-1”. After which a position is taken, either 
a buy position, a sell position or a hold; the difference is then taken between 
the previous value and the new, resulting in the percentage gain of the 
transaction alone. These are then cumulated and annualized in order to 
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calculate the annualized return as well as the other statistical evaluation 
measures. 
Though both the MACD and the ARMA models have modifiable and 
“tweakable” parameters such as period length thus allowing  for limited 
optimization. It is therefore to be expected that there will be a small variety 
of returns presented, all labeled with small applied changes. The ARMA and 
MACD model will primarily be tested with 4 variations in time period, 
notably: (1.3.10); (1. 4. 7); (1.6.12); (1.7.9).  
The ARMA model follows the principle of two terms, notable the 
Autoregressive term(  ), defined by the following formula: 
     ∑         
 
   
 
and the moving average term (  ) defined by the following formula: 
        ∑      
 
   
 
combined they yield the ARMA formula: 
        ∑       ∑      
 
   
 
   
 
Where   and   are parameters,   is a constant and    is the error term at time 
  
This process is carried out on Eviews, where through equation estimation 
allows for the for the forecasted return to be calculated, once the parameters 
(period lengths) of the moving averages and auto-regressions is defined. The 
method employed by the Eviews software is the Least Squared method; being 
the standard approach to the estimation or approximation of a solution for 
sets of data. The basis of this model is to reduce the sum of the squared 
residuals of each data point to a minimum; the residual being the difference 
between the so called “best fit” and the actual data point. This can be simply 
illustrated with the graph below: 
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FIGURE 11. 
 
Where each point represents a data point, and the length of each arrow 
depicts the minimized residual. 
Once these forecasted returns calculated, they are once again inputted into 
the trading strategy computed on excel. Simply put this trading strategy 
uses the forecasted value of the following day to determine whether the 
underlying currency pair should be bought (going long), sold (going short) or 
held; the results are then computed over time and provide statistical data for 
total profit, annualized profit, number of transactions completed… etc. of 
which this paper chose to focus on annualized return, Root Mean Squared 
Error, Mean Average Percentage Error and Sharpe Ratio. 
this completes the linear model section of this paper. 
Once our linear model forecasted values calculated, the main aspect of this 
paper will come to hand; notably the use of Learning Machines. Forecasting 
Currency prices, or any other exchange traded assets, is particularly difficult 
due to its volatility, non-stationary and non-linear nature.  When the basic 
statistical measure commonly used in linear models fail to maintain a 
measurable trend or mean, the model must constantly be adapted. Learning 
Machines find their place here, as they form regardless of the type of input 
and adapt through a training process, depending on the expected output. 
The process for the MLP and the HONN are very similar in terms of data 
preparation; the idea of the neural networks is to use a series of past lags as 
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input values, in this paper 9 lags have been chosen, all on a 1 day difference, 
as illustrate below: 
TABLE 2. 
OUTPUT INPUTS 
        0.526761 
         -1.24854 0.526761 
        -0.36685 -1.24854 0.526761 
       0.729831 -0.36685 -1.24854 0.526761 
      -0.30026 0.729831 -0.36685 -1.24854 0.526761 
     -0.17022 -0.30026 0.729831 -0.36685 -1.24854 0.526761 
    -0.68861 -0.17022 -0.30026 0.729831 -0.36685 -1.24854 0.526761 
   -0.27075 -0.68861 -0.17022 -0.30026 0.729831 -0.36685 -1.24854 0.526761 
  -1.78122 -0.27075 -0.68861 -0.17022 -0.30026 0.729831 -0.36685 -1.24854 0.526761  
-4.73269 -1.78122 -0.27075 -0.68861 -0.17022 -0.30026 0.729831 -0.36685 -1.24854 0.526761 
 
This allows the neural network to learn from changed in its historical data 
movements, with each lag referring to an ideal output from different lengths 
in the past. 
In this format, the values are separated into in sample and out of sample 
periods as illustrated in table. The training of the Network is of high 
importance, the in-sample period is used as training, given that the inputs 
here are the lagged past values of the currency, with target output being the 
actual value to be forecasted, the forecast is solely based on a “pattern 
recognition” basis, as no exterior stimulation such as, for example, news 
announcements or interest rate changes are taken into account here. 
The same procedure is then carried out with the out of sample data set. 
Though this is to simulate the applied efficacy of the learning machine, and 
the difference between the forecasted values and actual values will be listed 
as errors, rather than solely as model adjustment parameters. Once both the 
model optimization completed and the out of sample selection tested, the 
values are gathered  
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These steps are equivalent for both the MLP and the HONN. Both models are 
run though Matlab software, providing flawless modeling and easily 
understandable output data. 
At this stage, Matlab provides two types of output graphs to be utilized as 
comparison; notably the previously mentioned overall percentage gain, as 
well as the squared error. In the case of the squared error, it is a value to be 
minimized, and the percentage gain to be maximized. To find the rest of our 
statistical evaluators, the forecasted values are exported from excel, and 
pasted into the same excel based trading strategy previously used for the 
linear models. 
Once a set of values found for all three currency pairs and both ANN models, 
the following two learning machine models are to be carried out. 
The Genetic Algorithm - Support Vector Regression once again requires 
Matlab to carry out the model. The data is arranged with the same number of 
lags as all previous models and the same time frame. Matlab provides 
additional results table: computation time and the prediction for the in-
sample and the out-of-sample and the parameters, which will be again copy-
pasted into excel in order to evaluate the efficacy and risk adjusted 
performance of the model. The power of this model, lies in its ability to 
capture nonlinearities and asymmetries in the past lagged values, and select 
the optimal feature subset in order to produce solid rolling SVR forecasts for 
the underlying currency pair. Genetic Algorithms are capable of searching for 
potential predicators in a much larger pool than used in this paper; past 
literature has suggested a variety of economic inputs, such as interest rates, 
unemployment rates and a variety of other available indicators that may have 
an effect of the exchange rates at hand. Though with only 9 lagged values as 
inputs, one can only assume a higher efficiency in the parameter selection, 
and thus a larger potential output. 
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3.1 STATISTICAL EVALUATION 
The previously mentioned statistical evaluation ratios and values are 
explained as follows: 
The primary choice of evaluation is the use of the annualized percentage 
gain; giving an overall idea of how well the respective model has performed 
in terms of profits or losses.  
Illustrated by the following formula: 
                  
∑ (
       
    
    )    
 
     
Where   is the number of days on which a trade was placed and    is price at 
time  . The annualized return formula provides an indication of how well a 
model has performed as a time-weighted annual percentage. In this model 
return in solely calculated by the profits and losses made by each position 
taken by the model.  
Secondly the  Root Mean Squared Error (RMSE), illustrated with the following 
formula: 
     √
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Where   is the number of data sets,  ̂  is the forecasted value at time   and    
is the actual value at time  . 
The root mean squared error, also known as the root mean squared 
deviation (RMSD) is a measure of differences between values produced by an 
estimation function and the actual values observed. In more simple terms, 
the RMSE is the calculation between real values and their estimated 
counterparts. When used on in-sample data, the difference between these 
values is referred to as a “residual”, whereas during an out of sample process 
they are called “prediction errors.” The formula serves to aggregate the 
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magnitude in prediction errors or residuals of various time series into a 
single measure of accuracy. It is a frequently used and appreciated measure, 
but can only be used to compare forecasting errors for one particular 
variable, as it is scale dependent, hence can accept different models, but not 
different data types. Under ideal unbiased conditions, the RMSE would be 
equal to the standard deviation, and a perfect fit would leave an RMSE of 0. 
As well as the Mean Absolute Percentage Error 
     
    
 
∑|
 ̂    
  
|
 
   
 
The Mean average percentage error is a measure of accuracy, frequently 
used in trend estimation. It expresses the accuracy in the form of a 
percentage, the absolute value of the difference between the forecasted 
value and he real value is taken, then divided by the actual price; when the 
sum of all points is taken, then divided by   and multiplied by 100 yields the 
percentage error. A major drawback of this method, is although it yields a 
percentage result, there isn‟t a relative value; meaning that a perfect fit, 
would result in a 0% value, though there is no upper limit to the badness of 
fit; resulting in values over 100%. 
 
With the long run objective of this paper to create a model applicable to 
trading and investment, performance can be evaluated through a series of 
ratios and rates. 
The Sharpe Ratio, also known as the return to variability ratio, measures the 
risk adjusted return of an investment. It is one of the most popular and used 
evaluation ratios among investors and is given by the following formula: 
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Where    is the annualized return and    is the standard deviation. To be 
noted that the previously calculated returns will be used to calculate this 
ratio, a not the forecasts. 
The Sharpe ratio being an adequate and widely used ratio gives a good 
indication of the solidity of the trading model. Though with the intention 
being a practically applied model; simulating trading conditions, such as 
transaction cost may give a more firm approximation to how the model 
would perform under real conditions. The greater a Sharpe Ratio, the better 
it‟s risk adjusted performance. In the case of a negative Sharpe ratio, a risk 
free asset would have a greater performance. 
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4.0 ANALYSIS 
4.1 TESTING THE NULL HYPOTHESIS 
As extensively explained in the methodology section of this paper, the null 
hypothesis tests the stationarity of the data set. With linear models requiring 
a fixed set of statistical measures, such as the mean and the standard 
deviation, data sets may have to be transformed through stationorisation if 
the Null hypothesis happens to be rejected. Eviews handily provides a unit 
root testing tool, testing for stationarity using a variety of methods; the 
results for the full (both in and out of sample) data sets are shown below for 
the EURUSD currency pair, the results for the EURCHF and GBPUSD can be 
found in the appendix: 
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TABLE 3. 
EURUSD 
Null Hypothesis: RT has a unit root  
Exogenous: Constant, Linear Trend  
Lag Length: 7 (Automatic - based on SIC, maxlag=29) 
     
     
    t-Statistic 
     
     
Elliott-Rothenberg-Stock DF-GLS test statistic -15.78691 
Test critical values: 1% level   -3.480000 
 5% level   -2.890000 
 10% level   -2.570000 
     
     
*Elliott-Rothenberg-Stock (1996, Table 1)  
     
     
DF-GLS Test Equation on GLS Detrended Residuals 
Dependent Variable: D(GLSRESID)  
Method: Least Squares   
Date: 04/09/14   Time: 20:47   
Sample (adjusted): 10 3574   
Included observations: 3565 after adjustments  
     
     
Variable Coefficient Std. Error t-Statistic Prob.   
     
     
GLSRESID(-1) -0.605111 0.038330 -15.78691 0.0000 
D(GLSRESID(-1)) -0.362540 0.037312 -9.716442 0.0000 
D(GLSRESID(-2)) -0.325914 0.035842 -9.093165 0.0000 
D(GLSRESID(-3)) -0.290891 0.033908 -8.578842 0.0000 
D(GLSRESID(-4)) -0.230868 0.031290 -7.378405 0.0000 
D(GLSRESID(-5)) -0.166388 0.027757 -5.994357 0.0000 
D(GLSRESID(-6)) -0.116803 0.023166 -5.042015 0.0000 
D(GLSRESID(-7)) -0.056754 0.016692 -3.400047 0.0007 
     
     
R-squared 0.485002     Mean dependent var -6.88E-06 
Adjusted R-squared 0.483989     S.D. dependent var 0.009123 
S.E. of regression 0.006554     Akaike info criterion -7.215336 
Sum squared resid 0.152776     Schwarz criterion -7.201471 
Log likelihood 12869.34     Hannan-Quinn criter. -7.210392 
Durbin-Watson stat 2.000744    
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As seen in the 3 Eviews output charts, (one for each of the currency pairs to 
be forecasted) all have unit root and confirm the null hypothesis. It is 
therefore safe to assume the linear methods used to forecast will be reliable 
and consistent without needing to transformation of the data. 
4.2 BASE MODELS 
The motivation behind the calculation of these models remains the 
evaluation of popular linear models in comparison with Artificial Neural 
Network models and Learning Machines. The strategy with which the values 
for the following models were calculated are based on a simulated end of 
day trading method, where the forecasted value for the following day will 
serve as base of action for the trading position to be taken on the current 
day. The models being tested here are inspired by past literature as are the 
methods of evaluation used there, (seen in the literature review section of 
this paper). The models to follow are the random walk, Buy and Hold, and no 
change models. 
 
4.3 RANDOM WALK 
The random walk model drew attention and gained notoriety in 1973, when 
the author Burton Malkiel published “A Random Walk down Wall Street.” The 
theory itself is reflected in its name, suggesting that all exchange traded 
assets, currencies or other, all follow a completely random and unpredictable 
path, making it impossible to outperform the markets without taking on an 
additional risk. The formula listed below, simply suggest that the evolution 
from the preceding price is based entirely on the old price, to which a drift 
constant and an error term is added. The formula is given below: 
             
The main reason for the model‟s notoriety is due to the simple fact that it 
has the tendency of outperforming most classical models. It has been used 
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as a benchmark value for multiple linear models, Artificial Neural networks 
and Learning machines. Though as the model suggest, it has little practical 
value and technically entices investors to take completely random decisions 
when making investments. 
The following chart shows the results obtained when using this model: 
TABLE 4. 
 
EURUSD EURCHF USDGBP 
    Annualized Rt 28.51% 27.25% 26.90% 
RMSE 0.0515 0.0634 0.0515 
MAPE 133.78% 135.29% 134.36% 
Sharpe 0.75 0.72 0.71 
 
As past literature had foreseen, the Random walk has substantial returns, 
and acceptable levels of RMSE and RMSPE. Making it a firm contender to the 
coming forecasting models, both linear and Artificial. 
The practicality of the model lacks, as well as the Random walk may perform 
in statistical terms, the practical application of a fully random selection of 
investments and weights may not be a very convincing approach to “real life” 
investments. 
4.4 BUY AND HOLD 
Supporters of the Buy and Hold strategy follow the assumption that stocks 
will go up in the long term, and that investors will find themselves making 
profit if they manage to hold out the volatility of the investment. This 
directly contradicts the day trader or the momentum trader, where small 
movements in the stock market are to be exploited in order to profit in rapid 
buying and selling in the short term. 
below is a table illustrating the results found using the buy and hold strategy 
for each one of the currency pairs, once again being analyzed using the 
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annualized return, the root mean squared error, the mean average 
percentage error and the Sharpe ratio. 
TABLE 5. 
 
EURUSD EURCHF GBPUSD 
    Annualized Rt 1.92% -3.00% 3.72% 
RMSE 0.1 0.1003 0.1002 
MAPE 8900.02% 45580.80% 8990.35% 
Sharpe 0.2 -0.23 0.26 
 
As was to be expected, the results are minimal, yet the attention is drawn to 
the substantially large percentage error; this too was to be expected, as the 
buy and hold strategy assumes that the best forecast is the previous price, 
any deviation of the price, be it positive or negative will result in an 
increased error term. Though due to the assumption of the price going up in 
the long run, it is safe to neglect the error terms when adopting this 
strategy. This strategy may be used as a safer bet, in order to secure a 
certain percentage of a total portfolio in a long term-investment and reduce 
exposure to overall market fluctuations. 
 
4.5 NO CHANGE 
No change theory is based on the Random Walk Model, in the sense that  
        
Which is a simple simplification of the random walk model: 
             
As illustrated above, the key difference between the no-change and the 
random walk model, is the suppression of the drift constant and the error 
term, quite literally following what the model‟s name suggests: no change. 
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Implementing the idea that the previous price is the best indicator of the 
current price. This approach was used to benchmark GDP growth and 
inflation models by Marellino (2006). In applicable terms, this model 
suggests a buy and hold strategy, yet resulting in no expected return. For 
instance if the return were to be positive, the deviation from the original 
point will be classified as an error. 
Illustrated in the table below: 
TABLE 6. 
 
EURUSD EURCHF USDGBP 
    Annualized Rt 0.00% 0.00% 0.00% 
RMSE 0.0062 0.0077 0.009 
MAPE 99.49% 99.69% 99.08% 
Sharpe N/A N/A N/A 
 
With the assumption of no price change, no trade would be placed when 
starting the investment, hence the return here is 0%, and the percentage 
error approaches 100%. 
The Sharpe ratio isn‟t applicable to this model, as there is no return, hence 
producing an equation with a division by zero. 
       
                 
                     
 
       
     
     
 
An arguable critique to this model, is the simple fact that no return is 
achieved or expected, meaning that a risk free investment with a fixed return 
would perform better on all fronts.  
5.0 LINEAR MODELS 
The following models are the linear models, notably the ARMA and MACD. 
These models are frequently used in the taking of practical trading decisions 
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on a daily basis. Their input is limited to the lengths of period to be 
analyzed, they are based on moving averages and auto regressive values 
taken from the specified periods. These periods are selected on a trial and 
error basis, hence their limited effective utility, and low expected precision. 
5.1 AUTO-REGRESSIVE MOVING AVERAGE 
ARMA remains one of the most configurable and optimizable linear models 
in this paper; with which some impressive results have been calculated. As 
previously mentioned, the periods for the auto regressive data and the 
moving averages were: (1.3.10); (1. 4. 7); (1.6.12); (1.7.9). 
The periods having yielded the highest result both in sample and out 
differed from one currency pair to the next. It‟s safe to say again that linear 
models will not adapt to the underlying data set, only simple patterns. 
Below are the results of the most performing ARMA models: (only out of 
sample) 
 
TABLE 7. 
Periods 1.3.10 1.7.9 1.6.12 
Annualized Rt 6.01% 17.19% 9.43% 
RMSE 0.0705 0.0634 0.0771 
MAPE 1598.72% 8287.13% 1891.54% 
Sharpe 0.62 1.79 1.23 
 
    
     
     
     
     
The results were satisfying, even more than expected in the case of 
EUR/CHF, yielding a 17.19% return using the 1.7.9 periods. With a Sharpe 
ratio of 1.79, the model yields excellent risk adjusted returns, though with 
an error of 8287.13%, the consistency of the model over time may be 
questioned. 
MKM227  due: 13.05.2012 
55 | P a g e  
U1221980 
 
5.2 MOVING AVERAGE CONVERGENCE DIVERGENCE 
MACD involves placing a trade based on the overlap of moving averages of 
different periods, theoretically giving the indication of a change in trend, as 
illustrated below: 
FIGURE 12. 
 
The same periods are to be used as for the previously calculated ARMA 
model, notably: (1.3.10); (1. 4. 7); (1.6.12); (1.7.9). 
Once again, the most performing periods may vary from one currency pair to 
the next. With different mean values, distribution and volatility, this is to be 
expected. 
The most performing results of the out-of-sample period are given below: 
TABLE 8. 
 
EURUSD EURCHF USDGBP 
Periods 1.7.9 1.6.12 1.7.9 
Annualized Rt 1.92% 4.28% 3.01% 
RMSE 0.0098 0.0139 0.0115 
MAPE 690.38% 5736.72% 1050.53% 
Sharpe 0.2 0.44 0.38 
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The results yielded by the MACD model were disappointing in all measures, 
with a very low annualized return, a risk free investment would have yielded 
higher results, as shown by the Sharpe ratio, when calculating risk adjusted 
performance, with all three currency pairs scoring under 0.5 in ratio. Once 
again an outstandingly large Mean Average Percentage Error and Root mean 
squared error.  
As previously stated, and confirmed by past literature, the sensitivity and 
inconsistency of linear model such as the MACD make them impractical for 
“real life” use, though they are surprisingly popular in day trading and a very 
commonly used tool to the everyday trader. 
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6.0 ARTIFICIAL NEURAL NETWORKS 
6.1 MULTI-LAYER PERCEPTION 
The multi-layer perceptron, as previously introduced in the literature review 
is based on a system of nodes, with the input nodes containing the 9 lagged 
values, which are then transmitted to the hidden layer, as the weighted sum 
of its inputs, the hidden layer then passes on the information to the output 
layer through a non-linear activation function. A simple illustration is given 
in graph in the literature review 
After computing the data through Matlab, the following results were found 
for all currency pairs: 
TABLE 9. 
    Annualized Rt 31.79% 26.01% 23.81% 
RMSE 0.024 0.0162 0.0169 
MAPE 107.06% 106.97% 107.13% 
Sharpe 0.83 0.68 0.62 
 
The simple setup of an MLP model makes it the go-to model when referring 
to Artificial Neural Networks. The method of transmitting the weighted input 
variable to a hidden layer, passing through a non-linear activation function, 
then processing the data as in or out of threshold, before reaching the final 
output, adjusting its weights during the training process, it  produces a very 
simple and understandable graph, as illustrated in the literature review. The 
results produced by this model are solid building blocks for any trading 
strategy, with annualized returns between 23% and 31%, the risk factor 
represented by the Sharpe ratio being acceptable, and the Mean Average 
Percentage error  at an average level for this type of model, the MLP 
produces results that outweigh the previous linear models, and are on a 
similar level with the random walk. In terms of practical application, this 
model may very well be used as part of an overall strategy. 
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6.2 HIGHER ORDER NEURAL NETWORKS 
The higher order neural network implements a very similar system to the 
MLP, with the difference of inputs; explained in more detail in the 
methodology and the literature review. 
Matlab illustrates the process as follows: 
 
the input on the left depicting the lagged values, which is then passed on to 
the hidden layer, at which point a bias node   is added,  their sum is passed 
onto a sigmoid function, and processed to form an adequate output. 
 
Yielding the forecasted results in the same format as the previously 
demonstrated MLP: 
TABLE 10. 
Annualized Rt 32.38% 24.37% 22.16% 
RMSE 0.024 0.024 0.024 
MAPE 107.10% 107.03% 107.21% 
Sharpe 0.85 0.64 0.58 
 
 
As is to be expected with such a large data set, using the HONN yields less 
satisfying results than the MLP. The extensive literature to this topic did 
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suggest that the higher number of inputs result in lower forecasts. As the 
total sample size in this paper contains 3564 end of day closing prices, 
which were distributed over 9 lags, the recommended maximum of 4 inputs 
was here surpassed. It was hypothesized that the results wouldn‟t yield as 
high a total percentage gain, or as low a squared error, though the program 
did nonetheless yield results that surpassed the ARMA and MACD models, 
with a slightly higher accuracy than the Random Walk, this model remains a 
strong forecasting tool to be used with Foreign Exchange rate prediction.   
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6.3 GENE EXPRESSION AND GENETIC ALGORITHMS 
GAs are problem solving methods that mimic the process of natural 
evolution. 
They differ from ANNs in the sense that they use the concept of natural 
selection in order to fit the best solution to a problem. 
they tend to be used in order to maximize or minimize a certain feedback 
measure. They can be used within or exterior to the construction of an ANN. 
The main goal of the Genetic algorithm is to form an ideal program, based 
on failures; just like natural selection, unwanted results that deviate too far 
from the desired or expected result will “die” and be discontinued in the 
evolution of the program. The overall past literature has a satisfying 
approach to genetic algorithms, with tested models either breaking even 
with benchmark models, or outperforming them under the correct 
circumstances.  
TABLE 11. 
Annualized Rt 34.75% 37.23% 36.31% 
RMSE 0.024 0.024 0.024 
MAPE 103.56% 103.48% 103.60% 
Sharpe 0.91 0.98 0.95 
 
The results have shown the highest return so far,  with a Sharpe ratio 
approaching 1.0 it has the traits of a good risk adjusted investment. 
6.4 ROLLING GENETIC ALGORITHM - SUPPORT VECTOR 
REGRESSION 
Support Vector Regression has shown to be the most promising of all 
singular models rested in past literature, also the model to have the most 
recent trials and papers. As suggested in the literature review, the 
application of Learning Machines in the fields of forecasting has only 
recently attracted as much attention; mainly due to the largely available 
computational power. With the restrictions lifted and the birth of 
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supercomputers, offering the opportunity for Artificial intelligence models to 
thrive among vast fields, not limited to Foreign exchange, but including 
biology, chemistry, cancer research and all other sciences, where an input 
relates to an output in any way. 
With the two most performing models listed in past literature combined into 
a rolling hybrid model, only success is to be expected; with past papers 
reviewed in the literature review suggesting the combination of Support 
Vector Regression with other models in order to better its feature subset 
selection. Gene Expression being one of the most popular and efficient 
models in the field of program selection seems like a natural choice in 
bettering an already efficient model. In more simplistic terms, the feature 
selection is here “outsourced” to the Gene expression model.  
The results are once again listed in the same format as the previous models 
below: 
TABLE 12 
Annualized Rt 30.12% 36.73% 33.70% 
RMSE 0.0189 0.0189 0.0189 
MAPE 135.09% 134.55% 134.79% 
Sharpe 0.79 0.96 0.89 
 
The results are impressive, with returns over 30% for all three currency pairs, 
and an error term in line with expectations. The GA-SVR has proven its 
efficiency in the field of forecasting. 
 
  
MKM227  due: 13.05.2012 
62 | P a g e  
U1221980 
6.5 STATISTICAL EVALUATION OF ALL MODELS 
TABLE 13 
  
EURUSD EURCHF USDGBP 
Random Walk  
     Annualized Rt 28.51% 27.25% 26.90% 
  RMSE 0.0515 0.0634 0.0515 
  MAPE 133.78% 135.29% 134.36% 
  Sharpe 0.75 0.72 0.71 
no change   
     Annualized Rt 0.00% 0.00% 0.00% 
  RMSE 0.0062 0.0077 0.009 
  MAPE 99.49% 99.69% 99.08% 
  Sharpe N/A N/A N/A 
Buy and Hold   
     Annualized Rt 1.92% -3.00% 3.72% 
  RMSE 0.1 0.1003 0.1002 
  MAPE 8900.02% 45580.80% 8990.35% 
  Sharpe 0.2 -0.23 0.26 
MACD Periods 1.7.9 1.6.12 1.7.9 
  Annualized Rt 1.92% 4.28% 3.01% 
  RMSE 0.0098 0.0139 0.0115 
  MAPE 690.38% 5736.72% 1050.53% 
  Sharpe 0.2 0.44 0.38 
ARMA Periods 1.3.10 1.7.9 1.6.12 
  Annualized Rt 6.01% 17.19% 9.43% 
  RMSE 0.0705 0.0634 0.0771 
  MAPE 1598.72% 8287.13% 1891.54% 
  Sharpe 0.62 1.79 1.23 
MLP   
     Annualized Rt 31.79% 26.01% 23.81% 
  RMSE 0.024 0.0162 0.0169 
  MAPE 107.06% 106.97% 107.13% 
  Sharpe 0.83 0.68 0.62 
HONN   
     Annualized Rt 32.38% 24.37% 22.16% 
  RMSE 0.024 0.024 0.024 
  MAPE 107.10% 107.03% 107.21% 
  Sharpe 0.85 0.64 0.58 
Gene Expression   
     Annualized Rt 34.75% 37.23% 36.31% 
  RMSE 0.024 0.024 0.024 
  MAPE 103.56% 103.48% 103.60% 
  Sharpe 0.91 0.98 0.95 
GA-SVR   
     Annualized Rt 30.12% 36.73% 33.70% 
  RMSE 0.0189 0.0189 0.0189 
  MAPE 135.09% 134.55% 134.79% 
  Sharpe 0.79 0.96 0.89 
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When observing the totality of the results as listed above, their forecasting 
performance can more easily be ranked in terms of different statistical 
measures. 
Due to the general similarity of percentages across currencies, these 
measures were averaged across all three rates, in order to produce an overall 
performance measure of the given model. 
With regard to annualized percentage gain, the top three performing models 
are: 
1. Genetic Programming 
2. GA-SVR 
3. Random Walk 
Which favors the goal of this paper in showing the higher performance of 
Genetic feature selection in contrast to more simple neural networks. 
 
With regard to Root mean square Error and Mean Average Percentage Error: 
1. No change 
2. Gene Expression 
3. Higher Order Neural Network 
 
With regard to the Sharpe ratio: 
1. ARMA 
2. Gene Expression 
3. GA-SVR 
Overall the results didn‟t defy the expectations, with the neural networks and 
the random walk proving to be the highest profitable and accurate models, 
the only surprise here was the Sharpe ratio of the ARMA model, though the 
lower profitability and record high Mean Average Percentage Error deter the 
use of this model in practical situations.  
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7.0 CONCLUSION 
The goal of this paper, was to determine whether learning machines and 
artificial neural networks were in fact more efficient and precise at 
forecasting future foreign exchange rate movements. The time span of this 
paper yielded “one day ahead” forecasts, based on patterns found in 9 
lagged values all on a one day interval. The span seemed as an adequate 
time frame, as it is applicable in real trading scenarios, and didn‟t require 
any other inputs than past historical closing prices. In practice, it isn‟t 
uncommon to see traders use linear models when carrying out technical 
analysis, though according to this paper, their choice of tool may be 
misplaced. 
The linear models did perform relatively well to more common base 
strategies such as the no-change and the buy and hold strategy. Though the 
Random Walk did outperform the linear models by a substantial margin; just 
as suggested in past literature. 
The Multi-Layer Perceptron outperformed expectancies, and did justice to the 
various researchers having mentioned it in past papers; with annualized 
returns averaging at 25% for all three currencies, surpassing the more simple 
HONN both in terms of annualized percentage gain as well as Error measure, 
more than likely due to the unspecified relationship between inputs in 
Higher Order Neural Networks. 
Finally the Genetic algorithm and the Hybrid GA-SVR outperformed all other 
models, yielding results as high as 37% annualized return, and no lower than 
30%. With a fairly acceptable Sharpe ratio, considering the high return, this 
paper has successfully proven the superiority of all learning machine models 
to base models, and more importantly the efficiency and high potential of 
Genetic algorithms in the field of Forecasting as well as the optimized 
features of the GA-SVR. 
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8.0 RECOMMENDATIONS 
Over the course of this paper, a variety of models have been tested, ranging 
from classic buy and hold models to the notorious Random Walk, which 
against odds seems to beat most models based entirely on random factors 
and inputs. The more classic ARMA and MACD models were equally tested, 
given their popularity with the day-trader, and their presence in many trading 
tutorials scattered around the web, their results have been mostly 
disappointing over a simulated trading period.  
Artificial neural networks were tested and optimized over time, in order to 
attempt the outsourcing of market adaptation to strict formula, producing 
models that adapt over time, finding patters solely based on historical price 
movements over a theoretically infinite amount of time. Time here being one 
of the main factors with which ANNs and Learning machines differ from 
classic linear models; as the linear counterparts usually only base themselves 
on a sample of an overall population period to make their predictions, 
specified in the case of ARMA and MACD by the periods. The ANNs take into 
account the whole studied population and adapt according to all of these 
inputs. Of the two basic ANN models, the MLP outperformed the HONN by a 
slight amount; as the literature suggested, the number of inputs to outputs 
ratio may have been too high, and a lower number of lags may have yielded 
a better result using the HONN. The MLP seems to have achieved such great 
results through its simplicity, though limitations may lie when applying the 
model to a smaller time frame. 
The GA proved successful in outperforming most of the benchmark models, 
though not by an astounding margin, resembling the results of the SVR, the 
Hybrid model is expected to yield better results. The main difference 
between these two models seems to be the risk adjusted performance; 
notably the Sharpe ratio, which is slightly higher in the Gene Expression 
model than the SVR, though not by a substantial amount. The Mean Average 
Percentage Gain is substantially higher in the SVR model, by an average of 
30% across he different currency pairs. 
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As hypothesized in earlier stages, the GA-SVR model yielded the most 
promising results, with consistent profits to be expected at a future time, 
even with the length of the study were to be changed. The computation time 
on this model may cause problems if applied to too short time frames, 
though in applicable terms, the model appears to be profitable when trading 
on an end of day basis. 
considering all this information, it is naturally recommended to use the 
finally suggested hybrid GA-SVR model as a primary forecasting tool; the 
availability of trading Foreign exchange on an end of day basis is available 
among a vast series of brokers, all providing a variety of spreads, leveraging 
options and transaction costs. In order to fully determine the viability of 
these models in a real life scenario, a simulation including leverage and 
transaction costs taken from a series of brokers would be necessary. 
It is nonetheless necessary to emphasize, that similarly to any investment, a 
combination of strategies and investments would be recommended in order 
to secure a long term gain. With the models tested in this paper, a 
combination of the Rolling Genetic – Support Vector Regression, the Gene 
Expression model, the Multi-Layer Perceptron and the Buy and hold strategy 
would seem to provide an excellent basis for a trading strategy. Though 
once again further research would be required, including simulated trading 
using a portfolio of strategies, including transaction cost as well as leverage 
in order to determine with accuracy how profitable these models would be in 
a “real life” scenario. 
On a side-note, past literature has brought up the topic of Efficient Market 
Hypothesis, credited to Eugene Fama in the early 1960s; and the idea of 
disproving the hypothesis if any of the models succeed in outperforming the 
benchmark models; notably the random walk model. As the theory states 
that all information available in the markets is perfectly reflected in the 
underlying asset, stock, or currency, it is impossible to make a profitable 
investment based on the undervalued or overvalued price of an asset. The 
linear, Artificial Neural Network and learning machine models employed in 
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this paper all solely have historical prices as input values; whereas these 
models have succeeded in outperforming the benchmark values based solely 
on technical analysis. It is therefore safe to assume, that under the 
conditions offered to the models in this paper, the Efficient Market 
Hypothesis does not hold. This assumption though cannot be made on the 
market as a whole, and is limited to this papers choice of currencies, time 
frame and input types, though it does not a flaw in the hypothesis, leading 
the author to assume the market is most definitely not strong form of EMH, 
but further research would be needed to prove that the market be semi-
strong or weak. 
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APPENDIX 
STATISTICAL EVALUATION OF ALL MODELS 
  
EURUSD EURCHF USDGBP 
Random Walk  
     Annualized Rt 28.51% 27.25% 26.90% 
  RMSE 0.0515 0.0634 0.0515 
  MAPE 133.78% 135.29% 134.36% 
  Sharpe 0.75 0.72 0.71 
no change   
     Annualized Rt 0.00% 0.00% 0.00% 
  RMSE 0.0062 0.0077 0.009 
  MAPE 99.49% 99.69% 99.08% 
  Sharpe N/A N/A N/A 
Buy and Hold   
     Annualized Rt 1.92% -3.00% 3.72% 
  RMSE 0.1 0.1003 0.1002 
  MAPE 8900.02% 45580.80% 8990.35% 
  Sharpe 0.2 -0.23 0.26 
MACD Periods 1.7.9 1.6.12 1.7.9 
  Annualized Rt 1.92% 4.28% 3.01% 
  RMSE 0.0098 0.0139 0.0115 
  MAPE 690.38% 5736.72% 1050.53% 
  Sharpe 0.2 0.44 0.38 
ARMA Periods 1.3.10 1.7.9 1.6.12 
  Annualized Rt 6.01% 17.19% 9.43% 
  RMSE 0.0705 0.0634 0.0771 
  MAPE 1598.72% 8287.13% 1891.54% 
  Sharpe 0.62 1.79 1.23 
MLP   
     Annualized Rt 31.79% 26.01% 23.81% 
  RMSE 0.024 0.0162 0.0169 
  MAPE 107.06% 106.97% 107.13% 
  Sharpe 0.83 0.68 0.62 
HONN   
     Annualized Rt 32.38% 24.37% 22.16% 
  RMSE 0.024 0.024 0.024 
  MAPE 107.10% 107.03% 107.21% 
  Sharpe 0.85 0.64 0.58 
Gene Expression   
     Annualized Rt 34.75% 37.23% 36.31% 
  RMSE 0.024 0.024 0.024 
  MAPE 103.56% 103.48% 103.60% 
  Sharpe 0.91 0.98 0.95 
GA-SVR   
     Annualized Rt 30.12% 36.73% 33.70% 
  RMSE 0.0189 0.0189 0.0189 
  MAPE 135.09% 134.55% 134.79% 
  Sharpe 0.79 0.96 0.89 
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NULL HYPOTHESIS TESTING RESULTS 
 
EURUSD 
 
Null Hypothesis: RT has a unit root  
Exogenous: Constant, Linear Trend  
Lag Length: 7 (Automatic - based on SIC, maxlag=29) 
     
         t-Statistic 
     
     Elliott-Rothenberg-Stock DF-GLS test statistic -15.78691 
Test critical values: 1% level   -3.480000 
 5% level   -2.890000 
 10% level   -2.570000 
     
     *Elliott-Rothenberg-Stock (1996, Table 1)  
     
     
DF-GLS Test Equation on GLS Detrended Residuals 
Dependent Variable: D(GLSRESID)  
Method: Least Squares   
Date: 04/09/14   Time: 20:47   
Sample (adjusted): 10 3574   
Included observations: 3565 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     GLSRESID(-1) -0.605111 0.038330 -15.78691 0.0000 
D(GLSRESID(-1)) -0.362540 0.037312 -9.716442 0.0000 
D(GLSRESID(-2)) -0.325914 0.035842 -9.093165 0.0000 
D(GLSRESID(-3)) -0.290891 0.033908 -8.578842 0.0000 
D(GLSRESID(-4)) -0.230868 0.031290 -7.378405 0.0000 
D(GLSRESID(-5)) -0.166388 0.027757 -5.994357 0.0000 
D(GLSRESID(-6)) -0.116803 0.023166 -5.042015 0.0000 
D(GLSRESID(-7)) -0.056754 0.016692 -3.400047 0.0007 
     
     R-squared 0.485002     Mean dependent var -6.88E-06 
Adjusted R-squared 0.483989     S.D. dependent var 0.009123 
S.E. of regression 0.006554     Akaike info criterion -7.215336 
Sum squared resid 0.152776     Schwarz criterion -7.201471 
Log likelihood 12869.34     Hannan-Quinn criter. -7.210392 
Durbin-Watson stat 2.000744    
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EURCHF 
 
Null Hypothesis: RT has a unit root  
Exogenous: Constant, Linear Trend  
Lag Length: 7 (Automatic - based on SIC, maxlag=29) 
     
         t-Statistic 
     
     Elliott-Rothenberg-Stock DF-GLS test statistic -15.78691 
Test critical values: 1% level   -3.480000 
 5% level   -2.890000 
 10% level   -2.570000 
     
     *Elliott-Rothenberg-Stock (1996, Table 1)  
     
     
DF-GLS Test Equation on GLS Detrended Residuals 
Dependent Variable: D(GLSRESID)  
Method: Least Squares   
Date: 04/09/14   Time: 20:50   
Sample (adjusted): 10 3574   
Included observations: 3565 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     GLSRESID(-1) -0.605111 0.038330 -15.78691 0.0000 
D(GLSRESID(-1)) -0.362540 0.037312 -9.716442 0.0000 
D(GLSRESID(-2)) -0.325914 0.035842 -9.093165 0.0000 
D(GLSRESID(-3)) -0.290891 0.033908 -8.578842 0.0000 
D(GLSRESID(-4)) -0.230868 0.031290 -7.378405 0.0000 
D(GLSRESID(-5)) -0.166388 0.027757 -5.994357 0.0000 
D(GLSRESID(-6)) -0.116803 0.023166 -5.042015 0.0000 
D(GLSRESID(-7)) -0.056754 0.016692 -3.400047 0.0007 
     
     R-squared 0.485002     Mean dependent var -6.88E-06 
Adjusted R-squared 0.483989     S.D. dependent var 0.009123 
S.E. of regression 0.006554     Akaike info criterion -7.215336 
Sum squared resid 0.152776     Schwarz criterion -7.201471 
Log likelihood 12869.34     Hannan-Quinn criter. -7.210392 
Durbin-Watson stat 2.000744    
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GBPUSD 
 
Null Hypothesis: RT has a unit root  
Exogenous: Constant, Linear Trend  
Lag Length: 7 (Automatic - based on SIC, maxlag=29) 
     
         t-Statistic 
     
     Elliott-Rothenberg-Stock DF-GLS test statistic -15.78691 
Test critical values: 1% level   -3.480000 
 5% level   -2.890000 
 10% level   -2.570000 
     
     *Elliott-Rothenberg-Stock (1996, Table 1)  
     
     
DF-GLS Test Equation on GLS Detrended Residuals 
Dependent Variable: D(GLSRESID)  
Method: Least Squares   
Date: 04/09/14   Time: 20:51   
Sample (adjusted): 10 3574   
Included observations: 3565 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     GLSRESID(-1) -0.605111 0.038330 -15.78691 0.0000 
D(GLSRESID(-1)) -0.362540 0.037312 -9.716442 0.0000 
D(GLSRESID(-2)) -0.325914 0.035842 -9.093165 0.0000 
D(GLSRESID(-3)) -0.290891 0.033908 -8.578842 0.0000 
D(GLSRESID(-4)) -0.230868 0.031290 -7.378405 0.0000 
D(GLSRESID(-5)) -0.166388 0.027757 -5.994357 0.0000 
D(GLSRESID(-6)) -0.116803 0.023166 -5.042015 0.0000 
D(GLSRESID(-7)) -0.056754 0.016692 -3.400047 0.0007 
     
     R-squared 0.485002     Mean dependent var -6.88E-06 
Adjusted R-squared 0.483989     S.D. dependent var 0.009123 
S.E. of regression 0.006554     Akaike info criterion -7.215336 
Sum squared resid 0.152776     Schwarz criterion -7.201471 
Log likelihood 12869.34     Hannan-Quinn criter. -7.210392 
Durbin-Watson stat 2.000744    
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MATLAB GRAPH OUTPUT FOR MLP FOR ALL THREE CURRENCY PAIRS 
EURUSD 
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EURCHF 
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