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H-REPRESENTATION OF THE KIMURA-3 POLYTOPE
MARIE MAUHAR†, JOSEPH RUSINKO‡ , AND ZOE VERNON§
Abstract. Given a group-based Markov model on a tree, one can compute the vertex represen-
tation of a polytope describing a toric variety associated to the algebraic statistical model. In the
case of Z2 or Z2 × Z2, these polytopes have applications in the field of phylogenetics. We provide a
half-space representation for the m-claw tree where G = Z2×Z2, which corresponds to the Kimura-3
model of evolution.
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1. Introduction. Phylogenetic trees depict evolutionary relationships between
proteins, genes or organisms. Many tree reconstruction methods assume evolution is
described as a Markov process along the edges of the tree. The Markov matrices define
the probability that a characteristic changes along the edge of the tree. The proba-
bility of observing a particular collection of characteristics at the leaves of the tree
can be computed as a polynomial in the (unknown) entries of the transition matrices.
See [21] for an overview of this algebraic statistical viewpoint on phylogenetics.
Given a tree and evolutionary model, invariants are polynomial relationships sat-
isfied by the expected pattern frequencies occurring in sequences evolving along the
tree under the Markov model [6, 11]. Algebraic geometry provides a framework for
computing the complete set of invariants as the elements of a prime ideal that define
an algebraic variety. Many classical varieties arise in the study of phylogenetic mod-
els [10] as do modern objects such as conformal blocks [19] and Berenstein-Zelevinsky
triangles [17].
For some models of evolution, known as group-based models, there is a finite group
which acts freely and transitively on the set of states in the transition matrix. Two
such models are the Kimura-3 model (G = Z2 × Z2), which accounts for differences
in DNA mutation rates between transitions and both types of transversions [15], as
well as the binary symmetric model (G = Z2). In a group-based model the transition
matrices can be simultaneously diagonalized [11]. After the change of coordinates
induced by these diagonalizations, the variety is seen to be toric [22, 25]. As a toric
variety, there is an associated polytope whose combinatorial structure describes the
geometry of the variety. We refer the reader to [7, 13] for background on toric varieties
and polytopes.
For a fixed tree and finite group there is an algorithm for computing the vertices
of this polytope (i.e. the vertex or V-representation) [5, 8]. There is an equivalent
description of the polytope as the collection of points satisfying a set of linear inequali-
ties, known as the half-space or H-representation. Translating between the vertex and
half-space description of a polytope is an NP-complete problem in general [14] and is
challenging even in classes of examples where a plausible set of facets can be proposed.
Subsequently, the H-representation for group-based models is known only in the case
of the binary symmetric model [2].
Finding an H-representation is difficult even for simple classes of trees. Such a
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representation is unknown in the case of a tree with one interior node and m leaves, a
tree referred to as them-claw tree. Claw trees play an important role in phylogenetics,
as the variety associated with any tree can be computed by a sequence of toric fiber
products of the varieties associated to claw trees [25, 26].
In this article we provide an H-representation associated to the claw tree of the
Kimura-3 model. This description of the Kimura-3 polytope builds off of a well-known
identification of the polytope for the binary symmetric model with the demihypercube.
This work complements the growing body of knowledge about the geometry of the
Kimura-3 variety [3, 16, 21].
Outline of Article. In §2 we review the vertex description of the polytope as-
sociated with the binary symmetric and Kimura-3 models. We introduce a polytope
∆(m) that we propose as the H-representation of the polytope associated with the
Kimura-3 model for an arbitrary claw tree and show that if ∆(m) is integral, then
it is the H-representation. In §3 we introduce an isomorphism between ∆(m) and a
polytope ∆′(m) described in terms of a 3×m matrix whose row and column coordi-
nates satisfy a set of inequalities reminiscent of those that define the demihypercube.
We then identify a connection between the number of integral coordinates of a point
and the number of facets on which it lies. This connection is utilized in §4 to prove
the main result of our paper, that ∆(m) is an integral polytope, and thus provides
an H-representation of the Kimura-3 polytope associated with a claw tree. We con-
clude with a collection of open problems about the combinatorics and geometry of
group-based models.
2. Polytopes for Group-Based Models. For a fixed tree and group-based
model with group G, the V-representation of the polytope can be computed using an
algorithm described in [5, 8]. For each leaf, one defines a map g : G→ R|G|−1 where
the identity maps to (0, 0, · · · , 0) and each non-identity element maps to a standard
basis vector of the integral lattice Z|G|−1. Under this identification, the polytope
associated to the m-claw tree is the convex hull in Rm(|G|−1) of all possible labellings
of the leaves with m group elements that sum to the identity. Throughout this paper
when discussing claw trees we assume that the number of leaves is at least three. We
view Rm(|G|−1) as entries of a |G| − 1 ×m matrix M whose columns are indexed by
the m leaves of the tree.
Definition 2.1 ([25] as described in [8]). The Kimura polytope, denoted K(m)
is the polytope associated to the m-claw tree with the group Z2 × Z2. The vertices
of K(m) ⊆ R3m are in bijection with collections of m elements of Z2 × Z2 such that
the sum of these elements is the identity. We identify the of elements of Z2 × Z2
with column vectors in a 3×m matrix M under the map g : Z2 × Z2 → R3 given by
g(0, 0) = (0, 0, 0), g(1, 0) = (1, 0, 0), g(0, 1) = (0, 1, 0), and g(1, 1) = (0, 0, 1).
Our construction of a facet description for the K(m) was inspired by the H-
representation for the polytope associated to the group Z2. In the case of Z2 the
polytope is the demihypercube which has a well known H-representation.
Example 2.1 (See [2]). The H-representation of the demihypercube is given by
DH(m) = {d ∈ [0, 1]m :
∑
i∈A
di ≤ |A| − 1 +
∑
j /∈A
dj},
where A ranges over all subsets of {1, 2, · · · ,m} of odd cardinality.
To connect the two polytopes, we note that an element of Z2 ×Z2 is the identity
if, and only if, its image is the identity under all homomorphisms from Z2×Z2 to Z2.
3Therefore the sum of the images of all of the group elements defining a vertex of the
Kimura polytope must be the identity under the three non-trivial homomorphisms
from Z2×Z2 to Z2. We confirm this relationship in Theorem 4.5, where we show the
following inequalities provide an H-representation for the Kimura-3 polytope.
Definition 2.2. The polytope ∆(m) is the set of points in R3m satisfying xij ≥ 0
for all 1 ≤ i ≤ 3 and 1 ≤ j ≤ m and
3∑
i=1
xij ≤ 1 for all 1 ≤ j ≤ m, as well as the
following collection of A-inequalities:
∑
j∈A
(x1j + x2j) ≤ |A| − 1 +
∑
l 6∈A
(x1l + x2l),
∑
j∈A
(x1j + x3j) ≤ |A| − 1 +
∑
l 6∈A
(x1l + x3l), and
∑
j∈A
(x2j + x3j) ≤ |A| − 1 +
∑
l 6∈A
(x2l + x3l).
Where A ranges over all odd cardinality subsets of {1, 2, 3, · · · ,m}.
We first show that ∆(m) contains the Kimura-3 polytope.
Theorem 2.3. The polytope K(m) ⊆ ∆(m).
Proof. Let v be a vertex of K(m) corresponding to a choice (g1, g2, · · · , gm) of
elements of Z2×Z2 which sum to the identity. By the identification in Definition 2.1,
v satisfies xij ≥ 0 and
∑3
i=1 xij ≤ 1 for all 1 ≤ j ≤ m.
Without loss of generality, we prove that v satisfies the A-inequality
∑
j∈A
(x1j + x2j) ≤ |A| − 1 +
∑
j 6∈A
(x1j + x2j).
Letting X = {k ∈ A|gk = (1, 0)} and Y = {k ∈ A|gk = (0, 1)}, we have
|X |+ |Y | ≤ |A|. We divide the proof into two cases according to the parity of |X |
and |Y |.
If |X | and |Y | are of the same parity, then |X | + |Y | 6= |A|, since |A| is odd.
Therefore,
∑
j∈A
(x1j + x2j) = |X |+ |Y |
≤ |A| − 1
≤ |A| − 1 +
∑
j 6∈A
(x1j + x2j).
If |X | and |Y | are of opposite parity, then, without loss of generality, we assume
|X | is odd. This implies
∑
i∈X∪Y
gi = (1, 0).
In order to neutralize (1, 0) in Z2 × Z2, we must either add (1, 0), or both (1, 1)
and (0, 1) from an element(s) indexed by A′. In either case there must exists an l ∈ A′
such that x1l + x2l = 1. Therefore,
∑
j∈A
(x1j + x2j) ≤ |A| − 1 +
∑
j 6∈A
(x1j + x2j).
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Since v satisfies all of the defining inequalities of ∆(m), we have v ∈ ∆(m).
Containment of K(m) in ∆(m) follows from the convexity of K(m).
The opposite inclusion, that ∆(m) ⊆ K(m), is not immediately clear. However,
the following shows that the inclusion holds as long as ∆(m) is integral.
Theorem 2.4. If ∆(m) is integral, then ∆(m) = K(m).
Proof. Let v be an integral vertex of ∆(m) which is not a vertex of K(m). Using
Definition 2.1, we can identify v with a sequence of group elements g1, . . . , gm. Since
v is not a vertex of K(m), then
m∑
k=1
gk 6= (0, 0).
Where possible, we pair each nontrivial element of g1, . . . , gm with an identical
group element. Since the sum is not the identity, there must be one remaining non-
trivial element gk or a pair of distinct nontrivial elements gk and g
′
k. Without loss of
generality, we assume gk = (1, 0) and, if an additional remaining element exists, that
g′k = (0, 1).
It follows that A = {l|gl = (1, 0) or (1, 1)} has odd cardinality. By construction,
we have
∑
j∈A
x1j + x3j = |A| and
∑
j /∈A
x1j + x3j = 0. This contradicts the hypothesis
that v was an element of ∆(m) since v does not satisfy∑
i∈A
(x1j + x3j) ≤ |A| − 1 +
∑
j /∈A
(x1j + x3j).
Therefore, all integral vertices of ∆(m) are also vertices of K(m). By convexity this
shows that if ∆(m) is integral, then it is a subset of K(m). Combining this with
Theorem 2.3 yields the equality of polytopes.
We have thus exchanged the NP-complete problem of converting a V-representation
to an H-representation with another NP-complete problem: recognizing when a ra-
tional polytope is integral [23]. However, the relationship between the A-inequalities
of ∆(m) and those of the demihypercube suggest a change of coordinates that allow
us to demonstrate integrality.
3. An Alternative Description of the Kimura-3 Polytope.
3.1. Coordinate Change from ∆(m) to ∆′(m). The A-inequalities for the
demihypercube and for ∆(m) share the same underlying indexing structure. How-
ever, a more subtle connection with the demihypercube is revealed after a change of
coordinates motivated by the group homomorphisms from Z2 × Z2 → Z2.
Definition 3.1. Define a map f : R3m → R3m by f(M) = M ′, where M ′ is a
3×m matrix with x′1j = x1j+x2j , x
′
2j = x1j+x3j and x
′
3j = x2j+x3j for 1 ≤ j ≤ m.
Definition 3.2. Define the polytope ∆′(m) = f(∆(m)).
The function f is not an isomorphism of the underlying integer lattices. However,
the following computations show ∆(m) and ∆′(m) are isomorphic, and that they are
either both integral or both non-integral polytopes.
Lemma 3.3. Let fj : R
3 → R3 be the restriction of f to map from column j of
the matrix M to column j of the matrix M ′. Then fj is an isomorphism which maps
the unit 3-simplex in R3 to DH(3).
Proof. The vertices of the unit 3-simplex are {(0,0,0),(1,0,0),(0,1,0),(0,0,1)}. The
map fj : R
3 → R3 is given by fj(xij) = (x1j + x2j , x1j + x3j , x2j +x3j). The function
fj is an isomorphism with inverse
f−1j (x, y, z) = (
x+ y − z
2
,
x+ z − y
2
,
y + z − x
2
).
5The second part of the claim follows from applying the change of coordinates to the
vertices of the 3-simplex.
Corollary 3.4. The polytopes ∆(m) and ∆′(m) are isomorphic.
Corollary 3.5. The polytope ∆(m) is integral if and only if ∆′(m) is integral.
Proof. It is clear that if ∆(m) is integral then ∆′(m) must also be integral. Now
assume P ∈ ∆(m) is a non-integral vertex which maps to an integral vertex of ∆′(m).
This implies x1j + x2j = 1 and x1j , x2j > 0. It follows that x1j + x3j = 1 and
x2j + x3j = 1 as well. Combining these three equations yields x1j = x2j = x3j =
1
2 .
However this implies x1j + x2j + x3j > 1, so P could not have been an element of
∆(m).
Corollary 3.6. The facets of ∆′(m) are given by:
∑
j∈A
(x′i,j) ≤ |A| − 1 +
∑
j 6∈A
x′i,j
where A is any subset of {1, 2, · · ·m} of odd cardinality and 1 ≤ i ≤ 3, and
∑
i∈B
(x′i,j) ≤ |B| − 1 +
∑
i6∈B
x′i,j
where B is a subset of {1, 2, 3} of odd cardinality and 1 ≤ j ≤ m. We call the former
row facets and the later column facets.
3.2. Psuedo-Demihypercubes. For a point P in ∆′(m), we examine the con-
nection between the number of integral coordinates in a row (resp. column) of P and
the number of row facets (resp. column facets) that P lies on.
To explain this connection, we restrict our attention to the coordinates of a par-
ticular row of m′. Let P |r be the canonical projection of P into Rm corresponding
to the coordinates of row r of the matrix. We introduce the notion of a pseudo-
demihypercube to describe the projection of ∆′(m) onto a particular row space.
Definition 3.7. For any row r, the psuedo-demihypercube is defined by
PDH(m) = {P |r : P ∈ ∆
′(m)} ⊆ Rm.
The hyperplanes corresponding to the row facets define psuedo-facets of the polytope.
We do not assume that PDH(m) = DH(m) but we do make use of the observa-
tion that the coordinates of points in PDH(m) must lie between zero and one.
3.3. Integrality of Coordinates in the Psuedo-demihypercube. In this
subsection we demonstrate a positive correlation between the number of integral co-
ordinates of a point P ∈ PDH(m) and the number of pseudo-facets P lies on.
Theorem 3.8. Every non-integral point P of PDH(m) has at least two non-
integral coordinates.
Proof. Let P be a non-integral point of PDH(m) with a single non-integral
coordinate pk, and let I = {i1, i2, · · · , il} denote the indices of coordinates of P where
pi = 1. The proof that there is a second non-integral coordinate is broken into cases
based on the parity |I|.
If |I| is odd, then the A-inequality corresponding to I is |I| ≤ |I| − 1 + pk. It
follows that pk ≥ 1, which contradicts the existence of a non-integral coordinate
P ∈ PDH(m).
If |I| is even then let A = I ∪ {ik}. Then the A-inequality is |I| + pk ≤ |I|
so pk ≤ 0. This contradicts pk being a non-integral coordinate of P ∈ PDH(m).
Consequently P cannot have exactly one non-integral coordinate.
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If P has at at least two non-integral coordinates and lies on two psuedo-facets,
then it cannot have any additional non-integral coordinates.
Theorem 3.9. If a point P lies on two pseudo-facets of PDH(m), then P has
at most two non-integral coordinates.
Proof. Assume P is a point in PDH(m) which lies on facets HA and HB corre-
sponding to index sets A and B. We let pi denote the coordinates of P indexed by
i ∈ {1, 2, · · · ,m}.
Then,
HA :
∑
i∈(A\B)
pi +
∑
j∈(A∩B)
pj = |A\B|+ |A ∩B| − 1 +
∑
k∈(B\A)
pk +
∑
l∈(A∪B)′
pl,
and
HB :
∑
k∈(B\A)
pk +
∑
j∈(A∩B)
pj = |B\A|+ |A ∩B| − 1 +
∑
i∈(A\B)
pi +
∑
l∈(A∪B)′
pl.
Combining these two conditions gives the following equation:
2
∑
j∈(A∩B)
pj = |A\B|+ |B\A|+ 2|A ∩B| − 2 + 2
∑
l∈(A∪B)′
pl.
Since A and B are distinct sets of odd cardinality, it follows that |A\B|+ |B\A| ≥ 2.
In order for the above equation to hold for a point P ∈ PDH(m), we must have
pj = 1 for all j ∈ A ∩ B, and pl = 0 for all l ∈ (A ∪ B)′, and |A\B| + |B\A| = 2.
Consequently, there are at most two non-integral coordinates and they would have to
be indexed by the two elements of (A\B) ∪ (B\A).
If a point lies on three pseudo-facets, the correlation is stronger as all coordinates
are forced to be integral.
Theorem 3.10. Let P be a point in PDH(m). If P lies on three pseudo-facets,
then P is integral and lies on m pseudo-facets.
Proof. Assume P lies on pseudo-facets of PDH(m) corresponding to odd cardi-
nality sets A, B and C. Repeated application of Theorem 3.9 yields:
pi =
{
1 i ∈ {A ∩B} ∪ {A ∩ C} ∪ {B ∩C}
0 otherwise
}
.
Notice the integral point P cannot have an odd number of coordinates with the
value one or it would not satisfy the A-inequality where I = {i|pi = 1}. So, we
may let I = {i1, i2, · · · , i2k} denote the indices of coordinates of P where pi = 1, and
J = {j2k+1, · · · , jm} denote the indices of coordinates where pj = 0.
The result follows from checking that P lies on the m psuedo-facets corresponding
the sets I\{il} for 1 ≤ l ≤ 2k, and I ∪ {il} for 2k + 1 ≤ l ≤ m.
In summary, if a point in a pseudo-demihypercube lies on three or more psuedo-
facets facets then it must be integral. If it lies on exactly two facets then it must have
exactly two non-integral coordinates. Moreover, no point in the pseudo-demihypercube
can have exactly one non-integral coordinate.
In addition to this structure, the results in this section demonstrate that the
number of rows or columns which contain a non-integral coordinate is constrained by
7the total number of non-integral coordinates. We introduce the following notation to
make this precise.
Definition 3.11. Let P be a point in ∆′(m). We define k(P ) as the number of
non-integral coordinates in P and ω(P ) as the sum of the number of rows and columns
of the matrix representation of P which contain a non-integral coordinate.
Corollary 3.12. If P ∈ ∆′(m), then k(P ) ≥ ω(P ) with equality met only when
P lies on exactly two row-facets (resp. column-facets) of each row (resp. column)
containing a non-integral coordinate.
3.4. Pseudo-Facet Classification. In addition to knowing how the pseudo-
facet structure constrains coordinate integrality, the proof of the integrality of ∆′(m)
requires an additional classification of the pseudo-facets of PDH(m).
Definition 3.13. Let P be a point in PDH(m) with exactly two non-integral
coordinates, pi and pj. Assume P lies on a pseudo-facet H corresponding to a set A.
If i and j are both elements of A or both elements of A′, we call H a same facet or
S-facet. Otherwise, we call H an opposite or O-facet.
This classification of facets is dependent on a choice of a point and does not
universally classify facets into two disjoint sets. However, as we only apply the concept
to the case when a point has been specified we suppress the unneeded notation that
would indicate that the classification is function of a point P .
Theorem 3.14. Let P be a point in PDH(m) with exactly two non-integral
coordinates, p1 and p2, which lies on a pseudo-facet H. Let I = {i|pi = 1}. It follows
that
|I| is
{
odd if H is a S-facet
even if H is an O-facet.
}
.
Proof. Let P ∈ PDH(m) have exactly two non-integral coordinates, p1 and p2,
that lie on a pseudo-facet H with index set A.
H :
∑
i∈A
pi = |A| − 1 +
∑
j 6∈A
pj ,
IfH is a S-facet, then to satisfyH , we must have p1+p2 ∈ Z. Since {p1, p2} ∈ (0, 1),
we must have p1 + p2 = 1.
Now assume {p1, p2} ∈ A, then following equation represents H :
p1 + p2 + |A ∩ I| = |A| − 1 + |A
′ ∩ I|.
Since |A∩ I| ≤ |A| − 2, this equation can only be satisfied when |A∩ I| = |A| − 2 and
A′ ∩ I = ∅. This means |I| = |A| − 2,which is odd because |A| is odd.
If we assume {p1, p2} ∈ A′, we obtain the following equation representing H:
|A ∩ I| = |A| − 1 + p1 + p2 + |A
′ ∩ I|,
which reduces to
|A ∩ I| = |A|+ |A′ ∩ I|.
This equation can only be satisfied when |I| = |A| which forces |I| to be odd.
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If H is an O-facet, then we must have p1 − p2 ∈ Z. Since p1, p2 ∈ (0, 1), this
forces p1 = p2. After canceling the non-integral coordinates, the equation for defining
H reduces to,
|A ∩ I| = |A| − 1 + |A′ ∩ I|.
Since |A∩I| ≤ |A|−1, the preceding equation can only be satisfied if |A∩I| = |A|−1,
and A′ ∩ I = ∅. This demonstrates that |I| = |A| − 1, and is therefore even.
Corollary 3.15. If P ∈ PDH(m) has exactly two non-integral coordinates,
then P cannot lie on both an O-facet and an S-facet.
4. Proof of the Facet Description for the Kimura-3 Polytope. The prop-
erties of the pseudo-demihypercubes discussed in §3 will be used to show that ∆′(m)
is an integral polytope by demonstrating there is an open interval containing any
non-integral point in ∆′(m).
Definition 4.1. A point P is in the interior of ∆′(m) if there exists a non-zero
vector v ∈ R3m and an ǫ > 0 such that P + λv ∈ ∆′(m) whenever λ ∈ (−ǫ, ǫ).
The proof of integrality of ∆′(m) utilizes the following two lemmas which serve
as tools for demonstrating that a non-integral point P is in the interior of ∆′(m).
Lemma 4.2. Let P ∈ ∆′(m). If the number of non-integral coordinates, k(P ), is
greater than than ω(P ), the sum of the number of rows and columns which contain
non-integral coordinates, then P is in the interior of ∆′(m).
Proof. Let P be a point in ∆′(m) such that k(P ) > ω(P ). We construct a vector
v, and ǫ > 0 such that P + λv ∈ ∆′(m) for all λ ∈ (−ǫ, ǫ).
If x′i,j is an integral coordinate of P , then we set vi,j = 0. We setup a linear
system of equations to solve for the remaining coordinates of v. For convenience, we
linearly reorder the coordinates of P such that x1, x2, · · · , xk are non-integral.
Let M be the 3 ×m matrix representation of P . For each row or column of M
containing non-integral coordinates, P may lie on zero, one, or two of the associated
facets. If P does not lie on any facet, then there exists an ǫ such that P + λv will
satisfy the corresponding inequalities for any choice of v.
If P lies on a single facet H , then H defines a single homogeneous linear rela-
tion on v1, v2, · · · , vk, since P + v would satisfy the same linear relation so long as∑
j∈A
vj −
∑
j 6∈A
vj = 0 where A is the indexing set which defines the facet.
Additionally, if P lies on two facets in a particular row or column, by the proof
of Theorem 3.14 the coordinates v1, · · · , vk must satisfy a single linear homogeneous
relationship. Explicitly we set vi = 0 if the ith coordinate is integral, and set the sum
(or difference) of the v coordinates equal to zero for the two indices corresponding to
non-integral coordinates of P .
Therefore we get a system of up to ω(P ) homogeneous linear equations in k(P )
unknowns. By the hypothesis k(P ) > ω(P ), so there exists a nontrivial solution for v.
Since vi,j = 0 whenever Pi,j is integral we may choose an ǫ such that λv+P ∈ [0, 1]3m
for all λ ∈ (−ǫ, ǫ). It follows that λv + P ∈ ∆′(m) for all λ ∈ (−ǫ, ǫ).
Lemma 4.2 is sufficient for constructing an interval for most non-integral points
of ∆′(m). When k(P ) = ω(P ) we explicitly construct an interval containing P . Up
to reordering of the rows and columns, only the two configurations of non-integral
coordinates, shown in Figure 1, allow for P be on exactly two row-facets and two
column-facets for each row and column with a non-integral coordinate in ∆′(m).
Lemma 4.3. If P ∈ ∆′(m) has one of the configurations of non-integral coordi-
nates shown in Figure 1, then P is in the interior of ∆′(m).
9P1 =

 x
′
1,1 x
′
1,2 x
′
1,3 · · · x
′
1,m
x′2,1 x
′
2,2 x
′
2,3 · · · x
′
2,m
x′3,1 x
′
3,2 x
′
3,3 · · · x
′
3,m

P2 =

 x
′
1,1 x
′
1,2 x
′
1,3 · · · x
′
1,m
x′2,1 x
′
2,2 x
′
2,3 · · · x
′
2,m
x′3,1 x
′
3,2 x
′
3,3 · · · x
′
3,m


Fig. 1. Configurations of non-integral coordinates for Lemma 4.3. Coordinates in bold are the
only non-integral coordinates of P .
Proof. Given a point P ∈ ∆′(m) with a configuration of non-integral coordinates
as displayed in Figure 1 we demonstrate that P is in the interior of ∆′(m).
In these two cases each row and column has at most two non-integral coordinates,
so we use the S and O-facet description to assist in the construction. Let |S| be the
number of S-facets that P lies on, and |O| be the number of O-facets that P lies on.
To build the interval, we first note that for each configuration in Figure 1 there
exists a Hamiltonian cycle:
(p1, p2, · · · , pk) = x
′
1,1, x
′
2,1, · · ·x
′
1,1
in the graph with vertices corresponding to non-integral coordinates, and edges con-
necting non-integral coordinates in the same row or column.
In the case of P1 (resp. P2) we reorder the coordinates of v = (v1, v2, v3, v4, · · · , v3m)
(resp. v = (v1, · · · v6, · · · , v3m)) with the first four (resp. six) coordinates correspond-
ing to the non-integral coordinates of P1 (resp. P2) in the order of the Hamiltonian
cycle.
Using the reordered coordinates we construct a vector v as follows. First set
v1 = 1, and for v1 through v4 (resp. v6) assign:
vi+1 =
{
vi if pi and pi+1 lie on an O-facet
−vi if pi and pi+1 lie on an S-facet.
We set vi = 0 for all remaining coordinates. Such a collection is consistent for the
set of linear constraint defined in the proof of Lemma 4.2 applied to each consecutive
pair of non-integral coordinates.
The constraint induced by v1 and v4 (resp. v6) is only consistent if there are
an even number of S-facets, otherwise v1 would have to simultaneously be one and
negative one
To show that there are an even number of S-facets we let I denote the set of
indices such that x′i,j = 1. We can compute |I| by taking half of the number of
coordinates with value one in each row, plus half of the number of coordinates with
value one in each column.
Let |O| denote the number of rows or column facets for which P restricted to that
row (resp. column) lies only on O-facets, and |S| denote the rows or column facets for
which P restricted to that row (resp. column) lies only on S-facets. By Theorem 3.14
every S-column and S-row contains an odd number of coordinates with value one,
while every O-row and O-column must contain an even number of coordinates with
value one. Therefore since |I| = 12 ((2q1 + 1)|S|+ 2q2|O|) is an integer, we know that
the number of S-facets must be even. This confirms the consistency of the vector v.
We now choose an ǫ which restricts λv + P to [0, 1]3m. Then it follows from
Theorem 3.14 that P + λv ∈ ∆′(m) for all λ ∈ (−ǫ, ǫ). Thus P is in the interior of
∆′(m).
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We utilize these lemmas to prove that ∆′(m) is integral.
Theorem 4.4. The polytope ∆′(m) is integral.
Proof. Let P be a non-integral point in ∆′(m). By Theorem 3.10 there exists a
row or column for which P lies on two or fewer row or column facets.
If every non-integral coordinate is on a row and column for which P lies on exactly
two facets, then by Theorem 3.9 there are exactly two non-integral coordinates in each
such row and column. By reordering the coordinates we can thus assume P has one
of the configurations in Figure 1. Then, by Lemma 4.3, P is is an interior point of
∆′(m).
Otherwise, there must exist a row or column for which P lies on fewer than two
facets and thus has more than two non-integral coordinates in that row or column.
This ensures that k(P ) > ω(P ), and thus by Lemma 4.2 P is an interior point of
∆′(m). Therefore every non-integral point of ∆′(m) lies in the interior.
Theorem 4.5. The polytope ∆(m) is an H-representation of K(m).
Proof. By Theorem 4.4 the polytope ∆′(m) is integral. Applying Corollary 3.5
shows ∆(m) is also integral. Finally, by Theorem 2.4 we have K(m) = ∆(m).
5. Conclusion. Phylogenetic varieties have been used to answer identifiability
questions [1, 18] and to develop tree reconstruction algorithms [9, 12, 24]. Greater
understanding of the geometry of phylogenetic varieties, including an understanding
of the singularity locus, has improved the speed and accuracy of these reconstruction
methods [4, 20]. Additionally, in light of recent connections with conformal blocks
and Berenstein-Zelevinsky triangles, a deeper understanding of phylogenetic varieties
is also of interest to algebraic geometers [17].
The H-representation provides a new vantage point for understanding the Kimura-
3 variety. The authors hope this will lead to a better understanding of the geometry
and associated biology of the Kimura-3 variety, and of group based models in general.
To this end, we describe open problems of both mathematical and biological interest.
We begin with a fundamental question about the geometry of the Kimura-3 variety.
Open Problem 1. Classify the singularity structure of the Kimura-3 varieties.
(see [2] for an analogous study in the binary symmetric case)
In the binary symmetric case, the variety associated to any tree with m leaves is
deformation equivalent to the variety associated to the m-claw tree [2]. While such a
relationship does not hold in the Kimura-3 case [16], one would still like to understand
the geometric relationship among varieties associated to different n leaf trees. From
a biological perspective this problem can be posed as follows:
Open Problem 2. Describe the geometric relationship between two Kimura-3
varieties whose trees differ by a single nearest neighbor interchange.
These geometric questions are closely related to the combinatorics of the polytopes
themselves. We hope that the H-representation will help provide an answer to the
following combinatorial problem:
Open Problem 3. Compute the f -vector and Hilbert polynomial of the polytope
associated to the Kimura-3 model for the m-claw tree.
Open Problem 4. Describe the H-representation for the polytope associated to
the m-claw tree for an arbitrary finite abelian group.
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