Given a planar convex body B centered at the origin, we denote by M 2 (B) the Minkowski plane (i.e., two-dimensional linear normed space) with the unit ball B. For a triangle T in M 2 (B) we denote by R B (T ) the least possible radius of a Minkowskian ball enclosing T. We remark that in terms of location science R B (T ) is the optimum of the minimax location problem with distance induced by B and vertices of T as existing facilities (see, for instance, [HM03] and the references therein). Using methods from linear algebra and convex geometry we find the lower and the upper bound of R B (T ) for the case when B is an arbitrary planar convex bodies centered at the origin and T ⊆ M 2 (B) is an arbitrary triangle with given Minkowskian side lengths a 1 , a 2 , a 3 . Additionally, we also obtain some further results from the geometry of triangles in Minkowski planes, which are either corollaries of the main result or statements needed in the proof of the main result. Classification (2000): 52A21, 52B12, 52C15
Introduction
Let E 2 denote the Euclidean space with origin o, scalar product . , . , and norm | . |. Fixing an orthonormal basis e 1 , e 2 in E 2 we identify, in a standard manner, elements of E 2 with elements of R 2 (the space of column vectors of real numbers having size two). Thus, in analytic expressions elements of E 2 are treated as column vectors. Given vectors u 1 and u 2 in E 2 , det(u 1 , u 2 ) denotes the determinant of a 2 × 2 matrix whose first and the second columns are u 1 and u 2 , respectively. The operation ( . ) is the transposition of matrices. A compact convex set with a nonempty interior is called a convex body. The abbreviations bd, conv, and aff stand for boundary, convex hull, and affine hull, respectively.
Let B be a centrally symmetric convex body in E Now let us give a formulation of the geometric optimization problem that we would like to solve in this paper. Let a 1 , a 2 , a 3 be positive scalars. We wish to find the range of the quantity R B (T ) for the case when B is an arbitrary convex body in E 2 centered at the origin and T is an arbitrary triangle with given Minkowskian Further on, we will present the upper bound of R B (T ), which is the main result of the paper.
The following lemma provides a representation of convex hexagons, which will be used later on in the proof and in the statement of our main theorem. Fig. 4 ).
We can transform (1) to the following equivalent but slightly more complicated inequality
From (2) 
with equality if and only if B is a hexagon with vertices ±b 1 , ±b 2 , ±b 3 such that the
satisfy the inequality
T ), and T is a triangle whose sides are translates of the segments
The proof of the Theorem 2 uses Lemma 1, which was stated above, and Theorem 5 from the next section. Corollary 3 is derived directly from Theorem 2 using elementary algebraic considerations.
Further results on Minkowskian circumradii of triangles
The 
II. Every triangle T in M

(B) has at most one Minkowskian circumradius if and only if the unit Minkowskian ball B is strictly convex.
Clearly, finding the upper bound of R B (T ) given its side lengths a 1 , a 2 , a 3 , we can restrict our considerations to those T and B for which R B (T ) > 1 2 diam B (T ). In the non-degenerate case the minimal enclosing Minkowskian ball of T turns out to have some nice geometric properties, which are described in the following
T ). Then the Minkowskian circumball and the minimal enclosing Minkowskian ball of T are determined uniquely and coincide with each other. Moreover, the center of these (coinciding) Minkowskian balls lies in the interior of T.
Applying Theorem 2 for the case a 1 = a 2 = a 3 we see that if T is an equilateral
diam B (T ) with equality if and only if B is an affine regular hexagon which is homothetic to the difference body of T. Results extending this statement can be found in [FL03] , [FL04] , [Boh38] , and [Egg58] .
In Theorem 2 we gave an estimate of minimal enclosing Minkowskian ball of a triangle T. In fact, in view of Theorem 5, inequality (1) is also an estimate for the Minkowskian circumradius of T provided the Minkowskian circumcenter lies in the interior of T. It turns out that in general case, i.e., when we do not impose any restrictions on the position the Minkowskian circumcenter, every value R which is not less than 
The proofs
Below we give proofs of all new statements presented in the previous sections.
Proof of Theorem 4. In view of remarks before the statement of the theorem, the only unkown part is the necessity in Part II. We assume that the unit Minkowskian ball B is not strictly convex, i.e., B has a one-dimensional face I. Let us construct two homothetic triangles T and T with vertices p 1 , p 2 , p 3 and p 1 , p 2 , p 3 , respectively, such that T and T are not translates of each other and B is the Minkowskian circumradius of both T and T . Clearly, one can see that the triangle T above has two different Minkowskian circumradii. Let p 1 be an endpoint of I and p 2 be a point from the relative interior of −I. Then for a point p 1 in bd B \ (−I ∪ I) which is sufficiently close to p 1 , the line p 1 + R · (p 2 − p 1 ) intersects −I. Let p 2 denote the intersection point of p 1 + R · (p 2 − p 1 ) and −I. Clearly for a point p 3 in −I which is sufficiently close to −p 2 , the line p 1 + R · (p 3 − p 1 ) intersects −I. Then we just put p 3 to be the intersection point of p 1 + R · (p 3 − p 1 ) and −I. Proof of Lemma 1. Let us start with the sufficiency. Without loss of generality we assume that a 3 = max{a 1 , a 2 , a 3 }. Then
where
, and s 3 := 
, a contradiction. Consequently, 2a i < a 1 + a 2 + a 3 for every i = 1, 2, 3.
Let s 1 , s 2 , s 3 be the barycentric coordinates of the origin, i.e., s i is the ratio of the area of the triangle conv({o, p 1 , p 2 , p 3 } \ {p i }) to the area of the triangle T. Clearly, we have
Let us consider all possible differences of points lying in the set {o, p 1 , p 2 , p 3 } and normalize these differences with respect to the norm of M 2 (B). We obtain points
which traverse the boundary of B in that order with respect to some orientation of B. Without loss of generality we may assume that this orientation is positive. Due to the convexity of B, we see that the segment
, joining two alternating points of sequence (4), lies in the polygon Q := conv{o, (p 1 − p 3 )/a 2 , (p 2 −p 3 )/a 1 , −p 3 /R}. We remark that Q is either a quadrilateral or a triangle. Then it follows that the area of the triangle T with vertices (p 1 − p 3 )/a 2 , (p 2 − p 3 )/a 1 , and o is not larger than the area of Q. We express the area of T as a determinant and get
Analogously, the area of Q is expressed as
Figure 8 Consequently, the inequality V (Q) ≥ V (T ) amounts to the inequality
which is equivalent to
Two further inequalities a 2 s 3 + a 3 s 2 ≥ R and a 1 s 3 + a 3 s 1 ≥ R are obtained analogously. The above three inequalities can be formulated in the matrix form
In order to obtain (1) we examine the linear program
x, e → min
for x ∈ R 3 with subject to
The set {x ∈ R
3
: Ax ≥ Re} forms a cone C with three facets having outward normals − (0, a 3 , a 2 ) , −(a 3 , 0, a 1 ) , and −(a 2 , a 1 , 0) . The apex of this cone is the solution of the equation Ax = Re, i.e., the point RA −(0, a 3 , a 2 ) , −(a 3 , 0, a 1 ) , and  (a 2 , a 1 , 0) . Hence we just have to show that the solution x := (x 1 , x 2 , x 3 ) of the equation −x 1 (0, a 3 , a 2 ) − x 2 (a 3 , 0, a 1 ) − x 3 (a 2 , a 1 , 0) = −e has positive coordinates. This equation can be written in the matrix form as
The solution of (9) e is the optimal solution of (7), (8). Since s, e = 1 and As ≤ Re, we get that the optimum RA e, e of (7), (8) is bounded from above by one, i.e.,
RA
−1
e, e ≤ 1.
It is easy to see that
which shows that (10) amounts to (1). It remains to characterize those B which yield equality in (1). If equality in (1) is attained, then RA
e, e = 1, i.e., the optimum of the problem (7), (8) is equal to one. But then, since s, e = 1 and A · s ≤ R · e, we see that s is the optimal solution of (7), (8), and due to the uniqueness of the optimal solution of our linear program we get that s = RA −1 e. The latter can be rewritten as the equality As = Re, or as three scalar equalities a 1 s 2 + a 2 s 1 = R, a 1 s 3 + a 3 s 1 = R, and a 2 s 3 + a 3 s 2 = R. The equality a 1 s 2 + a 2 s 1 = R implies that the areas of the quadrilateral Q and the triangle T defined above are equal. Consequently, Q = T , i.e., Q is degenerate to a triangle. This means that the point −p 3 R lies in the relative interior of the segment
Using two further equalities a 2 s 3 + a 3 a 2 = R and a 1 s 3 + a 3 s 1 = R we get also obtain that the segments
Thus, we get that B is a hexagon with vertices ±b 1 , ±b 2 , ±b 3 given by
It is then easily verified that , s 2 , s 3 ) ). Let us show that R is the circumradius of T with respect to the Minkowski plane M 2 (B). We have As = Re, which implies, in view of the corresponding geometric interpretations of this equality, that R is indeed the Minkowskian circumradius of T with respect to M 2 (B). Let a 1 , a 2 , a 3 denote the Minkowskian side lengths of T. We introduce the shorthand notations p and d for perim B (T ) and diam B (T ), respectively. Without loss of generality we assume that a 3 = d.
Proof of Corollary 3.
Let us give a sharp upper bound of the right hand side of (1) in terms of the quantities p and d. First we express the term 2a 1 a 2 , appearing in the numerator by
It is easy to see that the denominator of the right hand side of (1) is equal to We express the term 2(a , we rewrite the latter inequality in the form
It is easily verified that C 1 − C 2 = (p − 2d) 2 ≥ 0. Consequently,
with equality if and only if a 1 = a 2 = 1 2 (p − d). The characterization of the equality case in (3) follows directly from the characterization of the equality case in (1).
Proof of Proposition 6. Without loss of generality we assume that the side lengths of T are sorted in the increasing order, i.e., 0 < a 1 ≤ a 2 ≤ a 3 . Let us define T by T := conv{p 1 , p 2 , p 3 }, where a 3 the point c = a 3 − R R is at Minkowskian distance R to the points p 1 , p 2 , and p 3 (see Fig. 11 ), which yields the assertion. 
