Testing Small Set Expansion in General Graphs by Li, Angsheng & Peng, Pan
Testing Small Set Expansion in General Graphs∗
Angsheng Li1 and Pan Peng1,2
1 State Key Laboratory of Computer Science, Institute of Software,
Chinese Academy of Sciences
angsheng@iso.ac.cn
2 Department of Computer Science, Technische Universität Dortmund
pan.peng@tu-dortmund.de
Abstract
We consider the problem of testing small set expansion for general graphs. A graph G is a (k, φ)-
expander if every subset of volume at most k has conductance at least φ. Small set expansion has
recently received significant attention due to its close connection to the unique games conjecture,
the local graph partitioning algorithms and locally testable codes.
We give testers with two-sided error and one-sided error in the adjacency list model that
allows degree and neighbor queries to the oracle of the input graph. The testers take as input
an n-vertex graph G, a volume bound k, an expansion bound φ and a distance parameter ε > 0.
For the two-sided error tester, with probability at least 2/3, it accepts the graph if it is a (k, φ)-
expander and rejects the graph if it is ε-far from any (k∗, φ∗)-expander, where k∗ = Θ(kε)
and φ∗ = Θ( φ
4
min{log(4m/k),logn}·(ln k) ). The query complexity and running time of the tester are
O˜(
√
mφ−4ε−2), where m is the number of edges of the graph. For the one-sided error tester, it
accepts every (k, φ)-expander, and with probability at least 2/3, rejects every graph that is ε-far
from (k∗, φ∗)-expander, where k∗ = O(k1−ξ) and φ∗ = O(ξφ2) for any 0 < ξ < 1. The query
complexity and running time of this tester are O˜(
√
n
ε3 +
k
εφ4 ).
We also give a two-sided error tester in the rotation map model that allows (neighbor, index)
queries and degree queries. This tester has asymptotically almost the same query complexity
and running time as the two-sided error tester in the adjacency list model, but has a better
performance: it can distinguish any (k, φ)-expander from graphs that are ε-far from (k∗, φ∗)-
expanders, where k∗ = Θ(kε) and φ∗ = Θ( φ
2
min{log(4m/k),logn}·(ln k) ).
In our analysis, we introduce a new graph product called non-uniform replacement product
that transforms a general graph into a bounded degree graph, and approximately preserves the
expansion profile as well as the corresponding spectral property.
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1 Introduction
Graph property testing is an effective algorithmic paradigm to deal with real-world networks,
the scale of which has become so large that it is even impractical to read the whole input. In
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the setting of testing a graph property P , we are given as input a graph G and we want to
design an algorithm (called tester) to distinguish the case that G has property P from the
case that G is “far from” the property P with high success probability (say 2/3). Here, the
notion of being “far from” is parameterized by a distance parameter ε. In most situations, a
graph G is said to be ε-far from property P if one has to modify at least an ε fraction of the
representation (or edges) of G to obtain a graph G′ with property P . We assume the input
graph G can be accessed through an oracle OG and the goal is to design property testers
that make as few queries as possible to OG.
Since the seminal work of Goldreich and Ron [17], many testers have been developed for
different graph properties, such as k-colorability, bipartiteness, acyclicity, triangle-freeness
and many others. Most of these testers apply only to the adjacency matrix model or the
adjacency list model, depending on the types of queries the testers are allowed to ask the
oracle. The former model is most suitable for dense graphs and general characterizations on
the testability of a property in this model has been given (e.g., [2]). The latter model is most
suitable for sparse graphs, and several property testers using the techniques of local search
or random walks are known, while it is not well understood what properties are testable in
constant time in this model. Even less is known about testers, testability results or even
models for general graphs (see recent surveys [36, 14]).
In this paper, we focus on property testers for general graphs. We will consider the
adjacency list model that allows degree queries and neighbor queries to the oracle of the
graph [31]. For the degree query, when specified a vertex v, the oracle returns the degree of
v; for the neighbor query, when specified a vertex v and an index i; the oracle returns the
ith neighbor of v. The adjacency list model also applies to the bounded degree graphs with
an additional restriction that a fixed upper-bound was assumed on the degrees [17]. We will
also consider a new model which we call rotation map model that allows degree queries and
(neighbor, index) queries to the oracle [24]. For the (neighbor, index) query, when specified a
vertex v and an index i, the oracle returns a pair (u, j) such that u is the ith neighbor of v
and j is the index of u as a neighbor of v. Note that the rotation map model is at least as
strong as the adjacency list model.
We study the problem of testing small set expansion for general graphs. Given a graph
G = (V,E) with n vertices and m edges, and a set S ⊆ V , let the volume of S be the sum of
degree of vertices in S, that is, vol(S) :=
∑
v∈S degG(v), where degG(v) denotes the degree
of vertex v. Define the conductance of S as φ(S) := e(S,V \S)vol(S) , where e(S, V \S) is the number
of edges leaving S; and define the k-expansion profile of G as φ(k) := minS:vol(S)≤k φ(S). A
graph G is called a (k, φ)-expander if φ(k) ≥ φ, that is, all the subsets in G with volume at
most k have conductance at least φ. We will refer to small set expander as (k, φ)-expander
and refer to small set expansion as φ(k).
Besides of the relation to the mixing time of random walks [26], small set expansion has
been of much interest recently for its close connection to the unique games conjecture [32, 7],
the design of local graph partitioning algorithms in massive graphs [39, 5, 6, 30, 22], and
locally testable codes that are testable with linear number of queries [8]. Approximation
algorithms and spectral characterizations for the small set expansion problem have been
studied [7, 25, 23, 22, 30, 29]. It is natural to ask if one can efficiently (in sublinear time)
test if a graph is a small set expander.
1.1 Our results
We give testers for small set expansion in the adjacency list model as well as the rotation
map model for general graphs. We use the common definition of distance between graphs.
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More precisely, a graph G with m edges is said to be ε-far from a (k, φ)-expander if one
has to modify at least εm edges of G so that it becomes a (k, φ)-expander. We will assume
throughout the paper that m = Ω(n) (and a brief discussion is given in Section 2), while the
algorithm is not given as input the number of edges m.
1.1.1 Testers in adjacency list model
Our first result is a property tester for small set expansion with two-sided error in the
adjacency list model.
I Theorem 1. Given degree and neighbor query access to an n-vertex graph, a volume bound
k, a distance parameter ε and a conductance bound φ, there exists an algorithm that with
probability at least 2/3, accepts any graph that is a (k, φ)-expander, and rejects any graph that
is ε-far from any (k∗, φ∗)-expander, where k∗ = Θ(kε) and φ∗ = Θ( φ
4
min{log(4m/k),logn}·(ln k) ),
where m is the number of edges of G. The query complexity and running time of the algorithm
are O˜(
√
mφ−4ε−2).
Note that the running time of the tester matches the best known algorithms for testing
the conductance of G which corresponds to the case k = m (see further discussions below).
As a byproduct of our analysis for the above two-sided error tester, we obtain a one-sided
error tester (that accepts every (k, φ)-expander) by invoking a local algorithm for finding
small sparse cuts. We show the following result.
I Theorem 2. Given degree and neighbor query access to an n-vertex graph, a volume
bound k, a conductance bound φ, and a distance parameter ε, there exists an algorithm that
always accepts any graph that is a (k, φ)-expander, and with probability at least 2/3 rejects
any graph that is ε-far from any (k∗, φ∗)-expander, where k∗ = O(k1−ξ) and φ∗ = O(ξφ2)
for any 0 < ξ < 1. Furthermore, whenever it rejects a graph, it provides a certificate that
the graph is not a (k, φ)-expander in the form of a set of volume at most k and expansion at
most φ. The query complexity and running time of the algorithm are O˜(
√
n
ε3 +
k
εφ4 ).
Note that ξ is not necessarily a constant, and the running time of the above algorithm is
sublinear in m for k = O( mlogΩ(1) n ) and constant φ.
1.1.2 Tester in rotation map model
We also give a two-sided error tester in the rotation map model. Note that the gap of the
conductance value in completeness and soundness here is smaller than the corresponding gap
in the tester in adjacency list model.
I Theorem 3. Given degree and (neighbor, index) query access to an n-vertex graph,
a volume bound k, a distance parameter ε and a conductance bound φ, there exists an
algorithm that with probability at least 2/3, accepts any graph that is a (k, φ)-expander,
and rejects any graph that is ε-far from any (k∗, φ∗)-expander, where k∗ = Θ(kε) and
φ∗ = Θ( φ
2
min{log(4m/k),logn}·(ln k) ), where m is the number of edges of G. The query complexity
and running time of the algorithm are O˜(
√
mφ−2ε−2).
1.1.3 Graph transformation
The analysis of the above two-sided error tester involves analyzing random walks on a
bounded degree graph by the spectral property of small set expander and a new graph
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product which we call non-uniform replacement product that transforms every graph (with
possible multiple edges and self-loops) into a bounded degree graph, and in the process, the
expansion profile of the resulting graph does not differ by much from that of the original
graph. This transformation may be of independent interest, and we present the formal result
below. Let LG be the normalized Laplacian matrix of a graph G and let λi(G) denote the
ith smallest eigenvalues of LG.
I Theorem 4. Let φ < 1 and k ≤ m. For any graph G = (V,E) with n vertices and m
edges, there exists a 16-regular graph G′ with Θ(m) vertices such that
1. If S ⊆ V (G) is a subset in G with φG(S) ≤ φ, then there exists a set S′ ⊆ V (G′), such
that |S′| = Θ(volG(S)) and φG′(S′) ≤ φ/16;
2. If for any set S ⊂ V (G) with volG(S) ≤ k, φG(S) ≥ φ, then
(a) for any S′ ⊆ V (G′) with |S′| ≤ Θ(k), φG′(S′) = Ω(φ2).
(b) for any α > 0, it holds that λ (1+α)2m
k
(G′) = Ω(α6φ2(log 2mk )−1), and λ( 2mk )1+α(G
′) =
Ω(αφ2 logn 2mk ). Furthermore, if k = m, then λ2(G′) = Ω(φ2).
Note that by recent spectral characterization of small set expansion of G and the
preconditions of the Item 2 of Theorem 4, we have λ (1+α)2m
k
(G) = Ω(α6φ2(log 2mk )−1),
λ( 2mk )1+α(G) = Ω(αφ
2 logn(2m/k)), and if k = m, λ2(G) = Ω(φ2) (see Section 2.2). Also
we stress that Item 2b above is not a direct consequence of Item 2a and inequalities in
Section 2.2, and its proof involves a more refined spectral analysis. The main point from G
to G′ is that the property of small set expansion is well preserved and the maximum degree
is also greatly reduced, which is comparable to work on constructions from high degree
expanders to constant degree expanders (see eg.,[33, 4]).
1.2 Other related work
There is an interesting line of research on testing the special case of the (k, φ)-expander for
k = m, which is often abbreviated as φ-expander. The corresponding quantity φ(m) is often
called the expansion (or conductance) of G [19]. Goldreich and Ron [16] have proposed an
expansion tester for bounded degree graphs in the adjacency list model. The tester (with
different setting parameters) has later been analyzed by Czumaj and Sohler [11], Nachmias
and Shapira [28], and Kale and Seshadhri [20], and it is proven that the tester can distinguish
d-regular φ-expanders from graphs that are ε-far from any d-regular Ω(ηφ2)-expanders for
any η > 0. The query complexity and running time of the tester are O(n0.5+ηφ2 (ε−1 logn)O(1)),
which is almost optimal by a lower bound of Ω(
√
n) given by Goldreich and Ron [17]. Li,
Pan and Peng [24] give an expansion tester in the rotation map model with query complexity
and running time O˜(m1/2+ηφ2 (ε−1 logn)O(1)) for general graphs that matches the best known
tester for bounded degree graphs. We remark that when k = m, our two-sided tester in the
rotation map model can be also guaranteed to test the conductance φ(m) of G with the same
running time and approximation performance. In [24], a product called non-uniform zig-zag
product was proposed to transfer an arbitrary graph into a bounded degree graph. However,
the analysis there is more involved and does not seem to generalize to the k-expansion profile
for any k ≤ m as considered here. Our analysis here is both simple and applicable to the
broader case.
The techniques of random walks have also been used to test bipartiteness under different
models [15, 21, 10]. In particular, Kaufman et al. extend the bipartiteness tester in bounded
degree graphs to general graphs [21] and they also used the idea of replacing high degree
vertices by expander graphs. Furthermore, we will also use their techniques for emulating
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random walks (by performing queries to the oracle of the original graph) and sampling
vertices almost uniformly in the transformed graph. However, the transformed graph in [21]
may still have large maximum degree (that may be twice the average degree of the original
graph), which is not applicable to our case. Ben-Eliezer et al. studied the strength of different
query types in the context of property testing in general graphs [9]. The analysis for the
expansion of the replacement product (and the zig-zag product) of two regular graphs are
introduced in [35, 33, 37, 34].
1.3 Organization of the paper
The rest of the paper is organized as follows. In Section 2 we give some basic definitions
and introduce the tools for our analysis. Then we introduce the non-uniform replacement
product and show its property in Section 3. In Section 4, we give all our testers and prove
the performance of these testers. Finally, we give a short conclusion in Section 5. All missing
proofs can be found in the full version of the paper1.
2 Preliminaries
Let G = (V,E) be an undirected and simple graph with |V | = n and |E| = m. Let degG(v)
denote the degree of a vertex v. As mentioned in the introduction, we consider the adjacency
list model and the rotation map model. In the adjacency list model, the graph is represented
by its adjacency list, which is also accessible through an oracle access OG, and the algorithm
is allowed to perform degree and neighbor queries to OG. In the rotation map model, the
graph is represented by its rotation map that for each vertex u and an index i ≤ degG(u),
in the (u, i)th location of the representation the pair (v, j) is stored such that v is the ith
neighbor of u and u is the jth neighbor of v. We are given an oracle access OG to the rotation
map of G and allowed to perform degree queries and (neighbor, index) queries to OG. We
remark that the rotation map model is at least as strong as the adjacency list model. For a
graph with maximum degree bounded by d, we assume that d is a constant independent of n.
For a vertex subset S ⊆ V , let eG(S, V \S) be the number of edges leaving S. Let
volG(S) :=
∑
v∈S degG(v) and φG(S) := eG(S, S¯)/volG(S) be the volume and the conductance
of S in G, respectively. Note that volG(G) := volG(V ) = 2|E|. In the following, when it
is clear from context, we will omit the subscript G. Define the k-expansion profile of G
as φ(k) := minS:vol(S)≤k φ(S). In particular, φ(m) is often referred to the conductance (or
expansion) of G and we let φ(G) := φ(m). A graph is called a φ-expander if φ(G) ≥ φ.
I Definition 5. A graph G is a (k, φ)-expander if φ(k) ≥ φ. Equivalently, G is a (k, φ)-
expander if for every S ⊆ V with volume vol(S) ≤ k has conductance φ(S) ≥ φ.
We have the following definition of graphs that are ε-far from (k, φ)-expanders.
I Definition 6. A graph G is ε-far from any (k, φ)-expander if one has to modify at least
εm edges of G to obtain a (k, φ)-expander.
As mentioned before, we will assume that m = Ω(n), as otherwise, there exists n− o(n)
isolated vertices in G, and the graph cannot be a (k, φ)-expander even for constant k and
any φ > 0. Furthermore, since we will only sample a constant number of vertices (as we do
1 Full version available at http://arxiv.org/abs/1209.5052
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in all our testers), then with high probability, the sampled vertices are all isolated, and in
this case, we can safely reject the graph.
We will use bold letters to denote row vectors. For any vector p ∈ RV , let p(S) :=∑
v∈S p(v) and let ‖p‖1 =
∑
v∈V |p(v)|, ‖p‖2 =
√∑
v∈V p(v)2 denote the l1, l2-norm of p,
respectively. Let supp(p) be the support of p. Let 1S be the characteristic vector of S, that
is, 1S(v) = 1 if v ∈ S and 1S(v) = 0 otherwise. Let 1v := 1{v}.
2.1 Lazy random walks
We now introduce some tools that will be used in the design and analysis of our algorithms.
The following also applies to graphs with possible multiple edges and/or self-loops. First,
we define the lazy random walks on G. In a lazy random walk, if we are currently at vertex
v, then in the next step, we choose a random neighbor u with probability 1/2 degG(v) and
move to u. With the remaining probability 1/2, we stay at v.
For a given graph G, let A denote its adjacency matrix and let D denote the diagonal
matrix such that Du,u = deg(u) for any u. Let I denote the identity matrix. Then
W := (I +D−1A)/2 is the probability transition matrix of the lazy random walk of G. Note
that if p0 is a probability distribution on V , then p0W t denotes distribution of the endpoint
of a length t lazy random walk with initial distribution p0. In particular, we let ptv = 1vW t
be the probability distribution of the endpoint of a walk of length t starting from vertex v.
Furthermore, we let ‖ptv‖22 denote the collision probability of such a walk.
For any lazy random walk matrix W = I+D−1A2 , it is well known that all its eigenvalues
are real (see eg. [30]). Furthermore, if we let η1(W ) ≥ · · · ≥ ηn(W ) denote the eigenvalues
of W , then 0 ≤ ηi(W ) ≤ 1 for any i ≤ n.
2.2 Spectral characterization of expansion profile
For a graph G, let L := I −D−1/2AD−1/2 be the normalized Laplacian matrix of G. Let
0 = λ1 ≤ λ2 ≤ · · · ≤ λn ≤ 2 be eigenvalues of L. It is straightforward to verify that
ηi = 1 − λi2 for any 1 ≤ i ≤ n, where ηi is the ith largest eigenvalue of the lazy random
walk matrix W of G. We have the following lemmas relating the expansion profile and the
eigenvalues of L.
I Lemma 7 (Cheeger inequality, [3, 1, 38]). For every graph G, we have λ22 ≤ φ(G) ≤
√
2λ2.
I Lemma 8 ([23, 25]). For every graph G, h ∈ N and any α > 0, we have φ( (1+α)2mh ) ≤
O( 1α3
√
λh log h).
I Lemma 9 ([40, 30, 29]). For every graph G, h ∈ N and any α > 0, we have φ( 2mh1−α ) ≤
O(
√
(λh/α) logh n).
We remark that in some of references (eg. [23]), the k-expansion profile is defined to be
the minimum conductance over all possible subsets of size at most k, rather than the volume
measurement as defined here. However, their proofs imply that Lemma 8 and 9 also hold for
our case.
2.3 A local algorithm for finding small sparse sets
We will need the following local algorithm for finding small sparse set to give a one-sided
error tester in general graphs as well as to analyze the soundness of our testers. Here, the
local algorithm takes as input a vertex v and only explores a small set of the vertices and
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edges that are “close” to v, if the volume k of the target set is small. It only needs to perform
degree queries and neighbor queries to the oracle of the input graph.
LocalSS(G, v, T, δ)
1. Let q0 = 1v. For each time 0 ≤ t ≤ T :
a. Define p˜t such that p˜t(u) = qt(u) if qt(u) ≥ δ deg(v) and p˜t(u) = 0 if
qt(u) < δ deg(v). Compute qt+1 := p˜tW .
b. Let st = |supp(p˜t)|. Order the vertices in supp(p˜t) so that p˜t(v1)deg(v1) ≥
p˜t(v2)
deg(v2) ≥ · · · ≥
p˜t(vst )
deg(vst )
.
c. For each 1 ≤ i ≤ st, let Si,t be the first i vertices in this ordering.
2. Output the subgraph X with the smallest conductance among all the sets
{Si,t}0≤t≤T,1≤i≤st .
The performance of the above algorithm is guaranteed in the following lemma, which follows
by combining Proposition 8 in [30] and Theorem 2 [22]. (More specifically, the first part of
the lemma is Proposition 8 in [30] and the “Furthermore” part of the lemma follows from
the proof of Theorem 2 [22]. See also the paragraph “Independent Work” in [22])
I Lemma 10. Let G = (V,E) and t ≥ 1. If S ⊆ V satisfies that φ(S) ≤ ψ, then there exists
a subset Ŝ ⊆ S such that vol(Ŝ) ≥ vol(S)/2, and for any v ∈ Ŝ, we have ptv(S) ≥ c1(1− 3ψ2 )t
for some constant c1 > 0. Furthermore, if vol(S) ≤ k, then the algorithm LocalSS, with
parameters G, v, T = O( ζ log kψ ), δ = O(
k−1−ζ
T ) for any ζ > 0, will find a set X such that
vol(X) ≤ O(k1+ζ) and φ(X) ≤ O(√ψ/ζ). The algorithm can be implemented in time
O˜(k1+2ζψ−2).
3 Non-uniform replacement product
In this section, we give the definition of non-uniform replacement product and also show its
property, which will be used in our testers for general graphs. Let G = (V,E) be a graph with
possible multiple edges or self-loops and with minimum degree δ ≥ d. Let H = {Hu}u∈V be
a family of |V | graphs. The graph family H is called a proper d-regular graph family of G
if for each u ∈ V , Hu is a d-regular graph (with possible parallel edges or self-loops) with
vertex set [degG(u)] := {1, ...,degG(u)}. For any graph G and its proper d-regular graph
family H, the non-uniform replacement product of G and H, denoted by GrH, is defined as
follows.
1. For each vertex u in V (G), the graph GrH contains a copy of a Hu.
2. For any edge (u, v) ∈ E(G), for each i ∈ [degG(u)], we specify a unique but arbitrary
index j ∈ [degG(v)], and place d parallel edges between the ith vertex in Hu and the jth
vertex in Hv.
Now that GrH is a 2d-regular graph with 2|E| vertices. We will use (u, i) to index the
vertices in GrH. We have the following lemma that formally characterize the intuition
that if all the graphs in H are expanders, that is, for any H ∈ H, φ(H) is larger than some
universal constant, then the expansion profile of G′ will not differ by too much from the
expansion profile of G.
I Lemma 11. Let G = (V,E) be a graph with minimum degree δ(G) ≥ d. Let H be a proper
d-regular graph family of G, and let G′ = GrH. We have that
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If S ⊆ V (G) is a subset with φ(S) ≤ φ then the set S′ := {(u, i) ∈ V (G′)|u ∈ S, 1 ≤ i ≤
degG(u)} ∈ V (G′) satisfies that |S′| = vol(S) and φG′(S′) ≤ φ/2.
If for any set S ⊆ V (G) with vol(S) ≤ k, φ(S) ≥ φ and for any u, the conductance of Hu
satisfies φ(Hu) ≥ δ, then for any set S′ ⊆ V (G′) with |S′| ≤ Θ(k), φG′(S′) = Ω(δφ2).
When the rotation map of the graph G is explicitly given, we define the non-uniform
replacement product with rotation map of G and H, denoted as G(r)rH, as follows.
1. For each vertex u in V (G), the graph G(r)rH contains a copy of a Hu.
2. For any edge (u, v) ∈ E(G) such that v is the ith neighbor of u and u is the jth neighbor
of v, we place d parallel edges between the ith vertex in Hu and the jth vertex in Hv.
Note that the above replacement product with rotation map is a special case of the
(general) replacement product defined before. Thus, it not only satisfies the combinatorial
property of expansion profile given in Lemma 11, bust also satisfies the following nice spectral
properties.
I Lemma 12. Let G = (V,E) be a graph with minimum degree δ(G) ≥ d. Let H be a proper
d-regular graph family of G, and let G′ = G(r)rH be the replacement product with rotation
map of G and H. We have that
G′ satisfies the two properties in Lemma 11.
If for any set S ⊆ V (G) with vol(S) ≤ k, φ(S) ≥ φ and for any u, η2(WHu) ≤ 1 − δ
for some δ > 0, then for any α > 0, η (1+α)2m
k
(WG′) ≤ 1 − Ω(δ2α6φ2(log 2mk )−1),
η(2m/k)1+α(WG′) ≤ 1 − Ω(αδ2φ2 logn(2m/k)). Furthermore, when k = m, we have
η2(WG′) ≤ 1− Ω(δ2η2).
Theorem 4 can be proved directly once we have Lemma 12.
Proof of Theorem 4. For any graph G = (V,E), we first turn it into a graph G≥8 with
minimum degree 8 by adding an appropriate number of self-loops to vertices with degree
smaller than 8. Note that this only changes the conductance of a set by a factor of 8. Now we
let H be a proper 8-regular graph family for G≥8 such that for any u ∈ V , Hu is a Margulis
expander with degG≥8(u) vertices [27, 13]. Therefore, each Hu is an expander such that
φ(Hu) and 1−η2(WHu) are larger than some universal constants. Then we let G′ = G(r)≥8rH,
d = 8 and specify δ to be a constant in Lemma 12. By definition, G′ is a 16-regular graph.
Finally, the theorem follows by Lemma 12 and the fact that ηi = 1− λi2 . J
4 Testers for small set expansion
In this section, we give all our testing algorithms for small set expansion. We first show a
property of graphs that are far from small set expander in Section 4.1, which will be useful for
all our testers. Then in Section 4.2, we give a two-sided error tester in bounded degree model,
which illustrates basic ideas underlying our algorithms. Finally, we give testers in adjacency
list model and in the rotation map for general graphs in Section 4.3, 4.4, respectively.
4.1 A property of graphs that are far from small set expander
The following lemma shows that if a general graph G is far from (k, φ)-expander, then there
exist disjoint subsets such that each of them is of small size and small conductance, and the
total volume of these sets are large. This lemma will be useful for the analysis of all the
testers.
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I Lemma 13. Let c2 be some constant and let φ∗ ≤ 120c2 . If a graph G is ε-far from (k∗, φ∗)-
expander, then there exist disjoint subsets S1, · · · , Sq ⊆ V such that vol(S1 ∪ · · · ∪ Sq) ≥ εm15 ,
and for each i ≤ q, vol(Si) ≤ 2k∗, φ(Si) < 11c2φ∗.
4.2 A tester for bounded degree graphs
Now we give a two-sided error tester for bounded degree graphs. This tester is very intuitive
and simple: we sample a small number of vertices, and for each sampled vertex v, we perform
independently a number of random walks from v and calculate the number of collisions Zv
between the endpoints of these random walks. We accept the graph if and only if Zv is
small for every sampled vertex v. We remark that this idea originates from the tester for
expansion for bounded degree graphs [16, 11, 20, 28]. The main difference between our small
set expansion tester and the previous expansion testers is the choice of parameters.
Given a d-bounded degree graph G, we define the following d-regularized random walk on
G: at each vertex v, with probability degG(v)/2d, we jump to a randomly chosen neighbor
of v, and with the remaining probability 1 − degG(v)2d , we stay at v. This random walk is
equivalent to the lazy random walk on the virtually constructed d-regular graph Greg that is
obtained by adding an appropriate number of self-loops on each vertex in G. Note that to
perform such a random walk, we only need to perform neighbor queries to the oracle of G.
Our tester for bounded degree graphs is as follows.
SSETester2-Bound(G, s, r, `, σ)
1. Repeat s times:
a. Select a vertex v uniformly at random from V .
b. Perform r independent d-regularized random walks of length ` starting
from v.
c. Let Zv be the number of pairwise collisions among the endpoints of these
r random walks.
d. If Zv > σ then abort and output reject.
2. Output accept.
We can show that by choosing appropriate parameters, the above algorithm is a property
tester for small set expansion for bounded degree graphs. We have the following theorem.
I Theorem 14. Given neighbor query access to a d-bound-degree graph G, a volume bound
k, a distance parameter ε and a conductance bound φ, then the algorithm SSETester2-Bound
with parameters s = Θ(1/ε), r = Θ(
√
n/ε), ` = Θ( (ln k)·log(2nd/k)φ2 ) and σ =
(
r
2
) 60
kε , accepts
any (k, φ)-expander graph G with degree bounded by d and rejects any graph that is ε-far from
(k∗, φ∗)-expander with degree bounded by d, where k∗ = Θ(kε/d), φ∗ = Θ( φ
2
(ln k)·log(2nd/k) ),
with probability at least 2/3. The query complexity and running time are O˜(
√
nφ−2ε−2).
4.3 Testers in the adjacency list model for general graphs
In this section, we give testers for small set expansion for general graphs in the adjacency
list model.
4.3.1 A two-sided error tester
To give a two-sided error tester for general graphs, we first note that the tester for bounded
degree graphs given in Section 4.2 does not apply to general graph, which may have an
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arbitrary large degree. For example, in a star graph the collision probability of a lazy random
walk will be very large on the “central” vertex, however, the conductance of star graph is
large and it is thus a small set expander. This implies that we cannot directly apply our
tester for bounded degree graphs to general graphs.
In the following, we show that we can use the non-uniform replacement product (without
rotation map) defined in Section 3 to first turn our input graph G into a bounded degree
graph G′, and then we perform independent random walks on the newly transformed graphs
G′ to determine whether to accept or reject the input graph G. We should keep in mind
that we are only given degree and neighbor query access to G rather than G′.
We first define G′. To do so, we first specify a proper d-regular graph family H for G.
We will let d = 8, and first turn G into a graph G≥8 with minimum degree 8 by adding
an appropriate number of self-loops on vertices with degree smaller than 8. Note that this
modification only changes the conductance of a set by a factor of 8. Now we let H be
the graph family that for any u ∈ G, Hu is a Margulis expander with degG≥8(u) vertices.
We stress that such expanders are explicitly constructible [27, 13]. Furthermore, given any
vertex i ∈ Hu, we can determine the neighborhood of i in constant time. Now we define
G′ = G≥8rH.
By definition of G′, we can specify a vertex (u, i) to connect to a vertex in ∪v:(v,u)∈EHv
in an arbitrary manner. This important property allows us to construct G′ when we go along
and emulate random walks in G′ very efficiently by performing degree and neighbor queries
to G. We stress here that if the non-uniform replacement product with rotation map of G is
used (see Section 4.4), then the neighbor of (u, i) in the final graph is fixed, and we do not
know how to efficiently emulate the corresponding (lazy) random walks by only using degree
and neighbor queries to G.
Now we briefly introduce a process for emulating random walks on G′. The argument is
very similar to the analogous case given in Section 4.2 in [21]. We give a brief description here.
To emulate random walks on G′, if we are currently at a vertex (u, i), then with probability
1/2, we stay at (u, i); with probability 1/4, we jump to a randomly chosen neighbor (u, j)
in Hu, which can be done in constant time since Hu is explicitly constructible; with the
remaining probability 1/4, we need to jump to the outside of Hu. Now if we have already
specified its neighbor outside of Hu, say (v, j), then we directly jump to (v, j). Otherwise, we
have to specify the outside neighbor of (u, i) first. The specification can be done by recording
a set A(u) of neighbors that has already been specified to some vertex in Hu and then either
sampling new neighbors or attaching unspecified vertices arbitrarily according to A(u). The
amortized number of required degree and neighbor queries to G is O(log2 n). We refer to [21]
for more details.
There is one more issue that we should take care of: how to sample vertices (almost)
uniformly at random from G′. This issue is almost equivalent to sampling edges almost
uniformly from G, and has also been analyzed in [21]. In particular, Kaufman et al. have
proved the following lemma.
I Lemma 15 ([21]). Let µ > 0. There exists a procedure Sample-Edges-Almost-Uniformly-
-in-G that performs O(
√
n/µ logm) degree and neighbor queries and for all but (µ/4)m of
edges e in G, the probability that the procedure outputs e is at least 1/(64m). In particular,
the output edge e is in the form of (v, i) for 1 ≤ i ≤ deg(v).
By setting µ = ε/c3 in the above lemma, for a sufficiently large constant c3, we will
directly invoke Sample-Edges-Almost-Uniformly-in-G to sample a vertex (v, i) in G′.
Finally, to specify the number of random walks r, to beO(
√
m), we should have an estimate
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of m or the average degree davg of G. This can be achieved by Feige’s algorithm [12, 18],
which gives a constant factor estimate of davg by performing O(
√
n) queries to G.
Now we give a description of our two-sided error tester.
SSETester2-List(G, s, r, `, σ)
1. Repeat s times:
a. Sample an edge (v, i) by calling the procedure Sample-Edges-Almost-
-Uniformly-in-G with µ = ε/c3, where c3 is a sufficiently large constant.
b. Perform r independent lazy random walks in G≥8rH of length ` starting
from v by the above emulation process.
c. Let Zv be the number of pairwise collisions among the endpoints of these
r random walks.
d. If Zv > σ then abort and output reject.
2. Output accept.
By setting s = Θ(1/ε), r = Θ(
√
m/ε), ` = Θ(min{log(4m/k),logn}·(ln k)φ4 ) and σ =
(
r
2
) 60
kε in
the algorithm SSETester2-List, we can prove Theorem 1 using similar analysis to the proof
of Theorem 14.
4.3.2 A one-sided error tester
Now we present our property testing algorithm SSETester1-List with one-sided error for
small set expansion. This tester invokes a local algorithm LocalSS introduced in Section 2.3
and applies to the adjacency list model.
SSETester1-List(G, s, T, δ)
1. Repeat s times:
a. Sample an edge (v, i) by calling the procedure Sample-Edges-Almost-
-Uniformly-in-G with µ = ε/c3, where c3 is a sufficiently large constant.
b. If LocalSS(G, v, T, δ) finds a setX with volume at most k and conductance
at most φ, then abort and output reject.
2. Output accept.
For any 0 < ξ < 1, we set parameters s = Θ(1/ε), T = O( log kφ2 ), and δ = O(
k−1+ξ/2
T ) in
the above algorithm, which will then be used to prove Theorem 2.
4.4 A tester in the rotation map model for general graphs
In this section, we give a tester in the rotation map model, in which we assume that the
rotation map of G is explicitly given, that is, when specified a vertex v and an index i,
the oracle returns a pair (u, j) such that u is the ith neighbor of v and j is the index of
u as a neighbor of v. We use the non-uniform replacement product with rotation map to
transform G into a 16-regular graph G′. To perform this transformation, we also need first
to turn G into a graph G≥8 with minimum degree 8, and specify H to be a proper 8-regular
Margulis expanders, and then let G′ = G(r)≥8rH. Now the tester first samples a number
of vertices almost uniformly in G′ and then performs independent random walks on G′ to
decide whether to accept G or not, as we did before.
Our tester in rotation map model is almost the same as the two-sided tester in adjacency
model in Section 4.3.1, and with information of the rotation map of G, we are actually able to
give a better tester by using the spectral property of G′ given in Lemma 12 (see Theorem 3).
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However, as we mentioned before, since now we cannot specify the neighbor of a vertex (u, i)
in an arbitrary manner, we do not know how to emulate random walks efficiently by only
performing degree and neighbor queries to G. That is why we introduced (neighbor,index)
query and the rotation map model.
Here we emulate random walks on G′ by performing degree and (neighbor, index) queries
to G: if we are currently at a vertex (u, i), then with probability 1/2, we stay at (u, i); with
probability 1/4, we jump to a randomly chosen neighbor (u, j) in Hu; with the remaining
probability 1/4, we jump to vertex (v, j) such that v is the ith neighbor of u and u is the
jth neighbor of v in G. Note that only in the last case, we need to perform (neighbor, index)
queries to the oracle of G.
SSETester2-Map(G, s, r, `, σ)
1. Repeat s times:
a. Sample an edge (v, i) by calling the procedure Sample-Edges-Almost-
-Uniformly-in-G with µ = ε/c3, where c3 is a sufficiently large constant.
b. Perform r independent lazy random walks in G(r)≥8rH of length ` starting
from v by using rotation map of G.
c. Let Zv be the number of pairwise collisions among the endpoints of these
r random walks.
d. If Zv > σ then abort and output reject.
2. Output accept.
Theorem 3 can now be proven by using the above algorithm SSETester2-Map with
parameters s = Θ(1/ε), r = Θ(
√
m/ε), ` = Θ(min{logn,log(4m/k)}·(ln k)φ2 ) and σ =
(
r
2
) 60
kε .
5 Conclusions
We give property testers for small set expansion in general graphs, including a two-sided
error tester and a one-sided error tester in adjacency list model, and a two-sided error tester
in rotation map model in which the algorithm can perform (neighbor, index) queries as well
as degree queries. Our analysis for two-sided error testers uses a non-uniform replacement
product to transform an arbitrary graph into a bounded degree graph that well preserves
expansion profile.
It is unclear if the rotation map model is strictly stronger than the adjacency list model.
In particular, we do not know if the newly introduced (neighbor, index) query is necessary
for us to obtain a tester with at most quadratic loss in the conductance parameter. It will
be interesting to give a two-sided error tester in the adjacency list model that distinguishes
(k, φ)-expanders from graphs that are ε-far from any (Θ(kε), Θ˜(φ2))-expander, as we obtained
in the rotation map model. It is also left open if the query complexity and/or running time
of the two-sided testers could be improved to O˜(
√
n(φ−1ε−1)O(1)), without dependency on
the number of edges m.
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