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Electrical impedance tomography (EIT) is an imaging system that can generate a 
map of electrical conductivity.  The aim of this project is to develop a pressure 
mapping imaging device, which we also call Wearable Scanners using EIT (WSEIT) 
system. WSEIT are being developed based on electrical conductivity imaging of the 
conductive area generated in a fabric structure. This thesis demonstrates the 
application of conductive fabric as a pressure mapping imaging device together with 
the EIT imaging system. For the first time, multiple-deformation and pressure points 
are detected. This thesis will also show quantitative analysis of this pressure 
mapping imaging solution.  We envisage a number of applications for WSEIT, 
especially in the areas of robotics and bio-mechanics. In this project, we are 
interested in measuring the pressure that has been applied to a 2D surface. There 
are three major parts to this project: the sensor design, the hardware electronics and, 
finally, tomographic image reconstruction. The sensors are elastomeric conductive 
areas that can be integrated in a number of ways into a garment. It will be shown 
that the conductivity of the area will change as the surface topology changes; as 
pressure is applied, the electrical impedances of the sensor area are measured from 
a number of peripheral points. The impedance data is then transferred to the image 
reconstruction software. Finally, the inversion technique is applied to the data to 
generate a pressure and deformation map of the body. The measurement system 
has been developed using a multiplexer circuit and a USB-based DAQ card, from 
National Instruments (NI). The performance of the EIT system was tested using 
traditional saline phantoms. Several different types of materials have been 
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Electrical impedance tomography (EIT) is an imaging system that generates maps of 
electrical conductivity over a certain measuring area, which can be either in 2D or  
3D. This thesis proposes the EIT imaging on a conductive fabric for pressure 
mapping imaging. The imaging of a conductive area in a garment can be potentially 
used to create a wearable scanner. One of the major advantages of an EIT system is 
that it does not require any wiring within the subject being measured; only 
measurements around the boundaries are required.  
1.2 Background of EIT 
In terms of history, EIT is a relatively mature imaging method, which has managed to 
draw interest from scientists from a wide range of disciplines[1]. This includes 
mathematicians with an interest in uniqueness proofs and inverse problems, 
physicists interested in bio-impedance, electronics engineers and clinicians with 
particular clinical problems, who are attracted by its unique portability, safety and low 
cost.  
EIT is one member of a whole class of imaging techniques in which the common 





of interest. The common techniques include X-ray computed tomography, nuclear 
magnetic resonance imaging, B-scan ultrasound and positron emission tomography. 
A comprehensive comparative review of these methods was carried out by Bates in 
1983[2].  
Electrical impedance imaging began as an alternative for traditional imaging systems 
such as X-ray computed tomography, aimed to overcoming the disadvantages of 
being expensive and posing a biological hazard to the patient being imaged. The first 
attempt[3] was started by making the theoretical assumption that electric currents 
flow in straight lines, in the same manner that beams of X-rays[4] do. Since the initial 
attempt at impedance imaging, a whole range of image reconstruction techniques 
have been developed. The first successful EIT image was reported by Barber and 
Brown[5], who used the Sheffield mark 1 system[6] with a single frequency. A single 
frequency system provides only limited information regarding the electrical 
characteristics of the test object. Using alternating current for a certain range of 
frequencies would allow a more comprehensive probe of the object’s properties[7]. 
One of the successors of the Sheffield mark 1 is the Sheffield mark 3.5, marketed by 
Maltron Inc. as the Pulmonary Scan mark 3.5. It is a multi-frequency, eight-electrode 
system, specifically designed for neonatal use, where the space available for 
electrodes is limited. It operates on frequencies in the range of 2 kHz to 1.6 MHz, 
which may enable tissue characterisation in the future. Its data collection speed is 25 
frames per second. Signal-to-noise ratio was significantly reduced in comparison to 
the mark 1 version[8]. Another developed system is the DSP Based Multi-Frequency 
3D Electrical Impedance Tomography System by M. Goharian from McMaster 
University, Canada[7]. This system operates in a way that is comparable to the 





better EIT systems resulted in a wave of enthusiasm and prototype systems were 
developed in more than ten different clinical areas. Successful pilot studies were 
carried out, which showed a good correlation with gold standard techniques in 
imaging lung ventilation. Over the next few years, new developments were made, 
such as imaging for breast cancer and brain function. Isaacson[10], back in 1992, 
published a review of these different techniques. Many of these remained theoretical 
methods until 1991, when in vivo images were produced. A more comprehensive 
study of the evolution of EIT can be found in Knight[11]. Compared to other 
tomography methods, EIT suffers from severe limitations that may prevent its 
adoption for routine medical diagnosis. For example, EIT is not suitable for 
anatomical imaging in the way that Magnetic Resonance Imaging (MRI) or 
Computed Tomography (CT) is due to its large variability of images between 
subjects. Also, its low spatial resolution and susceptibility to noise and electrode 
errors makes the matter even worse. However, EIT does show promise as a 
diagnostic tool for medical clinicians. It has the advantage of a low cost which,  can 
save thousands of pounds, compared to the others like MRI and CT or even Positron 
Emission Tomography (PET)[12]. Furthermore, EIT is non-invasive and safe. 
Comparatively, when it comes to size, it is very small and portable. Thus, until this 
point, most of the applications for EIT were clinical-based, but since then, new 
directions for the technology, within industry, have been considered. The basic aim 
of modern tomography is to determine the distribution of materials in some region of 
interest by obtaining a set of measurements using sensors that are distributed 
around the periphery. Electrical tomography has motivated applications in process 
design and validation, online monitoring and control. This can, for instance, lead to 





through a reduction of time and waste. Typical fields of application in the early years 
of development included two-phase flow, fluidised beds, mixing and environmental 
monitoring[13-16]. In the next section, applications of EIT in each field will be 
discussed.   
1.3 Electrical Impedance Tomography Applications 
In general, electrical impedance tomography has three primary application fields:  
 Industrial: The applications include pipeline fluid monitoring imaging, the 
measurement of fluid distribution in mixing vessels, and non-destructive 
testing such as crack detection[17, 18]. 
 Geophysical: The applications include geophysical prospecting, cross 
borehole measurement and surface measurement[19, 20]. 
 Medical: EIT is very widely studied in medical field for all sorts of monitoring 
purposes, for example, for monitoring lung and cardiac functions, 
measurement of brain function, detection of internal bleeding in tissue, 
measurement of gastric imaging, identification and classification of tumours in 
breast or brain tissue, and also thorax functional imaging[21-29].  
1.3.1 Industrial Application 
In industrial applications, process tomography uses EIT to image conducting fluids 
within vats or flowing within pipes[30] and capacitance tomography for dielectric 
material[31].  
The aim of process imaging is to determine the distributions of quantities of interest 
so that inferences can be made on processes taking place in various environments 





inhomogeneities, chemical reactions, spatial and temporal concentration variations, 
as well as phase fractions in mass flows and various mixing and separation 
processes. Detailed examples have been discussed in [32-34].  
1.3.2 Geophysical Application 
For geophysical applications, it is typically used for obtaining core sample data, 
geophysical probing, i.e. mineral detection at the earth’s surface, and borehole 
scanning. Some even apply the technique for groundwater contamination 
assessment[35]. One of the major points of applying EIT in this area is for imaging 
the inner structures of geological objects. Take rock, for example; its resistivity can 
vary by several orders of magnitude depending on the rock nature, porosity and 
water content. To do that, the EIT system in this field is normally equipped with an 
array of regularly spaced electrodes and the geometrical factor is usually calculated 
to quickly represent the apparent conductivities. In this way, it allows the control of 
data quality in the aftermath of their acquisition. The distance between electrodes 
defines the spatial resolution and the penetration depth. By standard, the spatial 
resolution of the method in geophysics is of the order of meters and the penetration 
depth can reach 500m.  
1.3.3 Medical Application 
EIT medical imaging is established on the fact that biological tissues can be 
recognised from their conductivity or permittivity[36, 37], which in turn vary according 
to its state of health as well as during physiological organ functioning[38]. This has 
been reported by investigators studying the applications of differences in the 
electrical properties of tumours for their clinical aspects. The electrical properties of 





shows significantly higher permeability of the tumour tissue at 20 kHz compared to 
that of normal or non-malignant tissues. Others have come to similar conclusions like 
[41-44]. Another medical application of EIT in terms of bioimpedances is evaluation 
of the global states of biological systems, for example: cardiac and respiratory 
functions and quantities of body fluid and tissue compositions[45, 46]. In order to 
obtain more detail on the evaluations of the tissue for diagnoses, bioimpedance 
measurements are applied to specific local tissues, such as tumours, mammary 
glands and subcutaneous tissues[47, 48]. By taking one or more 2D slices through a 
patient, an image can be obtained, thus combining traditional mechanical ventilation, 
lung recruitment, and EIT imaging provides a comprehensive physiological 
model[49]. Therefore, in the medical field, the chief interest lies in imaging body 
organs (e.g. the brain[50] and lungs[51]), bones or other tissues like breast tumours, 
that have different characteristic impedances[52]. 
1.4 Potential applications for wearable EIT 
While 3D imaging is the more popular topic among researchers, this dissertation 
focuses on a 2D EIT monitoring system where fabric sensors are used. This 
particular technology enables touch sensitive applications on robotic skin since 
conventional point based sensor mapping is almost impossible to implement at 
complex geometries like hand and face. In order to highlight the direction this 
dissertation takes with regard to pressure sensing and monitoring in EIT application, 






1.4.1 Pressure mapping imaging methods 
Apart from the applications introduced above, the EIT as a pressure mapping 
imaging method is relatively new in the research field.  Traditional sensing 
techniques like capacitive sensing and piezoresistive sensing have been widely 
studied. In table 1, a comparison is made between the pros and cons of conventional 
sensing techniques and fabric based EIT pressure sensors.  
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Scalable, versatile, low cost, 
low power consumption, no 
mechanical parts, no wiring in 
sensing pad, conformable, 
design simplicity, low 
assembly costs, good sensing 
range, good reliability, high 
repeatability, immunity from 
EMI, sensing range, 
sensitivity 
Spatial resolution 
Table 1: Pros and cons of conventional sensors vs Fabric based EIT pressure sensor 
As shown in the table, fabric based EIT pressure sensors overcome the 
disadvantages of most conventional sensing methods apart from its low spatial 
resolution.  
1.4.2 Pressure monitoring application 
The original idea of applying EIT based pressure sensing for pressure ulcers[68]  
was initially introduced by Fulton and Lipczynski back in 1993[69]. However, the 
experimental trials failed to identify a suitable conductive material for the EIT 
pressure sensor. Additionally, the idea of taking advantage of the enhanced flexibility 
and stretch potential of the fabric based EIT sensor was not considered at the time 
and so the work was eventually dropped. Recent developments from [70] have 
shown promising results with regard to the flexibility and stretch potential of these 
sensors and their integration in robotics as an artificial skin interface. Together with 
various new conductive materials, like pressure sensitive and conductive rubber 
CS57-7RSC (PCR technical, japan) [71] as well as many other fabric based 






1.4.3 Robotic Skin application 
As human beings, we have been trying to replicate ourselves for almost a century. 
Despite the success around the world among developers, people still struggle to find 
a good solution for human interaction with robots. Traditional matrix based point 
sensors solve the problem for most even surfaces on the robot but locations with 
more complex geometry, like the face and hand, still seem far too challenging in 
terms of sensor implementation. By involving different conductive materials with 
deformation and a pressure sensing ability, it is much easier to implement on 
complex geometries since it does not require any wiring with the sensing area[72, 
73]. It also enables robots to detect multi-touch stimuli in addition to detecting 
pressure with the sensor’s deformation sensing ability. A comprehensive review of 
tactile sensors that are used for robotic interactions was made in [74].  
1.5 Aim & Objectives 
This project aims to develop a novel prototype imaging system that can measure 
various deformations and pressure over a 2D surface for both medical and robotic 
applications. As discussed in the medical application section, applications like 
pressure monitoring are one of our main interest areas. In order to achieve this goal,  
a system that has the following three parts is required:  
 Measurement system 
 Image reconstruction programme 
 Fabric based sensor 
Due to the ill-posed nature of the EIT technique, the system hardware design plays a 





to be verified using experimental validation. In this thesis, several different EIT 
systems have been developed and modified for different proposed schemes.  
In terms of the reconstruction programme, it is another important challenge in 
making a fully functional EIT system that fits our purpose. And to do this, an in-depth 
knowledge of Matlab and LabVIEW programming are essential.  
For the fabric based sensor, several different designs have been carried out 
involving different numbers of electrodes, different materials and even different 
shapes. This thesis will show that by comparing the performance of all these 
different approaches a good solution will eventually converge.  
As will be seen in this thesis, a thorough study of EIT has been carried out and it is 
believed the ideas and results presented in this thesis can certainly have a positive 
impact on the general EIT research community.  
1.6 Organisation of thesis 
The research presented in this thesis is organised into eight chapters. Chapter 1 
discusses the history and various applications of EIT. Chapter 2 presents the main 
body of this thesis by starting with imaging reconstruction algorithms, followed by 
details about the mathematical model of the forward and inverse problems that are 
involved in the process of obtaining an image.   The measurement system, which 
consists of a multiplexing circuit and a PC based control programme, is mostly 
hardware building and is explained in Chapter 3.  In Chapter 4, a standard 
preliminary experiment for the EIT hardware is described, where the EIT Phantom 
Test is introduced, and the phantom test results are shown and analysed at the end 





and test results with the previously built 16 electrode system. In chapter 6, the 
pressure sensitive fabric sensor is introduced and its test results are included at the 
end. Chapter 7, which is similar to the two sensor design chapters before, focuses 
on the square shaped fabric sensor, and, as part of the standard procedure, test 
results are included at the end of the chapter. Finally, the conclusion and discussion 
of future work will be presented in Chapter 8. Please note, each chapter, from 
chapter 2 onward, will have a self-conclusion at the end.  
Various parts of this thesis have been published or are in the process of publication. 
The background information about EIT in Chapter 1, along with preliminary results 
from the EIT phantom test in Chapter 4 and the deformation sensitive fabric sensor 


















2. EIT Image Reconstruction 
 
The purpose of having an EIT system is to obtain the internal structural image of the 
measuring body. In this chapter, the image reconstruction software will be introduced 
and a brief overview of the Mathematical modelling of the EIT image reconstruction 
mechanism will be presented.  
2.1 Reconstruction Algorithm 
There are many different reconstruction algorithms and so far they can be 
categorised into four main classes, each with different aspects of impedance: 
1. Time Difference Imaging systems are used to produce images of the change 
in impedance over a time interval. It is done by taking a set of measurement 
data    at    and another set of measurement data    at a later time    . The 
algorithm then calculates the conductivity change between    and    . The 
method is widely used for imaging temporal phenomena in medical 
applications, such as impedance changes during respiration [75, 76]. One of 
the main advantages of Time Difference Imaging is its ability to improve 
reconstructed image stability in the presence of problems such as unknown 





shape, non-linearity, and the use of 2D approximations for 3D electrical 
fields[75, 76]. To calculate the change of conductivity, a series of iterative 
nonlinear reconstruction algorithms are used since it is a non-linear problem 
being dealt with.  
2. Absolute or static systems are used to produce images of the absolute 
impedance distribution.  
3. Multi-frequency imaging systems are used to produce an image for frequency-
dependent impedance changes. For example, measurements from two 
different frequencies can be compared on the impedance change and 
produce an image[75, 76]. Also, injecting currents at a range of frequencies 
(9.6kHz to 1.2 MHz) and using different deriving parameters (Cole-Cole 
parameters) can produce interesting results[77, 78].  
4. Dynamic imaging systems are best used for cases where fast conductivity 
changes are involved. When the conductivity changes, the acquisition interval 
can seem slow compared to the conductivity changing rate but the acquisition 
period of a frame of data is much faster[79].  
2.2  Forward Problem 
In order to solve the EIT Inverse problem, the forward problem needs solving, which 
is the model of the measurement process[80]. As defined previously[81], under low 
frequency assumptions, the full Maxwell’s equations can be simplified to the complex 
valued Laplace equation, which will be derived.  
The forward problem of EIT calculates boundary potentials with the given electrical 
conductivity or permittivity distribution, the first step is to construct a physical model 





measured voltages, injected currents and a conductivity distribution. Starting from 
basic Maxwell’s equations of electromagnetism, the equations for this physical model 
can be derived.  
Maxwell’s equations in inhomogeneous medium can be written in the form:  
(Faraday’s Law of induction)      
  
  
    (1) 
(Ampere’s Law)       
  
  
    (2) 
Where E is electric field, H is magnetic field, B is magnetic induction, D is electric 
displacement and J is electric current density. 
If the injected currents are time-harmonic with frequency ω the electric and magnetic 
fields are of the form: 
             (3) 
            (4) 
Moreover, in linear isotropic medium the following relations are valid: 
          (5) 
          (6) 
          (7) 
Where   is the permittivity,   is the permeability, and   is the conductivity of the 





Using the relations (5-7) and assuming that the injected currents are time harmonic, 
the equations (1,2) can be written in the form:  
               (8) 
               (9) 
In EIT, there are current sources that are denoted here with   . Therefore the current 
density is divided into two components         , where        is the so-called 
conduction current. Now the equations (8,9) can be written in the form: 
               (10) 
       (     )     (11) 
These are the full Maxwell equations. In EIT, some simplifications for these full 
equations are made. The first one is the assumption of static conditions. This means 
that from the exact derivation of E,  
      
  
  
      (12) 
Where   is the electric potential and A is the magnetic vector potential, the latter is 
neglected. This means that the effect of magnetic induction that causes the induced 
electric field is neglected. This approximation is justified[82, 83] if: 
     (  
  
 
)        (13) 
Where    is a characteristic distance over which E varies significantly, therefore the 





Another approximation that is quite often made in EIT is that the capacitive effects 
(     in 9) are neglected. This approximation is valid[84] if: 
  
 
         (14) 
With the above approximations, the modified Maxwell’s equations in linear, isotropic 
medium under quasi-static conditions are:  
            (15) 
               (16) 
Taking the divergence on both sides of equation (16) and substituting (15) into (16) 
the equation becomes:  
  (   )         (17) 
This is true since there is no source inside the body     .  
Since the conductivity   and potential vary   over the object, we denote them 
as  ( ) and  ( ), where x represents any point within or on the surface of the object.  
Then equation (17) can be written as:  
  ( ( )  ( ))        (18) 
The complete electrode model takes into account both the shunting effect of the 
electrodes and the contact impedances between the electrodes and the body. The 
complete electrode model consists of the equation (17) and the boundary conditions, 
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        (21) 
Where    is effective contact impedance between the   th electrode and the body. In 
addition, the following two conditions for the injected current and measured voltages 
are needed to ensure the existence and uniqueness of the result. 
∑   
 
             (22) 
∑   
 
            (23) 
The forward problem must be solved multiple times. The potential  ( )  and   
  can 
be set up by the given conductivity distribution  ( ) and boundary condition   . 
2.3 Finite Element Method 
The Finite Element Method (FEM) is a numerical analysis technique for obtaining 
approximate solutions to a wide variety of engineering problems. It was originally 
developed as a tool for aircraft design but has since been extended to many other 
fields including the modelling of electromagnetic and electrostatic fields[4]. Due to its 
ability to model arbitrary geometries and various boundary conditions, the Finite 
Element Method is the most common method currently used for the numerical 






In a continuum problem of any dimension, the field variable, such as the electric 
potential in EIT, is defined over an infinite number of values because it is a function 
of the infinite number of points in the body. The finite element method first discretises 
the medium under analysis into a finite number of elements collectively called a finite 
element mesh. Within each element, the field variable is approximated by simple 
functions that are defined only within the individual element. The approximating 
functions (sometimes called interpolation or shape functions) are defined in terms of 
the values of the field variables at specified points on the element called nodes. Most 
EIT work uses linear shape functions in which all nodes lie on the element 
boundaries where adjacent elements are connected. Higher order shape functions 
will have interior nodes. In summary, the finite element method reduces a continuum 
problem of infinite dimension to a discrete problem of finite dimension in which the 
nodal values of the field variable and the interpolation functions for the elements 
completely define the behaviour of the field variable within the elements and the 
individual elements collectively define the behaviour of the field over the entire 
medium. 
 
There are three different methods typically used to formulate Finite Element 
problems: 
1. Direct approach. The Direct approach is so called because of its origins in 
the direct stiffness method of structural analysis. Although the method is limited, it is 
the most intuitive way to understand the finite element method. 
2. Variational approach. Element properties obtained by the direct approach 
can also be determined by the Variational approach which relies on the calculus of 





variational approach is necessary to extend the finite element method to a class of 
problems that cannot be handled by direct methods. For example, problems 
involving elements with non-constant conductivity, problems using higher order 
interpolation functions, and for element shapes other than triangles and tetrahedrons. 
3. Method of Weighted Residuals (MWR). The most versatile approach to 
deriving element properties is the Method of Weighted Residuals. The weighted 
residuals approach begins with the governing equations of the problem and 
proceeds without relying on a variational statement. This approach can be used to 
extend the finite element method to problems where no functional is available. The 
method of weighted residuals is widely used to derive element properties for non-
structural applications such as heat transfer and fluid mechanics. 
 
Regardless of the particular finite element method selected, the solution of a 
continuum problem by the finite element method proceeds with the following general 
sequence of operations: 
1. Discretise the continuum. The FE method consists of discretising the 
spatial domain, denoted, into a number of non-uniform, non-overlapping, elements 
connected via nodes. Triangles and rectangles are used in 2D problems while 
tetrahedral and hexahedral elements are used for 3D. Additionally meshes using a 
mixture of different types of elements are possible. In this thesis, only simplices 






Figure 2.1: 2D mesh with 16 electrodes 
 
2. Select interpolation functions. The field variable is approximated within 
each element by an interpolating function that is defined by the values of the field 
variable at the nodes of the element. Interpolation functions can be any piecewise 
polynomial function defined at a number of nodes. Linear interpolation functions are 
used for most of the work in this thesis. Other interpolation functions have been used 
with EIT, for example Marko et al use quadratic interpolation functions in [86, 87]. 
3. Find the element properties. This means calculating the local matrix for 
each element. 
The symbol Y, with appropriate subscripts, is used to denote the components of local 
matrices throughout this thesis. 
4. Assemble the element properties to obtain a system equation. This means 
combining the local matrices into a single master or global matrix. The symbol Y or A, 
without subscripts, are used throughout to denote the global matrix. 
































5. Impose the Boundary Conditions (BC). Boundary conditions can be fixed 
(also known as Type I, Dirichlet, or essential boundary conditions), derivative (also 
known as Type II, Neumann, or natural boundary conditions), or a combination of 
both (mixed, also known as Type III boundary conditions). With Dirichlet boundary 
conditions, the value of the field variable is prescribed for selected boundary nodes. 
For Neumann conditions, the derivative of the field variable is prescribed at selected 
boundary nodes. 
6. Solve the system of equations. The algebraic system is of the form YV = I. 
The system is solved by Linear Algebra software such as Matlab. 
7. Make additional computations, if desired. This would be required for 
iterative algorithms, algorithms that use adaptive currents and adaptive mesh 
refinement. 
 
The finite element method converts the measured subject into a number of triangular 
elements and creates a finite element mesh [fig1]. Inside the mesh, the conductivity 
is assumed to be constant and the voltage distribution is linear.  
The figure below shows an individual element from the modelled mesh [fig2][88] and 
its vertices are denoted by  (     ) ,   (     ) ,   (     )with corresponding shape 
function N1, N2, N3 respectively and nodal potentials   ,   ,   .  
 





2.3.1 Derivation of Linear Interpolation Functions 
In order to fully understand the Method of Weighted Residuals we must derive the 
linear interpolation functions of the field variable. The following derivation is based on 
[89]. 
Since, in a 2-D domain, we consider the triangle potentials to vary linearly within all 
the elements therefore nodal potential can be written as:  
 (   )                         (24) 
Hence, 
  (     )                   (25) 
  (     )                   (26) 
  (     )                   (27) 
Using (25, 26, 27), equation (24) yields, 
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   (          )        (29) 
Thus, the potential within a typical triangular element in a 2D mesh can be 
approximated by: 
 (   )  ∑     
 
          (30) 
   is called the shape function which can be defined as: 
   
 
 
(          )  
 
  
(          )     (31) 
Therefore, the shape functions at the three nodes of the element as expressed as:  
   
 
  
{(         )  (     )  (     ) }    (32) 
   
 
  
{(         )  (     )  (     ) }    (33) 
   
 
  
{(         )  (     )  (     ) }    (34) 
Shape functions are interpolatory on the three vertices of the triangle. Each function, 
   is zero at all vertices except one where its value is one:  
  (     )  {
         
         
        (35) 
i = 1,2,3 and j = 1,2,3 
Equation (30) completely defines the potential within the triangular element as a 





2.3.2 Method of Weighted Residuals (MWR) 
There are several different methods used in weighted residuals including Collocation, 
Least Squares, and Galerkin with the latter method being the most common.  
In order to solve equation (25), we can use                 (36) 
Where R is called the “Residual” 
To solve the equation, R has to be zero, hence, 
∫                (37) 
Where, W = Weighting function which is defined as: 
 ( ⃗)  ∑     (
 
    ⃗)       (38) 
   are the coefficients that weigh the interpolation functions   . By applying equation 
(36) and (37) :    ∫  (        )           (39) 
For a scalar function α, and a vector function B, the “vector derivative identity”[89] 
equation (39) yields,  
∫    (       )     ∫                    (40) 
To introduce the boundary condition we need to involve Gauss’ Theorem on 
equation (40) 





Where,     ̂  
  
  
 and       represents the boundary. Therefore to rewrite 
equation (40) 
∫             ∫   
  
  ̂ 
      
 
   (42) 
Since the boundary integral only needs to be carried out for elements underneath 
electrodes. The left side of equation (42) is for the entire mesh. When examined for a 
single triangular 2D element, k, the left hand side of the equation (42) is given by: 
∫          
         (43) 
Substituting the definitions of the interpolating versions of   and  yields, 
∫          
     ∑   
 
   ∑   
 
   ∫    
            (44) 
∫          
     ∑   
 
   ∑   
 
      
       (45) 
Where,     is called the local stiffness matrix and can be defined as: 
   
  ∫                
    (46) 
Thus, by applying Finite Element Method (FEM), we get a 3 x 3 matrix for each 
element of the mesh. This 3 x 3 matrix is known as the local stiffness matrix.  
2.3.3 Jacobian Matrix 
In the optimisation based methods it is often necessary to calculate the derivative of 
the voltage measurements with respect to a conductivity parameter. The complete 





Jacobian Matrix[85] and we call it  . It is also known as the sensitivity matrix or 
sensitivity maps in some medical and industrial EIT literature.  
Since we adapted the Time Difference imaging algorithm to our system, to do the 
reconstruction two sets of measurements are required. The elements that formed the 
measurement set are voltage readings between electrodes and since there are 16 
electrodes, there are 208 voltage readings in each set. The first set of measurement 
that does not have any inclusion or deformation is called the background 
measurement or reference frame and is taken at time   . The other sets of 
measurements that contains inclusion or deformation are called data frames and are 
taken at time   .  
The difference between the measured voltage (with deformation or inclusion) and the 
background voltage is   .   is the Jacobian Matrix with a size of         for 
example: 422 is the number of imaging pixels and 208 is the number of 
measurements.          is the change of finite element conductivity distribution 
due to a change in difference signal,         , over a time interval (      ). 
Therefore, we obtain the following equation:  
                  (47) 
2.4 Inverse Problem 
2.4.1 Singular Value Decomposition – SVD 
The Singular Value Decomposition (SVD) is a factorisation of a real or complex 
matrix, it is also recognised as the generalisation to non-square matrix of orthogonal 





to be either symmetric or have full rank, it is very useful in solving the inverse 
problems in EIT.  
Let        be a rectangular matrix where    , then the SVD of   is in the form:  
       ∑       
  
         (48) 
Where   (       )  and   (       )  are matrices with orthonormal columns, 
          , and since       (       ) has non-negative diagonal elements, 
which by convention, are arranged in non-increasing order such that 
          
   are the singular values of A while    and    are the right and left singular vectors of 
A respectively.  
If     ( )      then the singular vectors           form an orthonormal basis 
for null( ) , whereas         form a basis for range( ) . On the other hand, if 
      ( )   , then         form a basis for range( 
 ), and           form an 
orthonormal basis for null(  ) 
In summary: 
                (   ) 
                 (   ) 
            ( )      






          
         
             
Since the condition number of a matrix is relative as it is related to the precision level 
of the computations and is a function of the size of the problem[1]. The condition 
number of   is equal to the ratio      . Generally, a problem with a low condition 
number is said to be well-conditioned, while a problem with a high condition number 
is said to be ill-conditioned.  
2.4.2 Tikhonov Regularisation 
When solving the inverse problem are usually ill-conditioned systems, we introduce 
regularisation methods to reduce the error effects by restoring continuity of the 
solution on the data[90].   
Tikhonov Regularisation is one of the most widely used methods. The standard form 
of Tikhonov Regularisation, is rather than minimising  ‖    ‖ , minimises an 
expression of the form:  
 ̂         {‖    ‖
    ‖  ‖ }     (49) 
Where   is a regularisation matrix in many cases it is either an identity matrix or 
diagonal matrix. The expression   ‖  ‖  represents prior information added for the 
conductivity. When    , since the expression is quadratic it is a guarantee for a 
unique solution.  
In most cases of Tikhonov regularisation, the regularisation matrix   is chosen as the 






In our case because   is not a square matrix (       ) , the system is 
underdetermined.  
Since the Jacobian Matrix J is not square, in order to invert  , it is necessary to 
involve   . By applying    to both sides, hence: 
                 (50) 
Therefore: 
   (   )            (51) 
Because (   )   is ill-posed, we add    which is the regularisation factor, hence: 
   (      )           (52) 
Adding    helps to stabilise the equation. Therefore, it is possible to obtain a more 
stable solution.  
2.4.3 L-curve method 
Generally speaking, regardless of the form regularisation method that is used for an 
inverse problem they all face a trade-off between the “size” of the regularised 
solution and the quantity of the fit that it provides to the given data. Since each 
regularisation methods minimises this trade-off differently, it can be controlled by 
selecting a proper regularisation parameter. In this section, we will discuss the 
methods that have been developed to find the best value for the regularisation 
parameter.  
There are three methods which have been developed for an optimal selection of the 





 L-curve Method 
 Discrepancy Principle 
 Generalised cross validation method 
Basically, the L-curve method is a log-log plot between the squared norm of the 
regularised solution and the squared norm of the regularised residual for a range of 
values of regularisation parameter. Below is the standard form of the L-curve: 
   {(   ‖   ‖     ‖     ‖)    }      (53) 
Where   is referred to as the regularisation matrix and     as the regularisation 
parameter.  
Since   is non-singular, the minimisation problem (49) has the unique solution: 
   ( 
       )            (54) 
Since we are dealing with    instead of  , for any      and   is positive,  we 
introduce: 
   ‖   ‖
        ‖     ‖
     
And: 
 ̅         ̅     
Hence: 
   ‖ ̅ ‖
     ̅( ̅  ̅    )   ̅       (55) 
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 ̂         ̂                (57) 
Then the point on the L-curve associated with the value   of the regularisation 
parameter is given by    
 
 
( ̂   ̂ ). The curvature of the L-curve at    is: 
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  ⁄         (58) 
Where   denotes differentiation with respect to  . Simply follow from (57) and 
  
      
  so that: 
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⁄     (59) 
 
2.5 Conclusion 
This chapter gives a basic introduction to  EIT image reconstruction algorithm used 
in our EIT system, then followed by basic forward and inverse problem theory, 
including the finite element method which is a common method for modelling in EIT 
field, and also the Jacobian matrix which is a key factor in solving the inverse 












3. Hardware System 
 
The hardware section of our EIT system consists of three parts:  
 Data Acquisition Card 
 Multiplexing Circuit 
 Current Source 
In order to aid the understanding of the general flow of our system, the figure below 
was produced:  
 





From fig 3.1 we can see, all switching actions of the Multiplexing Circuit are 
controlled by the LabVIEW programme, which is a PC based software through the 
Data Acquisition Card that acts as an Input / Output channel. Once the 
measurements are taken, they can then be saved and passed onto the 
reconstruction software for image reconstruction.  
3.1 Data Acquisition 
For data acquisition, we use the NI USB-6259 DAQ card (Fig 3.2) from National 
Instrument. This is a High-speed USB multifunction data acquisition module, 
optimised for high accuracy at a fast sampling rate. It is ideal for applications such as 
dynamic signal acquisition and sensor measurement. One of the reasons this 
module was chosen is because it has the data processing unit built in, hence it 
receives data, converts it to a digital signal, and transfers it to a PC without having to 
use additional hardware. Also, it is compatible with the Labview Software, which 
provides all the virtual instrument setups as well as taking control of the multiplexer 
switching pattern for the excitation and measurement system right from the PC.  
Below is the detailed specification for NI-USB 6259:  
Analogue Inputs: 32 (16-bit) 
Analogue Outputs: 4 (16-bit)  
Sampling rate: 1.25MS/s 
Digital I/O ports: 48 (32 clocked and 2 32-bit counters) 
Max voltage: -10V to 10V 
Maximum I/O voltage: 5V 






Figure 3.2: NI USB-6259 Data Acquisition Card 
Figure 3.3 below is the pin out connectors for the data acquisition card.  
 
Figure 3.3: NI USB 6259 pin out connections 
AI = Analog input 
AIGND = Analog input ground 
AO = Analog output 
AO GND= Analog output ground 
PO.X= digital output 






3.2 EIT system 2D – 16 Electrodes 
3.2.1 Adjacent Switching Pattern 
The 16-Electrode 2D system uses the adjacent method for creating excitations and 
taking measurements. The adjacent pattern in our 16-electrode system works by 
injecting current through pairs of neighbouring electrodes, ie. (1-2), (2-3),…, (15-
16),(16-1). For each of these current injection patterns, different potential 
distributions will occur, so that the voltage difference between the remaining pairs of 
neighbouring electrodes can be measured across the entire system. Figure 3.4 
provides a more visualised explanation of the method.  
 





Each injection pattern takes 13 voltage measurements. Since our system consists of 
16 electrodes, there are 16 injection patterns; this result is 16x13 = 208 total 
measurements will be taken in a complete measurement cycle.  
For the multiplexing system to understand those switching commands, we have to 
convert the number of electrodes into binary. For detailed conversion please refer to 
the  table in Appendix A. 
3.2.2 Multiplexing Chip 
The multiplexing chip we use in our 16-electrode system is the ADG406BNZ from 
Analog Devices. This multiplexing chip is capable of transferring 20mA continuously 
and it has low input/output capacitance, which reduces the effect of stray 
capacitance. Figure 3.5 is the pin output for ADG406BNZ.  
 
Figure 3.5: Pin configuration of ADG406BNZ 
VDD: Positive power supply rail 






D: Single input/output. When connected to DAQ it measures voltage, when 
connected to the excitation circuit it supplies current.  
S1-S16: Multi-channel input output pins.  For our 16-electrode system, these 16 pins 
are connected to phantom to measure the potential difference and transfer voltage to 
DAQ through D pin. They also supply current from D to Phantom electrode.  
EN: Enable. The Multiplexer’s ON/OFF pin.  
A0-A3: Digital pin input from DAQ, binary codes are generated to enable the 
particular input/ output switching pattern.  
Figure 3.6 is the circuit schematic diagram for our multiplexing circuit. Figure 3.7 is 
the PCB board diagram respectively.  The pins are defined as follow:  
Power Pin 1= +15V 
Power Pin 2= Ground 
Power Pin 3= -15V 
C1-C4 = Decoupling Capacitors. These capacitors decouples the power supply from 
the multiplexer and reduces the noise produced.  Each with a value of 100µf sets in 
parallel between power supply and multiplexer VDD-GND 
S1-S16= Connected to the 16 Electrodes.  
EN= Connected to +15V supply which makes it always ON.  
Digcon1 – Digicon4= Connected to A0-A3 which are the Digital pins of each 





Output 1: Connect to D pin of Multiplexer 1. It injects source current.  
Output 2: Connect to D pin of Multiplexer 2. It sinks the current.  
Output 3: Connect to D Pin of Multiplexer 3.  
Output 4: Connect to D Pin of Multiplexer 4.  















Figure 3.7: PCB Board diagram of the Multiplexing Circuit 
3.2.2.1 LED Test for the LabVIEW switching code 
To ensure a fully functional system, we test each part of the system by following the 
way the signal transmits. The multiplexer has four digital binary pins, these pins are 
used to switch between channels, the binary code generated by LabVIEW is sent to 
the digital output of the Data Acquisition card (NI USB-6259). In order to justify the 
correctness of these codes, we setup a 16 LED circuit, which simulates the 16 
electrodes on an EIT system and provides visualised information.  The LEDS are 





Pins 1-4 are designed for current injection and pins 5-8 are designed for current sink.  
Pins 9-12 and pins 13-16 are designed for taking voltage measurement.  
Figure 3.8 shows the LED test circuit.  
 
Figure 3.8: LED Test Circuit for Switching Code 
To do the test, we first give the code: 0000 0000 0000 0000 to see if the LEDs are all 
OFF and then code: 1111 1111 1111 1111 to see if the LEDs are all ON.  Once this 
test is passed, we simply run through the switching pattern which is generated with 
respect to the truth table of the multiplexing chip. For example, in the first excitation 
pattern, electrodes 1-2 are activated for current injection and sink, electrodes 3-4 are 
activated for voltage measurement. Hence we have 0000 = S1, 0001 = S2, 0010 = 
S3, 0011 = S4, then the code: 0000 0001 0010 0011 where LED 8, 11, 15, 16 will be 





















































3.2.3  Current Source 
 A current source is one of the most important circuits in Electrical Impedance 
Tomography (EIT) hardware systems. The existing LabVIEW based EIT system 
provides constant voltage as a form of excitation. The excitation creates an 
electromagnetic field within the test subject and the resulting voltage is measured by 
electrodes. The calculation of conductivity within the test subject is mathematically ill-
posed and a large change in the conductivity distribution may result in a small 
change in the measured data. In order to minimise this error, the measurement and 
the excitation system must have maximum precision. Constant voltage based 
excitation may result in inaccurate data as supplied voltage can be varied by circuitry 
or resistive load. One example is shown in [90] where measured load current varies 
during the movement of the electrodes connected to the human body.  The most 
common way to solve this problem is by designing a highly accurate current source 
which provides constant current up to the given load resistance:  
 Contact resistance between electrode and skin can range between 100-
2000Ω/m2. For testing purposes, the phantom will be used as a test body. So 
the current source should be capable of providing precise current up to 10 kΩ 
load impedance.  
 The current source must operate between 100Hz- 100 kHz. 
 High output impedance so that all the currents are at the output. 
 Capable of providing up to 5mA as it is the maximum allowable current for EIT 
application on the human body, but current source will be used by another 






Therefore, the most important and challenging feature of building an EIT system is to 
deliver a relatively large and constant current for a wide range of resistive loads 
while maintaining a high signal-to-noise ratio and a large bandwidth.   
The current source is an electronic circuit that supplies constant current to each load 
regardless of its resistance. The supplied current is independent of voltage across 
the load[93].  Most EIT systems adopt Voltage Controlled Current Source (VCCS) 
where the circuit converts input voltage from the signal generator to the constant 
current.  Figure 3.9 shows the circuit diagram of an ideal current source.  
 
Figure 3.9: ideal current source model[94] 
IS= Output current 
IL= Load current 
IZ= Output Impedance current 
ZS= Output Impedance 
RL= Load Resistance 
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3.2.3.1 Howland Current Source 
Conventional VCCSs that have been widely used in EIT are based on operational 
amplifiers with the most popular design being the Howland current source. The 
output current is determined by input voltage. Figure 3.10 shows the circuit diagram 
of a typical VCCS based on the Howland current source[95].  
 
Figure 3.10: A VCCS based on the Howland current source[96] 
Assuming the resistor     is small and     is large and the op-amp gain is very high, 
the output current    is thought to be injected to the load. Below is the relationship 
between the input voltage     and the output current   :  
    
  
     
           (61) 
The Output resistance of the circuit is given by:  
   
     (      )
       (       )
       (62) 
Howland current source is capable of providing high output impedance. Its simple 
circuit design minimises noise and capacitance which usually is created by having 





typically subject to non-linear limitations and the range of the power supply is limited. 
Another limitation is the slew rate which corresponds to the maximum rate of voltage 
change per time. When it reaches Maximum slew rate the output current tends to 
exhibit a triangular shape for a sinusoidal input voltage.  After considering all these 
factors, the decision was made to adopt the improved version of Howland current 
source[96] and by adding two additional op-amp to give a much higher precision[95].  
3.2.3.2 Triple op-amp current source circuit 
The main objective of the current source is to maintain a stable potential across the 
sensing resistor   . Figure 3.11 shows the circuit diagram of the triple op-amped 
current source.  
The circuit consists of three op-amps U1, U2 and U3 where U1 is the summing 
amplifier, U2 is the voltage follower and U3 is the inverter op-amp. The inverting 
input of U1 is connected to the input voltage     . The output of U1 is the sum of     
and output of U3 inverted. The output of U3 is the inversion of the load voltage. 
Therefore the system sums the      with       .  
 































































Below is the derivation of the circuit operation[97]:  
Since  
                  (63) 
So 
    voltage at an output of U2 
Because U3 is the inverting amplifier, its output is the negative of its input.  
                     (64) 
So 
    voltage at U3 output 
Also because U1 is a summation amplifier, the voltage at output of U1 is 
    (         )                 (65) 
So 
    voltage at U1 output 
Therefore the potential difference across    will be:  
    (          )                 (66) 
Hence the current supplied from output of U1 is 
   
    
  





   is the supplied current.  From equation (32) and (33) we can assume    is equal to 
      when the input current to U2 is very small.  
Finally the equation for       will yield as: 
      
    
  
  (  ) 
The voltage at the left of    is proportional to the load voltage. Maximum voltage 
drop across the load is limited by the input voltage     and the supply voltage of the 
amplifier. Other researchers suggest the current source is capable of maintaining 
constant current up to 10kΩ with output impedance of 0.7mΩ, the output impedance 
will be measured at testing stage[97].  
3.2.3.3 Current Source Testing 
In order to understand the performance level of the current source, a series of test 
have been put in place:  
 Maximum Load 
 Operational Frequency Range 
 Output Impedance 
In the initial design of the circuit, LM741 were used. But it soon became clear that it 
is not the most suitable component. Therefore, it was replaced with AD844AN, which 
is from Analog Devices.  The reasons for this replacement were as follow[98]:  
 Wider Bandwidth 
 Larger Input impedance 





Fig 13 is the circuit diagram for the current source in Eagle CAD. 
 
Figure 3.12: Circuit diagram for Current source 
        (Function Generator has output impedance of     
                    
    Variable dependent on the output current required 
          
          
3.2.3.3.1 Maximum Load Test at 1mA, VIN=1V, 1KHz 
Since        
   
  
,          ,        
Hence 





A 22KΩ variable resistor is used as a load resistor. The output current falls below 
1mA after the load resistor was increased above 10.5KΩ. The output voltage enters 
saturation as it is set by the op-amp’s supply voltage. Smaller input voltage was 
tested where it enables application for higher load resistance but the resulting signal 
was highly distorted.  
3.2.3.3.2 Maximum Load Test at 5mA, VIN =1V, 1KHz 
Since        
   
  
,          ,        
Hence, 
        (Calculated actual value is approximately 160Ω) 
A 22KΩ variable resistor is used as load resistor. The output current falls below 5mA 
after the load resistor was increased above 2KΩ. The output voltage enters 
saturation due to the limitation of op-amp’s supply voltage.  
3.2.3.3.3 Maximum Operational Frequency Test 
The aim of this test is to calculate the frequency range that the current source is 
capable of handling while maintaining a constant output current. The system was 
tested at 1mA output current with a 10KΩ load resistance and the output voltage 
indicated 10V.  
Below is a table of multiple voltage measurements taken at various frequencies. 

















       0.1 9 
        1 9 
        5 9 
        10 9 
        15 9 
        20 9 
        25 9 
        35 9 
        50 8 
        85 7 
        100 6.8 
        160 5 
        500 2 
        
          
          
          
          From the results shown above, it is clear that our system fails to maintain a constant 
output after 35KHz. Therefore the operational frequency for this system is 0-35KHz. 
3.2.3.3.4 Output Impedance Test 
The output impedance provides an indication of the amount of generated voltage 
that is supplied as a load voltage. Figure 3.14 shows the circuit we used for 
calculating the Output Impedance. The circuit was tested at 1mA, VIN=1V, 1KHz with 





















operational frequecy range 






Figure 3.14: Output Impedance Calculation Circuit 
 
From the data sheet of the oscilloscope it says the output impedance of the 
oscilloscope is 1MΩ. This means if we connect R1 directly to the oscilloscope, this 
will result in large experimental errors. To minimise this error, VMEASURE which is the 
voltage measurement, was connected to a buffer amplifier with high input resistance 
and the output voltage was measured between the pin of op-amp and ground 
terminal. Below are the formulas used for output impedance calculation.  
                     (69) 
                (70) 
From equation (69) and (70) we get:  
              
Since 
   (
     
            





The Output Impedance of our current source is 700KΩ. 
3.3 Conclusion 
In this chapter, we introduced the three major parts of our hardware system. The 
data acquisition card from National Instrument acts as an input/output device 
between the PC based controlling program, LabVIEW, and the multiplexing circuit 
which follows the adjacent switching pattern. The current source is another key 
element in our system hardware, since it provides a continuous constant driving 
signal to help us maintain a steady feedback from the sensor. The next chapter 
moves onto the most important experiment for the hardware system calibration - the 


















4. EIT Phantom Test 
 
The EIT Phantom test is an effective way of determining the performance of a given 
EIT measurement system. It is also the first step in characterising an EIT system. In 
this chapter, the calibration and characterisation of the EIT system will be discussed 
using EIT Phantom.  
4.1 Phantom Construction 
To do the phantom test, we first need to build a phantom. The phantom that was built 
is an acrylic cylindrical pipe with 16 identical stainless steel stripes attached to its 
inner side. These stainless steel stripes act as electrodes so they are evenly spaced 
in between. The pipe sits on an acrylic board and is sealed at the bottom with silicon 






Figure 4.1: 16 Electrodes EIT Phantom 
4.2 System Calibration Procedure 
In order to eliminate any experimental errors due to mistakes in setup, a series of 
test procedures were developed.  
- Same saline solution for all experiments.  
- Identical data acquisition parameters, such as sampling rate and number of 
samples are maintained throughout all systems.  
- Test subjects are placed in the same locations in the phantom for image 
reconstruction. 





4.3 Signal to Noise Ratio Test 
Signal-to-noise ratio (SNR) has been widely used for system performance 
categorisation.  It compares the level of signal to the level of background. By putting 
this into formula we have:  
    
            
           
       (61) 
To calculate the SNR of our system, we first need to measure the background for 40 
frames of 208 channels. Here’s the formula been used[99]:  
           
|     |
√       
      (62) 
E[mi] = Mean Measurement 
Var[mi] =Variance of Measurement 
4.3.1 SNR for 16 Electrode System using LabVIEW based voltage 
source at 1V 
Mean SNR = 26.45 dB 
Peak SNR = 37 dB 
Peak measured voltage:  5mV 







Figure 4.2: Signal to noise ratio for LabVIEW based voltage source at 1V 
4.3.2 SNR for 16-Electrode system using LabVIEW based voltage 
source at 1.5V 
Mean SNR = 32.38 dB 
Peak SNR = 42 dB 
Peak Measured Voltage: 13 mV 
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Figure 4.3: Signal to noise ratio for LabVIEW based voltage source at 1.5V 
4.3.3 SNR for 16-Electrode system using current Source circuit at 
1mA 
Mean SNR = 22.3 dB 
Peak SNR = 35 dB 
Peak Measured Voltage: 3.7 mV 
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Figure 4.4: Signal to Noise ratio for current Source at 1mA 
4.3.4 SNR for 16-Electrode system using current source circuit at 
5mA 
Mean SNR = 34.76 dB 
Peak SNR = 48 dB 
Peak Measured Voltage: 16 mV 
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Figure 4.5: Signal to Noise ratio for current source at 5mA 
In general, the results shown above indicated that signal-to-noise ratio is proportional 
to the excitation voltage used. 5mA current provides acceptable SNR considering 
that the test phantom and wiring is not perfect. One thing worth mentioning is, 
although the result may seem similar between the voltage driven system and current 
driven system, it is due to the test phantom’s fixed boundary conditions and fixed 
impedance.  
4.4 Phantom test Image reconstruction results 
During this stage, all parts of the system are put through the test. The aim is to 
discover the system’s adaptation with image reconstruction software and compare 
the results with further field test conditioned results.   
4.4.1 Testing Method 
For each experiment, two sets of measurements were taken for image reconstruction. 
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only filled with saline solution. The second set of measurements was the data where 
the object/objects are placed within the phantom. The final reconstructed image was 
formed by comparing the background measurement and the data measurement.  
Four experiment conditions were applied for every object layout:  
1. 16-Electrode EIT System using LabVIEW based voltage source at 1V, 250Hz 
2. 16-Electrode EIT System using LabVIEW based voltage source at 1.4V, 
250Hz 
3. 16-Electrode EIT System using current source circuit at 1mA, 250Hz 
4. 16-Electrode EIT System using current source circuit at 5mA, 250Hz 
High resistivity objects were placed into the phantom and images of these objects 
were created by using measured data from the phantom. The same objects were 
used for all experiments and maintained at the same location for accurate 
comparison.  
Seven different object layouts were performed:   
Test 1: Single object placed on the edge of the phantom   
Test 2: Single object centred 
Test 3: Two objects placed at far ends of the phantom 
Test 4: Two objects 1cm apart 
Test 5: Three objects 
Test 6: Four objects 






4.4.2 Results for 16-Electrode system using LabVIEW based 
voltage source at 1V 250Hz 
In order to speed up the experiment process, the background reading was only 
performed once, which was at the very beginning of the experiment. Figure 21 
shows the plot of background measurements.  
 













































































































































































Test 3:  
 
 
Test 4:  
  
Test 5:  
  




















































Test 6 – four objects 
 
 

































4.4.3 Results for 16-Electrode system using LabVIEW based 
voltage source at 1.4V 250Hz 
Figure 4.7 shows the background measurement plot using LabVIEW based voltage 
source at 1.4V 
 























































































































































































Test 3:  
  
Test 4:  
 
 
Test 5:  
 
 










































































Test 6 – four objects 
 
 






























































4.4.4 Results for 16-Electrode system current source circuit at 
1mA 250Hz 
Figure 4.8 shows the background measurement plot at 1mA 
 




















































































































































































Test 3:  
 
 
Test 4:  
 
 
Test 5:  
 
 















































































Test 6 – four objects 
 
 







































4.4.5 Results for 16-Electrode system current source circuit at 
5mA 250Hz 
Figure 4.9 shows the background measurement current source circuit at 5mA 
 



























































































Number of channels 
Background Measurement 
TEST Reconstructed Image 
Background graph 
 




































Test 3:  
 
 








































































Test 4:  
 
 
Test 5:  
 
 
Test 6 – four objects 
  






















































The results shown in this chapter matches our theory, which states that an 
increasing of excitation voltage or current would result in an increase in the 
measured voltage, hence a stronger detectability of testing objects. The result of 
Test 4 under both experiment conditions shows that the system is incapable of 
separating  two objects if they are too close (1cm apart).  Although the image quality 
can be improved by increasing the excitation current/voltage, it is limited by the Max 
current supply capability of our Data Acquisition Card, which is 5mA. As shown in the 
results, excitation voltage/current has an influence on detectability of objects as their 
number increases in the phantom. In the results of current source at 1mA, 5 objects 
were placed but noise was also contained and the image result was not satisfied 
unless regularisation parameters on EIDORS software were altered. The images 
produced at 1mA current level were unreliable and accuracy was low due to low 
SNR, therefore the idea arose to use the maximum current level. Also, the size of the 
testing objects was vital for image reconstruction as seen from result of 5 objects; 
the smallest tube was scarcely visible even at 5mA current level.  In general, all 







results were very similar but the LabVIEW-based voltage source was limited to the 
maximum current supply of 5mA, therefore, in order to operate at higher currents, it 
is essential to use a current source circuit. The phantom experiment in here was 
used in dual EIT-CT combination presented in [100], in which a motion compensated 






















Chapter 5  
5. Deformation Sensitive Fabric Sensor 
 
This chapter presents the application of a wearable EIT system that works by 
imaging textile structures made of electrical conductive areas (ECA)[101]. The 
current generation of textiles, including technical textiles, are passive [102-106]. 
However, the next generation of textiles will have the ability to monitor their 
environment and interact accordingly in order to accomplish a pre-programmed 
functionality. Such textiles can be considered as truly smart textiles. They will contain 
three basic components:  
 Sensing and Measuring Ability 
 Activation Capability 
 Intelligence (programmable)  
One way of incorporating these into a textile structure is to create electrically active 
zones within the structure, where its electrical characteristics can vary due to 
environmental changes or its structural properties can be changed by the application 
of an electrical signal, such as a change of dimensions when an electrical current 
flows through the electrically active area. Generally, textiles are made out of 





considered as materials with good electrical insulating properties. Reconstructed 
images from test results will be shown and discussed at the end of the chapter.   
5.1 Sensor Implementation 
During the early stage of our design process, we looked into several different 
materials which could be ideal for our application since we didn’t have the means to 
produce fabric ourselves. To be able to be used as the main structure of our sensor, 
this fabric needs to have a few key features:  
 Conductivity 
 Pressure sensitive 
 Available in a large quantity 
After searching the internet, we found a conductive material developed by Less EMF 
Inc. This material is a highly conductive medical–grade silver–plated Nylon Dorlastan 
fabric with the ability to stretch in both directions.  It has a surface resistivity of 
approximately 1.0Ω per square meter and this value would change if stretched or 
compressed.  
Since the sensor will be pressed and dragged all over when testing,  a wooden 
frame was built to accommodate the fabric so it would maintain the same position 
after each test.  The frame is formed by two pieces, a top plate and a bottom plate. 
Both have the middle part cut out to fit the circular shaped sensor. Four bolts were 
used to clamp the plates together and 16 copper stripes were taped around the 
fabric to form electrodes. Figure 5.1 shows the system setup and Figure 5.2 shows 






Figure 5.1: System setup 
 
 





5.2 Single and Multiple Object Imaging 
Since this fabric is stretch sensitive, it can only detect the object when visible 
deformation has occurred.  
 
Figure 5.3: Pressure applied at four discrete points 
Fig 5.3 shows a reconstruction of the location of a pressure point moving from the 
left-hand side to the centre of the conductive region. The pressure was applied to an 
area of approximately 1cm2. The results in Figure 5.4 show that the pressure can be 
detected and, as expected, show some differences in shape depending how far we 
are from the centre. There are also strong traces of the electrodes for pressure 
applied close to the boundary, suggesting that the pressure also creates deformation 






Figure 5.4: Pressure applied at the centre of the sensor 
 
Figure 5.5: pressure applied at (a) Right-hand side and (b) Left-hand side 
Figures 5.4, 5.5a and 5.5b show the reconstruction of applied pressure and the 






Figure 5.6: Pressure applied simultaneously at two opposite points 
 
Figure 5.7: Sensor middle section been dragged upward 
Figure 5.6 demonstrates a two pressure point image on the fabric sensor and, 
interestingly, for Figure 5.7, which is pulled updward in the middle section with two 
fingers, a similar result on the reconstructed image was created. We suspect this is 
due to the fact that the nature of this fabric is stretch sensitive, and, by pulling the 
middle section upward, a dragging effect is created on both sides of the point and 
therefore recorded by the system. This also shows that the system is ineffective 
when distinguishing between pushing and pulling since both actions create a similar 






Figure 5.8: Pressure applied at three points simultaneously 
 
Figure 5.9: Pressure applied at four points (with varying forces) 
Figures 5.8 and 5.9 are the result of multiple pressure points. Fig 5.9 also illustrates 
the range of pressures applied through different fingers and is able to reconstruct, for 






5.3 Quantitative Analysis Test 
To investigate the possible quantitative image analysis, experiments were carried out 
by two circular shaped scaled weights. The position of the weights is indicated in 






(b)100g of weight 
 
 (c) 200g of weight 
 



































(e) 400g of weight 
 
(f) 500g of weight 
 
 
The reading on the scale bar of the resulted image shows an increase in imaging 
values on the location of that circle as the weight increases. The result also suggests 
further expansion of the deformation area which is expected with the increase of the 
weight applied.  
5.4 Conclusion 
The images produced by our system demonstrate the feasibility of the EIT system for 
pressure and deformation mapping imaging. In particular, the results showing 
reconstruction of multiple pressure points are very promising.  The results suggest 
that quantisation of the pressure profile may be possible, but it is still very 
challenging. The results of image quantisation and its relationship with the pressure 



























6. Pressure Sensitive Fabric Sensor 
 
As the previous phantom tests and initial stretchable fabric sensor design have 
shown us how promising the result could be under the right conditions, we wanted to 
try another approach by building the pressure sensitive fabric sensors. Previous 
attempts have been made by others using silicone-based conductive glue with Ag 
fillers[104] or Polymer -carbon - nanotube composites[107]. Instead of following 
those approaches, we decided to use an off-the-shelf conductive fabric called 
EEONTEXTM Conductive Nonwoven Fabric with the model number EeonTexTM LR-
SL-PA-10E5[108]. This fabric is a knitted nylon/spandex coated with a conductive 
formulation. The surface resistivity of this fabric is 105Ω per square meter. This level 
of resistivity is suitable for our application since it provides a large contrast under 
pressure between the pressure point and the rest of the fabric, and hence provides a 
clearer image.  
6.1 Sensor Implementation 
To utilise this fabric, we first cut it into a circle, then attached it to a double wooden 






Figure 6.1: Enlarged picture for the Metal Screw that ties the clamping ring of the fabric sensor 
Sixteen copper strips were wrapped around the wooden ring to form electrodes. A 
picture of the fabric sensor is shown below in Figure 6.2. 
 





6.2 Sensor Performance Test 
After completing the construction of the fabric sensor, a series of tests were carried 
out to obtain data on the sensor’s performance.  
6.2.1 Signal to Noise Ratio Test 
Mean SNR = 31 dB 
Peak SNR = 48.89 dB 
 
Figure 6.3: SNR of the first 15 measurement from Circular Sensor with 16 electrodes 
6.2.2 Single and Multiple Object Imaging 
Initial tests were aimed at reproducing similar results to those from the phantom test 
where testing subjects were visible within a reconstructed image.  Heavy objects 
were placed on the sensor and previous experiences showed that heavy objects 
tend to lean to one side if placed directly on to the fabric. In order to ensure pressure 
was distributed evenly over the sensor, two sponge pads were placed both under 
and over the sensor. The sponge pad on top was cut to fit within the area of the 
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placed on top of the sponge, meaning the weight would sit nicely on the sensor 
without leaning or sliding to the side which can cause distortion in the result image. 
Figure 6.4 shows the background measurement data of the fabric sensor. 
 
Figure 6.4: Background Measurement data of the fabric sensor 
The testing sequences are:  
 A single object placed on the top right corner of the sensor. 
 A single object placed on the bottom left corner of the sensor. 
 A single object placed on the top left corner of the sensor. 
 A single object placed on the bottom right corner of the sensor. 
 Three object stacking on top of each other and placed on the center of the 
sensor. 
 Two fingers pressed on the lower right position of the sensor. 










TEST Reconstructed Image 
Single object placed on top right corner 
 
 















Multiple objects stacking in the middle 
 
 












After the initial test, it is clear that the fabric sensor is capable of handling single and 
multiple objects. The image quality is generally better when the object is placed 
close to the edge where the sensitivity is high. When objects were placed in the 
middle, the image gets slightly distorted although the object is still visible from the 












6.2.3 Quantitative Pressure Sensing Test 
Since the fabric used is sensitive to pressure, we designed a test to show how the 
sensor reacts to different pressure by applying various weights at single or multiple 
points ranging from 500g to 2000g. To minimise experimental error,  scaled weights 
of 500g each were used throughout the entire pressure sensing test. Figure 6.5 
shows the background measurement data of the fabric sensor. 
 
Figure 6.5: Background Measurements for Pressure sensing test 
6.2.3.1 Single-Edge Position 
The first sets of tests were carried out on the edge of the sensor since EIT generally 
has a higher sensitivity along the edges.  
The testing sequences are:  
 Single 500g weight placed on the top right corner of the sensor. 
 Two 500g weights (1000g total) placed on the top right corner of the sensor. 
 Three 500g weights (1500g total) placed on the top right corner of the sensor. 






TEST Reconstructed Image 
500g Weight on the edge of the sensor 
 
 
1000g Weight on the edge of the sensor 
 
 












































6.2.3.2 Single-Central Position 
The second sets of tests were carried out in the middle of the sensor where the 
sensitivity is at its lowest.  
The testing sequences are:  
 Two 500g weights (1000g total) placed in the center of the sensor. 
 Four 500g weights (2000g total) placed in the center of the sensor. 
 
TEST Reconstructed Image 


































6.2.3.3 Multiple Position 
So far all the pressure sensing tests were all at a single location. It would be 
important to see how the system performs on multiple locations.  
The testing sequences are:  
 Single 500g weight placed on the top right corner of the sensor. 
 Two 500g weights placed at each end of the diagonal line.  
 Three 500g weights placed at the top-right, bottom-right and bottom-left 
corner positions.  
 Four 500g weights placed at the top-right, top-left, bottom-right and bottom-
left corner positions. 
 Four 500g weights placed at the the top-right, top-left, bottom-right, bottom-



















TEST Reconstructed Image 




Two 500g Weight placed at both ends 
of the middle line 
 
 
Three 500g Weight placed along the 






































Four 500g Weight placed in the sensor 
 
 
Five objects placed in the sensor 
  
 
The single-edge and single-central position tests have confirmed the conclusion from 
the initial tests. Where the sensor is generally more sensitive along the edges, 
although the middle section is still detectable, the resulting image is less clear when 
compared to the rest of the area.  While the system handles single objects quite well, 
it also works for multiple objects. In the fabric test, we managed to get a clear 
reconstructed image for up to four objects. In the five object test, items were placed 
very close to each other due to the size of the sensor, and the result didn’t differ 
much compared to the four object image. As we managed to get a clear image for 
five objects in the phantom test but not in the fabric test, we believe this is due to the 




























is different from water saline; since fabric tends to have a network effect, when one 
point is under pressure the surrounding area would share this pressure. In the five 
object test, four objects surrounded the middle object and all pressed downward. 
The middle part of the sensor will share this pressure and, since the fabric’s pressure 
sensitivity is already at its lowest in the middle, the extra pressure applied by the 
middle object is simply not large enough for the system to see and therefore not 
detectable.  In terms of the quantitative side, by reading from the scale bar on the 
side of the reconstructed image, it is clear that in the single positioned tests, as the 
weight increases (500g increment), the maximum reading on the scale bar increases 
roughly 0.5 each time.  Although it is difficult to claim proportionality, other factors 
should be considered which could affect the final result. For example, the weight can 
be slightly different for each piece; the positioning can be slightly out, despite the 
effort of involving the sponge mechanism. In general, the test results had shown 
promising detectability of the sensor for up to 4 objects. 
6.3 Conclusion 
In this chapter, the pressure sensitive fabric sensor was tested. The test results had 
shown promising detectability for single and multiple objects. The sensor also 
increased the dynamic range of detectability since it no longer requires large 
deformation when pressure was applied. In quantitative tests, the image scale 











7. Square shaped Fabric Sensor 
 
EIT is generally capable of imaging in various geometries. The sensors can come in 
all sorts of shapes, the circled shape is always the most commonly used since the 
distance that current travels between electrodes is always same.  To test if the 
sensor works in different geometry, we decided to build a square shaped sensor. 
Learning from the previous sensor designs, the surface resistivity of a fabric based 
sensor needs to be high, which creates a large contrast when pressure is applied. 
We also extended the 16 channel system to 32 channel system so that larger area 
imaging could be carried out. 
7.1 32 Channel System 
The main concept of the 32-channel system is mostly same as the 16-channel 
system. It has a Multiplexing Circuit, which performs the adjacent switching pattern, 
and is controlled by the PC-based LabVIEW programme via the Data Acquisition 
Card.  
7.1.1 Multiplexing Circuit 
Since we doubled the number of electrodes, the multiplexing circuit had to be 





circuits, each with 4 Multiplexing chips (ADG406) and a Hex Inverter (74AC04N). 
Figure 7.1 shows the PCB layout of one circuit. 
 
Figure 7.1: 32 channel multiplexer PCB layout 
  



















7.2 Square shaped sensor concept 
The material used in the square sensor is NW170-SL-PA-1500[109], which is also 
developed by the Eeonyx Corporation. It is a microfiber nonwoven coated with 
conductive formulation and, by the description on the product information sheet, it is 
designed for application with a dynamic pressure sensing requirement. The surface 
resistivity of this material is 1500Ω per square meter +/-15%. The reduced stretch 
ability reduces potential hysteresis effect since no large scaled deformation could 
occur when pressure is applied. As always, the material needs a frame for correct 
positioning and attaching electrodes, therefore similar concepts have been 
implemented. Since our sensor is square shaped, the frame naturally comes in 
squares. Two square wooden plates were used and both of their middle sections 
were cut out to fit the fabric which creates room for deformation.  In terms of size, the 
squared sensor is doubled to maximise the detectable area. Since the area has been 
doubled, we have to increase the number of electrodes to compensate for the loss of 
pixel, so 32 stainless steel strips, identical in size, were cut to form the electrodes. 
These electrodes were equally spaced in between and 8 were placed on each side 
of the sensor (Fig 7.4).   
Since we have developed a new multiplexer for the system, by adding an extra set of 
switching pattern/look-up tables in the multiplexing programme (LabVIEW), the 
system is then capable of running both 16-channel mode and 32-channel mode 






Figure 7.4: Demonstration of 8 electrodes on each side 
Figure 7.5 shows the structure of the square sensor.  
 
Figure 7.5: Square shaped Fabric Sensor 
7.3 Sensor Performance Evaluation 
One of the most important parts of the design procedure is the evaluation test where 





consistency of the research, it is vital that the squared sensor goes through the same 
tests. 
7.3.1 Signal-to-Noise Ratio Test on 16-channel mode 
Mean SNR = 47.5 dB 
Peak SNR = 58.3 dB 
 
Figure 7.6: SNR for 16 channel mode 





















Figure 7.7: SNR trend for the first 15 measurements 
7.3.2 Signal-to-Noise Ratio Test on 32-channel mode 
Mean SNR = 41.09 dB 
Peak SNR = 59.5 dB 
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Figure 7.9: SNR trend for the first 32 measurements 
7.3.3 Single and Multiple Object Imaging 
The test begins by placing one metal object at the lower left corner, then two objects 
on the upper right and lower corner, and finally three objects on upper left, upper 
right and lower right corners.  
 















Number of Measurements 


























TEST Reconstructed Image 
Single Weight on the Square Sensor 
 
 
Two Weight on the Square Sensor 
 
 












7.3.4 Quantitative Sensing Test 
The quantitative test consists of up to three 500g weights at a single location. Here 
we tested both the center and lower left corner.  
TEST Reconstructed Image 






1000g Weight in the Center 
  
1500g Weight in the Center 
  
500g Weight in the Lower Left Corner 
  























1000g Weight in the Lower Left Corner 
 
 








7.3.5 Preliminary Human Application Test 
Apart from the quantitative and multi-object imaging test, the ultimate purpose of the 
system is for human application. Therefore, a young volunteer was invited to aid in 
the application test. The sensor does not need to be in direct contact with the person 
so it is entirely safe to test. The results are shown below:  
TEST Reconstructed Image 
Single Foot on the Sensor 
 
 
Both Feet on the Sensor 
 
 






































































In this chapter, the square shaped fabric sensor was introduced. With the additional 
hardware improvement, it is capable of performing both 16- and 32-channel 
measurements. The signal-to-noise ratio tests showed a reasonable SNR at an 
average of 41dB and 47dB for the 32- and 16- channel modes respectively. In terms 
of the imaging capability, results from the single and multiple object tests have 
proved it is more than capable of detecting single and multiple pressure points where 
localised errors were still affecting the quality of the reconstructed image. This is due 
to its nature as a fabric, despite our effort of placing thick sponges underneath the 
fabric as a support to avoid non-localised displacement. The quantitative tests have 
shown an interesting fact that there is a minimum threshold pressure to actually 
produce an image with this fabric sensor as the result of a single 500g weight in the 
middle and corner did not produce any change in the resulting image. It only started 
to show changes as  another 500g weight was added and so on. Once the applied 
pressure was above the minimum threshold, which we believe is around 750g, the 





increase as the more pressure was applied. This is shown the colour coded side bar 
is referred to. The last experiment, which was a human application test that involves 
a young person’s feet, was imaged by the square sensor using 16-channel mode. 
The tests were performed on single and both feet. As the reader may notice, the top 
part of the first two images of the single and both feet experiments look almost 
identical. We believe this is because the young person was putting most of his body 
weight on to his right foot for balance during both tests. In the second image, where 
both of the young person’s feet were placed, pressure is shown on the lower part of 
the image as a result from the young person’s left foot. The third image was done in 
32-channel mode for the purpose of a repeatability test of our imaging system as 
well as to determine whether a 32-channel mode performs better in this case. The 
result was considered an improvement since the young person’s feet were almost 
recognisable in the image.  
In general, the square shaped fabric sensor showed promising results after it went 
through the standard testing procedure. With the improved hardware for 32 channels, 
it opens up a lot of possibilities as it allows us to do more tests using the 32-channel 
mode.  
7.4 Conclusion 
In this chapter, the square shaped fabric sensor was tested. The fabric is more 
pressure sensitive and since we increased the number of electrodes to 32, it allowed 
us to increase the size of the sensor as well. The change from circular shape to 
square shape was a testing case for geometrical flexibility of the EIT mapping 
system. In many applications we may need to use a square shaped sensor. In terms 








8. Conclusions and Future Work 
Tomography in general is a technique that reconstructs 2D or 3D images of the 
internal properties from a given subject. The data is measured through a set of 
sensors surrounding the subject and, based on certain mathematical reconstruction 
algorithms, the image was produced. Over the years, different types of tomography 
techniques became available, such as X-ray tomography,  -ray tomography, 
computational tomography (CT), ultrasound B – scan, magnetic resonance imaging, 
and electrical tomography. In terms of application, tomography techniques are widely 
used in various fields, including industrial process monitoring, geophysical probing, 
non-invasive testing and medical diagnostic imaging. Recent developments have 
also shown potential applications for pressure monitoring in clinical care. In this 
thesis, the main research focus is on one of the tomography techniques called 
electrical impedance tomography (EIT). EIT is a member of the electrical 
tomography family. It is a relatively new and emerging tomography technique, which 
utilises electro impedance principles. In this thesis, an in-depth study of EIT 
techniques has been carried out, focusing on developing the required hardware and 






Over the period of this PhD study, two different models of 2D EIT systems (16-
channel system and 32-channel system) have been developed and discussed, 
where three different types of fabric sensors have also been developed and tested, 
namely the circular shaped deformation sensitive fabric sensor, the circular shaped 
pressure sensitive fabric sensor and the square shaped fabric sensor (also sensitive 
to pressure). The system development process was discussed in detail in Chapter 2 
and Chapter 3, including the reconstruction software development and the 
multiplexing circuit design, as well as the selection of the data acquisition card from 
National Instruments (NI). The 16-channel system that was built originally was later 
modified to accommodate a 32-channel sensing capability (introduced in the 
beginning of chapter 7) as the sensor design evolves.  
In order to justify the performance of our hardware system, a test phantom was built 
and a set of tests were performed and discussed in Chapter 4, including the signal-
to-noise ratio of both systems. The phantom test results shown in Chapter 4 matches 
the theory that an increase of excitation voltage or current would result in an 
increase of the measured voltage and hence a stronger detectability of testing 
objects. Although the image quality can be improved by increasing the excitation 
current/voltage, it is limited by the maximum current supply capability of our Data 
Acquisition Card, which is 5mA. As shown in the results, excitation voltage/current 
has an influence on the detectability of objects as their number increases in the 
phantom. In general, all phantom test results were very similar but the LabVIEW 





in order to operate at higher currents, it is essential to use a current source circuit 
and so it was developed later.  
All three sensors that were developed went through the same standard testing 
procedure as illustrated in Chapters 5, 6 and 7. The results showed improvement as  
more experience was gained in both sensor building techniques and reconstruction 
software development. The images produced by our deformation sensitive sensor 
demonstrate the feasibility of the EIT system for pressure and deformation mapping 
imaging. In particular, the results showing reconstruction of multiple pressure points 
were very promising. The results also suggested that quantisation of the pressure 
profile may be possible, but it was still very challenging. By taking the experiences 
from the first sensor, we went in a different direction in terms of material selection 
when the pressure sensitive sensors were developed.  
The circular shaped pressure sensor showed improved image quality as less 
hysteresis effect was found. The reason for this being, in order for the pressure 
sensitive material to detect pressure, large scaled deformation was not required.  
Other studies suggest that an increase in electrode numbers at the boundary would 
enhance the system’s overall performance; hence a 32-channel concept was formed 
and implemented into the square shaped pressure sensor. The square shaped 
pressure sensor was developed using a different pressure sensitive material where 
the stretch ability was limited. In general, the square shaped fabric sensor showed 
promising results after it went through the standard testing procedure, as the 
average signal-to-noise ratio had increased to almost 10dB compared to the circular 
shaped pressure sensor. With the improved hardware for 32-channel mode, the 





8.2 Future Work 
This thesis has explored the fundamental principles of EIT while achieving several 
improvements with regard to EIT pressure sensing techniques. Based on these 
findings, many interesting new research projects could be initiated.  
 Complex conductivity imaging Multi-frequency imaging: So far, the project has 
focused on developing a pressure monitoring system based on a single–
frequency difference imaging EIT system. Since the modal structure of the 
fabric-based sensor is not entirely pure resistance, measurement of 
permittivity can be useful, particularly for capacitive effect in the contact nodes, 
and the change due to the deformation of the structure can provide valuable 
information.  
By applying current or voltage at continuously selectable driving frequencies 
of up to 100 KHz (limited by the digital Analogue Converter), the driving 
current patterns need to be simultaneously supplied to each electrode, while 
taking voltage measurements at those electrodes simultaneously.  
So far, our group and others considered the resistivity component of complex 
conductivity in a single-frequency aspect. This opens up the opportunity for 
multiple-frequency imaging of the fabric-based EIT, as well as complex 
conductivity imaging since complex conductivity will provide information on 
the capacitive component of the electrical impedance.  
 Nonlinear image reconstruction: Difference imaging has the advantage of 
being more reliable. In a difference imaging mode, two sets of measurements 
are used and subtracted, which will reduce the impact of systematic error in 





throughout our research. However, in many practical applications it is 
sometimes impossible to obtain a reference condition beforehand, which is 
often the case in medical applications. Therefore, a more challenging imaging 
for a fabric-based system is absolute image reconstruction.  
Absolute image reconstruction requires a nonlinear inversion algorithm. If it 
can be implemented, this will greatly enhance the application of a wearable 
EIT and brings a number of new applications. This means that the system can 
measure any shape without the need for a reference shape.  
The tasks above are suggestions for future EIT research.  
In summary, EIT’s low cost and non-invasiveness offers great excitement and 
potential for many challenging problems that currently exist in both industrial and 
medical applications. This thesis proposed a new application for the EIT imaging and 
we have demonstrated in laboratory prototype the work of these sensors. For any 
future application, many more factors are needed to be considered, but the prototype 















Multiplexing sequence table – Adjacent current pattern:  
Mux1 Mux 2 Mux 3 Mux4 Excitation, measurement 
0000 0001 0010 0011 1 - 2 , 3 – 4 
  0011 0100        4 – 5 
  0100 0101        5 – 6 
  0101 0110        6 – 7 
  0110 0111        7 – 8 
  0111 1000        8 – 9 
  1000 1001       9 – 10 
  1001 1010     10 – 11 
  1010 1011     11 – 12 
  1011 1100     12 – 13 
  1100 1101    13 – 14 
  1101 1110     14 – 15 





     
0001 0010 0011 0100 2 - 3 , 4 – 5 
  0100 0101           5 - 6  
  - - -- 
  - - -- 
  1110 1111          15 – 16 
  1111 0000          16 – 1 
     
0010 0011 0100 0101 3 – 4, 5 – 6 
  0101 0110           6 – 7 
  - - -- ------------ 
  --  -- ------------ 
  0000 0001            1 – 2 
     
0011 0100   4 – 5 
0100 0101   5 – 6 
0101 0110   6 – 7 
0110 0111   7 – 8 
0111 1000   8 – 9 





1001 1010   10 – 11 
1010 1011   11 – 12 
1011 1100   12 – 13 
1100 1101   13 – 14 
1101 1110   14 – 15,  
     
1110 1111 0000 0001 15 – 16, 1 – 2 
  0001 0010 2 – 3 
    ------------------------- 
  1100 1101 13 – 14 
     
1111 0000 0001 0010 16 – 1 , 2 – 3 
  0010 0011 3 – 4 
  0011 0100             4 – 5 
  0100 0101             5 – 6 
  0101 0110             6 – 7 
  0110 0111             7 – 8 
  0111 1000             8 – 9 
  1000 1001           9 – 10 





  1010 1011         11 – 12 
  1011 1100         12 – 13 
  1100 1101        13 – 14 
  1101 1110         14 – 15 
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