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Abstract
Unsteady boundary-layer development over Hexible walls IS studied m the limIt of
infinite Reynolds number using the Eulerian and Lagrangian formulation.
Unsteady potential flow is used to develop an integro-differential equation to
calculate the perturbation pressure and velocity at the wall surface when a flexible
wall interacts with the mainstream flow above it. The wall is considered to be
membrane-like with its displacement directly proportional to the pressure above it;
the displacements are considered small.
Two specific model problems are considered for further analysis .viz. the vibrat-
ing wall in an otherwise stagnant flo~ and a vortex convected in a uniform flow
above an infinite flexible wall.
In the first ease, a flexible wall is set vibrating by a pressure spike impinging
the surface at t = o. Numerical results were obtajned for four different sets of
initial pressure perturbations. The results show that the boundary layer develops a
singularity when the perturbation is sufficiently large.
In the second ease, the inviscid theory for vortex convecting over a rigid wall is
modified to take into account the wall deflections. Calculations were done for various
convection rates and the results are compared to the rigid wall case. Separation was
found to be hastened as the wall flexibility was increased.
Chapter 1
INTRODUCTION
1.1 Background
Solid structural components are known to interact with fluid flows in a variety of cir-
cumstances and can, under certain conditions, develop complex modes of vibration.
Such flow-structure interactions are observed in a number of applications associ-
ated with aircraft and ship design, noise control, biomedical engineering and the
design of high-rise structures. The study of flow-structure interactions is necessarily
interdisciplinary, involving various aspects of fluid mechanics, solid mechanics and
dynamics.
Some of the common phenomena observed in flow-structure interactions associ-
ated with aircraft applications are classified as follows:
2
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1. Flutter - a self-sustained oscillation at a natural frequency of a structural
member which is initiated by small disturbances and is usually divergent.
2. Buzz - a process caused by the unsteady motion of a shock wave over an
oscillating control surface; the phenomena may be related to shock-induced
trailing edge separation.
3. Buffeting - a motion of a structure which is excited by an aerodynamic loading
in the external flow such as a gust or an impinging vortex
4. Limit cycle oscillations (LeO) - a self-sustained complex oscillation of a struc-
tural member which normally has a finite amplitude.
Flutter is a common phenomenon associated with a dynamic instability in fluid-
structure interactions. The instability usually initiates from small perturbations but
can grow and lead to large oscillations which may result in structural damage. The
failure of the Tacoma Narrows Bridge at Puget Sound in Washington was generally
believed to be due to flutter caused due to an unfavorable aerodynamic configuration
presented by the structural members (Fung 1969).
Flutter is essentially a stability problem; in order to predict the onset of flutter
it is usually sufficient to consider small deflections from a base configuration and to
employ linear methods of analysis. As the perturbations grow in amplitude, eventu-
ally nonlinear theories must be used to describe the phenomenon. The prediction of
3
1.1. BACKGROUND
such phenomena is important since flutter can lead to extensive damage of airframe
components. A number of linear, non-linear and small perturbation techniques
(Fung 1969) are available to predict flutter boundaries for aircraft components ( in
terms of such parameters as air speed, angle of attack, etc. ) and these approaches
are reasonably effective. Panel flutter problems, which concern the motion of a thin
shell or plate adjacent to a fluid flow, can generally be considered to be interactions
between the structure and an external inviscid flow field, with viscous effects not
playing a dominant role (Dowell 1966, 1967). These interactions can also be rea-
sonably well predicted using current aeroelastic methods. For example, commerical
software packages like MSC-NASTRAN have the capability to model panel flutter
problems.
Buffeting is caused by an unsteady aerodynamic loading due to some feature in
the flow external to the aircraft surface. This 'feature' is often a vortex or a gust and
can be associated with some type of separation phenomena that previously occured
on some portion of the airframe upstream. However, buffeting is formally classified
as a non-interactive phenomena in the sense that the feature causing the surface
motion is assumed to be unaffected by the induced motion of the structure itself.
In other words, some type 0\, significant pressure disturbance (such as separation or
an incident vortex) gives rise to a deflection of the surface; the amplitude of the
deflection however is considered sufficiently small so that the induced perturbations
4
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in the flow field may be neglected to leading order.
Limit cycle oscillations (LCO ), on the other hand, involve a significant interac-
tion between the structural motion and the flow field. LCO can result from some
nonlinearity in the aerodynamic forces (such as a separation) or structural non-
linearities such as control surface free play. While the oscillations do not cause
extensive damage (unlike flutter), they can contribute to flight discomfort, struc-
tural fatigue, etc. Most of the reported cases of LCO are the result of actual flight
experience and seem to have occurred in connection with unsteady transonic flows
involving vortex/structure and/or shockwave/structure interactions. Cunningham
(1988), for example, reports a case where wing bending oscillations were induced in
B-1A aircraft by a flow-field observed to contain either a single or a pair of spanwise
vortices at high angles of wing sweep. The number of vortices was found to be
controlled by the degree of wing bending; the change in the number of vortices, in
turn provided a periodic pressure loading which drove the wing bending oscillations.
Fluid motions over airframe surfaces are generally at high Reynolds numbers
and invariably contain certain generic coherent flow features such as vortices and
shockwaves (Mabey 1989); these act to induce significant perturbations in the pres-
sure field near the aircraft surface. It is known that vortices will interact with the
viscous flow near the airframe surface and act to provoke unsteady separation of the
boundary layer (Walker 1978; Peridier 1991a ; Doligalski & Walker 1984; Doligalski
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et al. 1994). Shockwaves, which impinge on the surface layers, also can induce
boundary layer separation. In addition to the aforementioned external flow pertur-
bations, relative motion of various portions of the airframe (either due to a control
surface or during a maneuver) can often provoke zones of adverse pressure gradient
which in turn can induce an unsteady separation of the boundary layer.
Boundary-layer separation at high Reynolds number is a phenomenon which can
produce sharp changes in the local pressure distribution. Over the past twenty
years, unsteady separation phenomena have been under intense investigation. The
terminology" separation" has been controversial in recent times. Classical studies
commonly referred to the development of reversed flow in a boundary layer on a
fixed wall as implying separation (Riley 1975). However Sears & Telionis (1975)
pointed out that such a definition is inadequate for all cases of separation, particu-
larly those associated with a moving wall. They argued that the term" separation"
should be reserved to define a condibon where a thickening boundary layer first
has a significant influence on the external flow field; such events are alternatively
referred to as breakdown or breakway by some authors (Riley 1975). Separation
(or breakaway) was defined by Sears & Telionis (1975) as occurring at the instant
of formation of a singularity in the boundary-layer solution. They hypothesized the
MRS conditions (Sears & Telionis 1975) which describe the local nature of the flow
field in the boundary-layer at the instant of separation; these two conditions are:
6
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1. The singularity moves with the local flow speed
2. The separation point occurs at a location of zero longitudinal shear stress.
The work of Van Dommelen (1980) showed that these are the correct condi-
tions to characterize the occurence of unsteady separation. Using a Lagrangian
formulation for the boundary-layer equations, Van Dommelen (1980) considered the
boundary layer on an impulsively started circular cylinder and for the first time,
integrated the governing equations up until the formation of a separation singular-
ity that satisfied the MRS conditions. Subsequent work (see, for example, Peridier
et al. 1991b) and the references therein) showed that this singular behaviour is
generic and likely to be encountered in any two-dimensional boundary layer which
undergoes a separation process.
The separation process is initiated within a region of adverse pressure gradient
imposed on the boundary layer by the external flow. The adverse pressure gradi-
ent causes the fluid particles in the boundary layer near the wall (which have been
slowed down due to viscous effects) to form a recirculation region. The first appear-
ance of a recirculation eddy (with a consequent zero vorticity line) satisfies one of
the MRS conditions. If the external adverse pressure gradient is maintained, the
recirculating eddy generally grows in size (Riley 1975; Van Dommelen 1980; Peri-
dier et al. 1991a) and soon, strong outflows start to develop at some streamwise
location along the zero vorticity line. As the eruption initiates, the flow focuses
7
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into a band which is narrow in the streamwise direction; ultimately an eruption
occurs into the external flow carrying with it concentrated levels of vorticity (Smith
et aI. 1991). This abrupt eruption is believed to provoke sharp changes in the local
pressure distribution resulting in the formation of a pressure 'spike' (Peridier et aI.
1991b). With present numerical procedures, it is possible to track flow evolution
numerically up to the instant of separation but not beyond it. This is because the
solution of the boundary-layer equations becomes singular at the instant of sepa-
ration. In fact as the boundary layer starts to develop a significant local normal
thickness, the assumption that the boundary layer is thin breaks down and a new
subset of the Navier-Stokes equations must be introduced to describe the viscous
-inviscid interaction which is developing locally. This new set of equations govern-
ing the subsequent interaction would presumably involve the influence of normal
pressure gradients and would need to be introduced at a time just prior to the real-
ization of a singularity in the boundary-layer equations. Modern research efforts are
still underway to describe this next stage of the process theoretically. Experimental
studies, however, have revealed that the next stage of flow evolution usually takes
place in a strong interaction, where a rapidly rising plume of vorticity is observed
to roll up into a secondary vortex at a location well above the surface (Doligalski et
aI. 1994; Smith et aI. 1991).
In summary, a variety of unsteady processes can take place at various locations
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on a given airframe surface which may be induced by vortices, shockwaves or sudden
maneuvers (Mabey 1989; Cunningham 1988). While relatively little is known about
the cause of LCO, it is likely that unsteady separation phenomena are related to
many realizations of LCO. Separation processes that take place on moving surfaces
are relatively complex and little is known about the relevant flow physics. In general,
it is of interest to determine which generic features of the flow field can induce and
sustain deflections of the surface and under what circumstances. As a first step
in studying .such effects, two model problems are considered in this study which
concern the role of vortices in such interactions.
1.2 Model Problems
The geometry of the model problems considered consists of an infinite flexible wall
bounding an incompressible fluid in the infinite half-space above. The fluid is gen-
erally in motion with the flow being at high Reynolds number; the flow field is
normally double-structured consisting of an external inviscid motion and a thin vis-
cous boundary layer on the surface. In modeling the flow-structure interaction, the
boundary layer is first considered to be passive (at least for a period of time). The
inviscid flow solution is coupled to the mechanics of the wall through a relationship
between the pressure and wall deformation which will be termed the interaction
9
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relation; several such models will be described in the next section. The boundary-
layer motion is driven by the pressure distribution in the inviscid flow near the wall
which depends both on the background external flow and the motion induced by
the deflection of the wall. The response of the boundary layer is usually nonlinear
and ultimately is of interest here. It is expected that under some circumsatnces the
boundary layer will become eruptive and provoke a strong viscous-inviscid interac-
tion of the type which may be significant in initiating and maintaining LCO.
The first problem considered in the present study concerns the motion induced
when either a pressure perturbation or a gust of normal velocity is applied to the
surface at t = 0 . The solutions obtained apply for situations where either the
background flow above the wall is either uniform or stagnant. The pressure distur-
bance can be imagined to be caused by depressing the wall so as to cause it to be
deformed in a particular fashion and then letting it go. In the case of a gust, the
wall experiences a normal velocity suddenly at t = O. The objective of the analysis
is then to determine the subsequent deformations of the wall, as well as the induced
motion in the external flow above the wall. The initial perturbation causes the wall
to deform and the precise nature of the deformation is governed by the prescribed
interaction model. The shape of the wall and the resulting change to the inviscid
flow field is calculated using perturbation methods. The interacting inviscid flow
field solution is then used to evaluate the response of the boundary layer with time.
10
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It will be shown that the vibrating wall eventually forces an unsteady separation
of the boundary layer for certain amplitudes of the pressure perturbation and/or a
sufficiently flexible wall.
It should be noted that the motivation for the above model problem is partly
associated with the general effects of unsteady separation. It is known that as an
unsteady separation event starts to occur a pressure spike begins to form in the
pressure distribution near the surface (Peridier et ai. 1991b). Unfortunately, the
next stage of the separation process (as the boundary layer leaves the surface) is
too difficult to model at present but the effects on the flexible wall can be simulated
with the present model solution. The objective of the boundary-layer analysis is
to determine whether the surface layer on the moving wall evolves toward another
unsteady separation event after the initial perturbation. In such cases, another local
pressure spike will occur and this suggests the possibility that the entire process
could be self-sustaining, as apparently is the case in observed realizations of LCO.
The second model problem considered in the present study is that of a vortex
convected in a uniform flow above a flexible wall. Vortices, as such, are a very
common feature of flows over airframes. Vortices may arise as a consequence of
shedding from some upstream surface or near certain three-dimensional boundary
geometries that promote vortex formation (Doligalski et ai. 1994). Vortices are
suspected to be one cause of LCO. In addition, various studies have shown that a
11
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vortex moving over a rigid wall can act to provoke an unsteady separation in the
boundary layer beneath it (Doligalski & Walker 1984; Doligalski et at. 1994; Degani
& Walker 1994). The boundary-layer evolution and subsequent eruption in the
rigid wall case is also well-documented by experiment (Chu & Falco 1988; Walker
1987). The model problem therefore offers a convenient vehicle to study the role of
vortices in inducing surface deflections and the influence of such deflections on the
boundary-layer separation process, if any.
In the present study, a vortex is imagined to be convected in a uniform flow over a
flexible wall at t = 0 and for all t > 0 a viscous boundary starts to grow and develop
on the surface. If the wall were rigid, a suction-type of pressure distribution would
be persistently applied to the boundary layer (Walker 1978; Peridier et at. 1991a).
However, since the wall is flexible, the pressure distribution modifies the shape ofthe
wall, which in turn changes the external flow distribution above the wall. The wall
deflections and the perturbations caused to the flow field are evaluated analytically
for the model problem for any rectilinear vortex embedded in a uniform flow of
arbitrary speed. The boundary-layer response is calculated starting at t = 0 and it
is found that separation soon occurs in most cases. In fact, it emerges that even for
relatively low levels of wall flexibility the separation process appears to significantly
enhanced.
12
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1.3 Interaction Model for the Flexible Wall
In order to mathematically model a flow-structure interaction, an interaction rela-
tion that specifies how the fluid motion influences the shape of the wall must be
specified. A number of different interaction models have been used in literature. A
common equation used to specify the plate behavior in panel flutter analysis is the
Von Karman large-displacement equation (Dowell 1966). The two-dimensional form
of this equation is (Dowell 1966):
where Nx is the applied in-plane loading and N£a) is the non-linear induced loading
( )
2
a OTJ*
N x = Eh/2a1 ox dx (1.2)
Here E is the modulus of elasticity, D is the plate stiffness, d is a damping constant,
a denotes the plate length, h is the plate thickness, pm is the plate density and TJ is
the deflection of the plate about some equilibrium position at TJ = o. The pressure
differential across the panel b.p is, in general, a function of the plate displacement
since the disturbed fluid motion is, in turn, dependent on the instantaneous position
of the plate. For the model to be valid, the deflections have to be small compared
to the plate length but can be large compared to the plate thickness (Dowell 1966).
Equation (1.1) describes a non-linearity associated with in-plane tension produced
by the deflections itself and this relation has been used to study limit cycle behavior
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in panel flutter problems (Dowell 1966, 1967). The flow field has generally been
treated as inviscid and irrotational in such problems (Dowell 1966, 1967).
A similar type of equation has been used to study a compliant surface. Kramer
(1960) reported experimental results in which substantial decreases in hydrodynamic
drag were observed in flows over compliant walls; he conjectured that this was due
to the ability of such surfaces to delay transition from laminar to turbulent flow.
Subsequently, a number of reseaJchers, including Landahl (1962) and Benjamin
(1960) , have investigated the stability of boundary-layer flows over compliant walls.
Carpenter & Garrad (1985, 1986) have reviewed the theoretical and experimental
work done on this problem and conclude that transition delay is indeed possible,
albeit for very restrictive ranges of the wall properties. It may be noted that a
compliant wall may be envisaged as consisting of a thin plate which is mounted on
an elastic substrate affixed to a rigid wall; when a normal force is applied to the
wall, it is free to deform to an extent determined by the magnitude of the force and
the properties of the wall.
Much of the work on compliant surfaces is not relevant to the present study.
This is because the bulk of the literature reviewed by Carpenter & Garrad (1985,
1986) concerns a uniform flow above a wall, with a laminar Blasius boundary layer
on the surface. The main interest in most of these studies is in determining the
stability properties of the Blasius layer in these circumstances and in predicting the
14
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onset of transition to turbulence. By contrast, the main focus in the present study
is in flows that contain a significant mainstream disturbance. A study which is
relevant to one of the model problems was carried out by Lucey & Carpenter (1992)
who simulated the response of a finite Kramer-type panel produced by a single
point pressure pulse. The displacement of the wall satisfies an equation, which
will be subsequently described, and which was solved numerically. The pressure
fluctuations in the flow due to the moving wall were evaluated numerically using a
boundary element method. The results indicate that complicated reflections occur at
the ends of the plate which depend in an unclear manner on the constants associated
with the flexible wall model. There are a number of sources of potential error in
the study of Lucey & Carpenter (1992). Nevertheless, they conclude that at flow
speeds above a certain value the response of the flexible wall becomes unstable
and divergent with the wall damping serving only to reduce the growth rate of the
instability leaving its onset flow speed unchanged. In the present study, a simpler
interaction will be considered where the panel is of infinite extent and reflections at
the ends of the panel do not occur.
A general equation for the deflection of a 'Kramer'- type wall is of the form
(Lucey & Carpenter 1992):
(1.3)
Here D is the flexural rigidity of the plate, d is a damping coefficient, pm is the plate
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density, h is the plate thickness and 1( is the stiffness associated with the substrate
per unit length. The pressure difference 6p between the top and bottom of the
panel is a forcing term in this equation. Note that equations (1.1) and (1.3) are
essentially similar but that equation (1.3) contains an additional term which reflects
the" spring" -like or elastic effect of the substrate, on which the plate is assumed to
be mounted.
It is clear that both equations which model the plate behavior contain a number
of terms along with associated physical constants (see also Refs. 1, 2, 3). Since the
amount of work on deformable walls is rather sparse, it is worthwhile to proceed
in the simplest possible manner and as a first step, consider the simplest situation
where the wall displacement is directly proportional to the excess pressure above
the wall according to
(1.4)
where the constant 1(-1 is termed the "wall flexibility". In this study, the wall
flexibility is considered small; thus the deflections T/ are small even in situations
where the imposed pressure difference is of 0 (1).
16
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1.4 Governing equations
The general equations used to model the fluid motion are the two-dimensional in-
compressible Navier-Stokes equations and the continuity equation. The forms of the
Navier-Stokes equations along with the associated continuity equation in dimension-
less form are as follows.
(1.5)
(1.6)
(1.7)
Here all velocities have been made dimensionless with respect to Uo , all lengths
with respect to Lo, time with respect to Lo/Uo and the pressure with respect to
pU; /2; here p is the fluid density and Uo , Lo are a characteristic velocity and length,
respectively. The Reynolds number Re is defined by Re = UoLo/II . Most situations
where flow-structure interactions occur in engineering practice are at large Reynolds
number and consequently the limit problem Re ~ 00 will be considered in the
present study.
For flows at high Reynolds number the viscous terms in the Navier-Stokes equa-
tions (1.5) and (1.6) can be neglected in regions far away from the wall; this ap-
proximation is exact in the limit Re ~ 00 and the resulting mathematical problem
17
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is described by the Euler equations:
OU _ou _ou op
-+u-+v-=--ot Ox oy Ox
8v _ov _ov op
-+u-+v-=--ot ox By By
ou ov
-+-=0Ox oy
(1.8)
(1.9)
(1.10)
In general the Navier-Stokes equations must satisfy two conditions at the surface
corresponding to: (1) No normal flow into the solid surface (the solid wall condition)
and (2) No relative motion tangential to the surface (no-slip condition).
The Navier-Stokes equations are second order but upon taking the limit Re -t
00, the Euler equations are found to be first order partial differential equations.
The Euler equations cannot satisfy two conditions at the surface and in general are
taken to satisfy the solid wall conditions. Solutions of the Euler equation generally
exhibit a slip velocity near the wall, i.e.
as (1.11 )
and therefore do not satisfy the no-slip condition at the surface itself.
The apparent failure of such Euler solutions was first explained by Prandtl (1904)
who argued that the viscous effects in flows at high Reynolds numbers must come
into play in a thin layer adjacent to the wall. This is the boundary layer and here
the tangential velocity is reduced from the value Ue (x, t) predicted by the solution
18
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of the Euler equations to zero on the wall itself. Gradients in a direction normal
to the wall are large in a boundary layer and dominate gradients in a direction
tangential to the wall. The boundary-layer equations are also an exact subset of the
Navier-Stokes equations in the limit Re -+ 00 and apply in a thin region near the
surface where y and v are small. Define scaled boundary-layer variables by
y' = y Re1/ 2 v' = v Re1/ 2 (1.12)
Substitution in equations (1.5) and (1.7) and taking the limit Re -+ 00 leads to
(1.13)
(1.14)
while the second momentum equation (1.6) reduces to
Bp = o.
By'
Thus the pressure within the boundary layer is independent of y' and the pressure
in the mainstream flow at the outer edge of the boundary layer (i.e. as y' -+ (0) is
said to be impressed across the boundary layer. Hence the term BpiBx in equation
(1.13) may be determined from the external mainstream flow as follows,
(1.15)
which is taken to be a known function for evaluation of the boundary-layer flow.
19
1.4. GOVERNING EQUATIONS
In summary, a large Reynolds number flow near a wall is two- tiered consisting
of an outer Euler flow and an inner viscous boundary layer near the surface. The
overall problem is to be solved in a hierarchal manner according to Prandtl (1904)
with the outer inviscid flow being calculated initially. In general, the boundary
layer equations (1.13) and (1.14) are then solved. This approach assumes that the
boundary layer is thin and passive and that viscous effects are confined to a thin
surface layer. In general the overall approach remains valid unless events develop in
the boundary layer that lead to boundary-layer separation.
In conventional problems with a fixed wall at y = y' = 0, the boundary conditions
satisfied by the boundary-layer solutions are
and
u = v' = 0 at
as
y = 0,
y ~ 00.
(1.16)
(1.17)
In the present study, the main interest is in boundary layers which develop on moving
walls with an equation given by
y='T/(x,t), (1.18)
and this complicates the analysis. To handle such a situation, introduce an unsteady
Prandtl transposition defined by
Y = (y - 'T/) Re1/ 2 v = (v - Ue'T/ - 'T/t) Re1 / 2 .
20
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It is easily confirmed that the analog of equations (1.13) and (1.14) is
AU oV
ax + oY = 0,
and in these coordinates the boundary conditions are
(1.20)
(1.21)
u = v=o
U ---t Ue (x, t)
at Y = 0,
as Y ---t 00
(1.22)
(1.23)
Consequently the form of the boundary-layer equations remains unaltered in a co-
ordinate system fixed on the moving wall.
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Chapter 2
A General Theory for Irrotational
External Flows
2.1 Introduction
A general theory governing irrotational inviscid flow is outlined in this chapter for
an arbitrary flow in the infinite halfspace above a flexible wall; the wall is assumed to
obey a simple interaction law wherein the displacement of the wall is proportional to
the local excess pressure. The constant of proportionality is called the wall stiffness
E and is assumed small.
The leading-order flow solution is obtained by considering the wall to be rigid
(setting E = a ); the leading-order motion provokes a change in wall shape. The
22
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perturbations in the leading order velocity and pressure field due to the deflection
of the wall are shown to satisfy an integra-differential equation. The equation can,
in principle, be solved for any specified irrotational external flow.
2.2 General Theory
Consider an arbitrary mainstream flow above a boundary whose equilibrium position
is described by y = o. The boundary is flexible but deflections about the equilibrium
position are assumed small. The geometry of the problem is shown in Fig. (2.1).
Let the constant pressure and velocity at upstream and downstream infinity be
denoted by p= and U= and let p and p denote the actual pressure and an excess
pressure respectively so that
p = Poo +P (x, y, t) (2.1 )
In addition let (u,v) denote the velocity components in the (x,y) directions, respec-
tively; for irrotational flow u, v may be expressed in terms of a velocity potential
by u = 8"¢;/8x and v = 8"¢;/8y. The leading order inviscid motion is assumed
to be known in the half space above the surface and is denoted by Uo (x, y, t) and
~ (x, y, t) . Since the motion is assumed irrotational, the velocity components can
be expressed in terms of a velocity potential ~o according to :
v; _ 8~o
0- 8y·
23
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---_._---....
LL.Poo
-- ---- ----....
Equilibrium position of
the wall (y =0)
-------------- -------~----
y Deflected position of
the wall ( )\ = (x,t))
x
- ....-----~--~-------~-------
Figure 2.1: Flow over a flexible wall
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In general, the unsteady Bernoulli equation is given by
_ 1 (-2 -2) a¢ 1 2P+ 2 U +V +7Ji==POO+ 2UOO '
To leading order, the velocity and pressure fields ~re represented as
(2.3)
u == U0+... ,v == Vo+ ... ,¢ == '1> 0+... ,p == Poo + Po (x, y, t) +... , (2.4)
and upon substituting in equation (2.3), the leading-order form of the Bernoulli
equation is found to be
(2.5)
The leading order solution for velocity potential '1>0 satisfies the Laplace equation
(2.6)
which follows from mass continuity. Since the surface deflections are assumed to be
small, the velocity field must satisfy the usua'l condition for a solid wall, viz
v == O' at y == o. (2.7)
The inviscid solution is also such that a slip velocity is predicted at y == 0 , which is
denoted. here by Ue (x, t). i.e.
Uo(x,y,t)==Ue(x,t) at y==O. (2.8)
It is worthwhile to note that it follows from the momentum equation (1.16) that in
view of equation (2.7)
up Dv
--- --0By - Dt -
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2.2.1 The Perturbed Velocity Field
The leading order inviscid motion is assumed to provoke deflections in the surface
which in turn may lead to significant perturbations in the flow field. Let the equation
of the surface of the deflected wall be y = T/ (x, t) and take the interaction law with
the solid to be
(2.10)
The coefficient E is assumed small and thus the deflections are small as well, with the
surface being almost rigid. In general the order of magnitude of the perturbations in
the external flow field are not known but are expected to be 0 (E) in some situations.
In any event assume a continuation of the expansions (2.4) in the form
u(x,y,t) = Uo(x,y,t)+UI(x,y,t)+ ... , v(x,y,t) = ~(x,y,t)+ VI (x,y,t)+ ... ,
(2.11)
¢(x, y, t) = <Po (x, y, t)+<h (x, y, t)+ .. , fi (x, y, t) = Poe (x, y, t)+Po(x, y, t )+PI (x, y, t)+ ... ,
(2.12)
where the perturbation quantities depend on E and are small with respect to the
leading order solution; therefore
(2.13)
The velocity perturbation potential <PI also satisfies the Laplace equation
(2.14)
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and upon using equation (2.5), it is easily confirmed that the Bernoulli equation
(2.3) reduces to
(2.15)
where products of terms which are quadratic in small quantities have been neglected
in obtaining (2.15) in view of conditions (2.13). The reduced Bernoulli relation (2.15)
serves to relate the pressure perturbation PI to the velocity perturbation U1 and Vi
(to be obtained from the solution of equation (2.14)).
To obtain the appropriate boundary conditions for equation (2.14), it may be
noted that there are two conditions which must be satisfied at the moving interface.
These are:
1. The Material Surface condition:
2. The Interaction condition:
at Y="l(x,t); (2.16)
(2.17)
To obtain the appropriate condition for <.PIon Y = 0, first expand 11;, (x, Y, t) in
a Taylor series about Y = 0 and evaluate the resulting expression at the deflected
surface Y = "l (x, t) to obtain
) 011;, I11;, (x, "l, t) = 11;, (x, y, t Iy=o + oy y=O "l (x, t) +.. ,
27
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But it follows from continuity that
and in view of equations (2.7), equation (2.18) reduces to
aUe ( )
"Vc, ~ - ax T/ +... on Y = T/ x, t .
(2.19)
(2.20)
Substitution of this result into equation (2.16) and neglecting terms 0 (U1 ) with
respect to those 0 (Uo ) yields
to leading order at y = O. This relation provides the boundary condition for equation
(2.14) along with the requirement that
(2.22)
A relationship connecting the interface T/ (x, t) to the velocity distribution may
be obtained as follows. First expand the leading order pressure Po as a Taylor series
expansion about y = 0 and evaluate at the interface y = T/ (x, t). In view of equation
(2.9) this yields
where Pe(x, t) = Po (x, 0, t). But it follows from equation (2.5) that
( ) 1 [2 2] ait! ePe x, t = 2' Uoo - Ue - 7ft'
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where
From the pressure perturbation equation (2.15) it follows that
{
a<I>1 a<I>1 }PI (x, 0, t) = - 7ft +Ue(X, t) ax '
and substituting these results in the interaction condition (2.17) yields
(2.25 )
(2.26)
(2.27)
Upon differentiating equation (2.27) and using equation (2.24) it is easily shown
that
aT] _ {aUe u aUe aUI u aUI U aUe}
ax - f at + e ax + at + e ax + I ax . (2.28)
It may be noted that in most circumstances the first two terms in equation (2.28)
dominate the terms containing the perturbation functions UI .
The general solution of equation (2.14) can be written in terms of the Hilbert
transform pairs
UI(x,O,t) = ~]OO ~(s,O,t)ds,
7r -00 x - S
TT ( )_ ~]OO Ud s , 0, t)d
VI x,O,i - s,
7r -00 X - S
(2.29)
(2.30)
where the integrals must be interpreted as Cauchy principal value integrals. Con-
sequently the general problem can be written in terms of a pair of equations for
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Ul (x, 0, t) and TJ (x, t) with equations (2.28), (2.29) and (2.30) according to:
~100 Ud s,0, t) ds = aTJ +UeaT} + TJ aue,
7f -00 X - s at ax ax
aT} _ (aUe u aUe aUl u aUl UaUe)
ax - E at + e ax + at + e ax + 1 ax .
(2.31)
(2.32)
For a specific solution for Ul (x, 0, t) and the deflection of the wall TJ (x, t), the per-
turbation in the surface pressure can be obtained from equation (2.15).
It is worthwhile at this stage to consider two special cases. First suppose that
the flow is uniform above the wall to leading order. Then Ul = Ue = Uoo everywhere
and equations (2.31) and (2.32) become
aT} _ (aUl U aUl)
ax - E at + 00 ax .
(2.33)
(2.34)
It may be noted that if a change of variables x' = x - Uoot is carried out correspond-
ing to a transformation to a frame of reference convecting with the uniform flow,
~quations (2.33) and (2.34) reduce to
~100 ~ds _ aT}
7f -00 X - S - at' (2.35)
(2.36)
But these equations are the same as would be obtained from equations (2.31) and
(2.32) if the external flow were stagnant to leading order. Therefore the governing
30
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equations are invariant with respect to the uniform flow speed. The problem of the
I '
surface motion rnduced by a surface 'pressure pulse in either a uniform flow or a
stagnant flow will be considered subsequently in chapter 3.
A second special case corresponds to a situation where Ue = Ue (x, t) and E ~ 1,
wherein the wall is alrnost rigid. In this case the terms 0 (U1 ) in equation (2.28)
may be neglected and equations (2.31) and (2.32) reduce to
! j( 00 Uds, 0, t)'d _ aTJ u aTJ aUe
oS - at + e a + TJ a '
'1l' -00 x - s x x
aTJ _ (aUe u. 8Ue)
ax - € at + e ax .
(2.37)
(2.38)
It is evident in this case that the surface d<:;flection is 0 (E) and is determined by
equation (2.38) from the known leading order velocity field. The perturbation veloc-
J
ity distribution U1 is then found from equation (2.37). This type of problem will be
considered in chapter 4 where the leading-order inviscid motion is due to a vortex
-
convected in a uniform flow ab~ve 'the flexible wall.
.C
't
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Chapter 3
Vibrations on an Infinite Flexible
Wall
3 .1 Introduction
In this chapter, solutions are obtained for an infinite flexible wall bounding an
incompressible fluid above which is set into motion at time t = 0 by a pressure
pulse which is applied at the surface. The geometry is illustrated schematically
in figure (3.1). The present problem represents a first step in understanding the
behavior of a flexible surface when it is exposed to a sharp pressure perturbation
typical of that occuring in unsteady separation. The analysis will be carried out
for a high Reynolds number flow and consequently the flow-field above the wall is
32
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Equilibrium position of
the wall (y = 0)
------------- ---~--------
~y
I
I
Deflected position of
_f!1e_~~bY-=j~~ )
x
~------------------------
Figure 3.1: Schematic diagram of a flexible wall bounding an incompressible fluid
above
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double-structured consisting of an inviscid external flow and a VISCOUS boundary
layer immediately adjacent to the wall. As the wall is set into motion, an inviscid
motion develops above the wall; the inviscid solution is derived in section (3.2) for
an arbitrary spatial distribution of the initial pressure p and its time derivative
BPI Bt. From the inviscid solution, general expressions may be found for the surface
pressure and tangential slip velocity due to the inviscid flow. These distributions
are obtained in terms of Fourier integrals and it is shown how these quantities can
be evaluated conveniently using the Fast Fourier Transform (FFT) algorithm for
any initial distribution of p and BpiBt. A number of results are given for different
initial distributions and these solutions reveal travelling waves that are set up along
the surface.
The boundary-layer problem is then formulated in section (3.3) and numerical
solutions are obtained for the unsteady laminar boundary layer that forms on the
wall for a variety of cases. It is found that when the initial pressure perturbations
are sufficiently large or the surface is sufficiently flexible, an unsteady separation
phenomena can develop within the boundary-layer flow. The results of these calcu-
lations are described in section (3.4).
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3.2 Inviscid Solution
3.2.1 Dimensionless Variables
The flexible surface under consideration is taken to be a compliant surface whose
dimensional deflection r(l< is governed by the simple interaction law (1.4); in this
relation, K is a known constant having dimensions
M
[K] = L2T2' (3.1 )
Let Lo denote a distance characteristic of the initial displacement of the surface and
let Uo be a typical velocity induced by the surface motion; then a time scale may
be defined as To = Lo/Uo and the dimensional displacement TJ obeys the interaction
law
pU;
TJ = -€ P !Y=77 , € = LoK' (3.2)
where p denotes the dimensionless pressure difference p - Poo and p is the fluid
density. The constant € is assumed known and small in the sense that € ~ 1. It
may be noted that there is no obvious length scale available and Lo may be taken to
have a unit value; the velocity scale could be defined in terms of the initial pressure
amplitude and the density i.e. Uo = (p (0,0,0) / P)1/2.
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3.2.2 Prelhninary Analysis
With the equation of the flexible wall being y = TJ (x, t), the irrotational flow above
the wall is described by velocity components (il, v) defined in terms of a velocity
potential e/> by
_ Be/>
u = Bx'
_ Be/>
v = By' (3.3)
The deflections TJ and associated disturbances are assumed small so that
(3.4)
This statement will be made more precise subsequently. For a fluid which is at rest
at infinity, the unsteady Bernoulli equation is
1 (-2 -2) B¢poo +P + 2 u +v + Bt = Poo, (3.5)
where P = P - Poo is the pressure perturbation about the value at infinity. Since
the velocities are assumed small, the quadratic terms may be neglected in equation
(3.5) which reduces to,
8¢
P + Bt = 0, (3.6)
to leading order. From the continuity of mass in equation (1.7), it follows from
equation (3.3) that ¢ satisfies
(3.7)
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Upon differentiating equations (3.6) twice with respect to x and then y, it follows
using equation (3.7) that p also satisfies the Laplace equation, viz.
(3.8)
To obtain the boundary conditions for equation (3.8), consider the kinematic con-
dition at the moving surface which is, in general,
_ 8¢ 87] _87]
v = - = - +u- at y = 7].
8y 8t 8x
(3.9)
But the last term is quadratic in small quantities and may be neglected; in addition
because 7] is small the condition is applied to leading order at y = 0; then
8¢ 87]
8y at at y = o. (3.10)
Differentiating equation (3.10) with respect to t and equation (3.6) with respect
to y yields
8p
-- at y = O.
8y (3.11)
However by differentiating the interaction condition (3.2) twice with respect to t, it
follows that
(3.12)
Upon comparing equations (3.11) and (3.12), it follows that
(3.13)
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The form of this boundary condition suggests the introduction of a scaled time
variable T according to
T = f.-l/2t. (3.14)
Consequently for T = 0(1) and f. ~ 1, the variable T measures a scaled time in
a physical interval 0 (f.1/2) after the initiation of the motion. In this variable, the
boundary condition (3.13) becomes
Bp
at y = O.By (3.15)
It follows from equation (3.2), that TJ = o (f.) for p = 0(1) and consequently
from equation (3.6) 4>, and therefore it and ii, are 0 (f.1/2). These results make the
restrictions (3.4) on the analysis more precise.
3.2.3 Formal Expansions
The results of the preceding section indicate the magnitude of the leading-order
terms in a perturbation solution for situations where € is small. The next terms in
the expansion are deduced by insisting that either (or both) of the neglected terms
in equations (3.5) or (3.9) enter the second order problem. This leads to a formal
definition of the following expressions
(3.16)
(3.17)
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2TI = E Tlo +E TIl +... (3.18)
Substituting in the Bernoulli equation (3.5) and equating like powers of E yields
a¢o
po + aT = 0,
On the other hand, substitution in the material surface condition (3.9) gives
(3.19)
(3.20)
at y = 0, (3.21)
and
Finally the interaction condition (3.2) gives
(3.22)
(3.23)
where in this equation PI = PI (x, 0, t) and P2 = P2 (x, 0, t). Since ¢o satisfies
Laplace's equation it follows from equation (3.21) that the zeroth order term for
pressure satisfies Laplace's equation viz.
(3.24)
and it· is easily shown using an argument similar to the previous section that the
boundary conditions are
on y = °,Po -t ° as x 2+ y2 -t 00.
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The first order problem for PI is complicated and it can be shown that PI satisfies
a Poisson equation with a forcing function that depends on the zeroth order velocity
components U o and Vo' In addition the boundary condition at y = °is similar to
equation (3.25) but also involves U o and Vo' In the present study, attention will be
restricted to the leading-order solution which is then described in the next section.
3.2.4 Zeroth order problem
The problem is defined by equation (3.24) with boundary conditions (3.25). Define
the complex Fourier transform of po (x,y, t) with respect to x by
(3.26)
It is easily shown that equation (3.8) transforms to
(3.27)
~' which has a solution of the form
where A denotes the magnitude of P at y = °,viz.
A(\T) = P(.A,O,T).
The boundary condition (3.25) for equation (3.8) has the transform
BP
By on y = 0.
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The solution for P , however, is given by equation (3.27) and so substituting in
equation (3.30), we get
The solution of equation (3.31) is of the form
A (A,T) = A (A, 0) cos aT +~ aaA (.A, 0) sin aT,
a T
a =1 A11/ 2 .
(3.31 )
(3.32)
It is worthwhile to emphasize that the coefficients appearing in equation (3.32) are
related to the Fourier transforms of the initial pressure distribution and its time
derivative, viz.
A(A,O) =i: eiAxpo (x,O,O)dx,
aA (' ) l' 100 i'\x ap ( . ) d
-a A,O = 1m e -a X,O,T x.
T t-.o -00 T
(3.33)
(3.34)
Consequently both terms in equation (3.32) are in the form of a product of two
Fourier transforms and can be expressed in terms of a convolution integral (see
Appendix A).
It is evident from equations (3.28) that equation (3.32) is the Fourier transform
of the surface pressure distribution for all T. With reference to equation (3.32) define
K o and K1 to be the Fourier transforms of functions ko and k1 respectively such
that
K 0 (A, T) = cos aT ,
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where a =1 A 11/ 2 . The inverse transforms are given by
1 Jooko (x, T) = - e-i,\x cos (aT) d.-\,
27f -00
However since cos AX is even in x and sin Ax is odd, it follows that
(3.36)
(3.37)
1 100ko (x, T) = - cos Ax cos aTdA
7f 0
where now a = A1/ 2 since A > 0 and absolute value can therefore be removed.
Comparing equations (3.38) it is evident that
(3.39)
The general solution for the surface pressure follows from the convolution result in
Appendix A and it is easily shown that
(3.40)
The kernel functions ko and kI appearing in the general solution (3.40) can be
written in a number of other forms. For example, for x > 0 define z = .Jh and the
second of equations (3.38) for k I becomes
2 100kdx,T)= r::: cosz2 sin (2.J17z) dz,
7fVX 0
where
TJ = T 2 j4x.
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Alternatively it follows from a trigonometric identity that
(3.43)
The integration variable is changed to r by defining z + Jii = Jilr in the first
integral and z - Jii = Jiir in the second integral, to obtain
k1 (x, T) = ~V! {1= sin {Tl (r 2 - 1) } dr - 1-7 sin {Tl (r 2 - 1) } dr} ,
which can be written as,
(3.44)
x> O. (3.45)
Since the integrand is even in r, for x < 0, it follows from the second of equations
(3.38), that
(3.46)
and therefore k1 can be written for all x as
(3.47)
An expression for ko may be obtained using equation (3.39) and
The functions ko and k1 can be written in terms of the Fresnel integrals which
are defined by
r (7rW2)C (z) = io cos -2- dw ,
43
r (7rW2)S (z) = io sin -2- dw. (3.49)
3.2. INVISCID SOL UTION
To this end, expand the sine in equation (3.47) to obtain
k1(X,T) = 7r ,TX I {sin7]11 cosr27]dr - cos 7]11 sinr27]dr} ,
and defining 7rw 2 /2 = r 27], it is easily shown that
k, (X,7) = J~ 12x I {Sin~c (ff) -cos~S (ff) }.
In addition it follows from equation (3.39) that
(3.50)
(3.51 )
(3.52)
The representations of ko and k1 in either equations (3.47) and (3.48) or (3.51)
and (3.52) are compact and elegant forms. Unfortunately it proves difficult to
evaluate the surface pressure in equation (3.40) by first evaluating ko and k1 and
then carrying out the indicated integration. This is because the kernel functions ko
and k1 are highly oscillatory for small x and therefore difficult to evaluate accurately.
Some typical calculated results for k1 obtained by trying to evaluate using equa-
tion (3.52) directly are shown in figure 3.2 . The oscillatory behavior as x ~ 0
should be noted, as well as the evident inaccuracy in the calculated results for small
x. To verify this behavior it is of interest to evaluate the asymptotic form of k1 as
x ~ 0 . Referring to equations (3.47), it is evident that as x ~ 0+ , 7] ~ 00 and it
is clear that the value of the integral is dominated by the behavior of the integrand
near r = 0; this is because for large 7] oscillations of increasing frequency effectively
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cancel everywhere except near r = 0 . Therefore,
(3.53)
Consider the integral of e- iTjr2 dr in the complex plane along the contour shown in
figure 3.3. Since there are no poles enclosed by the integration path
where
On the contour formed by a portion of the large circle I R , for.,., > 0
for -7r/4 < e< O. On 12 , arg(r) = -7r/4 and r = ~e-i7r:/4. Consequently
Therefore from equation (3.54),
1~ i7r:/4II rv - -e- as .,., --+ 00
2 2.,.,
and consequently
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Figure 3.3: Contour of integration for evaluating the asymptotic behavior of k
l
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Therefore, the asymptotic form of k1 as x ~ °is given by
k1 "V ~ sin (TJ - 7r j 4) +... , as TJ = T 2 j 4 I x I~ 00
V 7rX
This form is consistent with the behavior shown in figure 3.2 and it is evident that
evaluation of the pressure in equation (3.40) is problematic if ko and k1 is evaluated
first. Therefore, an alternate scheme was sought to calculate the surface pressure
and this is described in the next section.
3.2.5 Evaluation of the leading-order pressure
In equation (3.40) let f (x) = P(x, 0, 0) denote the initial pressure perturbation while
g(x) = 8pj8t(x,0,0) denotes the ti.me derivative of p evaluated at t = 0. But ko
and k1 are given by the integrals in equations (3.38) and if the order of integrations
is reversed, equation (3.40) may be written in the form
rOO . / roo sin )..1/2 T
Po(x,O,t)=}o F(x,)..)cos)..12Td)"+ 10 G(x,)..) )..1/2 d)"
where
. 1 00
F (x, )..) = ;; 100 cos).. (x - e) f (0 de
1 JOOG (x, )..) =;; -00 cos).. (x - <) 9 (<) de
(3.58)
(3.59)
(3.60)
The initial pressure distribution f(x) and g(x) = 8pj8t(x,0,0) may be written as
the sum of an odd and even part according to
f(x)=fE(X)+fo(x)
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"-
where fE and fo are obtained from
1fE(X) = -{f(x)+f(-x)}
. 2
1
, fo(x)=2{f(x)-f(-x)} (3.62)
with corresponding expressions for 9E (x) and 90 (x). Expanding the cosine terms
in equations (3.59) and (3.60) gives
cos A(x - 0 = cos Ax cos A~ + sin Ax sin A~ (3.63)
and since the first term is even in ~ while the second term is odd in ~, F (x, A) can
be expressed as
22'F (x, A) = - cos AxFc (A) +- sin AxFs (A)
7r 7r.
(3.64)
where Fe (A) is the Fourier cosine transform of the even part of f (~) and Fs (A) is
the Fourier sine transform of the odd part of f (0 defined by
Fe (A) = 100 cos A~fE (Ode
,.Fs (A) = 100 sin A~fo (~) d~
'. :
>, .
(3.65)
(3.66)
Similarly G (x, A) in equation (3.60) can be written in the. form
(3.67)
where Gc (A) is the Fourier cosine transform of the even part 6f 9 (~) and Gs (A) is
" '
the Fourier sine transform of the odd part of 9 (0 defined ~y
(3.68)
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(3.69)
For a given initial pressure distribution f (x) and time derivative 9 (x), the subse-
quent evolution of the surface pressure was evaluated using the following procedure.
First the Fourier sine and cosine transforms Fe P.), Gc(>'), FsP.) and Gs (>') defined
in equations (3.65), (3.66), (3.67) and (3.68) were evaluated once and for all using a
Fast Fourier Transform (FFT) algorithm described in Appendix A. It follows from
equations (3.58), (3.59), (3.64) and (3.67) that the solution for the surface pressure
at any time T is given by
po (x, 0, T) = Fe (x, T) +Fs (x, T) +Gc (x, T) +Gs (x, T)
where
(3.70)
(3.71)
(3.72)
(3.73)
(3.74)
These expressions are essentially inverse sine and cosine transforms and at any
value of T can be evaluated using the FFT algorithm. Once the surface pressure
is known, the velocity potential along the surface <Po (x, 0, T) and Ue(x, T) can be
evaluated. There are two methods for the evaluation of Ue (x, t). First consider
50
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equation (3.19),
OcPo
po + OT == 0
which may be used to obtain an expression for cPo (x, 0, T). Integrating equation
(3.70) gives
cPo = - ~ 1000 {Fe (A) cos AX + Fs (A) sin AX} si~~~;2t d)..-
~ Ia"" {Gc ()..) cos )..x +Gs (>..) sin)..x} (cos )..1/2t - 1) d)../ A
It may be noted that in principle an arbitrary function of X could be added to
this expression since the functional form of cPo (x, 0, T) is not known at r = 0 . In
the situation where po (x, 0, 0) = f (x) but opfOT (x, 0, 0) = 0, the flexible surface is
depressed at the initial instant in an otherwise stagnant fluid; thus in this case cPo = 0
at time T:::: O. On the other hand in any situation where opfor(x,O,O) = g(x) is
non-zero, it follows from equation (3.10) that
( ) 87fo Bpova x,O,O = BT = - OT = -g(x) (3.76)
at T = 0; consequently the surface is in motion at the initial instant and cPo is non-
zero. The expression for cPo shown in equation (3.75) is correct however as will be
subsequently demonstrated.
Differentiation of equation (3.75) yields an expression for the scaled mainstream
velocity Ue (x, T) and
Ue (x, T) = ~ 1000 {Fc ()') sin)..x - Fs (A) cos )..x} )..1/2 sin )..1/2T d).._
~ 1000 {Gc (A) sin)..x - Gs (A) cos)..x} cos A1!2T d)..
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while differentiation of equation (3.70) yields the pressure gradient
op 2100 2100;:;- :::: - {-Fc (A) sin Ax + F, (A) cos AX},\ cos ,\1!2 TdA+- {-Gc (,\) sin Ax +
UX o 7r a 7r a
(3.78)
Another and more direct method for determining U" (x, t) follows from the gen-
eral theory described in chapter 2. For an otherwise stagnant initial motion above
the surface, and taking into account the scalings introduced in equations (3.14),
(3.16) - (3.18) it can be easily be shown that equations (2.31) and (2.32) reduce to
1]00 - ( ) ds OTlo
- U"st--=-
7r -00 'x - s ot (3.79)
From the first of equations (3.23), Tlo = -po and inverting the Hilbert transform in
equation (3.79) yields
tJ" (x, r) :::: _~;oo op%r ds
7r -00 X - S
(3.80)
An expression for op%r is easily obtained by differentiation of equation (3.70) and
using the following Hilbert transform results,
1;= ds
- SIn as-- = cos ax ,
7r -00 X - S
1100 ds
- cos as-- = - SIn ax
1r -00 X - S
~
(3.81)
it is easily shown that Ue(X,T) is given by equation (3.77).
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3.2.6 Calculated Results
In order to illustrate some typical results, calculations were carried out in the present
study for initial pressure distributions in the form of an even function of the form
po (x, 0, 0) = f (x) = ae-bx2
as well as an odd function of the following form,
po (x,O,O) = f(x) = axe-bx2
(3.82)
(3.83)
Here a denotes the amplitude of the initial pressure disturbance while b controls the
width or spread in x. Similar types of functions were assumed for the initial time
rate of change of pressure distribution, having either the even form
aPa ( ) ( -bx2aT x, 0,°= 9 x) = ae
or the odd form
Bpa ( ) () -bx2BT X,O,O =g x = axe
(3.84)
(3.85)
In figure 3.4 calculated results are shown at various times for the surface pressure
for initial conditions described by f (x) = e-x2 and 9 (x) = 0 . Note that according
to equation (3.23) the surface deflection may be inferred from the results in figure 3.4
by changing the sign of the calculated results. It may be seen that with the passage
1
of time the pressure at x = °decreases in magnitude, eventually changes sign and
then oscillat,es with continually amplitude about zero. The pressure develops a series
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of waves which propagate outward toward infinity but at the same time continually
decreases in amplitude.
1
0.8
0.6
0.4
0.2
0
-0.2
-0.4
-0.6
-4 -2 0
y
2
T= 5
4
Figure 3.4: Surface pressure distribution at selected times for the case when
po (x, 0, 0) = e-x2
As discussed in section (2.2), the situation where there is a uniform flow of speed
Uoo above the surface can be considered but upon the transformation x' = x - Uoot
(i.e., to a frame of reference moving with the uniform flow) the problem reduces
to that treated in this chapter for an initially stagnant flow. Consequently the
development shown in figure 3.4 also may be viewed as taking place in a uniform
,
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Figure 3.5: Surface pressure distribution at selected times for the case when
OPe (x 0 0) = e-:z;2
ot "
flow above the wall. An observer in the laboratory frame of reference would see the
pressure changes shown in figure 3.4 convected with uniform speed to the right.
In figure 3.5 calculated results are shown for initial conditions with f (x) = 0 and
9 (x) = e-x2 ; here the initial displacement of the surface is zero but the surface is in
motion (toward negative values of y) at T = O. Again the surface displacement is the
negative of the graphs shown in figure 3.5. It may be noted that the development is
somewhat different from that shown in figure 3.4. In this case the surface deflects
. r
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Figure 3.6: Surface pressure distribution at selected times for the case when
po (x, 0, 0) = _xe-x2
to an absolute minimum around T = 2. Waves of continually diminishing amplitude
then speed continuously outward. Note however that the displacement of the surface
is always negative (rather than oscillating about 'TJ = 0 as in figure 3.4) and that the
motion ultimately decays along the surface rather slowly.
The case of an initially anti-symmetric surface displacement is shown in figure 3.6
; here the disturbance decays with time and spreads slowly outward as it oscillates
about 'TJ = O. The case of an initially anti-symmetric surface velocity is shown in
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Figure 3.7: Surface pressure distribution at selected times for the case when
apo (x 0 0) = xe- x2
at "
figure 3.7; again the surface development is predominantly of one sign but oscillations
about zero may be noted near the origin.
Calculations have been carried out for the boundary layer induced by a vortex
movi'ng over an infinite wall by Peridier, Smith and Walker (1991b) using an inter-
acting boundary-layer theory at finite Reynolds numbers. These calculations were
in the range Re = 105 to 108 and show that the boundary layer becomes eruptive
in all cases along a band which is narrow in the streamwise direction. The unsteady
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3.3. BOUNDARY LAYER DEVELOPMENT
3.3.3 Lagrangian Fonnulation
In a Lagrangian calculation the position and velocity of a large number of fluid
particles are evaluated as time progresses. In this description of the fluid motion
the streamwise particle positions and velocities are the dependent variables, viz.
x=x(CYJ,t), u=u(Lry,t) (3.108)
where (e, YJ) describe the initial position of the fluid particles at some time to. Con-
sequently
x(e,YJ,t)=(, y((,YJ,i)=ry at t=to (3.109)
and in this description of the flow (e, YJ) are regarded as independent variables. The
boundary-layer equations in Lagrangian co-ordinates (please see Peridier & Walker,
1989 for a derivation of these equations) are given by ,
ax
-=u8t
(3.110)
(3.111 )
which constitute the streamwise momentum equation and the definition of stream-
wise velocity respectively. It may be noted that the equations in this form do not
contain the normal velocity v or the coordinate y; it it these quantities which become
singular as a boundary layer becomes eruptive. At any stage in a time dependent
integration the normal particle positions may be evaluated by calculating a solution
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of the continuity equation, which in Lagrangian coordinates is,
ax ay ax ay
-----=1a~ ary ary a~ (3.112)
For a given distribution x (~, ry, t), this equation is normally solved by the method
of characteristics to find y.
The initial condition for equation (3.111) is given by the first of equations (3.109)
while the initial conditions for equation (3.110) constitute some specified initial
velocity field; in the present study the initial field is given by that at the end of the
Eulerian calculation. The boundary conditions for u are that
u=o on ry = 0 , u ----+ Ue (x, t) as (3.113)
Fluid particles which were initially at upstream and downstream infinity have zero
streamwise velocity and hence remain there for all t.
The solution of equations (3.110) and (3.111) was obtained on a finite computa-
tional domain defined using a coordinate transformation similar to equations (3.103)
and (3.104) according to
(3.114)
(3.115)
while new dependent variables defined on the interval (0,1) are given by
(3.116)
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In the computational domain equations (3.110) and (3.111) are of the form,
while the coefficients in equation (3.118) are given by
P= II (ox) 2 Q = -2II (ox O~) R= II (0~)2
oil ' oil O~ , O~'
r - U. oUe oUe
- e ox + ot'
Here
II 4 (h~)2 4(7r A )
= 7r2 kT/h'e cos 2,TJ
and
h' - dhe h" _ d2he h' = dhx
e- dt ' e - dt2 ' x dx
The continuity equation (3.112) in the computational domain becomes
ox oy ox oy h'e kT/ cos2 (~y)
ot oil - oil ot -, h~ ky cos2 (~iI)
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(3.118)
(3.119)
(3.120)
(3.121)
(3.122)
(3.123)
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A singularity develops in the computational domain when ax/Be = ax/a~ = 0, and
when this occurs the terminal boundary layer state is reached.
3.4 Numerical Methods
The momentum equations (3.105) and (3.118) are non-linear second-order partial
differential equations of the general form:
(3.124)
and an implicit method to solve such an equation has been described by Peridier,
et al (1991a). In this procedure, equation (3.124) is approximated midway between
the current time plane at t (where the solution is to be found) and the previous time
plane at t - Lt (where the solution is known). An upwind-downwind differencing
method is used to discretize first order spatial derivatives while standard central
differences are used for second-order spatial derivatives. The method represents an
improvement over the conventional central differencing scheme since diagonal dom-
inance of the matrix problem is assured regardless of the magnitude and sign of the
coefficients (Peridier et al., 1991a). The finite difference equations are solved using
an alternating-direetion-implicit method (ADI), which is discussed in Appendix C.
The calculation for a given case is initiated at t = 0, at which time the flow-
field is given by equations (3.101) and (3.102), using the Eulerian formulation. The
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solution is advanced in time by using the ADI method to solve for the u values at
each succesive time step in an iterative process, which was deemed to have converged
when the values of u at each point in space agreed to five significant figures. The
solution for 'IjJ for a given distribution of u was obtained by integration of equation
(3.106) usrng Simpson's rule.
The Lagrangian calculation can be initiated at any stage. However, the La-
grangian scheme is more computationally intensive than the Eulerian algorithm.
Consequently the Lagrangian algorithm is only implemented when a particular so-
lution is perceived to be close to separation at a particular instant of time to, (to <
teul ). Note that to must be significantly less than the ultimate separation time so
that the Eulerian solution at that instant which is used to initiate the Lagrangian
calculation, is sufficiently smooth.
A rectangular grid in the computational coordinates eand ~ is utilized in the La-
grangian calculations. The values of the dependent coordinate u (e,~, to) are needed
to initiate the solution of equations (3.118) for t > to. In general the distribution of
u must be obtained by interpolation of the Eulerian solution at to to obtain values
at the nodes of the (e, ~) system. In the present study, it was insisted that the
Lagrangian mesh at to be the same as the Eulerian mesh in order to eliminate the
need for interpolation, i.e.,
at t = to (3.125)
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.......
Condition (3.125) is satisfied by taking the scale factors in the finite-domain trans-
formations such that that ke = kx and kTJ = 2.jt;k(. The initial conditions for the
Lagrangian calculation are thereby found directly from the Eulerian solution.
The equation (3.118) is advanced through each time step using the same ADI
algorithm as for the Eulerian calculation. A predictor-corrector algorithm is used in
u to update the x field for a given estimate of u. After a converged solution for x and
u is obtained, the solution is checked for the possibility of a singularity. To this end,
values of 8x /8e and 8x /8fJ were calculated at each mesJI point. A method described
by Degani, Smith and Walker (1995), was used to check the mesh to determine if any
contours of 8x/8e = a and 8x/8fJ = a intersect or touch each other (see Appendix
C). When such an instance is found, the boundary layer equations have developed
a singularity and the calculation was therefore terminated. The evolution of the
"
singularity signals the onset of interaction with the external flow.
To display the results of the calculations the streamfunction \lJ (x, (, t) was con-
verted from Rayleigh to physical variables using equation (3.95) for the Eulerian
calculations, while the vorticity w in the boundary layer was calculated using:
(3.126)
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It is customary to display boundary-layer growth by plotting the displacement thick-
ness 0* which is defined as
where u is the streamwise velocity, Y is the scaled normal coordinate in the boundary
layer and Ue is the tangential slip velocity. It is evident that 0* is not well-defined
in situations where there are moving stagnation points in the external flow, as is
the case here. An alternative quantity that can be used to exhibit boundary-layer
growth is the perturbation streamfunction A . Since u --7 Ue as y --7 00,
1/J '" Uey + A(x, t) as y --7 00
and
a1/J aUt; aA
v = - - '" - -y - - as y --7 00ax ax ax
(3.127)
(3.128)
The first term in equation (3.128) is associated with the leading order inviscid so-
lution near the surface and is required in the boundary-layer solution in order to
match the external flow. The second term on the right side of equation (3.128)
is associated with vertical velocities which originate in the boundary layer. When
separation starts to occur both Aand aA/ax exhibit a 'spiky' behavior.
A number of points· are worthwhile mentioning in regard to the Lagrangian
calculations. First the vorticity in the physical Lagrangian co-ordinates is given by
ax au ax au
w = - ae a"l + a"l ae
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and for given distributions of x and u, w can be evaluated using central differences.
Secondly, remeshing in the Lagrangian was necessary in the Lagrangian calculation
was necessary in these integrations and the algorithm described by Degani, et al.
(1995) was used to obtain distributions on an equivalent Eulerian mesh; this permits
displaying the results at a given time and/or initiating a new sequence of Lagrangian
calculations. The method is described briefly here. The continuity equation (3.123)
in Lagrangian coordinates has the characteristic curves defined by
dt = d~ = dy = ds
ABC
where the coefficients A, Band C are defined by
(3.130)
(3.131)
Here s measures arc length along the characteristics which are curves of constant
X. The solution of equations (3.131) was obtained by using an inverse characteristic
scheme which produces the solution at fixed specified locations in y for a given
value of X; the step size in s along each characteristic is adjusted so that this
occurs. The integration is started at y = 0 and carried out along lines of constant
X using a predictor-corrector algorithm described by Peridier et al (1991a). This
integration produces values of t and iJ for specified values of X and y; the velocity
u and vorticity w may then be found at each (x,y)in the Eulerian mesh through
bilinear interpolation of the Lagrangian data. The streamfunction 'Ij; was obtained
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simultaneously by integrating
(3.132)
along lines of of constant x. The net result of these computations is that the velocity
and vorticity field may be determined on a specified mesh in the Eulerian frame at
any instant in time. The perturbation streamfunetion A can be obtained from the
calculated values of the streamfunetion by using equation (3.127).
3.4.1 Calculated Results
Calculated results were obtained for a number of initial conditions. The values of the
amplitudes a and spread b of the initial disturbance, in equations (3.83) and (3.84)
were varied as well as the value E of the surface stiffness. In general, separation was
found to occur above a certain minimum threshold for each of the parameters a, b
and E, if any of the other parameters is held fixed. Separation will eventually occur
for: (1) a more flexible surface (i.e. above a certain minimum value of E); (2) a
greater amplitude of the initial pressure disturbance (i.e. above a certain minimum
value of a) and (3) for sharper initial disturbances in x (i.e. above a certain minimum
value of b ). To calculate the precise boundaries above which separation will occur
represents a formidable computational task beyond the scope of the present study.
However a large number of calculations were carried out in order to evaluate the
boundary-layer response. Generally in those cases which did lead to separation, the
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event took place within the first few time units. Thus a series of runs was carried
out and the evolution of the boundary layer was studied upto around t = 3. If no
separation was detected, one of the parameters a, b or E was increased and a new
calculation was initiated.
For those cases which did lead to a separation event, it emerged that the :flow
development in the boundary layer was rather similar.For this reason, only detailed
results of a single representative case described by the parameters
E = 0.20 po (x, 0, 0) = f (x) = 4e_x2 opojat(x,o,O) =g(x) == 0 (3.133)
will be presented in more detail in this section. The figures plotted in this section
are on the boundary layer scale in a frame of reference fixed on the moving wall
and show the :flow development in the thin boundary layer which is moving with the
surface.
Calculations were initially carried out using a mesh of 201 points in the stream-
wise direction and 101 points in the normal direction with a time step of Lt = O.OOL
The calculations were subsequently redone using finer meshes of 401 X 201 points
and 601 X 201 points with refined time steps of Lt = 0.0005 to ensure sufficient nu-
merical accuracy. The resulting contour plots for each case were found to be nearly
identical and the results presented are believed to be grid-independent.
In the streamwise direction grid points were clustered around the origin using
the transformation (3.103) with kx = 2.0; the normal expansion factor used in
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transformation (3.104) was k, = 1.0. The calculation was switched from the Eulerian
to the Lagrangian formulation at different times to without any significant effect on
the computed results; for the results presented, the calculation was switched at
to = 0.5.
The Eulerian calcu-lation was started from with the initial conditions given by
(3.101) and (3.102) and was allowed to run until convergence at a particular time
step could not be achieved within 20 global iterations; in this example this occured at
teul = 0.6765. Once a failure of the Eulerian calculations was encountered, this gives
an estimate of the separation time t s and serves as a basis to select the switchover
time to from the Euler to the Lagrangian calculations. A new calculation was then
initiated at to to complete the integration accurately from to to ts ( the separation
time). In the following figures, velocity, vorticity and streamfunction contours are
presented in the half-space since the results are perfectly symmetrical about x = 0
for the present example.
The external mainstream velocity is shown in figure 3.10 for the initial condi-
tions (3.133) and shows a motion away from the plane x = 0 in the direction of x
increasing. The corresponding development of external pressure gradient (-8pj8x
) is shown in figure 3.11. Initially, the pressure gradient is favorable throughout
the region x > 0 . However, at a time between t = 0.2 and t = 0.3 , the pressure
gradient becomes unfavorable in the region between x ~ 0.5 and x ~ 0.8 . Note the
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Figure 3.10: External velocity Ue at selected times: t = 0.2, 0.3, 0.5, 0.6735
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Figure 3.11: External pressure gradient at selected times: t = 0.0, 0.2, 0.3, 0.5,
0.6735
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corresponding behavior in Ue ; initially Ue = 0 but then continually increases near
x = 0 until t = when an absolute maximum in Ue occurs near the origin. Beyond
this time the magnitude of the velocity decreases and an expanding region of adverse
pressure gradient characterizes the mainstream flow near the origin. The effect of
this mainstream behavior on the boundary layer is the formation of a recirculation
bubble attached to the wall which can be seen in the sequence of figures 3.12 - 3.16.
First the streamlines around x = 0.7 are deflected upward and at a subse-
quent time a recirculation bubble forms on the wall; this is shown in figure 3.13 at
t = 0.4. Under the influence of the unfavorable pressure gradient, the recirculating
eddy grows in size in both the streamwise and normal directions as shown in figures
3.14 and 3.15. The rapidly growing eddy soon begins to impede the boundary-layer
flow which must flow up over and above the recirculation region, since it is forced
i'
to move from left to right under the action of the external mainstream flow. The
inevitable result is shown in figure 3.15 where the streamlines begin to run close
,together on the upstream side of the bubble; fluid particles in this narrow stream-
wise region are compressed in the streamwise direction and shortly thereafter at
is -:- 0.6735 , a singularity occurs at x = 0.512 . One other feature may be noted
in figure 3.16 and this is the appearance of a secondary separation near x = 0; the
appearance and development of this secondary separation corresponds to the spread
of the zone of adverse pressure gradient all the way to x = 0, as shown in figure
80
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Figure 3.12: Instantaneous streamlines in the boundary layer at t = 0.3
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Figure 3.13: Instantaneous streamlines in the boundary layer at t = 0.4
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shown in figure 3.23. The singularity location is marked in this figure with a cross.
The contours at upstream and downstream infinity remain virtually vertical because
the particles there experience little movement.
The temporal development of the surface shear stress is shown in figure 3.25.
Note that the shear stress is everywhere positive prior to i = 0.3. At i = 0.3, a
small region of negative shear is present and this defines the streamwise extent of the
recirculation zone. With increasing time, the extent of the first recirculation zone
grows and eventually a second zone of negative shear stress appears near x = O. It
may be seen that the shear stress remains regular upto separation, in accordance
with theoretical considerations (Van Dommelen and Shen, 1980, 1982). The tempo-
ral development of the perturbation streamfunction is shown in figure 3.26, where
the spiky nature may be seen at i = is j this behavior is characteristic of a boundary
layer which is developing an eruptive response.
Other calculations were carried out in a similar manner for similar initial condi-
tions with different values of E, a and b using values of E in the range of 0 < E < 0.25.
The value of each parameter was fixed (say E and b) and successive boundary-layer
calculations were carried out for increasing values of the amplitude a until a value
of a = ac( the critical value) was reached at which a separation singularity was
detected. Proceeding in this manner, a critical boundary in (a, b) space was estab-
lished. Figure 3.27 shows two such curves obtained for values of E = 0.1 and 0.2.
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It is evident from figure 3.27 that the critical amplitude decreases as the spread or
width of the peak in the initial disturbance decreases. It can also be noted that the
critical amplitude increases as the wall is made stiffer or more rigid.
Boundary-layer calculations were carried out for E = 0.2 (and f. = 0.1) for values
in the following ranges: 0 < b < 3, ac < a < ac+5 i.e., in the region above the critical
~
boundary. A separation singularity was detected in every instance. Calculations for
a value of f. = 0.05 with, for example, b = 1 did not result in a separation singularity
for values of a as high as 25.
Figure 3.28 describes in more detail the criticcJ cases shown in figure 3.27 by
plotting the time, location and strength of the separation singularity against the
spread value b. In this particular range of values for a and b, separation is delayed as
the spread bof the initial disturbance decreases. The sePi1ration strength Ue (x s ) -us
measures the difference in velocity between the external flow and the singularity
across the erupting boundary layer and is used as a measure of the strength of the
expected viscous-inviscid interaction. Earlier studies of boundary-layer separation
have indicated that when the separation strength is reduced to zero, separation can
be suppressed (Degani and Walker, 1995). Figure 3.28 shows that the separation
.
strength decreases as b is increased. (and it is expected that it will reduce to zero
for larger values of b.)
Therefore, the conclusion from the present calculations (for the case f (x)
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ae-
bX2
, 9 (X) = a ) is that:
• there exists a minimum value of E for fixed a and b above which separation
occurs for certain amplitudes; this value lies somewhere above E = 0.05 but
below E = 0.10.
• for a particular value of E above the minimum value, there exists a critical
value of a for every value of b above which separation occurs.
Lastly, it must be remarked that the same general conclusions can be drawn
from the other initial condition cases.
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Chapter 4
Vortex above a Flexible Wall
4.1 Introduction
In this chapter, the problem of a vortex unsteady motion above a flexible surface
will be considered. The inviscid solution is taken up first. The treatment of the
inviscid problem is slightly different from the general theory outlined in chapter 2,
where it was assumed that the flow above the surface was irrotational. The inviscid
theory must be modified when a vortex is present in the flow field. This issue will be
cinsidered in the next section and where analytical solutions for the surface pressure,
surface deformation and the tangential slip velocity induced by the vortex on the
wall are obtained.
As the vortex moves above the wall, a thin boundarylayer forms and develops
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on the wall in order to satisfy the no-slip condition on the surface. Although the
results of this chapter show that a steady inviscid solution and wall deformation is
available for a vortex convected in a uniform flow (in a frame of reference convecting
uniformly with the vortex), it emerges that the boundary-layer solution is inherently
unsteady in most cases and exhibits separation.
The numerical method used to calculate the boundary layer equations IS de-
scribed in section (4.5) and the results are presented in section (4.6).
4.2 Leading-Order Invisicid Solution
Consider a vortex of strength K, at a distance a above the equilibrium position of a
flexible surface and convected in a uniform flow of speed Uoo , as depicted in Figure
4.1.
Since the flexibility of the wall is assumed small, the leading order solution for
the inviscid motion is identical to that described by Doligalski & Walker (1984) for
a rigid wall; this solution will now be described. For a vortex of strength K, located a
distance a above the wall, the self-induced velocity (due to the image vortex below
the surface) is K,/2a to the left. The resultant convection speed of the vortex in a
uniform flow of speed U00 is
K,v:: = Uoo --.2a
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u~ . p~
Equilibrium position of
the wall (y =0)
! Y
I Deflected position ofthe wall ( y =11 (X,t) )
"'''.,
""\
"--------~---- x~-4~-----------------------------
Figure 4.1: Vortex-interaction with a flexible wall
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Defining a fractional convection rate 0: by
(4.2)
it is easily shown (Doligalski & Walker, 1984) that the dimensional mainstream
velocity induced by the moving vortex is
U* (x* t*) = U. {I _4a2 (1 - o:)}
e' 00 X*2 +a2 '
where
* -* 11: tx =x - c,
(4.3)
(4.4)
measures dimensional distance in the streamwise direction in a frame of reference
convecting with the vortex and x* and U; denote streamwise distance and main-
stream velocity in the laboratory frame, respectively. In the convected frame, the
inviscid motion appears as steady and the mainstream velocity is described by
(4.5)
In the convected frame of reference, the velocity Uoo (1 - 0:) is the flow speed ob-
served at upstream and downstream infinity and since
(4.6)
this speed is equivalent to the self-induced speed of the vortex. Consequently, this
speed is a convenient velocity scale. Define dimensionless variables with respect to
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a and K,/2a according to
x· y. K,t·
x = -,y = -,t = -2'
a a 2a
_ 2au· _ 2av· P - Poo
u = -K,-,v = -K,-,P = p(K,/2a)2'
(4.7)
(4.8)
and it follows that the dimensionless mainstream velocity associated with the leading
order inviscid solution is
4
Ue (x) = 1 - -x2-+-1 (4.9)
It is easily shown that the corresponding solution for the leading order pressure is
(4.10)
Consider now the simple interaction law (1.4) which in dimensionless coordinates
becomes
where
TJ = -Ep
E = PE*U~ (1- al/a.
(4.11 )
(4.12)
Here E· = 1/K is the dimensional wall flexibility. It is worthwhile to note that the
non-dimensionalization equation (4.12) is based on both the uniform flow speed Uoo
and the relative convection rate a. It is possible to define a flexibility Ein terms of
the flow speed (j00 only by
(4.13)
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In any event, the leading form of the surface deflection follows from equations (4.10)
and (4.11) and is
4E { 2}
TJ = - x2 + 1 1 - x 2 + 1 (4.14)
This relation is plotted in Figure 4.2 where it may be observed that the surface is
deflected toward the vortex core at x = 0 where the pressure reaches an absolute
minimum. On the other hand, the deflection is zero at x = ±1 and is negative ( and
an absolute minimum) at x = ±V3" at the stagnation points where the pressure is
at an absolute maximum.
4,-----,-------.-------",-------,-------,-----,
3.5
3
2.5
2
l1/E
1.5
0.5
0
-0.5
-1
-4 -2 0 2 4lC
Figure 4.2: leading order deflection for vortex case
107
4.3. THE PERTURBED INVISCID SOLUTION
4.3 The Perturbed Inviscid Solution
In the dimensionless variables defined in equations (4.7) and (4.8), the system of
equations governing the inviscid flow are:
(1) the continuity equation,
(2) the Bernoulli equation,
(3) the kinematic condition at the surface,
v = aTJ +u aTJ at y = TJ (x, t) ;
at ax
(4.15)
(4.16)
(4.17)
and (4) the surface interaction condition
TJ = - Ep ( X , TJ , t) (4.18)
Note that in equation (4.16), Uoo = 1 to leading order.
The solution (4.3), described for example by Doligalski and Walker (1984), is
usually obtained by the method of images in which the vortex above the rigid plane
wall is driven by its image vortex below the plate. In the present context, the image
analysis is appropriate only for the leading-order solution since the wall is flat to first
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approximation. However, the image analysis becomes problematic once the wall is
deformed and instead write the solutions as
u == UCXJ + U v + U
ii == Vv +V
(4.19)
(4.20)
where U v , Vv denote the velocity field due to a line vortex located at x = 0, y = 1 in
an infinite fluid; UCXJ denotes the fluid speed at large distances from the surfaceand
it may be noted that UCXJ may be altered from unity by the effect of the flexible
surface. Finally U, v denotes an irrotational velocity field which is singularity free
for y > 0 and is such that
- - 0 2 2U, V ~ as x +y ~ 00
For steady flow, a condition which must be imposed on u is that
u(0,1) = -UCXJ )
(4.21 )
(4.22)
which is requirement that the vortex (which induces no velocity on itself) remain
stationary in the convected frame.
Consider now the kinematic condition (4.17) and the surface interaction condi-
tion (4.18) and expand in a Taylor series about the equilibrium surface position at
y = 0 for fixed x and t. This yields
(4.23)
- BTl {-( 0 t)+ Bu( 0 t) 2B2ii } BTl
- Bt + u x,) 'Tf By x" + 'Tf By2 +." Bx
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and
{
Bp TJ2 B2p }
TJ (x, t) = -E p(x, 0, t) + TJ By (x, 0, t) + 2f B
y
2 (x, 0, t) +... (4.24)
p (x, 0) + TJ ~: Iy=O +~~ ~:; Iy=O +... + H(U ( x, 0) + TJ ~~ Iy=O +...r+
(4.25)
+(v (x, 0) + TJ~~ Iy=o +~~ ~:~ Iy=o + .. f} = ~U~
The appearance of the small paramter E in the surface condition (4.24) suggests
the following expansions for u, v, U00, p and TJ :
- -+-+22+U = U o EUI EU 2 ... , (4.26)
(4.27)
(4.28)
2P = po + EPI + EP2 + ... , (4.29)
+ 2 3TJ = ETJo E TJI + E TJ2 +... , (4.30)
where in view of equation (4.19)
(4.31 )
(4.32)
The leading-order solution was described in section (4.2) and here it will be
reconstructed using the present scheme. In the present dimensionless variables, the
complex potential due to a rectilinear vortex located at x = 0, y = 1 is
Wv = 2ilog(z - i) (4.33)
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where z = x + iy. Consequently,
. ~u 2i
U u - lVu = - = --.dz z - 1
and taking real and imaginary parts yields
2(y-l) -2x
U u = x2 + (y _ 1)2 , Vu = x2 + (y _ 1)2 ,
(4.34)
(4.35)
Upon substituting the expansions (4.25), (4.26) and (4.29) into the kinematic
condition (4.23), it follows to leading order that
V v +Va = 0 at y = 0
and thus
2x
Va (x, 0) = -2--
X + 1
(4.36)
(4.37)
However, since ita, Va represents a singularity free irrotational velocity field in the
half-space y > 0, it follows that ita (x, 0) and Va (x, 0) must be the Hilbert transforms
of one another and
_ 1 jex> Va (s, 0) ds _
ua(x,O) = - = -HT(vo(x,O))
7l" -ex> X - S
(4.38)
where HT denotes the Hilbert transform. Carrying out the integration yields
2
ua (x, 0) = --2--
X + 1
(4.39)
Combining equations (4.37) and (4.38) gives the complex perturbation velocity along
the x-axis
_ 2i
U o -1,Vo = ---. on y = 0,
X+1,
III
(4.40)
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and by analytic continuation to the entire complex plane
_ ._ 2i
U o - 1,Vo = ---.
z+1,
Taking real and imaginary parts gives
_ (y+1) _ 2x
U o = - V o =(x2+ y2 +1) , (x2 +y2 +1)
(4.41)
(4.42)
The complete leading order solution follows from equations (4.30), (4.31), (4.34) and
(4.41) giving
_ 2(y-1) 2(y+1)
U o = 1 + 2 2'
x2 +(y-1) x2 +(y+1)
". = 2x { X 2 + (~_ 1)2 + x2 + (~+ 1)2 }
(4.43)
(4.44)
The leading order term for the pressure follows from the Bernoulli equation (4.16)
and yields
( ) 1 1 {-2 -2}po X, Y = 2" ~ 2" U o+v 0 , (4.45)
with Uo and Vo given by equations (4.42) and (4.44) reduce to the previously stated
.
results in equation (4.9) and (4.10, respectively in the limit y ~ O. Note also that
Uo = 0 at the vortex core x = 0, y = 1, so that· the vortex remains stationary in the
convected frame. The pressure on the surface is given by
4 (x 2 - 1) 1 { -2 }po = 2 = - 1 - U o(x, 0.)(x 2 +1) 2
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In order to consider higher order terms in the inviscid region, substitute equations
(4.26) through (4.30) into equations (4.23), (4.24) and (4.25) and equating like
powers of E gives the following relations for the first order problem:
Substituting the known results
4
Uo (x, 0) = 1 - -x2-+-1
from equation (4.43) and equation (4.47) into equation (4.48) gives
_ ( ) 8x (13 - 10x2 +x4 )
VI x,O = 4(x2 +1)
(4.47)
(4.48)
(4.49)
(4.50)
(4.51)
The corresponding streamwise perturbation velocity UI (x, 0) is related to the Hilbert
transform of VI (x, 0) by
1 100 VI(s, 0)UI (x, 0) = - ds = -HT {vI(x, On,
'if -00 X - S
and evaluation yields
(4.52)
(4.53)
Combining this result with equation (4.52) gives the following complex velocity
_ ._ (-7+2ix+x2 )
UI (x, 0) - '/,VI (x, 0) = 4 . 4 ,(x + 2)
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and by analytic continuation to the entire complex plane
_ ._ 4(-7+2iz+z2 )
UI - '/.VI = 4(z + i) (4.55)
where z = x + iy. Evaluating the velocity field at the vortex center z = i gives
and it follows from equation (4.22) that
Uool = 5/2
(4.56)
(4.57)
in order that the vortex remain stationary in the convected frame. Consequently,
the complete first order velocity term on y = 0 is
(4.58)
Furthermore, the complex velocity is
(4.59)
and the equation may be integrated to calculate the complex potential wI,viz.
5 4 (3 - 2iz +Z2)
W - Z + --'------::,--....:...1-"2 (Z+i)3 (4.60)
In order to plot the streamlines, it is necessary to determine the streamfunction
and for the terms determined thus far, the complex potential W = cP + i'lj; is
( z - i) {5 4(3 - 2iz +Z2)}W = Z +2ilog --. + E -2 z + .3 +...Z+'L (z+'L)
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If the streamfunetion is written as the expansion
(4.62)
it can be shown by taking the imaginary part of equation (4.61) that
(4.63)
Note that the first term (equation (4.63)) when plotted for lines of constant 'l/Jo gives
the familiar pattern of flow past a Kelvin oval for 'l/Jo = 0 (Doligalski and Walker,
1984)and equation (4.64) describes the perturbed flow due to the deformed surface.
The perturbed surface pressure PI (x, 0) can be evaluated from equation (4.49)
using equations (4.77) and (4.58) using the fact that
it can be shown that
(
X 0) = 2 (3x B + 36x6 - 70x4 +244x2 - 37)
PI , (x 2 + 1)5
(4.65)
(4.66)
The first order deflection is evaluated from equation (4.49) and it follows that
( X) = _ (x 0) = _2 (3x
8 +36x6 - 70x4 + 244x2 - 37) (4.67)
7]1 PI, (x2 +1)5
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The second order problem is obtained as the coefficient of f2 in equations (4.23),
(4.24) and (4.25) and it is readily shown that
(4.68)
(4.69)
(4.70)
a
- I 2 a 2 - I ( a ) 2- ~ ~ Uo Uo
-TJoU o ay y=O - 2 a y2 Iy=o - 2" VI + TJo 7iY Iy=o .
It is easily shown from equation (4.43) that
(4.71)
and using the relation and the last of the equations (4.65), it follows that the last
two terms in equation (4.68) are zero. The remaining terms can be combined to
_ ( ) 16x (2x 10 +15x8 - 212x6 +926x4 - 1782x2 +523)
V2 x,O = 7(x 2 + 1) (4.72)
The corresponding perturbation streamwise velocity U2 is related to the Hilbert
transform of V2 by
(4.73)
and carrying out the indicated integration, it can be shown that
_ ( ) _ 2 (19x 12 + 88x IO - 341x8 +4088x6 - 11975x4 + 10480x2 - 695)
U2 x,D - ( )7 (4.74)
x 2 +1
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Combining this with equation (4.72) gives the complex velocity U2 - iV2 on y = 0
and by analytic continuation to the entire complex plane
_ ._ 2 (19z 5 +117iz4 - 332z3 - 652iz2+ 681z +695i)
U2 - 'LV2 = . 7 ( 4.75)(z +'/,)
Evaluation of equation (4.75) at the vortex center z = i gives
and it follows from equation (4.22) that
Uoo2 = 39
(4.76)
(4.77)
in order that the vortex remain stationary in the convected frame. Consequently,
the next term in the expansion (4.61) for the complex potential is
W2 = 39z - 2. 6 {19z5 +106iz4 - 252z3 - 352iz2+277z +162i} (4.78)(z +'/,)
Taking the imaginary part of equation (4.78) yields '1/;2, the second term in the
expansion (4.62) for the streamfunetion according to,
'1/;2 = 39y + [ 2 2r [{- (1 +y)6 +15 (1 + y)4 x2 - 15 (1 +y)2 x4+ x6}{-162
x 2 +(y+l)
-277y +352 (x 2 - y2) +252 (3x 2 - y2) -106 (y4 - 6X2y2+ x4)
+19y (y4 - 10x2y2+ x4)} +2x2(1 + y) {3 (1 + y)4 - 10x2 (1 +y)2 +3x4}
{277 +704y - 252 (x 2 - 3y2) - 424y (x2 - y2) +19 (5 y4 -10x2y2+ x4)}]
(4.79)
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The pressure term P2 (x, 0) is evaluated from equation (4.70) and here several
gradients evaluated at y = aappear. Two of the gradients in equation (4.65) are
zero and it can be shown from equation (4.44) that
82po -8 (3x 4 - 2x2+ 3)
8y2 Iy=o= (x 2 + 1)4
In addition, it follows from equations (4.42) and (4.43) that
8vo 8x 82uo 8 (3x 2 - 1)
8y !y=o= - (x2 +1)2' 8y2 /Y=O= (x 2+ 1)3
(4.80)
(4.81 )
To evaluate 8pd8y at y = 0, it follows from the Bernoulli equation (4.16) that
(4.82)
and upon differentiation that
(4.83)
where equations (4.65) have been used as well as the fact that V
o
= 0 at y = o.
To evaluate 8ud8y at y = 0, consider the complex potential WI given by equation
(4.60) and since
dUI .dVI .d2WI
--'[,-='[,--
dy dy dz2
Differentiating equation (4.59) and evaluation of the real part yields
dUI I _ -8 (3x6 - 55x4 + 121x2 - 13)
dy y=o- (x 2 +1)5
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It follows from equation (4.82) that
BPI I _ 8(3x B - 56x6 +206x4 - 272x2 +39)
By 1/=0- (x2 +1)6
Collecting the non-zero terms in equation (4.70) produces
and evaluation yields
(4.86)
(4.87)
P2 (x, 0) = 4 B {27x 14 +258x I2 +1081x10 - 1488xB }
. (x 2 +1) (4.88)
{+12605x 6 - 22678x4 +15631x2 - 1020}
The second order deflection is evaluated from equation (4.69) and it can be shown
that
4
'f/2 (x) = - B {27x14 + 258x12 + 1081x10 -1488xB }(x 2 + 1) (4.89)
{+12605x6 - 22678x4 + 15631x2 - 1020} .
Lastly, the second order velocity term follows from equations (4.74) and (4.77) and
U2 = 39 + 2 7 {19x 12 + 88xlO - 341xB +4088x6 - 1197Sx4 + 10480x2 - 69S} .(x 2 + 1)
(4.90)
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4.4 Inviscid Solution Results
To calculate the boundary-layer flow development near the surface, it is necessary
to evaluate the tangential velocity along the deflected surface according to
It follows from a Taylor series expansion that
_ Buo r/ fYu o { _ 8ih }Ue (x)=Uo (x,O)+7]By \y=o+28y 2!y=O+E uI(x,O)+7]3y Iy=o
+f? {U2 (x, 0) +...}
and substitution of 7] = E7]o (x) + E27]1 (x) +... in equation (4.92) yields
(4.91 )
(4.92)
This gives
-u (x)=l- 4 E{~- 4(7-35X2 +5X4 -X6 )}
e x2 + 1 + 2 (x2 + 1)4
+E2{39 + 2 7 (19x 12 + 88x10 - 293x8 + 3256x6 - 9383x4 + 8496x2 - 519)} +...(x2 +1)
(4.94)
The relative size of each of the terms in equation (4.94) suggests that this rep-
resentation of the inviscid solution converges only for small values of E. In order to
assess the range of validity of the present solutions, the mainstream velocity (4.94) is
plotted in figures 4.3 - 4.6 for various values of E. In each of these figures, the zeroth,
first and second order contributions are shown as well as the complete solution. It
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is evident in figure 4.3 that the representation for € = 0.01 is valid with each higher
order contribution being smaller. The higher order terms are more significant for
€ = 0.02 but the convergence of the approach is still good as shown in figure 4.4. For
€ = 0.03 (shown in figure 4.5) the second order terms are comparable with the first
order terms near the origin and the value of € would appear to be approximately the
upper limit of the range of validity of the present theory. By a value of € = 0.05, for
example, the zeroth and second order contributions are of comparable magnitude as
shown in figure 4.6. It may be noted from figures 4.3 - 4.6 that the main effects
of the flexible wall are felt near the vortex; here the surface is pulled toward the
vortex and the induced speed near the surface increases significantly over that for
the rigid wall. In figures 4.7 - 4.10, the surface deflection is plotted for E = 0.01,0.02,
0.03 and 0.04. Note that the graphs confirm that the upper limit of the theory is
about E = 0.025 since by E = 0.03 and E = 0.04, the second order contributions
near x = 0 begin to overpower the first-order contributions. In figure 4.11 the
streamlines in the inviscid flow are shown for E = 0.05 using only the first two terms
in the expansion (4.62). Note that one effect of the flexible wall is to narrow the
oval streamline pattern surrounding the vortex, with the stagnation points moving
in toward x = O. The first order theory gives apparently plausible results for larger
values of E but as previously discussed the expansion scheme does not appear to
converge for E substantially greater than E = 0.025.
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Figure 4.11: Inviscid streamlines for E == 0.05 using only first order
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In figures 4.12 - 4.16, computed results for the inviscid streamlines are shown
for various values of f using terms in the expansion (4.62) upto second order. In
the calculation of these plots, there is a difficulty in evaluating the streamfunction
accurately near the surface where 'if; = °to leading order. In evaluating 'if; near the
surface, the full expression 'TJ = f'TJe + f2'TJl +E3'TJ2 was used in the first term in (4.62)
(i.e. 'if;e ); 'TJ = f'TJe + f2'TJl was used in 'if;l and 'TJ = f'TJe was used for 'if;2. In this manner,
smooth streamline results may be obtained near the surface.
4.5 Boundary-layer Solution
Using the unperturbed distance of the vortex from the wall a and the flow speed
at infinity (1 - a) U; as a representative distance and velocity, the nondimensional ~.
form of the boundary-layer equations are:
(4.95)
(4.96)
where y and v are the boundary-layer scaled normal coordinate and velocity ( with
respect to Re1/ 2 ). In the vortex frame, the inviscid velocity appears as steady and
the wall appears to move to the left with a velocity
u(x,O)=-f3
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Figure 4)2: Inviscid streamlines for € = 0.01
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Figure 4.13: Inviscid streamlines for E = 0.02
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Figure 4.14: Inviscid streamlines for E = 0.025
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Figure 4.15: Inviscid streamlines for E = 0.03
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Figure 4.16: Inviscid streamlines for E = 0.04
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In order to evaluate this velocity, note that the dimensional velocity at upstream
and downstream infinity in the vortex reference frame is
(4.98)
where a o = 1 - K,I (2aUo ) is an estimate of the actual convection rate based on the
leading-order approximation of a rigid wall. Rewriting (4.98) as
* {( 5 2) 52}Ueoo = Uo - aoUo 1+ 2E +39E +... - 2EUo +39E UO +... . (4.99)
and it is evident that the term in braces may be identified with a refined estimate
of the vortex speed viz.
(4.100)
But the fractional convection rate of the vortex is by definition a = Vel Uo and hence
(4.101)
Cconsequently, the influence of the fleKible wall is to retard the convection rate of
the vortex. The boundary-layer non-dimensionalization is based on (1 - ao) Uo and
. he'nce for the wall speed
a o . 5 2f3 = - -E - 39E +...(1- ao) 2 .
Defining a streamfunction 'lj; (x, y, t) by
(4.102)
8'lj;
U=-8y ,
8'1j;
V=--
8x' (4.103)
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satisfies the continuity equation (4.9,5) and the set of equations (4.95) and (4.96)
can be written as
with
au +uau _ a'lj; au = U
e
dUe + a2u
at ax ax ay dx ay2 1
a'lj;
u = ay'
(4.104)
(4.105)
The flow was considered to start impulsively at time t = O. Rayleigh variables
are introduced according to
w(x t)= 'lj;(x,y,t)
,y, 20'
y
( = 20' (4.106)
since the boundary layer initially has a thickness proportional to t 1/ 2 after the im-
pulsive start (Doligalski & Walker, 1984). The governing equations (4.104) and
(4.105) reduce to
au a
2
u au [awau au dUe]
4t at = a(2 +2( a( +4t ax a( - uax - Ue dx '
aw
U= a('
with the boundary conditions
w= 0, U = f3 at (= 0,
U ---7 Ue(x, t) as (---7 00,
~
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for all x, t where Ue is given by equation (4.94). To determine the initial condition,
take the limit t ~ 0 in equation (4.107) to obtain
(4.111)
subject to conditions (4.109) and (4.110). The solution to equation (4.111) can be
shown to be
u(x, ( ,0) = - f3 + Ue (x) erf (() ,
and using (4.108) the streamfunction is found to be
\[i (x, \, 0) = -1'( + u, (x) [( er! (() + ;.: (e-C' - 1)]
(4.112)
(4.113)
As x ~ ±oo , i.e., at upstream and downstream infinity, the u and 'lJ values do not
change with time and remain at the initial values (4.112) and (4.113).
The grid points are clustered in the region centred around the origin (x, () =
(0,0) ,where rapid flow development is expected to occur, by using the following
transformations:
(4.114)
These transformations map the infinite physical domain (-00 :::; x :::; 00, -00 :::; ( :::; (0)
into the finite computational domain (-1 < x< 1,0 < ( < 1) . In the computa-
tional domain equations (4.107) and (4.108) are
au a2u au au
-a =R-. +T-.+s-a·+r,t a(2 a( x
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aw 7I"k, 2 (71" -)
a( = 2 sec 2( u,
where the coefficients in equation (4.115) are given by
(4.116)
R = _1_ cos4 (~()
7I"2klt 2'
2 (71";) [271" aW 71" (7r I) { cos 2 (~() }]cos -., ---- + - tan -., 1 - ---'--
2 k,hx ax t 2 k~'
u
T = - hx'
(4.117)
In the present study, calculations were initiated using the Eulerian description
but were switched to the Lagrangian frame once separation was imminent. In the
Lagrangian calculation the streamwise particle positions and velocities are the de-
pendent variables and
x = x(C7],t), U = u (e, 7], t) (4.118)
while the initial positions (e, 7]) of the fluid particles are considered independent
variables; evidently
x(t,7},t)=e, ((e,7],t)=7} at t=to, (4.119)
where to denotes some initial time for the Lagrangian calculation. The boundary-
layer momentum equations in Lagrangian co-ordinates (Peridier, et al., 1989) are,
ax
at = u,
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while the continuity equation is
ox oy ox oy
-----=1o~ 0Tl 0Tl o~ (4.122)
The initial condition is given by equations (4.119) and the boundary conditions
are
u =-(3 on
as
Tl = 0,
Tl ~ 00.
(4.123)
The condition on the velocity at upstream and downstream infinity is still given by
the equation (4.112) corresponding to a Rayleigh shear flow there.
Equations (4.120) and (4.121) were solved on a finite computational domain by
using a coordinate transformation similar to (4.114) with independent coordinates
defined by
(4.124)
7] = k7)tan [i'i]] ,0:::; 'i]:::; 1,
and dependent coordinates by
(4.125)
y = ky tan [iy] , ,0 :::; y :::; 1
Equations (4.120) and (4.121) in the computational domain are of the form,
(4.126)
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(4.127)
with coefficients given by
T=IT
where
and
4 ( h~ ) 2 4 (7r h)
IT = 7r 2 kT/h
e
cos 271
(4.128)
(4.129)
(4.130)
(4.131 )
(4.132)
(4.133)
The continuity equation (4.122) in the computational domain is now of the form:
ax ay ax ay he kT/ cos2 (~y)
at a~ - a~ at - h~ ky cos2 (~~) (4.134)
In a Lagrangian calculation equations (4.126) and (4.127) are integrated forward
in time starting at to and using a rectangular grid in t and ~. The values of the
dependent coordinate x (t,~, to) are needed to start the solution of equations (4.126)
and (4.127). These values were obtained by interpolation of the Eulerian solution
at to to obtain values at the nodes in the (t, r,) system. In the present case, it was
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insisted that the Lagrangian mesh at to be the same as the Eulerian mesh in order
to eliminate the need for interpolation, i.e.,
at t = to (4.135)
Condition (4.135) is satisfied by selecting ke = kx and kT/ = 2Jt;,kC' The initial
condition for the Lagrangian calculation is thus obtained directly from the Eulerian
solution at to. The particular instant to was chosen so that the",solution was well-
behaved and the flow was sufficiently resolved. Since the Lagrangian calculation
is computationally intensive, the time to was taken as close to the time of the
breakdown in the Eulerian solution (t = teul) as practical. In most cases, starting
the Lagrangian calculation at a time O.8teul was found to be satisfactory.
The computer programs used in this study were the modified versions of earlier
programs used to study unsteady separation (Degani, et al., 1995) and are similar
to those described in chapter 3.
4.6 Boundary Layer Results
The numerical data from the boundary layer calculations was saved in a disk file
at pre-specified instants of time. The numerical data was used to calculate the
vorticity, perturbation streamfunction and the surface shear stress.
The streamfunction and streamwise velocity contours are readily obtained from
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the Eulerian calculation. The streamfunetion 1lJ (x, (, t) was converted from Rayleigh
to physical variables using equation (4.114). The vorticity w in the boundary layer
was calculated using:
(4.136)
The perturbation streamfunetion A can defined by observing that since u ---t Ue as
Y ---t 00, 'IjJ has to behave in the following manner"
'IjJ "-' Uey +A(x, t) as Y ---t 00 (4.137)
- ,
The quantity aAjax can be related to the perturbation normal velocity which be-
comes singular as the flow begins to erupt. Therefore, the function A is a useful
quantity to track boundary layer development since the singularity can be observed
as a spike in the Adistribution.
The wall shear stress was calculated by using' a sloping difference formula to
evaluate the following derivative
(4.138)
at the wall ( = O.
The results of the Lagrangian solution (x (t,~,t) and u (t,~,t)) were similarly
stored at pre-specified instants of time. The vorticity in the physical Lagrangian
co-ordinates is given by
ax au ax au
w=---+--a~ aT! arra~
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The remeshing algorithm described in (Degani, et al. 1995) was used to obtain
values on the Eulerian mesh. The values of ~ and ~ which are thus found are used to
obtain the velocity u and vorticity w at each (x, y)in the Eulerian mesh by bilinear
interpolation from the Lagrangian data. The streamfunetion 1/J is simultaneously
obtained by integrating
(4.140)
along lines of of constant x. The perturbation streamfunetion Awas obtained from
the calculated values of the streamfunction by using (4.137).
The computer programs were run for different values of E and a o in the range
o< E< 0.05 and 0 < a o < 1 . Note that a o constitutes the estimate of the vortex
convection velocity based on the rigid wall (i.e. zeroth order theory). Here results
will be shown only for E = 0.05. It may be noted that this value is almost twice
as large as the value of E that has been determined to be the approximate upper
limit for which the expansion for the inviscid flow converges. However, only the
first order theory in equation (4.94) was used in the present calculations and this
appears to give representative results for other values of E. Figure (4.17) briefly
summarizes some of the results of the calculations for different values of the a o and
Ej. the results in figure (4.17) corresponding to the rigid wall (i.e. E = 0) are from
the calculations of Degani, et al., 1995.
For E = 0.05, the same trend as in the rigid wall case can be noticed. Separation
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Figure 4.17: Variation of the separation time, location and speed with the stiffness
of the wall
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is delayed as aD is increased. On the other hand, for a particular value of aD,
increasing the flexibility of the wall hastens the occurence of separation since it has
the effect of increasing the maximum value of the external velocity (Figure 4.6 ).
Some results for the case of E = 0.05 and aD = 0.60 will be presented in more
detail in this section. Initial solutions used a mesh of 201 points in the x-direction
and 101 points in the (-direction with a time step of L..t ==: 0.001. The calculation
was redone using finer meshes of 401 X 201 points and 601 X 201 points. The contour
plots were found to be nearly identical and the results presented are believed to be
grid-independent. A refined time step of L..t ==: 0.0005 was found to be sufficient
to ensure numerical accuracy. The normal and streamwise expansion factors were
k( ==: 1.0 and kx = 1.0 for the Eulerian calculation. The Eulerian calculation was
allowed to run till teul = 0.76 at which time the calculation no longer converged
within 20 iterations. The calculation was switched to the Lagrangian formulation
at to ==: 0.6. The boundary-layer flow development is shown in figures 4.18 through
4.25at various times in the physical coordinates x and y.
The flow near the wall in moving from from right to left will have to climb out of
the pressure trough at x = O. This adverse pressure gradient will cause streamlines
behind the vortex center to lift up slightly as seen in the plot at t = 0.2 (Figure
4.18). The kink can be observed to grow in the streamwise and normal directions
as the time passes. At time t ==: 0.65 (Figure 4.23 ), a lofted recirculation region can
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be observed. The streamlines begin running close to each other on the downstream
side of the recirculation bubble, drawing the bubble into a spire of rising fluid till a
singularity is detected at is = 0.744.
Figures 4.26 through 4.32 show the vorticity contours at various times.
The zero vorticity line is present from the very initiation of the flow. The two
zero vorticity lines marked'A' enclose a region of positive vorticity. The vorticity
values near the wall increase with time and vorticity gradually diffuses outward
towards the inviscid region. The zero vorticity line develops a kink very early on
and develops a spike at the separation instant. It should be noted that the point of
singularity lies on the zero vorticity line. The boundary-layer eruption causes it to
eject large values of vorticity within it to the external flow. The constant x contours
are shown plotted in figures 4.33 through 4.35. The location of the singularity
point (a stationary point in x field) is shown in figure 4.35.
The surface shear stress at various times is displayed in figure 4.36. The shear
stress remains regular at the singularity time as noted by Peridier (1989). The
perturbation streamfunction is shown in Fig. (4.37). The large negative spike in
the curve for A indicates a large outward normal velocity indicative of a strong
viscous-inviscid interaction.
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Appendix A
Fourier Transforms
A.I The Convolution Integral
Denote the Fourier transform of f (x) by F (x) and the Fourier transform operator
by P ; then'
(A.l)
The Fourier transform of f (x - a) is PU(x - a)) = J~OCl ei>.xf (x - a) dx , and by
the simple change of variable u = x - a, it follows that
P(J (x - a)) = ei>.aF (A)
Now, consider the following function
g(x) = I: k(x - Of (Ode
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and upon taking the Fourier transform
Consequently
F (g (x)) = K (A) F (A) (A.5)
It follows that the function whose Fourier transform is a product of Fourier trans-
forms (according to equation A.5 )is given by equation (A.3).
A.2 Numerical Evaluation
A.2.1 Brief Note on the FFT
The Fast Fourier Transform (FFT) algorithm is a very efficient means of computing
Fourier Transforms and their inverses numerically. The FFT algorithm is used in
varied areas but perhaps most extensively in signal and image processing. The FFT
code used in this study is taken from the book 'Numerical Recipes in FORTRAN'
(Press, William H., et al.).
A brief description of the Fast Fourier Transform follows. Consider a function
h (t) and its Fourier transform H (f). The two functions are related by the following
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relations 1 :
(A.6)
It is now necessary to estimate the Fourier transform H (J) of a function h (t) from
a finite number of points at discrete intervals. Suppose that the function h (t) is
known at N consecutive values so that
k = 0,1,2, ... N - 1 (A.7)
where l1t is the interval length. The number N is chosen so that N = 2""( where!
is some integer. The reason for choosing N in this manner will be clear once the
FFT algorithm is described. The Fourier transform H (J) will be estimated at the
discrete points
n
In - N~t (A.8)
Then, using equations (A.6), (A.7) and (A.8), the discrete Fourier transform H (In)
can be expressed as
or
N-l
H (In) = 6t L hkei27rknlN
k:::::o
(A.9)
N-l
Hn = 2...= hkei27rkn/N
k:::::O
(A.10)
lit should be noted that the definition ofthe Fourier transform used here differs from that used
in Chapters 1, 2 and 3. This definition has been used so as to be consistent with the definition used
in the computer programs given in the book 'Numerical Recipes in FORTRAN' (Press, William
H., et al.).
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It will be noted from equation (A.I0) that Hn is periodic in n with a period N.
Therefore, one generally lets n in Hn vary from 0 to N - 1 (one complete period)
so that nand k vary over the same range and the mapping of N numbers into N
numbers is evident. Finally, the discrete inverse Fourier transform which recovers
the set of hk exactly from the set of Hn is :
1 N-l
h - - "H -i27rkn/Nk - LJ n e
N n=O
Defining W as
equation (A.I0) can be written as
N-l
Hn = L Wnkhk , n = 0,1, ... , N - 1
k=O
or for ease in writing out the matrix form as
N-l
H(n) = L Wnkh(k) , n = O,I, ... ,N-l
k=O
In obtaining the following representation of equation (A.14),
(A.ll)
(A.12)
(A.13)
(A.14)
H(O)
H (1)
H(2)
H(3)
1 1
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1 1 h(0)
h (1)
h(2)
h(3)
(A.lS)
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the following simplifications which can be easily verified have been used: W nk =
wnk mod(N) and W O = 1,(nk mod(N) is the remainder upon division of nk by N). A
numerical scheme which calculates the Fourier transform by the using the above ma-
trix multiplication requires O(N2 ) operations. The advantage of the FFT algorithm
is that the transform can be achieved in O(N log2 N) operations.
In order to illustrate the FFT algorithm, consider 'Y = 2 i.e. a data set of four
points (N = 22 = 4) . It is desirable to represent the integers nand k as binary
numbers for ease in implementing the algorithm. Since N = 4, nand k can be
represented by the binary digits nlno and k1ko respectively .i.e.,
k = 0,1,2,3 or k = (k1ko ) = 00,01,10,11
n = 0,1,2,3 or n = (nlnO ) = 00,01,10,11
where k = 2k1+ko and n = 2nl +no . Therefore, equation (A.14) can be written as
Since
and
1 1
H (nlno) = L L h (k1ko ) w(2nd n o)(2k1 +ko)
ko=O kl=O
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equation (A.16) reduces to,
(A.l?)
Equation (A.16) is the foundation of the FFT algorithm. The inner summation can
- - 1be written in terms of an intermediate vector h as follows h (noko) = L h (kl ko) W 2n ok 1
k1=o
to obtain
hI (00) 1 0 W O 0 h (00)
h(01) 0 1 0 W O h (01)
- (A.18)
h(10) 1 0 W 2 0 h (10)
h(11) 0 1 0 W 2 h (11)
Similarly, the outer summation in equation (A.16) can be carried out to obtain the
vector fI where fI (nonl) = t h(noko) W( 2nt+n o)ko which when written out in full
ko=O
is as follows,
fI (00) 1 W O 0 0 h(00)
fI(OI) 1 W 2 0 0 h(01)
- (A.19)
fI (10) 0 0 1 WI h(lO)
fI(11) 0 0 1 W 3 h(11)
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or, using equation (A.18),
fI (00)
fI(Ol)
fI (10)
fI(l1)
1 WO 0 0
1 W 2 0 0
o 0 1 WI
o 0 1 W 3
1 0 WO 0
o 1 0 WO
1 0 W 2 0
o 1 0 W 2
h(00)
h (01)
h (10)
h(11)
(A.20)
Since H (nl no) = fI (nand , it is a simple matter to flip the binary digit nonl and
obtain the vector H (nIno) in the correct order, in other words,
H (0) = H (00) = fI (00)
H(1) = H(Ol) = H(lO)
H (2) = H (10) = fI (01)
H(3) = H(l1) = H(ll)
It can be verified that multiplying the square matrices in equation (A.20) results
III the square matrix in equation (A.15). The FFT algorithm can therefore be
understood as a means of factoring the square matrix in equation (A.15) to reduce
it to the sparse matrices ( matrices in which a significant number of elements are
zero) seen in equation (A.20).
The above example considers a data set of four values but the algorithm described
can be easily generalized to compute transforms of larger data sets.
The discrete Fourier sine and cosine transform are defined as follows :
N-I
Hn = L hk sin (7rnkjN)
k=1
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and
N-l
Hn = L hk cos (rmk/N)
k=O
(A.22)
To calculate the sine transform, the data set hk is extended to twice its length in
such a way as to make it a odd function about k = N with kN = 0 i.e.,
h2N- k = -hk , k = O, .... ,N-1 (A.23)
When a FFT is performed on this extended function, it reduces to the sine transform
as follows:
2N-l
H
n
= L hkei27rkn/2N
k=O
(A.24)
Writing the half of the sum from k = N to k = 2N - 1 using the substitution
k' = 2N - k ,we get,
so that
N-l N-l
Hn = L h k [ei27rkn/2N - e-i27rkn/2N] = 2i L h k sin (7rnk / N)
k=O k=l
(A.25)
(A.26)
The cosine transform is obtained in the same manner except that the original data
set is extended in such a manner that it is an even function about k = N.
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A.2.2 Evaluation of surface pressure and slip velocity using
FFT
The Fourier transforms were rewritten in terms of the cosine and sine transforms so
that the computer programs used only real number arithmetic. The FFT code used
the following definition of the Fourier transform:
(A.27)
Using the above definition of the Fourier transform, the Laplacian (3.8) reduces to:
(A.28)
The solution will be of the form
where
A* = P ('\, D, t) = Po (A, t)
The Fourier transform of the actual boundary condition (3.28) is given by
(A.29)
(A. 3D)
(A.31 )
Using equation (A.29) in equation (A.31), the equation governing surface pressure
is obtained as
(A.32)
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The solution of equation (A.32) is 2
Po (.\, i) = A cos ui + B sin ui , u = 27f I .\ 11 / 2
where the coefficients A and B may be represented as
(A.33)
1 BPo
, B=-~().,O)
u ui
(A.34)
The surface pressure p (x, 0, i) which is the inverse of Po ()., i) is given by a form
similar to equation (3.65):
100 100 sin uip(x,O,i) = F(x,A)cosuidA + G(x,A) --d.\o 0 u (A.35)
the only difference being in the definitions of F (x, A) and G (x, A) which are defined
as follows
F (x, A) = i: cos 27f A(x - e) f (0 de
G (x, A) = i: sin 27f A(x - 0 9 (0 de
(A.36)
(A.37)
Defining the odd and even parts of f (0 and 9 (0 as in equations (3.68) and (3.69),
it can be shown that
F (x, A) = 2 cos (27fAx ) Fc (A) + 2 sin (27f AX) Fs (A)
and
2Note the difference in the definition of (J in equation (A.33) and in equation (3.35).
183
(A.38)
(A.39)
A.2. NUMERICAL EVALUATION
where
-00
00
FcP.) = J cos(27r).()fE(() d~
(A.40)
-00
-00
00
Fs P.) = J sin (21r).0 fo (0 d(
00
Gc p.) = J COS (27r ).() gE (() d(
-00
00
Gs P.) = J cos (27r).0 90 (0 d(
Using the above functions
-00
00 00
p(x,O,t) = ; FcP.) cos (crt) cos (27r).x) d)' + ; FsP.) cos (crt) sin (27r).x) d)'
-00 -00
;
00 sin (crt) ;00 sin (crt )
+ Gcp.) cr cos(21r).x) d).+ Gsp.) cr sin(27r).x) d)'
-00
(A.41)
The equation for tangential slip velocity can then be shown to be:
00
Ue(x,O,t) = - ; Fs().)sin(crt)crcos(27r).x) d)'
-00
00
+ ; Fe P.) sin (crt) cr sin (27r ).x) d)'
-00
00
-; GsP.)(1-cos(crt))cos(27r).x) d)'
(A.42)
-00
00
+ ; Gc ().)(l- cos (crt)) sin (27r).x) d)'
-00
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Using equation (A.42), the functions aUe/ax and aUe/at are easily calculated:
aU 00
axe(x,O,t) = JFs p)sin(O't)0'27rAsin(27rAx) dA
-00
00
+ JFe P) sin (O't) 0'27rAsin (27r AX) dA
-00
00
+ JGs(A)(1-cos(O'i))27rACos(27rAX) dA
-00
00
+ JGcP)(l- cos (O'i)) 27rAsin (27rAX) dA
-00
-00
00
+ Jc(A) cos (O'i) 0'2 sin (27rAX) dA
-00
00
- JGsP) sin (O'i) 0' cos (27r AX) dA
-00
00
+ JGcP) sin (O'i) O'sin (27rAX) dA
-00
The pressure gradient ap/ax was computed by using
(A.43)
(A.44)
In order to compute the discrete Fourier transform, infinity was considered to
be at x = ±Xend. The length from x = 0 to Xend was subdivided into equal intervals
so that the number of points at which the transform was to be evaluated was a
multiple of 2 (a requirement of the Fast Fourier Transform algorithm). The func-
tions fE, fo,9E and 90 (which were known from the specified initial conditions) were
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evaluated at these points and passed to the cosine and sine transform subroutines.
Each of the integrand terms in (A.42), (A.43) and (A.44) were then calculated
and their inverses were computed - again using the cosine and sine FFT subroutines.
The final functions Ue,BUe/Bx and BUe/Bt were assembled over the interval
from -Xend to Xend by using the fact that cosine transforms are even in x and sine
transforms are odd in x.
The functions Ue and Bp/Bx were thus evaluated on a uniform mesh (equal in-
tervals). However, the boundary-layer calculations used a non-uniform mesh (which
mapped into a uniform computational mesh; see section on boundary layer calcula-
tions). Therefore, a five point Lagrangian interpolation routine (Abramowitz & Ste-
gun) was used to determine values on the non-uniform mesh used in the boundary-
layer calculations.
Calculations were carried out for various values of Xend ranging from Xend =
10· .. 50. In most cases, a value of Xend = 30 was found to be sufficient since the
separation event occurred before the initial pressure disturbance had spread far from
the origin.
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Numerical Methods
The finite difference method used to solve an equation of the form (see, for example,
3.118):
is described in this Appendix. Assume that an integration has reached time t* and
that the solution at the next time step in the current time plane t = t* +6t is to
be found. Known quantities at time t* will henceforth be denoted by an asterisk
superscript.
Equation (B.l) is approximated at the mid-time plane at t* + 6t/2 and in a
conventional Crank-Nicholson scheme, derivatives are approximated at the mid-time
plane as the simple average of the values at the points E and F shown in figure B.!.
However in the upwind-downwind differencing scheme (Peridier et al. 1991a), the
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Figure B.l: Path of approximation used III the upwind-downwind differencing
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first-order derivatives at the mid-time plane are approximated in a specific direction
depending on the sign of the coefficient. For example, for the term Bf / BTJ in equation
(B.1), Bf/BTJ is written as the average of the values at A and B in figure B.1 if S > OJ
on the other hand, if S < 0 the average of the values at C and D are used. Here A,
B, C and D are midway between the mesh points in the 7J direction. Thus for the 7J
derivatives the finite difference approximations are:
S ~~ = 2 (~TJ) Si,j {Aj+l - Aj + fi~j - fi~j-l} for Si,j > 0,
S~~ = 2(~7J)Si,j {Aj - Aj-l + fi~j+l - fi~J for Si,j < 0,
R~'/, = 2(~~)2R.J {A;+l - 2A; +A;-l +fi~;+l - 2fiJ +fi~;-l}' (B.3)
Here Si,j denotes the average value of the coefficient Si,j defined in terms of the
values in the current and previous time planes by Si,j = (Si,j + S~j) /2. Note that
the upwind-downwind approximation for the first derivative term ensures that the
contribution to the coefficient of the pivotal element Aj from equation (B.2) is al-
ways negative and thus of the same sign as that in equation (B.3). The resulting
finite-difference equations will then be diagonally dominant irrespective of the mag-
nitude and sign of the coefficient Si,j. The scheme can be shown to be second-order
accurate in time and space. Similarly, the first order derivatives in the ~ direction
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are approximated as
T~~ = 2(~O Titj {fi+Itj - hj + fi~j - It-I,j} for Titj > 0,
T~~ = 2(~O Ti,j {hj - Ii-I,j + It+l,j - fi~J for Ti,j < O.
All coefficients are averaged using their values in the previous time plane and current
time plane and here, for example,
The second-order ~ derivative is discretized using a simple average and central-
difference approximations according to
2 -
p a f Pi,j (f f f f* f* f* )ae = 2 (602 i+I,j - 2 i,j + i-I,j + i+l,j - 2 i,j + i-I,j . (B.5)
In the Lagrangian calculations, it is necessary to deal with a cross-derivative term
which is approximated by
a2I Qi,j - - - -
Qa~a77 = 8(6~ 677) (ji+l,j+1 - fi+l,j-I + fi-I,j-I -li-I,j+l
(B.6)
In equation (B.6), the tildes denote the values of the function in the current time
plane but evaluated from the previous iteration, in a general iterative procedure at
each time step. This procedure is used here because the form of the approximation in
equation (B.6) does not generally lead to a tri-diagonal system in the ADI algorithm
to be described. Finally the time derivative is approximated as
af f - 1*
-
at 6t
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(B.7)
The following operators are defined in order to express the final finite-difference
equations in a concise form.
In addition, define the constant a by
a=1/(2-W.6t)o
(B.8)
(Bo9)
Operators X~, X; and 8~ in the ~-direetion can be defined in an analagous manner
and the finite difference approximations to equation (B.l) can be written in terms
of these operators according to
where the right side
Fi,j= [1 +a.6 t (p (~~)2 +Q(6t6T}) + R(~~)2 +S~; +T~ + 2W)] 1*
+Q ~~~2~{ +2a .6 tf
In the special case of the Eulerian calculations,
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(B.lO)
(Boll )
(B.12)
while the remaining coefficients are defined by equations 0 and O. For the La-
grangian calculation
(B.13)
while the remaining coefficients are defined by equations 0 and O.
The ADI method involves rearranging the difference equations (B.lO) as follows.
First an 'T/-sweep is carried out in which quantities like !i.j+l, !i.j-l , etc., which
lie above or below a specific constant 'T/ line are treated as known from a previous
iteration and are taken to the right-hand side. The resulting equations obtained
from equation (B.lO) will be of the form
(B.14)
The coefficients a7, b7, c7 and d:l are functions of j, ~ and 'T/ and involve average
quantities obtained from values at t* and estimates of the values at t. The term rI'!.
includes the cross-derivative term and r. The solution of equations (B.14) is found
along all lines of constant 'T/ to complete an 'T/ sweep. Equations for the sweep in the
~-direction is similarly treated to obtain
(B. IS)
where now only terms for i constant are retained on the left side of equation (B.lO),
with the additional terms relegated to the right side. Equations (B.14) and (B.lS)
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yield linear tridiagonal matrix problems which are readily solved using the Thomas
algorithm.
The Thomas algorithm is a particularly efficient method to solve tri diagonal
matrix problems. Such problems are of a general form similar to equations (B.14)
and (B.1S) viz.
(B.16)
where k = 2 ... N and the solution domain contains N + 1 grid points, including
the end points. The values at k = 1 and k = N + 1 are known from the boundary
conditions.
In the algorithm arrays F and 5 are first determined from the recursion relations
(B.17)
where F1 = 0 and 51 = e1 , with e1 denoting one boundary condition. The values
()i (i = 2 ... N) are then found by back-substitution in the formula,
k = N ... 2 (B.1S)
Note that the second boundary condition eN+! initiates the back-substitution phase
of the algorithm.
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Appendix C
Determination of the Separation
Singularity
An algorithm to determine the time, location and velocity of the separation singu-
larity from the results of the Lagrangian calculations is described in this appendix.
The algorithm is taken from the study of Degani et al. (1995).
To check for the occurence of a singularity, the values of ax/8t and 8x /or, are
first calculated at every point in the mesh using a second order central difference
formula. The following method is then used to determine if the curves 8x /at = 0
and 8x/8r, = 0 exist and pass simultaneously through any of the rectangular mesh
elements.
Let! = ! (t, it) denote either of 8x/at and ax/or,. The products A= !i.i!i+l,i+l
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and B = fi+l,j!i.j+l are calculated for each rectangle in the mesh. If both A and B
have the same sign then one of two situations applies. These are that:
1. the f values all have the same sign which in turn implies that either the curve
f = 0 does not pass through the element or alternatively that the curve is
contained entirely within the element; or
2. the signs of f are different along each diagonal which implies that the curve
f = 0 must pass through the element twice.
The second possibility was ignored in the present study since it is unlikely to occur
in a finely resolved mesh.
If either A or B is negative, the contour f = 0 passes through the element
once and is approximated within the algorithm as a straight line. Points within the
o::; p, q ::; 1. Table C.1 lists four possibilities and the intercepts in each case.
Condition p q
j- oj- 0 < 0 aj- 0 0t,J t+1,J _ t,]
fi+l,j!i+l,j+1 ::; 0 1 a!i+l,j
Ji,j+di+1,j+l ::; 0 aJi,j+1 1
j- Io < 0 0 at·1,J t,J+1 _ 1,J
Table C.1: Intercepts of f = 0; for the product !k,dm,n, a = Uk,l - !m,nr1
Let the intercepts of ax jat = 0 be denoted by (p~, q~) and (p~, q~) and those of
axjary = 0 by (p~,q~) and (p~,q;) on the element with lower left corner at (~,7J)
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.Then the straight line approximations to these lines within the element are given
by
q = mep+ Ce q = mT/p + CTJ (C.l)
where
1 2 ql _ q2qe - qe
_ TJ TJ (C.2)m - mT/ - 1 2e - P~ _ P~ PTJ - PTJ
and
C 1 1 (C.3)e = qe - mePe,
C 1 1 (C.4)TJ = qTJ - mT/PTJ
The two lines intersect at a point (Ps, qs) defined by
(C.5)
If (Ps, qs) are such that 0 ~ P, q ~ 1 then a singularity is said to have been found in
the (i, j) cell at (~s, "Is) where
(C.6)
A third order, six point interpolation formula is used to determine the values of X s
and us'
In order to determine if a singularity had been encountered, the search process
was carried out over each element of the mesh at each time step. The Lagrangian
integration was terminated the first time a singularity was detected.
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