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THETA BASES AND LOG GROMOV-WITTEN INVARIANTS OF CLUSTER
VARIETIES
TRAVIS MANDEL
Abstract. Using heuristics from mirror symmetry, combinations of Gross, Hacking, Keel, Kontse-
vich, and Siebert have given combinatorial constructions of canonical bases of “theta functions” on
the coordinate rings of various log Calabi-Yau spaces, including cluster varieties. We prove that the
theta bases for cluster varieties are determined by certain descendant log Gromov-Witten invariants
of the symplectic leaves of the mirror/Langlands dual cluster variety, as predicted in the Frobenius
structure conjecture of Gross-Hacking-Keel. We further show that these Gromov-Witten counts are
often given by naive counts of rational curves satisfying certain geometric conditions.
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1. Introduction
Let Y be a smooth compact variety over an algebraically closed field k of characteristic 0, or more
generally, a smooth integral separated Deligne-Mumford stack which is proper and finite type over k
(an “orbifold” for short). The quantum cohomology ring QH∗(Y ) is obtained by using (virtual) counts
of holomorphic curves in Y to deform the cup product on the cohomology ring of Y . The degree 0
subalgebra QH0(Y ) is very simple, generated by the fundamental class [Y ] = Id ∈ QH∗(Y ). But now
suppose we have a log variety or log orbifold Y † obtained by equipping Y with a log structure, e.g.,
the data of a reduced effective normal crossings divisor D ⊂ Y . We call such (Y,D) a log pair. Then
already in codimension 0 the structure is far more complicated, e.g., logarithmic analogs of the degree
0 cohomology are often infinite-dimensional. The question of whether degree 0 log classes admit an
analog of the quantum cohomology product is highly non-trivial, and the resulting algebra QH0log(Y
†)
is expected to be very rich. Indeed, if Y † = (Y,D) is a log Calabi-Yau orbifold with maximal
boundary (i.e., D contains a 0-stratum and is in | −KY |), then the Frobenius structure conjecture
[GHK15b, arXiv v1, Conj. 0.8] predicts that Spec QH0log(Y
†) is the mirror to Y . Furthermore,
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2 TRAVIS MANDEL
QH0log(Y
†) should be naturally equipped with a canonical basis of “theta functions” which should
agree with the theta functions constructed combinatorially by Gross, Hacking, Keel, Kontsevich, and
Siebert [CPS, GHK15b, GHKK18, GHS]. Our main result is a proof of this conjecture for cluster
varieties.
Cluster varieties were defined in [FG09], giving geometric meaning to the cluster algebras of [FZ02].
Some examples of cluster varieties include Grassmannians [Sco06] and other partial flag varieties
[GLS08], double Bruhat cells of reductive Lie groups [BFZ05], various moduli of local systems (higher-
Teichmu¨ller spaces) [FG06], and all two-dimensional log Calabi-Yau varieties with maximal boundary
[GHK15a, §5]. By [GHK15a, §3.2], compactifications of cluster varieties can always be viewed as
log Calabi-Yau orbifolds with maximal boundary, obtained from toric varieties by preforming certain
non-toric blowups of hypertori in the boundary, cf. §2.1. [GHKK18] constructed canonical theta bases
on cluster varieties, and in the process settled many long-standing conjectures about cluster algebras.
We will focus on cluster log pairs (Y,D) as in Definition 2.5. These are the log pairs obtained by
compactifying “leaves” of cluster X -varieties, which in our construction includes the usual symplectic
leaves and also entire cluster X -spaces, cf. Remark 2.4. All theta functions of [GHKK18] can be
recovered from these cases, cf. Remark 2.7.
For a log pair (Y,D), a simple toric blowup pi : (Y˜ , D˜) → (Y,D) is a blowup pi : Y˜ → Y of Y
along a stratum of D, with D˜ the reduced inverse image of D. A toric blowup is then a sequence
of simple toric blowups. For pii : (Yi, Di) → (Y,D), i = 1, 2 two toric blowups of (Y,D), we say
that an irreducible component D′1 ⊂ D1 is equivalent to an irreducible component D′2 ⊂ D2 if they
correspond to the same valuation on the function field of Y . Let H0log(Y,D,Z) denote the free Abelian
group generated by [Y ] and [kD′] for k ∈ Z>0 and D′ an irreducible component of D˜ for some toric
blowup (Y˜ , D˜), up to equivalence. We refer to these generators [Y ] and [kD′] as prime fundamental
classes.1 Let NE(Y ) be the cone of effective curve classes in Y up to numerical equivalence (cf. §2.2).
Let QH0log(Y,D) denote the completion of QH
0
log(Y,D) := H
0
log(Y,D,Z) ⊗ k[NE(Y )] with respect to
the unique maximal monomial ideal of k[NE(Y )], so QH0log(Y,D) has the structure of a kJNE(Y )K-
module. We say that a complete curve C in Y is an interior curve if it is disjoint from D, and we say
(Y,D) is interior-curve free if it contains no interior curves. For example, (Y,D) is interior-curve
free whenever Y \ D is affine.2 We say (Y,D) supports an ample divisor on its boundary if
there is a toric blowup (Y˜ , D˜) such that D˜ supports an effective ample divisor.
Theorem 1.1 (Main theorem, naive counting version). Let (Y,D) be an interior-curve free cluster log
pair as in Def. 2.5. For ϑ1, . . . , ϑs prime fundamental classes of H
0
log(Y,D,Z), let pi : (Y˜ , D˜)→ (Y,D)
be a toric blowup in which each ϑi is either [Y ] or is represented by [kiDi] for Di an irreducible
component of D˜. Let β ∈ NE(Y˜ ). Let (C, x1, . . . , xs, xs+1, xs+2) be a fixed generic irreducible genus 0
curve with s+2 marked points. Let y be a generically specified point of Y \D. Define Nnaiveβ (ϑ1, . . . , ϑs)
to be the number of isomorphism classes of maps ϕ : C → Y such that ϕ(xs+1) = y and ϕ∗OY˜ (D˜) =
1We note that our prime fundamental classes do indeed form a basis for the degree 0 classes in the log Chow group
A0log(Y
†) as in [Bar, Her].
2In addition to the affine cases, generic two-dimensional log Calabi-Yau varieties with maximal boundary are interior-
curve free by [GHK15c, Prop. 4.1], so Theorem 1.1 applies to all the theta functions constructed in [GHK15b]. Interior-
curve freeness is not needed for the Gromov-Witten version of our main result, Theorem 1.4.
THETA BASES AND LOG GROMOV-WITTEN INVARIANTS OF CLUSTER VARIETIES 3
OC(
∑s
i=1 kixi), where we take ki = 0 if ϑi = [Y ].
3 All such maps are torically transverse.4 Define a
kJNE(Y )K-multilinear s-point function 〈·〉naive : QH0log(Y )s → kJNE(Y )K via
〈ϑ1, . . . , ϑs〉naive :=
∑
β∈NE(Y˜ )
zpi∗(β)Nnaiveβ (ϑ1, . . . , ϑs).
Then there is a unique associative product ∗ on QH0log(Y,D) making it into an associative kJNE(Y )K-
algebra such that
〈ϑ1, . . . , ϑs〉naive = 〈ϑ1 ∗ · · · ∗ ϑs〉naive
for all s-tuples ϑ1, . . . , ϑs, s ≥ 1 (and in fact, the s = 2 and s = 3 cases are sufficient to determine
∗). The algebra QH0log(Y,D) is commutative with identity [Y ]. If (Y,D) supports an ample divisor on
its boundary, then ∗ restricts to give a k[NE(Y )]-algebra structure on QH0log(Y,D).
The algebra QH0log(Y,D) is naturally a subalgebra of Γ(X˜S∨ ,OX˜S∨ ), where X˜S∨ denotes a formal
version of the Langlands dual X -space5 (cf. Remark 2.10), and the prime fundamental classes are
identified with theta functions constructed as in [GHKK18]. If (Y,D) supports an ample divisor on its
boundary, then QH
0
log(Y,D) = Γ(XS∨ ,OXS∨ ), where XS∨ is a partial compactification of the Lang-
lands dual X -space (cf. Remark 2.10), and again, the prime fundamental classes are the [GHKK18]
theta functions.
1.1. The Frobenius structure conjecture. For log Calabi-Yau varieties with maximal boundary
(Y,D), the Frobenius structure conjecture [GHK15b, arXiv v1, Conj. 0.8] predicts the existence of
an algebra structure on QH0log(Y,D), defined essentially as in Theorem 1.1 but using descendant log
Gromov-Witten invariants in place of the naive curve counts above.
Let (Y,D) be a smooth log Calabi-Yau orbifold with maximal boundary. Here, in addition to
Y being smooth as a Deligne-Mumford stack, we require that there exists a toric blowup (Y ′, D′) of
(Y,D) such that Y ′ is smooth along D′ as a variety (i.e., any orbifold points in the boundary are
resolvable by toric blowups), and such that the components of D′ are smooth (i.e., D′ is snc). For
such a (Y ′, D′), let S denote the dual intersection complex of D′. That is, if D′ = D1 + . . .+Dn, then
S is the simplicial complex with vertices v1, . . . , vn, and with one (k−1)-cell with vertices {vi1 , . . . vik}
for each non-empty stratum Di1 ∩ · · · ∩ Dik . Let B be the cone over S, and let Σ′ be the induced
simplicial fan in B.
In the cone σ ∈ Σ′ spanned by vi1 , . . . vik , we have a set of integer points σ(Z) defined as the
Z≥0-span of vi1 , . . . vik in σ. Let B(Z) :=
⋃
σ∈Σ˜ σ(Z) be the integer points of B. Note that there
is a bijection between points p ∈ B(Z) and prime fundamental classes ϑp ∈ QH0log(Y,D). The apex
0 ∈ B(Z) corresponds to ϑ0 := [Y ] ∈ QH0log(Y,Z). For nonzero p ∈ B(Z), we write ϑp = [|p|Dp], i.e.,
the ray through p determines an irreducible component Dp in the boundary of some toric blowup (up
to equivalence), and |p| ∈ Z>0 is the index of p (cf. Notation 2.1). For notational convenience, we
write D0 := Y .
3This condition means that, for i = 1, . . . , s, if ϑi = [kiDi], then ϕ(C) intersects Di at xi with order ki, and
furthermore, these account for all intersections of ϕ(C) with D˜.
4A curve ϕ : C → Y is torically transverse if ϕ(C) is disjoint from all codimension-two strata of D.
5This is similar to the spaces from the formal Fock-Goncharov conjecture of [GHKK18, §6], but with a different
formal completion.
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By a tropical degree, we mean a map ∆ : J → B(Z) for some finite index-set J . In particular,
for p an s-tuple of points p1, . . . , ps ⊂ B(Z), we consider
∆p : {1, . . . , s, s+ 1, s+ 2} → B(Z)(1)
defined by ∆p(i) = pi for i = 1, . . . , s and ∆p(s + 1) = ∆p(s + 2) = 0. Given a tropical degree ∆,
let Y˜ † = (Y˜ , D˜) be a toric blowup with Y˜ projective and smooth along D˜ as a variety, and such that
each [D∆(j)] with ∆(j) 6= 0 is represented by an irreducible component of D˜. For β ∈ NE(Y˜ ), let
Mlog0,∆(Y˜ †, β) denote [GS13, AC14]’s moduli stack6 of basic/minimal stable log maps ϕ† : C† → Y˜ †
over Speck satisfying the following collection of conditions:
• C has genus 0,
• ϕ∗[C] = β,
• C† has #J marked points {xi}i∈J ,
• For each i ∈ J , ϕ(xi) ∈ D∆(i). Furthermore, if t1 is the generator for the ghost sheaf of
Y˜ † at a generic point of D∆(i), and t2 is the generator for the ghost sheaf of C† at xi, then
ϕ[ : t1 7→ |∆(i)|t2. We view this condition as being satisfied automatically for i such that
∆(i) = 0.
When the component of C containing xi is not mapped entirely into D˜, this last condition means that
the intersection multiplicity of ϕ(C) with D∆(i) at xi is equal to |pi|. The algebraic stackMlog0,∆(Y˜ †, β)
has a virtual fundamental class [Mlog0,∆p(Y˜ †, β)]vir of virtual dimension dim(Y˜ ) + |∆| − 3.
Let evi : Mlog0,∆(Y˜ †, β) → Y˜ be the evaluation map [ϕ† : C† → Y˜ ] 7→ ϕ(xi). Let pi : C →
Mlog0,∆(Y˜ †, β) denote the universal curve over the moduli space. Let ωpi denote the relative cotangent
bundle of pi, and let σi denote the section of pi corresponding to xi. Define
ψi := c1(σ
∗
i ωpi),(2)
i.e., ψi is the first Chern class of the line bundle whose fiber over a point [ϕ
† : C† → Y˜ †] is the
cotangent space to C at xi. We can now define the relevant Gromov-Witten numbers:
Nβ(p1, . . . , ps) :=
∫
[Mlog0,∆p (Y˜ †,β)]vir
ev∗s+1[pt] · ψs−1s+1 .(3)
We next define a kJNE(Y )K-multilinear s-point function
〈·〉 : QH0log(Y )s → kJNE(Y )K
via
〈ϑp1 , . . . , ϑps〉 :=
∑
β∈NE(Y˜ )
zη∗(β)Nβ(ϑp1 , . . . , ϑps).(4)
Conjecture 1.2 (The Frobenius structure conjecture). For any smooth log Calabi-Yau orbifold with
maximal boundary (Y,D), there is a unique associative product ∗ on QH0log(Y,D) making QH0log(Y,D)
into an associative kJNE(Y )K-algebra such that
〈ϑp1 , . . . , ϑps〉 = 〈ϑp1 ∗ · · · ∗ ϑps〉(5)
6Since any orbifold points of Y˜ are away from the boundary, one can use [AGV08] to extend the construction of the
relevant moduli stacks and their intersection theory to our orbifold setting. See [GPS10, §5.5] for similar considerations
from the viewpoint of relative stable maps.
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for all s-tuples p1, . . . , ps ∈ B(Z), s ≥ 1. Furthermore, the s = 2 and s = 3 cases of (5) are sufficient
to determine ∗. The algebra QH0log(Y,D) is commutative with identity ϑ0. If (Y,D) supports an ample
divisor on its boundary, then ∗ restricts to give a k[NE(Y )]-algebra structure on QH0log(Y,D).
Remark 1.3. The statement of the Frobenius structure conjecture in [GHK15b, arXiv v1, Conj. 0.8]
defines Nβ slightly differently. Their log curves do not include the marked point xs+2 (they have only
s + 1 marked points), and their ψ-class ψs+1 in (3) is only raised to the power of s − 2, not s − 1.
That these two definitions are equivalent follows from the Fundamental Class Axiom (generalized to
this log setting by the same argument as in the non-log setting). The advantage of our version of Nβ
is that it makes sense for s = 1 and thus makes the setup more elegant. We similarly have an extra
marked point and ψ-class factor in Theorem A.1 to allow for the s = 1 cases.
Theorem 1.4 (Main theorem, Gromov-Witten counting version). Conjecture 1.2 holds for all cluster
log pairs (Y,D) (as in Def. 2.5). Furthermore, as in Theorem 1.1, the resulting algebra QH0log(Y,D)
is naturally a subalgebra of Γ(X˜S∨ ,OX˜S∨ ), and the prime fundamental classes are identified with theta
functions constructed as in [GHKK18]. If (Y,D) supports an ample divisor on its boundary, then
QH
0
log(Y,D) = Γ(XS∨ ,OXS∨ ), where XS∨ is a partial compactification of the Langlands dual X -space,
and again, the prime fundamental classes are the [GHKK18] theta functions.
Theorem 1.1 actually follows from Theorem 1.4 via Proposition 6.1, which says that, under the
interior-curve free assumption, the descendant log Gromov-Witten counts Nβ(p1, . . . , ps) agree with
the corresponding naive counts Nnaiveβ (ϑp1 , . . . , ϑps).
As a sample application, recall from [CCG+13] that mirror symmetry for Fano manifolds predicts
the equality of the “quantum period” of the Fano and the “classical period” of a mirror Landau-
Ginzburg potential. This equivalence is a key tool in the ongoing Fano classification program outlined
in loc cit. We will show in a separate paper [Mana] that this mirror equivalence of quantum and
classical periods follows from the Frobenius structure conjecture, at least whenever the log curves
being counted are torically transverse. Our results then imply this equivalence of mirror periods for
Fano cluster varieties, thus yielding an algebro-geometric analog of [Ton, Thm. 1.1].
1.2. Outline of the paper. In §2.1 we review [GHK15a]’s realization of (compactified) cluster va-
rieties as blowups of toric varieties. Then in §2.2 we describe the lattice N1(YS) of curve classes of
a cluster variety YS, and in Theorem 2.8 we show how to identify N1(YS) with the kernel of the
exchange matrix of the cluster data.
In §3.1 we review the construction of scattering diagrams and theta functions in the context used
by [GHKK18]. Lemma 3.4 (taken from [Manb, Thm. 2.17]) is essentially the statement that a
certain multilinear s-point function Trs is sufficient to determine the multiplication rule for the theta
functions. Much of the work of this paper is then to show that the s-point function Trs agrees with
the s-point function 〈·〉 of (4).
It follows from Theorem 2.8 that the ring of theta functions can be viewed as an algebra over a
completion of k[N1(YS)]. In Lemma 3.5 we see that the multiplication in fact restricts to give an
algebra over kJNE(YS)K. This algebra can be identified with a ring of functions on the Langlands dual
cluster variety, cf. Remark 3.6.
Next, §4 reviews past results relating theta functions to tropical curve counts (§4.1) and tropical
curve counts to descendant log Gromov-Witten invariants of toric varieties (§4.2). The combination of
these results immediately yields Lemma 4.8. Along the way, we prove (Corollary 4.6) that if (Y,D)
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supports an ample divisor on its boundary, then the multiplication is polynomial over k[NE(YS)] (i.e.,
we can restrict to QH
0
log), thus proving another piece of Theorem 1.4.
We prove Theorem 1.4 in §5.2. The idea (inspired by the proof of [GPS10, Prop. 5.3]) is to use a
degeneration formula to relate the toric descendant log GW invariants from Lemma 4.8 to the desired
descendant log GW invariants of the cluster variety, cf. Proposition 5.6. The main technical hurdle
here is showing that the relevant log stable maps are all torically transverse. This is achieved in §5.1
(cf. Lemma 5.2) by proving that the tropicalizations of such log stable maps must be supported on
the one-skeleton of the fan for the toric variety.
In Proposition 6.1 we show that 〈·〉 and 〈·〉naive agree whenever the cluster variety is interior-curve
free, thus completing the proof of Theorem 1.1.
As suggested at the start of the introduction and in the notation, we view QH0log(Y,D) as the
degree 0 part of a conjectural log version of quantum cohomology. We explain this viewpoint in the
appendix, where we give a new description of the usual small quantum cohomology ring (Theorem
A.1).
1.3. Relation to other works. There are two nearly-completed works which prove versions of Con-
jecture 1.2 in other contexts.
In [KY], Keel and Yue Yu prove a naive-counting version of the Frobenius structure conjecture
whenever Y \ D is an affine variety and contains a maximal-dimensional algebraic torus. Their
approach is based on Berkovich analytic disks rather than log Gromov-Witten theory, and they obtain
descriptions of all the structure constants in terms of these disks. By the uniqueness of the product
∗ in Theorem 1.1, their theta functions agree with ours in all cases where both results apply, i.e., for
all cluster log pairs (Y,D) such that Y \D is an affine variety.
As announced in [GS18, Thm. 2.2], Gross and Siebert [GS] prove another version of Conjecture
1.2 in great generality. Rather than proving that the s-point functions uniquely determine the mul-
tiplication, they explicitly define all the structure constants in terms of newly developed punctured
invariants, an extension of log invariants which satisfy a powerful splitting lemma. With this approach,
they define an associative algebra associated to log pairs (Y,D) whenever either KY +D or −(KY +D)
is nef, cf. [GS18, Thm. 2.2]. In particular, this includes the log Calabi-Yau cases KY + D = 0. We
note that [KY] and [GS] also have results for a more general version of log Calabi-Yau varieties, cf.
[GS18, §2.2].
We note that [FWY] also seems to be closely related. There, one considers the case of smooth D
and works with relative invariants, possibly with negative orders of tangency (which also appear in
the punctured invariant setting of [GS]). Fan-Wu-You construct from this a relative version of the
quantum cohomology ring.
1.4. Acknowledgements. I am very grateful to Sean Keel and Tony Yue Yu, and to Mark Gross
and Bernd Siebert, for keeping me informed about their progress on their closely related projects
(cf. §1.3), as well as for discussions that helped with various technical obstacles which arose in the
writing of this and related papers. In particular, Sean Keel and Mark Gross encouraged the author
to pursue this project early on and provided helpful feedback on a draft of this paper. Collaborations
and discussions with Helge Ruddat were also invaluable. I have also benefited from discussions with
Lawrence Barrott, Francesca Carocci, and Y.P. Lee.
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2. Cluster varieties
Here we review the construction of cluster varieties from [FG09, §1.2] as reinterpreted in [GHK15a,
§3.2].
Notation 2.1. For any lattice L, let LQ := L⊗Q, LR := L⊗R, and TL := L⊗k∗. We say a nonzero
element v ∈ L is primitive if it is not a positive multiple of any other element of L. Also, for any
nonzero v ∈ L, we let |v| denote the index of v, i.e., |v| is the unique positive integer such that v
is equal to |v| times a primitive vector v′ ∈ L. We use angled brackets 〈·, ·〉 to denote the pairing
between a lattice and its dual.
2.1. Construction via blowups of toric varieties. A seed is a collection of data S of the form
S := (N, I,E := {ei}i∈I , F ⊂ I,B),(6)
where N is a lattice of finite rank, I is an index set with |I| = rank(N), E is a basis for N , F is a subset
of I, and B is a Z-valued bilinear pairing on N . If i ∈ F , we say ei is frozen. Let Iuf := I \ F , and
let Nuf be the span of {ei}i∈Iuf . The pairing B is required to have a skew-symmetrizable unfrozen
part, meaning that there exists a skew-symmetric pairing ω on Nuf and a collection of positive rational
numbers {di}i∈Iuf such that
B(ei, ej) = diω(ei, ej)(7)
for all i, j ∈ Iuf . The Langlands dual seed S∨ is obtained by replacing B with its negative transpose
−BT while keeping the rest of the seed data the same.
Let M := N∗ = Hom(N,Z). We have two maps pi1, pi2 : N → M given by n 7→ B(n, ·) and
n 7→ B(·, n), respectively. For i = 1, 2, let Ki := kerpii, and let Ni := N/Ki, which we identify with
pii(N) ⊂M . We make the following assumptions, although (4) will be relaxed later:7
Assumptions 2.2.
(1) pi2(N) is saturated in M .
(2) pi2(ei) is primitive in M for each i ∈ F .
(3) pi2(ei) 6= pi2(ej) for distinct i, j ∈ F .
(4) There exists a non-singular complete projective fan Σ in N2 ⊗ R such that
(a) The rays of Σ are precisely the rays generated by the vectors pi2(ei) for i ∈ F .
(b) For each i ∈ Iuf , pi2(ei) is nonzero and is contained in a ray of Σ, i.e., there is some j ∈ F
such that pi2(ej) points in the same direction as pi2(ei).
(c) For distinct i, j ∈ Iuf , the rays generated by pi2(ei) and pi2(ej) are either the same or have
no cones of Σ in common.
(d) Let Σi denote the set of cones of Σ which have codimension 1 in N2⊗R and have supports
contained in pi1(ei)
⊥. Then pi2(ei) is contained in the interior of
⋃
σ∈Σi σ.
Note that Assumption 2.2(1) implies that N1 and N2 are dual to each other via 〈pi1(n1), pi2(n2)〉 =
B(n1, n2). We will write N1 as M and N2 as N , so M = Hom(N,Z). Let r = rank(N) = rank(M).
Let us fix a fan Σ as in Assumption 2.2(4). Let TVM (Σ) and TVN (Σ) denote the toric varieties
associated to Σ when viewed as a fan in M or N , respectively. For each i ∈ I, let Dpi2(ei) or simply Di
7We note that most these assumptions can always be achieved by modifying only the frozen parts of the data, i.e.,
without modifying Iuf , Nuf , or B|Nuf . The only exception is the assumption in 4(b) that pi2(ei) 6= 0 for i ∈ Iuf , but
vectors failing this assumption can be forgotten from the seed data without affecting the spaces we consider.
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denote the boundary divisor of TVM (Σ) or TVN (Σ) corresponding to the ray through pi2(ei) (whether
we mean Di ⊂ TVM (Σ) or Di ⊂ TVN (Σ) should always be clear from context).
For each i ∈ Iuf , let Hi denote the scheme-theoretic intersection of Dpi2(ei) ⊂ TVM (Σ) with the
scheme cut out by (1 + zei)|pi2(ei)|. Let XS,Σ denote the scheme obtained by blowing up TVM (Σ)
along Hi for each i, let D
X
S,Σ denote the proper transform of the toric boundary of TVM (Σ), and
let EXi denote the exceptional divisor resulting from blowing up Hi. Here, the Hi’s may intersect in
codimension 2, so we must choose an order in which to perform the blowups, taking proper transforms
of the Hi’s and E
X
i ’s at each step. Note that centers of blowups associated to distinct i, j ∈ Iuf are
disjoint if pi2(ei) and pi2(ej) are in different rays, but otherwise the choice of ordering may have a
codimension-two effect on the resulting space XS,Σ, cf. Remark 2.3.
Consider the exact sequence
0→ K2 → N pi2→M λ→ K∗1 → 0.
The surjection λ induces a map λ : TVM (Σ) → TK∗1 , and this lifts to a map λX : XS,Σ → TK∗1 . Let
YS,Σ, or simply YS, denote a general fiber
8 of λX , and let DS,Σ or simply DS denote the intersection
of this fiber with DXS,Σ. Then (YS, DS) is a smooth log Calabi-Yau orbifold with maximal boundary.
Let Ei := E
X
i ∩ YS.
Remark 2.3. We note that a fiber (YS, DS) could alternatively be constructed directly by essentially
the same construction used to produce XS,Σ. One simply replaces TVM (Σ) with TVN (Σ), and replaces
and each Hi with Hi, defined to be the scheme-theoretic intersection of Dpi2(ei) ⊂ TVN (Σ) with the
scheme cut out by (ai + z
pi1(ei))|pi2(ei)| for some general ai ∈ k∗. Then Ei is the exceptional divisor
associated to blowing up Hi. Note that for pi2(ei) and pi2(ej) parallel, the corresponding loci Hi and
Hj might intersect. But thanks to Assumption 2.2(4)(d), for general fibers of λX , they do not intersect
in codimension-two strata of the boundary. We can therefore apply [GHK15a, Lem. 3.5(1)] to say
that the ordering of the blowups only matters up to codimension at most two. This codimension-two
ambiguity will not be important for us.
Remark 2.4. Since only the unfrozen part of B is required to be skew-symmetrizable, one can always
add frozen vectors to obtain a seed S′ such that YS′ is a compactification of the full cluster X -variety
XS, as opposed to just a compactification of a fiber of λX : XS → TK∗1 .
These pairs (YS, DS) are examples of what we call cluster log pairs. In fact, our definition of cluster
log pairs allows for more general boundary:
Definition 2.5. Let S = (N, I,E, F,B) be a seed S satisfying Assumptions 2.2(1)-(3). Suppose there
exists another seed S˜ = (N˜ , I˜, E˜, F˜ , B˜) satisfying all of Assumptions 2.2(1)-(4) for some fan Σ˜, and
such the following hold: N ⊂ N˜ , E ⊂ E˜, I ⊂ I˜, F ⊂ F˜ with Iuf = I˜uf , and B = B˜|N . Let Σ be a
complete sub cone-complex of Σ˜ whose rays are precisely the rays generated by the vectors pi2(ei) for
i ∈ F . Furthermore, suppose that the boundary strata of (YS˜,Σ˜, DS˜,Σ˜) associated to cones of Σ \ Σ˜
can be blown down to obtain another smooth log Calabi-Yau orbifold with maximal boundary, which
we denote (YS,Σ, DS,Σ). A cluster log pair is a pair (YS,Σ, DS,Σ) obtained in this way.
In particular, if S and Σ do satisfy Assumptions 2.2, then we can take S˜ = S and Σ˜ = Σ.
8If all of B is skew-symmetrizable, i.e., determined as in (7) by a skew-symmetric form ω˜ on N and rational numbers
{di}i∈I , then the interior of XS,Σ admits a Poisson structure given by {zei , zej } = didj ω˜(ei, ej)zei+ej , and the interior
of YS is a symplectic leaf of this Poisson structure.
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Remark 2.6. Note that the blowup loci Hi and Hi are possibly non-reduced, so even if Σ is non-
singular, the space YS,Σ may still have orbifold singularities. This is why we work in the generality of
Deligne-Mumford stacks.
Remark 2.7. The constructions of [GHKK18] involve first constructing theta functions on the cluster
variety with principle coefficients Aprin and then specializing to obtain theta functions on9 A or X , cf.
[GHKK18, §7.2]. Theorem 1.4 applies to determine the theta functions on X prin (possibly with some
benign modifications to the frozen parts of the seed data), and since X prin is isomorphic to Aprin, one
can recover all the theta functions of [GHKK18].
2.2. Curve classes. Letting bi denote the map blowing up Hi as in Remark 2.3, let Ci = b
−1
i (p) for
a single generic point p ∈ Hi, so Ci is a curve contained in Ei. Taking the proper transform of Ci
under any remaining blowups, and then the image under blowdowns of extra boundary components,
we get a curve Ci ⊂ Ei in YS satisfying
[Ci].[Ei] = − 1|pi2(ei)| .(8)
Let A∗(YS) denote the integral Chow lattice of the smooth Deligne-Mumford stack YS, cf. [EG98,
Kre99]. Consider N1(YS) = A1(YS). We see that N1(YS) is generated by classes pulled back from
TV(Σ˜) and then pushed forward from YS˜ to YS, together with the classes |pi2(ei)|[Ci] for i ∈ Iuf . Let
NE(YS) denote the cone in N1(YS) generated by classes of effective curves.
The following useful theorem10 identifies the lattice K2 ⊂ N with the lattice N1(YS,Σ).
Theorem 2.8. There is a unique isomorphism
κ : K2 ∼−→ N1(YS,Σ)
taking a vector k =
∑
i∈I aiei to a curve class [C]k such that [C]k.[Ei] = ai for each i ∈ Iuf , and
[C]k.[Di] = ai for each i ∈ F .
Proof. Let us first assume that S = S˜ and Σ = Σ˜ in the construction of (YS,Σ, DS,Σ) as in Definition
2.5. Let
piS : YS → TV(Σ) := TVN (Σ)
denote the blowdown map. By standard toric geometry (cf. [Ful93, §3.4]), An−1(TV(Σ)) is spanned by
the classes of its boundary divisors. Hence, An−1(YS,Σ) is spanned by the boundary divisor classes [Di]
with i ∈ F , together with the exceptional divisor classes [Ei] with i ∈ Iuf . So a class [C] ∈ N1(YS,Σ)
is indeed uniquely determined by its intersections with the classes [Di], i ∈ F and [Ei], i ∈ Iuf .
We now check that such a [C]k exists for each k ∈ K2. By definition,
∑
i∈I aiei ∈ K2 gives a
relation
∑
i∈I aipi2(ei) = 0, and such a relation corresponds to a class [C]k ∈ N1(TV(Σ)) which, for
each ray ρ ∈ Σ, satisfies
[C]k.[Dρ] =
∑
{i∈I:pi2(ei)∈ρ}
ai|pi2(ei)|.(9)
9We will not further discuss cluster A-varieties, but these spaces (with general coefficients) can be similarly obtained
by blowing up partial compactifications of TN along loci of the form Dei ∩ Z(ai + zpi1(ei)) for i ∈ Iuf , cf. [GHK15a,
§3.2]. The map pi2 lifts to realize these as the universal torsors over the fibers of λX , cf. [GHK15a, §4] and [Man19].
10A version of Theorem 2.8 in dimension 2 without frozen vectors or the corresponding boundary divisors was proven
in [GHK15a, Thm. 5.5]. The argument here is inspired by the proof in loc. cit.
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Now let
[C]k := pi
∗
S[C]k −
∑
i∈Iuf
ai|pi2(ei)|[Ci].
Using (8), it is straightforward to check that [C]k has the desired intersection multiplicities with [Ei]
or [Di] for each i ∈ I.
Next, we want to check that κ is surjective. It is clear that the image includes the pullback of
any class from N1(TV(Σ)), so we just have to check that the image includes the classes |pi2(ei)|[Ci]
for each i ∈ Iuf . By Assumption 2.2(2) and (4)(b), there is some j ∈ F and a ∈ Z>0 such that
pi2(ei) = api2(ej). For k = −ei + aej , the class [C]k is just 0 ∈ N1(TV(Σ)), so we have
κ(−ei + aej) = |pi2(ei)|[Ci],
as desired.
We have thus proved the claim when S = S˜, Σ = Σ˜. For the more general situation, let κ˜ and K˜2
denote the appropriate data associated to S˜ and Σ˜. Consider the blowdown
piΣ : YS˜,Σ˜ → YS,Σ.
Note that the inclusion N ⊂ N˜ identifies K2 with K˜2 ∩N . It follows from the projection formula for
Chow rings that pi∗ΣN1(YS,Σ) is a sublattice of N1(YS˜,Σ˜) and consists of those classes which have 0
intersection with the boundary divisors Di for each i ∈ F˜ \ F . Hence,
(κ˜)−1(pi∗ΣN1(YS,Σ)) = K2.
We now see (using the projection formula again) that the desired map κ is
κ := (piΣ)∗ ◦ κ˜|K2 .

Note that for each i ∈ Iuf , the class |pi2(ei)|[Ci] ∈ N1(YS) generates an extremal ray of the Mori
cone NE(YS). Let NE(YS)S denote the localization of NE(YS) obtained by adjoining −|pi2(ei)|[Ci] for
each i ∈ Iuf . Let N⊕ denote the submonoid of N spanned by the elements ei, i ∈ I, i.e.,
N⊕ =
{∑
i∈Iuf
aiei|ai ∈ Z≥0 for each i ∈ I
}
.(10)
Let K⊕2 := K2 ∩N⊕.
Lemma 2.9. κ(K⊕2 ) ⊂ NE(YS)S.
Proof. This follows from the proof of Theorem 2.8, noting that when each ai ≥ 0, the class [C]k of
(9) can be represented by an effective curve in TV(Σ). 
Remark 2.10. The Langlands dual X -space is the space XS∨ associated to the Langlands dual seed
S∨ (with the boundary removed). It comes with a map λX : XS∨ → TK∗2 = Speck[K2], which by
Theorem 2.8 can be viewed as
λX : XS∨ → Speck[N1(YS,Σ)].
By adding appropriate boundary strata, this can be extended to a family
λX : XS∨ → Speck[NE(YS,Σ)],
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and then one can define the completion X˜S∨ of XS∨ at the boundary.
3. Scattering diagrams and theta functions
3.1. Review of scattering diagrams and theta functions. We next recall the notion of a scat-
tering diagram and the construction of theta functions. We continue to assume we have the data of
a seed S and fan Σ as in §2.1.
Recall N⊕ ⊂ N as in (10), and let N+ := N⊕\{0}. Consider k[N⊕]. Let m denote the unique max-
imal monomial ideal of k[N⊕], that is, the ideal generated by all zn with n ∈ N+. For each k ∈ Z>0,
we can take the quotient k[N⊕]/mk, and we thus define the inverse limit kJN⊕K := lim←−k k[N⊕]/mk.
Now let
P := N⊕ + κ−1(NE(YS)) ⊂ N.(11)
Let A := k[P ] with its obvious P -grading. Let Â denote the N+-adic completion of k[P ]. I.e., for
each k ∈ Z≥1, denote
kN+ := {n1 + . . . , nk ∈ P |ni ∈ N+ for each i = 1, . . . , k}.
Then Â consists of Laurent series
∑
p∈P apz
p such that, for each k ∈ Z≥1, ap = 0 for all but finitely
many p ∈ P \kN+. Equivalently, Â = kJN⊕K⊗k[N⊕]k[P ], or if we define Ak := k[N⊕]/mk⊗k[N⊕]k[P ],
then Â = lim←−k Ak.
Similarly, let K+2 := K
⊕
2 \ {0}, where we recall K⊕2 = K2 ∩ N⊕. Let R := k[K2 ∩ P ], and let
R̂ = kJK⊕2 K⊗k[K⊕2 ] R be the K+2 -adic completion of R. We sometimes view A and Â as algebras over
R and R̂, respectively.
Definition 3.1. A wall (d, f) in NR is the data of a function
f ∈ kJznK ⊂ kJN⊕K
for some n ∈ N+, and a convex (but not necessarily strictly convex) rational polyhedral cone
d ⊂ NR
such that f ≡ 1 modulo m and such that the linear span of d contains pi2(n). The vector −pi2(n) ∈ N
is called the direction of the wall. The wall is called incoming if d contains pi2(n) and outgoing
otherwise.
A scattering diagram D is a set of walls in NR such that for each k > 0, there are only finitely
many walls (d, f) with f not equivalent to 1 modulo mk. Given D, we let Dk denote the finite
scattering diagram consisting of walls (d, f) ∈ D for which f 6≡ 1 modulo mk.
Denote Supp(D) :=
⋃
(d,f)∈D d, and
Joints(D) :=
⋃
(d,f)∈D
∂d ∪
⋃
(d1,f1),(d2,f2)∈D
codim(d1∩d2⊂NR)=2
d1 ∩ d2.
We will sometimes denote a wall (d, f) by just d. On the other hand, we may write (d, f ∈ kJznK) if
we want to explicitly indicate the data of n.
Consider a smooth immersion γ : [0, 1] → NR \ Joints(D) with endpoints not in Supp(D) which
is transverse to each wall of D it crosses. Let (di, fi ∈ kJzniK), i = 1, . . . , s, denote the walls of Dk
crossed by γ, and say they are crossed at times 0 < t1 ≤ . . . ≤ ts < 1, respectively (the ambiguity in
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the labelling when ti = ti+1 is unimportant). Define a ring automorphism θdi of k[N⊕]/mk which, for
each n ∈ N⊕, acts via
θdi(z
p) := zpf
〈ui,pi2(p)〉
i ,(12)
where ui is the primitive element of d
⊥
i ⊂M which is positive on −γ′(ti). Let θkγ,D := θds ◦ · · · ◦ θd1 ∈
Aut(Ak). Finally, define the path-ordered product
θγ,D := lim←−
k
θkγ,D ∈ Aut(Â).
We say two scattering diagrams D and D′ are equivalent if θγ,D = θγ,D′ for each smooth immersion
γ as above. One says D is consistent if each θγ,D depends only on the endpoints of γ.
The following theorem of Gross-Siebert and Kontsevich-Soibelman is fundamental to the theory of
scattering diagrams.
Theorem 3.2 ([GS11], [KS14]). Let Din be a finite scattering diagram in NR whose only walls have
full hyperplanes as their supports. Then there is a unique-up-to-equivalence scattering diagram D, also
denoted Scat(Din), such that D is consistent, D ⊃ Din, and D \Din consists only of outgoing walls.
Let us now fix a consistent scattering diagram D in NR = N2 ⊗ R. Let ϕ : NR → NR denote the
integral Σ-piecewise-linear section of pi2 determined by setting
ϕ(pi2(ei)) := ei(13)
for each i ∈ F and then extending linearly over the cones of Σ.
Definition 3.3. Let p ∈ N , Q ∈ NR \ Supp(D). A broken line γ with ends (p,Q) is the data of a
continuous map γ : (−∞, 0] → NR \ Joints(D), values t0 ≤ t1 ≤ . . . ≤ t`−1 < t` = 0, and for each
i = 0, . . . , `, an associated element ciz
vi ∈ Â, such that:
• γ(0) = Q.
• For i = 1 . . . , `, γ′(t) = −pi2(vi) for all t ∈ (ti−1, ti). Similarly, γ′(t) = −pi2(v0) for all
t ∈ (−∞, t0).
• c0 = 1 and v0 = ϕ(p).
• For i = 0, . . . , `− 1, γ(ti) ∈ di for some wall (di, fi) ∈ D, and ci+1zvi+1 6= cizvi is a monomial
term in the power series expansion of ciz
vif
〈ui,vi〉
i , where ui is the primitive element of d
⊥
i
which is positive on vi (i.e., ciz
vif
〈ui,vi〉
i is θdi(ciz
vi) as defined in (12) for a smoothing of γ).
Fix a generic point Q ∈ NR \ Supp(D). For any p ∈ N , we define a theta function
ϑp,Q :=
∑
Ends(γ)=(p,Q)
cγz
nγ ∈ Â.(14)
Here, the sum is over all broken lines γ with ends (p,Q), and cγz
nγ denotes the monomial attached to
the final straight segment of γ. In particular, we define ϑ0,Q := 1. One can prove that these functions
ϑp,Q form a well-defined topological R̂-module basis for Â, hence also for the R̂-subalgebra ÂΘ,Q ⊂ Â
which they generate, cf. [Manb, Prop 2.14].
Furthermore, if Q and Q′ are two generic points in NR \Supp(D), and if γ is a smooth path from Q
to Q′ avoiding Joints(D), then an important result of [CPS] says that ϑp,Q′ = θγ,D(ϑp,Q). Hence, as
an abstract algebra, ÂΘ,Q is independent of Q, and so we denote it by just ÂΘ. Similarly, we denote
ϑp,Q ∈ ÂΘ,Q = ÂΘ by simply ϑp.
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Given f =
∑
p∈N cpϑp ∈ ÂΘ, define Tr(f) := c0 ∈ R̂. This determines a symmetric multilinear
s-point function Trs : ÂsΘ → R̂,
Trs(f1, . . . , fs) := Tr(f1 · · · fs).(15)
The following lemma says that these Trs are sufficient to determine the entire multiplication structure.
Lemma 3.4 ([Manb], Thm. 2.17). Tr2 is non-degenerate as a symmetric R̂-bilinear pairing on the R̂-
module ÂΘ. Thus, given ÂΘ as a module over R̂ topologically generated by {ϑp}p∈N , the multiplication
rule giving the R̂-algebra structure is uniquely determined by Tr2 and Tr3.
We will prove, for a certain Din, that Tr
s as defined here is given by the s-point function of (5).
Specifically, the initial scattering diagram DSin with which we shall work is
DSin :=
{(
pi1(ei)
⊥, (1 + zei)|pi1(ei)|
)
: i ∈ Iuf
}
,(16)
and we denote
DS := Scat(DSin)
3.2. Effectiveness of curve classes. From the statement that the theta functions form a topological
R̂-module basis for ÂΘ, we know that for any p, q ∈ N , we can write
ϑpϑq =
∑
r
cpqrϑr
for some collection of “structure constants” cpqr ∈ R̂. Recall that R̂ = kJK⊕2 K ⊗k[K⊕2 ] k[K2 ∩ P ]. By
Lemma 2.9, κ(K⊕2 ) ⊂ NE(YS)S, hence κ(K2 ∩ P ) ⊂ NE(YS)S as well. Hence, each cpqr is a formal
sum of monomials of the form cpqrsz
s with cpqrs ∈ k and s ∈ NE(YS)S.
We would like to show that the localization of the Mori cone here is in fact not necessary, i.e., we
want to show that cpqrs = 0 unless s ∈ NE(YS) ⊂ NE(YS)S. It then follows that the kJNE(YS)K-
submodule AΘ of ÂΘ spanned topologically by the theta functions is in fact a kJNE(YS)K-subalgebra.
For this, we take advantage of the operation of mutation. Namely, for the element ei ∈ E from our
seed S, we consider the birational map µi : TN 99K TN , zpi1(n) 7→ zpi1(n)(1 + zpi1(ei))B(ei,n). [GHK15a]
shows that this map can be interpreted geometrically (up to codimension 2) as taking the blowup of
Hi as in Remark 2.3, followed by taking the blowdown of a certain locus F˜i → H ′i as in Figure 3.1.
Let C ′i denote a generic fiber of the blowdown F˜i → H
′
i, so |pi2(ei)|[C ′i] generates another extremal ray
of NE(YS,Σ). Let NE(YS)µi(S) denote the localization of NE(YS) obtained by adjoining −|pi2(ej)|[Cj ]
for j ∈ Iuf \ {i}, along with −|pi2(ei)|[C ′i].
There is a well-known seed-mutation which associates a new seed Si to each i ∈ I above. We can
use this to define a different scattering diagram Dµi(S) and an associated algebra of theta functions.
It follows from [GHKK18, Thm 1.24] that the resulting theta functions have the same multiplication
rule as before. Thus, for a coefficient cpqrs of theta the function multiplication to be nonzero, we must
have
s ∈ NE(YS)S ∩
⋂
i∈Iuf
NE(YS)µi(S).(17)
Since the classes |pi2(ei)|[Ci] and |pi2(ei)|[C ′i] for i ∈ Iuf are all distinct and extremal in NE(YS), the
intersection (17) is just NE(YS), as desired. We have thus proven the following:
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Dpi2(ei)
D−pi2(ei)
Fi
Dpi2(ei)
D−pi2(ei)
F˜i
E˜i
Dpi2(ei)
D−pi2(ei)
Ei
 
•
Hi
•H
′
i
//
µi
Figure 3.1. Consider the fan Σi in NR with rays generated by pi2(ei) and −pi2(ei).
Let pi2(ei)
′ ∈ N denote the primitive element with direction pi2(ei). The map N →
N/Zpi2(ei)′ induces a P1 fibration of the toric variety TV(Σi) over TN/Zpi2(ei)′ . The
mutation µi is the birational map TN 99K TN given by including TN into TV(Σi),
blowing up the locus Hi (left arrow), contracting the proper transform F˜i of the fibers
Fi which hit Hi down to a locus H
′
i in D−pi2(ei) (right arrow), and then taking the
complement of the proper transforms of the boundary divisors.
Lemma 3.5. The theta functions {ϑp}p∈N form a topological kJNE(YS)K-module basis for a kJNE(YS)K-
algebra AΘ.
Remark 3.6 (Relation to the Langlands dual spaces). By [GHK15a, §3.2], XS∨ is covered up to
codimension 2 by the initial cluster and the mutation-adjacent clusters. The same then follows for XS∨
and X˜S∨ . The birational automorphisms gluing these clusters in X˜Ŝ are precisely the automorphisms
associated to crossing the walls of DSin. Thus, the theta functions are realized as global regular
functions on X˜S∨ .
Now suppose that the theta functions in fact generate a polynomial algebra over k[NE(YS)]. The
identification of this algebra with Γ(XS∨ ,OXS∨ ) then follows from [GHKK18, Thm. 0.3].
4. Theta functions, tropical curves, and log GW invariants of toric varieties
4.1. Tropical description of theta functions. In this subsection we summarize some results from
[Manb] which express the theta functions in terms of certain counts of tropical curves. We work with
a fixed a seed S.
4.1.1. The module of log derivations. Our setup for describing scattering diagrams in §3.1 is a simpli-
fied version of the more general setup used in [Manb]. We briefly explain how to translate between
the two setups so that we can apply the results of [Manb] to the setup here. See also [Manb, Ex-
amples 2.1(i), 2.7(i), and 3.4(i)] for specializations of the general setup there to our situation, as well
as [Manb, Rmk. 2.3(i)] for an explanation of an additional difference between the setups (roughly,
supports of walls here are equal to pi2 of the supports of walls there).
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Recall that M := pi1(N) ⊂ M and R := k[K2 ∩ P ] where K2 = ker(pi2). As in [GPS10, §1.1],
consider the module of log derivations ΘK(N
⊕) defined by
ΘK(N
⊕) := k[N⊕]⊗ZM
with action on k[N⊕] via R-derivations defined by
f ⊗m(zn) := f〈n,m〉zn.
We will write f ⊗ m as f∂m. ΘK(N⊕) forms a Lie algebra with bracket [a, b] := ab − ba, where
multiplication means composition of derivations. In particular,
[zn1∂m1 , z
n2∂m2 ] = z
n1+n2∂〈n2,m1〉m2−〈n1,m2〉m1 .
For each n ∈ N+, let hn be the submodule of ΘK(N⊕) spanned by the element zn∂pi1(n). One
easily checks that h :=
⊕
n∈N+ hn is a Lie subalgebra of ΘK(N
⊕). Let ĥ denote the completion of h
associated to the N+-grading. For n ∈ N+ primitive, let h‖n denote the Lie subalgebra of ĥ spanned
topologically by elements of hkn for k ∈ Z>0.
Now, in the setup of [Manb], our walls would be written as (m, d, g), where m is an element of
M up to positive scaling such that the support d is contained in m⊥ ⊂ NR, and g is an element of
h
‖
n for some primitive n ∈ m⊥ ⊂ N (recall that m ∈ M ⊂ M , so we can view m⊥ as living in NR
or N). More precisely, consider a wall given in our setup by (d, f ∈ kJnK), and let u be a primitive
element of d⊥ ∩M . Then in the setup of [Manb], this wall would be expressed as (u, d, log(f)∂u), cf.
[Manb, Ex. 2.8(i)]. The wall-crossing automorphism θd as in (12) is then realized as the action of
exp
[
sgn〈u,−γ′(t)〉 adlog(f)∂u
]
.
In particular, recall the scattering diagram Din :=
{(
pi1(ei)
⊥, (1 + zei)|pi1(ei)|
)
: i ∈ Iuf
}
from (16).
In the setup of [Manb], this could be written as
Din =
{(
pi1(ei), pi1(ei)
⊥, gi :=
∞∑
w=1
w
(−1)w+1
w2
zwei∂pi1(ei)
)
: i ∈ Iuf
}
.(18)
Note that pi1(ei) = diω(ei, ·), so gi is in fact in ĥ. Denoting aiw := w (−1)
w+1
w2 (pulling a w-factor in
front like this will be convenient in §5.2), we can rewrite gi as gi =
∑∞
w=1 giw where
giw := aiwz
wei∂pi1(ei).(19)
4.1.2. Tropical Gromov-Witten invariants. We now recall some background on tropical curves. It is
convenient to work in greater generality than we will need.
Let Γ be the topological realization of a connected finite tree without bivalent vertices, and denote
the complement of the 1-valent vertices by Γ. Let Γ[0], Γ[1], and Γ
[1]
∞ denote the vertices, edges, and
unbounded edges of Γ, respectively. We equip Γ with a weight function w : Γ[1] → Z≥0 such that if
w(E) = 0, then E ∈ Γ[1]∞ . A marking of Γ is a bijection  : J → Γ[1]∞ for some index set J . We denote
Ej := (j). Let J
◦ ⊂ J denote the set of j ∈ J for which w(Ej) = 0, and let J ′ := J \ J◦.
Definition 4.1. A (genus 0) parameterized tropical curve (Γ, h) (in NR) is data Γ, w,  as above (the
weight and marking are suppressed in the notation), along with a continuous map h : Γ → NR such
that
• For each E ∈ Γ[1] with w(E) > 0, h|E is a proper embedding into an affine line with rational
slope. If w(E) = 0, then h(E) is a point.
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• The balancing condition: For any edge E 3 V with w(E) > 0, denote by u(V,E) the
primitive integral vector emanating from h(V ) into h(E). Then∑
E3V
w(E)u(V,E) = 0.(20)
For non-compact edges Ei 3 V , we may denote u(V,Ei) as simply uEi . Similarly, we may write uE in
place of u(V,E) if V is clear or if the direction only matters up to scaling.
An isomorphism of marked parameterized tropical curves (Γ, h) and (Γ′, h′) is a homeomorphism
Φ : Γ → Γ′ respecting the weights and markings such that h = h′ ◦ Φ. A tropical curve is then
defined to be an isomorphism class of parameterized marked tropical curves. We will let (Γ, h) denote
the isomorphism class it represents, and we will often abbreviate this as simply Γ or h.
A tropical disk is defined in the same way except that there is an edge E0 ∈ Γ[1]∞ of possibly
positive weight which is contracted by h. The associated label in J is viewed as being in J◦, not J ′.
Let V0 denote the vertex of E0. The balancing condition is still required to hold at the vertex V0 of
E0 for some uniquely determined primitive vector u(V0,E0) ∈ N (or for u(V0,E0) = 0 if w(E0) = 0, in
which case the tropical disk can be viewed as a tropical curve).
Let val(V ) denote the number of edges containing V (the valence of V ). Let Flags(Γ) denote the
set of flags (V,E), V ∈ E, of Γ. The type of a tropical curve or disk is the data of Γ, w, and , along
with the data of the map u : Flags(Γ) → N , (V,E) 7→ u(V,E). The degree ∆ of a tropical curve or
disk is the data of J along with the corresponding map ∆ : J → N , ∆(j) = w(Ej)uEj . In the case of
a tropical disk, we say that ∆ also remembers which edge is the special one E0 which is contracted
despite possibly having positive weight.
Definition 4.2. An affine constraint A is a tuple (Aj)j∈J of affine subspaces of NR with rational
slope, each equipped with a weight11 w(Aj) ∈ Z>0. A tropical curve or disk (Γ, h) matches the
constraint A if h(Ej) ⊂ Aj for all j ∈ J . Now consider a map Ψ : J◦ → Z≥0, denoting sj := Ψ(j).
We say (Γ, h) satisfies the ψ-class conditions Ψ if
val(V )− 3 ≥
∑
j∈J◦
Ej3V
sj(21)
for each vertex V ∈ Γ[0]. Let 〈V 〉 denote the multinomial coefficient
〈V 〉 := (val(V )− 3)!∏
j∈J◦
Ej3V
sj !
(22)
and denote 〈Γ〉 := ∏V ∈Γ[0]〈V 〉.
Let T0,∆(A,Ψ) denote the space of genus 0 degree ∆ tropical curves or disks which match the
constraint A and satisfy a ψ-class condition Ψ. By [MRa, Lem 2.14] (which is stated for tropical
curves but easily extends to allow for tropical disks), this space is finite (and (21) is an equality for
each V ) for generic translates of the Aj ’s whenever∑
j∈J
codim(Aj) +
∑
j∈J◦
sj = #J + r − 3.(23)
11Most of [MRa] treats these weights as being 1, but a generalization allowing for other weights appears in [MRa,
Def. 4.17]. Multiplying w(Aj) by k just has the effect of multiplying the multiplicities of our tropical curves by k.
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Under these conditions (i.e., when (23) is satisfied and the Ai’s are chosen generically among their
translations), T0,∆(A,Ψ) and the tropical curves/disks it contains are called rigid. So assuming
rigidity of T0,∆(A,Ψ), after describing how to assign a “multiplicity” Mult(Γ) ∈ Z≥1 to each Γ ∈
T0,∆(A,Ψ), one can define
GWtrop0,∆ (A,Ψ) :=
∑
(Γ,h)∈T0,∆(A,Ψ)
〈Γ〉Mult(Γ).(24)
For the cases we care about, sj will be nonzero for only one j, and so since rigidity ensures that (21)
is always an equality, 〈Γ〉 will always be 1. We note that (24) is independent of the generic translates
of the Aj ’s for tropical curves, but for tropical disks we will have to specify A0 more precisely.
4.1.3. Multiplicities of tropical curves and disks. The definition of Mult(Γ) used in [MRa, Lem/Def
2.16] (due to [NS06] when there are no ψ-classes) is given in a form which is impractical for the appli-
cations we consider here. This motivated the paper [MRb], which shows that the same multiplicities
can alternatively be computed as follows:
Consider a rigid (Γ, h) ∈ T0,∆(A,Ψ). For each j ∈ J , let αj denote an index-w(Aj) element (unique
up to sign) of ΛcodimAjM ⊂ Λ∗M whose kernel is parallel to Aj , i.e., the contraction ιn(αj) = 0 if
and only if n is parallel to Aj . We pick a flow on Γ by choosing one vertex V0 to serve as the sink.
Using this flow, we will recursively associate an element ωE of Z[N ]⊗ Λ∗M (determined up to sign)
to every edge E of Γ. For each j ∈ J , we associate the element
ωEj := z
w(Ej)uEj ⊗ αj
to the edge Ej . Now consider a vertex V 6= V0 with E1, . . . , Ek flowing into V and EV the unique
edge flowing out of V . If ωEi = z
ni ⊗ αi is the element associated to Ei, i = 1, . . . , k, we define the
element associated to EV to be
ωEV := lk(z
n1 ⊗ α1, . . . , znk ⊗ αk) := znV ⊗ ιnV (α1 ∧ · · · ∧ αk),(25)
where nV := n1 + . . .+ nk.
Finally, if E1, . . . , Es are the edges containing V0, define
ω0 := ωE1 · · ·ωEs ∈ 1⊗ ΛrM ⊂ Z[N ]⊗ Λ∗M.
Here, balancing ensures that the first factor is 1 (the exponents of the monomial terms cancel out),
and rigidity ensures that the wedge product is of top degree. Then [MRb, Thm. 1.2] says that
Mult(Γ) = |ω0|(26)
by which we mean the index of ω0 in Λ
rM .
Finally, while [MRb] focused on tropical curves, we note that the above recipe yields a well-defined
number Mult(Γ) when Γ is a rigid tropical disk as well.
4.1.4. Theta functions from tropical curve counts. We next describe the specific tropical degrees and
conditions used in the main theorems of [Manb], applied to the scattering diagram D := Scat(Din)
for Din the initial scattering diagram (18) associated to a seed S = (N, I,E := {ei}i∈I , F,B).
Let w := (wi)i∈Iuf be a tuple of weight vectors wi := (wi1, . . . , wili) with wi1 ≤ . . . ≤ wili ,
wij ∈ Z>0. For Σli denoting the group of permutations of {1, . . . , li}, let
Aut(w) ⊂
∏
i∈Iuf
Σli
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be the group of automorphisms of the second indices of the weights wi which act trivially on w.
Let p be an s-tuple (p1, . . . , ps) of elements of N . For n ∈ N and ϕ : NR → NR as in (13), let
Wp(n) denote the set of weight vectors w such that∑
i∈Iuf
li∑
j=1
wijei +
s∑
k=1
ϕ(pk) = n.
Let
Jw,p := {(i, j)|i ∈ Iuf , j = 1, . . . , li} ∪ {1, . . . , s} ∪ {out,∞}.
We will often write the pairs (i, j) as simply ij.
For w ∈ Wp(n), let ∆w,p denote the degree
∆w,p : Jw,p → N
with ∆w,p((i, j)) := wijpi2(ei), ∆w,p(k) = pk for k = 1, . . . , s, ∆w,p(out) = −pi2(n), and ∆(∞) = 0.
We view ∆w,p as the degree of a tropical disk, with Eout being the special edge E0.
Given a generic point Q ∈ NR and w ∈ Wp(n), we define the incidence conditions Aw,p,Q as
follows: Each Aij is taken to be a generic translate of di = pi1(ei)
⊥ ⊂ NR with w(Aij) = |pi1(ei)|.
We take Ak := NR for each k = 1, . . . , s and for k = ∞ (i.e., the incidence conditions on the Ek’s
are trivial), and we take Aout = Q. For our ψ-class conditions, we define Ψw,p : J
◦
w,p → Z≥0 by
Ψw,p(out) = s− 1 and Ψw,p(k) = 0 for any other k ∈ J◦w,p.
Remark 4.3. In the setup of [Manb], the marked point∞ is not included, but Ψw,p(out) is taken to be
s− 2 instead of s− 1. This change in the ψ-class condition forces the valence of the vertex V0 ∈ Eout
to be higher by 1, thus forcing the extra contracted edge E∞ to contain V0, so there is an obvious
bijection between the tropical curves/disks in the two setups. This modification of the tropical data
corresponds to the geometric modification discussed in Remark 1.3, and it allows us to avoid treating
the s = 1 case separately.
With these conditions and w ∈ Wp(n), T0,∆w,p(Aw,p,Q,Ψw,p) is finite, so we can count its el-
ements using the multiplicities Mult introduced above, yielding numbers GWtrop0,∆w,p(Aw,p,Q,Ψw,p).
Alternatively, [Manb, §3.1.2] defines slightly different multiplicities M˜ult (explained below), and with
these one defines
Ntropw,p(Q) :=
∑
Γ∈T0,∆w,p (Aw,p,Q,Ψw,p)
M˜ult(Γ) ∈ Â.
For Γ ∈ T0,∆w,p(Aw,p,Q,Ψw,p), we define the multiplicity M˜ult(Γ) by modifying the definition of
Mult(Γ) as follows: For the sink of our flow, we use the vertex V0 contained in Eout. Then in the
recursive construction, we associate to each edge E an element ωE of the Lie algebra A⊕ h for A as
in §3.1 and h as in §4.1.1. The bracket is given by
[a1 + h1, a2 + h2] = [a1, a2] + h1 · a2 − h2 · a2 + [h1, h2],(27)
where · is the derivation action of h on A.
To Eout and E∞ we associate the element 1 ∈ A. To Eij we associate the element giwij as defined in
(19). To Ek for k = 1, . . . , p we associate z
ϕ(pk) ∈ A. Then at a vertex V 6= V0 (necessarily trivalent,
so with exactly two edges flowing in), instead of applying l2 as in (25), we simply take the Lie bracket
of the two incoming elements (for a certain choice of ordering) in order to produce the outgoing ωEV .
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Finally, for each E 3 V0, ωE is in fact an element of A, and the product
∏
E3V ωE in A is, up to sign,
equal to M˜ult(Γ). This element M˜ult(Γ) ∈ A has the form kawznout for some nonzero integer k,
aw :=
∏
ij
aiwij ,
and nout :=
∑
ij wijei +
∑s
k=1 ϕ(pk), i.e., nout is the element of N such that w ∈ Wp(nout). As
explained in [Manb, Ex. 3.4(i)], the correct sign of M˜ult(Γ) is the one for which k is positive.
Now, in the definition of Mult(Γ), the elements giwij = aiwijz
wijei∂pi1(ei) above would have instead
been zwijpi2(ei)∂pi1(ei), while the elements associated to Ek for k = 1, . . . , s would have been z
pk instead
of zϕ(pk). Then in the computation of Mult, the element ωEout is z
−pi2(nout) times a primitive element
of ΛtopM . The element ωE∞ is still 1. Note that pi2 : N → N induces a map pi2 : A⊕h→ Z[N ]⊗Λ∗M
(i.e., applying pi2 to the exponents), and for l2 as in (25) and any a, b ∈ A⊕h, we have l2(pi2(a), pi2(b)) =
pi2([a, b]) for [·, ·] as in (27). One now checks that
M˜ult(Γ) = aw Mult(Γ)z
nout .(28)
4.1.5. Theta functions and scattering diagrams in terms of tropical invariants. We are now ready to
state [Manb]’s result expressing theta functions in terms of tropical disk counts.
Lemma 4.4 ([Manb] Thm. 3.9 and Prop 2.15). For p := (pi)i=1,...,s an s-tuple of elements of N , let
α(p; p) denote the ϑp-coefficient of
∏s
i=1 ϑpi . Then
α(p; p)zϕ(p) =
∑
r∈K+2
∑
w∈Wp(ϕ(p)+r)
Ntropw,p(Q)
|Aut(w)|(29)
for Q chosen to be sufficiently close to the ray through p (or for Q anywhere if p = 0).
Remark 4.5. Using (28), note that we can rewrite (29) as
α(p; p) =
∑
r∈K+2
∑
w∈Wp(ϕ(p)+r)
aw
GWtrop0,∆w,p(Aw,p,Q,Ψw,p)
|Aut(w)| z
r.(30)
Given data p, p, r, and w ∈ Wp(ϕ(p) + r) as in (30), it follows immediately from the definition of
∆w,p and the description of κ in Theorem 2.8 that κ(r) ∈ N1(YS ,Z) is the class of a curve having
intersection number
∑li
j=1 wij with [Ei] for each i ∈ Iuf , plus for each ray ρ of Σ, having intersecting
number with Dρ equal to
∑
pi∈ρ |pi|, plus −|p| if p ∈ ρ.
Corollary 4.6. If (YS,Σ, DS,Σ) supports an ample divisor on its boundary, then the theta functions
in fact generate an algebra over k[NE(YS,Σ)] (as opposed to over some formal completion of this).
Proof. By possibly replacing Σ by a refinement, we have that DS,Σ supports an effective ample divisor
H. After possibly replacing H with DS,Σ +kH for k a sufficiently large integer, we can always assume
that H is of the form
∑
ρ∈Σ[1] aρDρ with each aρ in Z≥1. By Lemma 3.5, the coefficient of ϑp in the
theta function expansion of the product
∏s
i=1 ϑpi is an (a priori formal) sum of monomials whose
exponents correspond to elements of the Mori cone NE(YS,Σ), hence have positive intersection with
H. Furthermore, Remark 4.5 ensures that the intersections of these classes with H are determined
by p and p, and for fixed p we see that there are only finitely many possibilities for p for which this
intersection number with H will in fact be positive. Thus, there are only finitely many p’s for which
the ϑp-coefficient can be nonzero.
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So now it suffices to show that for fixed p and p, there are only finitely many curve classes with the
associated intersection number d with H. Note that there always exists a rational polyhedral cone
Ξ ⊂ N1(YS,Σ) such that NE(YS,Σ) ⊂ Ξ and such that H is positive on Ξ \ {0}.12 Since Ξ is finitely
generated, it clearly contains only finitely many elements whose pairing with H is d, and so the same
holds for NE(YS,Σ) ⊂ Ξ, as desired. 
4.2. Log Gromov-Witten invariants. Let us recall and extend the setup from §1.1. Given a
smooth log pair Y † = (Y,D), we can consider the integral points B(Z) of the cone over the dual
intersection complex of some D˜. In particular, when (Y,D) is (YS,Σ, DS,Σ) or (TV(Σ˜), ∂ TV(Σ˜)) for
Σ˜ a complete fan in N , the set B(Z) is identified with N .
Recall that a tropical degree is a map ∆ : J → B(Z) for some finite index-set J . Let J◦ := ∆−1(0).
Let Σ be the fan in B for Y †. Let η : (Y˜ , D˜) → (Y,D) denote a toric blowup corresponding to a
refinement Σ˜ of Σ. We can assume that Y˜ is projective and that ∆ is a torically transverse degree
for Σ˜, meaning that ∆(j) is contained in a ray ρ ∈ Σ˜ for each j ∈ J ′. Recall that D∆(j) ⊂ D˜ denotes
the corresponding boundary component.
For β ∈ NE(Y˜ ), we consider the moduli stack Mlog0,∆(Y˜ †, β) as in §1.1. We have evaluation maps
evi for each i ∈ J and ψ-classes ψi as in (2).
Define a map Z : J → A∗(Y˜ ), denoting Zj := Z(j). Let Ψ be a map from J◦ to Z≥0, and denote
sj := Ψ(j). We define log Gromov-Witten invariants by
GWlog
0,Y †,∆,β(Z,Ψ) :=
∫
[Mlog0,∆(Y˜ †,β)]vir
 ⋃
j∈J◦
ψ
sj
j
 ∪
⋃
j∈J
ev∗j (Zj)
 .(31)
The main result of [AW18] ensures that this is independent of the choice of toric blowup Y˜ of Y .
Suppose (Y˜ , D˜) above is a nonsingular complete toric variety with cocharacter lattice N and fan Σ˜,
so B(Z) = N . Consider an affine linear subspace A ⊆ NR with rational slope. Given a point x in the
big torus orbit of Y , we obtain a subvariety ZA,x as follows: Let A
⊥ denote the m ∈M which pair to
0 with the tangent directions to A. Let zm(x) denote zm evaluated at x. Then ZA,x is the subvariety
corresponding to the ideal sheaf 〈zm − zm(x)|m ∈ A⊥〉. In particular, when A ⊂ NR is just a point,
ZA,x = x. Note that dimk(ZA,x) = dimR(A). We denote the corresponding Chow class (independent
of x) by [ZA].
Now suppose we have data N,∆,A,Ψ as in §4.1.2. Define ZA : J → A∗(Y˜ ) by ZA(j) = [ZAj ]. Let
[∆] ∈ NE(Y˜ ,Z) be the unique curve class such that
[∆].[Dρ] =
∑
j∈J
∆(j)∈ρ
|∆(j)|
for each ray ρ of Σ˜. We define
GWlog0,∆(A,Ψ) := GW
log
0,TV(Σ˜)†,∆,[∆]
(ZA,Ψ).(32)
The genus 0 case of [MRa, Thm 4.15], or alternatively [Gro18, Cor 5.2], states the following (∆
here is assumed to be a tropical curve degree, not a tropical disk degree):
12In fact, as the author has learned from Sean Keel, DS,Σ supporting an ample divisor implies that (YS,Σ, DS,Σ) is
log Fano, hence that NE(YS,Σ) itself is rational polyhedral by [BCHM10, Cor. 1.3.2].
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Theorem 4.7 ([Gro18, MRa]).
GWlog0,∆(A,Ψ) = GW
trop
0,∆ (A,Ψ).
In particular, the tropical invariants of (30) when p = 0 can be replaced with the corresponding
log invariants, yielding:
Lemma 4.8.
α(p; 0) =
∑
r∈K+2
∑
w∈Wp(r)
aw
GWlog0,∆w,p(Aw,p,Q,Ψw,p)
|Aut(w)| z
r.
5. Degeneration
In this section, we will use a degeneration of our cluster varieties to relate the toric log Gromov-
Witten invariants from Lemma 4.8 to log Gromov-Witten invariants of the cluster variety. First
though, we will need an important new technical result which says that curves satisfying “somewhat
generic” conditions are torically transverse.
5.1. Toric transversality lemma.
Notation 5.1. We will write A◦w,p,Q to indicate the tropical incidence conditions Aw,p,Q as in §4.1.4,
except with each Aij chosen to contain the origin in NR (rather than being chosen to be a generic
translate). We write A◦w,p,0 to indicate that Q = 0 as well.
Consider the invariants GWlog0,∆w,p(Aw,p,Q,Ψw,p) of Lemma 4.8, and consider a curve ϕ
† = [ϕ† :
C† → TV(Σ˜)†] ∈ Mlog0,∆w,p(TV(Σ˜)†, [∆w,p]). We say that ϕ† satisfies somewhat generic incidence
and ψ-class conditions if it satisfies generically chosen representatives of the conditions ZAw,p,Q(out) =:
yout and Ψw,p, along with representatives of ZAw,p,Q((i, j)) for each (i, j) ∈ Jw,p which are not
necessarily generic, but which at least intersect the interior of Di. The tropicalization of ϕ
† (in the
sense of [GS13])13 is in T0,∆w,p(A
◦
w,p,0,Ψw,p). We wish to prove the following:
14
Lemma 5.2 (Toric transversality lemma). Suppose [ϕ† : C† → TV(Σ˜)†] ∈Mlog0,∆w,p(TV(Σ˜)†, [∆w,p])
satisfies somewhat generic incidence and ψ-class conditions representing the classes ZAw,p,Q and Ψw,p
as in the invariants of Lemma 4.8. Assume ∆w,p is a torically transverse degree for Σ˜. Then ϕ(C)
is torically transverse in TV(Σ˜).
First, we need the following simple observation:
Lemma 5.3. A basic stable log curve in TV(Σ˜)† is torically transverse if and only if all of its
tropicalizations are supported on the 1-skeleton of Σ˜.
13In this version of tropicalization from [GS13, §1.4], when a component of the basic log curve maps to the toric
stratum corresponding to a cone σ ∈ Σ˜, there is corresponding vertex of the tropical curve which can live anywhere in σ,
with the precise location in σ depending on a choice of pullback to the standard log point. Nodes (respectively, marked
points) of the log curve then correspond to compact edges (respectively, non-compact edges) of the tropicalization. The
somewhat-genericness of the incidence conditions ensures that their tropicalizations pass through the origin.
14Note that Lemma 5.2 makes sense (and will hold) even in the s = 1 case thanks to our convention of including
the extra marked point x∞.
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Let ?(0) ⊂ NR denote the union of all rational-slope lines through the origin. Let [ϕ† : C† →
TV(Σ˜)†] ∈ Mlog0,∆w,p(TV(Σ˜)†, [∆w,p]) be an arbitrary basic stable log map which satisfies our some-
what generic incidence and ψ-class conditions. By the assumption that ∆w,p is a torically transverse
degree for Σ˜, the tropicalization (Γ, h) of ϕ† (for any pullback of the log structure to the standard
log point) is supported on the 1-skeleton of Σ˜ if and only if it is supported on ?(0). Thus, to prove
Lemma 5.2, it suffices to prove that any (Γ, h) obtained as a tropicalization of ϕ† must be supported
on ?(0).
We will need some new definitions regarding tropical curves. By a contractible tropical curve we
will mean a tropical curve as before, but now we allow compact positive-weight edges to be contracted
by h. Each flag E 3 V is still assigned a designated primitive direction u(V,E) (i.e., as part of the
data of the contractible tropical curve) such that the balancing condition still holds and such that
u(V,E) = −u(V ′,E) for V, V ′ the two vertices of E. One can define the type of a contractible tropical
curve just as for the tropical curves of §4.1.2, keeping in mind that contracted edges have directions.
Tropical curves as in §4.1.2 (i.e., without contracted compact positive-weight edges) will sometimes
be referred to as contracted tropical curves.
Given a contractible tropical curve (Γ′, h′), we can obtain a contracted tropical curve as follows: for
each compact positive-weight edge of Γ′ contracted by h′, we simply contract the edge in the domain
before applying h′ to get a new domain Γ. Then h is the map Γ → NR such that the contraction
Γ′ → Γ composed with h is equal to h′. We call this new tropical curve (Γ, h) the contraction of
(Γ′, h′), and we say that (Γ′, h′) is an expansion of Γ. We say that a contractible tropical curve is in
some T0,∆(A,Ψ) if its contraction is.
The point of this terminology is that the moduli space of basic stable log maps is stratified by
tropical types (cf. [ACGSa]), with the type of a stratum σ being a contraction of the type associated
to any stratum of ∂σ.
Consider Γ ∈ T0,∆(A,Ψ), possibly contractible. As in the computation of Mult(Γ) in (26), we
choose a flow on Γ by specifying a vertex V0 to serve as the sink. We recursively define affine linear
spaces AE associated to each edge E ∈ Γ[1] as follows. For each j ∈ J , we take AEj := Aj . For each
vertex V 6= V0, if E1, . . . , Ek are the edges flowing into V and EV is the unique edge flowing out of
V , then we define
AE := RuEV +
k⋂
i=1
AEi .
Then for each E 3 V0, we define AV0,E := AE . Of course, we could take V0 to be any vertex of Γ[0],
and in this way we obtain linear spaces AV,E for all flags of Γ. One sees by induction that each vertex
V must be contained in AV,E for each E 3 V .
Let us now specialize to the case of T0,∆w,p(A
◦
w,p,Q,Ψw,p). Recall from §2.1 that the seed data S
included a form B on N which is skew-symmetrizable in the sense that there exists a skew-symmetric
form ω on N and positive integers {di}i∈Iuf such that B(ei, ej) = diω(ei, ej) for all i, j ∈ Iuf . In
particular, this implies that ker(ω|Nuf ) = ker(pi2|Nuf ), so ω induces a non-degenerate skew-symmetric
form ω on Nuf := pi2(Nuf). Furthermore, we see that pi1(ei)|Nuf = diω(ei, ·)|Nuf for each i ∈ Iuf .
Hence, the conditions Aij of A
◦
w,p,Q satisfy Aij ∩ Nuf,R = uω⊥Eij , where for u ∈ Nuf , uω⊥ := {n ∈
Nuf,R : ω(u, n) = 0}. This motivates the following:
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Lemma 5.4. Let Γ ∈ T0,∆w,p(A◦w,p,Q,Ψw,p). For V ∈ Γ[0] and E 3 V , Let Γ(V,E) denote the closure
in Γ of the connected component of Γ \ V which contains the interior of E. Suppose all unbounded
edges of Γ(V,E) are labelled by pairs (i, j) ∈ Jw,p. Then uE ∈ Nuf and AV,E ∩Nuf,R ⊂ uω⊥E .
Proof. This follows from induction: The claim holds for the edges Eij by the observations preceding
the Lemma. If E1, . . . , Ek are the edges flowing into a vertex V
′ and E′ is the edge flowing out,
then uEi ∈ Nuf for each i = 1, . . . , k implies the same for uE′ by the balancing condition. Similarly,
AEi ⊂ uω⊥Ei for each i implies that
k⋂
i=1
AEi ⊂
(
k∑
i=1
w(Ei)uEi
)ω⊥
= uω⊥E′ ,
hence
RuE′ +
k⋂
i=1
AEi ⊂ uω⊥E′ ,
as desired. 
The following Lemma says that Q being generic is enough to ensure that tropical curves in
T0,∆w,p(A
◦
w,p,Q,Ψw,p) resemble s-tuples of broken lines meeting at a point.
Lemma 5.5. Fix a generic Q ∈ NQ. Let (Γ, h) ∈ T0,∆w,p(A◦w,p,Q,Ψw,p). Let Vout be the vertex
of Γ contained in Eout. Then each component of Γ \ Vout other than (the interior of) Eout contains
precisely one unbounded edge of the form Ek for k = 1, . . . , s,∞ ∈ Jw,p.
Proof. Suppose a component Γ′ does not contain any such edge. Let E′ be the edge of Γ′ whose
closure in Γ contains Vout. Then by Lemma 5.4, AVout,E′ has codimension at least one, and so the
generic point Q (and thus Vout) cannot be contained in AVout,E′ . This gives a contradiction.
On the other hand, Ψw,p ensures that the valence of Vout is at least (s + 2), so no component of
Γ \ Vout can contain more than one of the edges from {E1, . . . , Es, E∞, Eout}. 
Proof of Lemma 5.2. A choice of genericQ ∈ NQ determines (after a finite base change) a deformation
youtt of the point y
out =: yout0 into the boundary of TV(Σ˜), cf. [MRa, §3.2.1]. Denote the limit in the
boundary by yout1 . Since y
out was chosen generically, any curve [ϕ† : C† → TV(Σ˜)†] satisfying the
somewhat generic conditions with yout = yout0 will deform to a log curve ϕ
†
t satisfying the conditions
with yout replaced by youtt . The curves ϕ
†
0 and ϕ
†
1 admit tropicalizations (Γ, h) ∈ T0,∆w,p(A◦w,p,0,Ψw,p)
and (Γ1, h1) ∈ T0,∆w,p(A◦w,p,Q,Ψw,p), respectively. Furthermore, since ϕ†1 is a degeneration of ϕ†0,
(Γ1, h1) must be have the same type as some expansion (Γ
′, h′) of (Γ, h).
Suppose Γ is not supported on ?(0). The incidence conditions at least force h(Vout) = 0, where
Vout denotes the vertex contained in Eout. Let V
′ be a vertex of Γ′ of minimal distance from Vout
which is not at 0 and whose adjacent edges have directions not all parallel to the ray through h(V ′).
For E′ 3 V ′ the edge on the component of Γ′ \ V ′ containing Vout, we necessarily have uE′ parallel
to the ray through h(V ′), and so AV ′,E′ contains the line `V ′ through 0 and h(V ′). By Lemma 5.5,
the component of Γ′ \Vout containing V ′ includes exactly one of the edges Ek, k = 1, . . . , s. It follows
that AV ′,E′ has dimension at most 2.
If the dimension is 2, then Lemma 5.4 applies to the other edges Ei, i = 1, . . . , l containing V
′, so
they satisfy AV ′,Ei ∩Nuf,R ⊂ uω⊥Ei . Since balancing forces these edges to point in different directions
and ω is non-degenerate, these codimension 1 spaces are non-equal, hence intersect to give a space
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of codimension at least 2. But since each AV ′,Ei contains V
′ and 0, they must contain `V ′ , so the
intersection with AV ′,E′ is 1-dimensional, hence non-transverse. However (giving the edges of Γ1 the
same names as the corresponding edges of Γ′), translating Q moves h1(E′) independently from the
other edges Ei containing V
′. So h1(V ′) is contained in a translate of the space AV ′,E′ which has
dimension at most 2, but also in the space
⋂l
i=1AV ′,Ei , which has codimension at least 2 and intersects
AV ′,E′ non-transversely, thus giving a contradiction.
Similarly, if AV ′,E′ is 1-dimensional, then still one of the AV ′,Ei is contained in u
ω⊥
Ei
, which again
must contain `V ′ , hence have 1-dimensional intersection with AV ′,E′ . This again is impossible for
generic translates of Q by the same argument. The claim follows. 
5.2. Relating the invariants of TV(Σ˜)† and (YS,Σ˜, DS,Σ˜). Recall from Remark 2.3 that the pair
(YS,Σ˜, DS,Σ˜) can be constructed by, for each i ∈ Iuf , blowing up the scheme-theoretic intersection
Hi := Dpi2(ei) ∩ Z((ai + zpi1(ei))|pi2(ei)|) ⊂ TVN (Σ˜)
for some ai ∈ k∗, possibly followed by some toric blowdowns which (by [AW18]) do not affect log
invariants. Lemma 4.8 allows us to express the theta functions associated to (YS,Σ˜, DS,Σ˜) in terms
of certain log Gromov-Witten numbers of TVN (Σ˜). We wish to relate these to log Gromov-Witten
numbers of (YS,Σ˜, DS,Σ˜). More precisely, we wish to prove the following:
Proposition 5.6. Given a tuple p = (p1, . . . , ps) of vectors in N , consider the tropical degree ∆p as
in (1). Given β ∈ NE(YS,Σ˜), let W(β) denote the set of weight vectors w such that
∑li
j=1 wij = β.[Ei].
Let Z(s+ 1) = [pt] and Z(i) = [YS,Σ˜] for all other i. Let Ψ(s+ 1) = s− 1 and Ψ(i) = 0 for all other
i. Let η denote the toric blowdown Y †
S,Σ˜
→ Y †S,Σ. Then
GWlog
0,Y †
S,Σ˜
,∆p,β
(Z,Ψ)zη∗β =
∑
r∈K+2
∑
w∈Wp(ϕ(p)+r)
aw
GWlog0,∆w,p(Aw,p,Q,Ψw,p)
|Aut(w)| z
r.(33)
Here, zr is viewed as an element of kJNE(YS,Σ˜)K by using κ to identify K2 with N1(YS,Σ). Remark
4.5 tells us already that κ(r) is indeed equal to η∗(β).
The strategy is to take a degeneration of YS,Σ˜, pictured in Figure 5.2, as is done for two-dimensional
cases in [GPS10, §5]. To do this, let N ′ := N ⊕ Z, and let Σ˜× denote the fan in N ′R equal to the
product of Σ˜ with the fan for A1. That is, for each cone σ ∈ Σ˜, there are two cones in Σ˜× given by
σ × {0} and σ˜ := σ × R≥0. Then TV(Σ˜×) = TV(Σ˜) × A1, and the projection t : N ′ → Z induces a
map of fans giving a projection t× : TV(Σ˜×)→ A1.
For any n ∈ N , let ρn denote the ray generated by n in N (or the origin of n = 0), and recall that
for n 6= 0, n′ denotes the primitive vector in N with direction n. Now for each i ∈ Iuf , we refine the
cone ρ˜pi2(ei) ⊂ Σ˜× by adding the ray R≥0(pi2(ei)′, 1). We then further refine the cones of Σ˜× until we
achieve a non-singular fan Σ˜′ such that the projection t′ : TV(Σ˜′)→ A1 induced by t is projective.
Consider the cones in Σ˜′ which are contained in ρ˜pi2(ei) for some i ∈ Iuf , or in ρ˜pi for some pi
from p. Let Σ˜◦ denote the set of all such cones except for the ones which are entirely contained in
(NR, 0) ⊂ N ′R. Let Y
◦
0 ⊂ TV(Σ˜′) denote the union of all toric strata of TV(Σ˜′) which correspond
to cones in Σ˜◦. Let D
◦
0 ⊂ Y
◦
0 denote the union of all codimension-2 toric strata of TV(Σ˜
′) which
correspond to 2-dimensional cones in Σ˜◦. By assuming that Σ˜ was sufficiently refined, we can assume
that D
◦
0 is non-singular (in particular, the strata of D
◦
0 are disjoint).
THETA BASES AND LOG GROMOV-WITTEN INVARIANTS OF CLUSTER VARIETIES 25
Finally, we blow up TV(Σ˜′) along the subvariety cut out by the loci H
′
i := Z(ai + z
(pi1(ei),0)) ∩
D(pi2(ei),0) for each i ∈ Iuf . Let E˜i, i ∈ Iuf , denote the respective exceptional divisors. We denote the
resulting projective log smooth family by
pi† : Y˜ †
S,Σ˜
→ (A1)†,
where the log structure of Y˜ †
S,Σ˜
is the divisorial log structures with respect to the proper transform of
the toric boundary of TV(Σ˜′), and for (A1)† we use the divisorial log structure with respect to 0 ∈ A1.
Let Y ◦0 denote the the preimage of Y
◦
0 under the blowups of the loci Hi. Similarly, let D
◦
0 denote
the proper transform of D
◦
0 under these blowups. Let Y˜
◦
S,Σ˜
denote the space Y˜S,Σ˜ equipped with the
divisorial log structure associated to the divisor Y ◦0 . We then equip Y
◦
0 with the log structure pulled
back via the inclusion of Y ◦0 into Y˜
◦
S,Σ˜
. For each i ∈ Iuf , let Bli denote the strata of Y ◦0 corresponding
to cones in ρ˜pi2(ei). Similarly, for each pi, i = 1, . . . , s, let Blpi denote the strata of Y
◦
0 corresponding
to cones in ρ˜pi .
Let Y †t denote pi
−1(t) with the log structure induced by the inclusion into Y˜ †
S,Σ˜
. Note that for t 6= 0,
Y †t is simply the cluster variety Y
†
S,Σ˜
whose log GW invariants we are interested in, while Y †0 includes
Y ◦0 = TV(Σ˜) ∪
⋃
i∈Iuf
Bli(34)
(with slightly different log structure) along with some additional strata. Let Ei,t := E˜i ∩ Y †t . Let Bl′i
denote the component of Bli containing Ei,0, and let Bl
′
i denote the image of Bl
′
i under blowing down
the Ej,0’s which it contains. Let F i := Z(ai+z
(pi1(ei),0))∩Bl′i, and let Fi be the proper transform of F i
under the blowups of the loci H
′
j . There is a fibration of Bl
′
i with generic fibers (those not contained
in the boundary of Bl
′
i) being P1, and with the two components of D◦0 ∩BlEi,0 being sections. F i can
be viewed as the union of the fibers which intersect H
′
i. Let CFi ∈ NE(Bl′i)Q be the class of the proper
transform of one of these P1-fibers in F i. Let D◦0,i be the component of D◦0 which intersects Fi.
Since pi† is log smooth, [MRa, Thm. A.3] says that the log Gromov-Witten invariants do not
depend on t. Hence, when proving Proposition 5.6, we can replace (YS,Σ˜, DS,Σ˜)
∼= Y †t (t 6= 0) with Y †0 .
Consider the blowdown map b : Y †0 → TV(Σ˜). Suppose [ϕ† : C† → Y †0 ] ∈ Mlog0,∆p(Y
†
0 , β) sat-
isfies generic representatives of the incidence condition ev∗out([pt]) and the ψ-class conditions ψ
s−1
out .
Then b ◦ ϕ : C → TV(Σ˜)† can be equipped with a log structure making it into a curve in some
Mlog0,∆w,p(TV(Σ˜)†, [∆w,p]) which satisfies somewhat generic representatives of the conditions ZAw,p,Q
and Ψw,p. In particular, by Lemma 5.2, b ◦ ϕ(C) must be torically transverse. Hence ϕ(C) must be
torically transverse, and furthermore, any components of ϕ(C) mapping to any Bli must be supported
on fibers of the blowdown map b.
We illustrate this setup in Figure 5.2.
Lemma 5.7. Consider the locus of ϕ† ∈ Mlog0,∆p(Y
†
0 , β) satisfying generic representatives of the con-
ditions Z and Ψ. Then the obstruction theory on this locus is unchanged if we view the maps ϕ† as
basic stable log maps to Y ◦0 instead of to Y
†
0 .
Proof. We saw above that the image of such ϕ† is necessarily torically transverse, so the only boundary
divisors such curves can intersect are those in D◦0 . Thus, forgetting the log structure along the other
boundary divisors does not affect the obstruction theory. 
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Figure 5.2. A sketch of the
degeneration Y˜ †
S,Σ˜
of Y †
S,Σ˜
.
The top part is a general fiber
YS,Σ˜, while the bottom is the
0-fiber Y †0 . The bold part of
Y †0 forms Y
◦
0 , with the bolder
beaded lines indicating D◦0 .
The thin curve in TV(Σ˜) rep-
resents a curve b ◦ ϕ(C).
TV(Σ˜)
Bli
Blj
Ei,0
Ej,0
Y †
S,Σ˜
Ei
Ej
Dp1
Dp2
Y †0
Fi
Fj
The upshot is that since D◦0 is smooth, we can now use the log degeneration formula
15 of [KLR,
Thm. 1.4]. Let [ϕ†TV : C
† → TV(Σ˜)†] ∈ Mlog0,∆w,p(TV(Σ˜)†, [∆w,p]) be a curve satisfying somewhat
generic incidence and ψ-class conditions representing Aw,p,Q and Ψw,p. The Gromov-Witten count
of these curves is
GWlog0,∆w,p(Aw,p,Q,Ψw,p).(35)
Furthermore, any curve ϕ˜† contributing to GWlog
0,Y †
S,Σ˜
,∆p,β
(Z,Ψ) is obtained by taking one of these
curves ϕ†TV and gluing chains of P1’s as follows:
For each (i, j), we glue to the marked point xij a chain of bi P1’s where bi ≥ 1 is the number of
components of Bli. The first (bi− 1) copies of P1 are just wij |pi2(ei)|-fold covers of fibers of successive
components of Bli with maximal tangency at 0 and∞ (where it intersects D◦0). The final P1, denoted
Cij , maps to Bl
′
i, satisfies
(ϕ˜|Cij )∗[Cij ] = wij |pi2(ei)|[CFi ],
and has maximal tangency with D◦0,i at a point pij (pij is a node in C˜
† but can be viewed as a marked
point in Cij using the degeneration formula). The nodes of this chain all have weight wij |pi2(ei)|, and
so the number of choices of log structures at these nodes, modulo automorphisms, is
wij |pi2(ei)|.(36)
Since ZAw,p,Q imposes the condition that ϕTV maps xij toHi, we should (via a Ku¨nneth decomposition
of the diagonal class) impose on Cij a condition that pij maps to some curve F
∨
i ⊂ D◦0,i which has
15Alternatively, we may use the main result of [AMW14] to say that the log Gromov-Witten invariants agree with the
corresponding relative Gromov-Witten invariants, and then we may apply the relative degeneration formula of [Li02].
A more general degeneration formula allowing for non-smooth boundary divisors is also in progress [ACGSb].
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intersection multiplicity 1 with Fi in Bl
′
i. The resulting Gromov-Witten contribution of Cij is then
reduced to the computation from [GPS10, Prop. 5.2] (which was based on [BP05, Thm. 5.1]), yielding
(−1)wij−1
|pi2(ei)|w2ij
.(37)
Also, for each pi, i = 1, . . . , s, we must glue a chain of copies of P1 in Blpi , each being a |pi|-fold cover
of a P1 in a fiber of Blpi with maximal tangency at each intersection with D◦0 . Such chains contribute
a factor of 1 to the Gromov-Witten count.
Finally, multiplying the toric Gromov-Witten count from (35), the node-weights
∏
ij wij |pi2(ei)|
from (36), and the multiple-cover contributions
∏
ij
(−1)wij−1
|pi2(ei)|w2ij from (37), and then dividing by |Aut(w)|
to correct for over-counting caused by labellings of the xij ’s that are no longer remembered, we obtain
by the degeneration formula that the contribution to (33) of the curves coming from degree ∆w,p is
precisely the corresponding term from the right-hand side of (33), and then summing over all w yields
the desired result.

Proof of Theorem 1.4. It is immediate from Proposition 5.6 that Trs(ϑp1 , . . . , ϑps), as defined in
(15), is indeed given as in (4). The theta functions were constructed as elements of a commutative
associative algebra with ϑ0 = 1, so we already know that these properties are satisfied. The fact that
Tr2 and Tr3 uniquely determine the multiplication was Lemma 3.4. The identification of the base ring
with kJNE(YS)K is Lemma 3.5, and the finiteness statement for cases where the boundary supports an
ample divisor was Corollary 4.6. The relation to the the [GHKK18] theta functions on the Langlands
dual cluster variety was Remark 3.6. 
6. The Gromov-Witten numbers are naive counts
Here we show that the log Gromov-Witten numbers GWlog
0,Y †
S,Σ˜
,∆p,β
(Z,Ψ) of Proposition 5.6 are in
fact naive counts of rational curves, not just virtual counts (assuming interior-curve freeness). We
denote by
Forget :Mlog0,∆(Y †S,Σ˜, β)→M0,s+2
the forgetful/stabilization morphism taking [ϕ† : C† → Y †
S,Σ˜
] to the stabilization of the marked curve
C†. We allow any s ≥ 1.
Proposition 6.1. Suppose [ϕ† : C† → Y †
S,Σ˜
] ∈ Mlog0,∆p(Y
†
S,Σ˜
, β) satisfies generically chosen represen-
tatives for the incidence and ψ-class conditions Z and Ψ as in Proposition 5.6. Then ϕ(C) is torically
transverse. Let [pt]Y denote the class of a point in YS,Σ˜ and let [pt]M denote the class of a point in
M0,s+2. Then the condition ψs−1out can be replaced by Forget∗[pt]M, i.e.,
GWlog
0,Y †
S,Σ˜
,∆p,β
(Z,Ψ) =
∫
[Mlog0,∆(Y †S,Σ˜,β)]vir
Forget∗[pt]M ∪ ev∗out[pt]Y .(38)
Furthermore, if (YS,Σ˜, DS,Σ˜) is interior-curve free, then (38) is given by the naive count of irreducible
torically transverse genus 0 algebraic curves of tropical degree ∆p and class β, with generically specified
image under Forget, and with marked point xout mapping to a generically specified point y ∈ YS,Σ˜.
These are the only basic stable log maps satisfying the generically specified representatives of the point
ans ψ-class conditions.
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Proof. For the toric transversality statement, we recall that by Lemma 5.2, we had toric transversality
in the central fiber of the degeneration of §5.2, so the claim here follows from the fact that toric
transversality is an open condition.
To prove (38), let ψout denote the corresponding ψ-class on M0,s+2. It is standard that ψ
s−1
out is
the class of a point in M0,s+2. Furthermore, ψout − Forget∗ ψout is supported on the locus where
the forgetful map destabilizes the curve-component Cout containing xout. If Cout is destabilized when
forgetting the map, then it intersects DS,Σ˜ in at most one point because all such intersections must
be marked points or nodes by [GS13, Rmk 1.9]. But Lemma 6.2 below ensures that an irreducible
genus 0 curve hitting DS,Σ˜ in at most one point will not hit the generically specified point y ∈ YS,Σ˜,
contradicting the requirement that xout maps to y.
For the claim about naive counts, we will first show that any C satisfying the described generically
specified conditions is irreducible. Suppose C were reducible, and let C ′ be a component not containing
xout. We proceed by induction on s.
Using the condition Forget∗[pt]M, we can assume C contains no contracted components. Combined
with the fact that C is torically transverse and the interior-curve free assumption, it follows that no
components of C can map entirely into the boundary. Let C0 denote the closure in C of the component
of C \C ′ which contains xout, and let C1 denote the closure in C of C \C0. By the interior-curve free
assumption, C ′ intersects the boundary, and as before, [GS13, Rmk 1.9] tells us that any intersection
of C with DS,Σ˜ is either a node or a marked point. It follows that C1 contains at least one of the
marked points xi, i = 1, . . . , s.
By the interior-curve free assumption and the fact that C has no contracted components, C0 must
also intersect the boundary. This already provides a contradiction when s = 1, thus proving our
base-case. Furthermore, it now follows from the Forget∗[pt]M condition that C1 cannot contain more
than one marked point. Hence, C1 must be irreducible, and now Lemma 6.2 applies as before to say
that the image of C1 must lie in a fixed locus E of codimension at least one which we can assume
does not contain y. For convenience, let us assume that the unique xi in C1 is xs.
Next, note that applying Forget destabilizes C1, and upon stabilization, xs is identified with the
point x′s := C0 ∩ C1. Treating x′s as an interior marked point on C0, one obtains a basic stable log
map ϕ†0 : C
†
0 → Y †S,Σ˜. Let ϕ′0 : C ′0 → Y
†
S,Σ˜
be the basic stable log map obtained by forgetting the
marking at x′s. By the inductive assumption, C0 must be irreducible. We can therefore apply Lemma
6.2 to say that generically specifying y and the underlying marked curve (C0, x1, . . . , xs−1, xout, x∞)
is sufficient to determine ϕ′0 up to finitely many choices. But then the condition that x
′
s maps to
E further determines the location of x′s up to finitely many choices, even though this point should
independently be generically specified by the Forget∗[pt]M condition. This contradiction completes
the proof of the claim that C is irreducible.
We have thus shown that all curves satisfying the imposed conditions must lie in the open substack of
irreducible curvesMlog,irr0,∆p (Y
†
S,Σ˜
, β) ⊂Mlog0,∆p(Y
†
S,Σ˜
, β). The result now follows from another application
of Lemma 6.2. 
The author learned of the following result and proof from Sean Keel and Tony Yue Yu, who are
using a similar argument in [KY]. The argument has previously appeared in [Yu, Proof of Prop. 5.1].
Lemma 6.2. Let Mlog,irr0,∆ (Y †S,Σ˜, β) ⊂ M
log
0,∆(Y
†
S,Σ˜
, β) denote the open substack parametrizing basic
stable log maps with irreducible domain curve C. Label one of the markings as xout, with evout
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being the corresponding evaluation map. Then there exists a codimension 1 subscheme V ⊂ YS,Σ˜
such that M◦V := ev−1out(YS,Σ˜ \ V ) ∩Mlog,irr0,∆ (Y †S,Σ˜, β) is smooth and has the expected dimension, i.e.,
dim(M◦V ) = dim(YS,Σ˜) + |∆| − 3.
Proof. By [Har77, Ch. III, Prop. 10.6], the derivative d evout is surjective except on some codimension
1 subscheme of YS,Σ˜, and we take this subscheme to be V . To prove the claim then, we wish to show
that deformations of basic stable log maps in M◦V are unobstructed. Let T logY †S,Σ˜ = TYS,Σ˜(−DS,Σ˜)
denote the log tangent bundle of Y †
S,Σ˜
. Note that d evout is given at a point [ϕ
† : C† → Y †
S,Σ˜
] ∈
Mlog,irr0,∆ (Y †S,Σ˜, β) by the restriction
d evout : H
0(C,ϕ∗T logY †
S,Σ˜
)→ (ϕ∗T logY †
S,Σ˜
)xout .
Since C ∼= P1, we can apply [Kol96, Ch. II, Def.-Prop. 3.8] to say that ϕ∗T logY †
S,Σ˜
is semi positive,
i.e., is isomorphic to a direct sum of line bundles of the form O(ai) for various ai ≥ 0. In follows that
H1(C,ϕ∗T logY †
S,Σ˜
) = 0, and so M◦V is unobstructed, as desired. 
Proof of Theorem 1.1. Proposition 6.1 says that we can indeed interpret the Gromov-Witten counts
of Theorem 1.4 as the naive counts described in Theorem 1.1. The result follows. 
Appendix A. Relation to quantum cohomology
Here we explain how to view the structure from Conjecture 1.2 (the Frobenius structure conjecture)
as part of a natural extension of (small) quantum cohomology to the log setting. We begin by
describing quantum cohomology in a somewhat new way.
Let Y be a smooth projective variety over our algebraically closed field k of characteristic 0. Let
NE(Y ) be the cone of effective curve classes in Y up to numerical equivalence, and define
QH∗(Y ) := H∗(Y,QJNE(Y )K),
viewed for now as a QJNE(Y )K-module. We define a QJNE(Y )K-multilinear s-point function
〈·〉 : QH∗(Y )⊗s → QH∗(Y )
as follows. Given α1, . . . , αs ∈ H∗(Y,Q), and letting [Y ] denote the Poincare´ dual to the fundamental
class of Y , define
〈α1, . . . , αs〉 ∈ H∗(Y,QJNE(Y )K)
in terms of Gromov-Witten invariants via:
〈α1, . . . , αs〉 :=
∑
β∈NE(Y )
zβ
∫
[M0,s+2(Y,β)]vir
ev∗y1(α1) ∧ · · · ∧ ev∗ys(αs) ∧ ψs−1ys+1 ev∗ys+1 [Y ] ∧ ev∗s+2[Y ].
(39)
This is then extended QJNE(Y )K-multilinearly to all of QH∗(Y )⊗s.
Theorem A.1. There exists a unique associative product ∗ on QH∗(Y ) which makes this QJNE(Y )K-
module into a QJNE(Y )K-algebra and which satisfies
〈α1, . . . , αs〉 = 〈α1 · · ·αs〉(40)
for all s and all α1, . . . , αs ∈ QH∗(Y ). Furthermore, QH∗(Y ) with this product ∗ is the small quantum
cohomology ring of Y .
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The proof is based on the axioms of Gromov-Witten theory and the Topological Recursion Relation.
We suggest [Gro11, pg. 39 and Prop. 2.12] as a reference for these properties.
Proof. For s ≥ 2, we can apply the Fundamental Class Axiom of Gromov-Witten theory to rewrite
the Gromov-Witten invariants from (39) as∫
[M0,s+1(Y,β)]vir
ev∗y1(α1) ∧ · · · ∧ ev∗ys(αs) ∧ ψs−2ys+1 ev∗s+1[Y ].
Now for s = 2, the Point Mapping Axiom implies that 〈α1, α2〉 equals the usual Poincare´ pairing of
α1 and α2. For s = 3, the Dilation Axiom implies that
〈α1, α2, α3〉 =
∑
β∈NE(Y )
zβ
∫
[M0,3(Y,β)]vir
ev∗y1(α1) ∧ ev∗y2(α2) ∧ ev∗y3(α3),
i.e., the usual 3-point function. So the requirement that 〈α1 ∗ α2, α3〉 = 〈α1, α2, α3〉 is the usual
defining property of the quantum cohomology product ∗.
It remains to check that the usual quantum cohomology product satisfies (40) for all s. The s = 1
case is trivial, and the s = 2 case follows from the Point Mapping Axiom as above. The general case
then follows by inductively applying the Topological Recursion Relation. 
It now seems natural to wonder whether there is an analog H∗log(Y
†,Z) in the log setting which
yields a log quantum cohomology ring QH∗log(Y
†) via the same recipe as above. Indeed, the prime
fundamental classes of our §1 are precisely the degree 0 log Chow classes of [Bar, Her], and we expect
that the invariants of (3) could be defined as in (39), i.e.,16
〈p1, . . . , ps〉 :=
∑
β∈NE(Y )
zβ
∫
[M0,s+2(Y,β)]vir
ev∗y1(αp1) ∧ · · · ∧ ev∗ys(αps) ∧ ψs−1ys+1 ev∗ys+1 [pt] ∧ ev∗s+2[Y ].
Here, αpi denotes the prime fundamental class associated to pi ∈ B(Z). Also, note that restricting
to degree 0 here forces us to replace ev∗ys+1 [Y ] by ev
∗
ys+1 [pt] (the trace is only nonzero on top-degree
elements, so we are using multiplication by the class of a point to pull the trace back to degree 0
elements). So this is the sense in which Conjecture 1.2 is an extension of degree 0 quantum cohomology
to the log setting.
Remark A.2. In higher-degree, progress is obstructed by the fact that it is not even clear how to
define H∗log(Y
†,Z). One idea is to use an extension of [Bar, Her]’s log Chow groups which includes
“punctured classes” (conditions one can impose on punctured invariants), and the author hopes this
will yield an appropriate definition of log quantum cohomology.
Alternatively, Ganatra and Pomerleano [GPa, GPb] suggest taking
H∗log(Y
†,Z) :=
⊕
p∈B(Z)
H∗(DKNp ,Z),
where DKNp denotes the Kato-Nakayama space [KN99] associated to D
†
p (i.e., Dp with the log structure
pulled back from inclusion into Y †). Gross-Pomerleano-Siebert [GPS] seek to prove that working with
punctured invariants and this choice of H∗log(Y
†,Z) yields the symplectic cohomolgy ring SH∗log(Y †) of
(Y,D). Closed string mirror symmetry predicts that SH∗log(Y
†) is isomorphic to the ring of polyvector
fields on the mirror, so in particular, SH0log(Y
†) should be isomorphic to the coordinate ring of the
16The formalism needed to actually define the log Gromov-Witten invariants in this way is still being developed by
Barrott and Herr.
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mirror (cf. [Pas, §1]). In this sense, the Frobenius structure conjecture should be the degree 0 part
of the closed string mirror symmetry conjecture, as noted in the original statement [GHK15b, arXiv
v1, Conj. 0.8], and also in [GS18, pg. 5]. The observation that this construction is analogous to that
of quantum cohomology was also previously noted by Gross and Siebert [GS18, Rmk 2.3].
References
[AC14] D. Abramovich and Q. Chen. Stable logarithmic maps to Deligne-Faltings pairs II. Asian J. Math.,
18(3):465–488, 2014.
[ACGSa] D. Abramovich, C. Chen, M. Gross, and B. Siebert. Decomposition of degenerate Gromov-Witten invariants.
arXiv:1709.09864.
[ACGSb] D. Abramovich, C. Chen, M. Gross, and B. Siebert. Degeneration formulas for Logarithmic maps. (in
preparation).
[AGV08] D. Abramovich, T. Graber, and A. Vistoli. Gromov-Witten theory of Deligne-Mumford stacks. Amer. J.
Math., 130(5):1337–1398, 2008.
[AMW14] D. Abramovich, S. Marcus, and J. Wise. Comparison theorems for Gromov-Witten invariants of smooth
pairs and of degenerations. Ann. Inst. Fourier (Grenoble), 64(4):1611–1667, 2014.
[AW18] D. Abramovich and J. Wise. Birational invariance in logarithmic Gromov-Witten theory. Compos. Math.,
154(3):595–620, 2018.
[Bar] L.J. Barrott. Logarithmic Chow theory. arXiv:1810.03746.
[BCHM10] C. Birkar, P. Cascini, C.D. Hacon, and J. McKernan. Existence of minimal models for varieties of log general
type. J. Amer. Math. Soc., 23(2):405–468, 2010.
[BFZ05] A. Berenstein, S. Fomin, and A. Zelevinsky. Cluster algebras. III. Upper bounds and double Bruhat cells.
Duke Math. J., 126(1):1–52, 2005.
[BP05] J. Bryan and R. Pandharipande. Curves in Calabi-Yau threefolds and topological quantum field theory.
Duke Math. J., 126(2):369–396, 2005.
[CCG+13] T. Coates, A. Corti, S. Galkin, V. Golyshev, and A. Kasprzyk. Mirror symmetry and Fano manifolds. In
European Congress of Mathematics, pages 285–300. Eur. Math. Soc., Zu¨rich, 2013.
[CPS] M. Carl, M. Pumperla, and B. Siebert. A tropical view on Landau-Ginzburg models. preprint.
[EG98] D. Edidin and W. Graham. Equivariant intersection theory. Invent. Math., 131(3):595–634, 1998.
[FG06] V. Fock and A. Goncharov. Moduli spaces of local systems and higher Teichmu¨ller theory. Publ. Math. Inst.
Hautes E´tudes Sci., 103(1):1–211, 2006.
[FG09] V. Fock and A. Goncharov. Cluster ensembles, quantization and the dilogarithm. Ann. Sci.E´c. Norm. Sup.
(4), 42(6):865–930, 2009.
[Ful93] W. Fulton. Introduction to toric varieties, volume 131 of Annals of Mathematics Studies. Princeton Uni-
versity Press, Princeton, NJ, 1993.
[FWY] Y. Fan, L. Wu, and F. You. Structures in genus-zero relative Gromov–Witten theory. arXiv:1810.06952.
[FZ02] S. Fomin and A. Zelevinsky. Cluster algebras I: Foundations. J. Amer. Math. Soc., 15:497–529, 2002.
[GHK15a] M. Gross, P. Hacking, and S. Keel. Birational geometry of cluster algebras. Algebr. Geom., 2(2):137–175,
2015.
[GHK15b] M. Gross, P. Hacking, and S. Keel. Mirror symmetry for log Calabi-Yau surfaces I. Publ. Math. Inst. Hautes
E´tudes Sci., 122:65–168, 2015.
[GHK15c] M. Gross, P. Hacking, and S. Keel. Moduli of surfaces with an anti-canonical cycle. Compos. Math.,
151(2):265–291, 2015.
[GHKK18] M. Gross, P. Hacking, S. Keel, and M. Kontsevich. Canonical bases for cluster algebras. J. Amer. Math.
Soc., 31(2):497–608, 2018.
[GHS] M. Gross, P. Hacking, and B. Siebert. Theta functions on varieties with effective anti-canonical class.
arXiv:1601.07081.
[GLS08] C. Geiss, B. Leclerc, and J. Schro¨er. Partial flag varieties and preprojective algebras. Ann. Inst. Fourier
(Grenoble), 58(3):825–876, 2008.
[GPa] S. Ganatra and D. Pomerleano. A Log PSS morphism with applications to Lagrangian embeddings.
arXiv:1611.06849.
32 TRAVIS MANDEL
[GPb] S. Ganatra and D. Pomerleano. Symplectic cohomology rings of affine varieties in the topological limit.
arXiv:1811.03609.
[GPS] M. Gross, D. Pomerleano, and B. Siebert. (in preparation).
[GPS10] M. Gross, R. Pandharipande, and B. Siebert. The tropical vertex. Duke Math. J., 153(2):297–362, 2010.
[Gro11] M. Gross. Tropical geometry and mirror symmetry, volume 114 of CBMS Regional Conference Series in
Mathematics. Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the
American Mathematical Society, Providence, RI, 2011.
[Gro18] A. Gross. Intersection theory on tropicalizations of toroidal embeddings. Proc. Lond. Math. Soc. (3),
116(6):1365–1405, 2018.
[GS] M. Gross and B. Siebert. Intrinsic mirror symmetry. (in preparation).
[GS11] M. Gross and B. Siebert. From real affine geometry to complex geometry. Ann. of Math. (2), 174(3):1301–
1428, 2011.
[GS13] M. Gross and B. Siebert. Logarithmic Gromov-Witten invariants. J. Amer. Math. Soc., 26(2):451–510, 2013.
[GS18] M. Gross and B. Siebert. Intrinsic mirror symmetry and punctured Gromov-Witten invariants. In Algebraic
geometry: Salt Lake City 2015, volume 97 of Proc. Sympos. Pure Math., pages 199–230. Amer. Math. Soc.,
Providence, RI, 2018.
[Har77] R. Hartshorne. Algebraic geometry. Number 52 in Graduate Texts in Mathematics. Springer-Verlag, New
York-Heidelberg, 1977.
[Her] L. Herr. The Log Gromov-Witten Product Formula. (in preparation).
[KLR] B. Kim, H. Lho, and H. Ruddat. The degeneration formula for stable log maps. arXiv:1803.04210.
[KN99] K. Kato and C. Nakayama. Log Betti cohomology, log e´tale cohomology, and log de Rham cohomology of
log schemes over C. Kodai Math. J., 22(2):161–186, 1999.
[Kol96] J. Kolla´r. Rational curves on algebraic varieties, volume 32 of Ergebnisse der Mathematik und ihrer Gren-
zgebiete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in Mathematics and Related Areas.
3rd Series. A Series of Modern Surveys in Mathematics]. Springer-Verlag, Berlin, 1996.
[Kre99] A. Kresch. Cycle groups for Artin stacks. Invent. Math., 138(3):495–536, 1999.
[KS14] M. Kontsevich and Y. Soibelman. Wall-crossing structures in Donaldson-Thomas invariants, integrable
systems and mirror symmetry. In Homological mirror symmetry and tropical geometry, volume 15 of Lect.
Notes Unione Mat. Ital., pages 197–308. Springer, Cham, 2014.
[KY] S. Keel and T.Y. Yu. The Frobenius structure conjecture for affine log Calabi-Yau’s containing a torus. (in
preparation).
[Li02] J. Li. A degeneration formula of GW-invariants. J. Differential Geom., 60(2):199–293, 2002.
[Mana] T. Mandel. Fano mirror periods from the Frobenius structure conjecture. arXiv:1903.12014.
[Manb] T. Mandel. Scattering diagrams, theta functions, and refined tropical curve counts. arXiv:1503.06183.
[Man19] T. Mandel. Cluster algebras are Cox rings. Manuscripta Math., 160(1-2):153–171, 2019.
[MRa] T. Mandel and H. Ruddat. Descendant log Gromov-Witten invariants for toric varieties and tropical curves.
arXiv:1612.02402.
[MRb] T. Mandel and H. Ruddat. Tropical quantum field theory, mirror polyvector fields, and multiplicities of
tropical curves. arXiv:1902.07183.
[NS06] T. Nishinou and B. Siebert. Toric degenerations of toric varieties and tropical curves. Duke Math. J., 135:1–
51, 2006.
[Pas] J. Pascaleff. On the symplectic cohomology of log Calabi-Yau surfaces. arXiv:1304.5298v2.
[Sco06] J. Scott. Grassmannians and cluster algebras. Proc. London Math. Soc. (3), 92(2):345–380, 2006.
[Ton] D. Tonkonog. String topology with gravitational descendants, and periods of Landau-Ginzburg potentials.
arXiv:1801.06921.
[Yu] T.Y. Yu. Enumeration of holomorphic cylinders in log Calabi-Yau surfaces. II. Positivity, integrality and
the gluing formula. arXiv:1608.07651.
School of Mathematics, University of Edinburgh, Edinburgh EH9 3FD, UK
E-mail address: Travis.Mandel@ed.ac.uk
