The Berry phase and the phase of the determinant by Braverman, Maxim
ar
X
iv
:1
31
0.
63
32
v3
  [
ma
th-
ph
]  
18
 M
ar 
20
14
The Berry phase and the phase of the determinant
Maxim Braverman∗
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Abstract
We show that under very general assumptions the adiabatic approximation of the phase of the
zeta-regularized determinant of the imaginary-time Schro¨dinger operator with periodic Hamilto-
nian is equal to the Berry phase.
∗ Supported in part by the NSF grant DMS-1005888.
1
I. INTRODUCTION
In 1984 Michael Berry [5] discovered that an isolated eigenstate of an adiabatically chang-
ing periodic Hamiltonian H(t) acquires a phase, called the Berry phase. B. Simon [18] gave
an interpretation of this phase in terms of the holonomy of a certain Hermitian line bundle.
We refer to [16],[8] for further references and a detailed discussion of various aspects and
applications of the Berry phase.
It is known that in many interesting examples, [11],[2],[3],[4], the Berry phase is related
to the phase of the determinant of the corresponding imaginary-time Schro¨dinger operator
Dm = −i
d
dt
− imH(t) (here m is a large constant). In this note we state and prove this
relationship under the most general assumptions about the Hamiltonian H(t).
Note that a regularization is needed to define the determinant of Dm and the phase of
the determinant depends of the choice of the regularization. To the best of our knowledge
the study of this dependence in relation to the Berry phase was never conducted. In this
note we consider the zeta-regularized determinant of Dm and give a precise formulation and
a rigorous proof of the relationship between the phase of this determinant and the Berry
phase. In particular, we study the dependence of this relationship on the choice of the
Agmon angle used in the definition of the zeta-function regularization, cf. Section IV.
One of the difficulties in the computation of the phase of the determinant of Dm is that
the quantum adiabatic theorem, [10],[12], does not hold for the solutions of the imaginary
time Schro¨dinger operator Dm (cf. [13] for a discussion of the quantum adiabatic theorem
for non self-adjoint operators). We explain this difficulty in more details in Section VIC.
The paper is organized as follows: In Section II we recall the definition of the Berry phase
without assuming that the eigenvalues of H(t) are isolated. In Section III we collect some
properties of the Berry phase. Most of these properties are well known to experts, but precise
formulations and rigorous treatment of them, to the best of our knowledge, are missing in
the literature. In Section IV we recall the definition of the zeta-regularized determinant of
elliptic operators. In Section V we formulate our main result – Theorem 1. In Section VI we
present a proof of Theorem 1 based on the calculation of determinants of elliptic operators
on a circle due to Burghelea, Friedlander and Kappeler [7].
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II. THE BERRY PHASE
In this section we fix the notation and recall the definition and the basic properties of
the Berry phase.
Let H(t) : CN → CN be a family of self-adjoint Hamiltonians, which depend smoothly
on t ∈ R and is 2pi-periodic H(t) = H(t+2pi). We view H(t) as an operator-valued function
on the circle S1 = {eit : t ∈ [0, 2pi]}. Consider the Schro¨dinger equation
i
d
dt
ψ(t) = mH(t)ψ(t), (1)
where m is a large real parameter.
A. The case of an isolated eigenvalue
Assume first that for each t ∈ [0, 2pi] there exists an isolated non-degenerate eigenvalue
E(t) of H(t) which depends continuously on t. The quantum adiabatic theorem [10],[12]
claims that the solution ψm(t) of the time-dependent Shro¨dinger equation (1) with initial
value ψm(0) = φ0, where H(0)φ0 = E(0)φ0, has the property that as m → ∞, ψm(t)
approaches an eigenvector φt with H(t)φt = E(t)φt. More precisely, suppose that φt ∈ C
N
is a continuous family of eigenvectors of H(t) with eigenvalue E(t),
H(t)φt = E(t)φt.
Then as m→∞,
ψm(t) = e
iαm(t)φt + o(1),
where αm(t) ∈ R. In particular, it follows that
ψ(2pi) = eiαm(2pi)φ(0) + o(1).
Michael Berry [5] discovered that
αm(2pi) = −m
∫ 2pi
0
E(t) dt + γE, (2)
where γE is independent of m. The number γE is called the Berry phase corresponding to
the energy level E(t).
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B. B. Simon’s description of the Berry phase
Barry Simon [18] gave a geometric description of the Berry phase γE. Let
LE :=
{
(t, ψ) : H(t)ψ = E(t)ψ
}
be the complex line bundle over S1 whose fiber LEt over e
it ∈ S1 is given by the eigenspace
of H(t) with eigenvalue E(t). It has a natural unitary connection
∇φ(t) = Pt
d
dt
φ(t). (3)
Here φ(t) ∈ LEt ⊂ C
N is a section of L and Pt : C
N → LEt is the orthogonal projection.
Let Hol∇ : L
E
0 → L
E
0 denote the holonomy of ∇ along the circle S
1. Then HolE∇ is a
multiplication by a complex number of absolute value one, which can be written as eiγE .
The number γE ∈ R/2piZ is exactly the Berry phase corresponding to the energy level
E = E(t).
C. The general case
More generally, [19], suppose that λ(t) ∈ R is a continuous real valued function such that
λ(t) is not in the spectrum of H(t) for all eit ∈ S1. Denote by F+t ⊂ C
N (respectively F−t )
the span of the eigenvectors of H(t) corresponding to the eigenvalues which are bigger than
λ(t) (respectfively smaller than λ) and consider the vector bundles
F± :=
{
(t, ψ) : ψ ∈ F±t
}
over S1. Let k = dimF− and consider the k-particle fermionic Fock space ΛkCN (here ΛkV
denotes the k-th exterior power of the vector space V ). The Hamiltonian H(t) induces an
operator
Hk(t) : Λ
k
C
N −→ ΛkCN ,
whose smallest eigenvalue E(t) is isolated and satisfies E(t) = E1(t) + · · · + Ek(t), where
E1(t), . . . , Ek(t) are all the eigenvalues of H(t) which are less than λ(t), counted with their
multiplicities. The Berry phase γ(−∞,λ) is defined to be the Berry phase corresponding to
the energy level E(t) of the operator Hk(t).
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If for all t ∈ S1 the spectrum of the restriction of H(t) to F (t) consists of simple eigen-
values E1(t), . . . Ek(t) then
γ(−∞,λ) = γE1 + · · ·+ γEk .
Notice, however, that γ(−∞,λ) is defined even when the eigenvalues E1(t), . . . Ek(t) are not
isolated and the individual Berry phases γEi are not well defined.
The phase γ(−∞,λ) can be interpreted as a holonomy of a connection in a way similar to
the one presented in Section IIB. As in (3) we define a unitary connection on F− by
∇φ(t) = Pt
d
dt
φ(t). (4)
where Pt : C
N → F−t denotes the unitary projection. Then
eiγ(−∞,λ) = detHol∇ . (5)
III. COMPUTATION OF THE BERRY PHASE
In this section we present some basic fact about the Berry phase and give two explicit
formulae for its computations. The results of this section are known to experts but the
precise formulations and rigorous treatment of these results can not be easily found in the
literature.
Recall that Pt : C
N → F−t denotes the orthogonal projection on the space F
−
t spanned
by the eigenfunctions of H(t) which have eigenvalues less than λ(t). Our first aim is to
construct a family of unitary matrices U(t) such that with respect to the decomposition
CN = F+0 ⊕ F
−
0 the operator U(t)
−1H(t)U(t) has a block-diagonal form
H˜+(t) 0
0 H˜−(t)

 ,
where H˜+(t) > λ(t) and H˜−(t) < λ(t). Equivalently, U(t) should satisfy U(t)−1PtU(t) = P0.
Proposition 1 Let U(t) ∈ MatN×N(C) denote the solution of the initial value problem
1
d
dt
U(t) = [P˙t, Pt]U(t)
U(0) = Id .
(6)
1 The family U(t) is sometimes referred to as Kato’s evolution.
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Then for all t ∈ [0, 2pi] we have
U(t)−1Pt U(t) = P0, (7)
and the Berry phase γ(−∞,λ) is given by
eγ(−∞,λ) = detHol∇ = det
(
P0 ◦ U(2pi) ◦ P0 : F
−
0 → F
−
0
)
. (8)
Proof. Note that
P˙t =
d
dt
P 2t = P˙t Pt + Pt P˙t,
Pt P˙t Pt = Pt
(
P˙t − PtP˙t
)
= 0.
Using these equalities and (6) we obtain (cf. for example, [12])
d
dt
U(t)−1Pt U(t) = U(t)
−1
(
− [P˙t, Pt]Pt + P˙t + Pt [P˙t, Pt]
)
U(t)
= U(t)−1
(
− P˙t Pt + Pt P˙t Pt + P˙t + Pt P˙t Pt − P˙t Pt
)
U(t) = 0.
Hence, U(t)−1PtU(t) = const = P0. The equaltiy (7) is proven.
To prove (8) consider the solution Ψ(t) of the initial value problem
d
dt
Ψ(t) = −P0 U(t)
−1U˙(t)P0Ψ(t)
Ψ(0) = P0.
(9)
Note that Ψ(t) commutes with P0 and its image lies in F
−
0 . In particular,
Ψ(t) = P0Ψ(t). (10)
Set
Φ(t) := U(t) Ψ(t).
Then Φ(0) = P0 and
∇Φ(t) = Pt
d
dt
(
U(t)Ψ(t)
)
= Pt
(
U˙(t)Ψ(t) + U(t)Ψ˙(t)
)
.
Using (9) and (10) we now obtain
∇Φ(t) = UP0U
−1U˙Ψ+ UP0Ψ˙ = U P0
(
P0 U
−1U˙P0Ψ+ Ψ˙
)
= 0.
Hence,
Hol∇ = Φ(2pi).
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Since, P2pi = P0 we obtain from (7) that U(2pi)P0 = P0U(2pi)P0 and
Hol∇ = Φ(2pi) = U(2pi)Ψ(2pi) = P0 U(2pi)P0Ψ(2pi).
To finish the proof of (8) it remains to show that detΨ(2pi) = 1. This follows from the
following computation
d
dt
log detΨ(t) = Tr Ψ˙Ψ−1 = −TrP0U
−1U˙P0
= −TrU−1PtU˙U
−1PtU = −TrPtU˙U
−1Pt = −TrPt[P˙t, Pt]Pt = 0. (11)

We now give a second formula for the Berry phase. Let U(t) : CN → CN be a smooth
family of unitary maps such that 2
U(0) = U(2pi) = Id, (12)
and
U(t)−1Pt U(t) = P0. (13)
Set A(t) := U(t)−1U(t). Then A(2pi) = U(2pi) and with respect to the decomposition
C
N = F+0 ⊕ F
−
0 we have
A(t) =

A+(t) 0
0 A−(t)

 . (14)
In particular, it follows from (8) that
Hol∇ = A
−(2pi). (15)
Proposition 2 The Berry phase γ(−∞,λ) is given by
γ(−∞,λ) = i
∫ 2pi
0
Tr
(
P0 U(t)
−1U˙(t)P0
)
dt. (16)
2 Such a family can be constructed, for example, as follows. By (7) the operator U(2pi) commutes with
P0 = P2pi and with Id−P0. Hence, with respect to the decomposition C
N = F+0 ⊕ F
−
0 it has a block-
diagonal form U(2pi) =

U
+ 0
0 U−

 . Let a± be self-adjoint matrices such that e2piia± = U±. Then we
can set U(t) :=

e
−ita
+
0
0 e−ita
−

 · U(t).
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(Note that the operator P0 U(t)
−1U˙(t)P0 is skew-adjoint and, hence, the right hand side of
(16) is real.)
Proof. By (14), the matrix A(t) commutes with P0. Hence,
P0 U(t)
−1U˙(t)P0 = P0AU
−1U˙A−1P0 − P0 A˙A
−1P0 = A
−P0U
−1U˙P0(A
−)−1 − A˙−(A−)−1.
Recall from (11) that Tr
(
P0U
−1U˙P0
)
= 0. Hence,
Tr
(
P0 U(t)
−1U˙(t)P0
)
= −Tr A˙−(A−)−1 = −
d
dt
log detA−.
The proposition follows now from Proposition 1 and (15). 
IV. THE ZETA-REGULARIZED DETERMINANT
Consider the operator Dm = −i
d
dt
− imH(t) where m is a large real parameter. We now
recall the definition of the zeta-regularized determinant of such an operator introduced by
Ray and Singer [14]. For θ ∈ R denote Rθ := {ρe
iθ : ρ ≥ 0}. An angle θ 6∈ piZ is called
an Agmon angle for Dm if Rθ does not intersect the spectrum of Dm. Any λ ∈ C\Rθ has
a unique representation in the form λ = |λ| · eiα where θ < α < θ + 2pi. For s ∈ C we set
λsθ := |λ|
s · eisα and logθ(λ) := log |λ|+ iα.
Let λ1, λ2, . . . be the set of the eigenvalues of Dm (each eigenvalue appear in this list the
number of times equal to its algebraic multiplicity). The zeta-function of Dm is defined by
the formula
ζθ,Dm(s) :=
∞∑
j=1
(λj)
−s
θ .
The sum above is absolutely convergent for Re(s) > 1. Seeley [15] showed that it defines
a holomorphic function on Re(s) > 1 which has a meromorphic extension to the whole
complex plane which is regular at 0. Notice that
ζ ′θ,Dm(s) := −
∞∑
j=1
logθ λj · (λj)
−s
θ .
Thus formally
ζ ′θ,Dm(0) := −
∞∑
j=1
log λj = − logθ (λ1 · λ2 · · · ) .
8
Of course, the infinite sum and the infinite product in the equation above are divergent.
However, this formal equality justifies the definition
detθDm := exp
(
−ζ ′θ,Dm(0)
)
. (17)
The determinant detθDm depends on the choice of the Agmon angle θ. However, if there
are only finitely many eigenvalues of Dm in the solid angle {ρ · e
iα : θ1 ≤ α ≤ θ2} then
detθ1 Dm = detθ2 Dm, cf. for example [1, §2.4]. Since the leading symbol of Dm is self-
adjoint, if 0 < θ1 < θ2 < pi then there are only finitely many eigenvalues of Dm in the solid
angle {ρ·eiα : θ1 ≤ α ≤ θ2}, cf. [17, §10.1]. It follows that the determinant is the same for all
Agmon angles θ ∈ (0, pi). We denote det+Dm := detθDm for any θ ∈ (0, pi). Similarly, the
determinant does not depend on θ ∈ (−pi, 0) and we denote this determinant by det−Dm.
The equation (17) defines a particular choice of the logarithm of the determinant
log detθDm = −ζ
′
θ,Dm(0).
Remark, however, that ζ ′θ,Dm(0) does depend on the angle θ ∈ (0, pi). Thus log det±Dm is
only defined modulo 2piiZ.
Let D∗m denote the adjoint of Dm. Because the zeta-regularized determinant depends on
the choice of the Agmon angle θ, the complex conjugate of detθDm is equal not to detθD
∗
m
but to log det−θD
∗
m. Hence,
log det±Dm = log det∓D
∗
m. (18)
V. THE MAIN RESULT
We are now ready to formulate our main result.
Theorem 1 Let H(t) : CN → CN be a 2pi-periodic family of self-adjoint Hamiltonians
depending smoothly on t. Assume that 0 is not in the spectrum of H(t) for all t ∈ S1 and
let F±t ⊂ C
N denote the subspaces spanned by the eigenvectors of H(t) with negative and
positive eigenvalues respectively. Set N± = dimF±t . Then modulo 2piiZ we have
Im log det+Dm = N
−pi + γ(−∞,0) + o(1), (19)
Im log det−Dm = N
+pi + γ(−∞,0) + o(1), (20)
where γ(−∞,0) is the Berry phase defined in (5), and o(1)→ 0 as m→∞.
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Remark 1 In several interesting examples (cf. [1], [6, §6]) Im log det±Dm is independent
of m, so that the o(1) term in (20) vanishes. It would be very interesting to find a general
condition for this phenomenon.
VI. PROOF OF THEOREM 1
A. Burgelea-Friedlander-Kappeler formula
Several steps in our proof are based on Theorem 1 of [7] which gives a formula for the
determinant of a general elliptic operator on a circle in terms of its monodromy map. We
only need the special case of this formula for the operator of the type
D := −i
d
dt
+ A(t). (21)
Let T (t) ∈ MatN×N (C) denote the solution of the initial value problem
D T (t) = 0.
T (0) = Id .
(22)
The matrix T (t) is called the monodromy map of the operator D. Notice that the first
equation in (22) is equivalent to
d
dt
T (t) = −i A(t) T (t). (23)
As in [7] we set
R(D) := exp
( i
2
∫ 2pi
0
TrA(t) dt
)
Define operators Γ± : C
N → CN by
Γ+ := − Id, Γ− := Id
and set
S±(D) := det Γ± · exp
( i
2
∫ 2pi
0
Tr (Γ±A(t)) dt
)
.
Then
S+(D) · R(D) = (−1)
N ,
S−(D) · R(D) = exp
(
i
∫ 2pi
0
TrA(t) dt
)
.
(24)
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By Theorem 1 of [7]
det±D = (−1)
NS±(D) · R(D) det
(
Id−T (2pi)
)
.
Thus from (24) we get
det+D = det
(
Id−T (2pi)
)
;
det−D = (−1)
N exp
(
i
∫ 2pi
0
TrA(t) dt
)
· det
(
Id−T (2pi)
)
.
(25)
With this preliminaries discussed we are now ready to start the proof of Theorem 1.
We will give a brief outline of the proof in Section VIC after some additional notation is
introduced.
B. Bringing H(t) to a blog-diagonal form
As in Section II, we let F±t ⊂ C
N denote the subspaces spanned by the eigenvectors of
H(t) with negative and positive eigenvalues respectively. We denote by Pt : C
N → F−t the
orthogonal projection. Let U(t) be the family of matrices which satisfy (12) and (13). Then
U(t) : F±0 → F
±
t .
With respect to the decomposition CN = F+0 ⊕ F
−
0 the operator
H˜(t) := U(t)−1H(t)U(t) (26)
has a block-diagonal form
H˜(t) =

H˜+(t) 0
0 H˜−(t)

 . (27)
Consider the operator
D˜m := U
−1Dm U = −i
d
dt
− imH˜ − iU−1U˙ . (28)
Clearly,
det±Dm = det± D˜m = det±
(
− i
d
dt
− imH˜ − iU−1U˙
)
. (29)
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C. The plan of the proof of Theorem 1
Our proof of Theorem 1 is based on an application of (25). However it is not clear how to
compute the largem asymptotic of det
(
Id−T˜m(2pi)
)
when T˜m(t) is the monodromy operator
of D˜m. The difficulty here is that the imaginary time Schro¨dinger operator D˜m does not
satisfy the quantum adiabatic theorem (cf. [13] for a discussion of an adiabatic limit for
non self-adjoint Schro¨dinger operators). This, in particular, means that as m → ∞ the
monodromy operator T˜m(t) does not necessarily approach a block diagonal operator with
respect to the decomposition CN = F+0 ⊕ F
−
0 .
Instead of applying (25) directly to D˜m, we first deform this operator, cf. Section VID,
in such a way that the phase of the determinant remains unchanged modulo o(1) (note,
however, that the absolute value of the determinant might change drastically under this
deformation). Then in Lemma 4 we compute the large m asymptotic of the monodromy
operator of the deformed operator.
D. A deformation of the operator D˜m
Denote
Dˆm := −i
d
dt
− imH˜ − i P0 U
−1U˙P0 − i (Id−P0)U
−1U˙ (Id−P0),
R := i P0 U
−1U˙ (Id−P0) + i (Id−P0)U
−1U˙P0,
(30)
and set
D˜m,s := Dˆm − sR. (31)
In other words, using the decomposition CN = F+0 ⊕ F
−
0 we can write
iU−1U˙ =

A+ R1
R2 A
−

 .
Then
Dˆm =

Dˆ+m 0
0 Dˆ−m

 =

−i ddt − imH˜+ − A+ 0
0 −i d
dt
− imH˜− − A−

 ;
D˜m,s =

 Dˆ+m −sR1
−sR2 Dˆ
−
m

 .
(32)
Note also that D˜m,1 = D˜m.
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Lemma 1 There exists m0 > 0 such that for all m ≥ m0, s ∈ [0, 1] the operator D˜m,s is
invertible.
Proof. Since for all t ∈ R, zero is not in the spectrum of H(t), there exists a constant
c > 0 such that H˜+(t) > c · IdF+0 and H˜
−(t) < −c · IdF−0 . Hence, for every smooth functions
ψ+ : S
1 → F+0 , ψ− : S
1 → F−0 we have
∣∣∣ 〈 Dˆ±mψ± ψ±〉
∣∣∣ =
∣∣∣〈 (− i d
dt
− A±
)
ψ±, ψ±
〉
− im
〈
H˜±ψ±, ψ±
〉 ∣∣∣
≥
∣∣∣m 〈 H˜±ψ±, ψ± 〉
∣∣∣ ≥ cm ‖ψ±‖2,
and
∥∥ Dˆ±mψ± ∥∥ ≥ cm ‖ψ±‖. It follows that for every ψ = (ψ+, ψ−) : S1 → CN
∥∥ Dˆmψ ∥∥ ≥ cm ‖ψ‖.
Then for m > ‖R‖
c
, s ∈ [0, 1] the operator D˜m,s = Dˆm − sR is invertible. 
Lemma 1 implies that for large m the determinant of D˜m,s is well defined.
Lemma 2 As m→∞ we have
Im log det±D˜m,s = Im log det±Dˆm + o(1). (33)
Proof. It suffices to show that
∂
∂s
Im log det±D˜m,s = o(1). (34)
Since TrR = 0 it follows from (25) that
∂
∂s
Im log det+D˜m,s =
∂
∂s
Im log det−D˜m,s,
and similar equality holds for the adjoint operator D˜∗m,s. Hence, using (18) we obtain
∂
∂s
Im log det±D˜m,s =
1
2i
∂
∂s
(
log det±D˜m,s − log det±D˜
∗
m,s
)
. (35)
Formally, the derivative ∂
∂s
log det±D˜m,s should be equal to the trace of the operator
D˜−1m,s
∂
∂s
D˜m,s. However, the later operator is not of trace class and some regularization using
analytic continuation, cf. Section IV , is needed to compute the derivative of log det±D˜m,s.
However, no analytic continuation is needed to compute the right hand side of (35) as we
shall now explain.
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We have
D˜−1m,s − (D˜
∗
m,s)
−1 = D˜−1m,s
(
D˜∗m,s − D˜m,s
)
(D˜∗m,s)
−1 = 2im D˜−1m,s H˜ (D˜
∗
m,s)
−1 (36)
Also, since U is unitary, the operator iU−1U˙ is self-adjoint, and, hence, so is R. Thus
∂
∂s
D˜∗m,s =
∂
∂s
D˜m,s = −R, (37)
From (36) and (37) we see that
D˜−1m,s
∂
∂s
D˜m,s − (D˜
∗
m,s)
−1 ∂
∂s
D˜∗m,s = −2im D˜
−1
m,s H˜ (D˜
∗
m,s)
−1R
is an elliptic pseudo-differential operator of order -2 and, hence, is of trace class. A verbatim
repetition of the argument in the proof of Proposition 1.3 of [9] shows now that
∂
∂s
Im log det±D˜m,s
=
1
2i
Tr
[
D˜−1m,s
∂
∂s
D˜m,s − (D˜
∗
m,s)
−1 ∂
∂s
D˜∗m,s
]
= −m Tr D˜−1m,s H˜ (D˜
∗
m,s)
−1R. (38)
The operator
Bm := D˜
−1
m,s H˜ (D˜
∗
m,s)
−1R
is a pseudo-differential operator with parameter m of order -2, cf. [17]. Its leading symbol
with parameter (cf. [17]) is the same as the leading symbol of the operator
B˜m :=
(
− i
d
dt
− imH˜
)−1
H˜
(
− i
d
dt
+ imH˜
)−1
R.
Thus Bm− B˜m is a differential operator with parameter of order -3. This means that its full
symbol with parameter σ(t, ξ,m) satisfies
∣∣ σ(t, ξ,m)∣∣ ≤ C (1 + |ξ|+m)−3
for some constant C > 0. Hence,
|Tr(B − B˜m)| =
∣∣∣
∫ 2pi
0
∫
R
σ(t, ξ,m) dξdt
∣∣∣ ≤ C1m−2. (39)
Notice also that with respect to the decomposition CN = F+0 ⊕F
−
0 the operator B˜m has the
form
B˜ =

 0 B˜+m
B˜−m 0

 .
Hence, Tr B˜m = 0. From (38) and (39) we now conclude that∣∣∣ ∂
∂s
Im log det±D˜m,s
∣∣∣ ≤ C1m−1.

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E. Computation of the determinant of Dˆm
In view of Lemma 2, to prove Theorem 1 it is enough to compute the phase of the
determinant of the operator Dˆm. Let Tm(t) ∈ MatN×N(C) denote monodromy map of the
operator Dˆm, cf. Subsection VIA.
Lemma 3
det+Dˆm = det
(
Id−Tm(2pi)
)
(40)
det−Dˆm = (−1)
Nem
∫ 2pi
0 TrH(t)dt det
(
Id−Tm(2pi)
)
. (41)
Proof. The equality (40) is just the first equation in (25). To prove (41) set
Am(t) := −miH˜(t)− iP0 U
−1U˙P0 − i(Id−P0)U
−1U˙ (Id−P0). (42)
To use the second equation in (25) we need to compute
∫ 2pi
0
TrAm(t) dt. Notice, first, that
Tr
(
P0 U
−1U˙P0 + (Id−P0)U
−1U˙ (Id−P0)
)
= Tr U−1U˙ =
d
dt
log detU .
Hence,
exp
(
i
∫ 2pi
0
Tr
(
− iP0 U
−1U˙P0 − i(Id−P0)U
−1U˙ (Id−P0)
)
dt
)
= exp
( ∫ 2pi
0
d
dt
log detU dt
)
= detU(2pi)/ detU(0) = 1.
Also by (26) we have Tr Hˆ(t) = TrH(t). Hence, from (42) and (25) we obtain (41). 
F. Computation of det
(
Id−Tm(2pi)
)
To finish the proof of Theorem 1 we now need to compute det
(
Id−Tm(2pi)
)
. From (27)
we conclude that
Tm(t) =

T+m(t) 0
0 T−m(t)

 , (43)
where
T˙+m(t) = −
(
mH˜+ + (Id−P0)U
−1U˙(Id−P0)
)
T+m(t),
T˙−m(t) = −
(
mH˜− + P0 U
−1U˙ P0
)
T−m(t).
(44)
Hence,
det
(
Id−Tm(2pi)
)
= det
(
Id−T+m(2pi)
)
· det
(
Id−T−m (2pi)
)
. (45)
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Lemma 4 As m→∞ we have
det
(
Id−T+m(2pi)
)
= 1+ o(1), det
(
Id−T−m(2pi)
)
= (−1)N
−
·det T−m(2pi) ·
(
1+ o(1)
)
. (46)
Hence, it follows from (45) that
det
(
Id−Tm(2pi)
)
= (−1)N
−
· det T−m(2pi) ·
(
1 + o(1)
)
. (47)
Proof. Since, the operator U−1U˙ is skew-adjoint, for any v ∈ CN we have
d
dt
‖T±m(t)v‖
2 = 2Re
〈
T±m(t)v, T˙
±
m(t)v
〉
= −2Re
〈
T±m(t)v,mH˜
±(t)T±m(t)v
〉
. (48)
A sin the proof of Lemma 1 there exists a constant c > 0 such that H˜+(t) > c, H˜−(t) < −c,
for all t ∈ [0, 2pi]. Hence, from (44) and (48) we obtain
d
dt
‖T+m(t)v‖
2 ≤ −cm‖T+m(t)v‖
2,
d
dt
‖T−m(t)v‖
2 ≥ cm‖T−m(t)v‖
2.
We conclude that
‖T+m(t)v‖
2 ≤ e−cmt‖v‖2, ‖T+m(t)v‖
2 ≥ ecmt‖v‖2,
and, hence, the spectrum spec(T±m(t)) of the operators T
±
m(t) satisfies
spec(T+m(t)) ⊂
{
z ∈ C : |z| ≤ e−cmt/2
}
, spec(T−m(t)) ⊂
{
z ∈ C : |z| ≥ ecmt/2
}
. (49)
The equality (46) follows immediately from (49). 
Lemma 5 For all t ∈ [0, 2pi] the following equality holds modulo 2piZ
Im log det T−m(t) = i
∫ t
0
Tr
(
P0 U
−1(t) U˙(t)P0
)
dt. (50)
Proof. The operator H˜−(t) is self-adjoint, while the operator P0 U
−1(t) U˙(t)P0 is skew-
adjoint. Hence Tr H˜−(t) is real and Tr
(
P0 U
−1(t) U˙(t)P0
)
is imaginary. Using (44) we
obtain
d
dt
Im log det T−m(t) = Im Tr T˙
−
m(t)
(
T−m(t)
)−1
= − ImTr
(
P0 U
−1(t) U˙(t)P0
)
= iTr
(
P0 U
−1(t) U˙(t)P0
)
.

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G. Proof of Theorem 1
Combining (29) with Lemmas 2, 3, 4, and 5 we conclude that modulo 2piZ
Im log det+Dm = N
−pi + iTr
(
P0 U
−1(t) U˙(t)P0
)
+ o(1),
Im log det−Dm = N
+pi + iTr
(
P0 U
−1(t) U˙(t)P0
)
+ o(1).
Theorem 1 follows now from Proposition 2. 
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