The exponential scaling of the wave function is a fundamental property of quantum systems with far reaching implications in our ability to process quantum information. A problem where these are particularly relevant is quantum state tomography. State tomography, whose objective is to obtain a full description of a quantum system, can be analysed in the framework of computational learning theory. In this model, quantum states have been shown to be Probably Approximately Correct (PAC)-learnable with sample complexity linear in the number of qubits. However, it is conjectured that in general quantum states require an exponential amount of computation to be learned. Here, using results from the literature on the efficient classical simulation of quantum systems, we show that stabiliser states are efficiently PAC-learnable. Our results solve an open problem formulated by Aaronson [Proc. R. Soc. A, 2088 , (2007 ] and propose learning theory as a tool for exploring the power of quantum computation.
Introduction
The goal of quantum tomography is to produce a description of an unknown quantum state given the ability to perform measurements on the state. It is well known that in order to obtain a complete description of a general n-qubit quantum state it is necessary to perform O (exp(n)) measurements [1] .
The problem of quantum state tomography has been analysed in the framework of the Probably Approximately Correct (PAC) model by Aaronson [2] . Here, a learner tries to predict the outcome of measurements performed on a quantum state given access to a training set of measurement outcomes. In this model it has been proved [2] that in order to learn a quantum state it is sufficient to have only O(n) copies of the state. However, the proposed learning procedure involves an optimisation problem that, in general, can only be solved in exponential time in the number of qubits.
Similar hard problems are common in the PAC-learning literature where only some concept classes, like halfspaces [3] and parity functions [4, 5] , are known to be efficiently learnable. For a survey of known efficiently learnable classes the reader may consult [6] . An important question left open in [2] is whether the same applies to the quantum case and if it is possible to identify classes of states that can be efficiently learned.
Stabiliser states are a particular class of quantum states that is known to be efficiently simulatable by a classical computer [7, 8, 9] . Indeed, by making use of a specific family of gates, i.e. the Clifford group, one can show that the evolution of a stabiliser state can be simulated on a classical computer in polynomial time. Although the type of circuits allowed is not powerful enough for universal quantum computation, stabiliser states present a rich variety of properties and play a central role in the theory of error correction. Because these states are highly symmetrical it is possible to construct a representation that grows linearly with n. This property makes stabiliser states ideal candidates for the study of efficient learnability.
In this paper we show that stabiliser states can be learned efficiently under certain assumptions on the type of measurements that can be performed on the state. The proof is simple and involves two stages: at first we construct a state that meets the information-theoretic requirements of PAC-learnability, then we show that we can produce predictions of future measurements on the state efficiently. Our demonstration solves an open question in [2] and establishes an interesting link between what can be efficiently learned and what can be efficiently computed.
The paper is structured as follows. In Section 2 we present a PAC-learning model for quantum states and define a criterion for efficient learnability. The stabiliser formalism is introduced in Section 3 together with a lemma that characterises the expected values of measurements on stabilisers. In Section 4 we prove that stabiliser states are efficiently learnable.
Learning quantum states in the PAC model
Let us recall some standard definitions in quantum theory. A generic n-qubit state ρ is a trace-one, positive semidefinite matrix acting on a Hilbert space of dimension 2 n . We denote as pure, states where Tr(ρ 2 ) = 1. The density matrices of pure states correspond to rank one projectors. Any observation on a state can be mathematically described by a positive operator valued measurement (POVM), E = {E (j) }, where each E (j) is a Hermitian positive semidefinite operator such that j E (j) = I. The probability of measurement outcome j is p(j) =Tr(E (j) ρ). For our purposes, we refer to a measurement of ρ as a "two-outcome" POVM {E (1) = E, E (2) = 1 − E} with eigenvalues in [0, 1]. We denote by V the set of all measurements on n-qubits.
The goal of quantum state tomography is to provide a description of a quantum state given access to number of its copies. Quantum tomography can be interpreted as a learning problem in the following sense. Take a set T composed of m measurements and their respective expected values. We assume that the measurements are distributed according to an unknown probability distribution D over two outcome measurements. We define T = {(E (1) i , Tr(E (1) i ρ))} {i=1,...,m} as the training set. The goal of the learning problem is to predict the expected value of a new measurement E ′ drawn from D based on the information contained in T .
A way to formalise this type of learning framework is the PAC model developed by Valiant [10] . This model has been originally developed for Boolean functions but it has then been extended to real-valued ones by Barlett and Long [11] . In Valiant's theory a learner tries to approximate with high probability an unknown function f : X → Y given access to a training set of m random labelled examples {(x i , f (x i ))} {i=1,...m} . We assume that such a function, often referred to as target concept, is part of a class of functions C = {c : X → Y} defined as concept class. After processing the training set the learner outputs a hypothesis h that is a good approximation of f with probability ǫ. The parameter ǫ is called accuracy parameter and determines how far the hypothesis h can be from f . Because the training set is sampled from a probability distribution we introduce the confidence parameter to model the probability of sampling a training set that is not representative of the underlying distribution D.
We say that a concept class C is PAC-learnable if, for every D, f , h, δ, when running the learning algorithm L on m ≥ m C examples generated by D, we have that, with probability at least 1 − δ, Pr
Here by ∼ we indicate that x is drawn from D. PAC theory introduces two parameters to classify the efficiency of a learner. The first one, m C , is information-theoretic and determines the minimum number of examples required to PAC-learn the class C. We refer to m C as the sample complexity of the hypothesis class C. The second parameter, the time complexity, is computational and corresponds to the runtime of the best learner for the class C. We say that a concept class is efficiently PAC-learnable if the running time of L is polynomial in n, 1/ǫ and 1/δ. PAC-theory has been used to interpret quantum tomography [2] . In this model a learner tries to approximate the concept q ρ (E 
for all E i ∈ T , also satisfies
Then there exists a constant K > 0 such that T is a good training set with probability at least
The theorem, that has been recently experimentally demonstrated in a photonic platform [12] , guarantees that with an adequate number of examples any hypothesis that satisfies the optimisation problem in Eq. 1 will be able to approximately predict a new measurement E ′ drawn from D with probability ǫ. In this way the problem of learning quantum states becomes equivalent to solving a semidefinite program. It is known that such problem can be solved efficiently in the dimension of σ [13] . However, the dimension of σ scales exponentially with n and thus the optimisation problem is effectively not efficiently computable. Based on this observation we can define the following condition for the efficient learnability of quantum states: 
Definition 1 (Criteria for efficient learnability). A class of quantum states C S is efficiently PAC-learnable if there exists an algorithm L running in poly(n) that, given a training set
where by σ 0 we denote the positive semidefiniteness of σ and η is a fixed error parameter.
It is important to note that predicting measurement outcomes in the probabilistic setting of PAC theory is not a replacement for standard quantum state tomography. Indeed, because the probability of success in Eq. 2 is measured according to the same D that provides the examples in the training set, an hypothesis that satisfies the inequalities in Eq. 1 could be far from the true state in the usual trace distance metric, but hard to distinguish from the true state with respect to the points sampled from D.
The concept of learning defined with the PAC model is also different from the ones that have been adopted in other analyses of the learnability of stabiliser states [14, 15] . Indeed, in these works, the learner can actively choose a set of measurements that maximise the probability of reconstructing the state. In the framework discussed in this paper the learner has no control on the measurements contained in the training set that are instead randomly sampled from an unknown probability distribution.
Stabiliser formalism
The Pauli matrices {I, X, Y, Z} are a set of Hermitian, idempotent, unitary matrices. Apart from the identity operator the Pauli matrices are traceless. We define the Pauli group P n of n-qubit as P n = {±1, ±i} · {I, X, Y, Z} ⊗n . A general Pauli operator can be written, for example, as P = X ⊗ Z ⊗ Z ⊗ Y but in the following we omit the tensor product signs and write P = XZZY . For every P, Q ∈ P n we either have [P, Q] = 0 or {P, Q} = 0, i.e. either their commutator or their anticommutator is zero.
The Pauli group plays a central role in the theory of stabilisers [7, 8, 9] . We say that a vector |ψ is stabilised by P ∈ P n if P |ψ = |ψ . The vectors stabilised by all the elements of a subgroup S of P n form a subspace V S . S is called the stabiliser of V S and has dimension |V S | = 2 n /|S|. When a stabiliser contains 2 n elements then |V S | = 1 and the state stabilised is unique.
The only vector stabilised by −I and by anticommuting P or Q is the zero vector (proof: |ψ = P Q |ψ = −QP |ψ = − |ψ ). It is a known fact that in order for S to stabilise a non trivial subspace, then S must be Abelian and not include −I. This implies that S cannot contain elements with phase ±i (proof: if P ∈ S then (iP ) 2 = −I).
The subgroup generated by the elements S 1 , . . . S l is denoted S 1 , . . . S l = S. For any subgroup, a set of generators is independent if removing any generator changes the subgroup generated, S 1 , . . . S l = S 1 , . . . S l−1 . It is a known fact from group theory that any finite group G has a generating set of size at most log 2 |G|. A stabiliser state can be efficiently represented by its generating set. An important result that makes use of this efficient representation is the Gottesman-Knill theorem [9] . The theorem proves that circuits composed by elements of the normaliser of the Pauli group, i.e. the Clifford group, can be simulated efficiently on a classical computer. Throughout this paper we consider a circuit acting on a particular class of n-qubit quantum states to be classically efficiently simulatable (with respect to a specified class of measurements) when we can compute the probabilities of measurement outcomes by classical means to d digits of accuracy in poly(n, d) time.
The density matrix of every stabiliser state can be expressed in terms of its stabilisers. At first note that the operator (I + S)/2 when S is a Pauli operator, is a projection onto the +1 eigenspace of S. Therefore if a stabiliser has generators S 1 , . . . , S n then the density matrix for that state is
When we do not have access to the full generating set but only to a subset L with dimension |L| = l < n we can still construct the projector to the corresponding subspace as J = 1 2 l l i=1 (I + S i ). In this case, however, the state is not pure and the density matrix corresponds to the projector up to a normalising constant. We thus get for l < n:
We note how this expression is still a valid quantum state because Tr(ρ) = 1 and ρ 0 (proof: ρ is equal to a projector up to a normalising constant). We now prove an easy but useful technical lemma. In the following we assume that ρ is a stabiliser state, P i is a Pauli measurement and S i a stabiliser of ρ. We construct the POVM elements E 
if Tr(Eρ) = 1/2 then neither P nor −P is a stabiliser of ρ;

if Tr(Eρ) = 0 then −P is a stabiliser of ρ.
Proof. By using the representation in Eq. 5 we can write Tr(Eρ) =
Recalling that all Pauli matrices are traceless apart from the identity we obtain:
The lemma follows by noting that S 2 i = I and Tr(S i ) = 0 for every S i = I and by observing that because S i = S j for every i = j we can only have at most one non-zero element in the sum.
Learning stabiliser states
Consider the following learning task: let ρ be the n-qubit quantum state stabilised by a nontrivial stabiliser subgroup S. If |S| = 2 n then S defines a pure state. If instead |S| < 2 n then ρ is the mixed state in Eq. 6. Given a training set T = {(E i , Tr(E i ρ))} {i=1,...m} drawn from an unknown probability distribution D the goal of the learner is to predict the expected value of a new measurement E ′ also drawn from D. We assume D to be over the set of POVM measurements corresponding to elements of the Pauli group P n . If the number of examples m respects the conditions set by Theorem 1, we are guaranteed that ρ can be PAC-learned. In the following we show how to construct efficiently a hypothesis σ that satisfies Eq. 1. In the language of PAC-theory this corresponds to proving that the concept class ST S = {q S : V → [0, 1]} defined over the set of stabiliser states is efficiently PAC-learnable.
Our proof is structured in the following way. We begin by constructing a hypothesis state that minimises the program in Eq 1. However, this hypothesis has exponentially many elements and cannot be constructed efficiently. We solve this problem by showing that we can make predictions on the hypothesis without producing the full state. This strategy exploits the group structure of the stabilisers and can be implemented in two algorithms that allow us to predict the expected value of a new measurement. Algorithm 1 constructs a list L of the generators contained in the training set. Algorithm 2 predicts the value of Tr(E ′ ρ) by checking whether it can be generated by the known generators.
Because all the information required to determine a stabiliser is contained in its generators we construct the hypothesis σ by identifying the generators contained in T . In order to identify the generators we make use of two results. Thanks to Lemma 1 we can identify which measurements, if any, in T correspond to a stabiliser measurement of the state. After the first stabiliser measurement has been identified, and placed on a list L, the algorithm checks whether any new E i such that Tr(E i ρ) = 1 can be generated from L. At the end of the process the learner has built a list of independent generators L = {S 1 , . . . S l }. Based on this information our knowledge of the state can be summarised in the following state:
By using Lemma 1 it is easy to see how σ respects all the inequalities in Eq. 1. Because the state is also a normalised projector we have that σ 0. Note that a simple sum of the known stabilisers would have also satisfied the inequalities in Eq. 1 but, in general, it would not be positive semidefinite.
In order to determine whether a list of generators is independent we use a variant of the check matrix method described in [16] . With this technique every element of P ∈ P n , where P = P 1 ⊗ · · · ⊗ P n , is mapped to a 2n + 1 dimensional row vector r(P ). The vector r is defined in the following way:
where sgn(P ′ ) = +1 if the overall sign of P 1 . . . P n is positive and sgn(P ′ ) = −1 otherwise. As an example,
By checking whether the set of unsigned binary vectors {r(S 1 ), . . . , r(S l )} is linearly independent we can determine if the corresponding Pauli operators are also independent. We can use Gaussian elimination to perform this operation at a cost of O(n 3 ). Algorithm 1 can be used to produce L.
Because from the generating set L we can construct up to 2 l elements we cannot write down the full hypothesis state σ efficiently. But there is no need to construct this state explicitly. By using techniques developed for the efficient simulation of stabiliser circuits [7, 17] we can make use of the information contained in σ using only the generators.
Algorithm 1 Learning
Input: training set T = {(E i , Tr(E i ρ))} i∈{1,...,m} Output: list of generators L contained in T 1: take first E i such that Tr(E i ρ) = 1 XOR Tr(E i ρ) = 0 and add Tr(P i ρ)P i to L 2: for k = i to m do 3: if (Tr(E k ρ) = 1 XOR Tr(E k ρ) = 0) AND E k is generated by L then 4: add Tr(P k ρ)P k to L
5:
end if 6 : end for For every new measurement E ′ we want to determine whether E ′ commutes with the elements of L and whether it can be generated by L. Both tasks can be accomplished efficiently using the check-matrix representation [16] . However, because the check matrix representation does not allow us to predict the sign we are left with determining whether it is P ′ or −P ′ that can be generated with the elements of L. This can be accomplished in the following way. Because in the check vector representation multiplication is equal to addition modulo 2 and we know that P ′ is generated by L we can write:
where c i = 0, 1 and the addition is done modulo 2. This corresponds to a system of linear equations that can be solved efficiently. Once we have found the right vector c we can use the multiplication between the elements (an efficient algorithm is described in [17] ) to determine the sign:
. Algorithm 2 describes how to perform the prediction of the expected value of a new measurement E ′ .
Algorithm 2 Predictions
if sgn(P ′ ) = 1 then
4:
Tr(E ′ ρ) = 1 5: else if sgn(P ′ ) = −1 then 6: Tr(E ′ ρ) = 0 
Conclusion
Building on results from the literature on the efficient classical simulation of stabiliser circuits we proved that stabiliser states can be efficiently PAC-learned. Although previous works [14, 15] showed that stabilisers can be learned with access to only n copies of the state and polynomial amount of classical computation our results do not require specific measurements to be made on the state and allow to PAC learn the state under any distribution over the measurements.
Because the evolution of stabiliser states can be simulated efficiently on classical devices this work opens new directions in the study of the power of quantum systems: is it possible to establish a connection between what can be efficiently learned and what can be efficiently classically simulated? As previously suggested by Aaronson [2] , it would be interesting to investigate whether match gates [18, 19, 20] , a particular class of quantum states that can be efficiently simulated, can also be efficiently learned. Similarly, a recent work by Brandão and Svore [21] , that showed that a quantum computer can solve, under certain assumptions, exponentially faster the semidefinite program in Eq. 1 when the operators E i are low rank, could provide an interesting link between states that can be reconstructed efficiently using low rank POVMs and efficient PAC-learnability.
