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Lyapunov stability analysis of higher-order 2-D systems
Chiaki Kojima Paolo Rapisarda Kiyotsugu Takaba
Abstract—We give necessary and sufﬁcient conditions, based
on the existence of a Lyapunov functional, for the asymptotic
stability of a square autonomous 2-D behavior in the sense
of Valcher. We also show how Lyapunov functionals can be
computed solving a two-variable polynomial equation, and we
give necessary and sufﬁcient conditions for the solvability of
this equation for scalar systems.
I. INTRODUCTION
Discrete- and continuous-time two-dimensional (in the
following abbreviated as 2-D) systems have application in
all those situations when the evolution of the to-be-modeled
system depends on two independent variables, for example
time and (one-dimensional) space as it happens when an-
alyzing the vibrations of structures, or in iterative learning
control; or two spatial variables, for example in the case of
digital image processing, in physics, etc. These systems have
a number of applications, for example in seismology, image
enhancement, circuit theory, and so forth.
The notion of stability, because of its important con-
sequences in the analysis and design of control systems
and of ﬁlters, has attracted considerable interest also in
the case of 2-D systems. The issue of what a reasonable
deﬁnition of stability is for this situation presents ﬁrst and
foremost the difﬁculty of extending the notion of “past” and
“future”, so self-evident in the 1-D framework, to the case
of two independent variables, where there is no obvious
such splitting. An eminently reasonable position is to let
the laws describing the physical phenomenon themselves
dictate what the direction is of the evolution of the system.
This is the approach pioneered by M.E. Valcher in [17] and
followed in this paper. Central in this framework are the
notions of “characteristic set” and “characteristic cone” of
a behavior, which we will introduce in the next section; a
linear, shift-invariant behavior which admits a nontrivial (or
“proper”) characteristic cone is called stable if its trajectories
go asymptotically to zero within the “future cone”. In [17]
algebraic tests are given which, starting from the description
of a system as the kernel of a polynomial operator in the
shifts, determine whether a cone is characteristic for the
system or not (see Proposition 2.9 of [17]); and whether a
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system is stable or not. These tests are based on the location
of the points of an algebraic variety associated with the
polynomial matrix inducing a kernel representation of the
system.
In this paper we present a necessary and sufﬁcient con-
dition for the asymptotic stability of 2-D systems based
on Lyapunov functions. This idea is by no means original,
having been applied already in [11], [1]; however, those
approaches relied entirely on a speciﬁc (“state-space”) type
of representation of the system, while we deal with systems
described in a general form, namely as the solutions of a sys-
tem of partial difference equations. We adopt the behavioral
framework pioneered by J.C. Willems in the 1-D case (see
[15]), and extended to the 2-D case by P. Rocha (see [16])
and other authors (see [13], [14], [17]). In this setting the
main object of study is the behavior, the set consisting of all
the trajectories admissible by the physical laws describing
the system trajectories.
In this paper, the concepts and tools of the behavioral
approach, and of quadratic differential forms will be put
to strenuous use. The reader not familiar with them is
referred to [14], [15], [18] for a thorough exposition. We
include some background material on 2-D behaviors and
quadratic differential forms in sections II and section III.
Section IV contains the main result of this paper, namely a
stability criterion for higher-order systems of differential- or
difference equations based on Lyapunov analysis. Section V
discusses the current research directions being pursued.
Notation: We denote with Rr w[ 1, 2] (respectively,




2 ]) the set of all r   w matrices with
entries in the ring R[ 1, 2] of polynomials in 2 inde-
terminates, with real coefﬁcients (respectively in the ring




2 ] of Laurent polynomials in 2 indetermi-
nates with real coefﬁcients). Given a nonzero Laurent pol-
ynomial p( 1, 2)=
 
 ,m p ,m  
1 m





the Laurent variety of p is deﬁned as
VL(p) := {( , )   C   C |     =0 ,p( , ) = 0}
This deﬁnition extends to sets I of Laurent polynomials, with
V(I) being the intersection of the Laurent varieties of all





characteristic ideal is the ideal of R[ 1, 2] generated by the
determinants of all w w minors of R, and the characteristic
variety is the set of roots common to all polynomials in the
ideal. Further properties and deﬁnitions can be found in [3].
A set K  R   R is called a cone if  K   K for all
    0. A cone is solid if it contains an open ball in R R, and
pointed if K  K = {(0,0)}. A cone is proper if it is closed,pointed, solid, and convex. It is easy to see that a proper
cone is uniquely identiﬁed as the set of nonnegative linear
combinations of two linearly independent vectors v1,v 2  
R2. In the following we will often consider the intersection
of a cone K with Z  Z; whenever it will be clear from the
context, we will be denoting this set with K instead of with
K  Z   Z.
We denote with P1 the closed unit polydisk:
P1 := {( , )   C   C ||  |  1,| |  1}
Given a set S  Z   Z, its (discrete) convex hull is the
intersection of the convex hull of S (seen as a subset of
R   R) and of Z   Z. In the following we will also refer
to the (discrete) convex hull associated with an element p  




2 ], meaning the (discrete) convex hull of the
support of p, i.e. the set
supp(p) :={(x1,x 2)   Z   Z | the coefﬁcient of  h
1 k
2




2 ) is  =0 }
We denote with WT the set consisting of all trajectories
from T to W. We denote with  1,  2 the shift operators
deﬁned as







( 1w)(x1,x 2) := w(x1   1,x 2)
( 2w)(x1,x 2) := w(x1,x 2   1)
II. 2-D BEHAVIORS
In behavioral system theory, the behavior is a subset of the
set WT. In this paper we consider systems with T = Z2 (from
which the terminology “2-D-system” derives) and W = Rw.
We call B a linear discrete-time complete 2-D behavior if it
is the solution set of a system of linear, constant-coefﬁcient
difference equations with two independent variables; more





R( 1, 2)w =0 (1)




2 ]. We call (1) a kernel
representation of B. We denote the set consisting of all




2 is autonomous if there exists a proper cone K 
R   R such that
 
w1,w 2   B and w1|K Z Z = w2|K Z Z
 
=  [w1 = w2]
Such a cone K Z Z will be called a proper characteristic
cone for B. Observe that if w   B is such that w|K Z Z =0 ,
then w =0 .
Proper characteristic cones play an important role in the
deﬁnition of stability of a 2-D system according to Valcher,
and we now proceed to characterize them algebraically,
following closely the treatment of [17]. The following result
holds.
Theorem 1: Let B  Lw
2 be autonomous, and let B =









2 ] right factor prime,




2 ] nonsingular, such that R =
H ·  .





following statements are equivalent:
1) The proper cone K is characteristic for B;
2) The proper cone K is characteristic for ker  ( 1, 2);
3) The proper cone K is characteristic for ker  ( 1, 2);
4) The discrete convex hull H  of   satisﬁes the following
two conditions:
4a.  H   K;
4.b.  H   K intersects the generating lines of
K only in (0,0).
It can be shown (see [2]) that if B  Lw
2 is such that
B = ker R( 1, 2) for some right factor prime matrix




2 ], then B is autonomous and ﬁnite-
dimensional. It can be shown (see Lemma 2.4 of [17]) that
in this case, every proper cone is characteristic for B.
If B is autonomous, and B = ker R( 1, 2) for some
nonsingular Laurent matrix R, then B is called a square
autonomous behavior. Observe that Theorem 1 shows that
for any autonomous behavior B whose kernel representation
can be factored as H  with H right factor prime and
  nonsingular, the characteristic cone is determined by its
“square autonomous part” ker  ( 1, 2).
We now discuss in some detail the concept of stability
introduced by Valcher in [17]. In order to do so, we need to
distinguish the ﬁnite-dimensional and the square autonomous
case. In the former case, where each w   B is uniquely
determined by its values in a ﬁnite subset of Z   Z, the
deﬁnition is as follows.
Deﬁnition 2: Let B  Lw
2 be autonomous and ﬁnite-
dimensional, and let K be any proper cone of Z   Z. B
is K-stable if
[w   B]=  
 
lim
(i, j)  K
|i| + |j|  + 
 w(i,j)  =0
 
The following algebraic characterization of ﬁnite-
dimensional stable behaviors (see Theorem 3.3 p. 297
of [17]) holds. In order to avoid cumbersome details, we
follow [17], and only consider proper cones generated by
unimodular integer matrices, which are then isomorphic to
the ﬁrst orthant of Z   Z, in the sense that there exists a
(linear, bijective) transformation T : Z2   Z2 such that
T(K) is the ﬁrst orthant.
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right factor prime, and let K be a proper cone isomorphic to
the ﬁrst orthant. Denote the transformation mapping K to the
ﬁrst orthant with T, and with (t1( ,m),t 2( ,m)) the image
of ( ,m)   Z   Z under T. Deﬁne








Then the following two statements are equivalent:
1) B is K-stable;2) Every ( , ) in the Laurent variety of the maximal
order minors of HT satisﬁes | | > 1 and | | > 1.
The deﬁnition of stability in the square autonomous case
takes into account the fact that since the set of points in which
a trajectory can be freely assigned is inﬁnite, it may happen
that particular choices of the “initial conditions” correspond
to trajectories of the behavior which do not die out within a
proper cone K. In order to state the deﬁnition of stability for
the square case, we need to introduce the following notation:
given a proper cone C, we denote with  (C) the boundary
of C, i.e. the generating lines of C. Moreover, we denote
with ( (C))n the set consisting of the points of Z Z whose
distance from  (C) is less than n, i.e.
( (C))n :={(i,j)   Z   Z | min{|i   h| + |j   k|
with (x1,x 2)    (C)}  n}
The deﬁnition of K-stable square autonomous behavior is as
follows.
Deﬁnition 4: Let K be a proper cone such that  K is
characteristic for a square autonomous behavior B  Lw
2. B
is K-stable if there exists some positive integer n such that




(i, j)  K
|i| + |j|  + 
 w(i,j)  =0
 
The following is an algebraic characterization of K-stability
(see Theorem 3.6 of [17] for a proof).
Theorem 5: Let B = ker  ( 1, 2) be a square au-
tonomous behavior, and let K be a proper cone which is
T-isomorphic to the ﬁrst orthant. Denote   := det( ), and
assume w.l.o.g. that H   K and that H     K = {(0,0)}.
Denote with (t1( ,m),t 2( ,m)) the image of ( ,m)   Z Z
under T. Deﬁne
 T( 1, 2) :=
 
 ,m





Then the following two statements are equivalent:
1) B is K-stable;
2) The Laurent variety of det  T does not intersect the
closed unit polydisk P1.
In section IV we will establish an equivalent characterization
of K stability for the square autonomous case, which will be
useful for the purposes of computing Lyapunov functions for
a given behavior. We proceed in the next section to review
some important concepts related to quadratic difference
forms.
III. BILINEAR- AND QUADRATIC DIFFERENCE FORMS
FOR 2-D SYSTEMS
In many modeling and control problems for linear systems
it is necessary to study bilinear- and quadratic functionals of
the system variables and their shifts (or their derivatives in
the continuous-time case). For ﬁnite-dimensional continuous-
time linear systems, an efﬁcient representation for such
functionals by means of two-variable polynomial matrices
was introduced in [18]; in order to represent bilinear- and
quadratic functionals of the variables of continuous-time
2-D-systems, 4-variable polynomial matrices are used (see
[14]).
In the 1-D discrete-time case, quadratic difference forms
have been introduced in [7]. We now examine the extension
of quadratic difference forms to the 2-D discrete setting;
some preliminary results in this sense have been obtained
in [10].
In order to simplify the notation, deﬁne the multi-indices
k := (k1,k 2), l := (l1,l 2), and the notation   := ( 1, 2)









Let Rw1 w2[ , ] denote the set of real polynomial w1 w2
matrices in the 4 indeterminates  i and  i, i =1 ,2; that is,
an element of Rw1 w2[ , ] is of the form
 ( , )=
 
k,l
 k,l k l
where  k,l   Rw1 w2; the sum ranges over the nonnegative
multi-indices k and l, and is assumed to be ﬁnite. Such ma-
trix induces a bilinear difference form (BDF in the following)
L 









( kv)  k,l( lw)





and analogously for  l.
The 4-variable polynomial matrix  ( 1, 2, 1, 2) is
called symmetric if w1 = w2 =: w and  ( 1, 2, 1, 2)=
 ( 1, 2, 1, 2) , concisely written as  ( , ) =  ( , ) .
In this case,   induces also a quadratic functional
Q  :( Rw)Z
2
   (R)Z
2
Q (w) := L (w,w)
We will call Q  the quadratic difference form (in the
following abbreviated with QDF) associated with the four-
variable polynomial matrix  .
In this paper we also consider vectors    
(Rw1 w2[ , ])2, i.e.
 ( , )=
 
 1( , )
 2( , )
 
=: col( i( , ))i=1,2
with  i   Rw1 w2[ , ] and with col(Ai)i=1,2 the matrix
obtained by stacking the two matrices Ai, both with the same
number of columns, on top of each other. Such   induces a
vector bilinear difference form (abbreviated VBDF), deﬁned
as








L 1(v,w) L 2(v,w)
  
.
Finally, we introduce the notion of (discrete) divergence of
a VBDF. Given a VBDF L  = col(L 1,L  2) , we deﬁne
its divergence as the BDF deﬁned by
(divL )(w1,w 2) := (L 1(w1,w 2)    1(L 1(w1,w 2)))
+( L 2(w1,w 2)    2(L 2(w1,w 2)))
(2)for all w1,w 2. It is straightforward to verify that in terms
of the 4-variable polynomial matrices associated with the
BDF’s, the relationship between a VBDF and its divergence
is expressed as
 ( 1, 2, 1, 2) =(1    1 1) 1( 1, 2, 1, 2)
+ (1    2 2) 2( 1, 2, 1, 2)
In order to characterize those BDFs which are the divergence
of some VBDF, we need to introduce the “del” operator,
deﬁned as









2 , 1, 2)
The following result holds true.
Proposition 6: A BDF L  is the divergence of some
VBDF L  if and only if   ( 1, 2) = 0.
The deﬁnition and properties described above can be
adapted to a vector quadratic difference form (VQDF) in
a obvious manner.
We now introduce the notion of positivity of a QDF.
We deﬁne a QDF Q  induced by a four-variable polyno-
mial matrix     Rw w[ 1, 2, 1, 2] to be nonnegative if
Q (w(x1,x 2))   0  (x1,x 2)   Z2 and for all w   (Rw)Z
2
.
This will be denoted with Q    0 or  ( , )   0. We call
Q  positive, denoted Q  > 0 or  ( , ) > 0, if Q    0
and Q (w(x1,x 2)) = 0  (x1,x 2) implies w =0 . Often
in the following we will also consider QDFs induced by
matrices of the form  (e i , 2,e i , 2), i.e. matrices in the
indeterminates  2, 2 with coefﬁcients being polynomials in
ei  for some     R. The deﬁnition of nonnegativity and
positivity in this case is readily adapted from the above
deﬁnition.
Finally, we deﬁne equivalence of QDFs along a behavior.
Let B  Lw
2 and  i   Rw w[ 1, 2, 1, 2], i =1 ,2. Then
Q 1 is equivalent modulo B to Q 2, denoted Q 1
B = Q 2,
if Q 1(w)=Q 2(w) for all w   B. Now let B =
ker R( 1, 2); then it can be shown that Q 1
B = Q 2 if
and only if there exists X   R• w[ 1, 2, 1, 2] such that
 1( 1, 2, 1, 2) = 2( 1, 2, 1, 2)
+ R ( 1, 2)X( 1, 2, 1, 2)
+ X ( 1, 2, 1, 2)R( 1, 2)
(see Proposition 10 in [8]). In this case we also
write  1( 1, 2, 1, 2)= 2( 1, 2, 1, 2) mod R, or
 1( 1, 2, 1, 2)    2( 1, 2, 1, 2) = 0 mod R.
IV. NECESSARY AND SUFFICIENT CONDITIONS FOR
STABILITY OF 2-D SYSTEMS
We establish the main result of this paper, a Lyapunov
necessary and sufﬁcient condition for an autonomous square
behavior B  Lw
2 to be asymptotically stable. Using the
result of Theorem 5, which allows us to bring K-stability for
a general proper cone K back to stability on the ﬁrst orthant,
in this section we concentrate on stability with respect to the
proper cone consisting of the ﬁrst orthant of Z Z. We will
denote this set with K0 in the following. Moreover, for the
time being we concentrate on the case of square autonomous
systems.
We begin this section with a straightforward but important
reﬁnement of Proposition 3.5 of [17].
Proposition 7: Let B  Lw
2 be square and autonomous,
and let B = ker  ( 1, 2) with     Rw w[ 1, 2] nonsin-
gular. Assume that   := det   is such that H  is a subset of
K0, the ﬁrst orthant of Z   Z, that intersects the coordinate
axes only in the origin. Then the following statements are
equivalent:
1) B is K0-stable;
2) For all     R, the polynomial  (ej , 2) has all its
roots outside of the closed unit disk {z2   C || z2| 
1}, and the polynomial  ( 1,e j ) has all its roots
outside of the closed unit disk {z1   C || z1|  1}.
Proof: The proof follows from Theorem 5 and from
the equivalence of statements i) and iv) in Proposition 3.1
of [6].
We now state a condition equivalent to that of Proposition
7 in terms of a pair of quadratic difference forms satisfying
a Lyapunov-type equation. In order to do this, we introduce
ﬁrst some notation; in the following we denote with Per2  
(Rw)Z
2
the set consisting of all trajectories v   (Rw)Z
2
such
that the restriction of v to the lines {(x1,x 2) | x2   Z} is
periodic for all ﬁxed x1   Z, i.e.
Per2 :=
 
v   (Rw)Z
2
| v(x1,·)   (Rw)R is periodic
for all ﬁxed x1   Z}
and analogously we deﬁne
Per1 :=
 
v   (Rw)Z
2
| v(·,x 2)   (Rw)R is periodic
for all ﬁxed x2   Z}
The main result of this section is the following.
Theorem 8: Let B be a 2-D square autonomous linear
differential behavior, i.e. B = ker R( 1, 2). Then the
following statements are equivalent:
1) B is K0-stable.
2) There exists a VQDF Q  = col(Q 1,Q  2) and a QDF
Q  such that
(2a) divQ 
B =  Q ;
(2b) Q 1(w),Q  (w) > 0 for all w   B   Per2,
and Q 2(w),Q  (w) > 0 for all w   B  
Per1.
3) There exist   = col( 1, 2) and  , with  1, 2,Y  
Rw w[ 1, 2, 1, 2],     Rw w
s [ 1, 2, 1, 2] such that
(3a) (1    1 1) 1( 1, 2, 1, 2)
+ (1    2 2) 2( 1, 2, 1, 2)
=   ( 1, 2, 1, 2)
+ R( 1, 2) Y ( 1, 2, 1, 2)
+ Y ( 1, 2, 1, 2) R( 1, 2);
(3b) 1( 1, 2, 1, 2)
B Per2
> 0,
 2( 1, 2, 1, 2)
B Per1
> 0,
 ( 1, 2, 1, 2)
B Peri
> 0, i =1 ,2.We refer to a VQDF Q  = col(Q 1,Q  2) satisfying (2a)
and (2b) as a Lyapunov function for B.
Proof: The equivalence of statements (2) and (3) is
straightforward.
We now prove the implication (3) =  (1). Consider any
trajectory in B of the form w(t1,t 2)=v t1 µt2 for some
v   Cw and  ,µ   C. We now prove that if µ lies on the
unit circle, i.e. µ = ei  for some     R, then |   |> 1. Once
this will have been established, statement (1) follows from
Proposition 7.
Let  1 =  ,  1 =  ,  2 = µ = e i ,  2 = µ = ei  in
(3a):
(1     ) v  1( ,e i , ,ei )v =  v  ( ,e i , ,ei )v
The right-hand side of this equation is strictly negative;
on the left-hand side v  1( ,e i , ,ei )v>0, and
consequently it follows that 1      < 0. An analogous
argument is used when w(t1,t 2)=ve i t1µt2. This proves
the claim.
The proof of implication (1) =  (3) is established by
producing matrices  i   R
w w
S [ 1, 2, 1, 2], i =1 ,2, and
    R
w w
S [ 1, 2, 1, 2] such that (3a)   (3b) hold.
Write R( 1, 2)=
 L1








where Li is the highest power of  i in R, i =1 ,2. Deﬁne
the four-variable polynomial matrix
H( 1, 2, 1, 2) := R( 1, 2) R( 1, 2)


















Observe that  H =0 ; conclude from Proposition 6 that there
exists   = col( 1, 2)   R2w w[ 1, 2, 1, 2] such that
(1  1 1) 1( 1, 2, 1, 2)+(1  2 2) 2( 1, 2, 1, 2)=
H( 1, 2, 1, 2). Moreover, it is easy to see using Proposi-
tion 3.2 of [7] that
















1    1 1
.
(4)
From Proposition 7 it follows that since B is K0-stable
the polynomial det
 
R( 1,e i )
 
is anti-Schur (meaning all
its roots have modulus greater than one) for all     R.
It follows from Corollary 1 of [9] that for all     R
 1( 1,e  i , 1,e i ) > 0, since (4) is equivalent with  1
being the R-canonical solution of an  -dependent polyno-
mial Lyapunov equation in two variables (see equation (4) of
[9]) for the behavior described in kernel form by R( 1,e i ).
From this it follows that  1
B Per2
> 0.
An analogous argument based on the same considerations
and on the fact that R(ei , 2) is anti-Schur for all     R,
shows that  2(e i , 2,e i , 2) > 0 for all     R.
In order to conclude the proof, deﬁne





















The fact that  ( 1,e  i , 1,e i ) > 0 and  (e i , 2,e i ,
 2) > 0 for all     R follows from the K0-stability of B,
which implies for all     R that R( 1,e i ) and R(ei , 2)
are anti-Schur.
The 4-variable polynomial matrices   = col( 1, 2) and
  given in the proof of Theorem 8 can be considered as an  -
parametrized 2-D discrete-time version of the multivariable
B´ ezoutian
R( ) R( )   R(  ) R(  )
  +  
used in analyzing stability of 1-D continuous-time systems.
In the single-variable (i.e. w =1 ) case, stability conditions
based on the positivity of the coefﬁcient matrix of an  -
dependent B´ ezoutian have been obtained in [5], [6]. Of
course, there are more Lyapunov functions than only the
B´ ezoutian, as the following example shows.
Example 9: Consider the system described in kernel form
by the polynomial










It can be veriﬁed that the B´ ezoutian equals
B( 1, 2, 1, 2) = (1    1 1)
1
2
( 2 +  2 +3  2 2)
      
=: 1( 1, 2, 1, 2)
+ (1    2 2)
1
4
(3 +  1 +  1)
      
=: 2( 1, 2, 1, 2)
It is easy to see that  1( 1,e  i , 1,e i )=1
4(3 +
2cos( )) =  2(e i , 2,e i , 2) > 0 for all     R, and
consequently the system is stable.
We now give another Lyapunov functional for
ker p( 1, 2); deﬁne the two-variable polynomial






( 1 +  1 +  2 +  2)
and observe that   ( 1,e  i , 1,e i ) < 0 for all     R, and
that an analogous inequality holds for   (e i , 2,e i , 2).
Deﬁne also
  
1( 1, 2, 1, 2) :=
1
4
(1 +  2)(1 +  2)
  
2( 1, 2, 1, 2) :=
1
4
(1 +  1)(1 +  1)
and observe that   
1( 1,e  i , 1,e i )=1
4 | 1+ei  |2=
  





(1 +  2)(1 +  2)
(1 +  1)(1 +  1)
 
is a Lyapunov function for B = ker p( 1, 2) with diver-
gence equal to  3
2   1
4( 1 +  1 +  2 +  2) along B.
We conclude this section with a discussion on the 2-D
polynomial Lyapunov equation, which we now introduce.Consider the “ ” map associating a pair of 4-variable pol-




 1( 1, 2, 1, 2)
 2( 1, 2, 1, 2)
 
:=(1    1 1) 1( 1, 2, 1, 2)
+ (1    2 2) 2( 1, 2, 1, 2).
It is easy to see that   is linear; moreover, observe that
condition (3a) of Theorem 8 can be rewritten using   as
 
 
 1( 1, 2, 1, 2)
 2( 1, 2, 1, 2)
 
=   ( 1, 2, 1, 2) mod R. (5)
We call (5) the 2-D polynomial Lyapunov equation (2-D PLE
in the following), by analogy with the equation studied in the
1-D case in section 4 of [18] and in [12]. It follows from
this discussion that a fourth condition equivalent with those
stated in Theorem 8 can be given for the K0-stability of a
square autonomous behavior B, namely:
4. There exist   = col( 1, 2) and  , with  1, 2  
Rw w[ 1, 2, 1, 2],     Rw w
s [ 1, 2, 1, 2] such that
(4a) The 2-D PLE (5) is satisﬁed;
(4b) 1( 1, 2, 1, 2)
B Per2
> 0,
 2( 1, 2, 1, 2)
B Per1
> 0,
 ( 1, 2, 1, 2)
B Peri
> 0, i =1 ,2.
V. CONCLUSIONS
The main result of this paper is Theorem 8, which states
necessary and sufﬁcient conditions for the asymptotic stabil-
ity of a 2-D behavior in the sense of Valcher. Two topics are
currently being investigated: to determine conditions for the
solvability of the 2-D-PLE in the multivariable case; and to
develop algorithms for the efﬁcient solution of the equation.
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