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The main purpose of this study was to conduct a validation analysis of student surveys of 
teaching effectiveness implemented at Bangkok University, Thailand. This study included three 
phases; survey development, a pilot study, and a full implementation study. Four sources of 
validity evidence were collected to support intended interpretations and uses of survey scores. To 
this end, this study evaluated the extent to which the content evidence supported the construct 
definition of the survey (RQ1), the relationships among survey items and survey components 
corresponded to the construct dimension (RQ2), the survey exhibited gender differential item 
functioning (RQ3), and student ratings and a similar measure of teaching quality and student 
achievement (RQ4) were related.  
  Overall, the student survey demonstrated good psychometric quality and the intended 
purposes and uses of the survey were supported. Based on expert reviews, the dimensions and 
survey items were perceived adequate in covering teaching quality, the survey items were 
perceived to properly assess the associated dimensions, and the response scales were perceived 
suitable with what was intended to measure. Exploratory factor analysis suggested that the 
construct of teaching effectiveness as defined in this survey may be unidimensional. Although 
the results did not support multidimensionality, the dimensions can still be used by individual 
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instructors to evaluate their own teaching. Cronbach’s  coefficients were high and supported 
the internal consistency of the survey. There was no occurrence of gender DIF in this student 
survey. Therefore, the validity evidence of survey score interpretations was supported since the 
meaning of survey categories/scales was shared across male and female students. Finally, the 
results based on relation to other variables showed a strong positive relationship between the 
student survey and another currently used survey at Bangkok University which was used to 
evaluate teaching effectiveness for a decade. This could indicate that the student survey was 
measuring a similar construct of teaching effectiveness. 
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1.0  INTRODUCTION 
Why measure effective teaching? Real improvement in teaching requires quality measurement. 
To improve teaching, make critical personnel decisions, and demonstrate the performance of an 
institution, high quality feedback based on valid and reliable assessments need to be given. But 
measuring teaching is difficult and no single measurement tool is likely to capture teaching 
effectiveness (T. J. Kane, Kerr, & Pianta, 2014). Therefore, teaching evaluation systems are 
developed in an effort to systematically evaluate teaching. In higher education, colleges and 
universities rely on students to provide responses about the quality of the teaching that they 
experience using student surveys (Ferguson, 2012). 
1.1 STUDENT RATINGS OF INSTRUCTION 
One widespread measure of teaching effectiveness is student ratings. In higher education, almost 
every institution all over the world uses student ratings as an evaluation component of the 
teaching system (Zabaleta, 2007). Most educators believe that students are important 
stakeholders in the process of gathering insight into the quality of teaching in a course. Student 
ratings are also considered as a viable and cost-effective measure. Online student-rating systems 
allow colleges/universities to quickly collect ratings from thousands of students and reduce costs. 
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Additionally, the administration of the surveys is easy and can be standardized (Meyer, Doromal, 
Wei, & Zhu, 2016; Sorenson & Johnson, 2003). 
  The question is, to what extent can student ratings be used for making fair and valid 
comparative judgements about the effectiveness of teachers, courses, departments, and 
institutions (Kwan, 1999)? There are numerous research studies examining what scores from 
student ratings of instruction represent. Some research studies have investigated the relationship 
between student ratings and the characteristics they were assumed to represent: good teaching, 
and by extension, good teachers. Some researchers claim that student ratings are the most direct 
indicators of teaching quality and effectiveness. Underlying all these challenges is the 
fundamental question of validity. 
1.1.1 Quality assurance (QA) in higher education 
Quality in higher education is not a simple one-dimensional notion about academic quality. It has 
been viewed as a multi-dimensional concept by stakeholders (Ong Chee Bin, 2016). The World 
Declaration on Higher Education for the Twenty First Century: Vision and Action (October 
1998), Article 11, Qualitative Evaluation considers quality in higher education as “a multi-
dimensional concept, which should embrace all its functions, and activities; teaching and 
academic programs, research and scholarship, staffing, students, buildings, facilities, equipment, 
services to the community and the academic environment. Internal self-evaluation and external 
review, conducted openly by independent specialists, if possible with international expertise, are 
vital for enhancing quality.” (p.25) To develop, implement, maintain and improve the level of 
quality in higher education, a university needs to install a quality assurance system. The Regional 
Report of Asia and the Pacific (UNESCO, 2003b) defines quality assurance in higher education 
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as “systematic management and assessment procedures to monitor performance of higher 
education institutions”. (p.9) 
1.1.2 AUN-QA model for quality assurance 
The establishment of ASEAN University Network (AUN) and AUN - Quality Assurance 
Network (AUN-QA) in 1995 and 1998, respectively, has initially led to a new framework of 
quality assurance in higher education. To assist universities in developing, implementing, 
maintaining, and improving the level of quality, AUN-QA common policies, criteria, and 
strategic plan were first developed in 2001. The AUN-QA guidelines and manual for the 
implementation of the guidelines were later endorsed in 2004 and 2006, respectively. Effective 
in 2011, the universities in the ASEAN region were encouraged to implement the AUN-QA 
guidelines and apply the AUN-QA standards and criteria in order to develop adequate internal 
quality assurance (IQA) systems at institutional and program levels. IQA ensures that an institute 
or program has policies and mechanisms in place to make sure that it meets its own objectives 
and standards (ASEAN University Network, 2011). According to the latest version of the guide 
to AUN-QA assessment (Ong Chee Bin, 2016), the AUN-QA model for an IQA system consists 
of the following areas: internal quality assurance framework, monitoring instruments, evaluation 
instruments, special QA-processes to safeguard specific activities, specific QA-instruments, and 
follow-up activities for making improvements. Course and teacher evaluation are parts of the 
evaluation instruments and each institute is encouraged to develop its own instrument that fits its 
institutional needs.  
With regards to IQA at the program level, it focuses on quality of educational activities in 
terms of input, process, and output. It starts with stakeholders’ needs and these needs are 
 4 
formulated into the expected learning outcomes which drive the program. There are 11 criteria 
including expected learning outcomes, program specification, program structure and content, 
teaching and learning approach, student assessment, academic staff quality, support staff quality, 
facilities and infrastructure, quality enhancement, and output.  
Recently, Thai universities have begun adopting AUN-QA criteria to develop their own 
instruments to promote their academic standards and the quality of teaching. While there are 
many ways to evaluate teaching quality, the focus of this study is the development and validation 
of a newly developed student survey of teaching effectiveness. From the literature, student 
surveys are widely used to assess teaching effectiveness for two main purposes: formative and 
summative evaluation. First, student surveys can be used to provide feedback to teachers about 
the effectiveness of their teaching. Second, student surveys can be used in conjunction with other 
information for faculty promotion and tenure decisions. Third, they can be used to demonstrate 
an institution’s performance as a part of internal quality assurance processes (Galbraith, Merrill, 
& Kline, 2012; Richardson, 2005).  
 Overall, student surveys of teaching effectiveness under the context of AUN-QA need to 
be implemented. The way student surveys are developed and validated needs to meet 
professional standards. Validity evidence is needed to determine whether ratings generated by a 
survey truly represent the defined construct and in what degree evidence and theory support the 
interpretations of the ratings (Onwuegbuzie, Daniel, & Collins, 2009). 
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1.2 THEORETICAL FRAMEWORK 
To ensure a unified concept of validity for student surveys of teaching effectiveness, definitions 
and concepts of validity are briefly summarized below, followed by a critical analysis of student 
surveys research using the validation framework.  
During the late 1970s, the development of validity theory focused on a clear 
identification of different kinds of validity evidence to evaluate particular interpretations and 
uses of test scores (Kane, 2006). During the 1980s, there was a major revision of the Standards 
for Educational and Psychological Testing (American Educational Research Association, 
American Psychological Association, & National Council on Measurement in Education, 1985) 
to reflect some changes about the concept of validity. Messick’s benchmark chapter on validity 
in the third edition of Educational Measurement (1989) provided a comprehensive framework of 
validity. Messick (1989) adopted a unified model of validity and defined validity as “an 
evaluation of proposed interpretations and uses of test scores regarding their adequacy and 
appropriateness of inferences and actions”. Subsequently, the definition of validity in the 2014 
Standards (American Educational Research Association, American Psychological Association, 
& National Council on Measurement in Education, 2014) refers to “the degree to which 
evidence and theory support the score interpretations entailed by intended uses of tests”. Critical 
to this definition is that, validity is not a property of a test or assessment. Instead validity is a 
characteristic of the meaning and interpretation of the assessment scores and any actions based 
on the assessment scores.  
With respect to the validation of student surveys of teaching effectiveness, it concerns 
whether ratings generated by the student surveys truly represent the defined construct of teaching 
effectiveness and in what degree evidence and theory support the interpretations of the ratings 
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(Onwuegbuzie et al., 2009). In other words, it refers to the extent to which the responses from 
the student surveys correspond to other indicators of teacher and teaching quality. Thus, validity 
evidence of teaching effectiveness must be provided. This study is a validation study of a new 
survey of teaching effectiveness based on an argument-based approach, which was developed to 
facilitate the validation process as a unified conception taking the interpretations, uses, argument, 
claim, and validity evidence into account (M. T. Kane, 2006)  
  There are potentially five different sources of validity evidence to collect to support the 
interpretations and uses of student surveys as indicators of teaching quality. This study focuses 
on obtaining four sources of validity evidence (survey content, response processes and expert 
review of items, internal structure, and relations to other variables). Given that the remaining 
validity evidence based on survey consequences is equally important, future studies should 
address it. 
  The psychometric assessment of student surveys of teaching effectiveness in this study 
was conducted through classical test theory and can contribute to validity evidence. In addition 
to classical test theory, an exploratory factor analysis (EFA), a confirmatory factor analysis 
(CFA) and an exploratory structural equation modeling (ESEM) were proposed to explore the 
factor structure of the survey. ESEM is an integration of EFA, CFA, and SEM (Asparouhov & 
Muthén, 2009; Marsh et al., 2010; Marsh et al., 2009). Finally, the most commonly used non-
IRT method for detecting DIF in ordinal items, the generalized Mantel-Haenszel (GMH) 
procedure was employed to examine if the survey items exhibited differential item functioning 
between male and female students.  
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1.3 STATEMENT OF THE PROBLEM 
Due to the importance of student ratings as part of classroom improvement, personnel decisions, 
or quality assurance, one must provide validity evidence of teaching effectiveness for these 
purposes. Many constructed instruments used to evaluate teaching effectiveness have not been 
subjected to an investigation of their psychometric quality or the validity of the survey score 
interpretations and uses.  
Bangkok University, one of the biggest private universities in Thailand has adopted 
student surveys as a measure of teaching quality for several decades. With almost twenty 
thousand students enrolled in Bangkok University each year, the data from student ratings can be 
comprehensive and useful for evaluating teaching effectiveness. Nonetheless, the development 
process of student surveys was outdated without consideration of reliability and validity. Also, 
there were some changes based on the new framework of quality assurance, AUN-QA. 
Therefore, the development and validation of a survey that met the requirements of the AUN-QA 
framework was needed.  
A series of validation analyses were conducted on the new survey. The major 
assumptions and inferences in interpreting the results of student ratings of instruction and the 
associated sources of validity evidence needed to be clearly identified before the survey was 
used. This study focused on the survey development and validation as well as its psychometric 
properties.  
The survey validation followed a framework that seeks to establish validity through 
multiple sources of validity evidence. Collecting validity evidence provided justification for the 
set of inferences that were intended to be drawn from scores yielded by a student survey. Four 
sources of validity evidence were accumulated, including validity evidence based on survey 
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content, response processes and expert review of items, internal structure, and relations to other 
variables.  
An exploratory factor analysis (EFA), a confirmatory factor analysis (CFA) and an 
exploratory structural equation modeling (ESEM) were proposed to explore the factor structure 
of the student surveys of teaching effectiveness. The generalized Mantel-Haenszel (GMH) 
procedure was used to examine the extent to which differential item functioning (DIF) occurs. 
  In sum, the purposes of this study were to conduct a validation analysis of student 
surveys of teaching effectiveness implemented at Bangkok University, to explore the 
dimensionality of aggregated student ratings, and to analyze DIF. There were four research 
questions that guided this study:  
  Research question 1: To what extent does the content evidence support the construct 
definition? 
Research question 2:  To what extent do the relationships among survey items and survey 
components correspond to the construct dimension? 
Research question 3: Is there gender differential item functioning in student ratings? 
Research question 4: Are there relationships between student ratings and a similar 
measure of teaching quality and student achievement? 
1.4 SIGNIFICANCE OF THE STUDY 
The current investigation aimed to develop and validate an instrument to measure teaching 
effectiveness using student ratings. This study has both theoretical and practical significance. In 
a theoretical sense, this study contributes to the existing literature related to the validation of 
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student ratings of instruction and a better understanding of the characteristics of student ratings. 
In the practical sense, the study provides solid validity evidence for the applicability of student 
surveys of teaching effectiveness in Thai higher education. The intention of this study was to 
provide the university administrative staff with important information about the student surveys 
of teaching effectiveness as it relates to the validity of interpretation and use of results in 
improving classroom practices, making personnel decisions such as tenure and promotion, and 
demonstrating the institution performance for quality assurance purpose. 
1.5 ORGANIZATION OF THE STUDY 
This document is organized into 5 chapters. Chapter one provides some background information 
about student ratings of instruction and the validation framework. The purpose of the study, the 
research questions, as well as the significance of the study are also introduced in Chapter one. 
The next section, Chapter two, reviews the literature on student ratings as a measure of teaching 
quality as well as the issues in using ordinal scales in survey research. Following this is the 
conceptual foundations of validity. Any conceptual and methodological challenges raised by 
student surveys are also addressed in Chapter two. This chapter, also provides an overview of 
EFA, CFA and ESEM approaches proposed to explore the factor structure of the survey and DIF 
analyses using the generalized MH procedure. Next, Chapter three presents the overall design of 
the study including steps in survey development and validation. A pilot study and its results and 
a full implementation study are also detailed in Chapter three. Chapter four provides results from 
the full implementation study to answer the four research questions. The results from the pilot 
study are also summarized here. Finally, chapter five provides a summary and discussion of the 
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study findings for each research question. Following this is the limitations of this study and 
important directions for future research. 
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2.0  LITERATURE REVIEW 
The main purpose of this study was to develop and evaluate the psychometric quality and 
validity evidence of student ratings of instruction for a new survey. This survey was developed 
based on a thorough review of the literature. Four sources of validity evidence were obtained to 
support score interpretations and uses including evidence based on survey content, response 
processes and expert review of items, internal structure, and relations to other variables. Using 
Classical Test Theory (CTT), the study first examined the psychometric properties of the survey 
using a series of data analyses. Afterwards, EFA, CFA and ESEM were used to examine internal 
structure of the survey. Finally, the GMH method was employed to examine whether any items 
exhibit DIF between male and female students.  
  To cover the essential background for this study, the first section of the chapter describes 
the necessary information on teaching quality under the AUN-QA framework in the ASEAN 
region. The second section provides a brief history of student ratings. The issues in using an 
ordinal scale are considered next. Following a discussion on validity in student ratings of 
instruction, with an emphasis on four sources of validity evidence is reviewed. The next section 
is an overview of EFA, CFA and ESEM approach for examining internal structure of the survey, 
while the last section provides a description of detecting DIF using the GMH method. 
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2.1 TEACHING QUALITY UNDER AUN-QA FRAMEWORK 
The AUN - Quality Assurance Network (AUN-QA) indicates that student surveys of teaching 
effectiveness need to be based on three criteria of AUN-QA including criterion 4: teaching and 
learning approach, criterion 6: academic staff quality, and criterion 11: stakeholders’ satisfaction 
(students). All three AUN-QA criteria are used to facilitate the assessment of teaching quality 
and discussed below (Ong Chee Bin, 2016).  
  1. Criterion 4: Teaching and learning approach. This AUN-QA criterion focuses on how 
students acquire the following skills after being exposed to each teaching and learning approach: 
 The ability to discover knowledge for oneself - learners have research skills and the 
ability to analyze and synthesize the material they gather. Learners understand various learning 
strategies and can choose the most appropriate for the task at hand. 
The ability to retain knowledge long term - an approach to learning that emphasizes 
construction of meaning rather than memorizing facts for greater retention. 
The ability to perceive relations between old knowledge and new - quality learning is 
always trying to bring information from various resources together. 
 The ability to create new knowledge - quality learners discover what others have learned 
and documented, perceiving the relations between that knowledge and their own experiences and 
previous learning to develop new insights. 
The ability to apply one’s knowledge to solve problems 
 The ability to communicate one’s knowledge to others - quality learners form and 
substantiate independent thought and action in a coherent and articulated fashion. 
 An eagerness to know more - quality learners are lifelong learners. 
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 2. Criterion 6: Academic staff quality. This AUN-QA criterion focuses on the evaluation 
of academic staff competence. The quality of academic staff encompasses qualification, subject 
matter expertise, experience, teaching skills, and professional ethics. In other words, it is 
important that those who teach have a full knowledge of and understand the subject they are 
teaching. In addition, they need to have the necessary skills and experience to communicate their 
knowledge and understand students effectively in a variety of teaching contexts.  
3. Criterion 11: Output (students’ satisfaction). This AUN-QA criterion focuses on 
whether a university has a structured method for obtaining feedback from students in term of 
their satisfaction toward the quality of teaching. Specifically, it is concerned with what students 
think about the courses, teaching, examinations, assignments, and classroom activities.  
2.2 HISTORY OF STUDENT RATINGS 
Student ratings of instruction in higher education have been formally in existence since the 
1920s. In 1920–1925, students at the University of Washington rated teaching quality on what 
was credited as being the first student rating form. In addition, the first empirical research on 
student ratings conducted by the researchers from Purdue University was published. Class size 
and lecture versus discussion were appeared on the research study. Some of the findings 
indicated that small class sizes were more effective than large class sizes in term of learning 
retention and the discussion teaching method was better than the lecture teaching method for 
long-term retention (McKeachie, 1990). 
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  In the late 1960s and early 1970s, the use of student ratings expanded across American 
universities in response to students’ calls for accountability. In the 1980s – 1990s, student ratings 
of instruction were used for faculty improvement and administrative purposes  
(Onwuegbuzie et al., 2009). Overall, student ratings of instruction can be used for both formative 
and summative purposes. 
Some researchers were skeptical about students’ ability to rate the quality of their 
teachers and courses and questioned the validity of such ratings. A review of empirical studies by 
Costin, Greenough, and Menges (1971) indicated that student ratings can provide reliable and 
valid information on the quality of teachers and courses. In late 1997, a series of research studies 
by d'Apollonia and Abrami (1997), Greenwald (1997), Marsh and Roche (1997), and McKeachie 
(1997) reviewed the literature on student ratings of instruction and their uses. For example, 
Marsh and Roche (1997) evaluated the validity and the usefulness of student ratings. They 
concluded that under appropriate conditions, student ratings were relatively valid against a 
variety of indicators of effective teaching and unaffected by a variety of potential biases (e.g., 
grading leniency, class size, and workload). Student ratings were useful in improving teaching 
quality but insufficient. Generally, all four studies favored the use of student ratings and 
confirmed that issues regarding the validity of student ratings had been settled.  
 A series of articles by Cohen (1980, 1981, and 1982) was conducted to provide more 
information regarding the validity of student ratings using multisection validity studies. Various 
research studies on the relationship between student ratings and student achievement across 
different courses and instructors were synthesized. They demonstrated that overall student 
responses on rating scales of teaching effectiveness are positively associated with their academic 
achievement. This result strengthens the claim that student ratings are valid measures of teaching 
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effectiveness. It is important to be aware that a well-constructed and score-validated instrument 
of student ratings can be a useful indicator of teaching quality, as measured by student 
achievement (d'Apollonia & Abrami, 1997; Penny, 2003). 
  The continued use of student ratings as a measure of teaching quality needs to be based 
on empirical research pertaining to the validity and reliability. Student ratings are unlikely to be 
used in administrative decisions such as promotion and tenure, but there is sufficient agreement 
that they are useful for teaching improvement purposes (Penny, 2003). Most studies on teaching 
improvement derives from studies of the short-term effects of feedback from student ratings of 
instruction (Chatterjee, Ghosh, & Bandyopadhyay, 2009). It is to be noted that teaching 
improvement and course improvement have the same goal, and the former refers to the activities 
the instructor designed to facilitate student learning, while the latter refers to broad choices in 
course content and to the general structure of the course.  
 Most of the student surveys use a rating scale such as a four, five, or six-point ordinal 
scale to measure students’ perspectives and reactions. The next section discusses issues 
regarding the use of ordinal scale. 
2.3 ISSUES IN USING ORDINAL SCALES 
In the world of survey research in social science, data measurement theory becomes significant, 
where individuals respond to questions that are crafted for soliciting their qualitative 
observations (Granberg-Rademacker, 2010). An ordinal scale is widely used to obtain this kind 
of data. In ordinal-level measurement, the categories must be homogeneous, mutually exclusive, 
exhaustive, and ordered along some continuum. For example, the respondents are asked to select 
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one category representing their frequency toward a particular statement running from, never to 
always (i.e., never, rarely, sometimes, very often, always), and it is possible to make such 
statements as “sometimes” is more frequent than “rarely”. Nevertheless, it is not possible to say 
how frequent “sometimes” is as compared to “rarely”. It is assumed that the distance between 
categories is unequal. Therefore, differences in magnitude cannot be considered (Blaikie, 2003). 
  The Likert scale is one type of ordinal scale in psychometrics and is used extensively in 
the social sciences and educational survey research. It was devised to measure attitude without 
deriving item scale locations and values (J. S. Roberts, Laughlin, & Wedell, 1999). The logical 
property of the Likert scale is a passive/ selective response format within the affective domain 
(Carifio & Perla, 2007; Jamieson, 2004). In other words, it is a set of negative or positive 
statements (items) offered for a real or hypothetical situation under study. Participants, in 
general, are asked to indicate their level of agreement on any given question using some common 
categories: “strongly disagree” to “strongly agree”. All statements in combination represent the 
specific dimension of the attitude towards the given situation (Joshi, Kale, Chandel, & Pal, 
2015). 
The Likert scale is analytically treated and interpreted depending upon it being a 
symmetric or asymmetric scale. The construction of a symmetric scale is when the position of 
neutrality lies exactly in between two extremes of strongly disagree to strongly agree. Thus, a 
participant is independent in selecting any response in either directions in a balanced and 
symmetric way. In contrast, there are less choices on one side of neutrality as compared to the 
other side for an asymmetric Likert scale. It sometimes refers to forced choices with no value of 
neutrality (Joshi et al., 2015). 
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There are several measurement and statistical issues associated with using an ordinal 
scale, especially the Likert response format in survey research. The issues related to reliability, 
validity, robustness, analyses, and number of categories are discussed in the next sections. 
2.3.1 Reliability issues 
The issues of reliability of scores are a basic psychometric property for any scale. For a 
measurement of any latent trait, reliability refers to the degree to which the observed individual 
differences are represented by true individual differences (Deng, Marcoulides, & Yuan, 2015). 
Generally speaking, the literature has shown that the estimates of coefficient alpha computed 
from ordinal response data are downward biased when compared with one computed from an 
interval/ratio scale. Nonetheless, when the theoretical reliability increases, the magnitude of bias 
decreases (Zumbo, Gadermann, & Zeisser, 2007).  
When outliers are taken into account, Liu and Zambo (2007) found that the estimates of 
Cronbach’s coefficient alpha for interval/ratio item response were seriously inflated by the 
outliers. Following this, Liu, Wu, and Zambo (2010) studied the impact of outliers on estimates 
of reliability for ordinal item response data, but the examination was more complicated because 
of the nonnormal distribution of ordinal data. A Monte Carlo simulation was performed to 
examine the impact of outliers on bias and efficiency of Cronbach’s coefficient alpha. Similar to 
the result for interval/ratio item response, the impact of outliers increased the inflation of bias 
and efficiency of Cronbach’s coefficient alpha for ordinal scale item response data. Nevertheless, 
when the theoretical reliability increased, the inflation decreased. 
 In addition, the influence of the number of Likert scale points on reliability estimates 
was examined. The study by Zumbo, Gadermann, and Zeisser (2007) concluded that the bias on 
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reliability estimates decreased when the number of scale points increased. Also, the number of 
response categories had less of an effect on the theoretical reliability. When those two factors 
were combined (i.e., outliers and number of scale points), the number of response categories only 
inflated the efficiency of Cronbach’s coefficient alpha when the number of options was increased 
in the presence of outliers. They found that fewer response categories are superior in the 
presence of outliers. Without outliers, more response categories are superior. 
2.3.2 Validity issues 
Validity issues arise because of the item scale itself. Specifically, an ordinal scale only has fixed 
response choices possible for individuals to choose, hence the individuals are expected to 
truncate or round off their level of agreement to the extent that it fits a scale. In this case, errors 
are produced (Granberg-Rademacker, 2010; J. S. Roberts et al., 1999) 
Another validity concern is how individuals handle and interpret the scale. The different 
understanding of respondents toward the same item is often a problem for ordinal scales. This 
problem arises when data is analyzed and interpreted, because the meaning of coded values is not 
shared across subgroups. This concern can be reflected in Differential Item Functioning (DIF). 
To illustrate the DIF issue, the assumptions of survey research are that X is the interval or ratio-
level latent variable and all respondents interpret the item responses and the items themselves in 
the same way (Granberg-Rademacker, 2010). 
. (2.1) 
The notation in equation (2.1) does not need to be equal for ordinal level scales because 
of their preferential rankings. The equation (2.1) holds true when the understanding of the scale 
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points of individual follows a general order of precedence. Let each subscript denote the possible 
scale points (e.g.,  is strongly agree,  is agree). If the following notation holds true for all 
individuals, equation (2.1) is valid: 
, (2.2) 
where  is responses running from = 1, 2, … , . If equation (2.2) holds true, then individual’s 
understanding of the monotonically increasing responses, , is isomorphic. But if it does not 
hold true, then it represents the uniqueness of response understanding and interpretation as noted 
in equation (2.3): 
. (2.3) 
If equation (2.3) holds true, then it is quite possible that the interpretation of the scale 
points themselves differs based on the individual  respondent’s interpretations such that rj,i ≠ rj,-i, 
thus raising the possibility of encountering DIF. It is hoped that all response understandings are 
the same for every respondent as noted in equation (2.4): 
. (2.4) 
If equation (2.4) holds true, then equations (2.1) and (2.2) also hold true, and there is no 
DIF problem. But if equation (2.4) does not hold true, then the researcher should consider 
corrective interpretative methods, such as anchoring scales or vignettes, to correct for DIF. 
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2.3.3 Robustness issues 
Robustness is concerned with the chance of coming to an erroneous conclusion when the wrong 
statistical technique is used. If the chance does not increase much, robustness holds. This issue 
occurs frequently when using Likert item responses and an inappropriate statistical technique is 
adopted. Based on the review of Jamieson (2004), researchers needed to be cautious when 
employing the appropriate parametric tests for interval/ratio variables to ordinal variables 
because of the possibility of violating the normality assumption. Non-parametric tests were 
suggested to use for ordinal variables as the appropriate statistics. However, Norman (2010) 
argued that those non-parametric tests were seldom employed because they can only handle the 
simplest designs. This issue was carefully reviewed by Norman (2010) and the following 
conclusions were drawn from his review of the literature. Parametric tests assume that the 
distribution is normal, but it is the distribution of means, not of the data. The study of their 
robustness found that they were robust even for non-normal distributions with high skewness. 
Particularly, for sample sizes greater than 5, the assumption of normality is not required. Hence, 
using parametric tests for ordinal variables is justified. For example, Norman (2010) explained 
that correlation inherently deals with variation, not central tendency and the correlation 
magnitude is sensitive to extreme distribution. However, using ordinal response scales with less 
than 5 response categories rarely produces extreme distribution because the range of categories is 
narrow. This conclusion also gets supported from the empirical study. Correlation coefficients 
can be calculated for any dataset and they are robust with respect to violations of assumptions 
(Norman, 2010). 
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2.3.4 Analysis of the ordinal scale issues 
The issues of ordinal scale analysis are discussed by beginning with the question – which type of 
Likert scale? There are two schools of thoughts: one school considers Likert scales as ordinal 
and another treats it as interval. The first focuses on the ranking order of Likert scales as well as 
the unequal distance between each pair of two response categories. Hence, it is considered an 
ordinal scale. The other focuses on the researcher’s aim to combine all the items in order to 
generate a composite score for a respondent because a single Likert item is rarely analyzed. It 
has been argued that it is defensible to indicate that a Likert scale, as a sum of all items, is 
interval (Joshi et al., 2015). 
One problem with ordinal data in many statistical procedures is that the values cannot 
assume to be normally distributed. Thus, the bias may be produced when analyzing an ordinal 
scale. However, as discussed earlier for the robustness issue, some of the parametric tests are 
robust with respect to violation of the normality assumption. Hence, when all items are combined 
together, the results from the analysis of ordinal data using parametric tests suggest that they are 
robust but have less statistical power compared to their nonparametric competitors (Harwell & 
Gatti, 2001; Norman, 2010). In sum, the analysis of ordinal scale aims to identify the most 
discriminating, homogeneous, and reliable items regardless of any nonparametric or parametric 
test selected (J. S. Roberts et al., 1999).  
2.3.5 Number of categories issues 
Another consideration is the number of options used for the score scale. Several studies have 
concluded that the appropriate number of response categories ranges from four to seven 
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categories. An odd number of categories allow researchers to include a neutral position in the 
scale points (i.e., “neither agree nor disagree”). On the other hand, if researchers intend to elicit 
attitudes or opinions of respondents through their responses of “agree” or “disagree” without 
including the choice of neutrality, an even number of categories is preferable (Joshi et al., 2015; 
Wakita, Ueshima, & Noguchi, 2012). 
 Recent studies examined the impact of the different numbers of points on the Likert 
scale. Joshi et al. (2015) suggested that a 7-point Likert scale performed better than 5-point 
Likert scale because it provided more options which in turn increased the probability of 
accurately capturing respondents’ beliefs. The study of Preston and Colman (2000) showed that a 
2-point to 4-point Likert scale provided the lowest test-retest reliability, while a 7-point Likert 
scale provided the greatest item-reliability. Also, a simulation was conducted and found that 
when the number of options was less than eight, the interrater reliability increased (Cicchetti, 
Shoinralter, & Tyrer, 1985). 
Another issue regarding number of scale points is its impact on the psychological 
distance between categories. Psychological distance is the distance between categories of ordinal 
scales. It is assumed that if the psychological distance between categories is equal, the scale will 
provide exact measurement of the psychological trait being assessed (Wakita et al., 2012). 
Wakita, Ueshima, and Noguchi (2012) examined whether the different number of categories 
affect the psychological distance between categories. The 4-, 5-, and 7- point Likert scales were 
included in the study. The results indicated that the psychological distance between categories 
was affected by the different number of categories. First, an increase in the number of options 
biased respondents against answers containing the strongest expressions. Second, the 
psychological distance deviated more as the number of categories increased. Specifically, the 7- 
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point Likert scale deviated more than the 4- and 5- point scales. This result suggested that the 7- 
point Likert scale was not recommended to adopt due to the sensitivity of the psychological 
distance. 
2.4 VALIDITY OF STUDENT RATINGS OF INSTRUCTION 
Student ratings of instruction are used for three purposes: (a) providing feedback to teachers for 
instructional improvement, (b) providing input for administrative decision making, that is faculty 
promotion and tenure decisions, and (c) providing evidence for demonstrating the performance 
of an institution as a part of internal quality assurance processes (Galbraith et al., 2012; Kember, 
Leung, & Kwan, 2002; Richardson, 2005; Spooren, Brockx, & Mortelmans, 2013).  
The question is, to what extent can student ratings be used for making fair and valid 
comparative judgments about the effectiveness of teachers, courses, departments, and institutions 
(Kwan, 1999)? To answer the question, two kinds of arguments need to be developed according 
to Kane (2006); an interpretation/use argument (IUA) and a validity argument. The IUA can be 
considered as a clear statement specifying the proposed interpretations and uses of scores from 
student surveys together with its inferences and assumptions. The inferences and assumptions are 
derived from the intended interpretations and purposed uses of scores. Whereas, the validity 
argument is defined as an evaluation of the proposed IUA. To claim that a proposed 
interpretation or use is valid is to claim that the IUA is clear, coherent, and complete. That is, its 
inferences are reasonable and its assumptions are plausible. For developing those arguments used 
to support the intended interpretations and uses of scores from student ratings of instruction, an 
explicit structure of where the argument may be based is required.  
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First, the assumptions are needed to be explicitly stated regarding the meaning of student 
ratings of instruction. Specifically, the focus is on the relationship between scores from student 
ratings of instruction and the potential consequences of using these scores to indicate “effective” 
or “ineffective” teaching. To frame the assumptions, both actual and proposed uses of student 
ratings of instruction should be considered (American Educational Research Association, 
American Psychological Association, & National Council on Measurement in Education, 2014). 
The assumptions and related inferences for student ratings of instruction are outlined below 
based on Kane’s (2006) four scoring inferences (Bell et al., 2012; Hill, Kapitula, & Umland, 
2011); adapting from Kane, 2006).  
There are four major assumptions and inference types in interpreting the results of 
student ratings of instruction and the associated IUA: scoring, generalization, extrapolation, and 
implication. The IUA are framed to make certain that they go through the three main purposes of 
the use of student ratings of instruction as discussed earlier.  
 First, the scoring inference (from observed performance to observed score) employs a 
scoring criterion to assign each teacher’s performance score on their teaching effectiveness. This 
inference relies on scoring criteria such as a Likert scale with five different score scales, 
semantic differential scale with a 7-point scale of opposite-meaning terms, etc. Those scoring 
criteria connect the inference into observable performance as well as provide information for 
evaluating teacher performance. The assumptions associated with the scoring inference include 
the scoring rules are suitable with what is intended to measure in the classroom environment, 
they are appropriately applied to each classroom context, and free of bias. In addition, the data 
need to fit the model. 
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 To support this inference, the evidence that demonstrates how students encounter and 
process their understanding to items and scales on the student survey is needed. Evidence from 
research studies should, 
a. Show that the response scale is appropriate, and the students are expected to apply the 
full range of the response scale to the performances in the classroom 
b. Show that students understand the survey item and its scale in the same way.  
Second, the generalization inference (from observed score to universe score) considers 
the representative of student ratings of the domain of teaching. For example, if the scores are 
used for faculty promotion and tenure decisions, it is important that the scores can be generalized 
from one specific course to all courses that the faculty teach in a semester. For student ratings of 
instruction, we only want to account for factors that shape teaching quality. However, there are 
several sources of variation regardless of the generalization inference that can affect samples of 
teaching quality, including the length of the survey, the administration date and time, the data 
collection process, the number of lessons in each course. Thus, it is suggested that those features 
need to be examined to evaluate the degree to which they have been accounted for. There are two 
assumptions associated with the generalization inference, that the sample of student ratings is 
representative of overall teaching quality and large enough to control sampling error.  
With respect to validity evidence, it is important to examine evidence about how 
representative the survey items are of the domain of teaching effectiveness. In other words, the 
rating items must cover and represent the processes, strategies, and knowledge domain of 
teaching quality. The construct domain of teaching quality needs to be defined and investigated. 
Particularly, the item content from student ratings should; 
 26 
a. relate to the characteristics or behaviors of good teaching derived from literature or from 
expert judgments, and 
b. not reflect construct underrepresentation or/and construct irrelevance. 
Third, the extrapolation inference (from universe score to target score) connects scores 
from student ratings of instruction to the broader teaching quality domain. If the protocol of 
student ratings of instruction is based on an extensive construct of teaching quality, strong 
evidence is needed to support that scores from student ratings reflect teaching quality. Student 
ratings with other measures of teaching effectiveness should be compared to examine their 
relationships. The extrapolation inference also considers the systematic errors that occur as the 
distance between scores from student ratings of instruction and the broader concept of teaching 
quality. Two assumptions associated with the extrapolation inference are that the competencies 
developed in the courses are required in responding to the statements on the teacher survey and 
no irrelevant sources of variability affects the interpretation of student ratings. Scores from 
student ratings of instruction should derive from the influence of teacher characteristics and 
teaching quality on student ratings. Therefore, the validity evidence to support this inference is 
that the correlation between scores from student ratings and other indicators of teacher and 
teaching quality should be more related than the correlation between hypothetically unrelated 
constructs. Particularly, scores from student ratings should;  
a. correlate with expert ratings of teaching quality 
b. correlate with estimates of teachers’ knowledge 
c. fail to correlate with unrelated constructs, such as the students’ characteristics in a 
classroom. 
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Finally, the implication inference (from target score to verbal description) involves the 
impact on classroom practice, faculty tenure and promotion, and institution’s performance. For 
example, one might evaluate whether a teacher who makes changes to classroom practices by 
employing the findings from the student ratings actually improves the overall quality of teaching, 
or another purpose is to investigate whether the consequences of the faculty who receive low 
student ratings are appropriate. The assumptions associated with the implication inference are 
that the implications of the student ratings are appropriate and their scores are stable across 
various situations, that is different students, teaching styles, schools, semesters, and years.  
The validity evidence to support this inference for the purpose of educational 
improvement is that the use of student ratings of instruction in accountability decisions must not 
create negative consequences for stakeholders. Decisions based on scores from student ratings 
must; 
a. identify both excellent and poor teachers with a reasonable degree of accuracy, and 
b. not distort incentives for educators working within the system. 
 As discussed earlier, it is obvious that each of these inferences associates with various 
assumptions along with descriptions of validity evidence that can support the inferences. 
Considering the validity evidence, the validity evidence based on response processes and expert 
review of items can be used to support the scoring inference and its assumptions. While, the 
validity evidence based on survey content can be used to the support generalization inference and 
its assumptions. The validity evidence based on relationships to other variables can be used to 
support the extrapolation inference and its assumptions, and lastly, the validity evidence based 
on consequences of testing can be used to support the implication inference and its assumptions. 
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All validity evidence discussed above are based on the 2014 Standards for Educational 
and Psychological Testing (American Educational Research Association, American 
Psychological Association, & National Council on Measurement in Education, 2014). Five 
sources of validity evidence and their issues and concerns in supporting a validity argument of 
student ratings of instruction are discussed in detail later. It is important to note that this study 
only focused on obtaining four sources of validity evidence (survey content, response processes 
and expert review, internal structure, and relations to other variables). This section focuses on the 
explicit statements of the claims being made that are used to evaluate those intended 
interpretations and uses in the IUA. Each of the four arguments above is also related to four 
claims and these four claims are used in specifying the IUA and validity arguments. Four claims: 
scoring, generalization, extrapolation, and implication claims are discussed in detail below (Bell 
et al., 2012; adapting from Kane, 2006). 
1) The scoring inference makes claims about whether the scores from student ratings of 
instruction are suitable, accurate, reliable, bias free, and support the scoring model fit. 
2) The generalization inference makes claims about whether the sample of student ratings 
of instruction is representative of the universe of generalization, that is the domains of teaching 
quality.  
3) The extrapolation inference makes claims about whether the scores from student 
ratings of instruction are related to the target domain, which can be other measures drawn from 
the teaching quality domain. Additionally, it is important to claim that no systematic errors 
affected the extrapolation. 
4) The implication inference makes claims about whether the scores from student ratings 
of instruction actually improve the quality of teaching and appropriate for two main purposes. 
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Specifically, it is necessary to claim that a measure of student ratings of instruction is a useful 
tool for making changes to classroom practices and making administrative decisions about 
faculty.  
Together, the assumptions and claims are tested using empirical evidence. Sound and 
relevant evidence are developed for assessing the inferences and supporting assumptions entitled 
by the proposed interpretations and uses of student ratings (M. T. Kane, 2006). The five different 
sources of validity evidence are discussed below as well as their surrounding issues and 
concerned are also examined. Note that the different aspects of validity are illuminated by these 
evidence sources. Nevertheless, owing to a unitary concept of validity, these five sources of 
validity evidence do not indicate different kinds of validity (American Educational Research 
Association, American Psychological Association, & National Council on Measurement in 
Education, 2014).  
2.4.1 Collecting validity evidence based on survey content 
Is there a relationship between the content of the student surveys and the target domain intended 
to be measured? Evidence can be obtained from the logical or empirical analyses of the adequacy 
of the survey content in representing the target domain and of the relevance between the target 
domain and the intended score interpretations and uses (American Educational Research 
Association, American Psychological Association, & National Council on Measurement in 
Education, 2014). This source of validity evidence can support the generalization inference. To 
make valid inferences about student ratings of instruction, the experts’ judgments which are the 
logical analysis of the examination of the relationship between the content of student ratings of 
instruction and the construct being measured must be provided. The similarities between item 
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content and the characteristics or behaviors of good teaching derived from the literature must be 
established. Additionally, evidence is obtained from the experts’ judgements regarding an 
appropriateness and representativeness of the given set of items in the instrument. Thus, a clear 
definition of effective teaching in terms of the measurable characteristics or behaviors is 
important (American Educational Research Association, American Psychological Association, & 
National Council on Measurement in Education, 2014; Ory & Ryan, 2001). However, in 
gathering this evidence, there are some issues/concerns needed to consider and discuss. 
First, several validity studies of student evaluation of teaching concluded that many 
institutions lack a clear theory to support the operational definition of effective teaching. 
Consequently, the item content is possibly flawed and the validity evidence based on survey 
content is threatened (Onwuegbuzie et al., 2009; Ory & Ryan, 2001; Penny, 2003). Another issue 
concerns the differences in the meaning of effective instruction across subgroups of respondents. 
In other words, the respondents tend to respond to survey questions based on their own 
conceptions (Goldstein & Benassi, 2006; Kember & Doris, 2011; Kember & Wong, 2000; 
Onwuegbuzie et al., 2007). Specifically, the study of Onwuegbuzie et al. (2007) found that the 
students’ perceptions toward important characteristics of good instruction do not match with 
what the survey developers deem to be their target traits. Moreover, students with different 
demographic backgrounds such as gender, year of study, and major treated the survey items 
differently. This is consistent with the findings of Goldstein and Benassi (2006) and Kember and 
Doris (2011) in that students’ perceptions of good and poor teaching are commonly varied and 
influenced by students’ beliefs which result in systematic variation. Additionally, the study of 
Kember and Wong (2000), pointed out that effective teaching is conceived by students in four 
categories (i.e. knowledge, learning, understanding, and beliefs) which are the quadrants formed 
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by the intersections of the representations of beliefs about learning and perceptions of teaching. 
This distinction eventually suggests that students’ criteria in responding to the survey of teaching 
effectiveness can be biased by the students’ conceptions of learning. The final issue concerns the 
representativeness of the instrument items with respect to effective teaching. Some survey items 
are not measuring the constructs that they are supposed to measure (Marks, 2000; McKone, 
1999; Onwuegbuzie et al., 2009). For example, the study of Marks (2000) found that student 
evaluations only represented students’ perceptions and impressions which raised a specific 
concern of construct-underrepresentation.    
2.4.2 Collecting validity evidence based on response processes and expert review 
Does the nature of the student rating process fit the construct being measured? This evidence can 
provide the fit between the construct being measured and the detailed nature of response actually 
engaged in by survey takers. It is what students do when they encounter the survey item and 
process their understanding to the item. This source of validity evidence can support the scoring 
inference. To make valid inferences about student ratings of instruction, observers’ agreement, a 
detailed description of assessment, expert review of items, and evidence from research studies 
need to be obtained (American Educational Research Association, American Psychological 
Association, & National Council on Measurement in Education, 2014; Kane, 2006). For the 
student evaluation instruments, the students are asked to respond in terms of how strongly they 
agree or disagree with a set of statements. How those students react to questions is a main point 
to consider with regard to response processes.  
 32 
2.4.3 Collecting validity evidence based on internal structure 
To what extent do the relationships among survey items and survey components correspond to 
the construct domain? The correlations among domain and dimension scales can be analyzed to 
support this kind of evidence (American Educational Research Association, American 
Psychological Association, & National Council on Measurement in Education, 2014; Kane, 
2006). The conceptual framework for teaching effectiveness can be considered either 
unidimensional or multidimensional. For instance, a global score from a unidimensional survey 
is needed as a measure of overall teaching effectiveness when the student ratings are used for 
personnel decision making. On the other hand, the scores from several dimensions are needed to 
provide feedback to faculty in terms of specific areas in need given that teaching quality consists 
of several aspects. However, the multidimensionality of teaching is widely accepted and 
weighted averages of specific dimensions can be generated as an overall measure of teaching 
competency (Spooren et al., 2013).  
 Most of the recent studies of internal structure focused on the relationships among several 
items and dimensions by presenting item-total correlations and item-dimension (subscale) 
correlations. A couple of studies were concerned with the definition and operationalization of 
some teaching constructs. In this case, some survey items were not written in a way that was 
consistent with their corresponding domain. In the analysis, they found that the correlations of 
the survey items that belong to the same underlying domain yielded less of a relationship than 
those belonging to other dimensions (Bell et al., 2012; Spooren et al., 2013). This, at least, 
presents some evidence relevant to validity. 
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2.4.4 Collecting validity evidence based on relations to other variables 
Is there a relationship between student ratings and variables external to the rating forms that are 
(1) expected to be predicted by the ratings and (2) similar measures of the intended construct? 
This source of validity evidence can support extrapolation inference and is comprised of 
convergent and discriminant evidence, test-criterion relationships, and validity generalization 
(American Educational Research Association, American Psychological Association, & National 
Council on Measurement in Education, 2014).  
First, convergent evidence is provided by the relationships between student ratings and 
other measures of instructional quality. The most common method to collect this evidence for 
student ratings of instruction is to obtain the relationships between student ratings and other 
measures of student achievement or learning (i.e., grades, test performance) as well as measures 
of effective instruction from alumni ratings, peer ratings, or self-ratings (Braun & Leidner, 2009; 
Clayson, 2009; Marsh & Roche, 2000; Onwuegbuzie et al., 2009; Richardson, 2005; Spooren et 
al., 2013). These relationships are helpful in enhancing the meaning of score interpretations and 
uses and positive relationships are expected. Onwuegbuzie et al. (2009) examined the 
relationship between student ratings and achievement and a positive effect was present in the 
finding. This effect implies that students who achieve high scores on achievement test tended to 
rate their teachers high.  
In contrast, discriminant evidence is provided by the relationships between student 
ratings of instruction and measures intended to assess different constructs other than instructional 
quality. Discriminant evidence to support intended interpretations and uses of student ratings of 
instruction can be obtained by the relationships to other variables that reflect possible sources of 
bias or unwanted influence. This evidence involves the relationships between student ratings and 
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some characteristics that are not directly related to teaching effectiveness including the following 
three characteristics; 
 1) Course characteristics (e.g., class size, level, teaching approach, workload) (Beran & 
Violato, 2005; Koon & Murray, 1995; Kwan, 1999; Marsh & Roche, 2000) 
2) Instructor characteristics (e.g., gender, academic degree, teaching experience) (Centra 
& Gaubatz, 2000; Kohn & Hatfield, 2006; Wigington, Tollefson, & Rodriguez, 1989) 
 3) Student characteristics (e.g., gender, age, year in school, prior interest, expected 
grade) (Eiszler, 2002; Kohn & Hatfield, 2006; Marsh & Roche, 2000; Wachtel, 1998; 
Worthington, 2002)  
 A number of studies have been conducted to study the relationships of those various 
factors and student ratings of instruction as mentioned above, some of them revealed little 
interactions or no uniform patterns, while some of them showed significant bias in student 
ratings. For instance, recent studies of Centra and Gaubatz (2000), Kohn and Hatfield (2006) 
examined the impact of gender on student ratings of instruction. The results revealed that female 
students generally give their teachers higher ratings than male students. When considering 
instructor gender, the results also reflect some gender preferences, that is female students are 
more likely to rate male instructors high rather than male students. The study by Beran and 
Violato (2005) indicated that there is little variance in student ratings of instruction with respect 
to student and course characteristics (i.e., year and program of study, type of course, workload, 
expected grade). Similarly, another study found that students’ expected grades are related to 
student evaluations of teaching to a small degree (Marsh & Roche, 2000). 
Another form of evidence about relations to other variables is test-criterion relationships. 
This evidence of validity can be obtained from the correlation between student ratings and 
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relevant criterion (Eiszler, 2002; Marsh & Roche, 1997; Spooren et al., 2013; Worthington, 
2002). The choice of the criterion used to obtain criterion scores is important and no single 
criterion can fully represent effective teaching. The most often used criterion in teaching 
effectiveness research to correlate with student ratings is student achievement (Ory & Ryan, 
2001). Ratings assigned to instructors by trained observers are another criterion measure. For 
example, the instructors who received high and low ratings from students also were found to 
teach differently when observed by trained observers (Murray, 1983).  
Lastly, evidence based on relations to other variables is validity generalization. 
Analyzing this kind of evidence can indicate the degree to which this evidence can be 
generalized across new situations, especially when the student ratings are used to evaluate 
teaching effectiveness for different courses, time, or in different institutes. It is also important to 
show that a valid comparison can be made between ratings that are used for different purposes. 
The study of validity generalization can be complicated but provides useful information for the 
analysis of the dependability of student ratings. Research has examined the ability to generalize 
student ratings to different contexts. All findings consistently showed that student ratings 
collected from elective and required courses need to be interpreted differently (Brandenburg & 
Slinde, 1977; Costin et al., 1971; Feldman, 1978). 
2.4.5 Collecting validity evidence based on survey consequences  
How does evidence of the intended and unintended consequences of student ratings inform 
validity decisions and use of the survey? This source of validity evidence can support the 
implication inference and it is the latest validity evidence receiving attention in recent years. 
With so many institutions using student ratings in personnel decisions, the consequences of their 
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use need to be addressed, including both positive and negative consequences (Ory & Ryan, 
2001). The examination of survey consequences can be obtained from an investigation of the 
existence of the listed consequences, analysis of consequences, faculty personnel decisions, or 
classroom practices. The following unintended consequences occur when using student ratings 
(Crumbley, Flinn, & Reichelt, 2010; Ory & Ryan, 2001); 
a. Instructors alter their teaching in order to receive high ratings, 
b. Students reward poor teaching by believing they can give high ratings in return for high 
grades, 
c. The institution rewards poor teaching, and 
d. The rating process becomes a meaningless activity that is performed by students and 
instructors only because it is mandated. 
However, this type of evidence was not a focus of this study. 
In summary, when using student ratings of instruction to assess teaching effectiveness, 
there are validity concerns about the degree to which evidence and theory support the 
interpretations and uses of the instrument. This review develops an argument approach to 
validity for student ratings of instruction. Its intended interpretations and uses are clearly stated 
at the beginning. The IUA are needed to support interpretations and uses of assessment results, 
including four inference types: scoring, generalization, extrapolation, and implication. Each of 
these inferences is associated with various assumptions and then they are evaluated by the 
validity arguments. Claims are stated and validity evidence are collected to support those claims. 
Several sources of validity evidence together can provide clear answer to various issues 
concerning the validity of student evaluations of teaching. With respect to research on student 
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evaluations of teaching, researchers encountered some issues/concerns regarding different 
sources of validity evidence as discussed previously.  
 Nevertheless, based on a synthesis of the research literature, the student evaluations of 
teaching in general are: (1) valid for its intended interpretations and uses but can be affected by 
various situations; (2) either unidimensional or multidimensional in terms of what they propose 
to measure; and (3) useful for both formative and summative purposes but widely used for 
formative evaluation.  
 The next section is an overview of EFA, CFA and ESEM approach for examining 
internal structure of the survey, which can be used to support a specific type of validity evidence 
based on internal structure. 
2.5 EXPLORATORY STRUCTURAL EQUATION MODELING (ESEM) 
2.5.1 EFA versus CFA 
Exploratory and confirmatory factor analysis (EFA and CFA) have been at the heart of 
psychometric research and are widely used in the development and refinement of 
psychoeducational assessment instruments (Floyd & Widaman, 1995; Reise, Waller, & Comrey, 
2000). While EFA provides a more realistic presentation of the data with the allowance of item 
cross-loadings, CFA includes many methodological advances than the former does (e.g., 
goodness-of-fit, estimation of different models, inclusion of factors, or correlated uniquenesses). 
In addition, CFA is performed when the researcher has a priori hypothesis about the internal 
structure of the instruments. Items using CFA as compared to EFA are only allowed to load on 
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their main factors, while cross-loadings on the other factors are constrained to be zero. CFA 
specifies the number, meaning, associations, and pattern of free parameters in the factor loading 
matrix before a researcher analyzes the data. In EFA, the factors can be extracted from freely 
estimated cross-loadings without specifying the number and pattern of loadings between the 
observed variables and the latent factor variables (Marsh, Morin, Parker, & Kaur, 2014; Marsh et 
al., 2009). CFA may be useful in applying to substantively important questions based on a priori 
hypothesis about the multidimensionality of student surveys of instruction. 
 CFA structures are much more restrictive than EFA structures and not often available in 
practice. Given that items are rarely pure indicators of their corresponding constructs, they are 
fallible in nature, thus at least some degree of construct-relevant association can be expected 
between items and the non-target, yet conceptually-related constructs (Morin, Arens, & Marsh, 
2016). In psychological measurement, nonzero cross-loadings are inherent but such restrictive 
constraints (i.e., items can only load on one factor) could inflate CFA factor correlations and lead 
to biased estimates (Asparouhov & Muthén, 2009; Marsh et al., 2009). A review of simulation 
studies (Asparouhov, Muthén, & Morin, 2015) showed that even small cross-loadings (as small 
as 0.100) should be explicitly taken into account, otherwise, parameter estimates could be 
inflated and thus biased. Because of this, CFA models often do not fit the data well and there is a 
tendency to rely on extensive model modification to find a well-fitting model (Asparouhov & 
Muthén, 2009). 
 For the reasons given, a new approach of exploratory structural equation modeling 
(ESEM) (Asparouhov & Muthén, 2009; Marsh et al., 2010; Marsh et al., 2009) is outlined below 
which is an integration of EFA, CFA, and SEM. This approach has the potential to resolve this 
dilemma and has wide applicability to psychometric research.  
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2.5.2 An introduction to ESEM 
ESEM is a less restrictive measurement model to be used in tandem with the traditional CFA 
models. This offers a richer set of a priori model alternatives that can be subjected to a testing 
sequence (Asparouhov & Muthén, 2009). CFA and ESEM models differ in two main ways: the 
use of theory in model specification and the treatment of nontarget loadings. Within CFA, all 
parameters are specified by the researcher a prior and represent distinct hypotheses about the 
associations between both observed and latent constructs (Bollen & Pearl, 2012). Often, each 
indicator is loaded on only one factor, with all other possible loadings set to zero (see Figure 1, 
CFA model). In contrast, the only priori information required to run an ESEM model is the 
number of factors. All other parameters are freely estimated. That is, in the same manner as an 
EFA model, all factors are allowed to load on all indicators (see Figure 1, ESEM model) (Booth 
& Hughes, 2014).  
 
Figure 1. Simplified representations of the estimated CFA and ESEM models (a two-factor model) 
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The ESEM is viewed as a primarily confirmatory approach. It allows the analyst to 
control the expected factor structure. Within the ESEM framework, the researcher has access to 
typical SEM parameter estimates, standard errors, goodness-of-fit statistics, and statistical 
advances normally associated with CFA and SEMs (Asparouhov & Muthén, 2009). In a 
comprehensive review of ESEM (Marsh et al., 2014), most research studies that used ESEM has 
a clear a priori hypotheses regarding which indicators should load on which factors. That is, they 
used ESEM as a replacement for CFA in order to estimate cross-loadings. While, a few studies 
used ESEM as alternative to EFA in which the researchers had no clear hypothesis about the 
internal structure of the instruments.  
The main purpose of this study was to develop and validate the student surveys of 
teaching effectiveness, represented by a set of manifest scores designed to reflect each of the 
multiple dimensions of teaching effectiveness. Hence, the use of ESEM as a viable confirmatory 
alternative to CFA can provide a potentially attractive alternative to the development of the 
student surveys with strong theoretical assumptions regarding the expected internal structure. 
Even when there is good support for the a priori factor structure on which the manifest factor 
scores are constructed, these scores are very limited in comparison with the reliance on latent 
constructs based on multiple indicators and taking into account measurement error (Marsh et al., 
2009). In summary, to evaluate the multidimensional perspective of student surveys of teaching 
effectiveness, the ESEM can be used to provide better fit to the data because it integrates the 
flexibility of an EFA approach with the power of analyses that typically are conducted within a 
CFA framework.  
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2.5.3 Formal statistical basis of ESEM 
Suppose that there are  dependent variables  and  independent variables 
. Consider the general structural equation model with  latent variables 
. The general ESEM model is described by the equations (Marsh et al., 2014). 
 
(2.5) 
 
(2.6) 
Where  is a dependent variable (  is a number of dependent variables) 
 is an independent variable (  is a number of independent variables) 
 is a vector of latent variables (  is a number of latent variables) 
 is a vector of intercepts 
 is a vector of latent intercept 
 is a factor loading matrix  
 is a matrix of  on  regression coefficients 
 is a matrix of  on  regression coefficients 
 is a matrix of  on  regression coefficients 
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 is a vector of residuals for , and 
 is a vector of residuals for . 
 The standard assumption of this model is that the  and  are normally distributed 
residuals with mean 0 and variance covariance matrix  and , respectively. Equation 2.5 
represents the measurement model and equation 2.6 represents the latent variable model. 
 If the ESEM model includes a single factor ( ), then it is equivalent to the classic 
CFA model. When more than one factor is posited ( ), further constraints are required to 
achieve an identified solution (Asparouhov & Muthén, 2009). ESEM factors can be divided into 
blocks of factors so that a series of indicators is used to estimate all ESEM factors within a single 
block, and a different set of indicators is used to estimate another block of ESEM factors. 
However, specific items may be assigned to more than one set of ESEM or CFA factors. The 
assignment of items is usually determined on the basis of a priori theoretical expectations, on 
practical considerations, or perhaps post-hoc, based on preliminary tests conducted on the data 
(Marsh et al., 2014). 
2.5.4 Estimation 
All parameters in the ESEM model can be simply estimated by the maximum likelihood (ML) 
estimation, with weighted least square estimators, or with a robust alternative.  
  The estimation of the ESEM model consists of various steps. In the first step, an SEM 
model is estimated using the ML estimator. For each block of EFA factors the factor variance–
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covariance matrix is specified as an identity matrix giving restrictions. The EFA 
loading matrix for the block ( ) has all entries above the main diagonal (i.e., for the first  rows 
and column in the upper right corner of factor loading matrix, ), fixed to 0, providing remaining 
 identifying restrictions. This initial, unrotated model provides starting values that can be 
subsequently rotated into any other exploratory factor model with  factors. The asymptotic 
distribution of all parameter estimates in this starting value model is also obtained. Then, for 
each block of EFA factors, the ESEM variance covariance matrix is computed (based only on 
 and ignoring the remaining part of the model). In Mplus, multiple random starting 
values are used in the estimation process to protect against nonconvergence and local minimums 
in the rotation algorithms. Although a wide variety of orthogonal and oblique rotation procedures 
are available (e.g., varimax, quartimin, geomin, target, equamax, parsimax, and oblimin), the 
choice of the alternative rotational procedures is still open for further study (Asparouhov & 
Muthén, 2009; Marsh et al., 2014; Marsh et al., 2009).  
2.5.5 Goodness of fit 
It is important to note that ESEM also requires researchers to evaluate how well the hypothesized 
models fit the data like other CFA/SEM models. A Chi-square  test statistic is one test of 
model evaluation for the hypothesized model, examining whether the model implied covariance 
matrix is equal to the observed covariance matrix. There are some controversies regarding the 
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use of  tests, specifically, it is less informative and moreover it is a function of sample size. 
Hence, it is not often of general interest (Clauser, Margolis, Holtman, Katsufrakis, & Hawkins, 
2012).  
  In addition to the  test, a variety of fit indices to assess model fit are commonly 
reported in research articles. Most fit indices consider the model fit but also their simplicity 
(Clauser, Mazor, & Hambleton, 1994).  statistics and the goodness-of-fit indices are 
complimentary in nature. That is, some goodness-of-fit measures such as Comparative Fit Index 
(CFI), Root Mean Square Error of Approximation (RMSEA), and Tucker-Lewis Index (TLI) are 
a function of the chi-square and the degrees of freedom (Clauser, 1993). The population values 
of TLI and CFI range from 0 to 1, and values greater than .90 and .95 support acceptable and 
excellent model fits, respectively. The recommended cutoff values of less than .08 or .06 for 
RMSEA reflect reasonable and close fits to the data, respectively (Mazor, Clauser, & 
Hambleton, 1992). 
 In many studies, comparing the fit of alternative or competing models is useful. When 
any two models are nested, the set of parameters estimated in the more restrictive model is a 
subset of the parameters estimated in the less restrictive model. For purposes of model 
comparison, the relative fit of models testing fewer or more invariance constraints are more 
important than the absolute level of fit for any one model (Marsh et al., 2014). For example, 
Clauser, Nungester, Mazor, and Ripkey (1996) studied the relative fit of the ESEM model. The 
result suggests that if the decrease in fit for the more parsimonious model is less than .01 for 
incremental fit indices like the CFI, there is reasonable support for the more parsimonious model. 
Chen (2007) also suggests that when the RMSEA increases by less than .015 there is support for 
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the more constrained model. For indices that incorporate a penalty for lack of parsimony, such as 
the RMSEA and the TLI, it is possible for a more restrictive model to result in a better fit than a 
less restrictive model. However, these are all rough guidelines and should not be interpreted at 
“golden rules” (Mazor, Hambleton, & Clauser, 1998). To select the best model, a variety of 
different indices, professional judgment, a priori predictions, and common sense are required.  
In summary, many psychological instruments have a well-defined factorial structure, but 
cannot be represented adequately within a CFA approach. CFA is usually too restrictive to 
provide acceptable goodness of fit in which each item is allowed to load on only one factor and 
all nontarget loadings are constrained to be zero. The misspecification of zero factor loadings 
systematically distorts the size of factor correlations. This can subsequently lead to distortions in 
structural relations. ESEM, an overarching integration of the best aspects of CFA, EFA, and 
SEM, provides a viable option. In many empirical studies, ESEM estimates of factor correlations 
are generally accurate. Hence, it can be used to provide validity evidence based on internal 
structure to support the interpretations and uses of the student survey of instruction. 
2.6 DIFFERENTIAL ITEM FUNCTIONING 
The examination of DIF in Likert- or rating-type scales has become increasingly important. 
There is an increased use of student surveys of teaching effectiveness for employment-related 
decisions that lead to major concern on an instructor’s career stability. In developing a new 
student survey, it is essential to ensure that the data gained from the survey are valid for 
interpretations and uses of the survey. That is, the survey items need to be free from bias and not 
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exhibit DIF against any certain group with particular characteristics that are not directly related 
to teaching effectiveness (e.g. gender, year in school, discipline). 
  The following sections are organized as follows: gender bias in student ratings of 
instruction, basic concept of differential item functioning (DIF) assessment, types of DIF, 
procedures for detecting DIF, and the proposed generalized Mantel-Haenszel (GMH) procedure 
for DIF assessment. 
2.6.1 Gender bias in student ratings of instruction 
The question of gender bias in student ratings of instruction has not been fully resolved. Earlier 
research provided conflicting results regarding the relationship between the gender of the student 
and student ratings of instruction. A number of research studies (Beran & Violato, 2005; 
McPherson & Jewell, 2007; McPherson, Jewell, & Kim, 2009) reported no differences between 
faculty ratings made by male and female students. Other studies reported differences in ratings 
given by male and female students. For example, the studies of Centra and Gaubatz (2000) and 
Kohn and Hatfield (2006) examined the impact of gender on student ratings of instruction and 
found that female students generally gave their teachers higher ratings than male students. 
Additionally, two studies by Santhanam and Hicks (2002) and Smith, Yoo, Farr, Salmon, and 
Miller (2007) also reported similar results of gender differences.  
 Therefore, to answer a question of “isn’t there gender bias in student ratings?”, 
differential item functioning (DIF) will need to be addressed to identify differences in the 
perception of specific items between male and female students. 
 47 
2.6.2 Basic concept of DIF 
DIF is a statistical characteristic used to describe items that have different measurement 
properties for two or more groups of comparable ability (Camilli & Shepard, 1994). In a survey 
or questionnaire with ordinal response scales, DIF occurs when different groups of people being 
matched by the intended survey traits endorse items in the survey to different degrees, regardless 
of item content. For example, an item classified as having DIF based on gender within a given 
survey, would indicate that at least one of the category responses may be more easily endorsed 
by males versus females given that they have the similar levels on the intended survey attribute 
(Weijters, 2006). Different probabilities of endorsing responses should contribute to differences 
in the intended-to-be-measured latent trait (e.g. attitude, perception, satisfaction) not group 
membership (e.g., gender, year of study, discipline). Thus, this item fails to capture participants’ 
true attitudes or perceptions and could become a source of error in measurement (Camilli & 
Shepard, 1994). 
DIF is a useful tool for developing new surveys or validating survey score inferences and 
can be performed as part of validity evidence. DIF and the extent of its presence is usually taken 
into account at the item level. The assumption behind DIF is that when participants are placed on 
the same metric using a matching variable, the probability of endorsing a certain response 
category in each item should be the same for every participant. Detecting DIF in ordinal items is 
complex because of the number of score levels and a test for DIF needs to be done at each level 
(Kristjansson, Aylesworth, McDowell, & Zumbo, 2005). 
Even though DIF can pose a major threat to the fairness and validity of psychometric 
measures, it does not necessarily guarantee that the item is biased (Angoff, 1993). This does not 
mean that DIF is unnecessary, but insufficient for analysis of item bias. An investigation using 
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professional judgment can be conducted to evaluate plausible reasons for DIF. This enables 
researchers to correctly identify biased items and remove them from the survey (Clauser & 
Mazor, 1998). 
2.6.3 Type of DIF 
There are two types of DIF: uniform and nonuniform. Uniform DIF occurs when the probability 
of endorsing a category response for one group (e.g. males) is consistently higher than another 
(e.g. females) across the latent trait continuum. Whereas, nonuniform DIF signifies that the 
probability of endorsing a category response across the latent trait continuum between two or 
more groups is not the same. For example, the probability of endorsing a category response at the 
lower end of the latent trait continuum may be higher for one group than another (e.g. for males 
rather than females), but at the higher end of the latent trait continuum the probability is higher 
for the others (e.g. for females rather than males) (Swaminathan & Rogers, 1990).  
2.6.4 Focal and reference group 
DIF analysis is used to examine a possible bias that should be irrelevant to the intended trait in a 
measured survey. The probabilities of endorsing a response category of each item are compared 
between two groups of participants with similar overall skill levels on the trait. One group is 
called the reference group, while another is called the focal group. The focal group is the group 
of interest. The reference group is used as the standard to be compared with the focal group 
(Holland & Thayer, 1988). For this study, female and male is used to identify the focal and 
reference groups, respectively.  
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2.6.5 Matching variables 
After identifying the focal and reference group, they both need to be matched based on their 
overall attitude on the trait being measured by the survey. This is done to ensure that both groups 
are comparable prior to the comparison of their survey item performance (Holland & Wainer, 
1993). Two types of matching variables are internal and external. Usually, an observed sum of 
item scores (i.e., a total score) on a survey serves as an internal matching variable. Whereas, a 
participant’s overall attitude on other surveys that measure a similar construct is used as an 
external matching variable (Clauser & Mazor, 1998). The matching score should be derived from 
DIF-free items plus the studied item in order to best control for Type I error (Su & Wang, 2005; 
Wang & Su, 2004; Zwick, Donoghue, & Grima, 1993). 
2.6.6 Procedures for detecting DIF 
There are two major kinds of DIF detection: a parametric approach, which assumes a specific 
item response model, and a nonparametric approach, which does not. Parametric approaches 
suffer from model misspecification because even a small amount of misfit may result in serious 
Type I error inflation (Bolt, 2002). Nonparametric approaches are powerful enough and do not 
require specific forms of item response functions, larger sample sizes, or intensive computation.  
Various approaches have been developed to detect DIF for ordinal items. Empirical and 
simulation studies comparing the performance of DIF methods for items with ordinal response 
scales have reported that among all of the nonparametric approaches, the generalized Mantel-
Haenszel (GMH) test (Mantel & Haenszel, 1959; Somes, 1986; Zwick et al., 1993) may be the 
best option for DIF detection.  
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There are several reasons why the GMH is a widely used nonparametric method. Several 
studies reported that the GMH had good Type I error rate control as well as high power for 
detecting uniform DIF. For instance, the GMH test was tested in three empirical studies (Spray 
& Miller, 1994; Tian, 1999; Zwick et al., 1993) and its Type I error was near 0.05 under most 
conditions. The GMH has shown good power (0.6 to 1.00) for detecting uniform DIF when 
sample sizes were moderately large (1200-2000) or when DIF magnitude was large (0.25 
difference in b parameters). However, researchers reported mixed results in terms of its power 
for nonuniform DIF but Magis, Béland, Tuerlinckx, and de Boeck (2010) proposed a variation 
that reduces this limitation. When group ability differences existed, Tian (1999) found that the 
GMH showed higher power than other methods. Finally, three recent studies (Fidalgo & 
Madeira, 2008; Fidalgo & Scalon, 2010; Guilera, Gómez-Benito, & Hidalgo, 2009) concluded 
that the GMH procedure is conceptually simple, relatively easy to apply, offers a test of 
statistical significance, and provides an estimate of the effect size using the common odds ratio. 
Also, the GMH statistics can be calculated using easily accessible statistical software, including 
SPSS, OpenStat, GMHDIF, and LazStats.  
2.6.7 Generalized Mantel-Haenszel (GMH) procedure 
To detect DIF in ordinal items, a direct extension of the Mantel-Haenszel method: the 
generalized Mantel-Haenszel (GMH) procedure (Mantel & Haenszel, 1959; Somes, 1986; Zwick 
et al., 1993) is used in this study. The GMH procedure treats the response categories as nominal 
data. Controlling for a matching variable, the GMH procedure compares the reference and focal 
groups in the entire response distribution. 
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The GMH procedure discussed in this study is based on a contingency table framework 
(Zumbo & Hubley, 2003). To perform the GMH procedure, first, an observed total survey score 
is calculated to match an individual’s overall trait levels with both the reference ( ) and the focal 
 groups. Next, the data is arranged as a  contingency table, where  is the number 
of response categories in an ordinal item, and  is the number of matching variable levels (the 
survey score). The contingency table is constructed for each item at each observed survey score 
level. Hence, at each of the  levels, the data are organized into a  contingency table and 
classified as belonging to the reference or focal group. The data structure for this contingency 
table is shown in Table 1. 
 
Table 1. Data structure for  level of  contingency table 
Group 
Response variable categories 
   
 
 
Total 
Reference  
   
… 
  
Focal 
   
… 
  
Total 
   
… 
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The values , ,…,  denote the  numbers of response categories in the ordinal item. 
The values  and  denote the numbers of the reference and focal group numbers, 
respectively, which receive a response category of  at  level of the matching variable. The 
“+” symbol denotes summation over a particular index.  
  The GMH method treats the response categories as nominal data. Following the notations 
in Table 1 yields 
 
(2.7) 
 
(2.8) 
 
(2.9) 
 
(2.10) 
Where  is a  diagonal matrix with elements ;  is a 
vector of length ; and  is a  covariance matrix. The GMH 
statistic may be expressed as 
. (2.11) 
Under the null hypothesis of no DIF, the GMH statistic is distributed as . 
If the null hypothesis is rejected, DIF is found within a given item. 
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2.7 SUMMARY 
Student surveys of teaching effectiveness are used for three purposes: (a) providing feedback to 
teachers for instructional improvement, (b) providing input for administrative decision making, 
and (c) providing evidence for demonstrating the performance of an institution as a part of 
internal quality assurance processes. It is crucial to ensure the technical quality of the student 
surveys of teaching effectiveness for these purposes. 
  The development of student surveys is followed by an established framework for 
validation. An ordinal scale is used to obtain the data from the student surveys. There are several 
measurement and statistics issues associated with using an ordinal scale. The issues related to 
reliability, validity, robustness, analyses, and number of categories are discussed in the literature 
review. 
  The interpretations and uses of scores from the student surveys of teaching effectiveness 
are validated based on the argument-based approach to validation. Four sources of validity 
evidence are accumulated, including validity evidence based on survey content, response 
processes and expert review of items, internal structure, and relations to other variables.  
CTT is used to provide evidence for the student survey’s technical quality, including the 
psychometric properties of the survey. The EFA, CFA and ESEM analyses can be used and 
compared to examine the internal structure of the survey. CFA is usually too restrictive to 
provide acceptable goodness of fit for most psychological instruments. ESEM integrates many of 
the advantages of CFA, SEM, and EFA and its flexibility is useful when applying it to the 
multiple dimensions of student ratings of teaching effectiveness.   
  Additionally, the survey items need to be free from bias and not exhibit DIF against any 
certain group with particular characteristics that are not directly related to teaching effectiveness 
 54 
such as gender, year in school, and discipline. It is crucial to examine DIF because the student 
surveys of teaching effectiveness can be used for employment-related decisions that impose 
serious consequences on an instructor’s career stability. The generalized Mantel-Haenszel 
(GMH) procedure is employed to detect DIF in ordinal items. The GMH procedure treats the 
response categories as nominal data. Controlling for a matching variable (i.e., a total score), the 
GMH procedure compares the reference and focal groups in the entire response distribution. 
  In summary, the main purpose of this study was to develop and evaluate the 
psychometric quality and validity of student ratings of instruction for a new survey. There were 
four research questions; 
  Research question 1: To what extent does the content evidence support the construct 
definition? 
  Research question 2: To what extent do the relationships among survey items and survey 
components correspond to the construct dimension? 
  Research question 3: Is there gender differential item functioning in student ratings? 
  Research question 4: Are there relationships between student ratings and a similar 
measure of teaching quality and student achievement? 
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3.0  METHODOLOGY 
In designing and developing a student survey intended to measure teaching effectiveness, the 
validity of the score interpretations and the psychometric quality of the instrument need to be 
established. The following is a discussion and overview of the various phases in accordance with 
professional psychometric standards (American Educational Research Association, American 
Psychological Association, & National Council on Measurement in Education, 2014) that apply 
to survey design and validation.  
3.1 SURVEY DEVELOPMENT 
Phase I: Determine the purpose of the survey and the construct to be measured by the survey. 
First, the purpose and use of student ratings needed to be delineated. As mentioned in 
Chapter 1, Thai universities are preparing to adopt AUN-QA criteria in the development of their 
own instruments that measure student perceptions and reactions regarding teaching. In this 
manner, student ratings of instruction are used for three purposes: (a) providing feedback to 
teachers for instructional improvement, (b) providing input for administrative decision making, 
that is faculty promotion and tenure decisions, and (c) providing evidence for demonstrating the 
performance of an institution as a part of internal quality assurance processes (Galbraith et al., 
2012; Kember et al., 2002; Richardson, 2005; Spooren et al., 2013). 
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  Second, with respect to validity, it is important to define the construct of teaching quality. 
An extensive overview of research examining dimensionality of student ratings of instruction in 
higher education has revealed that the student rating survey should capture multiple aspects 
(dimensions) of teaching quality. Yet, there is no consensus regarding the number and the nature 
of these dimensions (see Spooren et al., 2013). That is, there are different numbers of dimensions 
captured in reported instruments of student ratings of instruction. Even though it is commonly 
accepted that teaching effectiveness is multidimensional, a few studies argue in favor of 
unidimensional construct (Apodaca & Grad, 2005; Oon, Spencer, & Kam, 2017). Furthermore, 
several studies reported an existence of unidimensional higher order factors that reflect general 
instructional skill (Burdsal & Harrison, 2008; Cheung, 2000; Harrison, Douglas, & Burdsal, 
2004; Mortelmans & Spooren, 2009). However, both theory and empirical testing are necessary 
when it comes to dimensionality decision (Spooren et al., 2013). 
  Given that the pedagogical paradigms in today’s university teaching have multiple 
indicators of quality teaching along with the multifaceted aspects of AUN-QA criteria, this study 
aims to develop a survey of student ratings in a confirmatory manner. What to be measured in 
the student survey was defined prior to the development of the survey and derived from a 
thorough literature review of teaching dimensions that were consistently found to impact student 
learning in higher education. The research-based dimensions of good teaching were also aligned 
to the three conceptual-based criteria of AUN-QA that were employed to facilitate the 
assessment of teaching quality. The three criteria include criterion 4: teaching and learning 
approach, criterion 6: academic staff quality, and criterion 11: student satisfaction (output).  
 To identify and formulate important research-based instructional dimensions, a search of 
the recent literature on teaching effectiveness in higher education was conducted using 
 57 
University Library Search Engine and Google ScholarTM. The keywords such as “student 
ratings”, “student evaluation of teaching”, “teaching evaluation”, “teaching effectiveness”, and 
“teaching quality” were used to search for relevant studies. The criteria for study selection was 
year of publication (since 2000) and level of education (higher education) to ensure relevant and 
high-quality research. In sum, there was a final database of 30 relevant studies (26 journal 
articles, 2 book chapters, 1 doctoral dissertation, and 1 report) that discussed teaching 
dimensions that tend to predict student learning (Barnes et al., 2008; Barth, 2008; Basow & 
Montgomery, 2005; Chatterjee et al., 2009; Coffey & Gibbs, 2001; E. H. Cohen, 2005; Díaz, 
Swan, Ice, & Kupczynski, 2010; Feldman, 2007; Fresko & Nasser, 2001; Ginns, Prosser, & 
Barrie, 2007; Glazerman et al., 2011; Gursoy & Umbreit, 2005; Hativa, Barak, & Simhi, 2001; 
Keeley, Furr, & Buskist, 2010; Keeley, Smith, & Buskist, 2006; Kelly, Ponton, & Rovai, 2007; 
Kember & Leung, 2008; Marsh, 2007; Marsh et al., 2009; Mortelmans & Spooren, 2009; Renaud 
& Murray, 2005; T. R. M. Roberts, 2008; Safavi, Bakar, Tarmizi, & Alwi, 2012; Sedlmeier, 
2006; Shevlin, Banyard, Davies, & Griffiths, 2000; Simendinger et al., 2017; Spooren, 2010; 
Spooren, Mortelmans, & Thijssen, 2012; Toland & De Ayala, 2005; Tucker, Oliver, & Gupta, 
2013). The next step was to extract information regarding teaching characteristics/ dimensions/ 
domains/ factors that were found in the studies and determine how frequently each dimension 
was mentioned in all 30 relevant studies. An example of extracted information is shown in Table 
2. For a complete list of all extracted information, please see Appendix A. 
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Table 2. Example of teaching effectiveness dimensions extracted from literature-based studies 
Basow and 
Montgomery (2006) – 
six dimensions 
Fresko and Nasser 
(2001) – eight 
dimensions  
Tucker, Oliver, and 
Gupta (2013) – ten 
dimensions 
Hativa, Barak, and 
Simhi (2001) – seven 
dimensions 
Scholarship Course content Knowledgeable Lesson organization 
Organization/clarity Course organization Organized Lesson clarity 
Instructor – group 
interaction 
Use of instructional 
aids 
Encourages active 
student participation 
with learning 
Making a lesson 
interesting/engaging 
Instructor – individual 
interaction 
Use of instructional 
strategies 
Communicate clearly Classroom climate 
Dynamism/enthusiasm Course assignments Enthusiastic Freedom to think 
Overall effectiveness Treatment of students Approachable Overall effectiveness 
 Grading procedures Sensitive to student 
learning 
Classroom 
preparation 
 Level of course 
demands 
Available for help   
  Provides useful 
feedback 
 
  Helps student to learn  
 
  Once the information regarding dimensions of teaching effectiveness was extracted, a 
synthesis table was constructed to determine how frequently each dimension was mentioned in 
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all 30 relevant studies (see Table 3). The dimensions receiving the most support from the 
literature were of interest. 
 
Table 3. Frequency tabulation of dimensions found in literature 
Dimensions of teaching 
Frequency mentioned 
in 30 relevant studies 
Fairness of evaluation  22 
Clarity of instruction  20 
Preparation and organization  17 
Knowledge of subject matter 13 
Availability and helpfulness 12 
Class interaction 12 
Stimulation of interest in the course 10 
Classroom management 10 
Enthusiasm/interest in teaching 9 
Intellectual expansiveness  9 
Intellectual challenge/difficulty 9 
Use of supplementary materials 9 
Professional competency 8 
Active learning  7 
Grading timeliness  7 
Teacher rapport 7 
Workload 6 
 60 
Dimensions of teaching 
Frequency mentioned 
in 30 relevant studies 
Overall instructor 6 
Course value 5 
Encouragement of independent thought 5 
Sensitivity to student learning 4 
Overall course 4 
Creativity  3 
Elocutionary skills  3 
Ethic 3 
Overall GPA 2 
Respect for students 2 
Impact of instruction 1 
High expectation 1 
Research 1 
Individualization of teaching 1 
 
  The dimensions with the frequency of 6 and higher were targeted because they represent 
the dimensions receiving high support from the literature. The overall dimensions include 
fairness of evaluation, clarity of instruction, preparation and organization, knowledge of subject 
matter, availability and helpfulness, class interaction, stimulation of interest in the course, 
classroom management, enthusiasm/interest in teaching, intellectual expansiveness, intellectual 
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challenge/difficulty, use of supplementary materials, professional competency, active learning, 
grading timeliness, teacher rapport, workload, and overall instructor rating.  
  The next task was to relate and select those dimensions that were most important to the 
three AUN-QA criteria. As a consequence, five dimensions including intellectual challenge, 
stimulation of interest in the course, active learning, class interaction, and intellectual 
expansiveness were chosen to measure criterion 4: teaching and learning approach. There was 
considerable overlap between the selected dimensions of teaching and criterion 4 of AUN-QA. 
For AUN-QA criterion 6: academic staff quality, there were also five dimensions including 
preparation and organization, knowledge of subject matter, classroom management, clarity of 
instruction, and use of supplementary materials that were chosen. Finally, four dimensions 
including professional competency, availability and helpfulness, grading timeliness, and fairness 
of evaluation were considered important as measures of criterion 11: student satisfaction 
(output).  
 An extensive review of the literature on student ratings of instruction (Spooren et al., 
2013) indicated that institutions should be able to select the aspects that are most important, 
according to their educational vision and policy, when formulating a list of teaching dimensions. 
Bangkok University’s vision is a creative and quality institution with a mission of producing 
graduates with virtue and independence. Therefore, the dimensions of encouragement of 
independent thought and creativity were also chosen and considered as important measures of 
criterion 4 and a dimension of ethics/morality was chosen to measure criterion 6 of AUN-QA 
even though those three dimensions have a small frequency found in the literature.  
  When a list of important dimensions was established from a commonality among the 
literature review and AUN-QA criteria, the selected dimension of teaching quality was then 
 62 
transformed into an item that asks students in terms of their perceptions and experiences on a 
range of teacher- and course-related aspects. The items that were consistent with those 
dimensions and criteria were selected and adapted from an existing catalog (Arreola, 2007) and 
the process of selecting/ adapting was done in phase II. Arreola’s (2007) catalog consists of 525 
items that may be used to develop a customized student rating survey in higher education. These 
items are offered as a beginning resource to aid the construction of a student rating survey. The 
items have been divided into four categories, including instructional design, instructional 
delivery, instructional assessment, and course management. Additionally, the items have also 
been listed in two additional categories: self-reported course impact on the student and alternate 
and supplementary teaching/learning environments (laboratory and discussion, clinical, 
seminars, team teaching, and field trip). 
 
Phase II: Write or select items. 
  To write or select possible items, the important dimensions of effective teaching derived 
from the first step were reviewed in order to search for the shared characteristics with the AUN-
QA criteria. The corresponding items relating to the student learning and teaching characteristics 
were then selected from Arreola’s catalog (Arreola, 2007). The items in that catalog were 
designed to assess students’ perceptions and reactions to teaching. They were described as low-
inference items which require less judgment as an observer and therefore increases objectivity. 
For example, instead of asking “The instructor is clear”, a comparative low-inference item is: 
“The instructor refers to experiences or examples to clarify concepts”. This item is within the 
clarity of instruction dimension.  
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  Overall, 24 items that appeared to capture each dimension and criterion were identified. 
Some of them were adopted, whereas some items were adapted to ensure their consistency with 
Bangkok University and AUN-QA criteria. Each specific item will be used to provide useful 
specific information for instructional improvement.  
  As discussed earlier the construction of this survey was guided by the confirmatory 
approach (i.e., it began with what good teaching is and the selection of the dimensions that 
represent effective teaching from the theory and research). The next important question to be 
considered was a way to obtain an overall quality of teaching. An indicator of the overall score 
can be derived from a summed score from several items of which it is known to measure a 
unidimensional construct (d'Apollonia & Abrami, 1997; Kolitch & Dean, 1999). This score can 
be used for summative purposes such as faculty promotion, tenure decision, and institution 
evaluation. However, the student survey was hypothesized to measure multidimensions, 
therefore, the scores on different dimensions should not be summed to represent overall teaching 
competency. Rather, it is recommended to present the results on individual items or specific 
dimensions when working on formative purposes (Spooren et al., 2013; Tucker et al., 2013). To 
fill the gap, a global (single) item asking students to express their judgments of the instructor’s 
overall teaching effectiveness was added to provide a clear measure of overall teaching 
effectiveness. As suggested by Abrami (1985) and Cashin and Downey (1992), global items also 
accounted for a significant amount of the variance and can be comparably used with summed 
scores from a unidimensional aspect. Overall, there was a total of 25 items in an initial version of 
the student survey (see Table 4).   
Table 4 displays a list of important dimensions that was established from the review of 
the literature and AUN-QA criteria with their associated frequencies and survey items. The items 
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with an asterisk reflect Bangkok University’s vision and mission of creativity, virtue, and 
independence as aforementioned.  
 
Table 4. Development of survey items and their associated dimensions and AUN-QA criteria 
Dimension Frequency Corresponding survey item 
AUN-QA criterion 4: teaching and learning approach 
Intellectual challenge 9 1. The instructor raises challenging questions and 
problems. 
Stimulation of interest 
in the course 
10 2. The activities in class keep me interested and 
motivated. 
Active learning 7 3. The instructor helps to keep me engaged and 
participated in productive learning. 
Class interaction 12 4. The instructor maintains a classroom atmosphere where 
I feel comfortable to express ideas and ask questions. 
Intellectual 
expansiveness 
9 5. The instructor encourages me to apply the knowledge 
created in this class to my work or other non-class related 
activities. 
Encouragement of 
independent thought 
5 6. The instructor encourages me to work and think 
independently. 
*(Bangkok University’s vision and mission) 
Creativity 3 7. The instructor attempts to stimulate creativity. 
*(Bangkok University’s vision and mission) 
AUN-QA criterion 6: academic staff quality 
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Dimension Frequency Corresponding survey item 
Preparation and 
organization  
17 8. The instructor is well prepared for class.  
Knowledge of subject 
matter 
13 9. The instructor is competent in his/her knowledge of the 
subject. 
Preparation and 
organization  
17 10. The instructor presents the course content in an 
organized manner. 
Classroom 
management 
10 11. The instructor uses appropriate teaching methods 
which helps my learning. 
Preparation and 
organization 
17 12. The instructor clearly explains the course objectives in 
the beginning of class. 
Clarity of instruction 20 13. The instructor explains the subject matter clearly. 
Clarity of instruction 20 14. The instructor refers to experiences or examples to 
clarify concepts. 
Knowledge of subject 
matter 
13 15. The instructor increases or improves my understanding 
about the subject matter. 
Use of supplementary 
materials 
9 16. The instructor uses a variety of instructional 
media/technology in class when applicable. 
Ethic/morality 3 17. The instructor adds information related to ethics and 
morality to the teaching method, e.g., honesty, 
responsibility, discipline. 
*(Bangkok University’s vision and mission) 
AUN-QA criterion 11: student satisfaction (output) 
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Dimension Frequency Corresponding survey item 
Professional 
competency 
8 18. There is close agreement between the announced 
objectives of the course and what is actually taught.  
Availability and 
helpfulness 
12 19. The instructor provides useful feedback that helps me 
understand my strengths and weaknesses. 
Grading timeliness  7 20. The instructor provides feedback in a timely fashion. 
Availability and 
helpfulness 
12 21. The instructor is reasonably accessible for help. 
Fairness of evaluation 22 22. Assigned work is appropriate to course level and 
credits. 
Fairness of evaluation 22 23. The exams reflect material emphasized in the course. 
Fairness of evaluation 22 24. The instructor evaluates my work fairly. 
Global item 
Overall instructor 6 25. Express your judgment of the instructor’s overall 
teaching effectiveness. 
 
After completing the initial item development procedure, a total of 24 items of teaching 
effectiveness were formed into seven dimensions based on the literature (Feldman, 2007). The 
dimensions were: (1) Planning and Preparation, including item 8, 10, 12, and 18; (2) Classroom 
Management and Environment, including item 1, 3, 10, 11, 16, and 17; (3) Knowledge of 
Subject Matter, including item 9 and 15; (4) Clarity of Presentation, including item 13 and 14; 
(5) Availability and Helpfulness, including item 19, 20, and 21; (6) Evaluation and Quality of 
Examination, including item 22, 23, and 24; (7) Student Outcome, including item 2, 5, 6, and 7.  
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 In summary, phases I and II provided some of the validity evidence based on survey 
content because the construct dimensions of teaching quality were defined and investigated. All 
selected dimensions and items were consistent within the literature and AUN-QA criteria. 
Specifically, they were guided by the empirical research, important policy of the University, and 
pedagogical practice.  
 
Phase III: Develop/select appropriate response scales. 
  An additional phase to be considered was the development of response scales for the 
items. The student rating survey uses a five-point rating scale (i.e. “to a very high degree”, “to a 
high degree”, “to a moderate degree”, “to a small degree”, and “hardly at all”) that asks students 
to rate 24 specific items about the extent to which those teaching behaviors occur. A qualitative 
six-point rating scale is used to rate the instructor’s overall teaching effectiveness. The rating 
scale categories include “very effective”, “effective”, “somewhat effective”, “somewhat 
ineffective”, “ineffective”, and “very ineffective”. 
 In an effort to make the items as objective as possible, Arreola (2007) suggested that the 
response scales mentioned earlier need to meet certain logical and technical requirements. First, 
the selected response scales need to be appropriate and logically follow the items. For example, 
the item “The instructor is accessible for help.” logically calls for a very high to very low degree 
response. Also, the item “Express your judgement of the instructor’s overall teaching 
effectiveness” logically calls for an effective or ineffective response. Second, the response scales 
must be parallel. The categories of “to a very high degree”, “to a high degree”, “to a moderate 
degree”, “to a small degree”, and “hardly at all” are the same type of response asking about the 
frequency. Whereas, the categories of “very effective”, “effective”, “somewhat effective”, 
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“somewhat ineffective”, “ineffective”, and “very ineffective”, are the same type of scale asking 
about quality. Third, the response scales must be balanced. Both selected response scales have 
equal numbers of positive and negative choices (e.g., two numbers of positive choices are “to a 
very high degree” and “to a high degree” and two numbers of negative choices are “to a small 
degree” and “hardly at all”) to avoid skewness in the directions. Several studies suggested that 
the middle response such as “Neutral” or “Neither agree nor disagree” should not be used 
because some students will simply use it to avoid answering the items unless there is a specific 
meaning relative to the item (Arreola, 2007). However, a five-point rating scale is recommended 
for Quality Assurance system in Thailand (Clauser, Mazor, & Hambleton, 1991). Hence, the 
construction of middle response for this study is designed to have specific meanings (“to a 
moderate degree”) and lies exactly in between two extremes of response scales. In this case, 
students are independent in selecting any responses in either directions in a balanced and 
symmetric way.  
The global item uses a six-point rating scale because it is intended to elicit opinions of 
students concerning instructor’s overall teaching effectiveness through their responses of 
“effective” or “ineffective” without including the choice of neutrality. Given that the global item 
will be used for summative purposes, increasing the number of response categories (i.e., from a 
five-point to six-point rating scale) enables enhanced discrimination as well as allows for 
students to respond to likely categories (Joshi et al., 2015; Wakita et al., 2012). Finally, every 
category on the scale in the student rating form is defined without using numbers or letters to 
denote them. This can help to ensure that each category is as objective as possible and results in 
reliable and valid data (Arreola, 2007).    
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Phase IV: Conduct field trials to gather the data needed for validity evidence determination. 
  To increase the rigor of validity evidence based on the survey content from Phases I and 
II, the 25 items were subjected to a review conducted by an external panel of the academic 
leaders, instructors, psychometricians, as well as students from Bangkok University, Thailand. 
They were purposefully selected in the study based on their backgrounds. The academic leaders 
were selected from different affairs (e.g. Academic Affair, Educational Innovation Affair, 
Administrative Affair, Financial Affair, etc.). Likewise, the selection of the instructors and 
students were taken from different schools and departments to represent different disciplines and 
ensure the suitableness for diverse teaching. The psychometricians were experienced in survey 
development and validation. There were 39 expert panelists (i.e. academic leaders, instructors, 
and psychometricians) and 42 key stakeholders (i.e. students) providing feedback on the survey. 
  They provided feedback on the dimensions, items, and response scales derived from the 
previous steps. This was done to determine whether the 25 survey items and 7 domains 
adequately covered the construct of teaching quality, as well as to determine the representative of 
the survey items of the teaching quality construct.  
  A questionnaire was developed by using content validity review criteria from previous 
content validity studies (Armstrong, Cohen, Eriksen, & Cleeland, 2005; Thrush et al., 2007; 
Wynd, Schmidt, & Schaefer, 2003). It was sent to all panelists to complete by e-mail (see the 
form in appendix B). All panelists were asked to: 
  1. Rate how well each item assesses the domain according to a five-point response scale 
(“Extremely well”, “Very well”, “Moderately well”, “Slightly well”, and “Not well at all”).  
  2. Rate how relevant each item assesses the teaching quality according to a five-point 
response scale (“A great deal”, “A lot”, “A moderate amount”, “A little”, and “None at all”).  
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3. Provide what modifications are needed to improve the clarity and meaningfulness of 
the items. 
4. Rate the overall comprehensiveness of the 25 survey items in representing teaching 
quality according to a five-point response scale (“Extremely”, “Very”, “Moderately”, “Slightly”, 
and “Not at all”). 
5. Provide additional survey item(s) within domains that should be added to improve the 
comprehensiveness of the survey. 
6. Indicate how adequate the 7 domains are in covering teaching quality (“Yes” or “No”). 
If “No”, they need to provide additional domain(s) that should be added. 
7. Rate how appropriate the selected response scale is for the 24 specific survey items 
according to a five-point response scale (“Excellent”, “Very good”, “Good”, “Fair”, and “Poor”). 
  First, data analyses were completed to answer question 2 (rate how relevant each item 
assesses the teaching quality according to a five-point response scale). The dataset from a total of 
81 participants were quantitatively analyzed using the Lawshe’s content validity ratio (CVR) 
(Haynes, Richard, & Kubany, 1995). It refers to the degree to which panelists find overlap or 
commonality between each survey item and the examined content. As can be seen below, 
approximately 60% of the total panelists rated items in each dimension. For dimension 1, 50 
panelists rated all items. For dimension 2, 47 panelists rated all items, for dimension 3, 47 
panelists rated all items, for dimension 4, 45 panelists rated all items, for dimension 5, 47 
panelists rated all items, for dimension 6, 48 panelists rated all items, and for dimension 7, 48 
panelists rated all items. The panelists that were used for calculating the CVR for each dimension 
had to have rated each item for the dimension. The CVR for each survey item in Table 5 was 
calculated by the following formula:  
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where  E = number of panelists rating the survey item is essential (i.e. a great deal or a lot)  
and  N = total number of panelists. The cut-off value of  for the study was  
.50 (at  given that N = 50 for dimension 1 
.47 (at  given that N = 47 for dimension 2 
.47 (at  given that N = 47 for dimension 3 
.45 (at  given that N = 45 for dimension 4 
.47 (at  given that N = 47 for dimension 5 
.48 (at  given that N = 48 for dimension 6 
.48 (at  given that N = 48 for dimension 7 
As seen in Table 5, most of the CVR values of survey items across the seven domains 
were higher than the cut-off value except for item 7 and 8 on dimension 2: Classroom 
Management and Environment. 
 
Table 5. Lawshe’s CVR 
Item 
 (indicating either 
a lot, a great deal) 
 by 
item 
 by 
dimension 
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Item 
 (indicating either 
a lot, a great deal) 
 by 
item 
 by 
dimension 
D1: Planning and Preparation (valid case 50) .68 
1. The instructor is well prepared for class.  43 .72 
2. The instructor clearly explains the course 
objectives in the beginning of class. 
41 .64 
3. The instructor presents the course content in 
an organized manner. 
42 .68 
4. There is close agreement between the 
announced objectives of the course and what is 
actually taught.  
42 .68 
D2: Classroom Management and Environment (valid case 47) .52 
5. The instructor maintains a classroom 
atmosphere where I feel comfortable to 
express ideas and ask questions. 
39 .66 
6. The instructor uses appropriate teaching 
methods which helps my learning. 
40 .70 
7. The instructor uses a variety of instructional 
media/technology in class when applicable. 
33 .40 
8. The instructor adds information related to 
ethics and morality to the teaching method, 
e.g., honesty, responsibility, discipline. 
33 .40 
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Item 
 (indicating either 
a lot, a great deal) 
 by 
item 
 by 
dimension 
9. The instructor raises challenging questions 
and problems. 
35 .49 
10. The instructor helps to keep me engaged 
and participated in productive learning. 
35 .49 
D3: Knowledge of Subject Matter (valid case 47) .64 
11. The instructor is competent in his/her 
knowledge of subject. 
39 .66 
12. The instructor increases or improves my 
understanding about subject matter. 
38 .62 
D4: Clarity of Presentation (valid case 45) .78 
13. The instructor explains the subject matter 
clearly. 
41 .82 
14. The instructor refers to experiences or 
examples to clarify concepts. 
39 .73 
D5: Availability and Helpfulness (valid case 47) .63 
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Item 
 (indicating either 
a lot, a great deal) 
 by 
item 
 by 
dimension 
15. The instructor provides useful feedback 
that help me understand my strengths and 
weaknesses. 
38 .62 
16. The instructor is reasonably accessible for 
help. 
38 .62 
17. The instructor provides feedback in a 
timely fashion. 
39 .66 
D6: Evaluation and Quality of Examination (valid case 48) .74 
18. The instructor evaluates my work fairly. 42 .75 
19. The exams reflect material emphasized in 
the course. 
42 .75 
20. Assigned work is appropriate to course 
level and credits. 
41 .71 
D7: Student Outcome (valid case 48) .63 
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Item 
 (indicating either 
a lot, a great deal) 
 by 
item 
 by 
dimension 
21. The activities in class keep me interested 
and motivated. 
39 .63 
22. The instructor attempts to stimulate 
creativity. 
38 .58 
23. The instructor encourages me to work and 
think independently. 
40 .67 
24. The instructor encourages me to apply the 
knowledge created in this class to my work or 
other non-class related activities. 
41 .71 
Global item (valid case 48) .54 
25. the instructor’s overall teaching 
effectiveness. 
37 .54  
 
  Based on the result, only 1 survey item (i.e. item 8) was deleted. Item 8 was initially 
selected based on Bangkok University vision and AUN-QA policy even though its associated 
dimension had a small frequency found in the literature. However, the panelists who were staff 
and students from Bangkok University did not agree so it was removed due to its absence of 
support by the research literature and a need from the University.  
  Data from the same group of panelists were also analyzed to answer question 1 (rate how 
well each item assesses the corresponding dimension). The results are shown in Table 6. 
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Table 6. Frequency and percentage of each category on how well each item assesses the dimension 
Item 
Ex
tre
m
el
y 
w
el
l (
5)
 
V
er
y 
w
el
l (
4)
 
M
od
er
at
el
y 
w
el
l (
3)
 
Sl
ig
ht
ly
 w
el
l 
(2
) 
N
ot
 w
el
l a
t a
ll 
(1
) 
Pe
rc
en
ta
ge
 o
f 
(5
) a
nd
 (4
) 
D1: Planning and Preparation (valid case 77) 
1. The instructor is well prepared 
for class.  
38 34 5 0 0 93.51% 
2. The instructor clearly explains 
the course objectives in the 
beginning of class. 
35 32 8 2 0 87.01% 
3. The instructor presents the 
course content in an organized 
manner. 
34 33 10 0 0 87.01% 
4. There is close agreement 
between the announced objectives 
of the course and what is actually 
taught.  
37 33 7 0 0 90.91% 
D2: Classroom Management and Environment (valid case 76) 
5. The instructor maintains a 
classroom atmosphere where I 
feel comfortable to express the 
ideas and ask questions. 
33 34 9 0 0 88.16% 
6. The instructor uses appropriate 30 34 10 2 0 84.21% 
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Item 
Ex
tre
m
el
y 
w
el
l (
5)
 
V
er
y 
w
el
l (
4)
 
M
od
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at
el
y 
w
el
l (
3)
 
Sl
ig
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ly
 w
el
l 
(2
) 
N
ot
 w
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l a
t a
ll 
(1
) 
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 o
f 
(5
) a
nd
 (4
) 
teaching methods which helps my 
learning. 
7. The instructor uses a variety of 
instructional media/ technology in 
class when applicable. 
28 34 11 3 0 81.58% 
8. The instructor adds the 
information related to ethics and 
morality to the teaching method, 
e.g., honesty, responsibility, 
discipline. 
27 30 17 1 1 75.00% 
9. The instructor raises 
challenging questions and 
problems. 
25 39 11 1 0 84.21% 
10. The instructor helps to keep 
me engaged and participated in 
productive learning. 
35 30 11 0 0 85.53% 
D3: Knowledge of Subject Matter (valid case 76) 
11. The instructor is competent in 
his/her knowledge of subject. 
38 33 5 0 0 93.42% 
12. The instructor increases or 33 33 9 1 0 86.84% 
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Item 
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improves my understanding about 
subject matter. 
D4: Clarity of Presentation (valid case 76) 
13. The instructor explains 
subject matter clearly. 
35 36 5 0 0 93.42% 
14. The instructor refers to 
experiences or examples to clarify 
concepts. 
35 33 8 0 0 89.47% 
D5: Availability and Helpfulness (valid case 76) 
15. The instructor provides useful 
feedback that help me understand 
my strengths and weaknesses. 
30 38 8 0 0 89.47% 
16. The instructor is reasonably 
accessible for help. 
29 36 11 0 0 85.53% 
17. The instructor provides 
feedback in a timely fashion. 
32 36 7 0 1 89.47% 
D6: Evaluation and Quality of Examination (valid case 76) 
18. The instructor evaluates my 
work fairly. 
33 36 7 0 0 90.79% 
19. The exams reflect material 36 34 6 0 0 92.11% 
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emphasized in the course. 
20. Assigned work is appropriate 
to course level and credits. 
35 34 6 1 0 90.79% 
D7: Student Outcome (valid case 76) 
21. The activities in class keep me 
interested and motivated. 
27 35 13 1 0 81.58% 
22. The instructor attempts to 
stimulate creativity. 
25 39 9 3 0 84.21% 
23. The instructor encourages me 
to work and think independently. 
31 37 8 0 0 89.47% 
24. The instructor encourages me 
to apply the knowledge created in 
this class to my work or other 
non-class related activities. 
29 37 10 0 0 86.84% 
Global item (valid case 76) 
25. the instructor’s overall 
teaching effectiveness. 
30 33 10 2 1 82.89% 
 
  From Table 6, for Dimension 1; 93.51% of the 77 panelists who had used the five-point 
scale indicated that item 1 assessed the dimension. For items 2, 3, and 4, the percentages were 
87.01%, 87.01%, and 90.91%, respectively. For Dimension 2; 88.16% of the 76 panelists 
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indicated that item 5 assessed the dimension. For items 6, 7, 8, 9, and 10, the percentages were 
84.21%, 881.58%, 75.00%, 84.21%, and 85.53%, respectively. Note that, the result of item 8 was 
consistent with the result from the previous investigation so it was justified to remove item 8 
from the student rating survey. For Dimension 3; 93.42% of the 76 panelists indicated that item 
11 assessed the dimension. For item 12, the percentage was 86.84%. For Dimension 4; 93.42% 
of the 76 panelists indicated that item 13 assessed the dimension. For item 14, the percentage 
was 89.47%. For Dimension 5; 89.47% of the 76 panelists indicated that item 15 assessed the 
dimension. For items 16 and 17, the percentages were 85.53%, and 89.47%, respectively. For 
Dimension 6; 90.79% of the 76 panelists indicated that item 18 assessed the dimension. For 
items 19 and 20, the percentages were 92.11% and 90.79%, respectively. For Dimension 7; 
81.58% of the 76 panelists indicated that item 21 assessed the dimension. For item 22, 23, and 
24, the percentages were 84.21%, 89.47%, and 86.84%, respectively. Finally, 82.89% of the 76 
panelists indicated that item 25 (global item) assessed the dimension. 
Additionally, 38.67% of 75 panelists who had used the five-point response scale to 
answer question 4 indicated that the 25 survey items were extremely comprehensive in 
representing teaching quality. For very and moderately comprehensive, the percentages were 
52.00% and 9.33%, respectively. 97.33% of 75 panelists rated yes to the adequacy of the 7 
domains in the coverage of teaching quality (question 6). Finally, 87.81% of 74 panelists rated 
the appropriateness of the selected response scale used for the survey items as very good to 
excellent (question 7). 
  Next, the qualitative comments were reviewed. Based on the feedback and advice from 
this panel, the dimensions of teaching quality were refined. Four dimensions of teaching quality 
were adopted instead of seven dimensions that were proposed earlier. The new framework of 
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teaching quality was defined by the studies of Fink (2013) and Meyer et al. (2016). An overview 
of the new framework is provided below and the rationale to support the items or potential 
changes is provided in Table 7. 
 This framework was developed based on the review and the literature and consists of four 
dimensions. First, Organization and Structure refers to the extent to which the course is 
organized in meaningful ways around learning objectives. The learning objectives expose 
students to what they can expect from the course. A review of  Hattie (2009) concluded that there 
was a direct link between good learning objectives and student achievement. An ability of an 
instructor to communicate and remain true to the learning objectives is also considered important 
for effective teaching. Additionally, an instructor is able to make clear presentations, give clear 
assignments, and provide clear due dates for the duration of the course. Nevertheless, this 
dimension does not include a higher level of organization such as an instructor’s ability to link 
the class content to students’ prior knowledge or real life (Fink, 2013; Meyer et al., 2016). 
Second, Assessment and Feedback is another important aspect in instructional design. After the 
development of learning objectives, an assessment that aligns with those objectives helps to 
facilitate student learning. Hence, this dimension mainly deals with the alignment of learning 
objectives and assessment. In addition, the frequency of assessment and timely feedback improve 
student learning. Hattie (2009) found that learning was impacted by frequent measurement but 
not as much as when it was complemented by feedback regarding student misunderstandings. 
Assessments can occur during a class period or at the end and should occur frequently enough to 
observe whether students attain the learning objectives. Lastly, timely feedback is required to 
help students reflecting their learning (Fink, 2013; Meyer et al., 2016). 
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  Third, Personal Interactions are defined as instructor-student interactions. The quality 
and frequency of communication from the instructor to students as well as the instructor’s 
sincerity, respect, and concern for students fall within this domain. Hattie (2009) claimed that the 
relationships between students and instructors enhance learning. That is, in a caring learning 
environment, the instructor’s sensitivity in observing student reactions and the instructor’s 
friendliness in establishing good rapport with students contribute to effective learning (Fink, 
2013; Meyer et al., 2016). 
 Finally, Academic Rigor supports a student-centered teaching environment. It focuses on 
critical thinking, intellectual challenges, and deeper learning and understanding. This can 
enhance knowledge-centered lectures through a thoughtful and challenging learning environment 
to promote long-term learning. Further, instructional technology can help to develop higher 
levels of cognition and produce complex learning. Encouragement by an instructor to apply the 
course’s content to students’ prior knowledge, explain their reasoning by using problem-solving 
procedure, or creatively think are examples of intellectual challenges (Fink, 2013; Meyer et al., 
2016). 
 
Table 7. Comments from the panelists and their associated rationale 
Comments from panelists Rationale 
Dimension 2 
- Add an item regarding the ability of instructor 
to encourage students to integrate the old 
knowledge to new knowledge. 
- One original item has similar content: 
“The instructor encourages me to apply the 
knowledge created in this class to my work 
or other non-class related activities”. 
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Comments from panelists Rationale 
- Add an item about the instructor technique to 
stimulate cooperative classroom environment. 
- One original item has similar content: 
“The instructor helps to keep me engaged 
and participated in productive learning”. 
- Item 6 “the instructor uses appropriate teaching 
methods which helps my learning”, item 7 “the 
instructor uses a variety of instructional 
media/technology in class when applicable”, and 
item 8 “the instructor adds the information 
related to ethics and morality to the teaching 
method, e.g., honesty, responsibility, discipline” 
are more relevant to "teaching skill/philosophy". 
The classroom management sounds more like at 
administrative level, such as keep the classroom 
tidy, make the classroom a safe place, etc. 
- Item 6, 7, and 8 were revised to ensure 
they are aligned with the framework of 
teaching quality dimensions (Fink, 2013; 
Meyer et al., 2016). 
- Item 8 “the instructor adds information related 
to ethics and morality to the teaching method, 
e.g., honesty, responsibility, discipline” is not 
relevant and important to the domain. 
- Item 8 was deleted. 
Dimension 3 
- Need more items such as "the teacher can 
address my questions relevant to the class 
content". 
- One original item has similar content: 
“The instructor increases or improves my 
understanding of the subject matter”. 
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Comments from panelists Rationale 
- Added an item that reflects what being 
suggested: “The instructor is genuinely 
interested in helping students learn”.  
- Add an item regarding the ability of instructor 
to apply class material to real life. 
- One original item has similar content: 
“The instructor encourages me to apply the 
knowledge created in this class to my work 
or other non-class related activities”. 
- Add an item that asks if the instructor keeps 
lecture and material updated. 
- This comment is negligible and does not 
related to the teaching framework. 
- Item 11 “the instructor is competent in his/her 
knowledge of the subject” should be separated 
into 2 items including (1) the instructor is 
competent in his/her knowledge of the subject 
and (2) the instructor has good knowledge 
beyond the textbook. 
- Item 11 encompasses the intent of the 
suggested item. 
- Item 12 “the instructor increases or improves 
my understanding about subject matter” should 
be classified into teaching skill domain. 
- The item was reclassified into 
“Organization and Structure” dimension. 
Dimension 4 
- Need more items such as "the teacher would 
repeat the key points and summarize his/her 
lecture nicely". 
- One original item has similar content: 
“The instructor explains subject matter 
clearly”. 
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Comments from panelists Rationale 
- Add an item about instructor vocal delivery. - This comment is negligible and does not 
relate to the teaching framework. 
- Add the item that asks if the instructor 
stimulates class discussions. 
- One original item has similar content: 
“The instructor helps to keep me engaged 
and participated in productive learning”. 
- Item 14 “the instructor refers to experiences or 
examples to clarify concepts” sounds like a 
"teaching skill".  
- This item was deleted due to the 
irrelevance with the teaching framework.  
Dimension 5 
- Add an item that asks if the instructor provides 
a variety of outside resources to help students 
with learning. 
- Outside resources such as library and 
computer lab are already provided by the 
supporting academic department in the 
university to all students and they are 
evaluated every semester. 
- Item 17 “the instructor provides feedback in a 
timely fashion” is not important since time 
should not be considered as Availability and 
Helpfulness. 
- Timeliness of information reported to 
students is considered important for 
student learning (Meyer et al., 2016). 
Dimension 6 
- May add some reverse coding items, such as "I 
found some assigned work/exams are too 
difficult to complete". 
- It is not necessary because adding an item 
in the different direction can reduce a 
reliability (by interfering with the 
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Comments from panelists Rationale 
correlation among items) and it does not 
really solve the problem of acquiescence 
bias (Krosnick & Presser, 2010). 
- Add the item regarding the use of authentic 
assessment in class. 
- Authentic assessment may not apply to 
all classes and has multiple meanings. 
- Not only an exam can be used to evaluate 
student performance. Should combine several 
approaches and consider any errors that may 
arise. 
- Added the terms of graded assignments, 
reports, etc. in addition to tests. 
Dimension 7 
- I would describe outcome from academic and 
nonacademic.  
- Items from Student Outcome were 
reclassified into both academic and 
nonacademic outcomes.  
- May add some items such as "I feel my 
understanding of a subject was improved". 
- One original item has similar content: 
“The instructor increases or improves my 
understanding about subject matter”. 
Others 
- Better to have the same number of items in 
each domain to make a valid comparison. 
- Reviewed the literature and found that to 
include an equal number of items from 
each domain would benefit from 
examining the dimensionality and local 
dependency of items (Baghaei, 2008; 
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Comments from panelists Rationale 
Linacre, 2015). 
- Revised the number of survey items by 
adding the relevant items and deleting 
some irrelevant items, the revised version 
includes; 
Dimension 1: Organization and Structure = 
6 items 
Dimension 2: Assessment and Feedback = 
5 items 
Dimension 3: Personal Interactions = 5 
items 
Dimension 4: Academic Rigor = 6 items 
- Domain 3-6, I suggest adding more items. You 
may want at least 3-4 items in each domain. 3 
items are considered as a minimum for 
identifying a latent factor. 
- Combined domains and a minimum of 4 
items in each domain. 
- Adding at least one more domain as teaching 
skill/philosophy. But be careful, 7 or 8 domains 
are a lot, you may not end up finding these 
domains independent to each other later on in 
your analysis (i.e., EFA/CFA). You can keep on 
adding domains, but you may likely find some of 
- Modified the domains based on the 
literature: 4 dimensions of teaching quality 
that were originally defined by the work of 
Fink (2013) and Meyer et al. (2016) were 
adopted instead of 7 domains including 
“Organization and Structure”, “Assessment 
 88 
Comments from panelists Rationale 
these domains loading one or two secondary 
factors. 
and Feedback”, “Personal Interactions”, 
and “Academic Rigor”. 
 
The main purpose of the previous phases was to further acquire validity evidence based 
on the survey content. The results were used to revise and reduce the number of items. Based on 
the results from both quantitative and qualitative analyses, the survey items were then refined 
and shown in Table 8. 
 
Table 8. The revised survey items 
Revised Item Dimension 
1. The instructor is well prepared for class.  Organization and Structure 
2. At the beginning of the course, the instructor specifies in 
detail course materials and grading procedures. 
Organization and Structure 
3. The instructor presents the course content in an organized 
manner. 
Organization and Structure 
4. There is close agreement between the announced objectives of 
the course and what is actually taught.  
Organization and Structure 
5. The instructor explains the subject matter clearly. Organization and Structure 
6. The instructor increases or improves my understanding of the 
subject matter. 
Organization and Structure 
7. The instructor creates a classroom atmosphere where I feel 
comfortable to express my ideas and ask questions. 
Personal Interactions 
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Revised Item Dimension 
8. The instructor is interested in helping students learn. Personal Interactions 
9. The instructor is friendly.  Personal Interactions 
10. The instructor keeps me engaged and helps me actively 
participate in productive learning. 
Personal Interactions 
11. The instructor is reasonably available for help. Personal Interactions 
12. The instructor provides useful feedback that helps me 
understand my strengths and weaknesses. 
Assessment and Feedback 
13. Graded assignments, tests, papers, homework, etc., are 
returned promptly. 
Assessment and Feedback 
14. Grading in the course is fair and consistent. Assessment and Feedback 
15. The exams reflect material emphasized in the course. Assessment and Feedback 
16. Assigned work is appropriate to course level and credits. Assessment and Feedback 
17. The course is intellectually stimulating. Academic Rigor 
18. The instructor uses a variety of instructional 
media/technology in class to enhance learning when applicable. 
Academic Rigor 
19. The instructor attempts to stimulate creativity. Academic Rigor 
20. The instructor encourages me to work and think 
independently. 
Academic Rigor 
21. The instructor encourages me to apply the knowledge 
learned in this class to my work or other non-class related 
activities. 
Academic Rigor 
22. The course encourages me to read further in the area. Academic Rigor 
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Revised Item Dimension 
23. Express your judgement of the instructor’s overall teaching 
effectiveness. 
Overall teaching 
effectiveness. 
 
The final phase for item refinement was a pilot study. The purpose of the pilot study was 
to explore items and the internal structure in relation to the proposed four-dimension teaching 
model. This included an examination of the 23 items and a subsequent examination of the 
internal structure.  
3.2 PILOT STUDY 
3.2.1 Procedure 
The redesigned survey was piloted with five undergraduate classes offered in the Summer term 
of 2017 at Bangkok University, Thailand. The students volunteered to be in the pilot study. All 
instructors from those 5 classes received a brief description of the study from the researcher, and 
the potential benefits and risks if they participated in the study. The link to the online pilot 
survey (both English and Thai version) was sent to all students via email during their final 
examination weeks and open for student responses for four weeks. They can choose which 
language they prefer. The instructors were asked to remind the students in their classes to 
complete the pilot survey online. The students from five classes were asked to respond to the 
student rating survey with several demographic items (i.e. student ID, gender, school, 
department, overall GPA, year of study). The student rating survey had 22 quantitative items 
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with a five-point rating scale, 1 global item with a six-point rating scale, and 1 qualitative item 
asking students to provide additional comments. This open-ended question asked students to 
provide any suggestions that students think may contribute to the future quality and development 
of the class. 
3.2.2 Instrument 
The pilot student survey was created using Qualtrics thus the survey was provided to students 
online. It represented 4 different dimensions of teaching effectiveness. All 22 Likert items were 
used along with one global item in the online form. All 22 items were measured on a five-point 
response scale (i.e. “to a very high degree”, “to a high degree”, “to a moderate degree”, “to a 
small degree”, and “hardly at all”) and one global item was measured on six-point rating scale 
(i.e. “very effective”, “effective”, “somewhat effective”, “somewhat ineffective”, “ineffective”, 
and “very ineffective”). 
3.2.3 Participants 
With assistance of the instructors at Bangkok University and the Computer Center, there were 5 
classes (9 sections) and a total of 109 students who participated in the pilot study. There were 83 
female and 26 male students from 8 different schools (36.7% from School of Communication 
Arts, 35.8% from School of Humanities and Tourism Management, 8.3% from School of Digital 
Media and Cinematic Arts, 6.4% from School of Business Administration, 5.5% from School of 
Information Technology and Innovation, 5.5% from School of Accounting, 0.9% from School of 
Law, and 0.9% from School of Fine and Applied Arts) who participated in the pilot study. The 
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mean student GPAX was 2.57 (SD = 1.11), ranging from 1.39 to 4.00. Almost half of the 
students were juniors (40.4%), 32.1% were seniors, 12.8% were freshmen, 11.9% were 
sophomores, and 2.8% were others.  
They were selected purposely to represent a range of schools and departments. All 109 
responses were submitted with completed response variables. The list of participants for each 
class is shown in Table 9.   
 
Table 9. Number and percentage of participants in a pilot study 
Class Section Instructor #Participants 
Total # 
Students 
% of 
Class 
AB339: English for In-
flight Passenger Service 
1011 Instructor 1 12 40 30.00% 
1012 Instructor 2 10 33 30.30% 
CO301: Pre-cooperative 
Education 
4811 Instructor 3 14 65 21.54% 
4812 Instructor 3 7 57 12.28% 
4813 Instructor 3 15 72 20.83% 
4814 Instructor 3 13 60 21.67% 
EN001: Daily 
Conversation English 
1353 Instructor 4 13 34 38.24% 
GE111: Value of Graduates 2201 Instructor 5 13 95 13.68% 
GE117: Mathematics for 
Daily Life 
2401 Instructor 6 12 173 6.94% 
Total students 109 629 17.33% 
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  The percentages of students who completed the pilot survey in each class were low and 
varied from 6.94% to 38.24% with an overall response rate of 17.33%. Given that the survey was 
administered to all students during their final examination weeks, there was a possibility that 
they did not watch closely their emails and only focused on their examinations. Even though the 
survey was open for four weeks, it is commonly known that most of the students are away during 
the school break. Therefore, to overcome this limitation during a final period of data collection, 
the survey will be sent out during the last three weeks of teaching and open for a longer time. 
More reminder emails will be considered to enhance the response rate. 
It is important to understand an effect of low response rate on the validity of the study. 
James, Schraw, and Kuch (2015) and Capa-Aydin (2016) indicated that low response rate 
increases a risk of using student rating scores for summative purposes. Precisely, data with less 
than 10 ratings should be interpreted with caution. It was recommended to collect data from at 
least two-thirds of the class to obtain representative student rating data. However, the purpose of 
the pilot study was not intended for summative evaluation thus this consequence was negligible.  
To implement and interpret high-quality student ratings for both formative and 
summative purposes for the main study, collecting at least two-thirds of the class will help 
instructors and administrators to assess the quality of the student rating survey with valid 
information. 
3.2.4 Data analysis 
  In the present study, the student rating survey was designed to measure multiple 
constructs of teaching effectiveness. Four dimensions of teaching quality were hypothesized 
based on the Fink (2013) and Meyer et al. (2016)’s teaching framework. The survey was 
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intended to provide multiple pieces of information about teaching quality. For a pilot study, 
Classical Test Theory (CTT) was employed to examine psychometric properties of the student 
rating survey.   
  A total of 109 students participated in the pilot study and a total of 109 completed rating 
surveys were submitted by students. Even though the survey was administered in both English 
and Thai, only the Thai version was submitted to the Qualtrics system. The basic summary 
statistics (Mean and Standard Deviation) were examined to understand how student responses on 
the student rating survey were distributed (see Table 10). The polyserial correlations among 22 
individual survey items and total score were also analyzed as a part of classical item analysis. 
These item-total correlations function the same as item discrimination. They were evaluated in 
terms of the extent to which there is a linear relationship between an item and its total score (the 
item-total correlations > .30 were used to guide assessment) (Gandek et al., 1998; Kidder & 
Judd, 1986). The corrected item-total polyserial correlation was used in the study instead of the 
uncorrected item-total polyserial correlation. In this case, the scores on an item and scores on the 
total survey were correlated when the item of interest was removed from the total criterion score. 
This was done because including the item of interest results in an inflated correlation and can be 
misleading (Wolf, 1967). The results are shown in Table 10. 
 
Table 10. Summary statistics and item-total correlations for the pilot data 
Item Min Max M SD 
Polyserial item-
total correlation 
1. The instructor is well prepared for 
class.  
1 5 4.23 .735 .938 
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Item Min Max M SD 
Polyserial item-
total correlation 
2. At the beginning of the course, 
the instructor specifies in detail 
course materials and grading 
procedures. 
1 5 4.28 .818 .911 
3. The instructor presents the course 
content in an organized manner. 
2 5 4.28 .818 .928 
4. There is close agreement between 
the announced objectives of the 
course and what is actually taught.  
2 5 4.23 .824 .913 
5. The instructor explains the 
subject matter clearly. 
1 5 4.25 .841 .925 
6. The instructor increases or 
improves my understanding of the 
subject matter. 
1 5 4.17 .811 .911 
7. The instructor creates a classroom 
atmosphere where I feel comfortable 
to express my ideas and ask 
questions. 
2 5 4.22 .809 .911 
8. The instructor is interested in 
helping students learn. 
1 5 4.26 .865 .959 
9. The instructor is friendly. 1 5 4.30 .844 .934 
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Item Min Max M SD 
Polyserial item-
total correlation 
10. The instructor keeps me engaged 
and helps me actively participate in 
productive learning. 
2 5 4.27 .777 .954 
11. The instructor is reasonably 
available for help. 
2 5 4.13 .872 .932 
12. The instructor provides useful 
feedback that helps me understand 
my strengths and weaknesses. 
1 5 4.15 .815 .914 
13. Graded assignments, tests, 
papers, homework, etc., are returned 
promptly. 
1 5 4.15 .880 .926 
14. Grading in the course is fair and 
consistent. 
2 5 4.27 .777 .946 
15. The exams reflect material 
emphasized in the course. 
1 5 4.21 .806 .934 
16. Assigned work is appropriate to 
course level and credits. 
1 5 4.26 .787 .923 
17. The course is intellectually 
stimulating. 
1 5 4.26 .787 .870 
18. The instructor uses a variety of 
instructional media/technology in 
2 5 4.13 .818 .925 
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Item Min Max M SD 
Polyserial item-
total correlation 
class to enhance learning when 
applicable. 
19. The instructor attempts to 
stimulate creativity. 
1 5 4.15 .859 .936 
20. The instructor encourages me to 
work and think independently. 
2 5 4.28 .795 .935 
21. The instructor encourages me to 
apply the knowledge learned in this 
class to my work or other non-class 
related activities. 
2 5 4.34 .772 .936 
22. The course encourages me to 
read further in the area. 
1 5 4.17 .855 .853 
 
  All polyserial item-total correlations were high. This may or may not indicate that the 
items were measuring the same construct. With a correlation of more than .3, it indicated very 
good discrimination and none of the survey items were removed. However, the more each item 
correlates with the survey score as a whole, the higher all items correlate with each other. This 
most likely suggests that the survey is unidimensional for this sample of students.  
  Additionally, the means of the survey items ranged from 4.13 to 4.34 which are fairly 
similar. Inspection of the raw data indicated that some students were responding the same across 
items indicating they were not discriminating among response options. 
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 Next, an analysis of the item-dimension (subscale) polyserial correlations were examined. 
This permitted evaluation of correlations in terms of the extent to which items correlated most 
strongly with other items measuring the same construct than they correlated with other 
constructs. The 22 survey items were hypothesized to represent four dimensions. The item-
dimension correlations are presented in Table 11. The table shows correlations of items with 
hypothesized dimensions and with other dimensions.  
 
Table 11. Item-dimension (subscale) correlations for hypothesized dimensions of a student rating survey (pilot data) 
Item 
Organization and 
Structure (OS) 
Personal 
Interactions (PI) 
Assessment and 
Feedback (AF) 
Academic Rigor 
(AR) 
1 (OS) .957* .898 .911 .876 
2 (OS) .917* .872 .860 .862 
3 (OS) .965* .879 .899 .832 
4 (OS) .954* .855 .872 .833 
5 (OS) .945* .862 .883 .862 
6 (OS) .961* .842 .878 .831 
7 (PI) .868 .931* .877 .836 
8 (PI) .903 .961* .941 .894 
9 (PI) .858 .951* .897 .892 
10 (PI) .912 .960* .910 .906 
11 (PI) .853 .957* .883 .878 
12 (AF) .827 .880 .929* .890 
13 (AF) .902 .868 .938* .855 
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Item 
Organization and 
Structure (OS) 
Personal 
Interactions (PI) 
Assessment and 
Feedback (AF) 
Academic Rigor 
(AR) 
14 (AF) .908 .893 .974* .883 
15 (AF) .891 .905 .950* .874 
16 (AF) .882 .859 .924* .907 
17 (AR) .812 .796 .841 .912* 
18 (AR) .851 .884 .902 .922* 
19 (AR) .852 .875 .903 .971* 
20 (AR) .865 .882 .891 .965* 
21 (AR) .892 .881 .893 .939* 
22 (AR) .775 .802 .831 .889* 
* Correlation of item with hypothesized dimension. 
 
  From the above table, the item-dimension correlation of each item showed the highest 
value with its hypothesized dimension. However, the correlations with other dimensions were 
still very high. Thus, the proposed multidimensional model of university teaching to the sample 
from the pilot study may not hold. 
 In terms of internal consistency, the Cronbach’s  of all subscales were obtained: 
organization and structure (.948), assessment and feedback (.941), personal interactions (.929) 
and academic rigor (.938). The Cronbach’s alpha showed that each subscale score reached high 
reliability.  
 Validity evidence based on relation to another variable was also obtained by examining 
the relationship between the results from the pilot data and a current survey used at Bangkok 
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University for Summer term. 109 students completed the pilot survey and scores ranged from 22 
to 110 (mean = 92.807, SD = 18.230, median = 96). The distribution of survey scores was 
negatively skewed (skewness = -1.933). In terms of the summary statistics of the current survey 
used at Bangkok University, there were 13 survey items using 5-point Likert scale. 109 students 
were chosen to match the students who completed the pilot survey. Their scores ranged from 26 
to 65 (mean = 49.514, SD = 10.578, median = 52). The distribution of survey scores was slightly 
negatively skewed (skewness = -.241). Due to the skewed distributions, a Spearman rank-order 
correlation was computed to assess the relationship between the proposed survey and the 
Bangkok University current survey used to measure teaching effectiveness. There was a 
significant strong positive relationship between two measures, (107) = .725, p < .001.  
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Figure 2. Frequency distribution of the total scores (the pilot survey and Bangkok University current survey) 
 
  Finally, the survey was administered to a large group of students during a full 
implementation study. It is assumed that the students will take the survey more seriously. 
3.3 DATA COLLECTION FOR A FULL IMPLEMENTATION STUDY 
The revised survey was administered to all undergraduate students who enrolled in 5 newly 
developed General Education (GenEd) classes at Bangkok University in the Spring semester of 
2018. The courses were developed based on AUN-QA framework. The survey was administered 
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in Thai only because all the students are Thais. The survey was administered by the instructors 
themselves, during normal class time, between the last three weeks of teaching of the Spring 
semester through Quatrics online survey system. Students were asked to complete the survey by 
clicking the survey link or scanning the QR code. Students were given the list of GE coursework 
units in which they were registered. Students were assured that the system was confidential and 
that instructors would have access to only average scores obtained from the students after all 
final grades were revealed. There were approximately 3,000 students (Bangkok University, 
2018).  
Five GenEd programs with 32 sections include:  
GE001: Thinking Skills for Learning (section 1121 and 1131), 
GE002: Citizenship and Social Dynamics (section 1241, 1251, 1261, and 1271), 
GE003: Cultivating Entrepreneurial Mindset (section 1011, 1041, 1061, 1081, 1085, 
1359, 1361, 1365, 1371, 1411, and 1021), 
GE004: Technology and Innovation in the Future World (section 1121, 1131, 1359, 1411, 
1061, 1085, and 1021), and 
GE007: Art of Life (section 1241, 1251, 1261, 1271, 1391, 1401, 1451, and 1475). 
3.4 DATA ANALYSIS FOR A FULL IMPLEMENTATION STUDY 
The data analyses for this study was completed to answer the following four research questions. 
Four types of validity evidence (evidence based on survey content, response processes and expert 
review of items, internal structure, and relations to other variables) were examined as well as 
demographic information were reported. 
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3.4.1 Data analysis for research question 1 
Research question 1:  To what extent does the content evidence support the construct definition? 
3.4.1.1 Evidence based on survey content 
The two preliminary studies in the pilot study provided evidence for this research question. The 
logical and empirical analyses of the adequacy of the survey content in representing the target 
dimension and of the relevance between the target dimension and the intended score 
interpretations and uses were evaluated in the two prior studies. This type of evidence was 
gathered from the well-designed survey development process including a thorough review of 
literature, an examination of the commonality between the literature and AUN-QA criteria, and 
experts’ judgments in order to obtain a clearly defined construct of effective teaching. All survey 
items went through multiple rounds of expert evaluation and revision. Each category of the 
response scales was checked if it was applied by students. Finally, the survey consisted of four 
theoretical dimensions of teaching quality: (1) organization and structure, (2) assessment and 
feedback, (3) personal interactions, and (4) academic rigor. 
3.4.2 Data analysis for research question 2 
Research question 2:  To what extent do the relationships among survey items and survey 
components correspond to the construct dimension? 
 104 
3.4.2.1 Internal structure 
During the pilot study, the correlations among dimension and within dimension were analyzed. 
That is, the item to total score polyserial correlations and the item to the dimension scores 
polyserial correlations were examined. The results from the pilot study did not support the 
proposed multidimensional model of university teaching.   
 To examine the internal structure of the student rating survey for a full implementation 
study, an exploratory factor analysis (EFA) was performed to offer initial, although tentative, 
insight into the internal structure. It can identify alternative grouping structures that could 
improve the functionality of the survey. Prior to the EFA analysis, the total sample data was 
investigated for univariate and multivariate normality. If the normality assumption is met, a 
series of analyses will be performed using maximum likelihood estimator (ML). In contrast, if 
the normality assumption is violated, a series of analyses will be performed using robust 
weighted least squares estimator (WLSMV), which provided standard errors and tests of model 
fit that are robust to the non-normality of the data. The MLSMV estimator is appropriate for 
ordered ordinal indicators (Brown, 2015). When interpreting the magnitude of the factor 
loadings, the guidelines of Comrey and Lee (1992) were applied: excellent above 0.71, very 
good between 0.63 and 0.70, good between 0.55 and 0.62, fair between 0.44 and 0.33, and poor 
below 0.32. 
Model fit was assessed using a number of fit indices. The cutoffs for good or close fit 
(e.g., SRMR < .08, RMSEA < .06, TLI > .95, and CFI > .95) were used as well as cutoffs for 
acceptable levels of fit (e.g., CFI and TLI > .90). The model fit was assessed by rejecting models 
that did not meet bare minimum cutoffs for any one index and using combinatorial rules (i.e., 
TLI < .95 and SRMR > .06, CFI < .96 and SRMR > .06, or RMSEA > .06 and SRMR > .09) for 
 105 
rejection in cases where at least one index did not meet cutoffs for good or close fit (Hu & 
Bentler, 1999). 
If multidimensionality was present, a confirmatory factor analysis (CFA) was used to 
confirm internal structure in a next step. CFA allows researchers to test a specified factor 
structure between items and dimensions, and allows for a rigorous test of facture structure in 
terms of fit with observed data. The fit indices were examined to see how well the 
multidimensional model fits the observed data. If there was not a good fit, exploratory structural 
equation modelling (ESEM) was performed later. ESEM combines the strengths of CFA and 
EFA within a SEM framework (Asparouhov & Muthén, 2009). ESEM allows for a complex 
structure where all items are permitted to load on all dimensions (see literature review for a more 
thorough discuss of EFA, CFA, and ESEM). In other words, if unidimensionality was truly 
present after performing EFA, the other two procedures (CFA and ESEM) were not used. 
3.4.2.2 Descriptive statistics for subscales and total scores 
Descriptive statistics were obtained for relevant subscales and total scores based upon extracted 
factors of the final survey. The basic summary statistics, including central tendency and 
variability, were examined to understand the distribution of survey scores for the entire sample.  
3.4.2.3 Reliability 
Finally, reliability estimates to examine the internal consistency of the survey scores were 
estimated using Cronbach’s alpha coefficients. Coefficients were reported for all relevant 
subscales and total score based upon factors extracted from the factor analysis solution, section 
3.4.2.1. 
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3.4.3 Data analysis for research question 3 
Research question 3: Is there gender differential item functioning in student ratings? 
3.4.3.1 Analysis of differential item functioning  
The literature does not indicate a consistent difference in the student ratings made by males and 
females so a difference between student ratings made by male and female students was evaluated 
using Differential Item Functioning (DIF) analysis. DIF analysis was used to examine whether 
the survey item functions differently between male and female students. If so, it usually indicates 
individuals’ membership affects their responses to a specific item in the survey, implying that 
item may be potentially biased against a subgroup.  
   Many DIF techniques have been developed for DIF detections, among which the Mantel-
Haenszel (MH: Holland & Thayer, 1988; Mantel & Haenszel, 1959) is the most commonly used 
observed score and nonparametric technique. The original MH method can only conduct DIF 
analysis with dichotomous responses (e.g., 0 or 1). The extension of MH method, also called the 
generalized Mantel-Haenszel procedure and Mantel procedure (Agresti, 2013; Mantel, 1963) can 
be applied to both dichotomous and polytomous responses. For ordinal items, the choice between 
the generalized Mantel-Haenszel (GMH) procedure and the Mantel procedure basically depends 
on the pattern of DIF. The generalized Mantel-Haenszel (GMH) procedure (Mantel & Haenszel, 
1959; Somes, 1986; Zwick et al., 1993) has good Type I error rate control as well as high power 
for detecting nonuniform DIF. It can detect DIF for more complex patterns compared to the 
Mantel procedure. Therefore, the GMH was employed to test the survey items for DIF. The 
presence of DIF items on a survey poses a threat to the validity of the interpretation and uses of 
survey scores. 
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 The GMH procedure compares the entire response distribution between subgroups. It 
indicates the relation between the item and group membership, controlling for a matching score. 
From a result of the pilot study, it most likely suggested that the survey is unidimensional. 
Hence, a summed score that included the studied item was appropriate to be considered as a 
matching score. However, if the proposed multidimensional model of university teaching from 
the full implementation sample holds, matching on multiple subscale scores simultaneously is 
more superior to using the summed score. 
First, descriptive statistics for female and male students were explored to see how 
students’ responses distributed between subgroups. The summed scores (or the subscale scores) 
were computed and used as a matching score. The ICCs from the rating scale model (Andersen, 
1977; Andrich, 1978) were used to examine the pattern of DIF by using the DIFAS program 
(Penfield, 2005). The type of DIF present was identified by examining the differences between 
the difficulty indices for each subgroup. These differences are labeled as “the conditional 
differences”. If there is the same positive or negative direction across all the intervals of item 
performance, the DIF pattern is uniform. Conversely, the DIF pattern is non-uniform if the 
direction changes across the matching variable continuum. 
Once the DIF pattern was confirmed, the GMH procedure was performed using the 
GMHDIF program (Fidalgo, 2011a, 2011b). The null hypothesis  specifies that there is no 
association between subgroups and item categories, controlling for the effect of the matching 
score, whereas the alternative hypothesis  indicates that the distribution of the response 
variable differs in nonspecific patterns across subgroups. The GMH chi square statistic is 
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. (2.12) 
where k is a score on the matching criterion (k = 0, 1, 2, …, K), and  is a vector of T – 1 
reference group frequencies (T = total number of categories).  is the expected value under 
the null hypothesis of no DIF and  is the variance. Under the null hypothesis of no DIF, the 
GMH statistic is distributed as . Rejection of  indicates that DIF found on the 
studied item is statistically significant. 
  As is always the case, statistical significance does not imply practical importance. DIF 
that is a small fraction of a score point in magnitude may not be worrisome even if it is 
statistically significant. In judging importance of DIF based on both statistical significance and 
the size of the DIF index, Holland and Thayer (1986) derived a descriptive measure of effect size 
of the MH procedure using a log-odds transformation of the odds-ratio into a difference on the 
delta scale called MH Delta-DIF. Educational Testing Service (ETS) uses this criterion to 
classify items as negligible DIF (“A”), moderate DIF (“B”), or large DIF (“C”). In developing a 
system for classifying polytomous items which is analogous to the ETS classification scheme for 
dichotomous items, I. M. Liu and Agresti (1996) proposed an estimator of the common odds 
ratio )  that is a natural generalization of the Mantel-Haenzel common odds ratio ) 
used for dichotomous items. To classify items into three categories, the significance of the GMH 
chi-square statistic was considered as well as the absolute value of  Using this adjustment to 
the original ETS scheme, a parallel scheme for classifying DIF in polytomous items as negligible 
(“A”), moderate (“B”), and large (“C”) is given by (Penfield, 2007; Penfield & Algina, 2003): 
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 (“A”) if  is significantly different from zero and  < 0.43 
(“B”) if  is significantly different from zero and   0.43, and either:  < 
0.64, or  is not significantly greater than 0.43 
(“C”) if  is significantly different from zero and   0.64, or  is 
significantly greater than 0.43.  
  The DIFAS program (Penfield, 2005) was used to calculate an estimator of the common 
odds ratio ).   
  With regard to the software programs used to answer this research question, the DIFAS 
program was used to examine the DIF pattern and calculate an estimator of the common odds 
ratio ). However, it cannot calculate GMH statistics (Penfield, 2005). Thus, the GMHDIF 
was used to calculate GMH statistics (Fidalgo, 2011a, 2011b). Both programs are free of charge 
and can be obtained by contacting the authors. Data entry runs in Windows which is user 
friendly. Both programs can be used for evaluating DIF in both dichotomous and polytomous 
items.  
The GMHDIF program applies the purification procedure of two-stage DIF analyses in 
calculating GMH statistics. If there are any items found to exhibit DIF in the first stage, they are 
removed for calculating the matching criteria in the second stage. This program was chosen 
because it is easy to use compared to SAS software (SAS Institute Inc., NC). It automatically 
computes the total survey score and excludes those levels of the total score that only has one 
examinee. The GMHDIF program at this point is the most complete and simple program for 
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detecting DIF using GMH statistics (Fidalgo, 2011b; Padilla, Hidalgo, Benitez, & Gomez-
Benito, 2012; Penfield, 2005). 
3.4.4 Data analysis for research question 4 
Research question 4: Are there relationships between student ratings and a similar measure of 
teaching quality and student achievement? 
3.4.4.1 Evidence based on relations to other variables 
The fourth research question was analyzed through correlation analyses. The relationship 
between student ratings and another measure of instructional quality (i.e., result from the 
previous student rating form) was obtained in the pilot study. The correlation indicated a strong 
positive relationship. The relationships between student ratings and a measure of student 
achievement (i.e., overall GPA) was obtained in the full implementation study for the entire 
sample. It was expected that the student ratings and students’ overall GPA would show a positive 
correlation because of a series of articles by Cohen (1980, 1981, 1982). He synthesized validity 
studies examining the relationship between overall student ratings and student achievement 
across different courses and instructors. Based on 68 multisection studies, Cohen found that the 
average correlations of overall instructor and overall course with student achievement were .43 
and .47, respectively. The correlation coefficients were positive with a range between .01 to .90 
with an exception of eight studies that had negative correlations (r = -.80, -.75, -.28, -.15, -.15, -
.11, -.11, and -.04). He noted that the overall relationship between student rating and student 
achievement varied due to course levels and sample sizes. The magnitude of correlation 
coefficients decreased when the sample size was larger. Nonetheless, a positive relationship was 
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generally expected to assure that student ratings reflect an impact of instructor/course on students 
to some extent. Additionally, these extended relationships can provide external validity evidence 
and are helpful in enhancing the meaning of score interpretations and uses. 
3.4.5 Software of analysis 
Data were first cleaned and all basic summary statistics (i.e. descriptive statistics, correlation, 
reliability coefficients, etc.) were explored using SPSS 23.0 software (IBM Corp., 2015). 
Exploratory factor analysis (EFA) was performed using Mplus (Muthén & Muthén, 1998-2012). 
If  multidimensionality was present, confirmatory factor analysis (CFA) and exploratory 
structural equation modeling (ESEM) were proposed using Mplus (Muthén & Muthén, 1998-
2012). For differential item functioning (DIF), the generalized Mantel-Haenzel chi-square 
statistic was estimated with GMHDIF program (Fidalgo, 2011a, 2011b). Finally, the DIFAS 
program (Penfield, 2005) was used to examine DIF pattern and calculate an estimator of the Liu-
Agresti cumulative common log-odds ratio ).   
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4.0  RESULTS 
This chapter provides results from both the pilot study and the full implementation study to 
answer the following four research questions: 
1. To what extent does the content evidence support the construct definition? 
2. To what extent do the relationships among survey items and survey components 
correspond to the construct dimension? 
3. Is there gender differential item functioning in student ratings? 
4. Are there relationships between student ratings and a similar measure of teaching 
quality and student achievement? 
 The validity evidence used to support research question 1 was obtained during two 
preliminary studies (i.e., the logical and empirical analyses) in the survey development phase and 
the pilot study. Similarly, a part of research question 4 was explored during the pilot study by 
correlating the results from the pilot data and a current survey used at Bangkok University to 
support external validity evidence. The results are reported in chapter 3 (methodology part) and 
summarized in the result section. 
A correlation analysis was examined between scores from a student rating survey and 
students’ overall GPA as a measure of student achievement in the full implementation study to 
answer research question 4. Research questions 2 and 3 were also studied during the full 
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implementation study to obtain validity evidence to support the proposed interpretations and uses 
of student rating scores.  
The results that answer all research questions are reported in this chapter.  
4.1 DATA 
4.1.1 Data screening 
Data were collected from 5 newly developed General Education (GenEd) courses in compliance 
with AUNQA framework. 3,977 students were enrolled in 5 GenEd courses with 32 sections in 
the Spring semester of 2018. With assistance of the instructors at Bangkok University, there were 
a total of 2,256 students who participated in the full implementation study. Out of 2,256 total 
participants, 2,234 participants completed the entire survey. Twenty-two participants only 
completed some of the demographic items (i.e., subject, section, gender, school, and GPAX) and 
skipped or missed all 23 survey items. They were excluded from all of the analyses. 
The list of participants for each course/section is shown in Table 12.   
 
Table 12. Number and percentage of participants in a full implementation study 
Course Section Instructor #Participants 
Total # 
Students 
% of 
Class 
GE001: Thinking Skills for 
Learning 
1121 Instructor 1 35 126 27.78 
1131 Instructor 1 56 150 37.33 
GE002: Citizenship and 1241 Instructor 2 34 78 43.59 
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Course Section Instructor #Participants 
Total # 
Students 
% of 
Class 
Social Dynamics 1251 Instructor 2 49 138 35.51 
1261 Instructor 2 72 137 52.55 
1271 Instructor 2 44 113 38.94 
GE003: Cultivating 
Entrepreneurial Mindset 
1011 Instructor 3 119 127 93.70 
1021 Instructor 6 92 161 57.14 
1041 Instructor 4 100 154 64.94 
1061 Instructor 5 77 86 89.53 
1081 Instructor 4 108 136 79.41 
1085 Instructor 5 94 102 92.16% 
1359 Instructor 3 102 123 82.93 
1361 Instructor 3 68 102 66.67 
1365 Instructor 4 135 160 84.38 
1371 Instructor 4 115 148 77.70 
1411 Instructor 3 82 108 75.93 
GE004: Technology and 
Innovation in the Future 
World 
1021 Instructor 6 76 157 48.41 
1061 Instructor 5 61 87 70.11 
1085 Instructor 5 68 94 72.34 
1121 Instructor 1 66 106 62.26 
1131 Instructor 1 89 150 59.33 
1359 Instructor 3 41 132 31.06 
1411 Instructor 3 75 110 68.18 
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Course Section Instructor #Participants 
Total # 
Students 
% of 
Class 
GE007: Art of Life 1241 Instructor 2 29 97 29.90 
1251 Instructor 2 38 137 27.74 
1261 Instructor 2 51 120 42.50 
1271 Instructor 2 33 114 28.95 
1391 Instructor 7 77 152 50.66 
1401 Instructor 7 53 107 49.53 
1451 Instructor 7 49 131 37.40 
1475 Instructor 7 46 134 34.33 
Total students 2,234 3,977 56.17 
 
  The percentages of students who completed the survey in each class varied from 27.74% 
to 93.70% with an overall response rate of 56.17%. 
4.1.2 Participant characteristics 
SPSS 23.0 software (IBM Corp., 2015) was used to describe demographic characteristics of the 
2,234 students. Of students taking the student rating survey, 4.07% were enrolled in GE001: 
Thinking Skills for Learning (91 students), 8.91% were enrolled in GE002: Citizenship and 
Social Dynamics (199 students), 48.88% were enrolled in GE003: Cultivating Entrepreneurial 
Mindset (1,092 students), 21.31% were enrolled in GE004: Technology and Innovation in the 
Future World (476 students), and 16.83% were enrolled in GE007: Art of Life (376 students). 
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The average student GPAX was 2.96 (SD = .761), ranging from 0.37 to 4.00. A further 
breakdown of students by gender and school is displayed in Table 13. 
 
Table 13. Descriptive statistics of the demographic variables in the full implementation study (n = 2,234) 
Variable 
Number of 
Students 
% of Students 
Gender Male 878 39.3 
 Female 1356 60.7 
School School of Humanities and Tourism Management 687 30.75 
 School of Business Administration 631 28.25 
 School of Digital Media and Cinematic Arts 338 15.13 
 School of Accounting 279 12.49 
 School of Communication Arts 177 7.92 
 School of Information Technology and Innovation 95 4.25 
 School of Engineering 10 0.45 
 School of Law 7 0.31 
 School of Fine and Applied Arts 4 0.18 
 School of Architecture 3 0.13 
 School of Economics 3 0.13 
 
  There were more female than male students. The majority of students were from the 
School of Humanities and Tourism Management and the School of Business Administration, 
which accounted for 56.8% of the participants. 
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4.1.3 Item level descriptive statistics 
Classical Test Theory (CTT) was employed to examine descriptive statistics (i.e., frequency, 
percentage, mean, and standard deviation) of the survey items in each dimension/subscale to 
understand how student responses on the student rating survey were distributed. Dimension 2; 
Personal Interactions, had the highest rating (M = 4.10, SD = .906), followed by dimension 4; 
Academic Rigor (M = 4.08, SD = .902), dimension 1; Organization and Structure (M = 4.07, SD = 
.906), and dimension 3; Assessment and Feedback (M = 4.03, SD = .912) (see Table 14). The 
means and standard deviations however were very similar across dimensions.  
  Most of students rated the teaching/learning behaviors described in each survey item 
occurred, “to a high degree” or “to a very high degree”. The items rated as “to a very high 
degree” most frequently were item 9; the instructor is friendly and establishes good rapport with 
students, 45.8%., item 7; the instructor creates a classroom atmosphere where I feel comfortable 
to express my ideas and ask questions, 43.6%, and item 20; the instructor encourages me to work 
and think independently, 43.5% (see Table 14). 
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Table 14. Item level frequencies and summary statistics for responses on the student rating survey (n = 2,234) 
Item 
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Dimension 1: Organization and Structure (M = 4.07, SD = .906) 
1. The instructor is well 
prepared for class.  
93  
(4.2) 
48  
(2.1) 
264 
(11.8) 
873 
(39.1) 
956 
(42.8) 
4.14 
(.993) 
2. At the beginning of the 
course, the instructor specifies 
in detail course materials and 
grading procedures. 
76  
(3.4) 
80  
(3.6) 
313 
(14.0) 
945 
(42.3) 
820 
(36.7) 
4.05 
(.977) 
3. The instructor presents the 
course content in an 
organized manner. 
79  
(3.5) 
70  
(3.1)  
329 
(14.7) 
940 
(42.1) 
816 
(36.5) 
4.05 
(.977) 
4. There is close agreement 
between the announced 
objectives of the course and 
what is actually taught.  
78  
(3.5) 
75  
(3.4) 
322 
(14.4) 
904 
(40.5) 
855 
(38.3) 
4.07 
(.986) 
5. The instructor explains the 
subject matter clearly. 
86  
(3.8) 
77  
(3.4) 
305 
(13.7) 
914 
(40.9) 
852 
(38.1) 
4.06 
(1.000) 
6. The instructor increases or 
improves my understanding 
88  
(3.9) 
76  
(3.4) 
349 
(15.6) 
898 
(40.2) 
823 
(36.8) 
4.03 
(1.007) 
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of the subject matter. 
Dimension 2: Personal Interactions (M = 4.10, SD = .906) 
7. The instructor creates a 
classroom atmosphere where I 
feel comfortable to express 
my ideas and ask questions. 
85  
(3.8) 
67  
(3.0) 
289 
(12.9) 
819 
(36.7) 
974 
(43.6) 
4.13 
(1.005) 
8. The instructor is interested 
in helping students learn. 
81  
(3.6) 
74  
(3.3) 
312 
(14.0) 
894 
(40.0) 
873 
(39.1) 
4.08 
(.992) 
9. The instructor is friendly 
and establishes good rapport 
with students. 
82  
(3.7) 
67  
(3.0) 
238 
(10.7) 
823 
(36.8)  
1024 
(45.8) 
4.18 
(.991) 
10. The instructor keeps me 
engaged and helps me 
actively participate in 
productive learning. 
81  
(3.6) 
68  
(3.0) 
312 
(14.0) 
884 
(39.6) 
889 
(39.8) 
4.09 
(.989) 
11. The instructor is 
reasonably available for help. 
73  
(3.3) 
97  
(4.3) 
359 
(16.1) 
918 
(41.1) 
787 
(35.2) 
4.01 
(.991) 
Dimension 3: Assessment and Feedback (M = 4.03, SD = .912) 
12. The instructor provides 76  77  338 921 822 4.05 
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useful feedback that helps me 
understand my strengths and 
weaknesses. 
(3.4) (3.4) (15.1) (41.2) (36.8) (.981) 
13. Graded assignments, tests, 
papers, homework, etc., are 
returned promptly. 
78  
(3.5) 
86  
(3.8) 
361 
(16.2) 
914 
(40.9) 
795 
(35.6) 
4.01 
(.993) 
14. Grading in the course is 
fair and consistent. 
78  
(3.5) 
82  
(3.7) 
313 
(14.0) 
945 
(42.3)  
816 
(36.5) 
4.05 
(.982) 
15. The exams reflect material 
emphasized in the course. 
87  
(3.9) 
81  
(3.6) 
328 
(14.7) 
926 
(41.5) 
812 
(36.3) 
4.03 
(1.003) 
16. Assigned work is 
appropriate to course level 
and credits. 
83  
(3.7) 
89  
(4.0) 
309 
(13.8) 
966 
(43.2) 
787 
(35.2) 
4.02 
(.992) 
Dimension 4: Academic Rigor (M = 4.08, SD = .902) 
17. The course is 
intellectually stimulating. 
73  
(3.3) 
89  
(4.0) 
304 
(13.6) 
945 
(42.3) 
823 
(36.8) 
4.05 
(.977) 
18. The instructor uses a 
variety of instructional 
media/technology in class to 
77  
(3.4) 
80  
(3.6) 
299 
(13.4) 
892 
(39.9)  
886 
(39.7) 
4.09 
(.988) 
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enhance learning when 
applicable. 
19. The instructor attempts to 
stimulate creativity. 
81  
(3.6) 
75  
(3.4) 
266 
(11.9) 
893 
(40.0) 
919 
(41.1) 
4.12 
(.989) 
20. The instructor encourages 
me to work and think 
independently. 
78  
(3.5) 
65  
(2.9) 
270 
(12.1) 
849 
(38.0) 
972 
(43.5) 
4.15 
(.982) 
21. The instructor encourages 
me to apply the knowledge 
learned in this class to my 
work or other non-class 
related activities. 
74  
(3.3) 
80  
(3.6) 
312 
(14.0) 
928 
(41.5) 
840 
(37.6) 
4.07 
(.976) 
22. The course encourages me 
to read further in the area. 
88  
(3.9) 
75  
(3.4) 
323 
(14.5) 
945 
(42.3) 
803 
(35.9) 
4.03 
(.996) 
 
  For the global item that is intended to elicit opinions of students concerning instructor’s 
overall teaching effectiveness, 91.3% of students rated instructor’s overall teaching effectiveness 
as, “somewhat effective”, “effective” or “very effective”. Table 15 displays descriptive statistics 
for the global item. 
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Table 15. Descriptive statistics for the global item (n = 2,234) 
Item 
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Overall, I would rate this 
instructor  
12  
(.5) 
68  
(3.0) 
110 
(4.9) 
394 
(17.6) 
854 
(38.2) 
796 
(35.6) 
Mean = 4.97, standard deviation = 1.044 
 
  This global item could provide a clear measure of overall teaching effectiveness if a 
multidimensional model was confirmed. Scores from this item can be used for summative 
purposes such as faculty promotion, tenure decision, and institution evaluation. 
4.2 CONTENT DOMAIN AND DEVELOPMENT 
To answer research question 1: to what extent does the content evidence support the construct 
definition?, the validity evidence based on survey content was obtained through two stages;  
survey development and a pilot study. The results are summarized below. 
  The construct of effective teaching was delineated based on an extensive review of 
theory, research, and practice to develop the student rating survey. Thirty relevant studies were 
used to identify the research-based dimensions that were found to impact teaching quality and 
student learning. When combining these dimensions with three conceptual-based criteria of 
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AUN-QA, 7 dimensions were extracted. An initial version of the survey consisted of 24 items 
assessing 7 dimensions, as well as one global item measuring overall teaching effectiveness.  
  Expert opinions were sought to examine how adequate the dimensions are in covering 
teaching quality, how well the items are in assessing the dimensions, and how appropriate the 
selected response scale is. Furthermore, all items were checked to ensure the wording was clear, 
and there were no “double-barreled” items. This could also provide validity evidence based on 
response processes. The findings from the quantitative review of a panel of experts were as 
follows: 
  1. The survey items were relevant in assessing teaching quality, except for item 8 (the 
instructor adds information related to ethics and morality to the teaching method, e.g., honesty, 
responsibility, discipline). It was removed from the survey, 
2. The survey items assess the corresponding dimension, except for item 8,  
3. The survey items were comprehensive in representing teaching quality, 
4. The response scale was appropriate to use for the survey items. 
  The findings from the qualitative review showed that the number of dimensions needed 
to be refined. Four dimensions were adopted instead of seven dimensions because there was an 
overlap among proposed dimensions. In addition, two items were considered insufficient to 
assess a dimension. Consequently, the survey items were regrouped. Finally, item wording was 
changed to make items as simple as possible. A revised version of the student survey included 
four theoretical dimensions: (1) organization and structure, (2) assessment and feedback, (3) 
personal interactions, and (4) academic rigor. There was a total of 22 survey items and one 
global item. Results regarding the internal structure of the student survey are presented in the 
next section. 
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4.3 INTERNAL STRUCTURE OF THE SURVEY 
4.3.1 Exploratory factor analysis (EFA) 
An exploratory factor analysis (EFA) was used to examine the underlying construct in the dataset 
to offer insight into the internal structure. Even though the student rating survey was developed 
based on a confirmatory manner, it was useful to analyze data without prior assumptions.  
  EFA was performed on the revised 22 items of the student survey of instruction using 
Mplus (Muthén & Muthén, 1998-2012). The items were measured on a 5-point Likert scale, 
ranging from 1 (hardly at all) to 5 (to a very high degree). All items were positively worded 
items.  The data was not multivariate normal, Mardia’s skewness = 45.61,  = 17007.81, p < 
.001; Mardia’s kurtosis = 1007.78,  = 348.91, p < .001. Because of the skewness in response 
distributions, robust weighted least squares extraction method (WLSMV) was used. 
  According to the Kaiser criteria, only one extracted factor had eigenvalues higher than 1 
(Table 16). The result from the scree plot (Figure 3) also indicated that there was a 1 factor 
solution.  
 
Table 16. Eigenvalues from the exploratory factor analysis of 22 items of the student rating survey (n = 2,234) 
Factors Eigenvalues Ratio of Subsequent Eigenvalues 
1 18.532  
2 0.368 0.020 
3 0.328 0.891 
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Factors Eigenvalues Ratio of Subsequent Eigenvalues 
4 0.279 0.851 
5 0.224 0.803 
6 0.199 0.888 
7 0.176 0.884 
8 0.170 0.966 
9 0.164 0.965 
10 0.162 0.988 
11 0.157 0.969 
12 0.149 0.949 
13 0.140 0.940 
14 0.129 0.921 
15 0.126 0.977 
16 0.117 0.929 
17 0.114 0.974 
18 0.108 0.947 
19 0.098 0.907 
20 0.095 0.969 
21 0.087 0.916 
22 0.077 0.885 
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Figure 3. Scree plot for the exploratory factor analysis of 22 items of the student rating survey (n = 2,234) 
 
There was a significant difference between observed and model correlation matrices, χ2 
(209, N = 2,234) = 2879.500, p < .001. However, since the model χ2 is sensitive to sample size, 
four fit indices were examined to test model fit. Root Mean Square Error of Approximation 
(RMSEA) has cutoff values of less than .08 and .06 to reflect a reasonable and close fit to the 
data, respectively. Comparative Fit Index (CFI) and Tucker-Lewis Index (TLI) range from 0 to 
1, and values greater than .90 and .95 support acceptable and excellent model fit, respectively. 
Lastly, standardized root mean square residual (SRMR) values of less than .08 reflect a close fit 
(Hu & Bentler, 1999; Mazor et al., 1992). CFI, TLI, and SRMR indicate a close/excellent fit, 
while RMSEA indicates a reasonable fit. Fit statistics for the 1-factor solution are provided 
below. 
 
 
 127 
Table 17. Fit statistics for the initial 1-factor solution of the 22-item student rating survey 
 One factor solution 
χ2 test of model fit 2879.500; p < .001 
RMSEA .076 
CFI .993 
TLI .992 
SRMR .015 
RMSEA = root mean square error of approximation, CFI = comparative fit index, 
TLI = Tuker Lewis index, SRMR = standardized root mean square residual. 
 
  The first factor, which explained 84.24% of the variance of the item scores reflects one 
main underlying factor that represents general teaching competency. All 22 items loaded 
saliently onto the factor and salient loadings ranged from .892 to .927 (see Table 18). 
 
Table 18. Factor loadings for 1-factor solution for 22 items of the student rating survey 
Number Item Stem 1-Factor Solution 
Domain 1: Organization and Structure  
1 The instructor is well prepared for class.  .903 
2 At the beginning of the course, the instructor specifies in 
detail course materials and grading procedures. 
.905 
3 The instructor presents the course content in an 
organized manner. 
.911 
4 There is close agreement between the announced 925 
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Number Item Stem 1-Factor Solution 
objectives of the course and what is actually taught.  
5 The instructor explains the subject matter clearly. .926 
6 The instructor increases or improves my understanding 
of the subject matter. 
.917 
Domain 2: Personal Interactions 
7 The instructor creates a classroom atmosphere where I 
feel comfortable to express my ideas and ask questions. 
.907 
8 The instructor is interested in helping students learn. .926 
9 The instructor is friendly and establishes good rapport 
with students. 
.914 
10 The instructor keeps me engaged and helps me actively 
participate in productive learning. 
.917 
11 The instructor is reasonably available for help. .892 
Domain 3: Assessment and Feedback 
12 The instructor provides useful feedback that helps me 
understand my strengths and weaknesses. 
.918 
13 Graded assignments, tests, papers, homework, etc., are 
returned promptly. 
.903 
14 Grading in the course is fair and consistent. .918 
15 The exams reflect material emphasized in the course. .927 
16 Assigned work is appropriate to course level and credits. .923 
Domain 4: Academic Rigor 
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Number Item Stem 1-Factor Solution 
17 The course is intellectually stimulating. .925 
18 The instructor uses a variety of instructional 
media/technology in class to enhance learning when 
applicable. 
.901 
19 The instructor attempts to stimulate creativity. .927 
20 The instructor encourages me to work and think 
independently. 
.919 
21 The instructor encourages me to apply the knowledge 
learned in this class to my work or other non-class 
related activities. 
.924 
22 The course encourages me to read further in the area. .904 
 
4.3.2 Justification for score reporting 
It appeared that a one factor solution was justified. Based on the results, the evidence for 
reporting a total score was supported because of the large eigenvalue for a single factor (18.532). 
That is, the first eigenvalue was 50.4 times larger than the second. Also, the fit statistics 
indicated a good fit.  Consequently, further analyses to investigate the multidimensionality of the 
survey responses were not conducted.  
To argue that a total score is another measure of the global construct, the relationship 
between the summed scores and the scores from the global item was examined. A Spearman 
rank-order correlation was computed because the response distributions were skewed. There was 
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a significantly positive strong relationship between the summed score and the global item, 
(2232) = .662, p < .001. 
  Additional further validity evidence for a total score was examined in subsequent 
sections. A full discussion of benefits and shortcomings of reporting subscale scores and a total 
score is provided in Chapter 5. 
4.3.3 Reliability 
Although one general underlying factor representing teaching effectiveness was obtained, the 
Cronbach’s alpha was calculated for each subscale as well as the total score (Table 19). It may be 
the case that some individual instructors in the sample differ on the domains to some extent.  If 
some instructors do have differences, they may want to consider them when reflecting on their 
teaching.  However, caution is needed when interpreting subscale scores because in the entire 
sample the survey was unidimensional.  
 
Table 19. Cronbach’s alpha coefficients for each subscale and the total score of the survey 
 Number of items Cronbach’s alpha 
Domain 1: Organization and Structure 6 .961 
Domain 2: Personal Interactions 5 .950 
Domain 3: Assessment and Feedback 5 .955 
Domain 4: Academic Rigor 6 .961 
Total score 22 .988 
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  Generally, alpha coefficient levels above .7 show an adequate level of internal 
consistency. The Cronbach’s alpha in Table 18 reflected that each subscale and total score had 
high internal consistency. 
4.3.4 Item-total score correlation 
Based on the empirical testing, four dimensions initially proposed for the student rating survey 
were not supported. Thus, the item-to-total score correlations were only examined and the item-
to-dimension correlations were disregarded. A polyserial correlation was computed between the 
scores of each survey item (polytomous ordinal variable) and the total scores (continuous 
variable) (see Table 20). 
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Table 20. Item-to-total score polyserial correlation for the student rating survey 
Item Polyserial correlation  Item Polyserial correlation 
1 .395  12 .402 
2 .410  13 .386 
3 .416  14 .396 
4 .417  15 .414 
5 .429  16 .405 
6 .429  17 .405 
7 .382  18 .376 
8 .385  19 .401 
9 .363  20 .377 
10 .404  21 .398 
11 .381  22 .418 
 
The results showed that all correlations were positive. With a correlation of more than .3, 
it indicates very good discrimination. 
4.4 RELATIONSHIP WITH OTHER VARIABLES  
Validity evidence based on relations to other variables was obtained from the pilot study and the 
full implementation study. The relationship between student ratings and another measure of 
instructional quality (i.e., result from the previous student rating form used at Bangkok 
University) was obtained first in the pilot study. A Spearman rank-order correlation coefficient 
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was computed to assess the relationship between the proposed survey and the Bangkok 
University current survey used to measure teaching effectiveness. There was a positive 
correlation between the two measures, rs = .725, n = 109, p < .001. The correlation indicated a 
moderate positive relationship.  
  In the full implementation study, the relationships between student ratings and a measure 
of student achievement (i.e., overall GPA) was obtained for the entire sample. SPSS 23.0 
software (IBM Corp., 2015) was used to evaluate this correlation.  
  In this study, 2,234 students completed the student rating survey and scores ranged from 
22 to 110 (mean = 89.54, SD = 19.428). The distribution of scores was negatively skewed, with a 
value of -1.541. Student GPAX ranged from 0.66 to 4.00 (mean = 3.03, SD = .680) and the 
distribution of student GPAX was negatively skewed, with a value of -.648 (see Figure 4). 
Therefore, a Spearman rank-order correlation was computed to assess the relationship between 
the scores from student rating survey and student GPAX as a measure of student achievement. 
There was a significant small positive relationship between student ratings and student GPAX, 
(2232) = .122, p < .001. 
  The result of the Spearman correlation showed a small positive relationship between 
student rating and student achievement. When compared to the correlation coefficients Cohen 
described the present coefficient is within the lower end of the range.  The sample size of this 
study was moderately large and as mentioned earlier, the moderate-to-high correlations reported 
by Cohen appeared to derive from small sample size studies from particular courses. 
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Figure 4. Frequency distribution of overall student rating and student overall GPA (n = 2,234) 
4.5 DIFFERENTIAL ITEM FUNCTIONING 
The DIFAS program (Penfield, 2005) was used to detect whether each item in the student rating 
survey exhibits uniform or non-uniform DIF between male and female students. For ordinal 
items, the generalized Mantel-Haenzel procedure is superior if a pattern of DIF is non-uniform. 
Whereas, the Mantel procedure should be used if a pattern of DIF is uniform. In this study, male 
was the reference group and was coded as “1”, while female was the focal group and was coded 
as “2”. The total score was used as a matching variable and was divided into ten equal intervals 
to match male and female students. The GMHDIF program (Fidalgo, 2011) was used to calculate 
the GMH chi square statistic along with a test of significance. Finally, the DIFAS program 
(Penfield, 2005) was used to calculate an estimator of the common odds ratio ) for the 
purpose of DIF classification. 
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4.5.1 Descriptive statistics for male and female students 
There were 22 5-point Likert survey items assessed for DIF. The total scores ranged from 22 to 
110. Overall, female students (N = 1,356, Mean = 90.59, SD = 18.578) rated instructors/courses 
slightly higher than male students (N = 878, Mean = 87.93, SD = 20.578). Table 21 displays 
descriptive statistics for the total rating scores for male and female students. 
 
Table 21. Descriptive statistics of the total rating scores for male and female students 
  N Mean SD Skewness Kurtosis 
Gender Males 878 87.928 20.578 -1.414 1.898 
 Females 1,356 90.589 18.578 -1.625 3.176 
 
4.5.2 DIF analyses  
First, the ICCs from the rating scale model were used to examine the pattern of DIF by the 
DIFAS program (Penfield, 2005). The type of DIF present was identified by examining the 
differences between the difficulty indices for each subgroup. These differences are labeled as 
“the conditional differences”. If there is the same positive or negative direction across all the 
intervals of item performance, the DIF pattern is uniform. Conversely, the DIF pattern is non-
uniform if the direction changes across the matching variable continuum. The matching variable 
(i.e., the total score) was classified into ten equal intervals. Table 22 presents the conditional 
differences in the mean survey item scores between male and female students at ten equal 
intervals across the matching variable continuum. Positive values indicate DIF in favor of the 
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reference group, and negative values indicate DIF in favor of the focal group. Regarding its 
magnitude, the higher values of the conditional differences indicate that male and female 
students perform more differently in answering the same survey item. The smaller values 
indicate that male and female students perform less differently in answering the same survey 
item. The expectation value of the conditional differences in case of no DIF is zero. From Table 
21, there are a mix of positive and negative values of the conditional differences. That means the 
probability of endorsing an item category for a specific item between males and females is not 
the same across ten levels of the total score. Hence, the survey items exhibit non-uniform DIF. 
The output from the DIFAS program is provided in Appendix C. 
 
Table 22. Conditional differences in mean item score between the reference and focal groups at ten intervals 
Lower 
Upper 
22.0 
30.8 
30.8 
39.6 
39.6 
48.4 
48.4 
57.2 
57.2 
66.0 
66.0 
74.8 
74.8 
83.6 
83.6 
92.4 
92.4 
101.2 
101.2 
110.1 
Item 1 0.02 -0.41 0.13 0.15 -0.16 -0.57 -0.01 0.03 -0.03 0.03 
Item 2 0 -0.13 -0.07 0.45 -0.05 0.19 0.02 0.02 -0.08 0.03 
Item 3 -0.04 -0.65 0.13 0.34 0.10 0.32 0.17 0.03 -0.03 0.01 
Item 4 0.02 0.10 -0.13 0.34 -0.10 -0.01 -0.04 0.05 -0.02 0.01 
Item 5 -0.10 -0.17 0 0.17 -0.03 0.10 -0.02 0.08 -0.02 0 
Item 6 0.01 -0.25 0.13 -0.19 0 0.01 0.10 0.07 0.05 0.04 
Item 7 -0.05 0.12 -0.20 0.43 -0.06 -0.20 -0.15 -0.07 -0.11 0 
Item 8 -0.02 -0.05 -0.07 0.05 -0.11 0.09 -0.27 -0.03 0.05 0.04 
Item 9 0.04 -0.02 0.27 -0.72 -0.03 0.29 0.03 -0.12 -0.07 0 
Item 10 0.01 0.10 0.33 -0.43 -0.08 0.16 0.02 0 0.01 -0.01 
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Lower 
Upper 
22.0 
30.8 
30.8 
39.6 
39.6 
48.4 
48.4 
57.2 
57.2 
66.0 
66.0 
74.8 
74.8 
83.6 
83.6 
92.4 
92.4 
101.2 
101.2 
110.1 
Item 11 -0.05 0.15 0.33 0.15 0.10 0.23 0.05 -0.03 0.09 0.05 
Item 12 -0.04 0.16 0.13 -0.13 0.11 0.06 -0.05 0.02 -0.05 0.02 
Item 13 -0.01 0.24 -0.13 -0.22 0.04 0.05 0.01 0.03 0.05 0.04 
Item 14 -0.04 -0.16 -0.07 0.07 0.08 0.03 0.07 0.01 0.05 0.03 
Item 15 -0.05 -0.09 0.07 0.05 -0.06 -0.05 -0.13 0.01 0.10 0.03 
Item 16 0.05 -0.03 -0.33 -0.30 0.10 0.13 -0.04 -0.02 0 0.01 
Item 17 -0.10 -0.19 0.20 -0.05 -0.08 -0.02 -0.05 0.05 -0.01 0.05 
Item 18 0.03 0.12 0.07 -0.14 0.06 -0.08 -0.14 -0.03 -0.06 0.01 
Item 19 -0.06 0.06 -0.07 0.43 0.07 -0.13 -0.12 -0.06 -0.09 0 
Item 20 0.08 0.15 -0.33 -0.35 0.07 0.16 -0.12 -0.04 -0.01 0 
Item 21 0.08 -0.22 -0.20 0.04 0.05 -0.12 -0.10 -0.08 0.04 -0.01 
Item 22 0.04 0.11 -0.07 -0.54 -0.08 -0.26 -0.08 -0.02 0.01 0.05 
 
  From Table 22, the results suggest that 22 survey items in the student rating survey may 
exhibit non-uniform DIF. Therefore, the generalized Mantel-Haenzel procedure was used to 
analyze DIF and to answer the third research question (is there gender differential item 
functioning in student ratings?).  
  The GMHDIF program (Fidalgo, 2011) was used to calculate the generalized Mantel-
Haenzel statistics  to test the null hypothesis of no association between subgroups (males 
vs. females) and item categories. A two-stage GMH process was performed. If there are any 
items found to exhibit DIF in the first stage, they are removed for calculating the matching 
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criteria in the second stage. An item is free of DIF if a p-value is more than .05. In the case of H0 
rejection, DIF is found on the studied item. As is always the case, statistical significance does not 
imply practical importance. DIF that is a small fraction of a score point in magnitude may not be 
worrisome even if it is statistically significant. In judging importance of DIF based on both 
statistical significance and the size of the DIF index, an estimator of the Liu-Agresti cumulative 
common log-odds ratio )  of each item was calculated using the DIFAS program. Table 23 
displays the results of the GMH chi-square statistic and the Liu-Agresti estimator of an odd ratio 
in the first stage. 
 
Table 23. DIF result of the first stage GMH analysis between male and female students 
Item  or  p-value 
 
1 5.040 .283 -.111 
2 2.621 .623 -.051 
3 7.780 .100 .161 
4 2.396 .663 .039 
5 2.908 .573 .067 
6 9.327 .053 .256 
7 9.267 .055 -.330 
8 3.084 .544 -.054 
9 5.080 .279 -.239 
10 1.106 .893 -.018 
11 5.688 .223 .245 
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Item  or  p-value 
 
12 1.414 .842 .030 
13 5.283 .259 .169 
14 7.255 .123 .173 
15 9.107 .058 .130 
16 1.768 .778 .052 
17 7.989 .092 .103 
18 8.560 .073 -.115 
19 5.526 .238 -.219 
20 1.558 .816 -.069 
21 6.512 .164 -.176 
22 10.034 * .040 -.075 
* indicate p<.05 
 
  In the first stage, only the GMH chi-square statistic of item 22 was significant, indicating 
an association between subgroups (males vs. females) and item categories. According to the ETS 
classification scheme, item 22 was flagged as an “A” item (exhibiting negligible DIF) as  
0.43. 
A second stage of DIF was carried out using a pure matching variable. Item 22 which had 
been detected with DIF in the first stage was eliminated from the total score. All items were 
analyzed again and the results was provided below (Table 24).  
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Table 24. DIF result of the second stage GMH analysis after excluded DIF item between male and female students 
Item  or  p-value 
 
1 4.783 .310 -.111 
2 2.963 .564 -.051 
3 6.738 .150 .161 
4 1.565 .815 .039 
5 3.664 .453 .067 
6 7.427 .115 .256 
7 9.934* .042 -.330 
8 3.324 .505 -.054 
9 6.365 .173 -.239 
10 0.767 .943 -.018 
11 6.639 .156 .245 
12 1.403 .844 .030 
13 5.425 .246 .169 
14 7.812 .099 .173 
15 7.744 .101 .130 
16 1.897 .755 .052 
17 8.084 .088 .103 
18 7.733 .102 -.115 
19 6.314 .177 -.219 
20 3.353 .500 -.069 
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Item  or  p-value 
 
21 3.801 .434 -.176 
22 10.034 * .040 -.075 
* indicate p<.05 
 
  Note that the chi-square of item 22 remained the same, while other chi-squares changed. 
This is because the matching score was based on DIF-free items plus the studied item. In Table 
22, all items contributed to the total score but after the first stage DIF was analyzed, item 22 was 
removed from calculating the total score in the second stage. However, calculating chi-square for 
item 22 in the second stage still needed to include the studied item. Hence, there was no change 
in the chi-square of item 22. 
  From Table 24, items 7 and 22 were identified as exhibiting DIF based on significant 
tests of GMH chi-square statistic. Item 7 had a significant  value of 9.934 (p = .042). Item 
22 had a significant  value of 10.034 (p = .040). The  for these two items were -.330 and 
-.075, respectively. However, they both were classified as “A” items, showing negligible DIF 
as  0.43, favoring females (the focal group) as  were negative values. Item 7 pertains 
to the extent the instructor creates a classroom atmosphere where students feel comfortable to 
express their ideas and ask questions. Item 22 pertains to the extent the course encourages 
students to read further in the area. 
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4.5.3 Summary of DIF analyses 
Overall, two out of twenty-two items on the student rating survey were flagged as “A”, showing 
negligible DIF between male and female students based on the results from the DIF analyses. 
Both items favored females, indicating that these items were slightly easier to get high rating by 
females. 
  According to ETS classification criteria, an item with negligible DIF or an item classified 
as A can be considered as no DIF. Only an item classified as B or C needs to be reviewed for 
potential bias and revised or removed. Hence, the meaning of survey categories/scales was 
shared across male and female students from this study. That is, there is some evidence that they 
understood and interpreted the survey scales in the same way and no survey item was removed 
after DIF analyses.  
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5.0  DISCUSSION 
The main purpose of this study was to develop and validate a student rating survey that 
accurately and reliably measures teaching effectiveness. Validity evidence was gathered from 
three phases of research; survey development, a pilot study, and a full implementation study. 
Evidence for each research question are discussed in the following sections. 
5.1 DISCUSSION OF RESEARCH QUESTIONS 
5.1.1 Research question 1: To what extent does the content evidence support the construct 
definition? 
From the literature, student rating surveys vary greatly in terms of the content and the number of 
dimensions because there is no single criterion to represent good teaching. The literature review 
suggested that both theory and empirical testing are needed to develop useful student rating 
surveys (Abrami, d'Apollonia, & Cohen, 1990; Apodaca & Grad, 2005; Marsh & Hocevar, 1991; 
Richardson, 2005; Spooren et al., 2013).  
  In this study, validity evidence based on survey content was acquired through the survey 
development and the pilot study. The survey development involved many phases that were 
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designed to gather the data needed for validity evidence. Finally, the pilot study was conducted 
to provide additional validity evidence. 
  First, the purposes and uses of student ratings and the construct of teaching quality were 
delineated. An extensive review of research examining dimensionality of student ratings of 
instruction in higher education was conducted to identify research-based dimensions that were 
consistently found to impact teaching quality and student learning. These dimensions were 
combined with three conceptual-based criteria of AUN-QA that were used to facilitate the 
assessment of teaching quality in ASEAN universities. The survey items were then 
written/selected in a way that was consistent with their corresponding dimensions. The 
appropriate response scales were developed based on logical and technical requirements to make 
the survey items as objective as possible. Specifically, the response scales connect the inference 
into observable performance and provide information for evaluating teacher performance. Hence, 
it is important to apply logical and technical requirements when developing response scales.  
  All dimensions, survey items, and response scales were reviewed using content validity 
criteria (Armstrong et al., 2005; Thrush et al., 2007; Wynd et al., 2003). It involved experts’ 
judgments which provided a logical analysis of the relationship between the content of student 
ratings of instruction and the construct being measured. The results showed that the dimensions 
and survey items were perceived adequate in covering teaching quality, the survey items were 
perceived to properly assess the associated dimensions, and the response scales were perceived 
suitable with what they were intended to measure. Only one item was removed due to construct 
under-representation, and the number of dimensions was refined based on the qualitative review. 
Four dimensions were adopted instead of seven dimensions because there was an overlap among 
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proposed dimensions. The four dimensions were “Organization and Structure”, “Assessment and 
Feedback”, “Personal Interactions”, and “Academic Rigor”.  
   Next, the pilot study was conducted using the revised student survey. The results 
provided some evidence in support of the overall construct definition but not the dimensions. All 
survey items highly correlated with each other. This most likely suggests that the survey was 
measuring the same construct of teaching effectiveness for this sample of students. With regard 
to the response scale, students applied the full range of the response scale to the performances in 
the classroom for 13 out of 22 survey items. The response category labeled as “hardy at all” was 
not chosen by students for 9 items. However, due to a very small sample size of the pilot study, 
the response scale was maintained for the full implementation study with the larger sample size. 
It should be noted the distribution of the ratings were negatively skewed. 
  In summary, the development of this student survey was based on logical and empirical 
analyses and was guided by theory, empirical research, and practice from the University. 
Although the expert review indicated that the items were measuring the intended dimensions, the 
empirical results suggest that the construct of teaching effectiveness as defined in this survey 
may be unidimensional.  
5.1.2 Research question 2: To what extent do the relationships among survey items and 
survey components correspond to the construct dimension? 
With respect to validity evidence based on internal structure, it is important to examine the 
relationships among survey items and theoretical survey components. These relationships must 
represent the construct of teaching quality on which the proposed survey score interpretations 
and uses are based (AERA, APA, NCME, 2014). In this study, student ratings of instruction are 
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used for both formative and summative purposes, that is to provide feedback to teachers for 
instructional improvement, to provide input for administrative decision making, and to provide 
evidence for demonstrating the performance of an institution. For instructional improvement, the 
scores from several dimensions are needed to provide feedback to faculty in terms of specific 
areas in need of improvement. For administrative decision making and demonstrating the 
performance of an institution, a summed score from a survey is needed as a measure of overall 
teaching effectiveness. The theoretical framework for teaching effectiveness can be considered 
either unidimensional or multidimensional. However, the literature review showed that the 
multidimensionality of teaching is widely accepted. Hence, the development of this student 
survey was based on a multidimensional framework. 
  To examine the internal structure of the student survey, factor analysis and relationships 
between survey items and dimensions were studied. Validity evidence based on internal structure 
was discussed in relation to the pilot study and the full implementation study.  
Factor analysis 
Exploratory factor analysis was performed on an entire sample of the full implementation 
study to offer insight into the internal structure of the survey. The data were not multivariate 
normal therefore the robust weighted least squares extraction method was used.  
 A one-factor solution was extracted. All 22 items from the four theoretical dimensions 
loaded saliently together onto one factor.  A recent study of Spooren et al. (2013) revealed that 
many dimensions in student rating surveys seem to be affected by a global (unidimensional) 
construct. This factor most likely is a general factor that represents general teaching competency. 
Although the hypothesized multidimensional factor structure was not supported by the data, it 
may be the case that the results across the four dimensions vary for some instructors.  
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  Based on the results from the factor analysis, there was one dominant eigenvalue, 
supporting a total score instead of subscale scores. A total score could provide an overall 
teaching competency to support the interpretation entailed by summative proposed uses of the 
survey. However, the use of subscale scores is important when improving or changing specific 
classroom practices. Even though the results did not support multidimensionality, the dimensions 
can still be used by individual instructors to evaluate their own teaching.  
Relationships between survey items and total/dimension scores 
 The polyserial correlation between survey items and total scores ranged from .853 to 
.959 in the pilot study. With a correlation of more than .3, it indicates very good discrimination 
and none of the survey items were excluded from the analyses. However, the more each item 
correlates with the survey score as a whole, the higher all items correlate with each other. This 
most likely suggests that the survey is unidimensional for this pilot study sample.  
  In terms of polyserial correlations between survey items and theoretical dimensions, the 
item-dimension correlation of each item showed the highest value with its theoretical dimension. 
However, the correlations with other dimensions were still very high. Thus, the proposed 
multidimensional model of university teaching to the pilot study sample may not hold. 
  For the full implementation study, only the item-to-total score correlations were 
examined because the empirical testing showed that the four dimensions initially proposed for 
the student rating survey appeared to be affected by a global (unidimensional) construct. The 
results showed that all correlations were positive ranging from .363 to .429. With a correlation of 
more than .3, it indicates very good discrimination. 
  In the literature, validity studies of internal structure focused on the relationships among 
survey items and dimensions by presenting item-total score correlations and item-dimension 
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(subscale) score correlations. If the survey items are written in a way that is consistent with their 
corresponding domain, the correlations of the survey items that belong to the same underlying 
domain yield higher correlations than those belonging to other dimensions. (Bell et al., 2012; 
Spooren et al., 2013). This conclusion is consistent with the results from the pilot study. The 
item-dimension correlation of each item showed the highest value with its theoretical dimension. 
Likewise, if the survey items are affected by a global construct, the item-total score correlations 
yield high relationships with the survey score as a whole.  
Reliability 
Reliability was examined during the pilot study and full implementation study. 
Cronbach’s  coefficients were computed to support internal consistency of the total survey 
score and all subscales scores. For the pilot study, the results showed strong support. Cronbach’s 
 coefficients of each subscale score were extremely high (>.9). For the full implementation 
study, Cronbach’s  coefficients of each subscale score and total score were also extremely high 
(>.9).   
The literature has shown that when outliers are taken into account, the estimates of 
Cronbach’s coefficient alpha are seriously inflated (Y. Liu & Zumbo, 2007). However, ordinal 
item response data is rarely affected by outliers. Zumbo et al. (2007) found that the estimates of 
coefficient alpha computed from ordinal response data are downward biased when compared 
with one computed from an interval/ratio scale, especially when skewness in response 
distribution is involved. Highly skewed items have been found to decrease estimated reliability 
when there are fewer response categories. All survey items within the student rating survey were 
negatively skewed, with more cases in the higher end of the response scale. Another study of 
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Zumbo et al. (2007) concluded that the bias on reliability estimates decreased when the number 
of scale points increased, but increased when negatively skewed items were used. In this case, 
high  coefficients computed from the samples of the pilot study and full implementation study 
are more likely appropriate, or even underestimated. Therefore, strong support for reliability was 
obtained. 
5.1.3 Research question 3: Is there gender differential item functioning in student 
ratings? 
Another validity concern that can affect survey score interpretation is how students interpret the 
scale. For ordinal scales, there is a chance that students share a different understanding toward 
the same item. This problem arises when data is analyzed and interpreted, because the meaning 
of coded values is not shared across subgroups. This concern can be reflected in Differential Item 
Functioning (DIF) (Granberg-Rademacker, 2010). 
  Gender DIF has been detected in many instruments/tests. Yet, this issue in student ratings 
of instruction has not been fully resolved. Earlier research provided conflicting results regarding 
the relationship between the gender of the students and student ratings of instruction. A number 
of research studies (Beran & Violato, 2005; McPherson & Jewell, 2007; McPherson et al., 2009) 
reported no differences between faculty ratings made by male and female students. This may 
indicate no DIF items. Other studies reported differences in ratings given by male and female 
students. This may indicate the occurrence of DIF. 
  To answer the question of gender differential item functioning in student ratings, DIF was 
performed using the two-stage GMH process. As the results demonstrated, two out of twenty-
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two items on the student rating survey were flagged as A, showing negligible DIF between male 
and female students. Both items favored females, indicating that at least one of the higher-end 
category responses was more easily endorsed by females given that they had the similar levels on 
the intended survey attribute. In other words, these items were slightly easier to get high ratings 
by females. Centra and Gaubatz (2000) and Kohn and Hatfield (2006) examined the impact of 
gender on student ratings of instruction and found that female students generally gave their 
teachers higher ratings than male students.  However, they were examining overall impact 
differences not DIF. 
  According to ETS classification criteria, an item with negligible DIF or an item classified 
as A can be considered as no DIF. Hence, both items still remain in the survey. Overall, the 
results indicate that there is no occurrence of DIF in this student survey. The validity evidence of 
survey score interpretations was supported since the meaning of survey categories/scales was 
shared across male and female students. That is, there is some evidence that they understood and 
interpreted the survey scales in the same way. 
  However, the issue regarding sample size and sample ratio need to be addressed. In this 
study, 878 male and 1,356 female students were used to detect DIF. Ryan (2008) studied how 
sample size and sample ratio influenced power of GMH. He found that the highest power for 
GMH procedure was discovered when a sample size was 1,000 and with a 50:50 sample size 
ratio between subgroups. In this case, a random sample of 1,000 male students and 1,000 female 
students is needed to obtain the highest power. Unfortunately, this case could not be done in this 
study because there was not enough of male students. To assure the highest power, a further 
investigation with larger sample sizes is needed. 
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5.1.4 Research question 4: Are there relationships between student ratings and a similar 
measure of teaching quality and student achievement? 
External validity evidence was obtained to answer this research question. This source of validity 
evidence can support the extrapolation inference to make claims about whether the scores from 
student ratings of instruction are related to the target domain (American Educational Research 
Association, American Psychological Association, & National Council on Measurement in 
Education, 2014; Bell et al., 2012; adapting from Kane, 2006). A similar measure of teaching 
quality was expected to relate with student ratings of instruction. In addition,  student 
achievement was expected to be predicted by the student ratings based on a series of articles by 
Cohen (1980, 1981, 1982). 
  First, convergent validity evidence was reported by examining the relationship between 
student rating scores and scores from a survey currently used at Bangkok University. Correlation 
analysis was used to detect this relationship during the pilot study. Both surveys measured 
similar intended construct of teaching quality. Hence, a positive relationship was expected to 
support the proposed interpretation of the survey scores. Overall, student rating scores showed a 
significant relationship of .725 with scores from a survey currently used at Bangkok University. 
There was a moderately strong positive relationship between the two measures. This magnitude 
of relationship was not surprising. It is important to note that only 109 students participated in 
the pilot study. These students volunteered to be in the pilot study. They received the link of the 
online student rating survey through their university emails during their final examination period. 
Whereas, the current survey used at Bangkok University was open during the last three weeks of 
teaching and two weeks of final examination period. Students needed to log into the Bangkok 
University Online Assessment System with their university ID number and password to complete 
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the survey. The differences in administration methods (email vs. Bangkok University Online 
Assessment System) and administration timeframes (final examination period vs. last three 
weeks of teaching and two weeks of final examination period) might have affected students’ 
ratings.   
 Second, the relationship between student ratings and student achievement was examined 
during the full implementation study for providing further external validity evidence. This 
relationship is the common method in many published studies to collect external validity 
evidence for student ratings of instruction. Student achievement is considered as the most 
commonly used criterion variable in many studies (Onwuegbuzie et al., 2009; Ory & Ryan, 
2001). A series of articles by Cohen (1980, 1981, 1982) synthesized validity studies and 
concluded that the relationship between overall student ratings and student GPA as a measure of 
students’ achievement should be positive. This positive effect can imply that high 
instructor/course ratings should predict high student achievement. However, student achievement 
for some of the studies was measured by a course GPA not an overall GPA. The use of a course 
GPA versus an overall GPA may have an impact on the correlations between student 
achievement and student ratings. 
 For the full implementation sample, the correlation between student rating scores and 
students’ overall GPA as a measure of student achievement was significantly positive but weak. 
This .122 positive relationship was as expected but the magnitude was small. As previously 
mentioned, the overall relationship between student ratings and student achievement varied in 
the studies summarized by Cohen.  Large and moderate correlations were obtained in the small 
sample sized studies, while no or weak correlations were collected from the large sample sized 
studies (Cohen, 1980, 1981, & 1982). The sample size of this full implementation study was 
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fairly large with n = 2,234. It would be possible for a large group of high GPA students (and low 
GPA students) across various disciplines and courses to view the instructor/course differently. 
A recent meta-analysis study of Uttl, White, and Gonzalez (2017) revealed no or minimal 
significant correlations between student ratings and learning. These findings suggest that 
institutions should not focus on student achievement solely when evaluating the 
instructors/courses. Instead, a student rating survey can be used to understand students’ 
perceptions toward instructors/course.  
Finally, the results based on relation to other variables showed strong positive 
relationship between the student survey and another currently used survey at Bangkok University 
which was used to evaluate teaching effectiveness for a decade. This could indicate that the 
student survey was also measuring a similar construct to teaching effectiveness.  
The student survey captures students’ perceptions toward instructors/course and can be 
used as a tool for formative purposes. Results from the student survey can be used by the 
instructors to improve or change classroom practices and eventually this may impact student 
performance. 
5.2 LIMITATIONS AND FUTURE DIRECTIONS 
There are limitations in this study which in turn support future research. The use of a small 
sample size in the pilot study is the first limitation to be addressed. Only 109 students were 
included in the pilot study. This small sample size issue actually occurred due to a low response 
rate, which is addressed more in details in the second limitation. Still, this is considered low for 
validation studies and some of the quantitative analyses. In the future, a larger sample should be 
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randomly or purposely selected so that the sample size is more appropriate for some of the 
quantitative techniques. Considering the sample size of the full implementation study, a total of 
2,234 students is not considered small. However, with a 50:50 sample size ratio between 
subgroups (i.e., males and females), there were not enough male students to assure the highest 
GMH’s power to detect DIF. 
  The second limitation of this study encompasses low response rates. During phase IV of 
survey development, the items were subjected to a review conducted by an external panel of 
academic leaders, instructors, psychometricians, as well as students from Bangkok University, 
Thailand. There was a total of 81 expert panelists voluntarily participating in the review. The 
questionnaire with seven items was sent to them to complete. Only 55% of the total panelists 
completed item 2, while approximately 85% of the total panelists completed the other items. 
After inspecting the questionnaire, it was found that item 2, the problematic item, was located in 
the second column of the table in the questionnaire. While, item 1 was located in the first 
column. Without careful consideration, the panelists might only complete item 1 and miss item 
2. Another concern regarding low response rate occurred during the pilot study. An overall 
response rate of 17.33% was obtained which may have affected the results of the pilot study.  
  The third limitation is related to skewed item responses. There were some very low 
frequencies on the lower-end of response categories. Typically, the distributions of student 
ratings of instruction are negatively skewed. That is, students tend to rate their 
instructors/courses high.  This skewed distribution could limit the choice of the quantitative 
techniques for data analysis. It is hard to detect if this negative skewness in item response truly 
reflects students’ perceptions toward their instructors/courses (which likely occurred in the 
majority of the research) or it reflects a ceiling effect in survey scores. There was evidence that 
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some students were responding with the same category of “to a very high degree” across items. 
Responding to the survey in this way may accurately reflect the student’s perception of the 
instructor/teaching, but it may also indicate a response set. Future investigation on students’ 
positive perceptions toward their instructors/courses should be helpful to capture a more 
comprehensive picture of their responses. 
  The fourth limitation is related to the skewed distribution discussed earlier. To examine 
the pattern of DIF in this study, the total scores from the student survey were divided into ten 
equal intervals. Given that the distribution was skewed, another approach would have been to use 
unequal intervals to ensure a large enough sample size for the intervals at the lower end of the 
scale.  
  The next limitation is related to restriction in collecting five sources of validity evidence. 
Based on the 2014 Standards for Educational and Psychological Testing (American Educational 
Research Association, American Psychological Association, & National Council on 
Measurement in Education, 2014), five sources of validity evidence are recommended in 
supporting a validity argument of student ratings of instruction. Due to the time restriction, 
validity evidence based on survey consequences was not in the scope of this study. With so many 
institutions using student ratings in personnel decisions, the consequences of their use need to be 
addressed, including both positive and negative consequences. The examination of survey 
consequences pertaining to faculty personnel decisions and classroom practices should be 
examined.  
  Finally, although only a Thai version of the student survey was used by students in this 
study, the comparability of Thai and future English versions of the survey should be examined to 
support the validity of the results for both language versions.   
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5.3 CONCLUSION 
Bangkok University, Thailand has adopted student surveys as a measure of teaching quality for 
several decades. In recent years, ASEAN University Network (AUN) has required ASEAN 
universities to change and adjust some criteria of teaching quality. Therefore, the development 
and validation of a student survey that met the requirements of the AUN framework was needed.  
  The new student survey was developed for three main purposes: (a) providing feedback 
to teachers for instructional improvement, (b) providing input for administrative decision 
making, that is faculty promotion and tenure decisions, and (c) providing evidence for 
demonstrating the performance of an institution as a part of internal quality assurance processes. 
It is important to ensure that the survey results are valid for its intended purposes. To provide 
meaningful and interpretable results, four sources of validity evidence were collected to support 
the content and construct domains of the survey. To this end, this study evaluated the extent to 
which the content evidence supported the construct definition of the survey (RQ1), the 
relationships among survey items and survey components corresponded to the construct 
dimension (RQ2), the survey exhibited gender differential item functioning (RQ3), and the 
relationships between student ratings and a similar measure of teaching quality and student 
achievement (RQ4). 
  Based on expert reviews, the dimensions and survey items were perceived adequate in 
covering teaching quality, the survey items were perceived to properly assess the associated 
dimensions, and the response scales were perceived suitable with what they were intended to 
measure. Exploratory factor analysis suggested that the construct of teaching effectiveness as 
defined in this survey may be unidimensional. Although the results did not support 
multidimensionality, it is only one form of assessing teaching effectiveness. The survey cannot 
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capture the complexities of the teaching process but the dimensions can still be used by 
individual instructors to evaluate their own teaching. Cronbach’s  coefficients were high and 
supported the internal consistency of the survey. In term of gender DIF, there was no occurrence 
of gender DIF in this student survey. Therefore, the validity evidence of survey score 
interpretations was supported since the meaning of survey categories/scales was shared across 
male and female students. Finally, the results based on relation to other variables showed a 
strong positive relationship between the student survey and another currently used survey at 
Bangkok University which was used to evaluate teaching effectiveness for a decade. This could 
indicate that the student survey was measuring a similar construct of teaching effectiveness. 
  In closing, the student survey demonstrated good psychometric quality, which was 
examined using classical analyses. All survey items indicated very good discrimination. Validity 
evidence was obtained to support the intended purposes and uses of the survey scores.  
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APPENDIX A 
A COMPLETE LIST OF TEACHING DIMENSIONS EXTRACTED FROM THE 
LITERATURE REVIEW 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 159 
Table A1. A summary of dimensions in literature review 
Author 
Number of 
dimensions 
Dimensions 
Barnes et al. (2008) 7 Preparedness 
Professionalism 
Evaluation 
Rapport 
Enthusiasm 
Delivery 
Excellence 
Barth (2008)  5 Quality of instruction 
Course rigor 
Level of interest 
Grades 
Instructor helpfulness 
Chatterjee, Ghosh, and 
Bandyopadhyay (2009)  
8 Academic excellence and knowledge in the 
subject 
Personality, behavior and appearance 
Ability to teach and mode of presentation 
Use of technical gadgets and ability in 
providing updated information 
Availability in the department beyond class 
hour for discussion on academic matters 
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Author 
Number of 
dimensions 
Dimensions 
Regularity and punctuality 
Ability to communicate and impress student 
Ability to guide after passing out from the 
department 
Coffey and Gibbs (2001) 
Marsh (2007b) 
Marsh et al. (2009)  
11 Learning/value 
Enthusiasm 
Organization/clarity 
Group interaction 
Individual rapport 
Breadth of coverage 
Examinations/grading 
Assignments 
Workload/difficulty 
Overall course 
Overall instructor 
Cohen (2005)  2 Course 
Teacher 
Díaz, Swan, Ice, and 
Kupczynski (2010) 
10 Design and organization 
Facilitation 
Direct instruction 
Affective expression 
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Author 
Number of 
dimensions 
Dimensions 
Open communication 
Group cohesion 
Triggering event 
Exploration 
Integration 
Resolution 
Feldman (2007)  28 Teacher’s stimulation of interest in the course 
and its subject matter 
Teacher’s enthusiasm 
Teacher’s knowledge of subject matter 
Teacher’s intellectual expansiveness 
Teacher’s preparation, organization of the 
course 
Clarity and unpersuadableness 
Teacher’s elocutionary skills 
Teacher’s sensitivity to, and concern with, 
class level and progress 
Clarity of course objectives and requirements 
Nature and value of the course material 
Nature and usefulness of supplementary 
materials and teaching aids 
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Author 
Number of 
dimensions 
Dimensions 
Perceived outcome or impact of instruction 
Teacher’s fairness, impartiality of evaluation 
of students, quality of examinations 
Personality Characteristics of the teacher 
Nature quality, and frequency of feedback 
from the teacher to students 
Teacher’s encouragement of questions and 
discussion, and openness to opinions of others 
Intellectual challenge and encouragement of 
independent thought 
Teacher’s concern and respect for students, 
friendliness of the teacher 
Teacher’s availability and helpfulness 
Teacher motivates students to do their best, 
high standard of performance required 
Teacher’s encouragement of self-initiated 
learning 
Teacher’s productivity in research related 
activities 
Difficulty of the course (and workload) – 
description 
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Author 
Number of 
dimensions 
Dimensions 
Difficulty of the course (and workload) – 
evaluation 
Classroom management 
Pleasantness of classroom atmosphere 
Individualization of teaching 
Teacher pursued and/or met course objectives 
Glazerman et al. (2011)  7 Understand subject matter 
Connect what is to be learned to students’ prior 
knowledge and experience 
Create effective scaffolds and supports for 
learning 
Use instructional strategies that help students 
draw connections, apply what they are 
learning, practice new skills, and monitor their 
own learning 
Assess student learning continuously and adapt 
teaching to student needs 
Provide clear standards, constant feedback, 
and opportunities for revising work 
Develop and effectively manage a 
collaborative classroom in which all students 
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Author 
Number of 
dimensions 
Dimensions 
have membership 
Ginns, Prosser, and Barrie 
(2007)  
5 Good teaching 
Clear goals and standards 
Appropriate assessment 
Appropriate workload 
Genetic skill 
Gursoy and Umbreit (2005)  4 Organization 
Workload 
Instruction 
Learning 
Keeley et al. (2006, 2010)  2 Caring and supportive 
Professional competency and communicational 
skills 
Kelly, Ponton, and Rovai 
(2007)  
20 Instructor’s attitude 
Instructor’s rapport 
Instructor’s personality 
Instructor’s knowledge 
Instructor’s stimulation 
Instructor’s ability 
Instructor’s preparedness 
Instructor’s helpfulness 
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Author 
Number of 
dimensions 
Dimensions 
Overall teacher 
Course’s organization 
Course’s content 
Course’s materials 
Course’s workload 
Course’s lecture 
Course’s discussion 
Course’s assignments 
Overall course 
Grading fairness 
Grading timeliness 
Quality/quantity feedback 
Kember and Leung (2008)  9 Understanding fundamental content 
Relevance 
Challenging beliefs 
Active learning 
Teacher-student relationships 
Motivation 
Organization 
Flexibility 
Assessment 
 166 
Author 
Number of 
dimensions 
Dimensions 
Mortelmans and Spooren (2009) 
Spooren (2010)  
12 Clarity of course objectives 
Value of subject matter 
Build-up of subject matter 
Presentation skills 
Harmony organization course-learning 
Course materials 
Course difficulty 
Help of the teacher during the learning process 
Authenticity of the examination 
Linking-up with foreknowledge 
Content validity of the examination 
Formative evaluation(s) 
Renaud and Murray (2005)  8 Clarity 
Enthusiasm 
Interaction 
Organization 
Pacing 
Disclosure 
Speech 
Rapport 
Roberts (2008)  21 Organization 
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Author 
Number of 
dimensions 
Dimensions 
Effective communication skills 
Interest in student progress 
Prompt feedback 
Freedom to think 
Course value 
Workload/difficulty 
Instructor overall 
Overall GPA 
Probable grade 
Clear objectives 
Content knowledge 
Interest in teaching/enthusiasm 
Fair evaluation 
Stimulate interest/motivating 
Active learning 
Evaluation of teaching/learning from students 
Use of supplementary materials 
Classroom management 
Individual rapport 
Class interaction 
Safavi et al. (2012)  3 Learning enhancement 
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Author 
Number of 
dimensions 
Dimensions 
Interpersonal skills-overall 
Assessment and grading 
Sedlmeier (2006) 9 Transparencies and other course materials 
Clarity of instruction 
Interestingness of subject matter 
Competence of instructor 
Relevance for exam 
Literature (readability, availability) 
Cooperation between instructor and students 
Atmosphere/rooms 
Instructor’s appearance 
Shevlin et al. (2000)  2 Lecturer ability 
Module attributes 
Simendinger et al. (2017)  5 Content delivery 
Behaviors, competences, and skills 
Structural and personal traits 
Cultural and socio-economic context 
Overall teaching effectiveness 
Spooren, Mortelmans, and 
Thijssen (2012)  
12 Clarity of course objectives 
Relevance of subject matter  
Build-up of subject matter 
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Author 
Number of 
dimensions 
Dimensions 
Presentation skills 
Harmony organization course-learning 
Course materials 
Course difficulty 
Help of the teacher during the learning process 
Authenticity of the examination 
Linking-up with foreknowledge 
Content validity of the examination 
Formative evaluation(s) 
Toland and DeAyala (2005) 3 Instructor’s delivery of course information 
Teacher’s role in facilitating instructor/student 
interaction 
Teacher’s role in regulating student’s learning 
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APPENDIX B 
A QUESTIONNAIRE USED TO CONDUCT A FIELD TRIAL IN PHASE IV 
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A development of the new survey for Bangkok University online assessment system 
Direction: the items are ordered by the domains they represent. Please rate how well each item assesses the domain and how relevant 
each item assesses the teaching quality. What modifications are needed to improve the clarity and meaningfulness of the items? 
 How well each item assesses the domain How relevant each item assesses the teaching quality 
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D1: Planning and Preparation  
1. The instructor is well prepared for 
class.  
Comment…………………………... 
                    
2. The instructor clearly explains the 
course objectives in the beginning of 
class.  
                    
Comment…………………………... 
3. The instructor presents the course 
content in an organized manner.  
                    
Comment…………………………... 
4. There is close agreement between 
the announced objectives of the course 
                    
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 How well each item assesses the domain How relevant each item assesses the teaching quality 
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and what is actually taught.  
Comment…………………………... 
D2: Classroom Management and 
Environment 
 
5. The instructor maintains a classroom 
atmosphere where I feel comfortable 
to express ideas and ask questions. 
Comment…………………………... 
                    
6. The instructor uses appropriate 
teaching methods which helps my 
learning. 
Comment…………………………... 
                    
7. The instructor uses a variety of 
instructional media/technology in class 
when applicable. 
Comment…………………………... 
                    
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 How well each item assesses the domain How relevant each item assesses the teaching quality 
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8. The instructor adds the information 
related to ethics and morality to the 
teaching method, e.g., honesty, 
responsibility, discipline. 
Comment…………………………... 
                    
9. The instructor raises challenging 
questions and problems. 
Comment…………………………... 
                    
10. The instructor helps to keep me 
engaged and participated in productive 
learning. 
Comment…………………………... 
                    
D3: Knowledge of Subject Matter  
11. The instructor is competent in 
his/her knowledge of subject. 
Comment…………………………... 
                    
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 How well each item assesses the domain How relevant each item assesses the teaching quality 
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12. The instructor increases or 
improves my understanding about 
subject matter. 
Comment…………………………... 
                    
D4: Clarity of Presentation  
13. The instructor explains the subject 
matter clearly. 
Comment…………………………... 
                    
14. The instructor refers to experiences 
or examples to clarify concepts. 
Comment…………………………... 
                    
D5: Availability and Helpfulness  
15. The instructor provides useful 
feedback that help me understand my 
strengths and weaknesses. 
Comment…………………………... 
                    
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 How well each item assesses the domain How relevant each item assesses the teaching quality 
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16. The instructor is reasonably 
accessible for help. 
Comment…………………………... 
                    
17. The instructor provides feedback in 
a timely fashion. 
Comment…………………………... 
                    
D6: Evaluation and Quality of 
Examination 
                    
18. The instructor evaluates my work 
fairly. 
Comment…………………………... 
                    
19. The exams reflect material 
emphasized in the course. 
Comment…………………………... 
                    
20. Assigned work is appropriate to 
course level and credits. 
                    
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 How well each item assesses the domain How relevant each item assesses the teaching quality 
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Comment…………………………... 
D7: Student Outcome                     
21. The activities in class keep me 
interested and motivated. 
Comment…………………………... 
                    
22. The instructor attempts to 
stimulate creativity. 
Comment…………………………... 
                    
23. The instructor encourages me to 
work and think independently. 
Comment…………………………... 
                    
24. The instructor encourages me to 
apply the knowledge created in this 
class to my work or other non-class 
related activities. 
Comment…………………………... 
                    
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 How well each item assesses the domain How relevant each item assesses the teaching quality 
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25. The instructor’s overall teaching 
effectiveness. 
Comment…………………………... 
                    
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Overall comprehensiveness of the 25 survey items in representing teaching quality 
 Extremely (1) 
 Very (2) 
 Moderately (3) 
 Slightly (4) 
 Not at all (5) 
 
Please provide additional survey item(s) within domains that should be added to improve the comprehensiveness of the survey 
Domain 1: Planning and Preparation  
 
Domain 2: Classroom Management and Environment  
 
Domain 3: Knowledge of Subject Matter  
 
Domain 4: Clarity of Presentation  
 
Domain 5: Availability and Helpfulness  
 
Domain 6: Evaluation and Quality of Examination  
 
Domain 7: Student Outcome  
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Others  
 
 
Do you think 7 domains have adequate coverage of teaching quality? 
 Yes (1) 
 No (2) 
 
If not, please provide additional domain(s) that should be added 
 
 
 
 
The 5-point Likert scale below is proposed to use as a response scale of the 24 proposed survey items. Please rate how appropriate the 
response scale is 
 Excellent (1) 
 Very good (2) 
 Good (3) 
 Fair (4) 
 Poor (5) 
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APPENDIX C 
OUTPUT FROM THE DIFAS PROGRAM 
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APPENDIX D 
OUTPUT FROM THE GMHDIF PROGRAM 
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GMHDIF    Beta Version  
 
 
GMH statistic = QMH1  
 
Alpha level = 0.05 
 
Results statistically significant at the 0.05 alpha level are marked with an asterisk. 
 
 
VARIABLE 2 
 
 
Stage 1:    QMH = 5.0398  df = 4  p = 0.2832 
Stage 2:    QMH = 4.7830  df = 4  p = 0.3103 
 
 
VARIABLE 3 
 
 
Stage 1:    QMH = 2.6209  df = 4  p = 0.6231 
Stage 2:    QMH = 2.9625  df = 4  p = 0.5641 
 
 
VARIABLE 4 
 
 
Stage 1:    QMH = 7.7799  df = 4  p = 0.1000 
Stage 2:    QMH = 6.7378  df = 4  p = 0.1504 
 
 
VARIABLE 5 
 
 
Stage 1:    QMH = 2.3965  df = 4  p = 0.6633 
Stage 2:    QMH = 1.5654  df = 4  p = 0.8150 
 
 
VARIABLE 6 
 
 
Stage 1:    QMH = 2.9083  df = 4  p = 0.5733 
Stage 2:    QMH = 3.6641  df = 4  p = 0.4534 
 
 
VARIABLE 7 
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Stage 1:    QMH = 9.3266  df = 4  p = 0.0534 
Stage 2:    QMH = 7.4266  df = 4  p = 0.1150 
 
 
VARIABLE 8 
 
 
Stage 1:    QMH = 9.2689  df = 4  p = 0.0547 
Stage 2:    QMH = 9.9338  df = 4  p = 0.0416* 
 
 
VARIABLE 9 
 
 
Stage 1:    QMH = 3.0836  df = 4  p = 0.5439 
Stage 2:    QMH = 3.3237  df = 4  p = 0.5052 
 
 
VARIABLE 10 
 
 
Stage 1:    QMH = 5.0803  df = 4  p = 0.2792 
Stage 2:    QMH = 6.3646  df = 4  p = 0.1735 
 
 
VARIABLE 11 
 
 
Stage 1:    QMH = 1.1057  df = 4  p = 0.8934 
Stage 2:    QMH = 0.7669  df = 4  p = 0.9428 
 
 
VARIABLE 12 
 
 
Stage 1:    QMH = 5.6882  df = 4  p = 0.2237 
Stage 2:    QMH = 6.6395  df = 4  p = 0.1562 
 
 
VARIABLE 13 
 
 
Stage 1:    QMH = 1.4144  df = 4  p = 0.8417 
Stage 2:    QMH = 1.4027  df = 4  p = 0.8437 
 
 
VARIABLE 14 
 
 
Stage 1:    QMH = 5.2835  df = 4  p = 0.2594 
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Stage 2:    QMH = 5.4250  df = 4  p = 0.2464 
 
 
VARIABLE 15 
 
 
Stage 1:    QMH = 7.2551  df = 4  p = 0.1230 
Stage 2:    QMH = 7.8123  df = 4  p = 0.0987 
 
 
VARIABLE 16 
 
 
Stage 1:    QMH = 9.1073  df = 4  p = 0.0585 
Stage 2:    QMH = 7.7438  df = 4  p = 0.1014 
 
 
VARIABLE 17 
 
 
Stage 1:    QMH = 1.7683  df = 4  p = 0.7783 
Stage 2:    QMH = 1.8969  df = 4  p = 0.7547 
 
 
VARIABLE 18 
 
 
Stage 1:    QMH = 7.9892  df = 4  p = 0.0920 
Stage 2:    QMH = 8.0841  df = 4  p = 0.0885 
 
 
VARIABLE 19 
 
 
Stage 1:    QMH = 8.5597  df = 4  p = 0.0731 
Stage 2:    QMH = 7.7331  df = 4  p = 0.1019 
 
 
VARIABLE 20 
 
 
Stage 1:    QMH = 5.5157  df = 4  p = 0.2384 
Stage 2:    QMH = 6.3136  df = 4  p = 0.1769 
 
 
VARIABLE 21 
 
 
Stage 1:    QMH = 1.5580  df = 4  p = 0.8163 
Stage 2:    QMH = 3.3533  df = 4  p = 0.5005 
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VARIABLE 22 
 
 
Stage 1:    QMH = 6.5121  df = 4  p = 0.1640 
Stage 2:    QMH = 3.8012  df = 4  p = 0.4336 
 
 
VARIABLE 23 
 
 
Stage 1:    QMH = 10.0340  df = 4  p = 0.0399* 
Stage 2:    QMH = 10.0340  df = 4  p = 0.0399* 
 
 
07:09 PM, Thursday 21-June-2018 
 
 
Analyses time 
 
Start = 7:09:00 PM 
End = 7:09:01 PM 
 
1 seconds  
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