I. INTRODUCTION
X-Ray Photoelectron Spectroscopy, XPS, is a widely used method to study the composition, properties, and electronic structure of a very wide range of materials from gas phase atoms and molecules to condensed phase systems. For early references for the application of XPS, in particular using laboratory sources for the X-rays used to ionize the sample studied, see Refs. 1 and 2. There have been modern developments, including the use of higher pressures, approaching ambient pressure, and the use of hard X-rays, which further extend the power of XPS to determine materials properties; see, for example, Ref. 3 . For such studies, it is important to analyze the features of the photoionized electrons, in particular, the corelevel binding energies, BEs. The features of interest include the shifts of BEs, ∆BEs, between the same atom in different environments and between different atoms and the number and energy spacing of main and satellite features for core-level BEs. The theory has played a major role in the interpretation of these features of XPS BEs especially to relate them to the electronic properties of the systems studied; for an early review, see Ref. 4 ; see also Refs. 5 and 6 and a more recent review. 7 It has been shown that the electronic structure obtained both from Hartree-Fock (HF) and from Density functional theory (DFT) can predict the core-level BEs of molecules containing light atoms with a high degree of accuracy; see Refs. 8-10 and references therein. These references also present an analysis of the accuracy of the BEs obtained using different DFT functionals.
It is also known that there is an important set of electron correlations, or many-body effects, involving near degeneracies among different orbitals that contribute significantly to the XPS BE features; see Ref. 7 and references therein and Ref. 11 . These many-body effects are often described as static correlation effects to distinguish them from the dynamic correlation effects that are needed to obtain very accurate energies and energy differences. [12] [13] [14] Because there are questions regarding the appropriate methods for treating static correlation effects within DFT, 15, 16 it is necessary to establish the accuracy and reliability of the DFT treatment and calculation of core-level BEs when static correlation is important. A previous study showed that inclusion of static electron correlation effects led to significant changes in the C(1s) and O(1s) core level binding energies of the CO molecule. 11 Motivated by the importance of this well-defined physical effect, a systematic study has been carried out to investigate whether different DFT based methods are able to properly treat the physical effects responsible for the static correlation contributions to core level BEs.
For the study of the DFT treatment of static correlation, we have chosen the ideal case of the C(1s) and O(1s) BEs of the CO molecule. 11 This is an ideal case in the sense that the static correlation is different for the initial, ground state of neutral CO and for the C(1s) and O(1s) hole configurations for the final states after core-level ionization. The static correlation for the initial and final state configurations arises from mixing of occupations of the bonding 1π and antibonding 2π orbitals 11 where for HF wave functions, 1π is fully occupied and 2π is empty. That the contribution of 2π might be different can be understood in terms of the equivalent core model of Jolly 17, 18 where the core ionized atom is replaced with one element higher in the periodic table. Thus CO with a C(1s) hole is equivalent to NO + and CO with a O(1s) hole is equivalent to CF + and one should not expect the static correlation to be the same for CO, NO + , and CF + and indeed it is not. 11 Since we are concerned with manybody effects, we define BEs as the difference between the variationally determined total energies for the initial state configuration and the final, core-hole state configuration. These BEs are commonly denoted as BE(∆SCF) and are given
where E(ion) and E(Ground State) are the variational HF or DFT total energies. It is to be recalled that Koopmans' theorem (KT) BEs obtained using HF or DFT orbital energies give rather poor values for core level BEs; for the KT O(1s) BE of CO, see In our previous study of the consequences of static correlation for core level BEs, 11 we have shown that they can lead to unexpected errors in the theoretical predictions of core-level BEs. To place our work on the DFT predictions for BEs where static correlation is critically important, we briefly review the analysis of the effect of static correlation on these BEs. From arguments about the importance of correlation being proportional to the number of electron pairs, expected to be true for dynamic correlation, then the HF BE(∆SCF) should be smaller than the experimental BE since the correlation is smaller in the ion. 22 Thus, one would expect that, when relativistic corrections are included, the HF BE(∆SCF) would be smaller than experiment by ∼0.25-0.50 eV. [8] [9] [10] However, it is found that for CO, the C(1s) BE(∆SCF), with relativistic corrections, is larger than experiment by over 1 eV. 11 In other words, the correlation error for the CO ion where a C(1s) electron has been removed is larger, by more than an eV, than for neutral CO, an unexpected result. Another way of viewing the accuracy of the calculation of the BEs is to consider the BE shift between BE[O(1s)] and BE[C(1s)] where the shift, ∆BE, is defined as
If ∆BE calculated with BE(∆SCF), using HF, and the experimental ∆BE are the same, then the theoretical treatment of the two ions have the same errors and give a balanced treatment. This is relevant for the analysis of experiment since one often knows that the BE shifts more accurately than the absolute values of the BEs with reference to the vacuum zero of energy, especially for condensed systems. 5 From the previous discussion, it is clear that the core level BEs of CO provide an excellent test on the ability of the different DFT methods to include static electron correlation effects. However, distinction between dynamic and non-dynamic electron correlation effects in DFT is not straightforward. 24 It is usually argued that DFT includes mainly short range exchange and Coulomb correlation effects, i.e., mainly of the dynamic correlation type. However, it is not clear that static correlation effects, which are related to near-degeneracy between different electronic states and, therefore, system specific, are properly taken into account. 15, 16 In the present work, we analyze the performance of various DFT methods, differing in the form of the exchange-correlation (xc) functional, on determining the correlation effects (static and dynamic) that are essential to obtain accurate computed C(1s) and O(1s) core hole BEs of the CO molecule, as well as their relative difference. Various xc functionals belonging to the different families of approximations, essentially, local density approach (LDA), generalized gradient approach (GGA), and meta-GGA, and hybrid functionals containing a part of non-local Fock exchange and range-separated hybrid methods, will be studied. Each of these levels of approximation (LDA, GGA, meta-GGA, hybrid, etc.) is often identified as a rung in terms of Jacob's ladder scheme as defined by Perdew and Schmidt 25 where the exact result will be at the topmost rung. During the last thirty years, a large number of functionals have been proposed and a lot of effort is still invested in the development of new functionals. 26, 27 This development is usually carried out either by comparing to experimental datasets involving as many properties as possible 26 or by relying on more fundamental properties of the unknown exact xc functional. 27 The present work is not aimed at just investigating the accuracy of different functionals in predicting core level binding energies of the CO molecule, rather it introduces a new well-defined physical effect that may be used to verify whether the right value is obtained from the right reason. In particular, the present results allow one to check if general conclusions can be raised for each level of approximation or instead, each particular functional behaves independently.
II. COMPUTATIONAL DETAILS
The C(1s) and O(1s) core level BEs of the CO molecule have been obtained from ∆SCF calculations by taking the total energy difference between the ionized core-hole 2 Σ + state and the ground closed shell state of 1 Σ + symmetry, as explained in detail in previous works [8] [9] [10] and using the set of different exchange-correlation functionals described below.
Calculations have been carried out using a large totally uncontracted Gaussian basis set for both C and O atoms. This ensures the required flexibility to accurately describe both the initial neutral state and the final ionized system. An uncontracted Partridge (14s 9p) basis set 28 has been used for C and O atoms, augmented by a single polarization d function with exponent 0.80 for C and 1.28 for O.
DFT calculations, within the standard Kohn-Sham implementation, using different exchange-correlation functionals have been performed. Results obtained by means of HF and CAS(4,4) calculations have been previously reported 11 using a different but still very large basis set. Nevertheless, to allow a more direct comparison, results from HF and CAS(4,4) obtained using the same basis set as in the DFT calculations are also reported for comparison; in addition, these HF and CAS use C-O distances consistent with the choices for the DFT calculations. All calculations are non-relativistic and have been carried out in a spin restricted approach. However, for all cases, we have added a rigorous relativistic correction. 11 From the large list of DFT methods available, we have selected some of them as representatives of the different families. Three different functionals related to the GGA implementation of the exchange-correlation potential have been chosen; these are the well-known implementation by Perdew, Burke, and Ernzerhof (PBE), 29 and its modification aimed at providing a better description of lattice properties of solid structures (PBEsol) 30 and the second-order generalized gradient approximation (SOGGA11) functional proposed by Peverati, Zhao, and Truhlar. 31 Four functionals belonging to the meta-GGA family have also been studied. Those include two functionals of the Minnesota family, the M06-L 32 and M11-L 33 functionals, and three versions of the Tao, Perdew, Staroverov, Scuseria functionals, TPSS, 34 TPSSm, 35 and RevTPSS. 36 Six hybrid functionals, incorporating various degrees of Hartree-Fock exchange, have been considered. Three of them are classified as hybrid GGA functionals, the Becke 3-parameter exchange 37 Lee, Yang, and Parr correlation functional, 38 B3LYP, with 20% of HF exchange, PBE0 39 (25% of exact exchange), and SOGGA11-X 40 (35.42% of exact exchange). Three hybrid meta-GGA functionals have also been taken into consideration, the TPSSh 41 functional (10% of exact exchange included) and Minnesota M06 and M06-2X with 27% and 54% of Hartree-Fock exchange, respectively. 42 Finally, we consider the M11 range-separated hybrid functional, 43 with exact exchange varying from 42.8% in the short-range to 100% in the long-range interelectronic separation.
The equilibrium geometry of the CO molecule is optimized for the neutral ground state for each particular method. The BEs are computed as vertical transitions which is justified given the time scale of core level ionization in the XPS experiments. A 4th degree polynomial fit to the potential energy curve is used to extract the harmonic vibrational frequency, ω e , the anharmonic correction, ω e χ e , vibrational-rotational coupling, and centrifugal distortion terms 44 which are also compared to experiment. It is noted that the values of the HF and CAS BEs taken from Ref. 11 are for calculations at the correct experimental C-O distance; this is different from the calculations presented in this paper which are all for calculated equilibrium C-O distances for each method considered. Thus the values presented in this paper for the CAS(4,4) BEs will be somewhat different from those discussed above and given in Ref. 9; these differences are ∼0.1 eV. The origin of these differences in terms of the character of the CO chemical bond will be discussed further in a forthcoming paper. 45 DFT and HF calculations have been performed with the GAMESS-06 program, 46 and the CASSCF calculations have been carried out using MOLCAS. 47 
III. RESULTS AND DISCUSSION
We start the discussion by analyzing the results obtained for the C-O interatomic distance and the harmonic vibrational frequency reported in Table I , which also collects experimental results. 48 The C-O distance has been optimized for each one of the methods explored in this work. As it is well known, Table I , in general, hybrid methods give distances somewhat shorter than experiment while distances obtained by methods based on the GGA approximation are larger than experiment by a similar amount. In any case, the errors with respect to the experimental value are rather small, less than one hundredth of an angstrom for all DFT methods studied. For comparison, vibro-rotational spectroscopic constants are provided in Table  S1 of the supplementary material. DFT computed ω e are within a maximum error of approximately ±100 cm 1 compared to experiment, also in better accord with experimental data than the values obtained through HF or CAS(4,4) wave function calculations.
Results for the O(1s) and C(1s) core level BEs computed as explained in Sec. II are collected in Table II . The error reported is defined as the difference between the calculated and experimental 49 BEs and, consequently, a negative value indicates that the calculated BE is smaller than experiment. Results for the error of the O(1s) core level BEs with respect to experiment are reported in Table II whereas the absolute values of the computed BEs are reported in Table S2 of the 11 For the C(1s) and O(1s) core holes, relativistic effects increase the BE by 0.13 and 0.45 eV, respectively. Hence, when relativistic corrections are included, the error in the O(1s) BE is reduced to 0.46 eV. The sign or the error and the magnitude suggest that static electron correlation will not have a very large impact on the O(1s) BE as will be confirmed below. Indeed, when static correlation contributions are allowed for by means of CAS(4,4) calculations, only a modest change of the BE is observed compared to HF; BE becomes 0.15 eV closer to the experiment. This is about half of the remaining error of 0.31 eV for the relativistic corrected CAS(4,4) O(1s) BE. The CAS (4, 4) value is underestimated compared to experiment due to missing dynamical electron correlation. For the C(1s) BEs, Table II shows a very different behavior than for the O(1s) BEs. Here, as mentioned above and contrary to what should be expected, HF ∆SCF BE is larger than experiment by 0.66 eV and by 0.79 eV when relativistic effects are taken into account, showing clearly that the electron correlation in the final ionized state is larger than in the initial neutral state which is unexpected and suggests that static electron correlation effects could play an important role for the C(1s) BE. 11 In fact, in agreement with previous work, 11 inclusion of near degeneracy of the CO(1π) and CO(2π) valence levels in the calculation of the C(1s) BE by means of CAS (4,4) calculations reverses the sign of the error which now becomes 0.55 eV and 0.42 eV with relativistic corrections, i.e., the computed BE is now, as expected, lower than experiment. For the C(1s) core hole, static electron correlation effects are more important than they are for the O(1s) BE and only when they are accounted for the error in the BE has the expected negative sign. The final error for the CAS(4,4) BE allowing for relativistic corrections is 0.42 eV. The difference with the XPS value is because dynamical correlation effects are not considered at the CASSCF level. Hence, as mentioned earlier on, the CO core level BEs provide an ideal test case for DFT methods.
Additional information regarding whether correlation effects in C(1s) and O(1s) BEs are treated in a balanced way can be gathered from the difference between the BE of the O(1s) and C(1s) core holes, ∆BE, defined in Eq. (2). It seems reasonable to argue that dynamical correlation effects for C(1s) and O(1s) would be rather similar. Indeed, ∆BE computed by CAS(4,4) calculations including relativistic effects is 246.44 eV, only 0.11 eV larger than the experiment, 246.33 eV, and in much better agreement than the HF result, which differs by 1.25 eV from the XPS data. Hence, for wave function based methods, the errors in the calculated ∆BE give an estimate of the missing differential electron correlation effects.
Let us now focus on the O(1s) and C(1s) ∆SCF BEs computed from DFT based methods. The situation regarding inclusion of static correlation effects in DFT methods may well be different from that discussed above for HF and CASSCF wave functions. This is because, beyond claiming that one is climbing Jacob's ladder, DFT methods lack a well-defined systematic way to improve the quality of the exchange-correlation potential. Table II compiles the results of the O(1s) and C(1s) core hole BEs as predicted for the fifteen DFT functionals analyzed in this work. Besides, the errors in the differences between the two computed BEs, ∆BE, are reported in the two rightmost columns of Table II . Errors with respect to experimental values, both without and with correction for relativistic effects, are reported.
Regarding the O(1s) BE, the two leftmost columns of Table II show that, with the exception of the parameterized meta-GGA M11-L functional and its M11 range-separated hybrid counterpart, all errors are negative meaning that BE values are smaller than experiment. The GGA SOGGA11 functional gives a positive but very small error, 0.03 eV. However, the small error for SOGGA11-X is misleading since, at this point, the relativistic correction has not been added. When it is added, the error becomes 0.48 eV, still not very large but now clearly positive, suggesting that static correlation has not been quite properly treated. For the rest of the functionals considered here, the errors of the computed O(1s) BE with respect to experiment are of the same sign and order of magnitude than those corresponding to the HF or CAS(4,4) method and of ∼1 eV. The one exception is the PBEsol functional which gives an O(1s) BE that is too small by over 3 eV. As we will discuss below, this functional also gives the poorest C(1s) BE which, in the view of the near-LDA character of PBEsol, is not so unexpected. However, it should be noted that the errors in the non-relativistic O(1s) BEs are comparable in magnitude to the relativistic correction for the O(1s) BE, 0.45 eV. Therefore, it is essential to include the relativistic corrections in order to make meaningful comparisons with experiment. Thus, in the following, we will stress comparisons between theory and experiment when the relativistic corrections are included in the theoretical results. Since the relativistic corrections shift the core level BEs to higher values, the errors also become larger in value. Thus in the usual case where the errors are less than zero, the effect of including the relativistic correction is often to reduce the magnitude of the error and to improve agreement with experiment; see Table II . However, notice that for some of the functionals studied, inclusion of relativistic effects changes the sign of the error, from being negative to becoming positive. Furthermore, the magnitude of the errors varies within the different types of functionals. It is noticeable that PBE, PBEsol, M11-L, and M11 perform especially worse than average and that meta-GGA functionals of the TPSS type clearly outperform the CAS(4,4) result. Therefore, regarding the O(1s) BE, for which static electron correlation effects are not as important as for the C(1s) BE, once relativistic effects are accounted for, it can be concluded that DFT BEs exhibit an erratic behavior. This behavior makes it difficult to identify a pattern within a given family of functionals, nor is an improvement seen as the functional climbs Jacob's ladder. That means that even when dynamic correlation effects are the most important contribution to electronic correlation, it is not clear to which extent these contributions are covered by the different exchangecorrelation functionals. Finally, the exceptional good agreement between TPSS, TPSSm, and TPSSh calculated values for both O(1s) and C(1s) core hole BEs and experiment is remarkable, a feature that will be discussed further later on and which, nevertheless, points towards the right way to improve existing functionals beyond heavily fitting to experiment for a large database.
Next, we focus our attention on the computed errors for the C(1s) core hole BE, for which CASSCF calculations show that static electron correlation effects are more important. For most of the functionals studied, the computed BEs are larger than the measured XPS BE, giving rise to a positive sign of the BE error. Only PBE and M06 functionals and their hybrid counterparts underestimate the BE. As in the case of the O(1s) core hole, the larger deviation with respect to experiment is found for PBE, PBEsol, M11-L, and M11 functionals. Again PBE and PBEsol largely underestimate the C(1s) BE values while M11-L and M11 substantially overestimate them. The rest of the functionals display errors of similar size than the error obtained through CAS (4, 4) calculations. As for the O(1s) core level BE, TPSS, TPSSm, and TPSSh functionals also accurately describe the C(1s) core level BE which, in the view of the results discussed above, can be considered as an important result.
We already mentioned that absolute values of BEs are available for gas phase molecules through XPS measurements, but these are not straightforward to obtain for the XPS of condensed phase systems. In these cases, shifts of core level BEs between related systems are most often used. [5] [6] [7] Hence, BE shifts, ∆BEs, are often computed to interpret experimental data. Here, we report the difference between the computed BE of the O(1s) and C(1s) core holes, ∆BE. Errors on the calculated ∆BE with respect to experiment are presented in Table II . The BE shift, ∆BE, could be used as a criterion to establish if a given method is able to treat correlation effects in each core level in a balanced way. A small error in the computed ∆BE can be interpreted as an indication that a functional is capable of describing the relevant effects of electronic correlation. Concerning the different DFT functionals analyzed here, it can be observed that only few of them lead to small errors in ∆BE. However, in some cases, a small error in the BE shift is accompanied by a very large error on the absolute values of BE, see for instance, the M11 and PBE functionals, for which an acceptable error in ∆BE is obtained, around 0.2 eV, despite that the O(1s) and C(1s) BEs are between 0.6 and 0.9 eV off the expected values. Therefore, a small error in ∆BE may ensure a balanced treatment of correlation effects but still fail to predict accurate absolute values because there are similar large errors for both the O(1s) and C(1s) BEs. A more overall balanced and accurate description is given by the TPSS, TPSSm, TPSSh, and even RevTPSS, with good relative ∆BE and reasonable absolute BE values. Notice that M06-L and hybrid GGA functionals result in satisfactory absolute errors for the O(1s) and C(1s) BEs, but the errors in ∆BE are much too large, meaning that these functionals do not properly account for the differential electron correlation effects between the O(1s) and C(1s) core holes. Finally, it is interesting to analyze the effect of the amount of exact Hartree-Fock exchange in the computed BEs for O(1s) and C(1s). For C(1s) BE, the M06 functional, including 27% of exact exchange, gives a negative error of 0.17 eV including relativistic corrections, doubling the percentage of exact exchange increases the BE in such a way that now the error becomes positive by 0.45 eV. On the other hand, for O(1s) BE, for which static correlation effects are less important, the amount of Hartree-Fock exchange does not affect the result. This fact can be a symptom that including the non-local Fock exchange term somehow mimics static electron correlation although in an unspecified manner.
From the results reported in Table II regarding the performance of the functionals studied here on the calculation of the O(1s) and C(1s) core hole BEs and ∆BEs, it can be concluded that there is no common trend within the functionals belonging to a given family, rather, the behavior turns out to be completely unpredictable. However, the functionals derived by Tao, Perdew, Staroverov, Scuseria, TPSS, TPSSm, and TPSSh, perform better than the rest, meaning that, at least for this particular case, these functionals are able to capture the relevant effects of static correlation. This is in line with a previous study on the performance of the TPSS, PBE, and HF methods on predicting core level binding energies of a set of 185 cores of 68 molecules containing main group elements where it was shown that the TPSS functional performs better than HF and PBE and with an overall mean absolute error of ∼0.2 eV after including relativistic corrections or ∼0.3 without them and, more importantly, similar values for the core level shifts with respect to a given reference. 10 
IV. CONCLUSIONS
Several DFT methods comprising a variety of exchangecorrelation functionals of both local and non-local characters have been considered. The computed ∆SCF C(1s) and O(1s) binding energies at the C-O optimized distance and the corresponding binding energy shift for each method have been compared to the reported XPS experimental data.
For the O(1s) core hole BEs, inclusion of static electron correlation has a modest effect. On the other hand, correlation effects due to the CO(1π) and CO(2π) near degeneracy turn out to be more important for the final calculated C(1s) core level BE. The analysis of the BEs calculated with various exchangecorrelation functionals show an erratic behavior within the different groups of functionals and, therefore, tracing the origin of such behavior becomes extremely difficult. From the present results, a clear correlation with respect to the different types of functionals cannot be established. A small error of the difference between the O(1s) and C(1s) BEs, ∆BE, with respect to experiment may indicate a balanced treatment of electron correlation effects but this is not enough to guarantee an accurate prediction of core level BEs since, in some cases, large undesirable errors in the absolute BEs are encountered. From the functionals studied here, the TPSS, TPSSm, and TPSSh functionals perform better than the rest and lead to both BEs and ∆BE in comparable agreement with experiment than those obtained by CAS(4,4) calculations which, in the view of the physical arguments on which these functionals are built, is encouraging.
Although, we have shown that the static correlation effects are treated quite accurately by these TPSS based functionals only for CO, there is every reason to believe that the TPSS based functionals will be successful for other cases where static correlation effects are important for XPS BEs. Indeed, this is in agreement with the results for a systematic study involving 185 cores of 68 molecules 10 implying that the success of these functionals may also provide a basis for the analysis of the terms needed in the functional to properly describe XPS BEs.
SUPPLEMENTARY MATERIAL
See supplementary material for vibro-rotational spectroscopic constants for the 12 C 16 O molecule computed through Hartree-Fock (HF), CASSCF [CAS(4,4)], and various density functional theory (DFT) based methods are reported in Table S1 whereas Table S2 includes O(1s) and C(1s) core level binding energies and core level binding energy shifts for the CO molecule as obtained from ∆SCF calculations using Hartree-Fock (HF), CASSCF [CAS(4,4)], and various density functional theory (DFT) based methods.
