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This thesis presents a study on the spatio-temporal dynamics of the canopy-
layer urban heat island (UHI) in Singapore. Observations were made from Feb 2008
to Jun 2011 at a 10-min interval, using a network of temperature sensors (N = 46)
covering various urban morphologies. This UHI monitoring exercise of Singapore is
the largest to date in terms of spatio-temporal extent. A precise equation deﬁning
the UHI is proposed and applied, in response to recent calls for more rigour in UHI
research methodology. Under calm, cloudless and dry conditions with minimal
thermal inertia, UHIMAX of 6.46
◦C was observed in the commercial core at 22:20
hrs in April 2009. Statistical analyses were carried out to determine the spatio-
temporal dynamics of the UHI. Daytime mean UHI intensities are low throughout
the city with some low-rise residential areas having higher intensities than the
commercial core due to building shading eﬀect. Development of UHI is strongest
at night. Strong trends can be found at the diurnal and seasonal scale, although
inter-annual variation is not pronounced. Monsoonal cycles are found to have a
strong inﬂuence on the magnitude, onset and peak occurrence of the UHI. Various
land cover and canyon geometry variables, particularly vegetation ratio at a 500
metre radius and height-to-width ratio, are found to have statistically signiﬁcant
relationships (p < 0.01) with dependent variables of UHI such as nocturnal mean
UHI and maximum UHI. Maximum weekday and weekend UHI intensities are found
to be signiﬁcantly diﬀerent (p < 0.001), with weekday values of commercial and
industrial stations being consistently higher than weekend values. Monthly mean air
temperature and wind speed are found to have signiﬁcant relationships (p < 0.01)
with monthly mean and maximum UHI intensities. Landscape inﬂuences including
elevation and distance from water bodies do not have strong relationships with UHI
intensities.
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The topic of study for this thesis is the spatio-temporal dynamics of the urban heat
island (UHI) within the urban canopy layer (UCL) in Singapore. All future use of
the term “UHI” within this thesis will be taken to mean the canopy layer urban
heat island (CLUHI) unless otherwise stated. The study covers the entire spatial
extent of the main island of Singapore for a period spanning 41 consecutive months
between February 2008 and June 2011 (see Chapter 4).
The UCL is deﬁned as the near-surface air layer from the ground surface up
to the mean height of roofs in urban areas (Oke, 1982), which includes the envi-
ronment where inhabitants of a city are most active. It has a smaller spatial scale
than the urban boundary layer (UBL); a mesoscale layer extending to hundreds of
metres above the surface. As for the UHI, it is a phenomenon characterised by air
temperatures of urban areas (or surface temperatures, in the case of surface heat
islands) being elevated in comparison to their rural surroundings. The development
of heat islands signify diﬀering thermal regimes between urban and rural localities,
2due to changes to radiative exchanges of the surface cover, surface roughness and
sensible heat exchanges of urban morphologies (Swaid, 1993). Detailed discussion
on the urban energy balance governing these thermal regimes is found in Chapter
2. The study will consist of an empirical data collection phase and a statistical
analyses phase.
The quantiﬁcation of heat island magnitude and the assessment of spatial
and temporal variability of heat island intensities essentially require ﬁeld measure-
ment of air temperatures. For this purpose, a monitoring exercise is conducted
and observations are made at a rural reference station and other rural, suburban
and urban stations over an extended period. Chapter 3 describes the set-up for
empirical data collection.
Results are presented in Chapter 4, with particular focus on the spatio-
temporal dynamics of the UHI, supported by in-depth statistical analyses of the
data collected during the monitoring exercise. Beyond describing the data collected
in the ﬁeld, the causal factors responsible for the dynamism of UHI are also stud-
ied. Since the UHI is a function of station-speciﬁc air temperatures, there is value
in trying to understand the underlying physical causes of each station’s distinctive
thermal regime. Changes in the characteristics of heat islands over spatial and tem-
poral scales also suggest the possible inﬂuence by natural factors such as synoptic
weather conditions, landscape eﬀects and thermal inertia, as well as anthropogenic
factors such as urban metabolism and morphology. Relationships between depen-
dent variables relevant to heat islands and the above-mentioned contributive factors
will, thus, also be explored in Chapter 4. A summary of the results and further
discussion on how the ﬁndings relate to other research can be found in Chapter 5.
31.2 Background on urban climatology
The deﬁnition of the term “urban” is often imprecise, used to describe a place
as developed, having a high population density or synonymous with “city”. The
term “city” in itself is rather vague, with Merriam-Webster dictionary deﬁning it
as “an inhabited place of greater size, population, or importance than a town or
village”(Merriam-Webster Online, 2012). The inadequacies of the terms “urban”
and “rural” have also been discussed by Stewart and Oke (2012).
While traditional factors such as population are of importance to the study
of urban thermal environment, factors such as the built-up conditions and surface
materials are equally, if not, more important due to their direct inﬂuence on physi-
cal processes (Oke, 1981). With the above in mind, the “urban” environment which
urban climatologists are interested in refers to the densely populated and developed
areas that sprung up during and after the Industrial Revolution in the late 18th
century. This coincides with the period where modern cements and concrete were
invented and increasingly used as a building material (Francis, 1977), even in the
present day.
Historically, the study of urban climates began with the advent of urbani-
sation. London was the largest city in the world at the start of the 19th century
with a population of over 1.3 million inhabitants (Chandler, 1987). It is not sur-
prising that one of the ﬁrst-known studies on the peculiar climate of urban areas
was based on London and initiated by Luke Howard, a meteorology hobbyist who
did extensive daily observations of the climate of London in the early 1800s. He
noted in his book, The Climate of London, that night-time air temperatures were
3.7◦C higher in the city than the countryside, whereas daytime air temperatures
were 0.34◦C cooler (Howard, 1833). This observed phenomenon of urban areas hav-
4ing elevated temperatures relative to their surrounding rural areas has since been
christened urban heat island, a name derived from closed isotherms that resemble
islands (Landsberg, 1981; Oke, 1981).
Figure 1.1: Map of the London urban centre bounded by less developed pe-
ripheries at the start of the 19th century. Source: Mogg (1806).
The spatial footprint of London in the early 1800s (Figure 1.1) provides a
clear picture of an urban centre bounded by rural peripheries. In the present day,
large-scale urban development is taking place all over the world and the tropics is
a particular region where urban growth is most rapid (Roth, 2007). In the trop-
ics, Singapore and Johor Bahru are examples of large urban centres straddling
undeveloped zones (Figure 1.2). While many studies have been conducted in both
temperate and tropical regions, the uniqueness of each urban area’s morphology
and developmental trajectory means that city-speciﬁc urban climate research re-
mains relevant.
Moving on to contemporary studies, in the past few decades, studies on the
urban thermal environment have gone beyond simple description and into the hy-
5Figure 1.2: SPOT 5 panchromatic satellite image (2003) of Singapore and
Johor Bahru at 5 metres resolution. Lighter surfaces represent urban areas and
bare ground. Vegetation appears as darker surfaces.
pothesizing of the physical reasoning for the unique micro-climate of cities. While
empirical evidence have shown that urban environments exhibit diﬀerent thermal
behaviour from their less developed surroundings, the mechanisms behind such a
diﬀerence were not well-known even into the 20th century.
Sundborg’s study in 1950 attempted to link the elevated temperatures in
urban areas to variations in synoptic weather condition (Sundborg, 1950). In the
1970s, Landsberg (1970), Oke (1973) and Lowry (1977), among others, formalized
the study of urban climate. Process-based studies took centre stage when Oke
(1982) formulated the urban energy balance, used now by many researchers as a
basis for understanding and modelling urban climates. The theory that the geom-
etry of urban streets lined with buildings (termed “urban canyons”) are capable
of inﬂuencing the dissipation of heat has since been proven many times over by
researchers worldwide (e.g. Sakakibara, 1996; Christen and Vogt, 2004). We will
study these in greater detail in Chapter 2.
61.3 Motivations for the study
Why urban climate and the UHI?
Urban areas have the highest density of human populations and also markedly
diﬀerent thermal conditions due to human modiﬁcation of natural physical settings
(Oke, 1982). Choosing to study the environment of urban areas, such as the city
state of Singapore, is of importance as thermal conditions have inﬂuence on various
aspects of urban life. First and foremost, human health, comfort, and even produc-
tivity are linked to thermal conditions as city dwellers spend almost all their time
within the urban canopy layer (Harlan et al., 2006; Gosling et al., 2007). Beyond
the human physical experience, the thermal environment also inﬂuences the levels
of energy consumption related to space cooling (and heating) (Santamouris et al.,
2001; Synnefa et al., 2006; Hirano and Fujita, 2012; Kolokotroni et al., 2012). Other
areas of interest include the impact on urban biodiversity (Wilby and Perry, 2006;
Zhao et al., 2006) and the spread of diseases (Patz et al., 2005).
Understanding the nature of the urban thermal environment will povide
knowledge on the underlying causes of heat islands. Understanding these inﬂu-
ences, in turn, enables us to better adapt our practices and urban planning policies
to reduce negative climatological impacts of urbanization and development. In
light of the relentless wave of urbanisation worldwide, the importance of such an
endeavour is clear. Emphasis is placed on the study of the UHI as it represents a
measure of the eﬀects of urbanisation on an otherwise “untouched” plot of land.
7Why spatio-temporal?
To understand why a spatio-temporal framework is used, we must scrutinise
the variance of air temperature, and by extension, the UHI. Spatial variations of air
temperature occur as a result of spatial diﬀerences in contributive factors such as
surface cover and land use. Components of the urban energy balance also vary with
time (e.g. storage heat ﬂux, ΔQS), resulting in temporal variations in UHI. Thus,
the ﬁrst order of variation deals with the relative diﬀerence in air temperature as
a result of spatial dynamism (i.e. UHI of diﬀerent stations) and the second order
of variation deals with the temporal dynamism of this relative diﬀerence (i.e. vari-
ation of UHI of diﬀerent stations across time). With a spatio-temporal framework,
discussion on the dynamics of the urban heat islands in the study area of Singapore
will be more structured.
Why use an empirical approach?
A large-scale monitoring exercise will provide a comprehensive database use-
ful for understanding the urban thermal environment of Singapore. Comparisons of
an empirical nature, such as the maximum observed UHI intensity, can thus also be
made with other study sites. Furthermore, the extensive observational dataset may
be useful in providing realistic boundary conditions for physical models, validating
results from urban climate simulation models and also for related scientiﬁc research
such as building energy science and ecological studies.
8Why Singapore?
Early research on urban climate studies were mainly based on temperate
countries in the West. Roth (2007) discusses the increase in volume of urban climate
research in (sub)tropical cities in the past two decades. This is seen in Central and
South America (e.g. Jauregui, 1990, 1997), Sub-Saharan Africa (e.g. Adebayo, 1990;
Jonsson, 2004) and Southeast Asia (e.g. Tiangco et al., 2008), including Singapore
(e.g. Nichol, 1994, 1998; Tso, 1994, 1996; Goh and Chang, 1999; Wong and Chen,
2005; Chow and Roth, 2006; Jusuf et al., 2007; Priyadarsini et al., 2008; Wong and
Jusuf, 2010a; Quah and Roth, 2012). The growth of research in the (sub)tropical
region aligns well with emergence of fast-growing and densely-populated cities in
newly industrialising countries. Furthermore, characteristics such as the magnitude
of the maximum UHI intensity (UHIMAX) and the time at which it occurs diﬀer
across cities located at diﬀerent latitudes (Chow and Roth, 2006).
Singapore, with its high population density and equatorial location, is thus a
useful case study. Moreover, latest announcements by the government have placed
expected population above 6 million people (Tan, 2012) in the near future, up from
5.3 million in 2012. The increase in population will inevitably result in further
urban development. Despite the importance of the urban thermal environment,
limitations in the availability of local data and research eﬀorts mean that gaps
remain in the knowledge of the urban thermal environment in Singapore. Much
of the literature covers the concept of heat island statically and dynamic concepts
such inter-annual variability and the temporal evolution of spatial patterns of heat
islands have not been studied in much detail.
91.4 Goals and objectives
This thesis aims to achieve several outcomes, the ﬁrst of which is to successfully
conduct an extensive spatio-temporal monitoring exercise on the urban thermal
environment in the tropical city of Singapore. An extensive dataset can add to the
relatively sparse information on Singapore’s urban climate and corroborate ﬁndings
of previous research conducted with smaller datasets.
While achieving the ﬁrst objective, a second objective relating to the disci-
pline of urban climatology can also be accomplished. A recent review shows that
many UHI papers fail to meet with standards of a good study (Stewart, 2011). This
study aims to fulﬁl the criteria laid out by Stewart and also to cover other aspects
of UHI that are of value but not featured often in literature. These include analysis
such as weekday and weekend variations and spatial evolution of UHI across various
temporal scales.
The last objective is to use the empirical ﬁndings to infer physical rela-
tionships between various site-speciﬁc urban parameters, synoptic conditions and
landscape eﬀects with UHI-related dependent variables. In doing this, contribu-
tions can be made to urban heat island literature and known theories while also




In the ﬁrst part of the literature review, emphasis is placed on key research that has
contributed to the present day understanding of the UHI. Research incorporating
the various factors aﬀecting UHI is also given attention. The purpose of this review
is in line with the objectives of having a rigorous study that complements and adds
to existing UHI research. The ﬁnal part of this chapter concerns itself with past
research on the thermal environment of Singapore and is crucial to the evaluation
of the ﬁrst objective laid out in the previous chapter.
2.1 Operational deﬁnition of “UHI intensity”
In an extensive review on modern UHI literature, Stewart (2011) reports that only
half of all studies sampled are considered to be scientiﬁcally sound. One of the main
issues identiﬁed was the failure to account for weather eﬀects due to poor deﬁnition
of UHI intensity. This resulted in cases where non-urban eﬀects on air temperature
were erroneously attributed to urban factors. As the term “UHI magnitude” or
“intensity” is used loosely in some urban climate literature, this section aims to
clearly describe the nomenclature used in this study to ensure that the study is
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rational, robust and replicable.
Lowry (1977) discusses a generic working model for the deﬁnition of weather
elements (not limited to temperature) as a sum of the components “background
climate”, “landscape eﬀects, such as topography and shorelines” and “eﬀects of
local urbanization” (pp. 130). The urban heat island magnitude (or intensity)
that urban climate researchers are interested in is fundamentally an index used to
quantify the eﬀects of urbanisation on air temperature measurements, not unlike
Lowry’s linear component described as the “eﬀects of local urbanization”.
Borrowing from Lowry, given an undeveloped (rural) area, the local air tem-
perature (T ) can be broken down into linear components of background climate
(B) and landscape eﬀect (L):
Tr = Br + Lr (2.1)
where the subscript r is used to denote that these eﬀects are speciﬁc to the rural
area being studied. In the case of an urbanised area, there is an added component
of urban eﬀect (U):
Tu = Bu + Lu + U (2.2)
where the subscript u denotes the urban area. As UHI magnitude is typically
treated as an absolute diﬀerence in air temperature and landscape eﬀects such as
adiabatic cooling can be calculated to a speciﬁc increase or decrease in air tempera-
ture, we make the assumption that L and U are additive (as has Lowry). Assuming
that B and L are the same for both rural and urban sites, then:
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U1 = Tu − Tr (2.3)
where U1 represents the urban eﬀect where Br = Bu and Lr = Lu. As for back-
ground climate, no variations are expected since the urban and rural sites are
typically in close proximity. However, deviating slightly from Lowry’s proposal, we
consider that localised landscape diﬀerences such as relief diﬀerences may still be
prominent. In this case:
U2 = (Tu − Lu)− (Tr − Lr) (2.4)
U2 is a more accurate representation of urban eﬀects than U1 when landscape eﬀects
are asymmetrical (when landscape eﬀects are negligible, U1 = U2). In the case of
the study area, the small physical size and relative uniformity of the topography
means that landscape eﬀects do not signiﬁcantly inﬂuence diﬀerences in air tem-
perature (Section 4.8).
As there are no components accounting for weather conditions in Lowry’s
model, it is only accurate at isolating urban eﬀects during “ideal” conditions, i.e.
periods of time without strong synoptic forcings such as rainfall, strong winds
and heavy cloud cover. On the topic of weather conditions, Oke (1998) provides
an algorithmic scheme to normalize UHI intensity calculations to include possible
confounding factors. He proposes that speciﬁc hourly UHI intensities are equivalent
to the maximum possible UHI intensity for the area of interest (under dry, windless
and cloudless conditions) moderated primarily by thermal inertia related to soil
moisture (Φm), a weather factor (Φw) and a temporal factor (Φt):
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ΔT(t) = ΔTmax(ΦwΦmΦt) (2.5)
where themaximum possible UHI = ΔTmax = U andΔT(t) = Tu−Tr. The temporal
factor (Φt) is used primarily to normalize hourly values across days with diﬀerent
daylight lengths. As the variation in length of day in Singapore throughout the
year is negligible, Φt is a constant polynomial function (noting that its value is still
diﬀerent between hours of the day). Rearranging the equation to include Equation
2.4 and to represent each time interval, we get:
ΔT = ((Tu − Lu)− (Tr − Lr))ΦwΦm (2.6)
Although the hourly and sub-hourly micro-scale weather, in particular, wind
speeds, may diﬀer between the urban and rural sites, the weather factor in question
is synoptic-scale (Runnalls and Oke, 2000; Stewart, 2000) and thus regarded as uni-
form across the study area. The assumption made here is that, micro-scale wind
speed diﬀerences between sites are caused by varied urban or landscape factors at
the sites, which are already accounted for by the components U and L.
Oke’s weather factor (Φw) considers the eﬀects of cloud cover and wind
speed but not precipitation. Instead, he uses thermal inertia or a moisture factor
(Φm) to account for UHI “dampening” caused by wet conditions. The thermal
inertia primarily refers to the inertia in rural areas as wet soil has increased thermal
conductance (λ). These conditions do not always equate to rainfall events as high
levels of antecedent soil moisture can also increase rural thermal admittance (µ),






where the subscript s represents soil, C = heat capacity, k = thermal conductivity
and κHs = thermal diﬀusivity. Thus, high thermal admittance results in low ﬂuctu-
ations in soil surface temperature, which in turn diminishes rural-urban diﬀerences
in temperature. Furthermore, in the tropics, convective rainfall seldom occur in a
uniform distribution and aﬀect air temperatures of two sites asymmetrically, pos-
sibly creating artefacts in UHI computation.
Finally, Stewart (2000) points out that even during calm and cloudless nights
(Φw = 1), UHI intensities may not reach maximum values due to antecedent condi-
tions of wind, cloud and atmospheric pressure. This is similar to Φw but considers a
lagged eﬀects weather before a given time slice. His study showed that the average
cloud cover from sunset to four hours after sunset has also some bearing on the
actual heat island intensity. To be more inclusive, in this study, we will also use a
factor (Φa) to account for antecedent conditions:
ΔT = ((Tu − Lu)− (Tr − Lr))ΦwΦmΦa (2.8)
Therefore, in order for a calculated ΔT to be classiﬁed as the maximum pos-
sible UHI for a speciﬁc time-step (UHImax or U2), it either has to be measured (or
considered for post-hoc selection) only on extended periods with dry, windless and
cloudless conditions and for sites with uniform landscape (where Lu = Lr; Φw = 1;
Φm = 1; Φa = 1), else some form of normalization must be done to adjust for
these non-urban eﬀects. This is consistent with the criteria for UHI studies to be
considered scientiﬁcally defensible, laid out by Stewart (2011). He states that “ex-
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traneous eﬀects of weather” and “surface relief, elevation and water bodies” have
to be “passively controlled” by acknowledgement, removal or correction (pp. 205).
In this study, where precise values of UHI intensity are needed, stringent ﬁl-
tering, which considers weather factor (Φw), antecedent conditions (Φa) and mois-
ture factor (Φm), is employed. UHImax is the dependent variable that is obtained
by this form of ﬁltering. However, the limited dataset when using a stringent ﬁlter
reduces its statistical usefulness. As such, UHIraw is introduced as a broader deﬁ-
nition of UHI, with ﬁltering for weather factor (Φw) and moisture factor (Φm) only
(refer to Section 4.1 for details on UHImax and UHIraw ﬁltering). This is to retain
a larger proportion of the time series, allowing us to analyse the actual measured
diﬀerences in air temperature between urban and rural areas in a more statistically
rigorous manner, while making the assumption that Φa is negligible. Finally, when
no ﬁltering is done, ΔTu−r is the term used.
2.2 Urban climate mechanisms
In order to fully understand the controls on UHI and the urban climate, it is useful
to ﬁrst explore the fundamental equations that govern them. Two sets of equations
that deal with the conservation of heat, mass and momentum in urban areas are
helpful in this aspect.
Radiation budget
Firstly, the radiation budget for an urban area deﬁnes net radiation as the
sum of net long-wave and net short-wave radiation. Referring to Equation 2.9,
the net all-wave radiation (Q*) is the sum of net long-wave radiation (L*) and
net short-wave radiation (K*). The net long-wave and short-wave radiation are
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themselves calculated as the diﬀerence between their respective incoming (↓) and
outgoing (↑) components:
Q* = K* + L* = (K↓ −K↑) + (L↓ − L↑) (2.9)
UHI, to generalise, is the result of excessive heat build-up in urban areas that
does not disperse as easily as in rural areas. In most cases, the main source of this
heat energy is solar input (the exception being anthropogenic energy release during
winter in some urban areas) (Oke, 1987). The net all-wave radiation is delineated
by the radiation budget we have just discussed. This input can be inﬂuenced by
any control factors acting on the components of the budget. For example, a smooth
and light-coloured surface material will have a high albedo which aids the reﬂection
of short-wave radiation (K↑).
Urban areas typically have larger net long-wave radiation (L*) due to reduc-
tion in outgoing long-wave radiation (L↑). This, in turn, is due to re-absorption by
the increased surface area in urban canyons. Christen and Vogt (2004) point out
that UHI magnitudes are closely related with the diﬀerence in outgoing long-wave
radiation (L↑) between urban and rural areas. However, a lower net short-wave
radiation due to absorption by aerosols acts in the opposing direction, reducing the
diﬀerence between urban and rural areas in terms of Q*.
Figure 2.1a shows an example of urban-rural diﬀerences in outgoing long-
wave radiation peaking (negative values) at about 3 to 4 hours after sunset (aver-
aged across the year), which is quite consistent with peak UHI times (3 to 5 hours
after sunset) reported in the temperate region (Oke, 1981). During daytime how-
ever, the same urban-rural diﬀerence in L↑ is negligible. Spatial (i.e. intra-urban)
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diﬀerences in built-up conﬁguration create a situation where inputs and outputs
are not uniform across an entire city. Coupled with variations at the diurnal level,
this creates variability across both space and time (e.g. Figure 2.1b).
Urban energy balance
The other fundamental equation is the urban energy balance (Equation 2.10)
proposed by Oke (1988b). On the left-hand side (L.H.S.) of the equation are sources
of energy, including the net energy source from all-wave radiation (Q*) from Equa-
tion 2.9, and anthropogenic heat ﬂux (QF ) from human activities:
Q* +QF = QE +QH +ΔQS +ΔQA (2.10)
where QF = anthropogenic heat ﬂux, QE = turbulent latent heat ﬂux, QH = tur-
bulent sensible heat ﬂux, ΔQS = net heat storage and ΔQA = net heat advection.
This equation deﬁnes the partitioning of both Q* and QF . These sources of en-
ergy are found on the L.H.S. of the equation, while the R.H.S. shows three avenues
through which energy may be loss, ignoring advection that occurs over a larger scale.
In most cases, the L.H.S does not diﬀer much between a rural and an ur-
ban area. The variation comes from any QF inputs in the urban area and small
diﬀerences in Q* discussed above. Christen and Vogt (2004) show that urban and
suburban (U1 and S1, respectively), and rural sites (R1) are quite similar in terms
of Q* values (Figure 2.2). The urban site U3 has a considerably lower Q* explain-
able by a reduced K* due to high albedo (31.7%), whereas U1 and S1 have albedo
of 10.4% and 13.1% respectively. Apart from this, the main diﬀerence lies in the
pathways (QE, QH , ΔQS and ΔQA) through which energy is partitioned, although
the eﬀects of ΔQA are minimized in near-surface measurements (Oke, 1988b).
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Figure 2.1: Example showing the radiation budget components collected over
a period of a year. Shown are (a) the diurnal variation at an urban station and
(b) the diurnal variation in rural vs urban diﬀerence. Note that the outgoing
components have negative signs. Source: Christen and Vogt (2004, pp 1407).
The ﬁrst point of diﬀerence is that at urban sites, turbulent sensible heat
ﬂux (QH) is the primary pathway while at the rural site, turbulent latent heat ﬂux
(QE) is the primary pathway. This is related to the surface cover and moisture
levels of both types of sites. Rural surfaces have more stored (soil) moisture which
increases heat ﬂux due to evapotranspiration. Urban surface are often “waterproof”
and less vegetated, reducing the potential of evapotranspiration and thus QE. It is
interesting that the suburban site (S1) falls somewhere between the two, suggesting
a continuum of thermal behaviour from rural to urban. This is also consistent with
studies on intra-urban diﬀerences (e.g. Hart and Sailor, 2008).
The next point of diﬀerence that is relevant to the study of UHI is the di-
urnal variability in storage heat ﬂux (ΔQS). Compared to a rural site, urban sites
have a higher range of ﬂuctuations in ΔQS, with storage heat increasing in the
daytime and larger releases at night. This is a result of the diﬀerences in ther-
mal and morphological characteristics of urban and natural surfaces, and plays an
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Figure 2.2: The spatial (rural vs urban) and diurnal variation of the urban
energy balance components (10 June to 10 July 2002). U1 and U3 are urban
sites, S1 is a suburban site and R1 is a rural site. Note that ﬂux components
(except Q*) have negative signs. Source: Christen and Vogt (2004, pp 1410).
important role in determining the behaviour of UHI. Using the set of equations
discussed above, questions on how various factors contribute to variations in the
urban thermal environment can be better answered. For example, one reason for
higher temperatures at night in dense urban areas is the increase in QH which is
fuelled by positive ΔQS (i.e. release of stored heat in buildings, pavements, etc).
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Scale of inﬂuence
In the real world, the interface between the surface and the atmosphere is a
complex conﬁguration of internal boundary layers, each with its own characteristics.
As discussed in the previous chapter, the vertical scale of interest in this study is
the canopy layer. As the canopy layer is characterised by street canyons and the
interaction of discrete 3D urban surfaces with the near surface air volume, the
spatial scales of interests considered are both the microscale and the local scale,
with the former being of greater importance (Oke, 1988b).
2.3 Controls on UHI
Putting the previous two sections together, we are now in a better position to dis-
cuss the factors that are known to inﬂuence the UHI. The thermal conditions of a
city have a stable underlying long-term climatic signal, i.e. the background climate
(Lowry, 1977). One top of these signals, there are other inﬂuences that result in
variability across shorter time spans and smaller footprints. Variations occur not
only between urban and rural areas but also between urban areas with diﬀerent
land use and building morphology.
2.3.1 Urban factors
The World Meteorological Organization (WMO) report on instruments and observ-
ing methods written by Oke (2006) suggests four main categories of controls on the
urban climate (Table 2.1), discussed further below.
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Table 2.1: Urban factors that have an inﬂuence on the urban climate. Source
(Oke, 2006).
Urban factors Description
urban structure building morphology, canyon geometry
urban cover proportion of vegetation, built-up, paved, etc
urban fabric natural and construction materials
urban metabolism anthropogenic release of heat, water, pollutants
Urban fabric and cover
Pertaining to surface materials and cover, various thermal properties such as
heat capacity, conductivity, reﬂectance (albedo) and waterprooﬁng, aﬀect a wide
range of energy balance components. The type of ground cover is a good indicator
of surface permeability as concrete or sealed surfaces are often water-proof while
natural surfaces such as vegetation and soil are much more pervious (Oke, 2006).
Much research has also been done on the evaporative cooling (QE) eﬀects of vege-
tation cover (e.g. Jauregui, 1990; Jonsson, 2004).
Impervious city surfaces not only restrict latent transfer of heat, but also
contain building materials that have higher rates of heat absorption and storage
capacity. Typical construction materials such as concrete, stone and asphalt have
lower albedo and high thermal admittance, encouraging the storage of heat in the
day (Oke, 1987). The additional stored heat (ΔQS) is then conducted back to the
surface at night and released into the atmosphere as long-wave radiation (L↑).
Vegetated surfaces can contribute towards local air temperatures through
various processes. Transpiration dissipates heat as latent heat (increases QE) re-
sulting in cooler surroundings; a process which becomes stronger as vegetation
density increases. Vegetation cover also intercepts incoming short-wave radiation
from the sun, reducing the solar radiation reaching the ground surface (decrease
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in K↓). The above factors mean that parks and green areas often act as cooling
elements which can moderate UHI intensities (Jauregui, 1990; Spronken-Smith and
Oke, 1998; Jonsson, 2004) and may show seasonal variability (Hamada and Ohta,
2010).
Other variables relating to urban density such as distance from city centre
are sometimes used. Unger et al. (2001) applied distance from city, as the city of
Szeged is deemed to be of a concentric layout, densest in the core. However, as dis-
cussed in their paper, urban areas are often anisotropic surfaces, thus diminishing
the value of using an isotropic distance as a predictor for urban density.
Urban structure
Urban geometry, measured in a number of ways such as height-width ratio,
H/W (e.g. Oke, 1981; Eliasson, 1996; Sakakibara, 1996), sky view-factor, SVF (e.g.
Park, 1987; Oke, 1988a), has the greatest impact on radiation components. A low
SVF or high H/W ratio results in low amounts of outgoing radiation successfully
escaping from the urban canyon to the sky and also reduces the level of turbulent
heat transfer (Unger, 2004). However, Bottya´n et al. (2003) argue that H/W alone
is not a suﬃcient gauge for canyon geometry as a narrow street with low buildings
may have a similar ratio compared to a wide street with tall buildings. Further-
more, H/W is dependent on the existence of canyons and has no logical value when
describing large expanses of ﬂat built surfaces such as car parks.
Several researchers have deduced linear relationships between UHI intensities
and urban geometry. A study by Oke (1981) on the relationship between average
H/W, SVF and UHIMAX of 31 cities in Europe, North America and Australasia,
produced strong relationships (UHIMAX = 7.45 + 3.97 × ln(H/W) and UHIMAX
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= 15.27 − 13.88 × SVF). Park (1987) found that in Japanese cities, UHIMAX =
10.15 − 12 × SVF, and in Korean cities UHIMAX = 12.23 − 14 × SVF. Unger
(2004) conducted mobile surveys in Szeged, Hungary, under “ﬁne conditions” and
found that mean UHI = 5.90 − 4.620 × SVF. In Singapore, Goh and Chang (1999)
found a relationship of UHI = 0.952 × median H/W - 0.021 at a speciﬁc time-slice
(22:00 hrs) over a period of a few dry days.
Urban metabolism
Anthropogenic activity, as discussed earlier, is an input in the urban energy
balance. The total QF ﬂux is the sum of sources such as traﬃc activity, build-
ing energy consumption and human metabolism (Sailor, 2011). It can be of much
importance as some cities have greater anthropogenic heat release (QF ) than net ra-
diation (Q*) during winter (Oke, 1987; Pigeon et al., 2007). Higher levels of energy
usage and subsequent emission are related to the need for artiﬁcial heating in winter.
In a study on Tokyo by Ichinose et al. (1999), space heating and hot water supply
were identiﬁed as two of the largest components of energy consumption, notably
occurring during winter. Apart from temperate regions, anthropogenic emissions
have also been studied in the tropics. Estimates by Quah and Roth (2012) put
maximum QF of a commercial site in Singapore at 113 W m
−2, exceeding 10% of
the typical hourly maximum at solar noon. One key ﬁnding was that these high
values persisted beyond sunset, potentially providing sources of heat after sunset.
In terms of spatio-temporal variations, the study on Tokyo by Ichinose et al.
(1999) identiﬁed increased amounts of anthropogenic heat released in the city dur-
ing 14:00 hrs as compared to at 21:00 hrs. The converse was true for the suburbs
which saw increased activity as people returned home from work. The study by
Quah and Roth (2012) also found that QF varies on diurnal and weekly scales,
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across three diﬀerent sites. Weekday hourly QF values at a commercial site were
∼5% higher during the weekend, while a high-rise residential estate saw ∼9% less
QF during the weekdays as opposed to the weekends. UHI characteristics such as
time of occurrence of peak heat island intensity may also be attributed to contrast-
ing anthropogenic activity levels at diﬀerent times of the day across diﬀerent land
uses (Chow and Roth, 2006).
Classiﬁcation of urban areas
As the above controls tend to overlap and occur in typical clusters, schemes
to subdivide urban zones have been developed. These include the Urban Terrain
Zones (UTZ) by Ellefsen (1991), Urban Climate Zones (UCZ) by Oke (2006), Ther-
mal Climate Zones (TCZ) by Stewart and Oke (2009b) and Local Climate Zones
(LCZ) by Stewart and Oke (2012). The UTZ is based primarily on the contiguity of
buildings and their functions. The UCZ incorporates the UTZ groups with added
measures of geometry and inclusion of non-built zones such as rural areas. The
TCZ was designed with the intention of subdividing areas by their consistency in
canopy layer air temperature rather than “arbitrary urban-rural diﬀerences” (Stew-
art and Oke, 2012). The LCZ was developed with the similar intention of adapting
categories to local land use that may not be a simple puzzle piece of urban and
rural blocks (Appendix C). This is useful primarily when providing metadata on
station selections.
2.3.2 Weather factor, antecedent conditions and moisture
factor
The annual variation in synoptic weather in a given location can be highly inﬂu-
enced by its geography (e.g. latitude and proximity to water bodies). UHI mag-
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nitudes and behaviour vary between heating and non-heating seasons as well (e.g.
Bottya´n et al., 2005). While synoptic conditions are often deemed to be “noise” as
they are not really urban parameters, it is very well possible that synoptic condi-
tions can exacerbate the behaviour of other development parameters and vice versa
(Landsberg, 1970). Furthermore, it may not be practical to remove environmental
inﬂuences that are a common occurrence, such as cloud cover over the equator.
Synoptic conditions that have some form of inﬂuence on the urban ther-
mal environment include precipitation, relative humidity, cloud cover, surface wind
and solar radiation. Cloud cover (which inﬂuences the radiation budget) and sur-
face wind (which inﬂuences energy partitioning) are the main focus of the weather
factor. Pigeon and Masson (2009) showed that the higher the solar incoming ra-
diation, the larger the diﬀerences between minimum temperatures across stations.
Nakamura and Oke (1988), Stewart (2000) and Yow (2007) have also shown that
wind speeds and cloud cover are strong determinants of UHI intensities. Similarly,
Stewart (2000) found that antecedent levels of the same conditions, in the hours
before the expected peak of heat island magnitudes, are also inﬂuential.
Nakamura and Oke (1988) also postulated that the thermal inertia of rural
areas caused by moist conditions can dampen heat island intensities. A previ-
ous study on the UHI in Singapore by Chow and Roth (2006) revealed seasonal
trends due to monsoonal activity increasing soil moisture and hence thermal ad-
mittance. As discussed in Section 2.1, this in turn may reduce UHI intensities.
With monsoonal variation in precipitation and winds, weather, the combined ef-





Relief and maritime inﬂuences are potential sources of forcing on the thermal
conditions of a city (Saaroni et al., 2000; Roth, 2007; Suomi and Ka¨yhko¨, 2012).
Due to diﬀerential heating and cooling characteristics between land and water, large
water bodies have been found to have an ameliorating inﬂuence on temperature at
small scales over short time periods as seen in the case of Tel Aviv, where the
Mediterranean Sea moderated the heat island intensities at coastal locations (Saa-
roni et al., 2000). In terms of relief, the environmental adiabatic lapse rate results
in a cooling eﬀect with increased elevation.
Temporal variations due to latitude
Seasonal variations in radiative ﬂux relating to latitudinal diﬀerences occur
across the globe. These variations lead to the shift in the inter-tropical conver-
gence zone (ITCZ), which has signiﬁcant impact on rainfall patterns. In Southeast
Asia, where Singapore is located, monsoonal patterns result in temporal variability
in weather conditions, thus changing Φm, Φw and Φa. In higher latitudes, sunset
and sunrise timings undergo relatively large changes resulting in longer or shorter
days that inﬂuence daytime heat storage. The amounts of incoming and outgoing
short-wave radiation (K) have an important part to play in heat storage and release
(Equation 2.9). The rotation and orbit of the earth with relation to the sun give
rise to diurnal and seasonal variations in the above behaviour. These, in turn, have
an impact on the dynamics of UHI in the form of Φt (Oke, 1998).
In the case of Singapore, sunrise, sunset and solar noon timings do not diﬀer
much, varying ±20 minutes from 07:00, 19:00 and 13:00 hrs local time respectively.












































































Figure 2.3: Mean monthly sunset, sunrise and solar noon times for Singapore
during the study period (February 2008 to June 2011).
length of day does not vary) and the latest times typically occur during February,
while the earliest occur during November. The mean timings during the study pe-
riod are shown on Figure 2.3. The largest deviation between any two days across
the study period is 30 minutes for all three events. As Singapore is located near the
equator, the seasonal variation in solar angle and declination is minimal. The high
solar angle also means that there is less variability due to unequal shading across
the year (Erell and Williamson, 2007). Day lengths are also relatively constant
throughout the year so the solar cycle is assumed to have little direct impact on
seasonal UHI patterns.
For countries at higher latitudes, changes to natural vegetation cover occur
on a seasonal basis. These vegetation changes have previously been shown to be
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inﬂuential on nocturnal UHI events through changes to QE ﬂuxes (Jonsson, 2004;
Unger, 2004). In Singapore, however, most vascular vegetation is evergreen and
does not vary much throughout the year.
2.4 Review of monitoring methods
To monitor the spatial variation air temperature in a city over a period of a few
years is no small matter. Realistically speaking, ﬁnite resources mean that certain
information has to be sacriﬁced. In the past few decades, two main methods of em-
pirical air temperature and humidity collection in the canopy layer have been used.
Diﬀerences in available resources, scales of interest and type of variables involved
inﬂuence the choice between these monitoring methods.
Traverse method
The traverse method typically constitutes temperature and/or humidity sen-
sors mounted on a vehicle (such as a car or a bicycle) making a quick journey
through the area of interest. Multiple vehicles can be deployed at the same time
to increase spatial coverage. This method has been used as early as in the 1920s
(Emmanuel, 2005) and remains popular in the present day (e.g. Bottya´n et al.,
2005; Hart and Sailor, 2008). Observations are made typically for air temperature
although this method has been used to measure other variables such as canyon
wall temperatures (Voogt and Oke, 1998). Several urban climate studies based in
Singapore also adopted this approach to determine the spatial distribution of the
UHI (Singapore Meteorological Services, 1986; Goh and Chang, 1999; Wong and
Chen, 2005).
The strengths of this method include the relatively short period of monitor-
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ing required and the need for fewer resources as a single instrument may suﬃce.
The placement of ﬁxed instruments (see below) may also require approval from
authorities while a mobile traverse may have the same restrictions. Another advan-
tage of using a traverse approach is that a large spatial extent can be covered with
a high density of measurement points (Goh and Chang, 1999). This higher density
may mean that the dataset is more evenly spread out in space and thus more useful
for spatial analyses. The traverse method can also be used to identify locations of
interest, such as a speciﬁc area with high UHI intensities (Oke, 2006).
However, extra care must be taken to ensure that the measurements are repli-
cable as there are many inﬂuencing factors such as traﬃc speed, atypical weather
conditions and wind ﬂow brought about by the relative speed of the vehicle. The
window of opportunity for a good measurement is rather small, speciﬁcally a few
hours after sunset and before sunrise on nights with ideal weather conditions (i.e.
low wind speed and cloud-free skies) (Oke, 2006). It is thus unsuitable for identify-
ing the time of day for peak UHI occurrence unless the survey is done continuously
throughout the night. Furthermore, as the measurements across diﬀerent locations
are not taken simultaneously (e.g. Bottya´n et al. 2005: approx. 90 minutes diﬀer-
ence between ﬁrst and last measurement), there is a need for temporal adjustment.
In situ method
The other method commonly employed is the use of a network of sensors
placed at ﬁxed locations for an extended period (e.g. Pigeon and Masson, 2009;
Suomi and Ka¨yhko¨, 2012). This method provides more certainty in the observa-
tions as site parameters do not change, but is often logistically more diﬃcult to
carry out than the traverse method due to the amount of instruments involved.
30
One beneﬁt of using ﬁxed stations for observation is that longer temporal
stretches of data are achievable with less eﬀort than a traverse. Once the instru-
ments are set-up, they can be left logging for periods of several months or years
with periodical maintenance, while traverses are typically useful for periods of up
to a few days only. Suomi and Ka¨yhko¨ (2012) collected six years of data using a
network of static sensors, enabling inter-annual analyses. Having a long expanse of
data means that one does not need to identify a “window” period as an “ideal” day
can be extracted in retrospection. The in situ method, due to its ability to provide
lengthy and repeated time series, is a better choice for temporal studies.
A shortcoming of the in situ method is that a large number of sensors are
needed to monitor a large area at a high density. This means that the dataset
may not be as useful for spatial analysis as the traverse method. Also, a detailed
log is required for each instrument in the ﬁeld to ensure that any anomalies (e.g.
a bush ﬁre in the vicinity) are eventually accounted for and regular maintenance
need to be conducted to ensure that the instruments are in good working condition.
Note on remote sensing methods
With the advancement of remote sensing techniques, some researchers have
used remotely sensed temperature to monitor urban environments. However, there
are caveats to using such satellite and aerial thermal imagery, as discussed by Roth
et al. (1989) and Voogt and Oke (2003). For one, the measured temperatures are
surface temperatures and thus would not be directly relevant if the variable of in-
terest is atmospheric temperature. Furthermore, they are representative of surfaces
in the direct line of sight from the satellite sensors, including surfaces above the
screen level such as rooftops but also street surfaces, pavements, etc. Secondly,
the temporal resolution of remote sensing methods is coarse. Comparisons between
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rural and urban generate surface urban heat island (SUHI) and not CLUHI like
the previous methods. One distinctive diﬀerence between SUHI and CLUHI is that
SUHI intensity tends to be highest in the day, while CLUHI intensity is highest at
night (Roth et al., 1989).
Attempts have been made to model air temperature from surface temper-
ature. Nichol et al. (2009), in a study on Hong Kong, showed that the relation-
ship between that surface and air temperatures is “good” under certain conditions,
although relatively weak correlations are obtained when compared speciﬁcally be-
tween measurements taken over areas with the same land cover (urban or rural).
The R2 values were .42 and .09 for urban and rural areas respectively. Voogt and
Oke (2003), however, argue that prediction of the relationship between air and sur-
face temperatures are likely to require the “application of detailed, fully coupled
surface-atmosphere models” (pp 380).
With such uncertainties, despite being a relatively easy method to obtain
data over a large spatial extent, thermal imagery via remote sensing does not pro-
vide good data for atmospheric temperature. Furthermore, it does not technically
equate to monitoring as some form of modelling is involved.
2.5 Past studies on the thermal environment of
Singapore
Early studies on the urban thermal environment of Singapore were mainly descrip-
tions of empirical observations. Nieuwolt (1966) published the earliest known study
in a paper titled The Urban Microclimate of Singapore. Till the present day, only
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a handful of canopy layer studies have been conducted. A few of the earlier stud-
ies employed traverse observations with ﬁxed time slices, where estimated time of
UHIMAX was ﬁrst identiﬁed by other research work (Singapore Meteorological Ser-
vices, 1986; Goh and Chang, 1999).
Nieuwolt’s study involved simultaneous observations conducted at the rural
reference of Paya Lebar Airport (the main airport during that time) and the com-
mercial core. The study yielded a maximum daytime UHI intensity of 3.5◦C and
a night-time maximum of ∼4.5◦C which was attributed to radiative exchange and
surface moisture (Table 2.2). The next documented study was published in 1986,
involving both mobile and ﬁxed observations by the SMS (Singapore Meteorological
Services, 1986). Findings included seasonal variations in UHI, with values of up to
∼5◦C during the SW monsoon and only ∼2.5◦C during the NE monsoon. Higher
UHI intensities were also found after midnight (00:30 to 03:30 hrs) as opposed to
22:00 hrs. Cool islands were identiﬁed over the central catchment area and the rural
north-west while UHIMAX was measured at the central business district (CBD).
Goh and Chang (1999) employed a similarly spatially extensive study to
identify seasonal and spatial patterns of UHI. Results were similar to the SMS
study although spatial increase in heat island footprint was identiﬁed, consistent
with increased urban development across the island. This was also the ﬁrst study in
Singapore to quantify relationships between canyon geometry and UHI intensities
although the relationship was found to be only weakly signiﬁcant. Wong and Chen
(2005) reported observations from across the island and mentioned the presence
of an urban heat island in dense housing estates. However, quantiﬁcation of the
heat island intensity was not discussed, although the measurement of diﬀerences in
maximum and minimum air temperature for the traverses were provided.
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Few spot measurements of
temperature at 9 urban areas were
compared with the rural reference,
Paya Lebar airﬁeld, in 1964.
Daytime UHIMAX of ∼3.5◦C, but
without speciﬁc time-slice;






Mobile traverse adjusted to
standardised time of 22:00 hrs in
1979 and 1981. Fixed
measurements at stations were also
conducted.
Higher UHI intensity at 00:30 -
03:30 hrs than 22:00 hrs; seasonal
diﬀerences in UHIMAX : SW





Relationship between H/W ratio
and UHI intensity with
measurements in 1996.
UHIMAX at 22:00 hrs for SW
monsoon = 4.8◦C and NE
monsoon = 2.5◦C; statistical
signiﬁcance in correlation of




Island-wide mobile survey for two
nights in July and September 2002
(02:00 - 04:00 hrs) mapping the
UHI spatial trend.
Max. diﬀerence ∼4◦C; green areas





Four representative urban areas
(CBD, commercial, high-rise and
low-rise housing) were studied for
temporal from March 2003 - March
2004 variations to UHI.
UHIMAX ∼7◦C, occurs 3-4 hrs
after sunset; seasonal variability of
UHI; no clear relationship between
geometry and UHI intensity.
A comprehensive study focusing on the temporal behaviour of heat islands
was conducted by Chow and Roth (2006). This involved the longest series of data
to be collected at that point in time (13 months; from March 2003 to March 2004)
at four urban stations representing commercial and residential land use. The rural
reference was located in the rural north-west. The UHIMAX of 7.1
◦C recorded in
May was the highest ever while the north-east monsoon saw maximum UHI values
of only 4.3◦C, a dampening eﬀect similar to those reported earlier by Singapore
Meteorological Services (1986) and Goh and Chang (1999). Distinct seasonality in
UHI intensities were established and the time of UHIMAX was shown to vary across
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Table 2.3: Timeline of UHI studies in Singapore.
Title of study Author Year
The urban microclimate of Singapore Nieuwolt 1966




A GIS-based approach to microclimate monitoring in Singa-
pore high-rise housing estates
Nichol 1994
Monitoring tropical rain-forest microclimate Nichol 1995
A survey of urban heat island studies in two tropical cities Tso 1996
High-resolution surface temperature patterns related to ur-
ban morphology in a tropical city: A satellite-based study
Nichol 1996
Analysis of the urban thermal environment with LANDSAT
data
Nichol 1996
Visualization of urban surface temperatures derived from
satellite images
Nichol 1998
The nocturnal heat island phenomenon of Singapore revisited Goh and
Chang
1998
The relationship between H/W ratios and the heat island









Study of green areas and UHI in a tropical city Wong and
Chen
2005
Thermal beneﬁts of city parks Chen and
Wong
2006
Temporal dynamics of UHI in Singapore Chow and
Roth
2006
Study of the impact of greenery in an institutional campus
in the tropics
Wong et al. 2007
Inﬂuence of land use on UHI in Singapore Jusuf et al. 2007
Microclimatic modelling of the urban thermal environment




Spatial variation of the canopy-level urban heat island in
Singapore
Li and Roth 2009
Air temperature distribution and the inﬂuence of sky view









Diurnal and weekly variation of anthropogenic heat emissions





diﬀerent seasons. However, relationship between morphological characteristic and
UHI were not signiﬁcant.
Apart from mainly spatial (Nieuwolt, 1966; Singapore Meteorological Ser-
vices, 1986; Nichol, 1994, 1995, 1996b,a; Wong and Chen, 2005; Chen and Wong,
2006; Jusuf et al., 2007) and mainly temporal studies (Chow and Roth, 2006), as
discussed earlier, Goh and Chang (1999) established a weak statistical correlation of
height-width ratio and UHI intensity in the local context. Wong and Jusuf (2010a)
also mention the inﬂuence of sky view factor but stops short of quantifying its eﬀect
on UHI measurements. Referring to Table 2.2, nocturnal UHIMAX values reported
include ∼4.5◦C (Nieuwolt, 1966), ∼5◦C (Singapore Meteorological Services, 1986),
4.8◦C (Goh and Chang, 1999) and ∼7◦C (Chow and Roth, 2006) .
Despite the earlier research eﬀorts (Table 2.3), gaps are still present in the
UHI literature for Singapore. These include lack of knowledge of large-scale spatial
variations of UHI across temporal time-scales, and the quantiﬁcation of the inﬂuence
of more urban parameters on UHI magnitude. As most of the studies are conducted
over several days, with the exception of Chow and Roth (2006) which was conducted





3.1 Overview of the study area
The study area is bounded by the coastline of the main island of Singapore, span-
ning approximately 48 kilometres from east to west and 24 kilometres from north
to south. The island is situated at the southern tip of the Malay Peninsula and is
located approximately 1.4◦ north and 103.7◦ east. The total land area of the main
island is approximately 700 square kilometres (Figure 3.1).
Weather and climate
Due to its equatorial location, Singapore is classiﬁed as having a tropical rain-
forest climate (Ko¨ppen classiﬁcation - Af), having high temperature, humidity and
precipitation throughout the year. Singapore typically experiences a diurnal mini-
mum air temperature ranging from 23◦C to 26◦C and a diurnal maximum ranging
from 31◦C to 34◦C. The Meterological Services Division reports recorded extremes
of 19.4◦C and 35.8◦C respectively (Meteorological Services Division, 2009). How-
ever, these temperatures are based on records of a limited number of meteorological
stations located close to the airport. Some of the temperatures measured by var-
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Figure 3.1: Map of Singapore and its surrounding region. The study area
(main island of Singapore) is coloured orange in the close-up.
ious sensors in this study exceed the above-mentioned bounds (refer to Section 4.2).
Along with the small temporal range of temperature values, the small size
of the study area also means that various synoptic weather elements are fairly spa-
tially consistent, with the exception of discrete rainfall events that tend to occur
asynchronously. However, complexity and diversity in urban conﬁgurations, as a
result of factors such as land use zoning, give rise to micro and local scale diﬀerences
in air temperatures.
The main seasonal changes in weather conditions occur as a result of the
monsoons. The monsoons bring about changes to the rainfall and wind patterns in
the region including Singapore. As the thermal environment is sensitive to synop-
tic conditions such as strong winds, extensive cloud cover and heavy rainfall, such
seasonal inﬂuences are important for this study. The north-east and south-west
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monsoons are interspersed by inter-monsoonal periods and have typical onsets and
ends (Table 3.1).
Table 3.1: Typical monsoon season onset and end.
NE monsoon Pre-SW monsoon SW monsoon Pre-NE monsoon
Dec to Early Mar Late Mar to May Jun to Sep Oct and Nov
Expected weather during the north-east (NE) monsoon include strong winds
around 2 to 3 ms−1 and afternoon showers in the ﬁrst half of the season. During
this period, rainfall occurrences are as frequent as during 20 days per month, typi-
cally occurring during the afternoon and evenings. In the second half of the season,
however, wind speeds can increase up to a maximum of 11 ms−1 but rainfall volume
diminishes leading to a dry February and March (or as early as January, as was the
case in 2009 and 2010). The pre-NE monsoon period, particularly during Novem-
ber, is also often wet, as seen in historical records and the study period (Figure 3.2).
During the south-west (SW) monsoon, mean wind speeds are similar to those
during the NE monsoon. Wind gusts of 10 to 20 ms−1 may occur in the morning
due to Sumatra Squalls. Rainfall frequency and intensity during the SW monsoon
is less pronounced than during the NE monsoon. The pre-SW monsoon period is
typically wet as well.
As synoptic conditions and monsoons themselves can be rather diﬀerent from
year to year, a comparison was done to highlight if there are any deviations from
expected behaviour during the study period (Figure 3.2). Data for the study pe-
riod (February 2008 to June 2011) was obtained from the meteorological station





































































































































































































































































Figure 3.2: (a) Monthly synoptic weather conditions during the study period
and (b) monthly mean synoptic weather conditions measured at Changi Mete-
orological Station from 1982 to 2008. Source: Meteorological Services Division,
Singapore.
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by Meteorological Services Division (2009). As shown in Figure 3.2, wind speeds
and mean temperature values are relatively consistent with the long term mean
behaviour. Monthly precipitation, however, deviates from the expected behaviour.
In particular, January was drier than expected in 2009 and 2010 but exceedingly
wet in 2011 with almost 500 mm of rainfall. December is also typically the wettest
month of the year but this was not the case in 2008, 2009 and 2010. These will
be relevant to topics on seasonal variation in thermal behaviour and the impact of
weather factor on heat island intensity, to be covered in later chapters.
Topography and land use
The relief of Singapore is largely gentle and ﬂat especially around the coast-
line. The highest point on the island is the Bukit Timah Hill which has an elevation
of 176 metres above sea level. Based on the NASA Shuttle Radar Topography Mis-
sion (SRTM) digital elevation model (DEM) taken in 1990, approximately 95.5%
of the main island of Singapore lies below the elevation of 50 metres (see Figure 3.3).
Singapore, one of the original four Asian Tigers, underwent large-scale ur-
banisation, especially post-WWII, turning what was once a forested island (Figure
3.4), into a thriving city-state. Prior to extensive human settlement on the island,
Singapore was once estimated to be covered by 82% lowland rainforest, 13% man-
grove forest and 5% freshwater swamp forest (Corlett, 1997; Yee et al., 2010) (see
Figure 3.4) with an estimated population of 1,000 in the early 1800s.
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Figure 3.3: Digital Elevation Model (DEM) of Singapore provided by the
Shuttle Radar Topography Mission (SRTM) in 1990. Source: NASA.
Figure 3.4: Land use of Singapore prior to extensive urbanisation (Yee et al.,
2010).
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Since then, Singapore has grown rapidly, with the population more than dou-
bling from 2.41 million to 5.08 million inhabitants in a short span of three decades
from 1980 to 2010. Singapore remains one of the countries with the highest popu-
lation densities in the world at 7126 inhabitants per square kilometre. Farms and
forested land have been replaced with built-up surfaces for residential, commercial
and industrial usage (Figure 3.5).
The most heavily urbanized area of Singapore lies in the South near the
mouth of the Singapore river where the commercial core and a major shopping dis-
trict, Orchard Road, is located (Figure 3.6). This is also the origin of development
in the 1800s. From the 1950s, the government began to develop the peripheries into
housing estates. In the present day, most parts of the island are urbanized with
the exceptions being the central catchment area, the rural north-west and isolated
pockets of farmways and large parks.
The morphology of the urban areas in Singapore also diﬀers from area to
area. For example in the eastern and western ends of Singapore, buildings tend
to be lower than the central areas. In the case of the east, the proximity to the
airport makes it impossible to have high-rise buildings while in the west, being an
industrial area means that low-rise buildings are less costly to build and land prices
do not force vertical utilisation of space.
Ubiquitous to most parts of Singapore are subsidized housing known as Hous-
ing Development Board (HDB) ﬂats. These are similar to apartment blocks found
in other parts of the world but often developed together as entire estates and are
tightly spaced and evenly distributed. However, recent HDB ﬂats have seen blocks
of ﬂats being built to the maximum height permissible (dependent on location: e.g.
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Figure 3.5: Summary of land usage in Singapore from 1955 to 2001. “BUA” =
built-up area. “Others” = inland water, open spaces, public gardens, cemeteries,
military installations and unused land. Note the increase in total land area due
to land reclamation and that land usage information has not been published
since 2001. Source: National Environment Agency.
>120 metres in Toa Payoh town) in a more closely packed arrangement. This is in
contrast to ﬁrst generation ﬂats that were typically 30-40 metres high. This means
that mature estates not subject to re-modiﬁcation (e.g. Figure 3.7) are less densely
built-up than newer estates, which often also have elaborate artiﬁcial surfaces cov-
ering the entire estate.
In recent years, there have been greening strategies by the National Parks
Board (NParks). In 2005, NParks added 17.5 ha of parks to increase the total park
area to 1924 ha. These are mainly added as small neighbourhood parks. There are
also plans to extend narrow strips of park connectors to a total of 170km (Ministry
of Environment and Water Resources, 2006).
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Figure 3.6: Recent satellite image of Singapore showing the urban-rural dis-
tribution and main areas of interest. Source: Google Maps.
Figure 3.7: A residential area in central Singapore. Note the ﬁrst generation
HDB ﬂats (approx. 35 metres high) in the foreground and the higher newer
generation HDB ﬂats and condominiums (>90 metres high) in the background.
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3.2 Instrumentation and site selection
3.2.1 Monitoring methodology
Based on the review in Section 2.4, the choice of monitoring method for this partic-
ular study is the in situ approach. The rationale is that while the traverse method
provides for good spatial coverage, it is diﬃcult to implement for measurements at
a high temporal density. In the case of the in situ method, more sensors can be
installed in a certain area to increase the spatial coverage and/or density.
Furthermore, if the traverse method was chosen, there would not be any
suﬃciently robust modelling technique to extend the temporal dimension of the
dataset to a few years. This is due to the high variability of temporal factors such
as synoptic weather conditions. On the other hand, spatial extension of the dataset
is arguably simpler as the physical factors that account for spatial variability are,
generally-speaking, immutable. A second concern is the need for data correction.
Time of measurement is asynchronous since measurements cannot be taken simul-
taneously at multiple locations, thus adjustment is needed to ensure that values
are comparable. Furthermore, wind ﬂow due to vehicle movement and traﬃc con-
ditions mean that readings taken when stationary or in heavy traﬃc have to be
omitted (e.g. Hart and Sailor, 2008).
Choice of sensors
Two models of sensors were used in the study, namely, the ONSET HOBOTM
H8 Pro Series (humidity and temperature: H08-032-08; temperature only: H08-30-
08) Data Logger and the ONSET HOBOTM Pro v2 (U23-001) Data Logger. These
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two models are the same sensor with the latter replacing the former on the product
line. All sensors are housed in HOBOTM Weather Data Logger Solar Radiation
Shields to prevent erroneous readings that may be introduced by direct sunlight,
as well as to protect the sensors from elements such as rain or physical tampering.
Figure 3.8: Top-left: ONSET HOBOTM H8 Pro Series sensor (H08-032-
08) which measures both temperature and humidity. Top-right: The ONSET
HOBOTM v2 Data Logger which measures both temperature and humidity.
Bottom-left: The Optic USB Base Station coupler for downloading data from
the v2 logger. Bottom-right: the ONSET HOBOTM Shuttle Data Transporter.
The U23-001 sensor has a documented accuracy of ±0.21◦C at temperatures
between 0◦C to 50◦C, and a resolution of 0.02◦C at 25◦C. The H8 series sensors
have a documented accuracy of ±0.2◦C and resolution of 0.02◦C at 21◦C (when
high resolution temperature is logged). With almost identical accuracy and pre-
cision levels, plus several calibration tests (see Section 3.4), the above-mentioned
types of sensor are deemed to have the same consistency in measurements.
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The sensors deployed in the study are named sequentially from S01 to S46
(N = 46) with ‘S’ representing ‘station’. These sensors log temperature and hu-
midity readings at 10-min intervals, although data for a number of stations (S01 to
S25) were logged at 5-min intervals prior to May 2008. These 5-min interval data
have since been ﬁltered (omitting every other data point rather than averaging) to
10-min interval data for consistency. Majority of the data were downloaded on-site
using a direct COM or USB port connection to a notebook computer. These down-
loads were done via 3.5 mm TRS cables for the HOBOTM H8 sensors and an Optic
USB Base Station coupler for the HOBOTM Pro V2 sensors. Data from less ac-
cessible sites were sometimes collected using a HOBOTM Shuttle Data Transporter.
Mounting of sensors
Oke (2006) suggests that sensors be placed 1.25 to 2 metres above the ground
for non-urban stations and up to 5 metres for urban stations. The larger range for
urban stations is due to practical concerns of security and vehicular exhaust.
Studies have shown that air temperatures within urban canyons do not vary
by much with height (e.g. Nakamura and Oke, 1988; Eliasson, 1996).Nakamura and
Oke (1988) went further to show that even measurements taken above the roof of
canyons do not diﬀer much (typically <0.5◦C) from those taken at lower heights
within the canyon, although care must be taken for distances within 0.5 metres
of any surface such as canyon walls and ground (Figure 3.9). A study by Basara
et al. (2008) shows that temperature diﬀerences between an urban and rural site
at 2 metres and 9 metres have a good correlation. However, the absolute values
and range of ΔTu − ΔTr are quite diﬀerent. Furthermore, the agreement of the
temperatures taken at the two heights are consistent at night but not so much in
the day (Figure 3.10).
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Figure 3.9: Air temperature diﬀerences between 1 metre above the centre of the
canyon ﬂoor, and (i) 2.3 m above the north roof (solid line), and (ii) 3.0 m above
the south roof (dotted line) conducted in Kyoto, Japan. Source: Nakamura and
Oke (1988).
The studies mentioned above show that air temperature measurements taken
at various heights during the day are less consistent than at night. As this study
involves the analysis of heat islands throughout the entire day, the instruments were
all installed at a height of around 2 metres (±20 cm) to ensure consistency (Figure
3.11). In this study, most sensors in the urban areas are mounted on lampposts.
Several sensors, particularly the rural ones, were attached to the trunks of trees,
with care taken to select trees that are not too large to be thermally inﬂuential.
One concern was the proximity of the sensors to the metal bodies of the lampposts.
A study was conducted to ascertain the eﬀects of distance from lamppost body (at
20 and 40 cm distance). The results show that diﬀerences are <0.05◦C, below the
documented accuracy of the sensor (0.2◦C).
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Figure 3.10: Diﬀerences in ΔTu−r between sensors at 2 metres and 9 metres
height in Oklahoma City during July 2003. Source: Basara et al. (2008).




The term “urban”, deﬁned as an area that is artiﬁcially built, will apply to
a variety of built-up areas such as high and low-rise residential, commercial and
industrial. The varying urban forms bring about intra-urban diﬀerences in ther-
mal regimes and hence air temperatures and UHI intensity (Unger, 2004; Erell and
Williamson, 2007; Hart and Sailor, 2008). As discussed in Section 2.3, in between
the “urban” and the “rural” are areas of mixed land use, such as urban parks with
concrete pavements, and also varying density of surface vegetation (Stewart and
Oke, 2009b,a). Among several schemes designed to allow discretization of a con-
tinuum of land use, the LCZ (Stewart and Oke, 2009a), veriﬁed in various parts
of the world (e.g. Emmanuel and Kru¨ger, 2012), was chosen for this study. This
avoids the problem of shoehorning all areas into a rural-urban dichotomy that is
non-representative of the real world. Figure 3.12 has some examples of LCZ classes.
Upon deciding on the classiﬁcation of land use, the next challenge is to site
instruments in a manner that allows the monitoring of representative values. The
fetch of stationary sensors are unlikely to be limited to the immediate locality of
the station. Oke (2006), suggests a typical radius of 0.5 kilometres. Murphy et al.
(2011) performed a statistical study that showed highest correlation between land
use and temperature at 180 metres upwind fetch. They identiﬁed the most inﬂuen-
tial fetch as 150 to 270 metres. This being the case, the land use and morphology
in several hundreds of metres radius from the sensor should be as homogeneous as
possible for the measurements to be representative of a speciﬁc local climate zone.
Where possible, sites selected for this study take into consideration a homogeneous
land use for several hundreds of metres. Figure 3.13 shows the location of stations
at the sites that were selected while Table 3.2 contains their respective LCZ classes.
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Figure 3.12: Schematic showing examples of Local Climate Zones (LCZ). More
details can be found in Appendix C. Source: Stewart and Oke (2009a).
Rural reference selection
Deﬁning what constitutes “rural” and “urban” is no trivial matter. In the
case of UHI calculations, this becomes particularly crucial as a rural baseline must
be selected. Arguably the most common method is to use a pre-selected “rural”
site. Lowry (1977) described “rural” as locations which represent pre-urban condi-
tions, unaﬀected by topography or coastal eﬀects. For Singapore, there are several
locations that ﬁt the criteria of a rural reference. A dipterocarp forest is one such
choice and a station on the shortlist is one in the central catchment area (S03).
Another possibility is the typical choice of an open, undeveloped rural location. A
cluster of stations (S16, S23, S27 and S28) are sited in Lim Chu Kang, a relatively
rural and underdeveloped area in the north-west of Singapore. S16 was eventually
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Figure 3.13: Map of sensor distribution for the study.
Figure 3.14: The surrounding land use and sensor mount at the rural reference
station (S16).
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Table 3.2: LCZ classes of the stations in the study. Refer to Appendix C
for description of the classes. HPC represents higher parent class while LPC
represents lower parent class, essentially the primary and secondary classes re-
spectively. Stations with mixed land use will have values for both HPC and
LPC.
Stn HPC LPC Stn HPC LPC
S01 B G S24 5
S02 3 B S25 8
S03 A S26 B A
S04 B S27 B A
S05 3 S28 B A
S06 4 D S29 B 1
S07 1 S30 B G
S08 1 S31 3 1
S09 G B S32 6 D
S10 A 9 S33 3
S11 B F S34 D G
S12 2 S35 3
S13 3 S36 D 8
S14 1 2 S37 1 D
S15 3 S38 1
S16 B A S39 D
S17 1 E S40 2
S18 3 S41 3
S19 3 S42 2 1
S20 5 D S43 6 A
S21 6 S44 1 2
S22 1 2 S45 3
S23 B A S46 1 2
Table 3.3: Studies on UHI in Singapore and their respective reference sites.
See Figure 3.6 for map of locations.
Study Reference site
Nieuwolt (1966) Paya Lebar airport
Singapore Meteorological Services Paya Lebar airport
Tso (1996) Lim Chu Kang (rural NW)
Goh and Chang (1999) Minimum temperature measured
Wong and Chen (2005) Minimum temperature measured
Chow and Roth (2006) Lim Chu Kang (rural NW)
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Stations in the rural north-west were used in previous studies of heat islands
in Singapore (Tso, 1996; Chow and Roth, 2006, see also Table 3.3). Furthermore,
open and undeveloped sites are more commonly used in heat island literature (as
with previous studies on Singapore) and results may be more comparable when
using a similar reference. S16 also has the most comprehensive dataset among the
shortlisted stations at 89.63% of the entire study period. As there are several neigh-
bouring sites with similar land use, any anomalies in measurements can be easily
spotted and missing data may be ﬁlled with data from these stations, if necessary.
Figure 3.15 shows a histogram of pairwise diﬀerences between S16 and S23. The
measured values at S23 fall largely within ±0.5◦C of S16 at each paired interval.
Diﬀerences greater than 1◦C amounts to less than 1000 data points, which is ap-
proximately 7 days out of the entire study period of 41 months. This conﬁrms the
suitability of the neighbouring station as a surrogate.
Figure 3.15: Histogram of diﬀerences between pair-wise measurements taken
at 2 rural stations, Murai Farmway (S23) and Lim Chu Kang Road (S16).
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Distribution of sensors
Locations for sensor placement were selected with the intention of ensuring
(i) a wide spatial distribution across the island and (ii) a wide distribution across
various representative land uses and urban morphologies in Singapore (Figure 3.13).
These include locations in the north around the Woodlands/Admiralty area to the
Central Business District in the south; from Changi in the east to the western
edge of the island at Tuas; characterised by a variety of land use types such as the
CBD, high-rise public housing, private housing, agricultural land (see Appendix A).
46 stations were set up in the course of the study, although not all were
present throughout the entire study period (see Section 3.3 for details). Several
sensors were damaged, lost and tampered with. Where possible, the sensors were
replaced with new ones at the same location.
The mean center of all sites (centroid) is calculated as the coordinates 1.3485◦N
and 103.818◦E, which is almost the centroid of the main island of Singapore itself.
This suggests that biases in terms of cardinal directions are not present. Quadrat
analysis shows that the distribution is non-uniform (Figure 3.16) and high value of
the test statistic (X2 = 28.94) suggests that the distribution of the sensor is random.
Similarly, the Nearest Neighbour Index (NNI) was used to determine whether
the pattern of distribution of stations is random, clustered or dispersed. The set
of equations (Equations 3.1 - 3.4) shows the calculation of (i) the observed mean
nearest neighbour distance (Equation 3.1), (ii) the expected mean nearest neigh-
bour distance (Equation 3.2), (iii) calculation of NNI as a ratio of the observed
and expected mean nearest neighbour distance (Equation 3.3) and ﬁnally, (iv) the
calculation of the z -value (Equation 3.4).
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Figure 3.16: Distribution of sensors using a quadrat analysis showing the





















With distances and area normalized to kilometres and square kilometres re-
spectively, the NNI for the distribution of sensors was calculated as 0.879, which
is a random distribution. An NNI value of 0 is deemed strongly clustered while a
value of 1.0 is indicative of a random pattern. Values above 1.0, up to a maximum
of 2.149 (a constant), are considered dispersed. The calculated z-value of -1.478 is
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also within the critical range of -1.96 to +1.96, which means that the null hypothe-
sis that the observed pattern is not random can be rejected at the 95th conﬁdence
interval.
These tests determine that the sensor distribution is suﬃciently random to
provide unbiased results for spatial patterns.
3.3 Study period and data coverage
Observations used in the study were collected from February 2008 to June 2011,
a continuous period of 41 months, or 3 years and 5 months. The relatively long
period of study allows for inter-annual comparisons as well as multiple iterations of
shorter temporal cycles.
The initial 25 stations (S1 to S25) were set up in to log data from February
2008. S27 to S34 were installed approximately 4 months later, while S36 to S40
were installed towards the end of 2008. Stations S41 to S43 were added after. The
3 newest stations (S44 to S46) were recently added and included in this study to be
able to take advantage of the entire network although the data from these stations
may be omitted at times (as stated) where inconsistencies may arise.
While there were 46 stations running in the span of the study, some sensors
were stolen, damaged or faulty. As such, there are periods of time where certain
sensors have considerable amount of missing data. Other reasons for data gaps
include, maintenance and calibration exercises and battery issues. In the course
of the study, some sites also experienced signiﬁcant change to their surroundings,






















Figure 3.17: Time series showing the number of stations logging data at every
time step.
Tuas (S36) was converted into a private enclosed construction site. Among the 46
stations set-up during the study period, a total of 44 stations provided data across
the study period (S26 and S35 did not provide any usable data).
Table 3.4: Summary of 10-minute intervals logged
Number of stations with data Number of intervals logged Percentage of time
Study period 175791 100.0
≥ 30 44997 25.6
≥ 20 166849 94.9
< 10 5855 3.3
0 1186 0.7
Figures 3.17 and 3.18 show the status of the entire network during the period
of study. For majority of the time, at least 20 stations were logging simultaneously,
with isolated incidents reducing the numbers to single digit. Referring to Table
3.4, a summary of data shows that during the study period February 2008 to June
2011, only 0.7% of the time intervals saw no data being logged by any of the sta-
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tions. These are the occasions where maintenance or calibrations were carried out.
Only around 3.3% of the time intervals saw less than ten stations logging data and
a healthy 94.9% of the time, 20 or more stations were logging data. Note that
these ﬁgures already exclude erroneous data which have been removed. About one-
quarter of the time intervals saw 30 or more stations logging data. The highest

















































































































































Figure 3.18: A matrix showing the count of data points logged in each month
at every station.
