A particle approximation of Feynman-Kac distributions is presented here, that combines SIS and SIR algorithms in the sense that only a fraction of the importance weights is used for resampling, and two different approaches are proposed to analyze its performance. The first approach is based on a representation in terms of path-space distributions, and could be used to analyze the joint particle approximation of distributions for a reference model and for several alternate models at the same time. The second approach, which is of independent interest and seems very promising, is based on a representation in terms of a multiplicative functional, and could be used to analyze particle approximation with adaptive resampling schemes.
Introduction
Consider the unnormalized and normalized Feynman-Kac distributions defined on the set E by
and µ n , φ = γ n , φ γ n , 1 , respectively, where {X k , k = 0, 1, · · · , n} is a Markov chain taking values in E and characterized by • its initial probability distribution η 0 (dx),
• and its transition probabilities Q k (x, dx ), for any k = 1, · · · , n, and where g k (x) is a bounded nonnegative function for any k = 0, 1, · · · , n, and more generally
which includes the previous case, with γ 0 (dx) = g 0 (x) η 0 (dx) and
for any k = 1, · · · , n. Associated with this probabilistic (or more generally, integral) representation is the recurrence relation γ k = γ k−1 R k , for any k = 1, · · · , n. In full generality, it is always possible to decompose the nonnegative measure γ 0 (dx) = W 0 (x) p 0 (dx) ,
in terms of a nonnegative function and a normalized probability distribution, and to decompose the nonnegative kernel
in terms of a nonnegative function and a normalized Markov kernel, for any k = 1, · · · , n.
Assuming a further factorization of the nonnegative functions
for any k = 1, · · · , n, the following decompositions hold
for any k = 1, · · · , n, and the main contribution of this paper is to exploit this decomposition to design and study particle approximations of the form and
for any k = 1, · · · , n. In this case indeed, assuming a decomposition of the reference nonnegative measure
in terms of a nonnegative function and a normalized probability distribution, and assuming a decomposition of the reference nonnegative kernel R
, in terms of a nonnegative function and a normalized Markov kernel, for any k = 1, · · · , n, the following decompositions hold
for any k = 1, · · · , n, which clearly are of the form (4), and it is possible to design particle approximations of the form Clearly, the two point of views are mathematically equivalent, upon suitable substitution of the different nonnegative measures and nonnegative functions, and to decide which point of view to adopt usually depends on the application.
The paper is organized as follows : An original particle approximation is presented in Section 1, that combines importance weights and resampling weights. To analyze its performance, and in particular to derive a central limit theorem as the number N of particles goes to infinity, with an explicit expression for the asymptotic variance, two different approaches are proposed. A first representation is introduced in Section 2, in terms of path-space distributions and a path-particle approximation is presented in Section 3, with a central limit theorem stated in Theorem 3.2 and with an explicit expression for the asymptotic variance given in Proposition 3.5. A second representation is introduced in Section 4, in terms of the multiplicative functional of a Markov chain and an extended particle approximation is presented in Section 5, where importance weights are treated as particles, with a central limit theorem stated in Theorem 5.2 and with an explicit expression for the asymptotic variance given in Proposition 5.5. It is checked that all three particle approximations actually correspond to the same algorithm, and that the two expressions obtained for the asymptotic variance are actually equal. The respective merits of the two different approaches are discussed in the Conclusion.
The following abuse of notation
0 (x ) will be used throughout the paper.
Particle Approximation with Combined Weighting and Resampling
Recall that the unnormalized distributions satisfy the following recurrence relation
Recall also the decomposition (1), and introducing a particle approximation of the form
and using the decomposition (2), yields
, which can be interpreted as the marginal nonnegative measure on E associated with a nonnegative measure on the product set {1, · · · , N} × E. Using the auxiliary variable approach [11] , the resulting ASIR algorithm can be described by
. random variables taking values in E and with common probability distribution p 0 (dx), and where ((τ 
and
independently for any i = 1, · · · , N. Using the further factorization (3) results in the following approximations
for the normalized distributions, which defines implicitly the resampling weights
, and the importance weights
, (5) are continuous or differentiable w.r.t. some parameter of the model, then the importance weights will automatically inherit the same property, as suggested in [8] . This idea has been used in Monte Carlo maximum likelihood estimation [1, 7] or in smooth particle approximation of Feynman-Kac distributions [3, 4, 6, 9] . Using a single particle system for the reference value, with different importance weights corresponding to different values, makes the resulting approximation regular, but also poorly accurate for values too far from the reference. In opposition, using a different particle system for each different value, would make the resulting approximation very irregular, but also uniformly accurate for all values.
To derive a central limit theorem for the proposed particle approximation, no direct approach seems possible. However, as pointed out byÉric Moulines during the Oxford workshop, a particle approximation in path-space could be used for this purpose. Alternatively, as suggested by Pierre Del Moral on another occasion, an extended particle approximation, where importance weights are treated as particles, could also be used for the same purpose. These two different approaches are explored in Sections 2 and 3, and in Sections 4 and 5, respectively, and their merits are discussed in the Conclusion.
Representation in Path-Space
Using the decompositions (4) yields
n} is a Markov chain taking values in E and characterized by
• its initial probability distribution p 0 (dx),
• and its transition probabilities P k (x, dx ), for any k = 1, · · · , n. Consider the unormalized and normalized Feynman-Kac distributions defined on the path-space
and µ
n and characterized by
• its initial probability distribution η
Associated with this path-space probabilistic representation is the recurrence relation γ
In particular for any function of the form
and for instance, for the function
or in other words γ n = γ
• n T n in terms of a transformed distribution, and for the function
with the unnormalized and normalized Feynman-Kac distributions defined on the set E by
respectively.
Particle Approximation in Path-Space
Recall that the unnormalized distributions satisfy the recurrence relation
Introducing a weighted particle approximation of the form
where ξ
is a path-space particle with terminal position ξ
The corresponding SIR algorithm can be described by
where (ξ
) are i.i.d. random variables on the set E with common probability distribution p 0 (dx 0 ), and where g
independently for any i = 1, · · · , N, and where g
This results in the following approximations
for the normalized distributions, in terms of the terminal positions of the path-space particles, which defines implicitly the resampling weights as
,
In particular for the function
defined on path-space and already introduced in (7), it holds
for any i = 1, · · · , N. Notice the underlying recursive structure, in the form of a multiplicative functional of a Markov chain up to resampling. In view of the interpretation γ n = γ
• n T n in terms of a transformed distribution, this results in the following approximations
for the unnormalized distributions, hence
for the normalized distributions, which defines implicitly the importance weights as
Remark 3.1. It is clear that the particle positions (defined as the terminal positions of the path-space particles) and resampling weights defined here are the same as the particle positions and resampling weights defined in Section 1, and it is easy to check by induction that the importance weights defined here are the same as the importance weights defined in Section 1.
For this algorithm, the following central limit theorem holds [5, Chapter 9], [2, Chapter 9].
in distribution as N ↑ ∞, with asymptotic variance
where η
n, and where
R • k+1:n f n (x 0:k ) = R • k+1 · · · R • n f n (x 0:k ) = E[f n (X • n ) n p=k+1 g • p (X • p ) | X • k = x 0:k ] , for any k = 0, 1, · · · , n, with R • n+1:n f n (x 0:n ) = f n (x 0:n ) by convention.
Remark 3.3 (CLT for normalizing constants). It follows from the identity
, and from Theorem 3.2 that
Remark 3.4 (CLT for normalized distributions). It follows from the decomposition
from Theorem 3.2 and from the Slutsky lemma, that
As a consequence, it is worth finding an explicit expression, in terms of Feynman-Kac distributions defined on the set E, of the asymptotic variance V n (f n ) for functions of the form f n = T n φ defined on the path-space
and var(g
Proposition 3.5. In particular for the normalizing constant
in distribution as N ↑ ∞, with asymptotic variance 
as expected.
Representation in Terms of a Multiplicative Functional
Starting rather from the absolute continuity assumptions
which define implicitly, in view of the decompositions (4)
for any k = 1, · · · , n, consider the unnormalized and normalized Feynman-Kac distributions defined on the product set E × [0, ∞) by
, respectively. In particular
where e 0 (v) ≡ 1 by definition, and using the absolute continuity assumptions (8)
where e(v) ≡ v by definition. Associated with these two integral representations are the two recurence relations γ
and γ
for the normalizing constants, and
for the normalized Feynman-Kac distributions. In other words, the extended unnormalized Feynman-Kac distribution encodes all the different Feynman-Kac distributions, normalized or unnormalized, for the reference and alternate models, and in particular
It follows from the definition that
and introducing the extended nonnegative kernel
which justifies the interpretation of this nonnegative measure as an unnormalized Feynman-Kac distribution. Associated with this integral representation is the recurrence relation γ
where {X k , k = 0, 1, · · · , n} is a Markov chain taking values in E and characterized by
• and its transition probabilities P k (x, dx ), for any k = 1, · · · , n. 
• and its transition probabilities P
Particle Approximation Using a Multiplicative Functional
Using the decompositions (9), notice that
and introducing a weighted particle approximation of the form
, which can be interpreted as the marginal nonnegative measure on the product set E × [0, ∞) associated with a nonnegative measure defined on the product set {1, · · · , N} × E × [0, ∞). Using the auxiliary variable approach [11] , the resulting ASIR algorithm can be described by γ e,N 0
and γ 
independently for any i = 1, · · · , N. In view of the relation (10), this results in the following approximations
for the normalized distributions under the reference model, which defines implicitly the resampling weights as
Similarly, in view of the relation (11), this results in the following approximations
for the normalized distributions under the alternate model, which defines implicitly the importance weights as
Remark 5.1. It is clear that the particle positions, resampling weights and importance weights defined here are the same as the particle positions, resampling weights and importance weights defined in Sections 1 and 3.
For this algorithm, the following central limit theorem holds [5, Chapter 9] , [2, Chapter 9]. 
Remark 5.3 (CLT for normalizing constants). It follows from the identity
and from Theorem 5.2 that
Remark 5.4 (CLT for normalized distributions). It follows from the decomposition
, γ As a consequence, it is worth finding an explicit expression, in terms of Feynman-Kac distributions defined on the set E, of the asymptotic variance V n (F ) for functions of the form F = φ 0 ⊗ e 0 + φ ⊗ e defined on the product set E × [0, ∞). Let T a n φ a ) ) , in distribution as N ↑ ∞, with a correlation structure reflected in the asymptotic covariance matrix, easily obtained by polarization. In other words, this first approach seems appropriate to analyze particle approximations in statistical models depending on some parameter, in sensitivity analysis, etc.
In the second approach, based on a representation in terms of a multiplicative functional, the importance weight functions appear in the extended Markov model, and it would be necessary to change the Markov model to analyze the joint particle approximation of unnormalized distributions for the reference model and several alternate models at the same time. On the other hand, it would be easy with this Markov interpretation to analyze particle approximation with adaptive resampling schemes, where the decision to use resampling weights only vs. importance weights only is made dependent on an empirical criterion (effective number of particles, entropy of the sample, etc.) evaluated using the current particle approximation. The idea would be simply, as a generalization of (3), to introduce a factorization depending on the current normalized or unnormalized distribution on the product set E × [0, ∞) : this would result in a representation in terms of a McKean model, and the associated particle approximation could be easily analyzed [5] .
