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ABSTRACT 
INFERENCE FOR TIME TO EVENT AND SOJOURN TIME DATA UNDER RIGHT 
CENSORING USING REWEIGHTING APPROACHES 
Jie Fan 
June 16,2010 
In this dissertation research, we aim to solve problems of two types of survival 
data, clustered survival data with potentially informative cluster size and sojourn time 
data. The methods for these two types of data are different. However, both data have right 
censored observations, and we use reweighting approaches to deal with the censoring 
issue. 
In the first part of the dissertation research, we consider marginal AFT models for 
correlated survival data with potentially informative cluster size. Informative cluster size 
means that the size of the correlated groups may be predictive of their survival 
characteristics. Two competing proposals, cluster-weighted AFT (CWAFT) marginal 
model and non-cluster-weighted AFT (NCW AFT) marginal model, are investigated. 
Simulation and theoretical results show that the CW AFT approach produces unbiased 
parameter estimation, but that the NCWAFT model does not when the cluster size is 
informative. We use probability-probability plots to investigate statistical properties of 
confidence intervals and adopt Wald tests to examine power properties for the CW AFT 
model. To illustrate our analysis, we apply the CWAFT model to a dental study data set. 
v 
In the second part of the dissertation research, we consider the problem of 
comparing sojourn time distributions of a transient state in a general multi state system in 
two samples (groups) when the transition times are right censored. Under this setup, the 
censoring induced on the weight times is complex since both the state entry and exit are 
subjected to right censoring. Using the reweighting principle, a two sample Mann-
Whitney type U-statistic is constructed that compares only the uncensored state sojourn 
times from the two distributions. A second Mann-Whitney type statistic is also 
constructed using a different reweighting that allows for comparison when one of the two 
sojourn times is either uncensored or singly censored. While both statistics are 
asymptotically unbiased and reduce to the standard Mann-Whitney statistic when there is 
no censoring, the second statistic has smaller variance since it effectively uses larger pairs 
of samples. Asymptotic normality of these statistics are established. A test of comparing 
the equality of sojourn time distributions in two independent samples is constructed by 
symmetrizing the pair specific Mann-Whitney type statistics mentioned above. The 
testing methodology is illustrated using a kidney disease patients data set. 
VI 
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Survival analysis is used to analyze time to event data. This type of analysis is also 
called "failure-time" analysis. Time to failure data arises in many areas, such as biology, 
demography, economics, engineering, epidemiology, medicine, and public health. Two 
most important characteristic features of survival data are non-negative survival time and 
possibly censored or truncated observations for some subjects. 
The reasons for censored survival times include loss to follow up, failure to 
experience the event of interest by the end of the study, and failure or exit due to reasons 
other than the primary endpoint of interest. Truncation of survival data occurs when only 
subjects whose event time falls in a certain observational interval are observed. In 
contrast to censoring where partial information is available to investigator on each 
censored observation, a subject whose event time is not in the interval is not observed and 
no information is available on this subject. 
The most common situation for survival data is right censoring, where the event 
time is known only to be greater than a certain time, but the exact survival time is 
unknown. In the first part of the dissertation research, we consider clustered survival data 
with potentially informative cluster size and, in the second part, we focus on two-stage 
sojourn time data. For each case, we are only interested in right censored data and use 
respective re-weighting method to deal with censoring observations. 
1 
1.1. Literature Review 
In this section, we discuss general overview of literature for methods relative to 
survival data. 
1.1.1. Analysis for Independent Identically Distributed Data without Censored 
Observations 
Generalized linear models (GLMs) are the standard methods for analyzing 
independent identically distributed (i.i.d.) data without missing value. The framework of 
GLMs is popularized by McCullagh and NeIder (1989). Dobon (2002) discussed the 
methods in detail for response and explanatory variables measured on various scales. 
1.1.2. Analysis for Clustered Data without Censored Observations 
Clustered data is data whose observations are not independently identical 
distributed but rather are collected in different clusters. In clustered data analysis, 
observations within each cluster are assumed correlated together, but observations 
between clusters are assumed independent. For example, we are interested in the weights 
of men aged 50 years selected from different states in USA. In this case, state is the 
cluster. Men from the same state share socio-economic and environmental conditions, 
and thus their weights are assumed somewhat correlated in the same state. The GEE 
method (Liang, Zeger, 1986) is a popular semi-parametric method that is used to analyze 
clustered data without censoring observation. 
Longitudinal data is a special case of clustered data, where each subject is the 
cluster and is measured over multiple time periods. For example, we are interested in the 
weights of children in a class. Here, each child is a cluster, and his/her weight is measured 
repeatedly. Mixed-effects model is regarded as the standard statistical method to handle 
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longitudinal data. However, in this dissertation research, our method is developed to 
address general clustered data rather than longitudinal data. 
1.1.3. Analysis for Clustered Data with Informative Cluster Size without Censored 
Observations 
For clustered data with informative cluster size, the outcomes of interest are 
associated with the cluster size. GEE, the popular method for clustered data, assumes 
non-informative cluster size, where the cluster size does not provide any information 
about the outcomes of interest. Informative cluster size often takes place in cluster-based 
design. The NHLBI Family Heart Study (NHLBI, 2009) is an example for this situation. 
The study analyzes genetic and non-genetic determinants of coronary heart disease, and 
cardiovascular risk factors. 
For GEE method, each observation contributes equally in the estimating function 
due to non-informative cluster size assumption. However, when the cluster size is indeed 
informative, the GEE method leads to biased estimates because larger clusters tend to be 
overweighted, and smaller clusters tend to be underweighted. 
Hoffman et al. (2001) proposed a within-cluster resampling (WeR) procedure, in 
which one observation is randomly sampled from each cluster. The observations in 
resampled data set are independent and thus the standard statistical methods can be 
applied. The final estimator is obtained by averaging over the estimates from the 
resampled data set, which are obtained by resampling the observed data with replacement 
many times. The WCR method is computationally extensive. 
Follmann et al. (2003) established the asymptotic theories for the WCR approach 
and proposed a multiple outputation method that is a broad applications of the WCR 
method. Williamson et al. (2003) proposed a cluster weighted generalized estimated 
equation (CWGEE) where the estimating equation is inversely weighted by cluster sizes. 
Benhin et al. (2005) discussed in depth on a mean estimating approach, which is 
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analogously similar to the work of Williamson et al. Wang et al. (2009) proposed a 
cluster weighted generalized estimating equation (CWGEE) for clustered longitudinal 
data and showed that CWGEE was superior to GEE when the cluster size was 
informative. 
1.1.4. Methods for Missing Data 
Imputation is one of popular approaches to deal with missing data. The basic idea 
of imputation is to fill in the missing data by using values under certain assumptions. 
Imputation can be single imputation and multiple imputation that replace each missing 
value with a set of possible values representing the uncertainty about the right value to 
impute. The appealing feature of imputation is that once the missing values are filled in, 
any statistical methods available for complete data can be applied. 
LOCF, last observation carried forward, is a common practice of simple imputation 
for longitudinal data. This method includes every randomized subject who has at least 
one post treatment observation, and assumes that the missing values after patients' 
dropout are the same as the last value observed for that patient. Under this assumption, 
missing values are filled in without giving them within subject variability and the sample 
size is altered. This assumption of stability usually does not hold. 
PMI, proper multiple imputation, are methods that use regression models to create 
more than one imputed data sets and thus variability within and between imputations. 
These methods assume that the missing data process can be fully captured by the 
regression model based on observed values. This assumption is called missing at random 
(MAR). MAR is less restrictive assumption than MCAR. Under MCAR assumption, 
missing data can not be dependent on either the observed or missing data. Under MAR 
assumption, missing data can be dependent on the observed data, but must be 
independent of the missing values that would have been observed. 
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The partial imputation (PI), also called improved LOCF method, is a relatively new 
imputation method that is in-between the LOCF and PM!. PI does not always carry the 
observations to the last time-point of the study, but just far enough to balance the dropout 
patterns between the treatment groups. The fundamental principle is that when dropout 
pattern is similar between treatment groups, the relative comparison of the treatment 
effects will be less biased. PI has less imputation than LOCF, and thus is less biased since 
the assumption of stability usually does not hold. 
Another popular approach for missing data is based on ranking observations. A 
large class of non-parametric methods is based on the ranks or scores of observations 
instead of the actual values including those popular in clinical trials such as Wilcoxon 
signed-rank test (1945) and Mann-Whitney test (1947). One can rank the missing values 
according to the reasons for withdraws, and, in longitudinal study cases, the time of 
dropout. For example, one can rank death the worst, followed by lack of efficacy, then 
adverse reaction, patient refusal, and so on. After missing data are replaced by their ranks, 
the usual testing procedure can be carried out. The major drawback of these methods is 
that they do not provide any estimation of treatment effect in the original measurement 
unit because the missing values are replaced by the ranks. 
Reweighting approaches are proposed for survival data. Robins (1993) introduced a 
class of estimators using a data-reweighting method to estimate the marginal distribution 
for failure times. Satten et al. (2001) proposed an estimator of the marginal survival 
function of failure times that is in the class of survival function estimators proposed by 
Robins. Satten et al used the Aalen's additive hazard model for their reweighting scheme 
instead of the Cox proportional hazards model used by Robin (Aalen, 1980, 1989). Satten 
and Datta (2001) proposed a'method to use the Kaplan-Meier estimator as an inverse-
probability-of-censoring weighted average. Datta (2005) demonstrated three methods for 
estimation of the mean life for right censored data: area under the Kaplan-Meier curve, 
data imputation, and reweighting. 
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1.1.5. Analysis for Independent Identically Distributed Survival Data 
In survival analysis, the censoring time is usually assumed independent of the failure 
event time. The Product-Limit estimator (Kaplan and Meier, 1958), often called the 
Kaplan-Meier estimator, is the standard estimator of the survival function. The Kaplan-
Meier estimator, a non-parametric method, provides consistent estimator of the survival 
function, but can not be used to test hypothesis such as no difference of survival functions 
between groups. The log-rank test is developed for this purpose. The proportional hazards 
model, also called the Cox model (Cox, 1972), is the most popular semi-parametric 
model in survival analysis. The partial likelihood theory of estimation used in the Cox 
model develops a flexible method for censored data. The proportional hazards model can 
be used to estimate survival time, test hypotheses, and predict survival time. 
The accelerated failure time model (AFT) is an important alternative to the Cox 
model especially when the proportional hazards assumption does not hold. One obvious 
advantage of AFT model over Cox model is more intuitively interpretable. Koul et al. 
(1981) showed that their estimates are consistent and asymptotically normal under 
regularity conditions for AFT model with randomly right censored data. Wei et al. (1990) 
proposed methods for inference about a subset of the regression coefficients in the AFT 
model while regarding others as nuisance parameters for situation in which the 
distribution of the error term in the AFT model is unspecified. 
There are also studies done for survival data with time-dependent covariates. 
Robins et al. (1992) introduced a class of semi-parametric accelerated failure time model, 
and derived a class of semi-parametric rank estimators. These estimates were also shown 
to be consistent, and asymptotically normal with consistently variances. Robins (1992) 
provided conditions to estimate the casual effect of a time-dependent treatment or 
exposure on time to an event of interest in the presence of time-dependent confounding 
covariates, and constructed estimators for the treatment effect under such conditions. 
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Zeng and Lin (2007) proposed an approximate non-parametric maxImum likelihood 
method for the accelerated failure time model with time dependent covariates, and 
estimated the regression parameters by maximizing a kernel-smoothed profile likelihood 
function. 
1.1.6. Analysis for Clustered Survival Data 
A basic assumption in the Cox model is independence of survival times given the 
current time and observed values of covariates. In another words, the Cox model assumes 
the studied population is homogenous, which means that all individuals in the study are 
under the same risk. However, in many situations, the study population should be 
considered to be heterogeneous rather than homogenous. Clustered survival times are the 
typical heterogeneous case encountered in many medical situations such as recurrent 
events on an individual or when the observations are clustered. A lot of studies on 
clustered survival data have been conducted. For example, McGilchrist and Aisbett 
(1991) did a study on recurrent times to inference for some kidney patients. In the study, 
the two recurrent times from the same patient are possibly to be correlated. 
For analyzing clustered survival data, the most popular approaches are frailty 
modeling and marginal modeling. Generally speaking, frailty models are referred to 
models assuming the proportional hazards conditional on the frailty (cluster) for 
analyzing correlated or clustered failure time data, while the unconditional marginal 
distribution does not necessary follow the proportional hazards assumption. 
Vaupel et al. (1979) introduced the term frailty in univariate survival models. The 
frailty is used to introduce random effect, association and unobserved heterogeneity into 
models for survival data. The fundamental idea is that individuals have different frailties, 
and that those who are most frail will experience failure earlier than the others. 
Univariate frailty models were developed for situations in which the endpoint is a 
univariate survival time. A key issue for frailty models is the choice of the frailty 
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distribution. Clayton (1978) proposed the gamma distribution for the frailty distribution, 
which is most popularly applied later. McGilchrist and Aisbett (1991) proposed the log-
normal distribution. Aalen (1992) proposed the compound Poisson distribution. 
The shared frailty models were developed for multivariate survival endpoints. In 
the share frailty models, individuals in a cluster are assumed to share the same frailty. It 
was introduced by Clayton (1978), and extensively studied in Hougaard (2000). 
Wienke et al. (2003) discussed three limitations of the shared frailty models. First 
of all, the unobserved factors in these models are assumed to be the same within a cluster, 
which probably not reflect reality. Secondly, in shared frailty models, the dependence 
between survival times within a cluster is based on marginal distribution of survival 
times. However, the dependence parameter and the population heterogeneity can be 
confounded. Finally, the shared frailty, in most cases, only induces positive association 
within a cluster. 
To avoid these limitations, the correlated frailty models are developed for 
multivariate failure time data. Yashin and lachine (1995) proposed a correlated gamma 
frailty model with a bivariate survival distribution. 
There has been some recent interest in a frailty model based on the accelerated 
failure time model for correlated failure time data. Lambert et al. (2004) discussed the 
AFT model with an additive frailty term and proposed a parametric method to estimate 
the parameters. Bayesian approach is widely adopted to estimate parameters for frailty 
model based on AFT model. Pan (2001) proposed to use frailties to account for possible 
correlations among failure times and to adapt an EM-like algorithm for parameter 
estimation. Zhang and Peng (2007) proposed a non-parametric estimation method based 
on M-estimators and the EM algorithm to estimate the parameters in the model. 
The other approach, the unconditional marginal modeling approach, does not 
specify the dependence structure of the correlated failure times. Three methods for the 
marginal modeling approach include the proportional hazards model with a common 
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baseline hazard function, different baseline hazard functions in the model, and parametric 
marginal model. Wei et al. (1989) proposed the marginal proportional hazards model for 
each failure type but the covariance matrix was estimated jointly across all failure types to 
adjust for the correlation. Lee et al. (1992) estimated the regression coefficients assuming 
independence among observations and provided a sandwich form of covariance matrix 
estimator. Spiekerman and Lin (1998) studied a more general marginal regression model 
. for multivariate failure time data. 
1.1.7. Analysis for Clustered Survival Data with Potentially Informative Cluster Size 
Recently, the more complicated situation, clustered survival data with potentially 
informative size, is under investigation. Cong et al. (2007) generalized the marginal 
models of LEE et al. (1992) by incorporating the inverse of cluster sizes as weights into 
the score function to account for informative cluster sizes. Williamson et al. (2008) 
pres~nted a method weighting two existing multivariate survival models by the inverse of 
the cluster size to deal with informative cluster size. The two existing models are a 
proportional hazards model with a common baseline hazard function denoted by L W A 
(Lee et aI., 1992), and a parametric marginal model denoted by IWM or independent 
working model (Huster et aI., 1989). 
1.1.8. Inference for Sojourn Times 
A multi-stage model is used to describe the time evolution of a system in which the 
series of events that an individual may experience are expressed as stages and occurrence 
of the events as transitions between the stages. Many problems with multivariate failure 
time or repeated events data can be defined in a multi-stage model. Multivariate failure 
time or repeated data are difficult to analyze when data have censored observations. Even 
if censoring is independent, one cannot calculate the Kaplan-Meier estimator of observed 
and censored waiting times in a multi-stage model unless the waiting times in each stage 
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are independent. We call it semi-Markov assumption if the waiting times in each stage 
are assumed independent. Wang and Wells (1998) and Lin et al. (1999) proposed 
estimators in a three-stage network, assuming the hazard of being censored is the same in 
each stage. However, it is often implausible that individuals in different stages of a multi-
stage model experience the same hazard for censoring. Satten and Datta (2002) proposed 
non-parametric estimates of the marginal cumulative distribution of stage waiting times 
and non-parametric estimates of marginal cumulative incidence function using right 
censored data from a multi-stage model. In their paper, they modeled the censoring 
hazard so that an estimate of integrated censoring hazard can be used in constructing the 
estimates of the waiting times distributions. 
1.1.9. A summary of the dissertation 
The rest of this dissertation is organized as follows. In Chapter II, we describe 
topics for accelerated failure models for clustered data with potentially informative class 
size including introduction, background, preliminary results, proposed competing AFT 
models with simulation studies and results, a mathematical investigation of the estimators 
based on NCW AFT and CW AF models, and an application to dental study data. Chapter 
III discusses Mann-Whitney test for comparing two sojourn time distributions when 
transition times are right censored. In this chapter, we cover introduction, background, 
generalized Mann-Whitney U -statistics for sojourn times under right censoring, 
asymptotic properties, testing the hypotheses, simulation studies and results, and an 
illustration by kidney disease data. Chapter IV gives some concluding remarks and 
discusses future extensions and research for clustered survival data with potentially 
informative cluster size and sojourn time data. 
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CHAPTER II 
ACCELERATED FAILURE TIME MODELS FOR CLUSTERED SURVIVAL 
DATA WITH POTENTIALLY INFORMATIVE CLUSTER SIZE 
2.1. Introduction 
If there is no censored observation for a study in which the failure time (T) is the 
response variable, and X is the corresponding covariate vector, one may regress T (or a 
suitable transformation of it) on X directly through an additive error regression model. 
However, if there are censored observations in the data, the most popular approach is the 
proportional hazards model where the effect of X is modeled through the hazard rate 
function of T; the model parameters are estimated using the partial likelihood function to 
obtain inferences about the covariate effect. Although the proportional hazards model is 
flexible and useful for testing whether a covariate affects survival, it is not easy to 
interpret the direct effect on event/survival times. The linear regression analysis with 
h(T) as the response variable is called the accelerated failure time model (AFT); the 
function h is a known function of time taking values in the entire real line. The usual 
choice of h is log function. The AFT model has gained increasing attention for survival 
analysis recently_ 
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Clustered data, also called multilevel data, often encountered in medical and 
biological studies where data are collected in different clusters. The typical feature of 
clustered data is that the measurements from the same cluster are usually correlated 
instead of independent. Also clustered data with informative cluster size are often 
encountered. Informative cluster size means that the distribution of the interested 
outcome in a given cluster depends on the size of the cluster. For example, in a quality of 
healthcare study, the duration of the hospital is probably related to the outcome measures 
of quality. 
A key motivation of this research is to develop a flexible class of regression models 
that are similar in spirit with GLMs but retain the structure of the survival data. In this 
research, we consider two competing semi-parametric marginal AFT models, for right 
censored clustered survival data with potentially informative cluster size. These models 
are semi-parametric in the sense that the relationship of the response variable and 
covariates is parametric, but the random variances in the models are non-parametric. We 
will incorporate the cluster weight into the estimating equation to solve the challenge of 
the informative cluster size, and use the reweighting methods as in Satten et al. (2001) 
and Datta (2005) to deal with the censored observations. 
2.2. Background 
2.2.1. Reweighting Methods 
As mentioned previously, reweighting is a method used to deal with missing data. 
The principle of mean unbiasedness through reweighting can be shown in the following 
procedure. Let T* be the true failure time, and C be the censoring time. T* and C are 
assumed independent. Let T be the observed time with T = min(T*, C) and 8 be the 
censoring status indicator 8 = I (T* :S C). Let Kc be the weight function of the 
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censonng variable with Kc(t) = P(C > t), t 2:: O. Note that under appropriate 
conditions 
E { h(T)8 } = E [E{ h(T*)8 IT*}] 
Kc(T - ) Kc(T* - ) 
= E [ h(T*) E{I(C > T*)IT*}] = E{ h(T*) K (T* - )} 
Kc (T* - ) - Kc (T* _) c 
= Eh(T*). 
Notethat E(I(C 2:: T*)IT*) = Kc(T* - ) when the failure time T* and the censoring 
time C are independent. 
2.2.2. Example: Calculation of Kc 
As shown above, the Kaplan-Meier estimator for censoring times can serve as the 
inverse weight function to achieve unbiasedness by reweighting. We demonstrate below 
the calculation of Kc by an artificial example with right censored observations: 
1, 2 , 2 + , 2 + , 3 ,4+ , 6 , 7, 
where a + indicates that the observation was right censored. Since we are calculating 
the Kaplan-Meier estimator (of the survival function) of the censoring times, we need to 
switch roles of failure and censoring times in the usual Kaplan-Meier calculation. 
Kaplan-Meier estimator of censoring times 
Time 
Number of censored 









H1-~) = ~ 
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2.3. Special Cases 
Here, we develop the models starting with the simplest case of survival data without 
clustering. The models and the estimation methods will be extended leading to the full 
generalization considered in the next section. 
2.3.1. Notation for Independent Survival Data 
First consider the situation when the data for the individuals are independent of each 
other. Let Tt be the possibly unobserved failure time for the ith subject, and Ci be the 
censoring time for ith subject, i from 1 to n. Tt and Ci are assumed independent. Let Ti 
be the observed time for ith subject with Ti = min(Tt, Ci ) and bi be the indicator for ith 
subject with bi = J(Ti* :::; Ci). 
The AFT model for independent survival data is 
Yi : = log Ti* = ZIf3 + Ci, 
where Ci is independent and identically distributed error with E(ci) = 0, and 
Var(ci) = a 2 ; Zi denotes a p-vector of associated covariates for ith subject and f3 is a p-
vector of unknown parameters. 
2.3.2. Method of Parameter Estimation for Independent Survival Data 
We will show the way to get estimated parameters for independent survival data 
with censoring times dependent on covariates. For the AFT model, we use least squares 
method to estimate f3. To that end, we need to minimize 
n 




Taking derivative of 2: (Yi - Z~f3)2 with respect to f3, and then setting it to 0, we can 
i=l 
obtain the estimating equation 
n 
S(f3) : = I)Yi - ZIf3)Zi = o. 
i=l 
This estimating equation cannot be used directly to estimate the parameters because 
of censoring. We will build up the estimating equation for the censored data as follows. 
We assume that the censoring times Ci are independent of the failure times Tt given the 
covariates Zi. We then have 
where we let Ki,c(t) = P(C ~ tlZi) = P(Ci ~ tlZi, Tn be the conditional survival 
function, or the inverse weight function, of the censoring time Ci for ith subject, given 
the covariates and the true failure times. Then, 
Therefore, an asymptotically unbiased estimating equation for the censored data is given 
by 
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where K i,e (t) is a consistent estimator of the Inverse weight function 
Ki,e (t) = P (Ci ::::: t I Zi). Its construction will be discussed in detail in later sections. 
Solving the equation, we can obtain the estimated parameters 13, 
13 = (Z'WZ)-lZ'WY, 
where l3 is a p by 1 vector, Z is a n by p matrix, Y is a n by 1 vector, and W is a n by 
n diagonal matrix, 
2.3.3 Modeling Censoring Times 
We consider two types of models for the censoring times. 
2.3.3.1. Independent Survival Data with Random Censoring Times 
The major difference in estimation between independent survival data with random 
censoring times and independent survival data with censoring times dependent on 
covariates is the way to estimate inverse weight function. Now, we consider the first case, 
in which we assume that the censoring times are not dependent on covariates. It is the 
simplest case in this research. If our proposed methods work for more complicate 
situations, then it must work for this simplest one. Therefore, we begin with this type of 
data, and then continue to more complicated data which we are really interested in. 
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Estimating inverse weight function 
Note that for the case of random censoring, the censoring hazard does not depend 
on the covariates and in such models i? i,e (t) is constant in i, the estimated weight 
function can be computed by the standard Kaplan-Meier formula where the roles of 
failure and censoring times are switched. 
More specifically, the weight function Ki,e(t) = Ke(t) is estimated by 
where T1 < ... < Td are the distinct event times, Yi is the number of individuals at risk at 
time Ti, and ei is the number of censored events at time Ti. The example shown in section 
2.3.2 is for random censoring situations. 
Simulation for Independent Survival Data with Random Censoring Times 
Data are generated from the following model: 
where {31 = 1, {32 = 2, 
and Ci '" N(O, 0.5). 
Yi = log T:* = {31 Zil + {32 Zi2 + Ci, 
{ 
1 if 1 < i < !l 
Zi1 = 1, Zi2 = 0 ·f n 1 - . - 2 , 
1 2+ ~~~n 
The censoring times are assumed independent and identically distributed for each 
subject and were generated with a lognormal distribution. The log standard deviation was 
chosen as 1 for he lognormal distributions, and we varied log mean to control censoring 
rates approximately as 25%,50% and 75%. The simulation size of 1000 was used and the 
17 
two group sizes were 30 and 200 respectively. The simulation results are reported in 
Table 1. 
Table 1 
Independent survival data with random censoring times. 
Group size Censoring rate 
0.25 0.5 0.75 
'" 
30 Bias(JJl) 0.004 - 0.002 - 0.056 
'" 
se(JJl) 0.133 0.154 0.216 
Bias(JJ2) - 0.029 - 0.089 - 0.235 
'" se(JJ2) 0.214 0.301 0.438 
200 Bias(JJl) 0.002 0.001 < - 0.001 
'" 
se(JJl) 0.051 0.059 0.095 
'" 
Bias(JJ2) - 0.005 - 0.020 - 0.149 
'" 
se(JJ2) 0.081 0.117 0.226 
From Table 1, we find that the standard errors of the estimated parameters decrease 
when the sample size increases and the standard errors of the estimated parameters also 
decrease when the censoring rate decreases or the group size increases, which indicates 
positive sign for the method. 
2.3.3.2. Independent Survival Data with Censoring Times Dependent on Covariates 
In the previous case, the censoring times are generated completely at random. In 
other words, they do not depend on the covariates. Now, we will consider a case where 
the distribution of the censoring times depends on the covariates. It is easier to generate 
random censoring times and to estimate the inverse weight functions for the censoring 
times. For survival data with censoring times dependent on covariates we model 
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censoring time by Aalen's linear hazard model and then use the method discussed in 
Satten et al. (2001) to calculate the inverse weight functions. 
Estimating cumulative hazard rate and inverse weight function 
For this type of survival data, we cannot estimate the inverse weight functions for 
censoring times by using the Product-Limit estimator for this situation. Instead, we use 
the following method to estimate the inverse weight functions as propose by Satten et al 
(2001). 
Let Ac (t) denote the hazard function for censoring times, then Aalel?-'s linear hazard 
model is defined as 
p 
Ac[tIZi] = L (3k(t) Zik, 
k=l 
where (3k(t), k = 1, ... ,p, are an unknown parametric functions and Zi = (Zil' ... ,Zip); 
we use the convention that Zil = 1 in order to include an intercept function. 
Define cumulative risk function as Bk(t) = J~ (3(s) ds, k = 1, ... ,po Aalen's model 
estimates B(t) = (B l , ... , Bp) by: 
n 




A(t) = L J(Ti ~ t)ZiZ ;, 
i=l 
The cumulative hazard for t :::;; Ti can be estimated by 
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n 
= LI(Ti' :s; t)(l - Oi')Z; A-I (Ti,)Zi" 
i'=1 
The inverse weight function Ki,c ( t) is then estimated by: 
Simulation for Independent Survival Data with Censoring Times Dependent on 
Covariates 
Data are generated from the following model: 
where,81 = 0.1, ,82 = 0.25, ,83 = - 0.3, Zi1 = 1, Zi2 '" exp(22), Zi3 '" exp(24) and 
Ci rv N(O, 0.15). 
For this simulation, we generated the censoring times based on Aalen's linear model: 
where the covariates, ZiI, Zi2 and Zi3, were the same with those for the model. Censoring 
times were obtained through the relationship among hazard rate, survival function and 
survival time. We varied the parameters, bI , b2 and b3 , to control the censoring rates as 
25%, 50% and 75%. The simulation size of 1000 was used and the two group sizes were 
30 and 200 respectively. The simulation results' are reported in Table 2. 
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Table 2 
Independent survival data with censoring times dependent on covariates. 
Group size Censoring rate 
0.25 0.5 0.75 
-" 
30 Bias({Jl) 0.012 0.023 0.028 
~ 
se({Jl) 0.046 0.059 0.113 
~ 
Bias({J2) - 0.016 - 0.051 - 0.214 
~ 
se({J2) 0.598 0.783 1.948 
~ 
Bias({J3) - 0.032 - 0.019 - 0.032 
se({J3) 0.647 0.844 1.929 
~ 
200 Bias({Jl) 0.010 0.021 0.024 
" 
se({Jl) 0.023 0.033 0.070 
~ 
Bias({J2) - 0.015 - 0.029 - 0.097 
~ 
se({J2) 0.286 0.350 0.739 
---. 
Bias({J3) - 0.012 - 0.027 - 0.071 
-" 
se({J3) 0.296 0.394 0.781 
In general, Table 2 shows the similar trend as table 1. The bias for {J2 is bigger 
compared with biases of the other two parameters when the censoring rate is 0.75. 
2.3.4. Notations for Clustered Survival Data 
For clustered survival data observations within a cluster are assumed to be dependent 
but observations between clusters are assumed to be independent. The cluster survival 
data can have two censoring time schemes including random censoring times and 
censoring times dependent on covariates. The following notation is used for clustered 
survival data under potentially informative cluster size. 
Let Ttj be the possibly unobserved failure time for the jth subject within the ith 
cluster, and Cij be the censoring time for the jth subject within the ith cluster, 
1 ::; i :::; m, and 1 :::; j :::; ni. Thus, m denotes the total number of clusters and ni denotes 
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the size of the ith cluster. Ttj and Gij are assumed independent, given the covariates Zij. 
Let Iij be the observed time for the jth subject within the ith cluster with 
Iij = min(~J' Gij ) and 8ij be the indicator for the jth subject within the ith cluster with 
8ij = J(TiJ :::; Gij ). 
An AFT model for clustered survival data under potentially informative cluster size 
is generated by 
where Cij is independent and identically distributed error with E(cij) = 0, and 
V ar( Cij) = (Ji, ai is independent and identically distributed random cluster effect with 
E(ai) = 0 and Var(ai) = (Ji, Zij denote a p-vector of associated covariates for the jth 
subject within the ith cluster and {3 is a p-vector of unknown parameters. 
The informative cluster size has been generated as follows: 
ni = 1 + n;, and n; '" Pois(exp(g(ai))) 
2.3.5. Method of Parameter Estimation for Clustered Survival Data 
As for independent survival data, we use least square method to estimate {3 to fit the 
AFT model for clustered survival data. A working correlation matrix can be assumed for 
the failure times in a cluster to obtain parameter estimates. The simplest working 
correlation matrix is identity matrix, which corresponds to minimizing the unweighted 
sums of squares 
m ni 
L L (Yij - Z:j{3) 2 • 
i=l j=l 




S ({3) = L L (Yij - z:j{3) Zij = 0 (1) 
i=1 j=1 
As before, due to censoring, this equation can not be used. For each uncensored 
individual, or Dij = 1, the corresponding term has to be reweighted by the inverse of 
probability that it is censored leading to the censored data estimating equation: 
(2) 
The estimating equation (l) and its censored data version marginalize over all failure 
times regardless of their cluster memberships. This may not be appropriate for some 
applications where the primary sampling units are the clusters and we are interested in 
marginal relationships between the covariates and failure times per cluster. Since the 
larger clusters may influence the computation of parameter estimates to a greater extent, 
the inference may be biased. To compensate for this, we propose the inverse of the cluster 
size as weights in the estimating equation leading to the following modified (weighted) 
version of the censored data estimating equation: 
(3) 
Arguing as in Williamson et al. (2003), we can see that this estimating equation is in line 
with the within cluster resampling principle of Hoffman et al. (2001). 
In this research, we demonstrate that when the cluster size is informative of the 
relationship of failure times and covariates, the estimators obtained from (3) are 
(asymptotically) unbiased (and consistent), whereas the estimators obtained from (2) are 
biased and inconsistent. This is demonstrated later theoretically and in the simulation 
studies. We name the AFT model through by the equation (3) the cluster-weighted AFT 
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(CW AFT) model and the non-cluster-weighted AFT (NCW AFT) model through the 
equation (2). 
Solving (3), we can obtain the estimated parameters /3, 
~ m m 
where f3 is a p by 1 vector, Z is a L:ni by p matrix, Y is a L:ni by 1 vector, and Wcl is 
i=l i=l 
m m 




2.3.6 Modeling Clustered Censoring Times 
2.3.6.1 Independent and Identically Distributed Censoring Times 
In this scenario, the censoring times are assumed to be independent and identically 
distributed. In other words, there is no clustering with respect to the censoring times. Also 
the censoring hazard is not influenced by the observed covariates in the regression model 
for the failure times. 
Estimating inverse weight (unction 
For clustered survival data with i.i.d. random censoring times, we need to pool the 
data (irre~pective of their cluster membership), so that every subject at risk will be 
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evaluated. Then, Kc(Tij) can be estimated by the same method for independent survival 
data with random censoring time. 
Simulation for Clustered Survival Data with Random Censoring Times 
Data are generated from the following model: 
{
I if 1 < i < !ll 
where {31 = 0.5, {32 = 0.8, Zijl = 1, Zij2 = a 'f m 1 - . - 2 
12"+ ::;z::;m 
ai f"V N(O, 0.25), Cij f"V N(O, 0.15), and m is the number of the clusters. 
We chose g( ai) = 4ai to generate the informative cluster size. The censoring times 
are assumed independent and identically distributed for each subject and were generated 
with a lognormal distribution. The log standard deviation was chose as 1 for he lognormal 
distributions, and we varied log mean to control censoring rates approximately as 25%, 
50% and 75%. The simulation size again was 1000. The numbers of clusters, m, were 
chosen as 30 and 200 respectively, and the cluster size was random. The simulation 
results are in Table 3 and Table 4. The results in Table 3 were obtained by the CWAFT 
model, or equation (3), and the results in Table 4 were obtained by the NCWAFT model 
or equation (2). 
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Table 3 
Clustered survival data under potentially infonnative cluster size with random censoring 
times (Estimation by CW AFT model). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
..-... 
30 Bias(!11) 0.001 0.001 - 0.017 
..-... 
se(!11) 0.121 0.144 0.191 
..-... 
Bias(!12) - 0.018 - 0.031 - 0.050 
..-... 
se(!12) 0.183 0.229 0.329 
~ 
200 Bias(!11) < 0.001 < - 0.001 - 0.004 
-. 
se(!11) 0.051 0.062 0.086 
~ 
Bias(!12) - 0.001 - 0.005 - 0.013 
~ 
se(!12) 0.078 0.103 0.152 
The results in Tables 3 and Table 4 share the simulated data. We compare the results 
in Table 3 and Table 4 to see if the CW AFT model can perfonn better than NCW AFT 
model in presence of infonnative cluster size. From the results in Table 3, we find that the 
standard errors decrease when either the number of cluster increases or the censoring rate 
decreases, and that biases of all parameters are reasonably small for all situations. 
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Table 4 
Clustered survival data under potentially infonnative cluster size with random censoring 
times (Estimation by CW AFT model). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
'" 
30 BiaseB1) 0.134 0.131 0.111 
'" 
se(,81) 0.137 0.160 0.206 
Bias(,82) - 0.016 - 0.030 - 0.058 
'" 
se(,82) 0.199 0.243 0.339 
'" 
200 Bias(,81) 0.154 0.154 0.149 
se(,81) 0.062 0.073 0.101 
..... 
Bias(,82) - 0.007 - 0.009 - 0.016 
~ 
se(,82) 0.090 0.114 0.163 
In Table 4, although the standard errors decrease when either the number of cluster 
increases or the censoring rate decreases, the biases of ,81 are too large for a good 
estimation for all the censoring rates and both the numbers of cluster. We can conclude 
from the above preliminary results that CW AFT model stands a good chance of working 
for clustered survival data with potentially infonnative cluster size. 
2.4. Proposed Competing AFT Models for Clustered Survival Data with Potentially 
Informative Cluster Size 
2.4.1. Clustered Survival Data with Censoring Times Dependent on Covariates 
In the last case, we investigate the competing models for clustered survival data with 
potentially infonnative cluster size. The censoring times are independent of covariates in 
that scenario. Now, we consider clustered survival data with censoring times dependent 
on covariates. This type of data is what we are really interested in for this dissertation 
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research. The equations (2) and (3) are still used for the NCWAFT model and the 
CWAFT model respectively. However, we should use different inverse weight functions. 
Estimating cumulative hazard rate and inverse weight function 
For clustered survival data with censoring times dependent on covariates, we need 
to pool and align the data and then use the same method for independent survival data 
with censoring times dependent on covariates to obtain the inverse weight function. 
Let Ac (t) denote the hazard function for censoring times, then Aalen's linear hazard 
model is defined as: 
P 
Ac[tIZij] = L: (3k(t) Zijk, 
k=l 
where (3k(t), k = 1, ... , p, are an unknown parametric functions, and Zijl = 1. 
Defining cumulative risk function Bk(t) = J~ (3(8) dt, k = 1, ... , p. As before, Aalen's 
model estimates B(t) = (Bl' ... , Bp) by: 
m ni 
where A(t) = L: L: I(Tij ~ t)ZijZl;, and Zij = (Zijl, ... ,Zijp). 
i=lj=l 
The cumulative hazard for t ::; Tij can be estimated by 
m ni 
= L: L:I(Ti,j' ::; t)(l- 8i'j')Zl;A~1(Ti'j')Zi'j'. 
i'=lj'=l 
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The inverse weight function Kij,c (t) for censoring time is estimated by 
Under suitable regularity conditions, the estimators for cluster-weighted AFT 
model (CW AFT) model is asymptotically normally distributed with 0 mean and variance-
covariance M, 
y'mC/3 - fj) ~ AN(O, M), 
where M has a sandwiching form M = r-12:r-1 . 
..-.. ...-..-1..-....-.-1 
A consistent estimator for M will be M = r 2:r , 
where 




In next section we investigate the bias properties of estimators obtained from (2) 
and (3) when the cluster size is informative. 
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2.5. A Mathematical Investigation of the Estimators Based on NCW AFT and 
CW AFT Models 
In this section, we will investigate the bias properties of estimators base on 
NCW AFT (~NCW AFT) and CW AFT (~CW AFT) models when the cluster size is 
informative. The model we consider the model 
as before, where ai is a cluster specific random effect, Zij is a subject specific covariate 
vector and Cij is a subject specific random error. 
Extending the arguments in Wang et al. (2009), we will show that ~NCWAFT is 
asymptotically biased while ~CWAFT is asymptotically unbiased (and inconsistent) when 
the cluster size is related to the cluster effect ai. More precisely, suppose, ni = g(ai), for 
some function 9 such that E{ aig(ai)} =j:. O. Note that by definition, 
PNCWAFT = (Z'WZ)-lZ'WY 
( 
m n, ) -1 (m ni ) = Z .. Z~. Oij Z .. y; . 6ij 2.: 2.: 2) 2) K (T-) 2.: 2.: 2) 2) K (T-) . i=lj=l 'J,C 'J i=lj=l 'J,C 'J 
Hence, as m --+ 00, by laws of large numbers (under suitable regularity conditions), 
where An ~ Bn means An - Bn --+ 0 in probability, as well as in L 1 , 
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under the assumption that the covariate distribution is exchangeable within a cluster i 
given the cluster size ni, 
= f3 + ~~(~JlI { E (t,z:, Zil) } -, E (t,Zil) } 
Since by assumption, E(o:g(o:)) -10, this shows that the in probability (and L1) limit of 
7J NCWAFT is not equal to {3. 
We have shown that non-cluster weighted AFT model introduces bias in presence 
of informative cluster size. On the other hand, we now demonstrate that estimators by 
cluster weighted AFT model are unbiased by a similar calculation. 
__ { (m ni ) } -1 { (m ni ) } ~ E Z Z' Dij E Z y;. Dij 
{3cwAFT'" L:L: ij ijnK (T-) L:L: ij 2JnK (T-) , 
i=lj=l ' 'J,e 'J . i=lj=1 ' 'J,e 'J 
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In above cases, we consider the cluster size is only related to the cluster effect. The 
situation could be more complicated when the cluster size is related to both the cluster 
effect and one covariate. Under this scenario, we will have 
where the first two components of 'Y might be non-zero. Thus, the estimator of the 
parameter associated with the covariate will be biased in addition to the intercept. The 
simulation results will verify this point in next section. 
2.6. Simulation Studies and Results 
In section 2.6.1, we conducted studies with simulated data to assess performances of 
two competing proposals by bias, standard error and empirical standard error. In section 
2.6.2, we present hypotheses testing results for our proposed cluster-weighted AFT 
model. In simulation studies, we consider the following AFT model: 
where ~j are possibly unobserved failure times, Eij"'" N(O, aD, Q:i rv N(O, (T~), 
Zijl = 1, 
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Censoring times were generated by the Aalen's linear model: 
2.6.1 Parameter Estimation 
To compare the performances of the cluster-weighted AFT model with that of non-
cluster-weighted AFT model, we conducted a number of simulations by varying number of 
cluster, censoring rate, parameter values, error distribution, cluster effect distribution, 
informative cluster size, and covariate distribution. For each setup, the simulation size was 
n = 1000. 
i) We considered a small sample size n = 30, and a large sample size n = 200. 
ii) To generate censoring time, we defined b = c{3. Three censoring rates were chosen to 
represent low censoring rate (0.25), median censoring rate (0.5) and high censoring rate 
(0.75), by controlling c, while keeping (3 unchanged. 
iii) We considered two sets of parameter values: /31 = 0.3, /32 = 0.4, /33 = - 0.2, 
/34 = - 0.3; and /31 = 0.8, /32 = 1, /33 = - 0.75, /34 = - 1.5. 
iv) Two distributions of the continuous covariate were considered: Zij3 f'V N(I,0.15), and 
Zij3 '" N(1,0.3). 
v) Two cluster effect distributions were selected: O:i f'V N(O, 0.25), and Cti f'V N(O, 0.15). 
vi) Two types of random informative cluster sizes were considered. For the first scenario 
the cluster size was only related to cluster effect ai. Let g(Cti) = )'1 + )'2Cti. The cluster 
. sizes were randomly generated ni = 1 + ni, and ni f'V P ois (exp(g( O:i) ) ). We chose two 
pairs of size controlling parameters:)'l = 1.5,)'2 = 3; )'1 = - 1,)'2 = 4. 
For the second scenario the cluster size was related to both cluster effect Cti and the 
cluster level covariate Zij2. Let g(O:i) = )'1 + )'2Cti + )'3Zij2. The cluster sizes were 
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randomly generated ni = 1 +ni,and ni f'V Pois(exp(g(ai))). We selected two pairs of 
size controlling parameters: ')'1 = 1.5, ')'2 = 3 and ')'3 = 1; ')'1 = 1.5, ')'1 = 4 and ')'3 = - 4. 
vii) Error distributions: signal variance was defined as (7; = /P'Ez {3; noise variance was 
defined as (7~, where Cij f'V N(O, (7~). Noise to signal ratio is r = 4. We used two noise to 
as 
signal ratio values, r = 1, and r = 0.2. 
We present simulation results in Table 5-16 when cluster size is informative, and 
tables for other simulation setups are attached in Appendix. When the cluster effect ai were 
distributed as N(O, 0.15), both methods work well, which means both methods are valid 
when the variance of cluster size is small. We present bias, standard deviation (e.sd), i.e., 
n '" _ 
sd = n~12:(ei - () )2, and the square root of the average of the estimated variance (sd), 
i=l 
n '" '" 
i.e., sd = ~2:V(()i) for the cluster-weighted AFT model and non-cluster-weighted AFT 
i=l 
model respectively in Table 5 and Table 6, where the cluster size is only related to cluster 
effect ai. From the tables, it is obvious that the estimator for intercept, /31' is biased by the 
NCW AFT model. However, the CW AFT model performs well for all of the four 
parameters. Table 7 and Table 8 report results for simulation designs similar to those in 
Table 5 and Table 6 except the variance for covariate Zij3' We find the same conclusion for 
Table 7 and Table 8 as that for Table 5 and Table 6. In Table 9 and Table 10, the cluster 
size is still only related to cluster effect. However, we used the second set of parameters. 
We again conclude that the NCWAFT model introduce estimation bias for the intercept 
while the CW AFT model performed well for estimation for all parameters. In Table 11 and 
Table 12, we chose ')'1 = -1 and ')'2 = 4. Same conclusion is found again. We also report 
the simulation results for the competing methods in Table 13 and Table 14 respectively 
when the cluster size is related to both cluster effect ai and the cluster level covariate Zij2. 
Under this scenario, the NCWAFT model introduces bias for both /31 and /32' but the 
CW AFT model remains consistent estimation. In Table 15 and Table 16, the cluster size is 
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related to both cluster effect Cti and the cluster level covariate Zij2. However, the variance 
for covariate Zij3 has the different value with that in table 13 and Table 14. From Table 15 
and Table 16, we find that the NCWAFT did not perform well for both ~1 and ~2' while the 
CW AFT model did. 
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Table 5 
Simulation results for the cluster-weighted AFT model when the cluster size is only 
related to the cluster effect (Beta! =0.3 Beta2=0.4, Beta3=-0.2, Beta4=-0.3, alpha=0.25, 
rl=1.5, r2=3,z3=N(1,0.15), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
~ 
30 Bias(,81) 0.014 0.039 0.046 .... 
e.sd(,81) 0.259 0.289 0.366 
~ 
Sd(,81) 0.232 0.249 0.311 
~ 
Bias(,82) - 0.025 - 0.056 - 0.051 
~ 
e.sd(,82) 0.406 0.471 0.708 
...... 
Sd(,82) 0.351 0.406 0.559 
~ 
Bias(,83) 0.006 - 0.01 - 0.009 .... 
e.sd(,83) 0.247 0.277 0.354 .... 
sd(,83) 0.221 0.239 0.302 
~ 
Bias(,84) 0.016 0.039 0.028 
~ 
e.sd(,84) 0.389 0.452 0.68 
~ 
Sd(,84) 0.335 0.389 0.539 
~ 
200 Bias(,81) 0.018 0.043 0.063 .... 
e.sd(,81) 0.100 0.113 0.153 
~ 
Sd(,81) 0.099 0.110 0.145 
~ 
Bias(,82) - 0.033 - 0.041 - 0.059 
~ 
e.sd(,82) 0.152 0.184 0.271 .... 
Sd(,82) 0.151 0.181 0.253 
~ 
Bias(,83) 0.004 - 0.007 - 0.018 
~ 
e.sd(,83) 0.095 0.107 0.146 .... 
sd(,83) 0.094 0.105 0.139 
~ 
Bias(,84) 0.018 0.016 0.026 .... 
e.sd(,84) 0.144 0.176 0.257 .... 
Sd(,84) 0.144 0.173 0.243 
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Table 6 
Simulation results for the non-cluster-weighted AFT model when the cluster size is only 
related to the cluster effect (Betal =0.3 Beta2=0.4, Beta3=-0.2, Beta4=-0.3, alpha=0.25, 
r1 =1.5, r2=3,z3=N(l,O.l5), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
---30 Bias(,81) 0.155 0.170 0.161 
---e.sd(,81) 0.197 0.231 0.315 
---Sd(,81) 0.173 0.199 0.281 
---Bias(,82) - 0.023 - 0.055 - 0.052 
---e.sd(,82) 0.309 0.403 0.684 
---Sd(,82) 0.275 0.347 0.511 
---Bias(,83) 0.006 - 0.004 0.006 
---e.sd(,83) 0.172 0.21 0.302 
---Sd(,83) 0.170 0.195 0.275 
---Bias(,84) 0.014 0.039 0.023 
---e.sd(,84) 0.279 0.375 0.649 
---Sd(,84) 0.267 0.335 0.493 
~ 
200 Bias(,81) 0.179 0.209 0.222 
---e.sd(,81) 0.095 0.115 0.173 
---Sd(,81) 0.076 0.096 0.154 
---Bias(,82) - 0.033 - 0.05 - 0.069 
---e.sd(,82) 0.141 0.187 0.323 
~ 
Sd(,82) 0.122 0.174 0.279 
~ 
Bias(,83) 0.006 - 0.005 - 0.006 
~ 
e.sd(,83) 0.081 0.102 0.163 
~ 
Sd(;J3) 0.075 0.094 0.151 
~ 
Bias(,84) 0.018 0.025 0.031 
---e.sd(,84) 0.125 0.176 0.304 
~ 
Sd(,84) 0.119 0.167 0.269 
37 
Table 7 
Simulation results for the cluster-weighted AFT model when the cluster size is only 
related to the cluster effect (Betal =0.3 Beta2=OA, Beta3=-0.2, Beta4=-0.3, alpha=0.25, 
r1 =1.5, r2=3,z3=N(1 ,0.3), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
~ 
30 Bias(,Bl) 0.028 0.045 0.049 
~ 
e.sd(,Bl) 0.149 0.166 0.207 
~ 
Sd(,Bl) 0.133 0.143 0.172 
~ 
Bias(,B2) - 0.022 - 0.045 - 0.051 .... 
e.sd(,B2) 0.232 0.264 0.393 
~ 
Sd(,B2) 0.202 0.234 0.307 .... 
Bias(,B3) - 0.001 - 0.007 - 0.006 .... 
e.sd(,B3) 0.125 0.142 0.185 
~ 
sd(,B3) 0.113 0.123 0.154 
~ 
Bias(,B4) 0.013 0.026 0.028 .... 
e.sd(,B4) 0.199 0.227 0.346 
~ 
Sd(,B4) 0.172 0.202 0.273 
.... 
200 Bias(,Bl) 0.029 0.057 0.070 .... 
e.sd(,Bl) 0.059 0.069 0.088 .... 
Sd(,Bl) 0.056 0.065 0.083 .... 
Bias(,B2) - 0.025 - 0.036 - 0.048 
~ 
e.sd(,B2) 0.089 0.111 0.156 .... 
Sd(,B2) 0.088 0.107 0.147 
~ 
Bias(,B3) 0.001 - 0.011 - 0.017 
~ 
e.sd(,B3) 0.049 0.057 0.075 
~ 
Sd(,B3) 0.048 0.055 0.073 
~ 
Bias(,B4) 0.011 0.011 0.015 .... 
e.sd(,B4) 0.074 0.094 0.133 
~ 
Sd(,B4) 0.075 0.091 0.127 
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Table 8 
Simulation results for the non-cluster-weighted AFT model when the cluster size is only 
related to the cluster effect (Beta! =0.3 Beta2=O.4, Beta3=-0.2, Beta4=-0.3, alpha=0.25, 
r1 =1.5, r2=3,z3=N(1 ,0.3), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
---30 Bias(,Bl) 0.167 0.177 0.167 
---e.sd(,Bl) 0.140 0.156 0.190 
;0.. 
Sd(,Bl) 0.092 0.106 0.150 
---Bias(,B2) - 0.020 - 0.046 - 0.066 
---e.sd(,B2) 0.206 0.235 0.345 
---Sd(,B2) 0.151 0.192 0.280 
~ 
Bias(,B3) 0.003 - 0.001 0.007 
'" 
e.sd(,B3) 0.093 0.111 0.161 
;0.. 
Sd(,B3) 0.087 0.099 0.139 
'" 
Bias(,B4) 0.010 0.027 0.035 
'" 
e.sd(,B4) 0.146 0.180 0.293 
...... 
Sd(,B4) 0.137 0.171 0.249 
~ 
200 Bias(,Bl) 0.197 0.230 0.234 
;0.. 
e.sd(,Bl) 0.071 0.089 0.112 
...... 
Sd(,Bl) 0.043 0.056 0.086 
...... 
Bias(,B2) - 0.025 - 0.046 - 0.066 
...... 
e.sd(,B2) 0.101 0.129 0.189 
'" 
Sd(,B2) 0.072 0.103 0.159 
;0.. 
Bias(,B3) - 0.001 - 0.011 - 0.008 
'" 
e.sd(,B3) 0.047 0.064 0.089 
...... 
Sd(,B3) 0.039 0.052 0.079 
---Bias(,B4) 0.012 0.018 0.025 
'" 
e.sd(,B4) 0.069 0.099 0.157 
...... 
Sd(,B4) 0.065 0.090 0.140 
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Table 9 
Simulation results for the cluster-weighted AFT model when the cluster size is only 
related to the cluster effect (Betal =0.8 Beta2=1, Beta3=-0.75, Beta4=-1.5, alpha=0.25, 
r1 =1.5, r2=3,z3=N(1 ,0.15), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
r.. 
30 Bias(fJl) 0.018 0.031 0.009 
r.. 
e.sd(fJl) 0.297 0.338 0.493 
~ 
Sd(fJl) 0.256 0.285 0.421 
~ 
Bias(fJ2) - 0.008 - 0.057 - 0.053 
r.. 
e.sd(fJ2) 0.414 0.485 0.667 
---Sd(fJ2) 0.361 0.405 0.561 
---Bias(fJ3) 0.003 - 0.007 0.007 
---e.sd(fJ3) 0.282 0.322 0.478 
---sd(fJ3) 0.244 0.273 0.403 
~ 
Bias(fJ4) 0.002 0.043 0.046 
r.. 
e.sd(fJ4) 0.396 0.463 0.632 
---Sd(fJ4) 0.343 0.385 0.532 
---200 Bias(fJl) 0.017 0.028 0.018 
---e.sd(fJl) 0.124 0.141 0.196 
r.. 
Sd(fJl) 0.113 0.131 0.188 
---Bias(fJ2) - 0.019 - 0.064 - 0.062 
---e.sd(fJ2) 0.166 0.192 0.278 
---Sd(fJ2) 0.158 0.183 0.254 
r.. 
Bias(fJ3) 0.001 - 0.006 0.004 
r.. 
e.sd(fJ3) 0.116 0.132 0.186 
---Sd(fJ3) 0.107 0.124 0.180 
~ 
Bias(fJ4) 0.012 0.045 0.039 
---e.sd(fJ4) 0.156 0.179 0.260 
---Sd(fJ4) 0.150 0.173 0.239 
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Table 10 
Simulation results for the non-cluster-weighted AFT model when the cluster size is only 
related to the cluster effect (Beta1 =0.8 Beta2=l, Beta3=-0.75, Beta4=-1.5, alpha=0.25, 
r1 =1.5, r2=3,z3=N(l ,0.15), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
---30 Bias(,Bl) 0.150 0.147 0.113 
~ 
e.sd(,Bl) 0.241 0.280 0.472 
..... 
Sd(,Bl) 0.206 0.252 0.399 
---Bias(,B2) 0.002 - 0.043 - 0.067 
---e.sd(,B2) 0.331 0.398 0.606 
---Sd(,B2) 0.286 0.346 0.523 
---Bias(,B3) 0.010 0.012 0.025 
---e.sd(,B3) 0.216 0.259 0.457 
..... 
sd(,B3) 0.199 0.243 0.383 
---Bias(,B4) - 0.006 0.033 0.068 
~ 
e.sd(,B4) 0.295 0.363 0.569 
sd(B4) 0.276 0.329 0.494 
---200 Bias(,Bl) 0.183 0.184 0.147 
---e.sd(,Bl) 0.125 0.148 0.219 
---Sd(,Bl) 0.096 0.123 0.206 
---Bias(,B2) - 0.014 - 0.055 - 0.047 
---e.sd(,B2) 0.161 0.191 0.309 
---Sd(,B2) 0.131 0.169 0.269 
..... 
Bias(,B3) - 0.001 0.003 0.032 
---e.sd(,B3) 0.113 0.138 0.213 
---Sd(,83) 0.092 0.118 0.197 
---Bias(,84) 0.003 0.032 0.025 
---e.sd(,B4) 0.141 0.174 0.287 
---Sd(,B4) 0.126 0.160 0.252 
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Table 11 
Simulation results for the cluster-weighted AFT model when the cluster size is only 
related to the cluster effect (Betal =0.3 Beta2=O.4, Beta3=-0.2, Beta4=-0.3, alpha=0.25, 
r1 =1.5, r2=3,z3=N(1,0.15), error=O.2). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
..... 
30 Bias(t11) 0.024 0.050 0.052 
..... 
e.sd(t11) 0.319 0.369 0.494 
..... 
Sd(t11) 0.219 0.323 0.412 
..... 
Bias(t12) - 0.067 - 0.105 - 0.132 
~ 
e.sd(t12) 0.499 0.626 0.919 
..... 
Sd(t12) 0.443 0.521 0.703 
~ 
Bias(t13) 0.010 - 0.001 0.001 
~ 
e.sd(t13) 0.305 0.355 0.482 
..... 
sd(t13) 0.281 0.313 0.402 
~ 
Bias(t14) 0.045 0.064 0.074 
~ 
e.sd(t14) 0.481 0.606 0.886 
..... 
Sd(t14) 0.427 0.504 0.682 
.-.. 
200 Bias(t11) 0.022 0.058 0.075 
e.sd(t11) 0.121 0.152 0.216 
.-.. 
Sd(t11) 0.122 0.143 0.202 
.-.. 
Bias(t12) - 0.062 - 0.093 - 0.108 
..... 
e.sd(t12) 0.189 0.247 0.364 
~ 
Sd(t12) 0.186 0.233 0.338 
~ 
Bias(t13) 0.011 - 0.002 - 0.006 
~ 
e.sd(t13) 0.116 0.145 0.208 
..... 
Sd(t13) 0.117 0.138 0.197 
.-.. 
Bias(t14) 0.036 0.045 0.046 
~ 
e.sd(t14) 0.183 0.239 0.353 
..... 
Sd(t14) 0.179 0.225 0.327 
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Table 12 
Simulation results for the non-cluster-weighted AFT model when the cluster size is only 
related to the cluster effect (Beta1 =0.3 Beta2=O.4, Beta3=-0.2, Beta4=-O.3, alpha=O.25, 
r1 =1.5, r2=3,z3=N(1,O.l5), error=0.2). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
~ 
30 Bias(,81) 0.167 0.186 0.169 
....... 
e.sd(,81) 0.261 0.317 0.461 
.-.. 
Sd(,81) 0.236 0.279 0.376 
~ 
Bias(,82) - 0.070 - 0.121 - 0.144 
.-.. 
e.sd(,82) 0.405 0.560 0.858 
....... 
Sd(,82) 0.369 0.467 0.646 
....... 
Bias(,83) 0.010 0.003 0.014 
....... 
e.sd(,83) 0.238 0.299 0.449 
.-.. 
sd(,83) 0.232 0.275 0.369 
.-.. 
Bias(,84) 0.045 0.075 0.075 
.-.. 
e.sd(,84) 0.377 0.537 0.827 
....... 
Sd(,84) 0.359 0.454 0.627 
.-.. 
200 Bias(,81) 0.187 0.232 0.235 
....... 
e.sd(,81) 0.113 0.165 0.249 
.-.. 
Sd(,81) 0.102 0.144 0.219 
.-.. 
Bias(,82) - 0.075 - 0.121 - 0.136 
.-.. 
e.sd(,82) 0.175 0.268 0.424 
....... 
Sd(,82) 0.159 0.237 0.367 
....... 
Bias(,83) 0.014 - 0.001 0.005 
....... 
e.sd(,83) 0.101 0.150 0.237 
....... 
sd(/33) 0.100 0.141 0.215 
~ 
Bias(,84) 0.045 0.063 0.061 
~ 
e.sd(/34) 0.163 0.257 0.407 
~ 
Sd(,84) 0.156 0.230 0.356 
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Table 13 
Simulation results for the cluster-weighted AFT model when the cluster size is related to 
both the cluster effect and the binary covariate ((Betal =0.3 Beta2=O.4, Beta3=-0.2, 
Beta4=-0.3, alpha=0.25, r1=1.5, r2=4,r3=-4,z3=N(l,0.3),error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
~ 
30 Bias(,81) - 0.009 - 0.010 - 0.007 
~ 
e.sd(,81) 0.155 0.174 0.216 
~ 
Sd(,81) 0.139 0.151 0.180 
~ 
Bias(,82) - 0.003 - 0.011 - 0.033 
~ 
e.sd(,82) 0.382 0.482 
. 1.032 
~ 
Sd(,82) 0.313 0.375 0.548 
~ 
Bias(,83) 0.021 0.023 0.020 
~ 
e.sd(,83) 0.135 0.153 0.193 
~ 
Sd(,83) 0.119 0.131 0.159 
~ 
Bias(,84) - 0.011 - 0.011 - 0.019 
~ 
e.sd(,84) 0.345 0.441 0.913 
~ 
Sd(,84) 0.28 0.336 0.493 
-.. 
200 Bias(,81) - 0.002 0.001 0.003 
'" 
e.sd(,81) 0.062 0.069 0.084 
~ 
Sd(,81) 0.059 0.066 0.08 
~ 
Bias(,82) - 0.031 - 0.042 - 0.068 
~ 
e.sd(,82) 0.134 0.159 0.231 
'" 
Sd(,82) 0.128 0.15 0.206 
~ 
Bias(,83) 0.011 0.008 0.007 
e.sd(,83) 0.055 0.061 0.075 
'" 
Sd(,83) 0.052 0.058 0.072 
~ 
Bias(,84) 0.021 0.028 0.038 
~ 
e.sd(,84) 0.119 0.143 0.204 
~ 
Sd(,84) 0.115 0.134 0.182 
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Table 14 
Simulation results for the non-cluster-weighted AFT model when the cluster size is 
related to both the cluster effect and the binary covariate (Beta1 =0.3 Beta2=0.4, Beta3=-
0.2, Beta4=-0.3, alpha=0.25, r1 =1.5, r2=4,r3=-4,z3=N(1,0.3),error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
--. 
30 Bias(,Bl) 0.181 0.178 0.178 
--. 
e.sd(,Bl) 0.144 0.157 0.189 
--. 
Sd(,Bl) 0.086 0.102 0.146 
--. 
Bias(,B2) - 0.173 - 0.181 - 0.209 
--. 
e.sd(,B2) 0.383 0.484 1.035 
.-... 
Sd(,B2) 0.294 0.361 0.504 
--. 
Bias(,B3) 0.014 0.017 0.013 
.-... 
e.sd(,B3) 0.089 0.105 0.148 
.-... 
Sd(,B3) 0.079 0.094 0.133 
~ 
Bias(,B4) - 0.001 - 0.001 - 0.009 
~ 
e.sd(,B4) 0.338 0.434 0.909 
~ 
Sd(,B4) 0.267 0.326 0.455 
~ 
200 Bias(,Bl) 0.216 0.217 0.213 
.-... 
e.sd(,Bl) 0.069 0.07 0.085 
~ 
Sd(,Bl) 0.039 0.049 0.075 
~ 
Bias(,B2) - 0.225 - 0.237 - 0.257 
.-... 
e.sd(,B2) 0.145 0.173 0.248 
~ 
Sd(,B2) 0.127 0.153 0.213 
..... 
Bias(,B3) 0.009 0.009 0.012 
~ 
e.sd(,B3) 0.043 0.048 0.069 
..... 
Sd(,B3) 0.036 0.045 0.068 
~ 
Bias(,B4) 0.025 0.032 0.037 
~ 
e.sd(,B4) 0.119 0.148 0.215 
..... 
Sd(,B4) 0.114 0.137 0.188 
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Table 15 
Simulation results for the cluster-weighted AFT model when the cluster size is related to 
both the cluster effect and the binary covariate (Beta1 =0.3 Beta2=O.4, Beta3=-0.2, 
Beta4=-0.3, alpha=O.2S, r1 =1.5, r2=4,r3=-4,z3=N(1 ,0.15), error=O.OS). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
..... 
30 BiaseSl) - 0.026 - 0.035 - 0.023 
..... 
e.sd(,Bl) 0.278 0.311 0.400 
...... 
Sd(,Bl) 0.249 0.272 0.328 
..... 
Bias(,B2) 0.045 0.027 - 0.049 
..... 
e.sd(,B2) 0.689 0.839 1.414 
..... 
Sd(,B2) 0.579 0.672 0.843 
...... 
Bias(,B3) 0.034 0.043 0.033 
"" e.sd(,B3) 0.269 0.299 0.388 
..... 
Sd(,B3), 0.238 0.261 0.317 
"" Bias(,B4) - 0.057 - 0.049 - 0.008 
"" 
e.sd(,B4) 0.669 0.819 1.379 
"" 
Sd(,B4) 0.559 0.651 0.814 
"" 200 Bias(,Bl) - 0.007 - 0.006 0.003 
..... 
e.sd(,Bl) 0.112 0.124 0.152 
..... 
Sd(,Bl) 0.107 0.118 0.146 
..... 
Bias(,B2) - 0.038 - 0.051 - 0.079 
...... 
e.sd(,B2) 0.237 0.286 0.408 
"" 
Sd(,B2) 0.229 0.266 0.368 
...... 
Bias(,B3) 0.011 0.009 0.003 
..... 
e.sd(,B3) 0.108 0.120 0.148 
"" 
Sd(,B3) 0.103 0.115 0.142 
..... 
Bias(,B4) 0.029 0.038 0.051 
"" 
e.sd(,B4) 0.231 0.279 0.394 
"" 
Sd(,B4) 0.222 0.258 0.356 
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Table 16 
Simulation results for the non-cluster-weighted AFT model when the cluster size is 
related to both the cluster effect and the binary covariate (Betal =0.3 Beta2=O.4, Beta3=-
0.2, Beta4=-0.3, alpha=0.25, r1=1.5, r2=4,r3=-4,z3=N(l,0.15), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
---30 BiaseSl) 0.172 0.164 0.172 
"-
e.sd(,81) 0.201 0.234 0.319 
---Sd(,81) 0.161 0.192 0.274 
---Bias(,82) - 0.126 - 0.156 - 0.232 
"-
e.sd(,82) 0.676 0.828 1.396 
..... 
Sd(,82) 0.552 0.660 0.878 
---Bias(,83) 0.019 0.027 0.016 
"-
e.sd(,83) 0.168 0.205 0.297 
..... 
Sd(,83) 0.158 0.188 0.267 
---Bias(,84) - 0.046 - 0.026 0.008 
---e.sd(,84) 0.653 0.808 1.362 
....... 
Sd(,84) 0.535 0.642 0.854 
---200 Bias(,81) 0.208 0.208 0.209 
....... 
e.sd(,81) 0.087 0.102 0.149 
---Sd(,81) 0.072 0.089 0.135 
....... 
Bias(,82) - 0.231 - 0.242 - 0.263 
....... 
e.sd(,82) 0.238 0.296 0.432 
---Sd(,82) 0.226 0.270 0.380 
....... 
Bias(,83) 0.012 0.011 0.010 
---e.sd(,83) 0.072 0.089 0.141 
....... 
Sd(,63) 0.070 0.087 0.132 
---Bias(,64) 0.034 0.041 0.047 
---e.sd(,64) 0.227 0.284 0.415 
....... 
Sd(,64) 0.221 0.262 0.366 
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In addition, we show the Probability-Probability plots for the estimated regression 
coefficients. We generated the nominal versus the actual coverage rate by varying the 
significance level in the range (0.02, 0.98). In Figure 1, the cluster size was only related 
to the cluster effect (l:i. The parameters used are the same as those in Table 5 and Table 6 
with censoring rate equal to 25 percent and the number of cluster equal to 200. The 
empirical coverage rates for the cluster-weighted AFT model are close to the nominal 
level, while the empirical coverage rates of /31 for the non-cluster-weighted AFT model 
are substantially below the nominal levels, indicating defective for the non-cluster-
weighted AFT model in the situation. In Figure 2, 3 and 4, the cluster size was only 
related to the cluster effect (l:i. The parameters used are the same as those in Table 7-8, 
Table 9-10, and table 11-12 respectively with censoring rate equal to 25 percentage and 
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Figure 1. Probability-Probability plots for parameters for two competing methods when the cluster size is 
only related to the cluster effect using the same parameters in Table 5-6. 
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Figure 2. Probability-Probability plots for parameters for two competing methods when the cluster size is 
only related to the cluster effect using the same parameters in Table 7-8. 
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Figure 3. Probability-Probability plots for parameters for two competing methods when the cluster size is 
only related to the cluster effect using the same parameters in Table 9-10. 
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Figure 4. Probability-Probability plots for parameters for two competing methods when the cluster size is 
only related to the cluster effect using the same parameters in Table 11-12. 
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In Figure 5 and Figure 6, the cluster size was related to both cluster effect Qi and 
the cluster level covariate Zij2. The parameters used are same as those in Table 13-14 and 
Table 15-16 respectively with censoring rate equal to 25 percent and the number of 
cluster equal to 200. The plots show that the cluster-weighted AFT model performed well 
for all parameters. However, the plots of both (31 and (32 are significantly deviated from 
the diagonal line for the non-cluster-weighted AFT model, indicating poor performance 
of the method. 
p.p plot for beta1 
0 
., I ; ::.:::~, 
8, 0 8, 








0.0 0.2 0.4 0.6 0.8 1.0 
Nominal coverage 
p.p plot for beta3 








8 .. ... 




0.0 0.2 0.4 O.S 0.8 1.0 
rmina, co,,""'ge 
p.p plot for beta2 
3 










l.~ .. ::  ............................ .. 
0 
0.0 0.2 0.4 O.S 
Nominal coverage 
p.p plot for beta4 
0 











0.0 0.2 0.4 0.6 
Nominal cowrage 








Figure 5. Probability-Probability plots for parameters for two competing methods when the cluster size is 
related to both the cluster effect and the covariate using the same parameters in Table 13-14. 
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Figure 6. Probability-Probability plots for parameters for two competing methods when the cluster size is 
related to both the cluster effect and the covariate using the same parameters in Table 15-16. 
We presented simulation results in Table 17 and Table 18 when cluster size is not 
informative. The results show when cluster size is not informative, the NCW AFT model 
is unbiased and the estimated variance is close to empirical variance indicating the model 
is appropriate. When cluster size is not informative, the CW AFT model continues to be 
unbiased with loss slight efficiency over NCW AFT model. 
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Table 17 
Simulation results for the cluster-weighted AFT model when the cluster size is not 
informative (Betal =0.3 Beta2=O.4, Beta3=-0.2, Beta4=-0.3, alpha=0.25,pai=0.25, 
r1=1.5, r2=3,z3=N(l,O.l5), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
~ 
30 Bias(fJl) 0.002 0.015 0.003 
~ 
e.sd(fJl) 0.257 0.328 0.469 
'" 
Sd(fJl) 0.241 0.276 0.342 
'" 
Bias(fJ2) - 0.011 - 0.029 - 0.065 
~ 
e.sd(fJ2) 0.401 0.544 0.818 
~ 
Sd(fJ2) 0.361 0.424 0.562 
~ 
Bias(fJ3) 0.021 0.018 0.021 
~ 
e.sd(fJ3) 0.245 0.316 0.461 
~ 
Sd(fJ3) 0.229 0.266 0.333 
~ 
Bias(fJ4) 0.005 0.009 0.028 
~ 
e.sd(fJ4) 0.381 0.521 0.791 
~ 
Sd(fJ4) 0.345 0.418 0.544 
~ 
200 Bias(fJl) 0.021 0.050 0.065 
~ 
e.sd(fJl) 0.112 0.145 0.245 
~ 
Sd(fJl) 0.106 0.136 0.198 
~ 
Bias(fJ2) - 0.039 - 0.053 - 0.066 
'" 
e.sd(fJ2) 0.167 0.237 0.401 
~ 
Sd(fJ2) 0.161 0.217 0.318 
Bias(fJ3) 0.005 - 0.004 - 0.011 
~ 
e.sd(fJ3) 0.107 0.139 0.236 
~ 
Sd(fJ3) 0.102 0.132 0.193 
~ 
Bias(fJ4) 0.026 0.026 0.030 
~ 
e.sd(fJ4) 0.159 0.229 0.388 
~ 
Sd(fJ4) 0.154 0.208 0.307 
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Table 18 
Simulation results for the non-cluster-weighted AFT model when the cluster size is not 
informative (Betal =0.3 Beta2=O.4, Beta3=-0.2, Beta4=-0.3, alpha=0.25,pai=0.25, 
r1=1.5, r2=3,z3=N(l,0.15), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
...... 
30 Bias(f11) 0.012 0.024 0.009 
--e.sd(f11) 0.209 0.260 0.389 
--Sd(f11) 0.192 0.231 0.315 
...... 
Bias(f12) - 0.014 - 0.032 - 0.069 
--e.sd(f12) 0.317 0.440 0.717 
Sd(f12) 0.295 0.378 0.518 
--Bias(f13) 0.008 0.005 0.015 
--e.sd(f13) 0.189 0.242 0.379 
...... 
sd(f13) 0.189 0.227 0.309 
...... 
Bias(f14) 0.012 0.019 0.037 
--e.sd(f14) 0.289 0.413 0.692 
...... 
Sd(f14) 0.288 0.368 0.504 
...... 
200 Bias(f11) 0.023 0.051 0.069 
...... 
e.sd(f11) 0.088 0.111 0.198 
...... 
Sd(f11) 0.079 0.106 0.172 
...... 
Bias(f12) - 0.035 - 0.051 - 0.066 
...... 
e.sd(f12) 0.130 0.182 0.324 
...... 
Sd(f12) 0.121 0.174 0.284 
...... 
Bias(f13) 0.002 - 0.006 - 0.015 --e.sd(f13) 0.079 0.104 0.189 
...... 
sdCB3) 0.077 0.104 0.168 ...... 
Bias(f14) 0.023 0.026 0.032 
--e.sd(f14) 0.119 0.174 0.314 
...... 
Sd(f14) 0.118 0.169 0.274 
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We also provide the Probability-Probability plots for the estimated regression 
coefficients in Figure 7 when cluster size is not informative. The parameters used are 
same as those in Table 17 and Table 18 with censoring rate equal to 25 percent and the 
number of cluster equal to 200. The empirical coverage rates for both the CWAFT model 
and the NCW AFT model are close to the nominal level for all four parameters indicating 
that the both models perform well. 
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Figure 7. Probability-Probability plots for parameters for two competing methods when the cluster size is 
not informative using the same parameters in Table 17-18. 
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2.6.2 Testing Hypotheses for Cluster-weighted AFT Model 
From above theoretical examination and simulation results, we conclude that the 
CW AFT model worked well in presence of informative cluster size but the NCW AFT did 
not. Therefore, we conduct simulations for a power study using Wald tests only for the 
CW AFT model. We report here the results for the simulation scenario same with that for 
Table 5 with censoring rate equal to 25 and the number of cluster equal to 200. 
We studied power for f3I, where the hypotheses are: Ho : f3I = 0 VS HI : f3I =1= O. 
We varied f3I in [ - 1,1] with a step of 0.05 while keeping the other parameters as same 
with those in the Table 5 with censoring rate equal to 25 percent. We simulated 1000 data 
sets. For each generated sample data set, the Wald test was applied. We calculated the 
percentage of the null hypothesis being rejected by Wald test, which is the power for the 
hypotheses. Figure 8 is the power curve for f3I. As shown in the plot, the empirically 
estimated size is 0.058 with confidence interval (0.044, 0.072), and the power increases 
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Figure 8. Power plot for f31 when the cluster size is only related to the cluster effect. 
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2.7 An Application to Dental Study Data 
We applied our proposed CW AFT model to the dental study described in 
Spiekerman and Lin (1998). The dental study was originally conducted by McGuire and 
Nunn (1996). We obtained the data, a version of that study, from Dr. Nunn. Therefore, 
the data is different from the data in Spiekerman and Lin. This dental study was designed 
to assess the effect of commonly measured risk factors in predicting tooth survival. The 
original data set contains 2509 observations with 102 patients and 27 variables including 
age, smoke status, hygiene level, diabetic status, and etc. All of the patients had received 
at least 5 years of maintenance care. The outcome of interest is time to tooth loss from the 
beginning of the study. We used two risk factors, age and smoke status (0 = nonsmoker, 
1 = smoker), as predictor variables. Each patient is considered to be a cluster in this 
study. The measurement unit is each tooth of a patient. Patients with more teeth have 
higher molar survival probability. As a result, the cluster size in this study is informative 
to the outcomes of interest, time of tooth survival. 
The cluster-weighted AFT model we used in the study was: 
E(Y) = (31 + (32smoke + (33age + (34smoke*age, 
Table 19 
Results for regression coefficients for the dental study. 
Model Predictor variable Estimate se P-value 
Smoke 1.631 0.638 0.005 
CWAFT Age 0.048 0.005 0.001 
Smoke*Age - 0;044 0.018 0.008 
Smoke 1.694 0.479 0.001 
WCR Age - 0.014 0.005 0.002 
Smoke*Age - 0.008 0.005 0.053 
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2.S. Discussion 
Clustered survival data with potentially informative cluster size are often 
encountered in medical research, however, few studies have been conducted in this area 
in the statistical literature. The traditional methods, represented by NCW AFT model in 
this research, do not take informative cluster size into account. We illustrate by 
simulation studies and by theoretical calculations that the estimated regression 
coefficients could be biased using the NCW AFT model in presence of informative cluster 
size and that the estimates by the CW AFT model are unbiased in the same situations. 
Simulation studies also show when cluster sizes are not informative, the CW AFT method 
continues to be unbiased with loss slight efficiency over NCWAFT method. We illustrate 
the use of the CWAFT method with the dental study data. 
A marginal analysis is preferred in many situations due to its relative simplicity, 
while it is often sufficient for solving the problem. The strength of CW AFT method is 
that it does not need to estimate the parameters accounting for covariance between 
clusters. The effect of cluster effect can be cancelled out when estimating the coefficients 
of the covariates. 
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CHAPTER III 
MANN-WHITNEY TEST FOR COMPARING SOJOURN TIME 
DISTRIBUTIONS WHEN TRANSITION TIMES ARE RIGHT CENSORED 
3.1. Introduction 
The problem considered in this chapter is comparing sojourn time distributions of a 
transient state in a general multi state system in two groups when the transition times are 
right censored. Under this setup, the censoring can occur either in state entry or state exit. 
State entry State exit 
Waitingtime 
Figure 9. A two-state waiting time model. 
The Mann-Whitney U test (Mann & Whitney, 1947) is perhaps the most often used 
nonparametric procedure in comparing two distributions based on independent samples. 
Procedurally, it is equivalent to Wilcoxon's rank-sum test and because of that test is 
sometimes collectively referred to as Wilcoxon-Mann-Whitney test. The test was 
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proposed initially by Wilcoxon (1945), for equal sample sizes in two groups and later 
extended by Mann & Whitney (1947) for possibly unequal sample sizes. Often 
statisticians regard the Mann-Whitney test as the non-parametric counterpart of the 
parametric two-sample t test. The method is more robust than the t test and can be 
applied to ordinal data in addition to continuous data. It is especially useful when the 
assumption of normality is not met. 
However, the traditional Mann-Whitney U test does not take missing values into 
account. In particular, in this research, we are interested in comparing the sojourn times in 
two independent samples when the transition times (e.g., both the state entry and the state 
exit times) are subject to right censoring. In this situation, missing data could arise if at 
least one of the state entry or exit times is right censored. None of the extensions of 
Mann-Whitney-Wilcoxon test to right censored data (Latta, 1977; Prentice, 1978) applies 
to this situation since the censoring induced on the set of waiting times is more complex 
than independent right censoring. 
3.2. Background 
The basic theory of U -statistics was developed by Hoeffding (1948). Denker (1985 
ref) and Lee (1990 ref) discussed detailed expositions of the general topics. U -statistics 
are non-parametric method and they are generalizations of sample means. The U-
statistics introduced here is based on uncensored data. 
3.2.1 One Sample U -statistic 
Let Xl, ... ,Xn be i.i.d with distribution F on X ( = RP, for some p ~ 1). Let h: 
xm-+R be a measurable function, referred to as a kernel of degree m. The function h is 
symmetric in its m arguments and EF {h2(XI , ••• ,Xm)} < 00. 
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an unbiased estimator. 
Let Pnm be the collection of all n!/(n - m)! permutations (iI, ... i m) of size m chosen 
from (1, ... , n); i.e., Pnm = {i: (iI, ... im) E Nm : 1 :s; i l < ... < im :s; n} 
A U -statistic with kernel h is defined by averaging all the summands h(Xip ""XiJ, 
Then Un is an unbiased estimator of8F . 
3.2.2 Generalized U -statistic 
Now, we extend one sample U -statistic to multiple samples. Our attempts to extend 
the Mann-Whitney U -statistic to sojourn times under right censored transition times are 
based on its representation as a generalized U -statistic. Consider k independent 
collections of independent observations {Xl,l , ... Xn1,1}, ... , {Xl,k , ... Xnk,k} from 
distributions F l , ... , Fk respectively. Let 8( F l , ... , Fk) denote a parametric function for 
which there is an unbiased estimator, i.e., 8(Fl' ... , Fk) = E{h(Xl,l' ... ,Xm1,1, ... , Xl,k' 
""Xm k)}' We call k, 
Un = Un(h) = (D (;;;.) ) -1 Lh(Xi1(1),b ""Xi1(ml),1', ... , Xik(l),k, ""Xik(mk),k)' 
J-l J c 
an unbiased generalized U -statistic for estimation of 8( F l , ... , Fk) of degree ml, ... , mk 
based on kernel h, 1:S; ij(l) < ... < ij(mj):S; njdenote a set ofmj ordered elements 




Datta, Bandyopadhyay, and Satten (2010) proposed an inverse probability of 
censoring weighted (IPCW) V-statistics for right censored data. We adopt similar 
reweighting principles to deal with missing waiting times. However, the current setup is 
more complicated for two reasons. First of all, unlike V-statistics, generalized V-statistics 
involve multiple groups and more importantly, the right censoring mechanism is 
operating on the transition times and not on the sojourn times. 
Using the reweighting principle, a two sample Mann-Whitney type U-statistic is 
constructed that compares only the uncensored state sojourn times from the two 
distributions. A second Mann-Whitney type statistic is also constructed using a different 
reweighting that allows for comparison when one of the two sojourn times is either 
uncensored or singly censored. 
3.3. Mann.Whitney Type U·statistics for sojourn times in Presence of Censoring 
We begin this section with some notations that will be needed to describe our 
statistics. Suppose we have right censored entry and exit time data from 2 independent 
population (groups). Let X;,j and Vi~j be the possibly unobserved (due to right censoring) 
state entry and exit times, respectively, for the ith subject in the jth group both of which 
are subject to right censoring by a common censoring time Ci,j which is assumed to be 
independent of the pair (X;,j' Vi~j)' Our observed data consist of the four tuples 
(Xij , ~ij, Vij, Dij), 1 :::; i :::; nj, j = 1,2, where, Xi,j = min(X;,j' Ci,j), Vi,j = min(Vi~j' 
Ci,j) are the (right) censored state entry and exit times and ~i,j = J(X;,j :::; Ci,j), 
Di,j = J(Vi~j :::; Ci,j) be the censoring indicators for the ith subject in the jth group. Let 
W·*· = V*· - X*· be the possibly unobserved soiourn times and we define 
~,) 1,) 2,) J 
Wi,j = Vi,j - Xi,j' Note that Wi,j is computable from the observed data and equals Wi:j if 
and only if Di,j = 1. Let Fw/ be the sojourn time distribution function in group j. 
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When we compare two sojourn time distributions with no missing observations, 
the Mann-Whitney U -statistic is given by 
In the present context, we replace l-F* by the observed data quantities W for each pair 
with both {) = 1; i.e., we only select the fully observed sojourn times from each group for 
comparison. In order to compensate for this selection bias, we re-weigh each summand by 
inverse of the selection probabilities conditional on the state exit times for such a sample 
pair leading to the following extension of Mann-Whitney statistic 
where K j (t) = pr{ Cj > t} is the survival function of the censoring times in group j. 
The following simple argument shows that indeed U 1 agrees with the full data 
Mann-Whitney statistic on the average: 
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by independence of two samples, 
by independence of Cij and {Xtj' Vi;}, 
Note that U1 is not a statistic in the strict sense of the word since it involves the 
population quantities Kl and K 2 • We estimate K j by the group specific Kaplan-Meier 
estimator R j for the censoring survival function. Thus, R j (t ~ ) can be computed based 
on sample j ( = 1,2) by the standard Kaplan-Meier formula where the roles of failure and 
censoring times are switched. Substituting R j in place of K j we get our first Mann-
Whitney type statistic 
The second generalized Mann-Whitney U -statistic we are about to propose allows 
for comparison of additional sojourn times even when they are not fully observed. Note 
that the indicator kernel I(Wi:,l :::; W i;,2) can be evaluated when Wi:,l = Wi!,l is non-
missing and we can conclude W i:,2 is larger than Wi!,l from the fact that W i2 ,2 is larger 
than Wi!,l. In other words, the second entry time Xt2,2 = X i2 ,2 has to be non-missing as 
I 
well and the second censoring time is at least Wi!,l + X i2 ,2' The probability of both of 
these events occurring together gIven IS 
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on the set Oil,1~i2,2 = 1. Thus, we obtain our second generalization of Mann-Whitney 
sojourn times statistic 
(4) 
Its unbiasedness, with the true K j in place of R j, can be established as before. 
We expect fj 2 to be more efficient since it is based on non-zero scores on a larger number 
of pairs. 
3.4. Large Sample Properties 
We denote by () the population quantity P{Wt S; W;} estimated by the Mann-
Whitney U-statistic. When both sojourn time distributions are equal, () = 1/2, but, in 
general, () E [0, 1]. 
We need to introduce the following counting processes notation. Let 
be the counting processes of censoring, 
Yi,j(t) = I(Vi,j 2: t) be the "at-risk" processes, and Mi~j(t) = Ni~j(t) - J~Yi,j(u)dAj(u) 
be the martingale of the censoring process defined with respect to the appropriate 
filtration for the two samples; here, Aj is the cumulative hazard for censoring in the jth 
group, j = 1,2. Let Tij be the subdistribution function of the pair (Wj, Vj) corresponding 
to OJ = 1, j = 1, 2, and Ti3 be the subdistribution function of the pair (W2' X 2) 
corresponding to 6 = 1, 
Tij(w, v) = pr{Wj :::; w, Vj :::; v, OJ = I}, j = 1,2, 





where Yj(s) = pr(Vj ~ s), j = 1,2, s ~ 0. 
THEOREM 1. Under suitable regularity conditions (see the Appendix), as 
n----.oo, 
jn(fJ 1- 0) .!!.. N(O, aD, where, (lr = c11var(S2(Wd8d Kl (VI -) 
+ 1000 WI (s)dMf (s)) + ci1var(Fl(W2 - )82/K2(V2 -) + 1oOOw2(s)dMHs)), and 
jn(fJ 2 - 0) ~ N(O, (lD, where, (Ii = c11var(S2(W1 )8d Kl (VI - ) 
+ 1oOOwl(s)dM{(s)) +cilvar(F1(W2 - )6/K2(W1 +X2 -) 
+ 1oOOw3(s)dM~(s)), withCj = lim (nj/n), j = 1,2. 
The above expressions for the asymptotic variances also suggest the following 
natural estimators: 
where 
S. _ S2(W;,1)8;,1 - nl w1(lf; 1) I(lf; 1 > V; 1)8· 1 ----;.....:.:...-.....-.:':.....:.-'..:..- + ~ (If; )8· _ ~ 21, 2, - 21, 1i, (8) 
1,1 - K~l (T-::,1 _ ) WI 2,1 1,1 ~ Y; (If; ) , 
Vi il=l 1 21,1 
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In (8) and (10) above, 82 is the Satten-Datta estimator (Satten and Datta, 2002) of the 
survival function of W; based on sample 2, i.e., 
in (9) and (11), F\ = 1 - 81 is the Satten-Dattaestimator of the distribution function of 
Wt based on sample 1, i.e., 




In simulation studies (Section 3.6), we observe that U 2 is more efficient than U 1, 
which was intuitively clear from the discussion in Section 3.3. Therefore, we only 
consider U 2 for constructing our test statistic in the following section. 
3.5. Testing the Equality of Sojourn Time Distributions in 2 Groups 
We now use the second Mann-Whitney type statistic U 2 for testing the equality of 
sojourn time distributions in 2 groups based on independent samples from these group in 
the presence of right censoring on the transition times. We assume that the sojourn time 
distributions are continuous. In this section, we denote by U (1, 2) the test-statistic U 2 
given in (4) based on group 1 and group 2 samples in that order. Note that, for our 
censored setup, the statistics U(l, 2) and 1 - U(2,1) will be close but not equal unless 
all sojourn times are non-missing for a sample. Therefore, we could take their average 
T = 0.5{U(1, 2) + 1 - U(2, I)} as the (one sided) test statistic for testing the null 
hypothesis Ho : Fwt = FW2* of equality of group 1 and 2 sojourn time distributions 
which has an asymptotic mean of () = 0.5 under the null hypothesis. Following the same 
linearizations as in the Theorem 1, we can estimate its asymptotic variance by n -1 &'to 
given by 
where 
F-- (W· )c nl W4(1I; 1) 1(11; 1 > 11; 1)7:· _ 2 ~,1 ':.~,1 _ -- (V, )7:. ~ ~1, ~, - ~1, ':.tl,l 
.-.. W4 t,l ':.t 1 + L- Y; (T r ) 





THEOREM 2. Under the null hypothesis 
vn(jH~(T - 0.5) ~ N(O, 1), as n ---t 00, provided the regularity conditions o/Theorem 
1 hold. 
An empirical power study of this test is carried out in the second part of Section 
3.6 to investigate the performance of this test in small to moderate samples. 
3.6. Simulation Studies and Results 
We conducted a number of simulation studies for investigating the finite sample 
behaviors of the Mann-Whitney type statistics (Section 3.4) and the large sample test 
(Section 3.5) for the equality of two sojourn time distributions. 
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3.6.1. A Semi-Markov Model 
In this simulation scenario, we generated sojourn times independently of the state 
entry times. The same distributions were used in both groups. The state entry and the 
sojourn times were each generated from a standard log-normal distribution. The 
censoring times are also generated by lognormal distribution with unit scale parameter but 
with possibly different log-mean parameters in the two groups which were varied to 
achieve different censoring rates. 
In all cases, equal samples sizes (nj = 25 and 50) in two groups were used. Table 
20 reports the results when the same censoring rates were used in two groups. The 
common censoring rates varied from low (25%) to heavy (75%). A Monte Carlo size of 
1000 was used to compute the answers reported in Table 20. 
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Table 20 
Simulation results for U -statistics when censoring rates are same in two groups. 
Group size Censoring rate 
0.25 0.5 0.75 
25 Bias(U 1) - 0.011 - 0.038 - 0.096 
Bias(U2) - 0.016 - 0.042 - 0.105 
e.se(Ud 0.099 0.132 0.197 
e.se(U2) 0.096 0.122 0.157 
se(U1) 0.098 0.125 0.169 
se(U2) 0.095 0.116 0.148 
50 Bias(U 1) - 0.005 - 0.019 - 0.060 
Bias(U2) - 0.008 - 0.024 - 0.060 
e.se(U 1) 0.070 0.094 0.139 
e.se(U 2) 0.068 0.086 0.119 
se(U1) 0.069 0.089 0.126 
se(U2) 0.067 0.083 0.111 
From Table 20, it is evident that the variance formulas are working since the 
estimated standard errors are close to the empirical standard errors for both methods. 
Biases and standard errors increase for both methods when censoring rate increases 
and/or the group sample size decreases, as to be expected. We also find that the bias for 
U 1 is very slightly smaller than U 2 under this simulation scenario for the smaller sample 
size; however, the estimated standard error for U 1 is consistently larger than that for U 2. 
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Table 21 
Simulation results for U -statistics when censoring rates are different in two groups. 
Group size Censoring rate 1/ censoring rate 2 
0.25/0.5 0.25/0.75 0.5/0.75 
25 BiasCUd - 0.034 - 0.082 - 0.087 
Bias(U2) - 0.038 - 0.092 - 0.097 
e.seCU 1) 0.119 0.175 0.181 
e.seCU 2) 0.109 0.123 0.132 
seCU1) 0.115 0.143 0.151 
seCU 2) 0.105 0.117 0.127 
50 BiasCUd - 0.017 - 0.052 - 0.053 
BiasCU2) - 0.023 - 0.052 - 0.053 
e.seCU 1) 0.086 0.122 0.128 
e.seCU2) 0.077 0.096 0.104 
seCUd 0.082 0.107 0.113 
seCU2) 0.075 0.088 0.095 
Results for different degree of censoring in the two groups are reported in Table 
21. Comparing results in Table 20 and Table 21, we conclude that they have similar 
patterns for the bias and the standard error for both methods. Overall, the second 
statistics U 2 is a better choice for extending the Mann-Whitney statistic to the current 
setup involving right censoring on the transition times. 
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3.6.2. A Markov Model 
In this simulation, we generate entry times with in each group from a standard log-
normal distribution. After obtaining an entry time X*, say, the corresponding exit time 
was obtained by the formula 
V* = D-1 [D(X*) + U { 1 - D(X*) } ] 
where D( . ) is the distribution function, or cumulative density function of lognormal 
distribution; U is a number randomly generated from a uniform distribution in the 
interval [0, 1] and D-1 denotes the quantile function of lognormal distribution. Note that 
this ensures that V* 2:: U*; furthermore, the resulting system is Markov and the transition 
hazard for V* is also that of a standard log-normal. 




Simulation results for U -statistics under Markov model. 
Group size Censoring rate 
0.25 0.5 0.75 
25 Bias(D 1) - 0.015 - 0.047 - 0.123 
Bias(D 2) - 0.019 - 0.049 - 0.113 
e.se(D 1) 0.097 0.136 0.200 
e.se(D 2) 0.094 0.116 0.158 
se(Dd 0.098 0.125 0.168 
se(D2) 0.094 0.114 0.146 
50 Bias(D 1) - 0.009 - 0.029 - 0.082 
Bias(D 2) - 0.010 - 0.029 - 0.072 
e.se(D 1) 0.066 0.090 0.146 
e.se(D2) 0.065 0.082 0.117 
se(D1) 0.068 0.089 0.127 
se(D2) 0.067 0.082 0.111 
Once again, the estimated standard errors are close to their population counterparts; both 
bias and standard error decrease with the sample size and increase with censoring 
percentage. There is no consistent comparative pattern for the biases but the estimated 
standard error for D 2 is still consistently smaller than that for D 1. 
75 
3.6.3. A Model with Dependent Sojourn Times 
In this simulation scenario, sojourn times and the state entry times are dependent. 
The state entry and the sojourn times were generated from a multivariate log-normal 
distribution. The same distribution was used in both groups. The censoring times were 
generated by a lognormal distribution with unit scale parameter but with possible 
different log-mean parameters in the two groups which were varied to achieve different 
censoring rates. 
Table 23 
Simulation results for U -statistics when sojourn times and the state entry times are 
dependent. 
Group size Censoring rate 
0.25 0.5 0.75 
25 Bias(Ud - 0.012 - 0.034 - 0.098 
Bias(U2) - 0.017 - 0.043 - 0.103 
e.se(Ud 0.073 0.112 0.191 
e.se(U 2) 0.066 0.098 0.147 
se(U1) 0.098 0.125 0.168 
se(U2) 0.096 0.115 0.149 
50 Bias(U1) - 0.006 - 0.023 - 0.063 
Bias(U2) - 0.008 - 0.024 - 0.059 
e.se(Ud 0.049 0.082 0.133 
e,se(U 2) 0.046 0.070 0.110 
se(U1) 0.069 0.089 0.124 
se(U2) 0.067 0.083 0.110 
Results for different degrees of censoring in the two groups are reported in Table 
23. Comparing results in Table 23 with Table 20, we again conclude that they have 
similar patterns for the bias and the standard error for both methods. The second statistic 
U 2 is a better choice, especially, when the group size is large enough. 
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3.6.4. Testing hypotheses for equality of sojourn times 
We also conducted simulations for a power study using the test Znl,n2 described in 
Section 3.5. We varied logmean in [ - 1.5,1.5] with a step of 0.1 in group 2 while 
keeping the other parameters as same with those in Table 20 with censoring rate equal to 
25 percent; in particular, the group 1 sojourn times were generated from a standard log-
normal distribution. To reduce computational burden, we compute the power at fewer 
values when the common group size was 50. We simulated 1000 data sets under each 
parameter setting. For each generated sample data set, the studentized test statistic Znl,n2 
was applied. The empirical power of the test in at each alternative parameter setting was 
calculated by the proportion of times the null hypothesis was rejected by this test out of 
1000 samples. Figure 9 displays the resulting power curves. The empirically estimated 
sizes were 0.059 with a confidence interval (0.044, 0.074), for nj 25 and 0.049 with a 
confidence interval (0.036, 0.062), for nj 50, indicating that the targeted normal size is 
achieved by this large sample test. The power increased gradually as the group 2 logmean 





















Figure 10. Power plot for the proposed generalized Mann-Whitney method. 
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3.7. An Illustration Using Kidney Disease Data 
McGilchrist & Aisbett (1991) reported a study on recurrent events of infections of 
38 kidney patients who are using a potable dialysis machine. Two times to recurrence of 
an infection were recorded as T1 and T2 for each patient, 81 and 82 were also recorded as 
the event indicators. The data contained a number of covariates including gender. 
Considering this as a staged system where the first infection corresponds to state 
entry and the second infection corresponds to state exit, we can apply the test developed 
in Section 3.5. The range of the observed sojourn times was from 7 to 152 days for the 
male and from 5 to 511 for the female, respectively. About 29% of T1 and 18% of T2 
were right censored. Overall, 20% of all sojourn times were missing for the male patients 
and 46% of all sojourn times were missing for female. 
First of all, we are interested to determine if the gender has an impact on kidney 
disease recurrence time. For these data, the statistic T defined in Section 3.5 turned out to 
be 0.216 with a null standard error of 0.106. Using a two-sided Z test, we obtain a p-
value of 0.042. Thus, we conclude that gender may playa role on the recurrence time of 
infections for the study population. In particular, females appear to have a longer 
recurrence time. 
Now, we want to investigate whether patients with the kidney disease type GN, AN, 
and PKD has different kidney disease recurrence time with patients without these three 
types of kidney disease. The T-statistic is calculated by our method as 0.024, and the 
standard error is 0.107. Using two-side Z test, we get p-value 0.823. We conclude that 
the combined factor with these three types of kidney diseases is not a significant factor on 
kidney disease recurrence time. These results are consistent with the findings of 
McGilchrist & Aisbett (1991) who analyzed the data using a Cox type model with a 
multiplicative frailty term. 
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3.8. Discussion 
Traditional approaches of analyzing event time data include semi-parametric 
regression models such as the proportional hazards model which lead to appropriate 
estimating equations in presence of right censored data. A two sample comparison 
amounts to testing the effect of a single binary covariate on event time and the resulting 
test that arises out of a Cox model is the log-rank test. However, in many applications, 
time is measured since an initiating event rather than the calendar time. In other words, 
we may be dealing with a sojourn time and the standard estimating equations do not hold 
since the censoring will not be independent on the sojourn times. Furthermore, for some 
samples even the state entry time may be censored. 
The methodology developed in this research is based on a novel reweighting 
scheme that extends the notion of a Mann-Whitney statistic to the present set-up where 
we are capable of making use of pairs of observable sojourn times plus additional pairs 
where one of the sojourn times may be missing since the exit time is right censored. The 
resulting statistic has desirable large sample properties including a closed form variance 
estimate. The large sample inference is fairly effective in moderate samples as well as 
shown by the simulation studies. The test may be extended to a multi-group comparison 
in a number of standard ways such as by considering suitable linear combinations, taking 
a maxima or by a quadratic form of pair specific test scores. 
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CHAPTER IV 
EXTENSIONS AND FUTURE RESEARCH 
In chapter 2, we show that CW AFT model is unbiased method in presence of 
informative cluster size. In this research, we only consider the simplest working 
correlation matrix, the identity matrix. In the future, we will investigate CW AFT model 
with other correlation structures, such as exchangeable, AR-M and Tri-diagonal. 
The covariates in our models are assuming independent of time in this dissertation 
research. We will also extend estimation for the CW AFT model to time dependent 
covariates. To that end, we need to understand the AFT model from another perspective. 
We will introduce estimation of an AFT model, proposed by Robins and Tsiatis (1992), 
for i.i.d. survival data with possibly time dependent covariates. 
The AFT model for time independent covariates is 
Y = f30 + Zip + c, 
where Z = (Zl, ... Zp) is a p-vector of time independent covariates, and f3' = (f31, ... f3p) 
is a vector of regression coefficients. 
Let So (u) denote the survival function of U = eY when Z is zero. So, So (u) is the 
survival function of exp(Bo + ci), also called baseline survival function. 
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The survival function for survival time T is 
Pr(T> tlZ) = Pr(Y > In(t)IZ) 
= Pr(j3o + c > In(t) - Z' {3IZ) 
= Pr( e(j30+C:) > texp( - Z' {3)IZ) 
= 80 (texp( - Z' {3)). 
exp( - Z' {3) is the scale factor by which lifetime is either decrease or increase as a 
function of the covariates Z dependent on the sign of Z' p. That is the reason why the 
model is so called accelerated failure time model. We will generalize this concept to time 
dependent covariates. 
Let Z i (t) = {Zi (s ); 0 :::; s :::; t} be the history of the covariate process through 
time t. The model assumes that there is a monotone transformation from the baseline time 
scale, u, to the observed time scale, t, as a function of the covariate history. It is 
convenient to consider the derivative of the transformation function, du/ dt, to be a 
function of the covariate history up to time t, du/dt = h{ Z (t),{3} = eZ' (t)(3.An 
estimating equation is formed as: 
n 
8(13) = L Oi{Gi(j3) - Gav (j3)}, 
i=l 
where Giare suitable scoring functions and Gav is the average of the scores evaluated at 
changed time among the individuals who on the baseline scale are at risk at that time. 
We will work on the details of obtaining the estimators of the parameters for cluster 
survival data, and study the finite sample properties of the estimators such as bias and 
standard error under simulations. 
In chapter 3, we discuss the Mann-Whitney type U- statistics for sojourn times 
under right censoring, and the testing of the equality of sojourn time distributions in 2 
groups. In the future research, we will extend the testing to multiple groups rather than 2 
groups. We will also modify the U-statistic and its variance for time to event data so that 
we can conduct simulations comparing our method with log-rank test. 
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Regularity conditions for the theorems. 
(i) nj/(n1 + n2) -> Cj E (0,1), for j = 1, 2. 
(ii) J wi (t)>"C1 (t)dt < 00 and J {w~ (t) + w~ (t)}>"C2 (t)dt < 00. 
Proof of Theorem 1. Express 
By an L1 analysis of the difference as in Datta et al. (2010), we can replace Kj , j = 1, 2, 
by their in probability limits K j in the denominator of the last two terms provided we add 




by the delta method, where Aj is the cumulative censoring hazard in group j and Aj is its 
Nelson-Aalen estimator, 
the details can be worked out by an L2 analysis of the error term in (AI). By L2 
projection calculations as in Hoeffding's decomposition (Hoeffding, 1948; Sertling, 1980) 
the above equals 
---c 
Using a martingale representation (Andersen et a!., 1993, page 178) for Aj( . ) - Aj( . ), 
we see that the above expression equals 
hereMi~j(t) = Ni~/t) - J~Yi,j(u)dAj(u), Ni~j(t) = I(Vi,j :::; t, Oi,j = 0), Yi,j(t) = 
I(Vi,j ~ t), M j = njl/2L~~lMi~j and Yj(t) = EYi,j(t),j = 1,2. From the 
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asymptotically linear representation of aU-statistic (Serfling, 1980), the second term in 
the RHS of (A2) equals 
which further equals, by Fubini's theorem, 
where WI is given in (2). The third term can be handled the same way leading to the 
following linearization 
where W2 is given by (3). Therefore, we have, as n -----+ 00, 
where o-f is as in the statement of Theorem 1. This proves the first assertation of Theorem 
1. The linearlization for f) 2 can be carried out in a similar fashion. 
Estimation of variance. We estimate the asymptotic variance by the empirical 
variance of the linear approximation (A.6). Note that 
"'-"'c t"'-"'C'-"C 
where Mi,it) = Ni~j(t) - fo Yi,j(u)dAj(u), Aj being the Nelson-Aalen estimator of Aj, 
90 
This justifies the choice of the summands Sl,t. The other parts can be obtained in a 
similar fashion. Its consistency can be established using laws of large numbers for U-
statistics. 
Proof of Theorem 2. Asymptotic linearlization of the test statistic is obtained as a 
linear combination of the linear approximations of the statistics U(l, 2) and U(2, 1) as 
obtained under Theorem 1. 
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APPENDIX II 
Additional Simulation Results 
Table Al 
Simulation results for the cluster-weighted AFT model when the cluster size is only 
related to the cluster effect (Betal=0.8 Beta2=1, Beta3=-0.75, Beta4=-1.5, alpha=0.25, 
r1=1.5, r2=3,z3=N(1,0.5), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
"'-
30 Bias(,81) 0.059 0.043 - 0.016 
"'-
e.sdCB1) 0.139 0.165 0.256 
"'-
Sd(,81) 0.113 0.130 0.219 
"'-
Bias(,82) - 0.022 - 0.040 - 0.009 
"'-
e.sdCB2) 0.219 0.282 0.382 
~ 
Sd(,82) 0.181 0.212 0.304 
"'-
Bias(,83) - 0.011 0.007 0.036 
~ 
e.sd(,83) 0.106 0.122 0.186 
"'-
Sd(,83) 0.084 0.100 0.162 
"'-
Bias(,84) 0.001 0.009 - 0.004 
~ 
e.sd(,84) 0.169 0.209 0.274 
"'-
Sd(,84) 0.134 0.158 0.220 
~ 
200 Bias(,81) 0.109 0.099 0.026 
~ 
e.sd(,81) 0.077 0.088 0.123 
~ 
Sd(,81) 0.059 0.071 0.108 
~ 
Bias(,82) - 0.039 - 0.065 - 0.044 
~ 
e.sd(,82) 0.114 0.141 0.204 
~ 
Sd(,82) 0.096 0.115 0.160 
"'-
Bias(,83) - 0.048 - 0.029 0.019 
~ 
e.sd(,83) 0.055 0.064 0.090 
~ 
Sd(,83) 0.043 0.052 0.079 
"'-
Bias(,84) 0.008 0.016 0.003 
~ 
e.sd(,84) 0.084 0.102 0.146 
~ 
Sd(,84) 0.069 0.083 0.113 
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TableAl 
Simulation results for the non-cluster-weighted AFT model when the cluster size is only 
related to the cluster effect (Betal=0.8 Beta2=1, Beta3=-0.75, Beta4=-1.5, alpha=0.25, 
r1=1.5, r2=3,z3=N(l,0.5), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
..-... 
30 BiaseSl) 0.183 0.144 0.051 
~ 
e.sd(,Bl) 0.140 0.161 0.252 
..-... 
Sd(,Bl) 0.085 0.111 0.173 
..-... 
Bias(,B2) - 0.024 - 0.032 - 0.004 
..-... 
e.sd(,B2) 0.218 0.273 0.362 
..-... 
Sd(,B2) 0.142 0.177 0.247 
..-... 
Bias(,B3) 0.002 0.033 0.075 
..-... 
e.sd(,B3) 0.090 0.109 0.177 
..-... 
sd(,B3) 0.070 0.086 0.129 
---Bias(,B4) 0.001 0.003 - 0.001 
..-... 
e.sd(84) 0.145 0.186 0.248 
~ 
Sd(,B4) 0.114 0.134 0.178 
..-... 
200 Bias(,Bl) 0.277 0.243 0.138 
..-... 
e.sd(,Bl) 0.099 0.102 0.137 
..-... 
Sd(,Bl) 0.056 0.073 0.113 
~ 
Bias(,B2) - 0.040 - 0.056 - 0.023 
..... 
e.sd(32) 0.155 0.165 0.230 
~ 
Sd(,B2) 0.097 0.123 0.170 
...... 
Bias(,B3) - 0.042 - 0.005 0.058 
..-... 
e.sd(,B3) 0.062 0.074 0.101 
..-... 
Sd(,B3) 0.044 0.055 0.082 
..-... 
Bias(,B4) 0.002 - 0.001 - 0.016 
..-... 
e.sd(,B4) 0.099 0.117 0.162 
..-... 
Sd(,B4) 0.074 0.089 0.118 
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TableA3 
Simulation results for the cluster-weighted AFT model when the cluster size is only 
related to the cluster effect (Betal=1.5 Beta2=2, Beta3=-I, Beta4=-1.5, alpha=0.15, 
r1=1, r2=4,z3=N(1,0.5), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
...... 
30 Bias(,Bl) 0.015 0.017 - 0.028 
...... 
e.sd(,Bl) 0.093 0.143 0.221 
...... 
Sd(,Bl) 0.074 0.104 0.162 
...... 
Bias(,B2) - 0.007 - 0.053 - 0.108 
...... 
e.sd(,B2) 0.199 0.321 0.521 
...... 
Sd(,B2) 0.156 0.216 0.340 
...... 
Bias(,B3) 0.003 0.003 0.031 
...... 
e.sd(,B3) 0.074 0.108 0.249 
..... 
sd(B3) 0.060 0.080 0.113 
...... 
Bias(,B4) 0.006 0.039 0.077 
...... 
e.sd(,B4) 0.149 0.234 0.347 
...... 
Sd(,84) 0.119 0.158 0.229 
...... 
200 Bias(,81) 0.036 0.041 0.009 
...... 
e.sd(,81) 0.048 0.077 0.119 
...... 
Sd(,Bl) 0.040 0.061 0.088 
...... 
Bias(,B2) 0.024 0.003 - 0.052 
..... 
e.sd(,82) 0.113 0.178 0.299 
...... 
Sd(,B2) 0.087 0.126 0.179 
...... 
Bias(,83) - 0.013 - 0.011 0.014 
...... 
e.sd(,83) 0.038 0.058 0.083 
..... 
Sd(,83) 0.031 0.045 0.061 
...... 
Bias(,84) - 0.015 0.001 0.039 
...... 
e.sd(,B4) 0.085 0.129 0.206 
...... 
Sd(,84) 0.065 0.089 0.119 
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TableA4 
Simulation results for the nOn-cluster-weighted AFT model when the cluster size is only 
related to the cluster effect (Betal=1.5 Beta2=2, Beta3=-1, Beta4=-1.5, aipha=O.l5, 
r1 =1, r2=4,z3=N(1,0.5), error=O.OS) 
Number of cluster Censoring rate 
0.25 0.5 0.75 
..--
30 BiaseS1) 0.069 0.059 - 0.003 
~ 
e.sd(,81) 0.091 0.134 0.219 
..--
Sd(,81) 0.062 0.095 0.146 
..--
Bias(,82) - 0.022 - 0.072 - 0.136 
..--
e.sd(,82) 0.190 0.309 0.526 
..--
Sd(,82) 0.141 0.201 0.266 
..--
Bias(,83) 0.006 0.015 0.050 
e.sd(,83) 0.065 0.099 0.144 
..--
sd(,83) 0.054 0.074 0.103 
~ 
Bias(,84) 0.017 0.053 0.096 
..--
e.sd(,84) 0.134 0.222 0.347 
~ 
Sd(,84) 0.110 0.148 0.183 
~ 
200 Bias(,81) 0.105 0.104 0.054 
~ 
e.sd(,81) 0.056 0.083 0.123 
..--
Sd(,81) 0.037 0.062 0.089 
~ 
Bias(,82) 0.021 - 0.015 - 0.084 
~ 
e.sd(,82) 0.122 0.190 0.320 
~ 
Sd(,82) 0.089 0.137 0.192 
~ 
Bias(,83) - 0.013 - 0.005 0.031 
~ 
e.sd(,83) 0.040 0.062 0.086 
~ 
Sd(,83) 0.031 0.047 0.062 
~ 
Bias(,84) - 0.013 0.013 0.061 
~ 
e.sd(,84) 0.087 0.137 0.223 
~ 
Sd(,84) 0.068 0.099 0.132 
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TableA5 
Simulation results for the cluster-weighted AFT model when the cluster size is not 
informative (Beta! =0.3 Beta2=0.4, Beta3=-0.2, Beta4=-0.3, alpha=O.2S, pai=O.lS, 
r1=l.S, r2=3,z3=N(1,O.lS), error=O.OS). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
~ 
30 Bias(,81) 0.030 0.049 0.015 
..... 
e.sd(,81) 0.248 0.308 0.435 
---Sd(,81) 0.227 0.263 0.336 
~ 
Bias(,82) - 0.054 - 0.080 - 0.109 
---e.sd(,82) 0.396 0.544 0.749 
~ 
Sd(,82) 0.346 0.419 0.565 
~ 
Bias(,83) - 0.006 - 0.018 0.012 
---e.sd(,83) 0.239 0.294 0.427 
---Sd(,83) 0.217 0.255 0.328 
..... 
Bias(,84) 0.039 0.053 0.066 
..... 
e.sd(,84) 0.382 0.531 0.723 
---Sd(,84) 0.330 0.405 0.546 
..... 
200 Bias(,81) 0.019 0.043 0.063 
~ 
e.sd(,81) 0.106 0.147 0.222 
~ 
Sd(,81) 0.102 0.134 0.197 
---Bias(,82) - 0.035 - 0.050 - 0.075 
---e.sd(,82) 0.168 0.235 0.364 
..... 
Sd(,82) 0.157 0.211 0.318 
~ 
Bias(,83) 0.006 0.002 - 0.008 
~ 
e.sd(,83) 0.102 0.141 0.215 
~ 
sd(,63) 0.097 0.130 0.192 
~ 
Bias(,84) 0.021 0.022 0.037 
..... 
e.sd(,84) 0.160 0.226 0.357 
---Sd(,84) 0.149 0.204 0.307 
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TableA6 
Simulation results for the non-duster-weighted AFT model when the cluster size is not 
informative (Betal =0.3 Beta2=OA, Beta3=-0.2, Beta4=-0.3, alpha=0.25, pai=0.l5, 
r1=1.5, r2=3,z3=N(1,O.l5), error=0.05). 
Number of cluster Censoring rate 
0.25 0.5 0.75 
..-... 
30 Bias(f'l) 0.028 0.048 0.232 
..-... 
e.sd(f'l) 0.217 0.263 0.386 
..-... 
sd(81) 0.203 0.239 0.319 
..-... 
Bias(f'2) - 0.051 - 0.074 - 0.108 
..-... 
e.sd(f'2) 0.349 0.481 0.694 
..-... 
Sd(f'2) 0.313 0.398 0.549 
..-... 
BiasCf'3) - 0.003 - 0.016 0.006 
..-... 
e.sd(f'3) 0.202 0.247 0.377 
..-... 
sd(f'3) 0.199 0.236 0.314 
..-... 
Bias(f'4) 0.036 0.049 0.066 
..-... 
e.sd(f'4) 0.331 0.468 0.672 
..-... 
SdCf'4) 0.306 ·0.389 0.535 
..-... 
200 Bias(f'l) 0.019 0.042 0.062 
..-... 
e.sd(~l) 0.090 0.123 0.195 
..-... 
SdCf'l) 0.085 0.113 0.179 
..-... 
Bias(f'2) - 0.033 - 0.045 - 0.073 
..-... 
e.sd(82) 0.142 0.202 0.319 
..-... 
Sd(f'2) 0.131 0.186 0.296 
..-... 
BiasCf'3) 0.005 0.002 - 0.007 
..-... 
e.sd(f'3) 0.084 0.115 0.186 
..-... 
sd(/33) 0.083 0.111 0.175 
..-... 
BiasCf'4) 0.019 0.017 0.036 
..-... 
e.sd(f'4) 0.133 0.191 0.312 
..-... 
Sd(f'4) 0.128 0.180 0.287 
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Figure AI. Probability-Probability plots for parameters for two competing methods when the cluster size is 
only related to the cluster effect using the same parameters in Table Al -A2. 
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Figure A 1. Probability-Probability plots for parameters for two competing methods when the cluster size is 
only related to the cluster effect using the same parameters in Table A3 -A4. 
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Figure A 1 Probability-Probability plots for parameters for two competing methods when the cluster size is 
not informative using the same parameters in Table A5 -A6. 
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TableA7 
Simulation results for U -statistics when two groups have same censoring rates but 
different group sizes. 
Group size Censoring rate 
0.25 0.5 0.75 
n1 = 25 Bias(U 1) - 0.009 - 0.025 - 0.069 
n2 = 50 Bias(U2) - 0.012 - 0.030 - 0.068 
e.se(U 1) 0.087 0.113 0.171 
e.se(U2) 0.084 0.105 0.147 
'" se(U1) 0.084 0.107 0.149 
se(U 2) 0.082 0.102 0.138 
TableA8 
Simulation results for U -statistics when two groups have same censoring rates but 
different group sizes. 
Group size Censoring rate 
0.25 0.5 0.75 
n1 = 100 Bias(U1) - 0.008 - 0.022 - 0.058 
n2 = 50 Bias(U2) - 0.012 - 0.027 - 0.062 
e.se(U 1) 0.060 0.082 0.131 
e.se(U 2) 0.057 0.071 0.104 
se(U1) 0.060 0.078 0.111 
se(U2) 0.056 0.068 0.098 
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APPENDIX III 
Key R Programs/or Correlated Survival Data with Potentially Informative Cluster Size 
###Estimation of parameter 
library(MASS) 
#full data case 
fU<-function( data) { 
Y <-loge data$time) 
z<-cbind( data$z 1 ,data$z2,data$z3 ,data$z4) 
cw<-data$cw[ data$censor== 1) 





for (i in 2:length(t.k»{ 
lambda.temp<-O 
cc<-i 








#data with censored observations 
f2<-function(data){ 
#calculate Kc 
z<-cbind( data$z 1 ,data$z2,data$z3 ,data$z4) 
#t is observed time 
t<-data$time 
xl <-data$z 1 [ data$censor==O) 
x2 <-data$z2 [ data$censor==O) 




#t.f is failure time 
t.f<-data$time[ data$censor== 1] 












ind<-min( which(t.k[ 1 ] <=t) ) 
A <-matrix(A.sum[,ind],mow=4,ncol=4) 
lambda.k[ 1 ]<-t(x[l ,D%*%ginv(A)%*%x[ I,] 
#extra step for if only one censored event 
ifelse (length(t.k)== 1, lambda.k<-lambda.k, lambda.k<-fl (lambda.k,A,A.sum,t.k,t,x» 
surv.k<-exp( -lambda.k) 
#add an extra beginning point for time and survival probability of censoring times 
t.k<-c( -1 ,t.k) 
surv.k<-c(l,surv.k) 
Kc<-NULL 
for (i in 1: length( t. f){ 
Kc[i]<-surv.k[ max( which(t.k<t.f[iD)] 
} 
#delete extreme case 
if (Kc[length(Kc)]<O.OOOO 1) h<-3 
#adjust for cluster weighted method 
cw<-data$cw[ data$censor== 1] 
Kc<-Kc*cw 
#obtain Y and define w 
Y <-loge data$time[ data$censor== 1 D 
wI <-data$z 1 [ data$censor== 1 ] 
w2 <-data$z2 [ data$censor== 1 ] 
w3 <-data$z3 [ data$censor== 1 ] 
w4 <-data$z4 [ data$censor== 1 ] 
w<-cbind(wl,w2,w3,w4) 
#defme for sigular case 
B<-t(w)%*%ginv(diag(Kc»%*%w 
h<-qr(B)$rank 




#adjusted simulation size 











z<-cbind( data$z 1 ,data$z2,data$z3,data$z4) 
#t is observed time 
t<-data$time 
x I <-data$z I [ data$censor==O] 
x2 <-data$z2 [ data$censor==O] 
x3 <-data$z3 [ data$censor==O] 
x4<-data$z4[ data$censor==O] 
x<-cbind(xl,x2,x3,x4) 
#t.f is failure time 
t. f<-data$time[ data$censor== 1 ] 










A.surn[,i]<-A.m[,i]+ A.surn[,i+ 1] 
} 
ind<-min(which(t.k[I]<=t» 
A <-matrix( A.surn[, ind] ,nrow=4,ncol=4) 
lambda.k[ 1 ]<-t(x[1 ,])%*%ginv(A)%*%x[I,] 
#extra step for if only one censored event 
ifelse (length(t.k)== 1, lambda.k<-lambda.k, lambda.k<-fl (lambda.k,A,A.surn,t.k,t,x» 
surv.k<-exp( -lambda.k) 
#add an extra beginning point for time and survival probability of censoring times 
t.k<-c( -1 ,t.k) 
surv .k<-c( 1 ,surv.k) 





z<-cbind( data2$z 1 ,data2$z2,data2$z3 ,data2$z4) 
G<-matrix( ° ,nrow=4 ,nco 1=4) 
for (l in 1 :nc ){ 
S<-c(O,O,O,O) 
for (k in (p[l]+ l):o[l]){ 
Kc[k]<-surv.k[max(which(t.k<data2$time[k])] 





S. W c<-apply(S.iW c,2,mean) 








Key R Programs for Comparing Sojourn Time Distributions When Transition Times 
Are Right Censored 
#code for calculating S 2 
s2hat <- function(x2,v2,de12,xi2,t) { 
n2 <- length(x2) 
ms2 <- order(v2) 
x2 <- x2[ms2] 
v2 <- v2[ms2] 
del2 <- deI2[ms2] 
xi2 <- xi2[ms2] 
dn2 <- rep(l,n2) 
dn2 <- dn2*deI2 
dnc2 <- (rep(l,n2))*(l-deI2) 
y2 <- n2:1 
kc2 <- cumprod(l-dnc2/y2) 
kc2 <- c(l,kc2[-n2]) 
dk2 <- rep(O,n2) 
dk2[ deI2>O] <- (l/kc2)[ deI2>O] 
ans <- NULL 
for (time in t) { 
ans <- c(ans,sum«v2-x2>time)*dk2)/n2) 
} 
ans 
#code for calculating F 1 
flhat <- function(xl,vl,dell,xil,t) { 
nl <- length(xl) 
ms I <- order(vl) 
xl <- xl[msl] 
vI <-vl[msl] 
dell <- dell[msl] 
xiI <- xi1[msl] 
dnl <- rep(l,nl) 
dnl <- dnl *dell 
dncl <- (rep(1,nl))*(1-dell) 
yl <- nl:l 
kc I <- cumprod(1-dnc lIy I ) 
kc 1 <- c(l,kc 1 [-n 1]) 
dkl <- rep(O,nl) 
dkl[dell>O] <- (l/kcl)[dell>O] 
ans <- NULL 
for (time in t) { 
104 
ans <- c(ans,sum«vl-xl<=time)*dkl)/nl) 
} 
ans 
#code for calculating WI 
omegal <- function(xl,vl,dell,xil,x2,v2,deI2,xi2,s) { 
nl <- length(xl) 
msi <- order(vI) 
xl <- xI[msI] 
vI <- vI[msI] 
dell <- dell [msl] 
xiI <- xil[msl] 
dnl <- rep(l,nl) 
dnl <- dni *dell 
dncl <- (rep(l,nl»*(l-del1) 
yl <- nl:l 
kcl <- cumprod(1-dnc1/yl) 
kcl <- c(l,kcl[-nl]) 
dki <- rep(O,nl) 
dkl[del1>O] <- (l/kcl)[del1>O] 
ans <- NULL 
for (time in s) { 
YI <- sum(vI>=time); 
temp <- sum«vl>time)*s2hat(x2,v2,deI2,xi2,vl-xl)*dkI); 
ans <- c(ans,templYl) 
} 
ans 
#code for calculating W2 
omega2 <- function(xl,vl,dell,xil,x2,v2,deI2,xi2,s) { 
n2 <-length(x2) 
ms2 <- order(v2) 
x2 <- x2[ms2] 
v2 <- v2[ms2] 
del2 <- deI2[ms2] 
xi2 <- xi2[ms2] 
dn2 <- rep(1,n2) 
dn2 <- dn2*deI2 
dnc2 <- (rep(1,n2»*(l-deI2) 
y2 <- n2:1 
kc2 <- cumprod(l-dnc2/y2) 
kc2 <- c(1,kc2[-n2]) 
dk2 <- rep(O,n2) 
dk2[ deI2>O] <- (l/kc2)[ deI2>O] 
ans <- NULL 
for (time in s) { 
Y2 <- sum( v2>=time) 
temp <- sum«v2>time)*flhat(xl,vl,dell,xi I ,v2-x2)*dk2) 




#code for calculating first component of Si 3 , 
Gcal <- function(xI,vI,dell,xiI,x2,v2,deI2,xi2,w,x,time) { 
nl <-Iength(xl) 
n2 <- length(x2) 
msl <- order(vl) 
x I <- X I [ms 1 ] 
vI <- vI [msI] 
dell <- dell [ms 1] 
xi 1 <- xi I [ms I ] 
dnl <- rep(1,nl) 
dni <- dni *dell 
dnel <- (rep(1,nI))*(1-dell) 
yl <- nl:l 
kc I <- cumprod(1-dnc lIy I) 
kcI <- c(1,kcI[-nI]) 
wI <- vI-xl 
ms2 <- order(v2) 
x2 <- x2[ms2] 
v2 <- v2[ms2] 
deI2 <- de12[ms2] 
xi2 <- xi2 [ms2] 
dn2 <- rep(I,n2) 
dn2 <- dn2*deI2 
dne2 <- (rep(1,n2))*(1-deI2) 
y2 <- n2:1 
ke2 <- cumprod(l-dnc2/y2) 
ke2 <- e(I,ke2[-n2]) 
temp <- 0 
for (i in l:n 1 ) 
if (dell [i]>O &&(wl[i]+x>time)) {js <- 1; whileUs <= n2 && v2[js]<=wI [i]+x) js <- js+I; 
js<-js-l; 
#i fix an error kc2[0]=kcs[I]=I 
if Us==O) js<-l 




#code for calculating W3 
omega3 <- funetion(xl,vl,dell,xil,x2,v2,deI2,xi2,s) { 
ni <- length(xl) 
} 
n2 <- length(x2) 
w2 <- v2-x2 
ans <- NULL 
for (time in s) { 
Y2 <- sum( v2>=time) 
temp <- 0 
for (i in 1:n2) temp <- temp + (Geal(xl,vl,dell,xil,x2,v2,deI2,xi2,w2[i],x2[i],time))*xi2[i] 




#code for calculating U statistics 
uhat <- function(xI,vI,dell,xiI,x2,v2,deI2,xi2) { 
ni <- length(xl) 
n2 <-length(x2) 
msl <- order(vl) 
xl <- xI[msI] 
vI <- vl[msl] 
dell <- dell [msl] 
xii <- xiI [msI] 
dni <- rep(l,nI) 
dn 1 <- dn 1 *dell 
dncl <- (rep(l,nI))*(l-dell) 
yl <- nl:1 
kc 1 <- cumprod(1-dnc lIy I ) 
kcI <- c(I,kcI[-nl]) 
wI <- vI-xl 
ms2 <- order(v2) 
x2 <- x2[ms2] 
v2 <- v2[ms2] 
del2 <- deI2[ms2] 
xi2 <- xi2[ms2] 
dn2 <- rep(l,n2) 
dn2 <- dn2*del2 
dnc2 <- (rep(l,n2))*(l-deI2) 
y2 <- n2:1 
kc2 <- cumprod(l-dnc2/y2) 
kc2 <- c(l,kc2[-n2]) 
w2 <- v2-x2 
uls <- u2s <- 0 
for (i in I:n I) 
for (j in I :n2) { 
if (dell [i]*deI2[j] >0) uls <- uls + (wI [i]<w2[j])*dell [i]*deI2UJ/(kcI [i]*kc2[jD 
} 
for (i in l:n I ) 
for (j in I :n2) { 
if (dell [i]*xi2[j] >0) {is <- I; while(js <= n2 && v2[js]<=wI [i]+x2[jD js <- js+I;js <- js-I; 
#i fix an error kc2[0]=kcs[l]=I 
if Os==O) js<-I 
u2s <- u2s + (wI [i]<w2[jD*dell [i]*xi2UJ/(kcI [i]*kc2[jsD } 
} 
SI <- I :nI 
S2 <- S3 <- 1:n2 
for (i in I:nI) {temp <- 0; for 0 in 1:nI) temp <- temp + 
omegal(xl,vl,dell,xil,x2,v2,de12,xi2,vI [jD*(vI [i]>=vI [jD*(l-dell [jD/(nl-j+ I); 
if (dell [i]==O) one <-0 else one <- s2hat(x2, v2,del2,xi2,w I [iD*dell [i]/kc I [i] 
SI[i] <- one + omegaI(xl,vl,dell,xil,x2,v2,deI2,xi2,vI[iD*(l-del1[i]) - temp 
} 
for (i in I :n2) {temp <- 0; for 0 in I :n2) temp <- temp + 
omega2(xI, vI ,dell ,xi 1 ,x2,v2,deI2,xi2, v2[j])*(v2[i]>=v2[j])*(I-deI2[j])/(n2-j+ I); 
if (deI2[i]==0) one <-0 else one <- flhat(xI,vI,dell,xil,w2[i])*deI2[i]/kc2[i] 
107 
S2[i] <- one + omega2(xl,vl,delI,xil,x2,v2,deI2,xi2,v2[i])*(l-deI2[i]) - temp 
} 
for (i in I :n2) {temp <- 0; for (j in I :n2) temp <- temp + 
omega3(x I ,vi ,dell ,xi I ,x2, v2,deI2,xi2, v2[j])*(v2[i]>=v2[j])*(I-deI2[j])/(n2-j+ I); 
S3[i] <- Gcal(xl,vl,delI,xil,x2,v2,deI2,xi2,w2[i],x2[i],0)*xi2[i] + 
omega3(xl,vl,deJl,xi 1,x2,v2,de12,xi2,v2[i])*(l-deI2[i]) - temp 
} 
n <- nI+n2 
sig 1 sq <- (nln 1 )*var(S 1) + (nln2)*var(S2) 
sig2sq <- (nlnl)*var(S1) + (nln2)*var(S3) 
retum(c(uIs/(nI *n2),u2s/(nI *n2),sigIsq,sig2sq» 
} 
#code for calculating full data U statistic 





for (i in l:nI) 
for (j in I :n2) { 
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