The verification of system performance is a major aspect necessary to ensure the proper operation of software systems. In numerous, high-profile cases, deployed systems, such as ecommerce sites and the Healthcare.gov website, have failed due to performance related issues. The IEEE Software Engineering SE2014 document encourages software engineering programs to cover multiple forms of testing, ranging from unit tests through performance tests. Unit testing, at one extreme of this range, is easily taught as it focuses on small scopes and detailed functionality. Another type of testing, integration tests, can also be easily expressed based upon sequence diagrams. These two items must have deep coverage per the curriculum guidelines. However, at the other end of this spectrum is performance testing. Performance testing is much harder to teach, while also needing much less coverage per the IEEE SE2014 guidelines. This article will define a set of active learning exercises which were developed to aid in the understanding of performance testing. These exercises allow students to execute performance tests and analyze the results, while not requiring students to develop any performance tests. In each case, the performance behaviors are readily traced back to design and implementation decisions made which significantly limit the scalability of the systems under test. This article will describe our experiences with implementing the exercises, as well as provide feedback from students who have used the module to learn about performance testing.
Introduction
Verification is a significant skill that software engineers must master to be effective practitioners in the field. Numerous cases of software failure can be traced to a lack of appropriate Software Verification and Validation activities, ranging from the failure of the Healthcare.gov website [1] to the problems of unintended acceleration in Toyota vehicles [2] to the Heartbleed security vulnerability [3] to a ten-hour outage of the electronic medical records system at Queen Elizabeth Hospital [4] .
The need for software engineers to be trained in the field of testing is well documented. Lethbridge [5] indicates that software testing and quality assurance is one of the more important topics for universities to include in their curriculum. However, his work also notes that this is one area in which on the job training often occurs because students are not taught adequate testing skills. In general, there is a shortage of trained practitioners who understand Software Verification and Validation activities and processes [6] .
The IEEE Software Engineering 2014: Curriculum Guidelines for Undergraduate Degree Programs in Software Engineering indicates that Software Verification and Validation are significant topics of coverage, with 37 hours of coverage recommended in the minimal curriculum covering the topics shown in Figure 1 . Aside from basic computing essentials and mathematical foundations, Verification and Validation activities represent one of the larger curricular components for a recommended software engineering curriculum. Test observation and recall of information; that is, "bring to mind the appropriate information" (such as dates, events, places, knowledge of major ideas, and mastery of subject matter). • Comprehension (c): Understanding information and the meaning of material presented. For example, being able to translate knowledge to a new context, interpret facts, compare, contrast, order, group, infer causes, predict consequences, and so forth. • Application (a): Using learned material in new and concrete situations. For example, using information, methods, concept s, and theories to solve problems requiring the skills or knowledge presented. A topic's relevance to the core is designated in a similar manner:
• Essential (E): The topic is part of the core. One of the challenges of teaching software verification has been the lack of quality teaching materials at the undergraduate level. Through the years, there have been several projects aimed at creating case study modules for teaching. Most recently, the Software Development Case Study [8] project developed a set of case studies that can be used across the software engineering curriculum based upon the digital home. However, while testing materials were part of the project, the materials were not focused specifically on verification and validation.
A later NSF project, Collaborative Education: Building a Skilled Software Verification and Validation User Community [9] , focused on developing active learning exercises for software engineering. This paper provides initial feedback on the usage of one such activity in a software engineering program.
About the institution
The Milwaukee School of Engineering offers an accredited Bachelors of Science degree in software engineering, and has been accredited since 2002. As an institution, there is a strong emphasis on small class sizes (14:1 student to faculty ratio) and extensive laboratory experience. Students graduating from MSOE spend on average 600 hours in laboratories related to their major. Institutionally, there is more square footage devoted to lab space than lecture hall space. All engineering students are required to complete a three-course capstone experience. While most students on campus are in the engineering fields, the school also offers a nursing program, a user experience program, and several business programs. MSOE prides itself in having very few traditional computer labs on campus. Instead, all students enrolled in the university are issued a laptop as part of a technology package which includes the laptop and all relevant software needed for the program the student is enrolled in.
The software engineering program offers students several unique learning opportunities. One part of the program is a 12 credit Software Development Laboratory experience where students work on large-scale, industry-sponsored projects. Most core software engineering courses are offered in the 3+2 format, meaning the course meets in lecture three times for one hour and has a 2 hour associated lab period. Elective courses tend to be offered in the 2+2 format, with 2 hours of lecture instead of 3 and a 2 hour lab.
About the course SE 3800 is a course designed to provide more in-depth discussion into the areas of agile software development and quality assurance processes. Topics included in the course are continuous integration, agile software development, and software quality assurance activities. It serves as a follow-on course to an introductory course in Software Engineering Processes as well as a follow-on to a course in Software Verification.
The first software engineering process course (SE2800 Software Engineering Process 1) serves to introduce students to agile development, including the software development lifecycle, effort tracking, project planning, measurement and estimation, and the SCRUM process. Specific outcomes for the course include the ability to:
• Understand basic concepts of software engineering process • Understand software process and product metrics • Work within a standard development process • Document process and product measurements • Plan and track software projects
The software verification course (SE2832 Introduction to Software Verification) introduces students to the fundamental concepts of software verification. Topics include an overview of basic testing, coverage criteria, basic testing metrics, and the application of basic testing tools. Specific course outcomes include the ability to:
• Explain why testing is critical to software development • Explain the relationship between verification and validation • Compose accurate and detailed defect reports and record defects into a defect tracking system • Using appropriate coverage criteria and testing theory, design and construct high-quality testing approaches and prepare tests in a logical, organized fashion • Apply testing theory to design tests based on presented test criteria • Analyze the effectiveness of testing using testing metrics, mutation testing, and other techniques • Design and implement test cases using Mock objects • Analyze a given piece of source code for complexity and testability
About the Exercise
Performance testing is an important aspect of modern software development. However, in addition to measuring performance, it is also important that students understand the root cause for a given systems performance. Students also need to be able to determine the root cause of the problems as well as propose potential solutions.
Performance testing, however, by its very nature, can be complex to setup and execute. Moreover, while an understanding of performance testing is required by the software engineering curriculum guidelines, students are not expected to be able to implement or design a performance testing strategy.
As part of the Collaborative Education: Building a Skilled Software Verification and Validation User Community [9] , an exercise was developed to help students understand performance testing. The exercise included three implementations of a simple web application. The web application allowed a user to enter a word. The application then searched through a set of words that were preloaded to find the word and list synonyms for the word. Two of the three implementations suffered from fundamental implementation flaws which would preclude the software's being deployed due to performance problems. Students were provided with a set of JMeter test cases that were to be executed against each of the three implementations. Apache JMeter is a tool included within the Apache project designed for performing load testing on a variety of applications. The tool can be used as a load testing tool for analyzing and measuring the performance of a variety of services, though the focus is on web applications. Jmeter provides the ability for a user to use variable parameterization, response validation through assertions, thread specific cookies, dynamically configure behavior, as well as generate a series of detailed performance reports. JMeter also supports extension through the usage of plugins, though this exercise did not use this feature.
The applications and JMeter test cases were distributed as part of a VirtualBox Virtual Machine image that could easily be played back by the students. Based on the results of these tests, the following three goals were to be achieved:
• Determine which implementation performs better • Determine which application will scale better to many users • Using the implementation, find out why there is a difference in performance between the three systems.
The exercise was conducted with a lab partner. The active learning exercise used a set of prepared lecture slides from the project. However, extensive lecturing before the activity did not occur. Based on this limited introduction and previous experiences, the teams were tasked with answering the following questions:
1. Which application is faster? 2. Which application delivers more throughput? 3. Discuss the performance differences between the three applications. 4. Which of the graphs stand out as being better or worse than the others regarding the deviation in response time? 5. Discuss any differences you identify. 6 . Is there a relationship between the source code and the response times shown on the graphs? 7 . Discuss your answer to the previous question. 8. Does it make sense why one application performs better or worse than the other applications based on the test results and source code? 9. Discussion 4. Which application performs the best? 10. Discuss the results from the previous two questions. 11. Is one application more scalable than the others, and thus, more suitable for deployment? 12. Which application is the most scalable? 13. Discuss the results from the previous two questions. 14 
Analysis and Results
With the students completing the assignment, the goal of this analysis was to determine to what cognitive level students understood the concepts of performance testing and whether they could extrapolate and make appropriate conclusions based on test execution results. To do this, questions were grouped together based on the cognitive understanding of the results necessary and the conclusions drawn based on test results. To ensure the unbiased nature of the analysis, the instructor performing the evaluation was independent and was not involved in teaching the course.
The first question to be answered was whether the students were capable of properly reading the output of the tool. The tool (JMeter) provided a graphical output to students, such as is shown in Figure 3 . The first questions merely involved students interpreting the graph, as the average time of the applications and throughput was readily plotted on each of the three applications. Student responses to the three questions were analyzed based on a four-point rubric. Responses and rubric entries are shown in Table 1 .
Figure 3: Sample JMeter output
Virtually all students performed acceptably on this aspect of the assignment. Few students had a perfect analysis, but most students could answer this set of simple graph interpretation questions correctly. This activity, however, reflects a very low-level activity on Bloom's Taxonomy, simply applying graph interpretation skills to performance testing. -Which application is faster? -Which application delivers more throughput? -Discuss the performance differences between the three applications.
Rubric Score Definition Percent Achieving 4
Accomplished: Complete discussion of why the machines are different in performance. Correct identification of which machine was the fastest and which had the best throughput. The analysis of questions 4 and 5 also served to evaluate a low-level Blooms Taxonomy exercise. Students were asked to indicate which graph had the highest deviation in performance. This again involved simply reading the raw output of the tool. A similar rubric for assessment was used, and the results are shown in Table 2 . This problem, while seemingly just as simple as the first problem in that data was available on the graph, led to many teams being challenged. While the majority were still proficient, a significant percent did provide flawed answers. In the case of the significantly flawed responses, students misinterpreted the graphs and indicated the wrong implementation had the most deviation. Those that were slightly flawed tended to provide a somewhat correct answer but did not give a correct analysis as to why they selected the implementation they chose. Some provided no reasoning, while others provided reasoning that would not have been discernable from interpreting the tool outputs, discussing differences in source implementation instead.
The third question set increased the Bloom's Taxonomy level, requiring students to evaluate the performance behaviors seen by looking at the source code. The source code was developed in Tomcat as a Java application, which had been taught in the web applications course, and the data structures used had been studied extensively in the data structures course taken previously. The fourth set of questions involved whether the students could explain, in algorithmic terms, why the performance was the way that it was in testing. For this question series, students were expected to discuss the impacts of Iterators, Big-O notation, and elementary Java data structures (Hashmap, TreeMap, etc. ). This answer showed that students seemed to lack an ability to explain the differences in performance using terminology that would reflect an understanding of data structures and algorithms in performance based terminology. Table 4 : Analysis of the fourth three questions.
-Does it make sense why one application performs better or worse than the other applications based on the test results and source code? -Discussion 4. Which application performs the best? -Discuss the results from the previous two questions.
Rubric Score

Definition
Percent Achieving 4
Accomplished: The answer correctly identifies the application which performs differently. The answer properly identifies within the implementation the root cause for the performance difference and the discussion includes algorithmic details which would explain the performance difference.
29% 3
Proficient: The answer correctly identifies the application which performs differently. The analysis is correct, but lacks algorithmic details justifying the performance.
36% 2
Slightly Flawed: The answer correctly identifies the application which performed best, but does not provide any evidence or analysis to support the answer.
29% 1
Significantly Flawed: The answer is incorrect or lacks any substantive explanation for the behavior that is seen. The fifth analysis of the students' performance looked at whether they could identify the scalable application. Students were asked which application was most scalable and then expected to provide justification for their answer. Accomplished: Strong indication that one application implementation was more scalable than the others. Correctly identified which implementation was scalable based upon the testing results. Justification of why the implementation was scalable based upon data structures 14% 3 Proficient: Potential indication that one application implementation was more scalable than the others. Correctly identified which implementation was scalable based upon the testing results. Justification of why the implementation was scalable was not complete or thorough, but did hint at a data structures root cause.
50% 2
Slightly Flawed: Potential indication that one application implementation was more scalable than the others. Correctly identified which implementation was scalable, but not backed up by testing results. Justification of why the implementation was scalable was incomplete and did not include appropriate data structures discussion.
29% 1
Significantly Flawed: Incorrect identification of which application was most scalable. Did not indicate or even potentially indicate that one application was more scalable than the others. Answers indicated a lack of understanding of what scalability meant in the context of the test data.
7% 0
No response 0%
The last analysis involved determining whether or not students correctly understood which aspects of the web application impacted performance and how changing the tests would change the performance results. This grouping involved looking at students' answers to questions 14, 15, 16, 17, 24. These results are shown in Table 6 . This analysis was most puzzling. Most of the significantly flawed answers indicated that students believed that changing to a different email address significantly changed the results. Since the students were not forced to provide raw test results for this question, it is hard to determine whether the students truly saw a measurable performance difference or simply misinterpreted the results. However, from their review of the source code, students should have properly identified that the email address, along with the name information, had no impact on the application, as it simply was inserted into the POST operation and was not used by the servlet in any meaningful fashion. Most of the students properly identified the impacts of changing the word list to include either more correctly spelled words or more misspelled words, but in many cases, the depth of the analysis was not complete.
Conclusions
This paper provides a preliminary analysis of integrating an active learning exercise on performance testing into a second software engineering process course. The exercise was assigned to students with little prior development in lecture. Further, there was the expectation that they would be able to learn any additional material on their own.
Based on the analysis of student results, the students themselves could answer the questions with the lowest level of Bloom's understanding without issue. However, higher level questions caused problems in that their analysis was either incorrect or significantly flawed based on the data.
This was the first year that this exercise was used in class, and it did not have any preparation provided. This is something that will most likely be changed in the future. From looking at the results, it appears that the students needed some form of an introduction to the topics to properly understand the questions provided at a higher Bloom's level. It is also believed that, upon further review, the questions that are asked of the students can be refined to give better results and hopefully result in better understanding of the topics.
As has been stated previously, performance testing is not one of the most important aspects of software verification and validation in the Software Engineering curriculum. This exercise does provide an active learning approach to teaching some of the core aspects of performance testing with the intent that students understand the importance of performance testing and the analysis of test results without the ability to conduct raw performance testing.
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