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Various properties of human rhythmic movements have been successfully modeled using nonlinear oscilla-
tors. However, despite some extensions towards stochastical differential equations, these models do not com-
prise different statistical features that can be explained by nondynamical statistics. For instance, one observes
certain lag one serial correlation functions for consecutive periods during periodic motion. This work aims at
an extension of dynamical descriptions in terms of stochastically forced nonlinear oscillators such as
j¨ 1v0
2j5n(j ,j˙ )1q(j ,j˙ )C(t), where the nonlinear function n(j ,j˙ ) generates a limit cycle and C(t) denotes
colored noise that is multiplied via q(j ,j˙ ). Nonlinear self-excited systems have been frequently investigated,
particularly emphasizing stability properties and amplitude evolution. Thus, one can focus on the effects of
noise on the frequency or phase dynamics that can be analyzed by use of time-dependent Fokker-Planck
equations. It can be shown that noise multiplied via polynoms of arbitrary finite order cannot generate the
desired period correlation but predominantly results in phase diffusion. The system is extended in terms of
forced oscillators in order to find a minimal model producing the required error correction.
@S1063-651X~98!09907-3#
PACS number~s!: 05.40.1j, 87.10.1eI. INTRODUCTION
Nonlinear oscillators have been frequently discussed in
various fields, and their mathematical investigation has a
rather long tradition. Depending on the explicit context one
concentrates primarily on specific types of oscillators such as
Van der Pol, Duffing, or Helmholtz oscillators. In the present
paper we consider the case of randomly forced systems that,
especially in case of self-excited systems, have been succes-
sively investigated since the early 1940s @1–3#. Most related
works preferentially stress stability properties of the ampli-
tude, or rather their changes under the impact of noise ~for
recent studies see, e.g., @4–9#!. Thus, we concentrate on the
effects of noise on frequency or phase dynamics that we
analyze by using Fokker-Planck equations and Krylov-
Bogoliubov approximations. In physics there exist several
instances of nonlinear oscillators subjected to random exci-
tation. Typically, such systems belong to the realm of mac-
roscopic phenomena, since nonlinearities and statistics are
involved. For example, in nonlinear optics we find extensive
discussions about the influence of noise on optical multista-
bility ~e.g., @10–12#!. One may also think of the large field to
which the generalized ~complex! Ginzburg-Landau equation
applies ~e.g., @13#!.
Here, however, we focus on a fairly different system,
namely, human movement. Several properties of rhythmical
coordination patterns have been prosperously modeled in
terms of nonlinear oscillators and many studies concentrated
on stability of movement and its externally induced changes
by means of phase transitions @14–17#. In the present paper
we use related models as starting point for our investigation
but emphasize that the entire discussion is by no means re-
stricted to this somewhat specialized application of stochas-
tically forced oscillators. Strictly speaking, different statisti-
cal features observed in rhythmic movements motivated the
following work since, despite some extensions towards sto-PRE 581063-651X/98/58~1!/327~12!/$15.00chastical differential equations @18#, they are not yet acom-
modated by dynamical models. For instance, one finds cer-
tain correlation functions for consecutive periods during
rhythmic motion whenever a subject tries to voluntarily con-
tinue a periodic movement that was previously paced by a
metronome @19#. Even without the external stimulus, the fre-
quency of motion remains rather constant, and any errors are
corrected immediately within the first subsequent period. In-
deed, such a negative lag one correlation can be explained by
nondynamical statistics @20#, and the question arises, What
kind of ~lag one! correlation function can be modeled using
dynamical systems? Hence, we aim at an extension of a dy-
namical description of human movement by means of addi-
tional random impacts. We therefore study systems with the
form j¨ 1v0
2j5n(j ,j˙ )1q(j ,j˙ )C(t). The nonlinearity n
generates a stable limit cycle attractor and C(t) denotes col-
ored noise that is multiplied via a finite polynom q(j ,j˙ ). As
shown below one can estimate that continuous noise alone
cannot produce the sought correlation functions at a desired
order of magnitude. Besides additive noise, which has been
extensively discussed in the literature ~see, for instance, @21#
and references therein! these estimates include the case of
noise that is multiplied by polynoms of any arbitrary finite
order. In order to find those kind of correlations we finally
extend the system in terms of forced oscillators.
Before we go into the problem of stochastically forced
nonlinear oscillators, however, we roughly summarize a sim-
plified statistical model that can explain the generation of a
negative lag one correlation between consecutive periods.
One commonly looks at a series of periods $Ti%, i51 . . . N ,
where mean period and covariances are given by
T¯ :5(1/N)( i51N Ti and sT2(k):5TiTi2k2T¯ 2. In the context
of timing and error correction the so-called lag one serial
correlation function mT(1) is of predominant interest. It is
defined as mT(1):5sT2(1)/sT2(0), which for large N can be327 © 1998 The American Physical Society
328 PRE 58A. DAFFERTSHOFERwritten as mT(1)'(( iTiTi212@( iTi#2)/(( iTi22@( iTi#2).
Following Wing and Kristofferson @20#, a negative correla-
tion can be directly modeled if the evolution is viewed as the
result of a periodic process Ci and a transfer delay Di . Each
period Ti can then be written as Ti :5Ci1Di2Di21. The
quantities Ci and Di are considered to be statistically inde-
pendent. Further, they are Gaussian processes and, except for
the mean and variance, all cumulants of higher order vanish.
These simple assumptions already lead to the wanted prop-
erties because one instantly obtains for the covariance matri-
ces sT
2(0)52sD2 (0)1sC2 (0) and sT2(1)52sD2 (0), respec-
tively. Thus, the lag one serial correlation function be-
comes negative, mT(1)52sD2 (0)/$2sD2 (0)1sC2 (0)% and
bounded by means of 0>mT(1)>20.5.
Certainly, this statistical approach is a strong one in that
its requirements are minimal and in that the introduction of
an ‘‘internal clock’’ Ci and a ‘‘motor delay’’ Di is consistent
with ~neuro!physiological aspects of the system, at least to
some extent. On the other hand, it disregards dynamical and
corresponding stability properties of periodic human move-
ment. These characteristics, however, have been successfully
described in terms of nonlinear oscillators ~cf. @22# and ref-
erences therein!. In the following sections we therefore
present approximations of period correlation functions in
case the underlying dynamics is described by various types
of nonlinear oscillators.II. PERIOD ESTIMATES
FOR NONLINEAR OSCILLATORS
Fundamental systems for the description of rhythmic
movement are stable limit cycle oscillators. Besides their
harmonic parts these oscillators typically contain weak non-
linearities in the form of lower order polynoms. Here, we
consider the basic equation
d
dt S xy D5S 0 12v02 0 D S xy D1S 01 D n~x ,y !, ~1!
which is reformulated by using the Van der Pol transforma-
tion; that is, we use the polar coordinates x5r cos u, y5
2v0r sin u, and rescale time by t5v0t . With
n˜ (r ,u):5n(r cos u,2v0r sin u) we rewrite ~1! as
d
dt S ru D5S 01 D2n˜ ~r ,u!rv02 S
r sin u
cos u D . ~2!
As mentioned previously we choose the nonlinearity n or n˜ ,
respectively, in such a way that the resulting evolution de-
scribes a limit cycle. The corresponding period T of such a
dynamical system ~1! can be defined as~3!where u˙ denotes the derivative with respect to t . According
to Eq. ~3! the harmonic period 2p/v0 is corrected by terms
DT
(p) that depend on n(x ,y). If we assume that the nonlinear-
ity n is polynomial, that is, n(x ,y)}xmyn, each integral in
Eq. ~3! becomes
DT
~p !5E
0
2pF2 ~21 !ncosm11u sinnu
r12m2nv0
22n G pdu . ~4!
In particular, the first order correction for Eq. ~3! can be
expressed as
DT
~1 !5E
0
2p~21 !n11cosm11usinnu
r12m2nv0
22n du}H rm1n21v0n22 for m odd, n even0 otherwise. ~5!
It is worthwhile to remark that in Eq. ~5! the latter propor-
tionality is only correct for an entirely decoupled system, i.e.,
for dr/du[0. Without a principle loss of generality we now
concentrate on Rayleigh, Van der Pol, and Duffing oscilla-
tors. In detail we write the nonlinearity as
n~x ,y ![v0S a2 b3v02 y22gx2D y2v0
2h
3 x
3
, ~6!
and refer to b as Rayleigh, g as Van der Pol, and h
 as Duffing component. It is well known that a Rayleigh
oscillator such as x¨ 1x2x˙ 1b¯ x˙ 3 also describes a Van der
Pol oscillator y¨ 1y2y˙ 13b¯ y2y˙ for the corresponding veloc-
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erties reveal that both Rayleigh and Van der Pol terms do not
change the period length in the first order approximation ~5!,
whereas the Duffing term (}x3) relates frequency and am-
plitude scaling at r2.
Of course, these rough period estimates are only reliable
in the case of stable oscillations. Since we want to discuss
the systems’ response to external perturbations, one has to
investigate the transient regime or, in other words, relax-
ations onto the limit cycle. For the sake of simplicity, how-
ever, we restrict ourselves to the immediate vicinity of the
stable limit cycle. There, perturbations are assumed to be
reasonably small and, as a first estimate, one might average
system ~1! over a period T ~see, e.g., @23,24#!. Hence, Eq. ~2!
becomes
d
dt S ru D'S n¯ 0~r !c¯ 0~r !D , ~7!
where we introduce the abbreviations k:5b1g and
n¯ 0~r !52
dV¯ 0
dr ,
V¯ 0~r !:52
1
4H a2k8 r2J r2,
and
c¯ 0~r !:511
h
8 r
2
. ~8!
Amplitude and frequency dynamics decouple and conse-
quently system ~7! can be integrated explicitly. Note that the
simplified Eq. ~7! is a rather rough approximation unless the
nonlinearitiers are chosen properly; that is, the amplitude is
considered to be nearly constant over a ‘‘cycle’’ ~slowly
varying amplitude approximation!; for the nonlinearities in
Eq. ~6! we therefore assume that uau'ub/3u'ugu and
uh/3u<uau holds ~cf. @23,25#!. Especially, in the case of a
5b/3v0
25g[1 and h[0 one obtains the exact solution
x5sin v0t. Coming back to the discussion of Eqs. ~7! and
~8!, respectively, we get with r0
2 :54a/k
r2~t!5
4a
k2 e2a~t2c1!
⇒ dudt 511
hr0
2
8 F12 e2a~t2c1!k G
21
,
~9!
with an integration constant c1 given by exp $ac1%:5k@1
2r0
2/r(t50)2]. As shown in Fig. 1, the frequency u˙ simply
relaxes exponentially to a steady value }(11hr02/8). The
relaxation is given by the gradient dynamics of r(t) or r(t),
respectively. Therefore, one can only expect a positive cor-
relation between consecutive periods. These estimates, how-
ever, only hold within a rather close vicinity of the limit
cycle and, for larger perturbations, the transient regime has
to be investigated numerically.
As shown in Fig. 2~c! the Rayleigh component stabilizes
the oscillator at a certain velocity and in this way perturba-
tions of the period length are eliminated rather quickly. Con-versely, the Van der Pol term mainly affects the stabilization
of the amplitude and it allows for slight oscillations around
the basic frequency during the relaxation onto the limit cycle
@see Fig. 3~c!#. This effect can even be amplified by adding a
Duffing component, as shown in Fig. 4. In the case of a
reasonably large Duffing coefficient h rather negative lag
one correlations can be observed. The amplitude dependency
}r2, however, might result in a loss of stability so that the
Duffing term should be handled with care @25#.
III. STOCHASTICALLY FORCED OSCILLATORS
In real systems, perturbations occur continuously in an
unpredictable fashion. We account for this by extending the
nonlinear oscillator by means of external noise. Of course,
we do not want to include any a priori knowledge concern-
ing the sought ~time-! correlation functions and, thus, we
treat random dynamics in terms of Markov processes. In or-
der to keep the deterministic properties of the oscillator
(x ,y , . . . )T5x, we write the system in form of a Langevin
equation j˙x5N(jx ,t) where jx denotes a random variable
substituting x. The nonlinear function N contains determin-
istic components resulting in stable oscillations as well as
noise. The system is fully described by its time-dependent
probability density f (x,t), commonly defined as f (x,t)
:5^d@x2jx(t)#&. We compute f (x,t) by integrating the cor-
responding Fokker-Planck equation f˙ (x,t)5LFPf (x,t),
where LFP denotes the Fokker-Planck operator @21#. In fact,
in this context we do not require a detailed intergration of the
Fokker-Planck equation but rather look for stochastically
equivalent systems; that is, ~simpler! Langevin equations that
obey an identical Fokker-Planck operator as the original dy-
namics.
A. Additive white noise
Aiming at stochastic extensions we start with the most
simple case, namely, the addition of noise to our initial
model ~1!. The additive white noise already allows for a
basic understanding of various impacts of noise on periodic
dynamics and, as we will see below, most phenomena of
more complicated systems can be mapped onto this situation.
FIG. 1. Frequency relaxation. The solution du/dt given by Eq.
~9! is plotted for different initial values r(t50); a5b/35g
5h/35v051.
330 PRE 58A. DAFFERTSHOFERFIG. 2. Rayleigh oscillator. Equation ~6! with a5b/351 and g5h50 is integrated for several initial conditions x(t50)P]0,2] and
x˙ (t50)50. ~a! shows the phase portrait x(t) vs y(t), ~b! are the time series x(t) and y(t) each vs t , and ~c! shows the deviation of the mean
period length DTi :5Ti2T¯ vs the period number. The period length is implicitly defined as difference between consecutive roots, i.e., xt
50`xt1T50 where x˙ t and x˙ t1T must have the same sign. For sake of clarity, only the system’s response on period increases is plotted.
Note, that all quantities ~including t and T) are considered to be dimensionless.This special type of randomly excited oscillator has been
discussed in the literature ~cf., e.g., @21# and included refer-
ences! but we recall it here because of its paradigmatic fea-
tures. Explicitly, the nonlinear oscillator now reads
d
dt S jxjy D5S 0 12v02 0 D S jxjy D1S 01 D n~jx ,jy!
1v0
2A2QS 01 DG~ t !, ~10!
where G(t) is assumed to be d-correlated Gaussian noise
with vanishing mean @^G(t)&50 and ^G(t8)G(t)&5d(t8
2t)#. We achieve the corresponding Fokker-Planck operator
as
LFP52y
]
]x
2
]
]y H n~x ,y !2v02x2v04Q ]]y J . ~11!
The Van der Pol transformation is applied in order to distin-
guish between amplitude and frequency dynamics and Eq.
~10! becomes a set of Stratonovich-Langevin equationsd
dt S jrju D5S 01 D2 1jrH n˜ ~jr ,ju!v02 1 A2Qjr G~t/v0!J S jrsin jucos ju D .
~12!
Recall that we have n˜ (r ,u):5n(r cos u,2v0r sin u). Ac-
cordingly, the Fokker-Planck operator yields
L˜ FP5
1
v0
2
]
]rH n˜ ~r ,u!sin u2 v0
2Q
2r ~11cos 2u!J
1
1
rv0
2
]
]uH n˜ ~r ,u!cos u2rv022v0
2Q
r
sin 2uJ
1
Q
2 H ~12cos 2u! ]2]r2 1~11cos 2u! 1r2 ]2]u2J .
~13!
Analogous to the preceding section we insert the nonlineari-
ties ~6!. Using abbreviations ~8! we further average over a
period which leads toFIG. 3. Van der Pol oscillator. The system ~6! with a5g51 and b5h50 is integrated for several initial conditions x(t50)P]0,2] and
x˙ (t50)50 ~cf. Fig. 2!. In contrast to the Rayleigh system, the Van der Pol oscillator shows a negative correlation between consecutive
periods, since the relative period DT can become negative.
PRE 58 331EFFECTS OF NOISE ON THE PHASE DYNAMICS OF . . .FIG. 4. Van der Pol-Duffing oscillator. Equation ~6! with a5g51, b50 and h/354 is integrated for several initial conditions x(t
50)P]0,2] and x˙ (t50)50. Negative correlations are clearly shown in plot ~c!.L˜ FP'L¯ FP52
]
]rH n¯ 0~r !1 Q2rJ 2c¯ 0~r ! ]]u
1 2H ]2
]r2
1
1
r2
]2
]u2
J . ~14!
The averaging results in a decoupling of amplitude and fre-
quency dynamics. Recall the previous discussion of the pa-
rameter values that guarantee the validity of the averaging
and we further assume that Q is reasonably small. Thus for
Eq. ~12! we find a stochastically equivalent system with the
form
d
dt S jrjuD 5S n¯ ~jr!c¯ ~jr!D 1 AQjr S jrGrGu D . ~15!
In Eq. ~15! we use Eq. ~8! and we additionally abbreviate
n¯ ~jr!52
dV¯
djr
,
V¯ ~jr!:5V¯ 0~jr!2
Q
2 ln jr,
and
c¯ ~jr!:5c¯ 0~jr!1
Q
2jr
2 . ~16!
When we compare this form with the noiseless case we re-
alize a diverging term }lnjr which is added to the potential
V¯ 0, resulting in a negligible probability to find the system at
the origin ~see Figs. 5 and 6, cf. @2,11,26,27#, and see, for
instance, @28,21,29# for details in the numerics of stochastic
differential equations!.
The terms Gr and Gu in Eq. ~15! are two independent
~Gaussian! noise sources. With regard to the introduction of
this paper one might be tempted to relate these two noise
sources in some way to the two statistically independent val-
ues Ci and Di in the Wing-Kristofferson model. Aside from
a possible relation, however, the latter model posits that the
resulting period is a sum of two random components. Suchan additive form is not that obvious in case of our dynamical
system, and we thus have to discuss Eq. ~15! and its resulting
period and frequency in more detail.
Let us first consider the case of a fixed amplitude jr'r0
and let us define a phase f via ju5c¯ (r0)t1jf(t). Note
that d/dt[v0 d/dt holds so that we obtain
j˙ f5
v0AQ
r0
Gu~ t !
⇒ fˆ ~f ,t!}E
2`
`
fˆ ~f8,0!expH 2 r02~f2f8!22v02Qt J df8.
~17!
Hence, a certain choice of initial conditions such as fˆ (f ,t
50)5d(f2f0) yields directly
fˆ ~f ,t !5 r0
A2pv02Qt
expH 2 r02~f2f0!22v02Qt J
⇒^f&50 ` ^f2&5
v0
2Qt
r0
2 . ~18!
Consequently, the variance of the phase increases linearly in
time, that is ^f2&}t , which expresses a ‘‘simple’’ diffusion
process of f . Like the case of steady amplitudes, one can
FIG. 5. Mean potential V¯ (r) of the amplitude for different fluc-
tuation strengths Q5$0,0.01,0.05,0.1,0.5%; the remaining param-
eters are a5b/35g5v051.
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frequency and phase. With respect to the potential given in
Eq. ~16! for weak noise, we can approximate
dju
dt 5c
¯ ~r01jdr!1
AQ
~r01jdr!
Gu
'c¯ ~r0!1
AQ
r0
Gu1H h4 r02Qr03 2 AQr02 GuJ jdr . ~19!
If the nonlinearities describing n¯ (jr) are also small the de-
viation jdr of the stationary amplitude r0 can be computed
from the linearized form of Eq. ~15! given by
djdr
dt 52l jdr1
AQGr
with
l5a1
Qk
a1Aa21Qk
. ~20!
Neglecting transient parts, the formal solution of Eq. ~20!
reads
jdr~t!5AQE
2`
t
e2l~t2t8!Gr~t8! dt85:AQG˜ r~t!
~21!
that, inserted into Eq. ~19!, leads to
FIG. 6. Stationary probability distribution f (r), r2:5jx21jy2 ,
for the original Langevin equation ~10!. The system is integrated
104 times over 104 periods. For every run the first 50 periods have
been eliminated as transient regime, that is, the probability distribu-
tion is based on approximately 53108 iterations per time series
given a time step of Dt51023; a5b/35g5v051 and Q
5$0.01, . . . ,0.05,0.1, . . . ,0.5%. Obviously f (r) reflects the potential
V(r) in Fig. 5 by means of f (r)} exp $2V/Q%.dju
dt 'c
¯ ~r0!1
AQ
r0
Gu~t!1
hr0
424Q
4r0
3
AQG˜ r~t!
511
h
8 r0
21
AQ
r0
Gu~t!1
Q
2r0
2 1
hr0
424Q
4r0
3
AQG˜ r~t! .
~22!
In Eq. ~22! all the terms of the form (GrGu) have been ne-
glected because they vanish when calculating mean values.
The three leading expressions on the right-hand side of Eq.
~22! are of the same ~first! order of magnitude, whereas the
last two terms are of second or higher order. Therefore, the
random amplitude jdr does not really influence the frequency
dynamics and we should preferably write
dju
dt 'c
¯ 0~r0!1
AQ
r0
Gu~t!. ~23!
This frequency evolution results in a similar estimate as in
the case of a constant amplitude r0 and we obtain phase
diffusion. Only when the Duffing coefficient h is sufficiently
large we may keep the form
dju
dt 'c
¯ 0~r0!1
AQ
r0
Gu~t!1
hAQ
4 r0G
˜
r~t!. ~24!
Accordingly, we can compute the period as
T5T01
hr0
224
4r0v0
AQE
0
2p
Gudu2
hAQ
4v0
r0E
0
2p
G˜ r du ,
with
T0 :5
2p
v0
S 12 hr028 1Fhr0
2
8 G
2D . ~25!
For nonergodic systems, the integrals over the noise remain
random quantities, and the period can be written as
T5T01jTu1jTr. ~26!
Indeed, this form is equivalent to the Wing-Kristofferson
model since jTu and jTr are two independent noise sources.
It is worthwhile to remark that the existence of a ‘‘relevant’’
jTr requires a fairly large Duffing component }h @see the
last integral in Eq. ~25!#. The influence of a random ampli-
tude on the period length, however, is, as a second order
correction, still very weak. The random force Gu is much
more important for the frequency dynamics and will pre-
dominantly lead to a plain phase diffusion, at least in the case
of weak noise and weak nonlinearities. In that respect the
system behaves like a harmonic oscillator and correlations
between consecutive periods can be neglected and they
themselves become random values, as shown in Fig. 7.
B. Multiplicative white noise
Instead of adding noise one can consider multiplicative
random forces that might be viewed as locally dependent
noise. For example, the strength of noise can become a func-
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introduce multiplicative white noise by means of
d
dt S jxjy D5S 0 12v02 0 D S jxjy D1S 01 D n~jx ,jy!
1v0
2A2Q~jx ,jy!S 01 DG~ t !. ~27!
For sake of simplicity, the function Q(jx ,jy) shall be given
by Q(jx ,jy):5Q(jx)5(kQkjxk ; that is, a polynom of arbi-
trary order. In the literature one typically finds linear func-
tions Q(x)}x or low-order polynoms like Q(x)}x2 ~see,
e.g., @30# and references therein!. As mentioned above for
Q}x2n the noise strength increases with increasing elonga-
tion. Generally, the corresponding Fokker-Planck operator
can be written as
LFP52y
]
]x
2
]
]y H n~x ,y !2v02x2v04Q~x ! ]]y J . ~28!
Analogous to the case of additive noise we discuss the aver-
aged oscillator ~6! after the Van der Pol transformation
whose Fokker-Planck operator yields
L˜ FP'L¯ FP52
]
]r
n¯ 0~r !2c¯ 0~r !
]
]u
1(
k
QkH 12pE02pdu8LFP~k !J . ~29!
The multiplication of G leads to corrections L FP(k) that are
defined by
FIG. 7. Simulation of randomly forced oscillators. We chose
v05a5b/35g51. On the left-hand side we took h/350.2 and
on the right-hand side h/355. The random force was given by Q
50.2. The upper row shows a typical sequence of the time series
x(t), whereas the lower row represents the corresponding sT2(1).
Here the period length T is determined as in Figs. 2–4 after smooth-
ing the simulated time series with a Savitzky-Golay filter. sT
2(1)
remains rather random and the corresponding lag one correlation
almost vanishes: for the left simulation we get T¯ 55.932, mT(1)
50.176 and right T¯ 53.839, mT(1)520.073; 105 periods have
been considered to compute the mean values.LFP~k ! :5
~r cos u!k
2r2 H 122k12k21~122k22k2!cos 2u
2@~122k !1~112k !cos 2u#r
]
]r
2~11k !sin 2u
]
]u
1~12cos 2u!r2
]2
]2r
1~11cos 2u!
]2
]2u
J . ~30!
In order to average the last term in Eq. ~30!, we integrate
over the angular variable u . Thus for kÞ0 we have to cal-
culate integrals such as
E
0
2p
du8cosku8,
E
0
2p
du8cosku8cos 2u8,
and
E
0
2p
du8cosku8sin 2u8. ~31!
Since cosk is even, the last integral will always vanish and an
instantaneous effect on the u-‘‘dependent’’ part (}]/]u) of
the Fokker-Planck operator does not occur. The remaining
terms read with cos 2u52 cos2u21
E
0
2p
du8cosku85H 0 for k odd2p )j50k/221 k22 j21k22 j for k even .
~32!
For even powers k these integrals do not vanish but for k
.0 the products ) are always smaller than unity; that
is, they are of lower magnitude compared to the case of
additive white noise (k[0). The dependency on the ampli-
tude, however, changes essentially because for arbitrary even
k one obtains
L¯ FP~k !5QkPkH 2 ]]r rk211 1k11 ]2]r2 rk1rk22 ]]u2J .
~33!
Here Pk is defined as Pk :5) j50
k/2 (k22 j11/k22 j12).
We again find a stochastically equivalent system
djr
dt
5nˆ ~jr!1F 2( 8
k
Qk
Pk
k11
jr
kG 1/2Gr
`
dju
dt
5cˆ ~jr!1
1
jr
F2( 8
k
QkPkjrkG
1
2
Gu , ~34!
with the additional abbreviations
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dVˆ
djr
, Vˆ ~jr!:5V¯ 0~jr!2
1
2
( 8
k
Qk
k
k12
k11
Pkjr
k
.
~35!
Note that (8 denotes a summation over even indices only.
The deterministic part of the amplitude dynamics in Eq. ~34!
remains a gradient dynamics with the potential ~35! that is
quite similar to V¯ @cf. definition ~16!#. For the frequency
dynamics dju /dt in ~34! we used
cˆ ~jr!:5c¯ 0~jr!2
1
2jr
2F( 8k Qk~k22 !PkjrkG
3F( 8k Qk Pkk11 kjrk
( 8
k
QkPkjrk
G 1/2. ~36!
Concentrating on the discussion of the frequency dynamics
in Eq. ~34! we investigate the case of finite polynoms. Ex-
plicitly, we take polynoms up to the fourth order and define
cˆ 4~jr!5c¯ 0~jr!1
1
jr
2F Q2jr21Q4jr48Q016Q2jr215Q4jr4G
1/2
3S Q02 58 Q4jr4D . ~37!
For sake of simplicity, the term @#1/2 will be dropped
because it does not really influence the dependency on jr and
we approximate
cˆ 4~jr!'c¯ 0~jr!1
Q0
2jr
2 2
5Q4
8 jr
25:11
hˆ
8 jr
21
Q0
2jr
2 .
~38!
A fourth order multiplicative noise obviously corrects the
Duffing coefficient h!hˆ . Since the quadratic term }Q2
does not affect the deterministic part of the frequency dy-
namics, we neglect it in the stochastic part as well ~there it
mainly acts as additive noise!. Accordingly, the dynamics of
the frequency can be approximated as
dju
dt 'c
ˆ 4~jr!1
1
jr
FQ01 58 Q4jr4G
1/2
Gu . ~39!
Following the discussion of Eq. ~19! we expand the ampli-
tude jr5(r01jdr) and if we again focus on the vicinity of a
stable limit cycle; that is, we assume the noise to be reason-
ably weak, the amplitude can be estimated byjr~t!5r˜01jdr'r˜01AQ0G5 r~t!. ~40!
G5 is similarily defined as G˜ in ~21! and since the explicit
calculation of r˜0 and G5 exceeds the aims of the present paper
and their explicit form does not change the forthcoming ar-
gument, we skip it here. The expression ~40! can be inserted
into Eq. ~39! and an expansion of the factor @#1/2 results
in a comparable form like Eqs. ~22! or ~23!, respectively.
Besides the correction of the Duffing component that is due
to an additional drift coefficient, the multiplication of noise
can be directly reduced to additive noise. Apparently, polyn-
oms of higher than fourth order can be treated equivalently
since they only lead to corrections of even higher order com-
pared to the considered case. As the dominant process, we
always observe phase diffusion and correlations between
consecutive periods that are more or less random.
C. Forcing via colored noise
So far we have shown that uncorrelated noise sources
mainly result in phase diffusion and thus cannot be used to
generate a certain period correlation. We now introduce fur-
ther correlations within the noise itself in terms of colored
noise sources. An immediate approach can be given by a
time-dependent stiffness, v0!v01«jÃ(t), where « is used
as a smallness parameter. The stiffness of the oscillator may
have stochastical properties such as
v5v0@11«C~ t !# ` ^C~ t !&50,
^C~ t !C~ t8!&5Q e2ut2t8u/tc, ~41!
which is well-known to be equivalent to the Ornstein-
Uhlenbeck process @21#
v5v0~11«jÃ! ` j˙ Ã52
1
tc
jÃ1A2Qtc G~ t !. ~42!
In other words, colored noise can be expressed via an auxil-
iary dynamics that is forced by white noise. The harmonic
oscillator including the stiffness dynamics ~42! is known as
the Kubo oscillator and is characterized by a vanishing am-
plitude @31,21#. Here, however, we consider the case of finite
amplitudes generated by nonlinear oscillators with stable
limit cycles such as
x¨ 1v0
2~11«jÃ!2x5n~x ,x˙ ! ~43!
that lead to a Fokker-Planck operator of the following form:
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] f
]x
2
]
]y $n~x ,y !2v0
2~11«Ã!2x%
1
]
]ÃH Ãtc 1Qtc ]]ÃJ . ~44!
Following our standard procedure, we apply the Van der Pol
transformation and average over a period where we auxiliary
define jÃ(t):5jÃ(t). Note that the averaging requires the
correlation length of the noise to be small, i.e., tc!1/v0 ~cf.
@2#!. For n(x ,y) given in Eq. ~6! we achieve
L¯ FP52
]
]r
n¯ 0~r !2H c¯ 0~r !1«Ã1 «22 Ã2J ]]u
1
1
v0tc
]
]ÃH Ã1 Qv0 ]]ÃJ , ~45!
and thus we find again a stochastically equivalent system
d
dtS jrju
jÃ
D 5 Fn¯ ~r !, c¯ ~r !1«jÃ1 «22 jÃ, 2 jÃv0tcGT
1
A2Q
v0AtcS 00GD . ~46!
If we consider the case jr'r0 and ju5c¯ (r0)t1jf , this
system can be reduced to
d
dt S jfjÃ D 'v0«!1S «21/tc DjÃ1A2Qtc S 01 DG
⇒j¨ f1
1
tc
j˙ f5v0«A2Qtc G . ~47!In contrast to the white noise case the phase dynamics is now
a second order differential equation due to the exponential
correlation in C . Hence, we can distinguish different corre-
lation times tc . The extreme limits lead to
tc!0 ⇒ j˙ f'v0«A2Qtc G~ t !, ~48!
tc!` ⇒ j¨ f'v0«A2Q/tc G~ t !.
Both situations describe pure diffusion processes for jf ~see,
e.g., @32# for a more general discussion!. Summarizing we
recognize that a stochastic forcing of the stiffness only re-
sults in phase diffusion so that correlations between periods
are again negligible.
At last, we further extend the discussion to more general
multiplicative colored noise sources. The basic equation
reads
d
dtS jxjy
jz
D 5S 0 1 02v02 0 q~jx ,jy!
0 0 21/tc
D S jxjy
jz
D 1S 01
0
D n~jx ,jy!
1A2Q
tc S 001D G~ t ! ~49!
with a Fokker-Planck operator given by
LFP52y
] f
]x
2
]
]y $n~x ,y !2v0
2x1zq~x ,y !%
1
]
]zH ztc 1Qtc ]]zJ . ~50!
Transforming the operator by means of the Van der Pol
transformation and defining jz :5jz(t) as well as q˜ :
5q(rcosu,2v0r sin u) we obtain for the averaged system
~6!~51!
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polynomial forms of multiplier q and take q(jx ,jy):
5v0
2(klqkljx
kjy
l
. Then we achieve the corrections of Eq.
~51! as
L¯ FP~q !5(
kl
~2v0!
lqkl
2p zr
k1l21E
0
2p
du8F l cosku8sinl21u8
2cosku8sinl11u81r cosku8sinl11u8
]
]r
1cosk11u8sinlu8
]
]u8
G . ~52!
The last term in Eq. ~52! corrects the drift coefficient of the
frequency and is therefore the most important component.
Obviously, this term remains finite only in case of odd ex-
ponents k and concurrently even exponents l . For the sake of
simplicity we reduce ourselves to the case of l50 and write
q(jx ,jy)5q(jx). Actually, we discuss the special case
q(jx):5v02(q1jx1q3jx3), higher order polynoms will result
in higher order corrections that can be neglected as shown
below. Inserting that form into Eq. ~52! leads to
L¯ FP~q !5
z
2H 3q34 r21q1J ]]u . ~53!
Note that for the Kubo system discussed above we have to
replace C!C2. Given the operator ~53! the frequency dy-
namics can be further reduced to
dju
dt 5c
¯ ~jr!1
1
2S 3q34 jr21q1DC~t!. ~54!
Even if jr itself is given by a Langevin equation, it will only
affect the dynamics of ju via the Duffing component
(;c¯ 0) or via jr2C . Analogous to the discussion of multipli-
cative white noise, this effect is of higher order and can thus
be neglected.
In conclusion, we see that neither Gaussian nor colored
noise sources can generate the desired correlation function
for consecutive periods. Fluctuations always produce some
dominating phase diffusion that destroys any further correla-
tion within frequency and period, respectively. It is worth-
while to remark that these claims are not restricted to the
thusfar applied approximations. Of course, we achieve a de-
coupling of frequency and amplitude basically by use of a
first order Krylov-Bogoliubov approximation by means of
averaging. Higher order expansions, however, yield higher
order corrections only and thus diffusion remains the domi-
nant process. Moreover, the period of the oscillator is defined
as integral over the frequency variable u @cf. Def. ~3!# and
through that integration we already perform some kind of
averaging along the interval uP@0,2p# .
IV. FORCED OSCILLATIONS WITH NOISE
We have seen that diffusion is the prevailing effect result-
ing from various, essentially different, noise sources. Indeed,
this fact expresses the absense of any ‘‘force’’ acting on thephase of a self-sustained or autonomous limit cycle oscilla-
tor. Thus, we finally extend the nonlinear oscillator by means
of an external deterministic force. The force is assumed to be
periodic in time and it can therefore bias the phase dynamics
by means of phase locking. Without loss of generality we
treat the case of a sinusoidal force oscillating with frequency
V . The dynamical system becomes
d
dt S jxjy D5S 0 12v02 0 D S jxjy D1S 01 D n~jx ,jy!
22F0V2S 01 D sin Vt1v02A2QS 01 DG~ t !. ~55!
In contrast to our standard Van der Pol transformation, we
project to polar coordinates regarding the forcing frequency
V; that is, jx5jrcos(t1jf), jy52Vjrsin(t1jf), and
t5Vt . Equivalent to Eq. ~14! the averaged Fokker-Planck
operator ~we average over 2p/V) becomes
L¯ FP'2
]
]r
$n¯ ~r !2F0cos f%2
]
]fH v022V22V2 1 h8 r2
2
F0
r
sin fJ 1 Q2 H ]2]r2 1 1r2 ]2]f2J . ~56!
As a stochastically equivalent system we find
d
dt S jrjfD 5S n¯ ~jr!x¯ ~jr!D 1 F0jr S jrcos jf2sin jf D 1 AQjr S jrGrGf D ,
~57!
where n¯ is given in Eq. ~16! and x¯ is defined as
x¯ ~jr!:5
v0
22V2
2V2
1
h
8 jr
21
Q
2jr
2 . ~58!
Let us again concentrate on the phase dynamics. We as-
sume that the oscillator is forced in resonance, i.e., v0'V .
Further we neglect the Duffing component (h[0) as well as
the term Q/2jr2 since they mainly result in a detuning that
can be covered by the u definition. In case of a weak forcing
(F0!n¯ ) we can approximate the amplitude jr by jr'r0.
Thus, we reduce the problem to that of Brownian motion in
a periodic potential VF52(F0 /r0) cos jf since we have
djf
dt 52
F0
jr
sin jf1
AQ
jr
Gf'2
F0
r0
sin jf1
AQ
r0
Gf .
~59!
For weak noise we can assume that the mean phase will
always relax to a steady value with a fixed variance in con-
trast to Eq. ~18!, where the variance increases linearly in
time. This follows directly if we linearize the potential and
write the dynamics ~59! as
djf
dt '2
F0
r0
jf1
AQ
r0
Gf5:2
1
tF
f1A2QF
tF
Gf . ~60!
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compute the time dependent solution of the Fokker-Planck
equation. Assuming that we have initial conditions like
fˆ (f ,t50)5d(f2f0), we achieve
f ~f ,t !5A 12pQFtF@12e22t/tF#1/2
3expH 2 12QF ~f2f0 e2t/tF!212 e22t/tF J
⇒^f&5f0e2t/tF ` ^f2&5^f&21QF~12 e22t/tF!
⇒
f050
^f&50 ` ^f2&5QF~12 e22t/tF!. ~61!
The system’s response on a decrease ~or increase! of phase
(^f&) is an increase ~or decrease! of frequency (^f˙ &;^u&).
Note that in both cases, with and without external forcing the
mean phase vanishes whereas the variances essentially differ
@see Eq. ~18!#. Depending on the mean relaxation time tF ,
the resulting correlation function of consecutive periods can
become negative. Even for strong noise such random mo-
tions in periodic potentials have been extensively discussed
in the literature. Recent studies mainly focus on stochastic
resonance @33,34,29#, so that we restrict ourselves to numeri-
cal experiments presented in Fig. 8. In that simulation, the
FIG. 8. Simulation of a driven oscillator under the impact of
white noise. We chose v05a5b/35g51, and h/350.2. The
noise strength is identical to Fig. 7 (Q50.2). The forcing is deter-
mined by F051 and V51, i.e., a strong external force in reso-
nance with the harmonic part resulting in T¯ '2p . Obviously, we
achieve a rather negative covariance sT
2(1) and, accordingly, the
lag one correlation becomes mT(1)520.487 ~cf. Fig. 7!.mean lag one correlation function is rather close to the lower
bound in the Wing-Kristofferson model @mT(1)'20.5# . As
already noted, correlations become dependent on the relax-
ation time that itself depends on the forcing strength and via
r0 depends on both, the eigenfrequency v0 of the oscillator,
and on the forcing frequency V . For the sake of legibility of
the present paper we refer to forthcoming works that will
show explicit dependencies in order to fit certain frequency
and amplitude dependencies in the case of rhythmic human
movement.
V. CONCLUSION
Aiming at a modeling of certain lag one serial correlation
functions during a periodic dynamics we have shown that a
negative correlation between consecutive periods during
evolution along a limit cycle cannot be realized by introduc-
ing unspecific random forces. Additional white, as well as
colored noise sources that both have been multiplied in terms
of arbitrary finite polynoms, do not achieve the desired re-
sponse because fluctuations acting on self-sustained nonlin-
ear oscillators predominantly result in phase diffusion pro-
cesses that are always superimposed on eventual ~lower
order! correlations.
Consequently, we extended the system to higher dimen-
sions, here by means of a nonautonomous deterministic part.
Alternatively one may also think of two or more coupled
oscillators. In particular, periodically forced systems can al-
low for negative lag one correlation functions. In that case,
the dynamics of the phase is reduced to Brownian motion in
a periodic potential. Thus, significant properties like stability
or relaxation times are well known and be approximated for
actual values of serial correlations. Forthcoming works will
show that such estimates will cover special amplitude and
frequency dependencies of that type of correlation function.
In contrast to more traditional approaches ~traditional in
the field of human movement! that are based on nondynami-
cal statistics of at least two independent noise sources, forced
or coupled oscillators require only one additive Gaussian
noise source generating the wanted correlation function. Cor-
relations are therefore not a result of statistical properties
only but a consequence of the deterministic interaction be-
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