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Abstract
Consider k particles, 1 red and k − 1 white, chasing each other on the nodes of a graph G. If the red one catches one of the white,
it “infects” it with its color. The newly red particles are now available to infect more white ones. When is it the case that all white
will become red? It turns out that this simple question is an instance of information propagation between random walks and has
important applications to mobile computing where a set of mobile hosts acts as an intermediary for the spread of information.
In this paper we model this problem by k concurrent random walks, one corresponding to the red particle and k − 1 to the white
ones. The infection time Tk of infecting all the white particles with red color is then a random variable that depends on k, the initial
position of the particles, the number of nodes and edges of the graph, as well as on the structure of the graph.
In this work we develop a set of probabilistic tools that we use to obtain upper bounds on the (worst case w.r.t. initial positions of
particles) expected value of Tk for general graphs and important special cases. We easily get that an upper bound on the expected
value of Tk is the worst case (over all initial positions) expected meeting time m∗ of two random walks multiplied by(log k). We
demonstrate that this is, indeed, a tight bound; i.e. there is a graph G (a special case of the “lollipop” graph), a range of values k <n
(such that √n − k =(√n)) and an initial position of particles achieving this bound.
When G is a clique or has nice expansion properties, we prove much smaller bounds for Tk . We have evaluated and validated all
our results by large scale experiments which we also present and discuss here. In particular, the experiments demonstrate that our
analytical results for these expander graphs are tight.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction, problem deﬁnition and motivation
Properties of interacting particles (moving on a ﬁnite graph) are of interest within a number of areas of Science,
primarily Physics in the early days, but increasingly Biology, the Social Sciences and Computer Science today, since
they model interesting phenomena like magnetism, spatial competition, tumor growth, spread of infection, economic
systems and mobile communication. The book by Liggett [13] and Chapter 14 of theAldous and Fill book [1] are good
references.
We consider here a special case of interacting particles: the motion of each of the particles is a random walk on
the graph. The walks are concurrent; for simplicity, the initial positions of the particles are those of the steady-state
probability distribution of the walks.
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Let k be the number of particles. Let G(V,E) the graph of the walks. Let |V |=nk, |E|=m. Initially, one particle
is red and all others are white. Let () be the steady-state distribution of each of the walks. The particles interact
according to the following Infection Rule: when a red particle meets (at a graph node) one (or more) white particle(s),
the white particle(s) turn red.
Initially, each vertex of G can have at most one particle (thus kn). Let k be the initial distribution of particles.
Deﬁnition 1. Let Tk be the least time instant at which all particles are red.
Note that Tk is a random variable. We are interested here in the expected value of Tk , E(Tk |k).
Deﬁnition 2. We call infection time, w.r.t. an initial distribution k , the value of E(Tk |k).
Deﬁnition 3. Let an initial probability distribution k be called pure when it assigns a single position (vertex) to each
particle, with probability 1.
Deﬁnition 4. We call the infection time Tk the worst E(Tk |k) over all pure distributions k .
Note that () always exists when the random walk is of continuous time with transition rates qvx = 1/dv if {v, x} is
an edge (dv is the degree of vertex v), and qvx = 0 if not, because, then, the random walk is aperiodic and ergodic.
In fact, we start by considering continuous time walks. Note that the discrete-time walks deﬁned by the transition
probability puv = 1/du if {u, v} ∈ E, and puv = 0 else, have the same stationary distribution mean hitting times as in
the continuous case [1]. The main goal of this work is to study the infection times of various (unweighted, undirected,
ﬁnite) graphs.
Motivation: The problem studied here is an example of (i) the spread of a virus (i.e. the red colour) in computer
networks (ii) information spreading (such as rumor spreading, gossiping) (iii) a considerable fraction of the com-
munication time of stations in ad hoc mobile networks, under the existence of a (mobile) infrastructure as a virtual
intermediary pool for messages.
For (i) above, we note that virus attacks in computer networks pose several key problems regarding intrusion
propagation. Various models have been proposed for studying the effective detection and defeat of attacks, see e.g.
[17]. Intrusion propagation (the process of spread of such attacks) has mostly been investigated under gossip or
epidemiological models (see [12]). Also, [15] investigates the analytic and experimental behavior of several protocols
for the attack propagation problem in networks under a new model of intrusion propagation introduced there.
For (ii), [9] studies the gossip problem, where n persons wish to distribute n rumors among themselves (where,
however, which persons communicate at each time is ﬁxed in advance by the designer of the algorithm). See also [3],
that considers rumor spreading where, in contrast to [15], the choice of who receives information at each time is under
the control of an adversary.
We elaborate inmore detail on (iii). Recall that an ad hocmobile network is a collection ofmobile hosts, with wireless
communication capabilities, forming a temporary network without the aid of any established ﬁxed infrastructure. In
[4–6] we have studied the problem of basic communication, i.e. to send information from a sendermobile user,MH S, to
a receivermobile user,MHR. For such dynamically changing networks of highmobility we have proposed protocols for
basic communication which exploit the accidental meetings of the mobile hosts and the co-ordinated (by the protocol)
motion of a small part of the network.
We abstract the 3D network area by a motion-graph, whose vertices model cubes of volume close to that of the
transmission sphere of hosts, and whose edges connect adjacent cubes.
The protocol works as follows: the nodes of the support move fast enough to visit (in sufﬁciently short time) the
entire motion graph. When some support node is within communication range of a sender, it notiﬁes the sender that
it may send its message(s). The messages are then stored “somewhere within the support structure”. When a receiver
comes within range of a support node, the messages are then forwarded to the receiver.
Clearly the size, k, and the shape of the support affects performance. In [4–6] we study two basic alternatives for the
support structure: (a) the “snake” support, where the nodes of the support move always remaining pair-wise adjacent
(i.e., forming a chain of k nodes). Essentially the support moves as a “snake”, with the head doing a random walk on
the motion graph and each other node executing the simple protocol “move where the node preceding me was before”.
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(b) a different approach is to allow each member of to perform an independent randomwalk on the motion graph, i.e.,
the members of  can be viewed as “runners” running on G. When two runners meet, they exchange any information
given to them by senders encountered.
In [4–6] we perform, using Markov Chain techniques, a rigorous average case analysis for the expected communi-
cation time of the snake protocol. The infection propagation time of graphs in this paper can be used to estimate the
expected communication time in the runners case. We expect that, because of the “parallelism” of runners, the runners
protocol signiﬁcantly outperforms the snake protocol (a fact experimentally validated in [4–6]). In fact, our paper [8]
explicitly uses infection times to bound the communication times in mobile networks.
2. New results and related work
We ﬁrst show an upper bound on the expected infection propagation time Tk for any k > 2 and for any undirected
graph G, where we consider continuous time walks.
We demonstrate that this bound is tight on a lollipop graph for certain values of k and an initial position of particles.
Then, we turn into discrete time walks and derive much smaller bounds on Tk for the clique and for expander graphs.
Note that our model of continuous time walks is just the “continuation” of the corresponding discrete time chains. Thus
the results hold in both cases.
Previous work and comparison: Coppersmith et al. [7] evaluated the expected meeting time of two random walks
(i.e. T2). They showed that in the worst case (and assuming discrete time), T2 = ( 427 + o(1))n3. Tetali and Winkler
[19] gave some earlier bounds on T2. Sunderam andWinkler [18] examined a related but different problem: each node
of a clique is a processor having some information piece. They estimate techniques to minimize the time when all
processors know all pieces of the information. There, processors do not move and messages are exchanged in discrete,
synchronized rounds.
Works on other models of interacting particles (e.g. the anti-voter and voter models), can be found in [1, Chapter 14,
13]. Infection models were studied well in the past, under the direction of population biology. Their targets are similar
but the main difference is the missing of the graph as space of motions. See [16] and references there.
Our work extends the results of [7,19] to k > 2 concurrent random walks on a ﬁnite undirected graph.
Roadmap: Our ﬁrst results in Sections 3 and 4 refer to continuous time concurrent random walks. The results on
special graphs (Sections 5, 6) refer to discrete time walks. In Section 7, we present and discuss our experimental
ﬁndings.
3. A tool: exponential tails of hitting times and meeting times
Deﬁnition 5. Let A ⊆ V and i ∈ V . Deﬁne EiTA to be the expected value of the ﬁrst hitting time to A (i.e. the ﬁrst
time to arrive at a node of A) of a random walk on G, starting from vertex i. Let TA be the corresponding random
variable. Let t∗A = maxi∈V EiTA.
Deﬁnition 6. Let E an event about a random walk on G. We denote by Pr(E) the probability of E when the starting
position of the walk is selected randomly according to the distribution ().
The ﬁrst result that follows can be found in [1]. We explain it here by elementary means (to also enhance readability
of the results that follow): for any initial distribution (), any time s > 0 and integer m1 it is
Pr

{TA >ms|TA > (m − 1)s} = Pr

{TA > s for some distribution }
 max
i∈V Pri {TA > s}
t∗A
s
by the Markov inequality. So, by induction on m, we get
Pr

{TA > js}
(
t∗A
s
)j
i.e. Pr

{TA > t}
(
t∗A
s
)t/s
,
where t > 0. In continuous time, if we choose s = et∗A we get
2580 T. Dimitriou et al. / Discrete Applied Mathematics 154 (2006) 2577–2589
Lemma 7 (Subexponentiality Lemma 1a) (Aldous and Fill [1]). For any t : 0< t <∞ it is
sup

Pr

{TA > t} exp(−t/et∗A).
The machinery stated above can be used also for the meeting times:
Deﬁnition 8. Let Mi,j be the ﬁrst time that two independent copies of a random walk on G meet given that they start
from i, j . Let m∗ = maxi,jMi,j .
Working exactly as above, we then get
Lemma 9 (Subexponentiality Lemma 1b) (Aldous and Fill [1]).
Pr{Mi,j > t} exp(−t/et∗m).
Remark 1. Note that the above Lemmata are useful only when t is large, i.e. above et∗m or et∗A. When t is small then
the Lemmata hold trivially because they just say that a tail probability is less than or equal to 1.
This general property is an implication of the submultiplicativity property of our Markov Chains (random walks),
which is as follows: if Xt is the vertex of the walk at time t and we deﬁne a deviation from stationarity measure d(t) as
d(t) = max
i,j
∣∣∣∣Pri (Xt ) − Prj (Xt )
∣∣∣∣
then one can show that
d(s + t)d(s)d(t) ∀s, t0.
Deﬁnition 10. For a continuous time walk on G let Tj be the ﬁrst hitting time vertex j, i.e. the ﬁrst time for the walk
to be at vertex j. Let Mi,j be the meeting time of two independent copies of the walk, started at vertices i and j, and
EMi,j its expected value.
Another interesting fact about the relation of hitting times and meeting times, for continuous time walks, is the
following:
Lemma 11 (Aldous and Fill [1, Chapter 14, Proposition 5]).
max
i,j
EMi,j  max
i,j
EiTj .
This can be easily seen when i, j are vertices of degree 1 in the n + 1-vertex star graph.
4. A tight upper bound on infection time for general graphs
Consider, instead of our process of infection, another process of the same walks governed by the rule:
“When particles meet, they coalesce into clusters and the cluster thereafter sticks together and moves as a single
random walk. If the cluster contains red particles then it is colored red”.
Deﬁnition 12. Let Ck,n be a random variable, which is the time at which all particles coalesce into one single cluster.
Clearly, ∀t > 0, it is Pr{Ck,n > t} Pr{Tk > t}, and thus
ECk,nETk (1)
for all initial position distributions . But ECk,n can be bounded as follows:
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white particles
red particle
√n n-√n
Fig. 1. The lollipop graph we consider here.
Lemma 13. ECk,nem∗(2 + log k), where e is the base of the natural logarithms.
Proof. We proceed exactly as in Aldous and Fill [1, Chapter 14, Proposition 11] with the only difference being that
initially we have k particles instead of n. The proof uses the second of the subexponentiality Lemmas. Order the initial
positions of the particles arbitrarily as i1, . . . , ik . First, let the k particles perform independent random walks forever,
with the particles starting at positions i, j ﬁrst meeting at time Mi,j (say). Then, when two particles meet, let them
cluster and follow the future path of the lowest-labelled particle. Similarly, when two clusters meet, let them cluster
and follow the future path of the lowest-labelled particle in the combined cluster. Then it follows that
Ck,n max
j
Mi1,j .
Let m∗ = maxi,jEMi,j . By the second subexponentiality lemma then
Pr{Mi,j > t} exp
(
−
⌊
t
em∗
⌋)
. (2)
So, by (2), we get
ECk,n =
∫ ∞
0
Pr{Ck,n > t} dt
∫ ∞
0
min
⎧⎨
⎩1,
∑
j∈{i2,...,ik}
Pr{Mi,j > t}
⎫⎬
⎭ dt
and thus
ECk,n
∫ ∞
0
min
{
1, k exp
(
− t
em∗
)}
dt = em∗(2 + log k). 
Hence, by (1) we get
Theorem 14. Tkem∗(2 + log k).
Although this bound is crude for a lot of graphs, there are graphs and positions of particles achieving it. Consider a
special case of the lollipop graph, with a clique of size n−√n and a path of length l =√n extending out of it. Initially,
there is one red particle in the clique. There are k white particles, all being at the furthest k vertices of the path. Here
k>
√
n. In the sequel, take k so that
√
n−k=(√n). For a graphical representation of an instance of this graph where
n = 16, k = 3, see Fig. 1.
Clearly the worst case expected meeting time is m∗ =(l2) =(n), i.e. the average time for the random walk of a
white particle to enter the clique, by elementary random walk properties (see [10]).
Let the white particles be labelled (from the furthest to the clique inwards) as i1, . . . , ik . Let their times to enter the
clique be the random variables S1, . . . , Sk , respectively. Note that it is very hard for the red particle to exit the clique.
This can happen only when it gets to the vertex where the path and the clique meet (i.e. once every (n) time), but
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even then the probability of exiting the clique is 1/(n− √n+ 1). On the average, thus, the red particle stays inside the
clique for(n2) expected time. Let S = max{S1, . . . , Sk}. Clearly then, the infection time is Tk+1 = S +(1) w.h.p.,
where (1) accounts for the last white particle meeting another particle (which will be red by then). Thus,
E(Tk+1) = E(S) +(1). (3)
From the subexponentiality property of individual hitting times (Lemma 1) we have that ∀i = 1, . . . , k and for
s∗ = max
i=1,...,k E(Si) =(n)
we get
Pr{Ti > es∗}e−, = 1, 2, 3, . . . . (4)
So,
Pr{S > es∗}ke−, = 1, 2, 3, . . . (5)
i.e
Pr
{
S
es∗
>x
}
kee−x, x0 (6)
i.e.
Pr
{
S
es∗
− log(ek)> x
}
e−x, x0. (7)
This says that the distribution of S/es∗ − log(ek) is “stochastically smaller” than the exponential distribution, implying
E
(
S
es∗
− log(ek)
)
1
and hence
E(S)(2 + log k)es∗. (8)
In fact, for the 1D random walks this bound is tight! In the continuous time, the number of +1 and −1 steps of a
single walk in the line are independent Poisson(t) variables (of mean 1). Then a bound as in (4) holds with equality,
and from
Pr{S < t} = Pr{T1 < t} · Pr{T2 < t} · · ·Pr{Tk < t}
(because of the independence of the walks), also relations similar to (5), (6) hold with equality. Thus,
Lemma 15. E(S) =(s∗ log k).
But s∗ =(m∗) for the √n line as we said. So,
Lemma 16. E(S) =(m∗ log k).
Thus, by (3) and (8), we get:
Theorem 17. In the lollipop graph and for k such that √n− k =(√n), there is a set of initial positions of particles
so that Tk+1 =(m∗ log k). Thus, the bound of Theorem 1 is tight.
Note, however than even in the lollipop graph, for large k, the infection time is much smaller than this upper bound.
This is demonstrated in the Experiments section and we believe that this can also be analytically shown.
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5. Infection times on the clique
As our experiments also indicate (see Section 7), the bound stated in Theorems 1 and 2 is not tight for “close to regular
graphs”. In the next sections we derive much better bounds for such graphs. The experiments we have conducted and
which we discuss in Section 7, demonstrate that our analytical results are tight. The case of the cliqueKn is instructive,
as the following theorem demonstrates:
Theorem 18. Consider kn particles, one red, k−1 white, sitting on the nodes of a Kn. Then the expected time when
all particles become red after randomly walking on the Kn is bounded by
4n
k − 1 (ln k + O(1)).
Denote by Rt and Wt the number of red and white particles at time t, where Rt +Wt = k and R0 = 1. Our goal is to
show that for t∗ =O((n/k) ln k) the expected number of red particles is k. It will be helpful in the analysis to consider
each round of particle’s movement as a two stage process. In the ﬁrst stage of round t we move all the red particles to a
random neighbor of their current location. Then we move the white particles. If a white particle falls into the position
of a red one, it becomes infected and changes its color. At the end of the second stage we count all the red particles and
we obtain Rt+1. Observe that this model is exactly the same as the original one but is simpler to analyze and give us
the following intermediate result.
Lemma 19. Let Rt the number of red particles at the end of round t. Then at the end of round t + 1 the expected
difference t = Rt+1 − Rt satisﬁes
t
Rt(k − Rt)
n
(
1 − Rt
2n
)
.
Proof. Let r=Rt the number of red particles. To simplify the analysis we allow each particle to stay in the current node
with probability 1/n. Thus the next node can be any of the nodes 1, . . . , n with equal probability 1/n. Now consider
what happens when the red particles move.
If r is small then all these particles will land almost surely to different nodes. But when r is large the red particles
may form clusters which in effect decrease the population of red particles that may infect the white ones. Thus we need
to compute the number r ′ of different clusters of red nodes and treat each cluster as one red “super-particle” that can
propagate its color.
So what is r ′?We can compute r ′ by treating the r particles as balls which have to be thrown into n bins, where each
bin corresponds to one of the possible n neighbors. The number of different clusters will simply be the expected number
of occupied bins in the balls experiment, which is by deﬁnition n minus the number of empty bins. Now the expected
number of empty bins is easily found to be n(1 − 1/n)r , which is bounded from above by n(1 − r/n+ r2/2n2). Thus
we get that the number of different super-particles r ′ is
r ′n − n
(
1 − r
n
+ r
2
2n2
)
= r − r
2
2n
= r
(
1 − r
2n
)
.
All these super-particles are now available in stage two to infect a white particle if it happens to land in the same
node occupied by the cluster. The probability that a white particle changes its color to red is at least r ′/n, thus on the
average we expect Wt(r ′/n) = (k − r)(r ′/n) of them to become infected. We conclude that at the end of round t + 1,
the expected number of red particles will be
Rt+1Rt + (k − Rt)Rt
n
(
1 − Rt
2n
)
or equivalently since Rtkn
t
Rt(k − Rt)
2n
and the proof of the lemma is complete. 
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This lemma will help us estimate the number of rounds before all particles become red. An easy but not so accurate
bound follows by observing that t is always at least (k − 1)/2n. Thus during successive rounds we make at least
(k− 1)/2n progress towards infecting all particles, therefore the total number of rounds required is at most 2n. A more
accurate counting, however gives the desired result.
Deﬁne Ti to be the time when RTi = i, that is, the moment when the number of red particles is exactly i. Thus in the
time interval [Ti, Ti+1), the expected number of red particles is at least i and smaller than i + 1. In this time interval
the expected progress i in all rounds between Ti and Ti+1 is therefore at least
i
i(k − i − 1)
2n
.
But then the expected number of rounds between Ti and Ti+1 is at most 1/i since the number of red particles increases
by one. Thus overall, the number of required rounds Tk is
Tk
k−2∑
i=1
2n
i(k − i − 1) +
2n
k − 1 =
2n
k − 1
k−2∑
i=1
(
1
i
+ 1
k − i − 1
)
+ 2n
k − 1
<
4n
k − 1
(
k−2∑
i=1
1
i
+ 1
2
)
<
4n
k − 1 (ln k + O(1))
thus completing the proof of the theorem.
One immediate generalization of the random walk on a clique is when we let p denote the probability of visiting a
random neighbor from the current node. Clearly, Theorem 18 corresponds to the case where p = 1/n. Working in an
entirely analogous way we obtain
Theorem 20. Consider kn particles, one red, k − 1 white, sitting on the nodes of a Kn, where the probability of
visiting any node is p. Then the expected time when all particles become red is
O
(
(1/p)2
nk
ln k
)
.
6. The case of graphs with good expansion
A graph G = (V ,E) informally is an expander if the number of neighbors of any given set of nodes S is not “too
small”. More formally:
Deﬁnition 21. A graph G(V,E) is a v-expander if for every X ⊆ V , |X|n/2 implies that |N(X) − X|v · |X|,
where N(X) = {y|(x, y) ∈ Eand x ∈ X} (i.e. N(X) is the set of neighbors of X).
Expander graphs have many useful properties but perhaps the most important one is that a random walk on the
nodes of the graph is unlikely to remain trapped for a long time in a small portion of the state space. So if P =
[pu,v]n×n denotes the one-step transition matrix of the walk and 0 the initial distribution, then the distribution at time t,
(t), quickly converges to a unique stationary distribution . The speed of convergence is given by the following lemma:
Lemma 22 (Expander mixing lemma, Alon [2]). Let (t) = maxu|(t)u − u|/u be the relative pointwise distance
between (t) and  at time t, where u denotes the states of the walk. If G has expansion v then
(t)<
(1 − v2/d)t
min u
,
where d is the maximum degree of the graph.
An immediate corollary of the mixing lemma is that the time t required for (t) to drop below some amount  is at
most d/v2(ln 1/+ ln 1/min i ). Thus if the expansion is not too small, convergence to the stationary distribution is
guaranteed to be fast.
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An instructive case is when the graph is d-regular. For random d-regular graphs or for explicit constructions of
families of d-regular graphs it is known that the expansion is a small constant. Thus the time to approximate the
stationary distribution, which in this case is 1/n, by a small amount = n−2 is at most O(d log n).
This observation will help us get a good upper bound for the infection time of k particles on a d-regular graph G
with good expansion properties. In particular, we will reduce this case to the clique case presented in Section 5 by
“simulating” each step of the walk on a clique with O(d log n) steps of a walk on the d-regular graph.
More precisely we move the k particles on G by breaking their walks into epochs of duration O(d log n). We let
each particle perform a O(d log n) steps walk inside each epoch and we consider what happens at the end of this walk.
In particular, we allow white particles to be infected only if they meet a red one at the end of the epoch. This gives an
upper bound on the infection time because white particles may truly be infected in some intermediate time.
Each epoch has the effect of simulating one step at the clique, since by the corollary to expander mixing lemma, the
probability of visiting any particular neighbor is equal (by an n−2 amount) to the stationary distribution 1/n.
Applying Theorem 20, we conclude that the expected number of epochs required to infect all the red particles is at
most O((n/k) log k). Combined with the O(d log n) length of each epoch we ﬁnd that the infection time of a d-regular
graph with good expansion properties is at most
O
(
nd
k
log k log n
)
= O
(m
k
log k log n
)
,
where m is the number of edges of the graph.
Observe that the same bound (to within a polylogarithmic factor) applies for more general expander graphs. For such
graphs the expansion v is bounded below by 1/logO(1) n, where n is the number of nodes of the graph, thus each epoch
never requires more than O(d logO(1) n) steps to reach the stationary distribution.
7. Experiments
We implemented the experiments in C++ using classes and data structures of the LEDA Platform [14]. We investi-
gated four classes of graphs: lollipops, cliques, 4-regular graphs and Gn,p graphs. For each graph type we conducted
experiments for various graph sizes (n, the number of vertices) and numbers of particles (k). For each instance we
repeated the experiment enough times to get good average results and smooth time curves. For the expander graphs
we tested n ∈ {100, 200, 400, 1600, 3200}, k ∈ {2, 10, 20, 25, 30, 40, 50, 70, 100}, carrying out 200 repetitions in
each case, while for the lollipop we tested n ∈ {100, 200}, k ∈ {2, 10, 20, 25, 30, 40, 50, 70, 100}, conducting 100
repetitions. In the ﬁgures we display the ﬁndings for the largest graph size (n) in each case.
The infection stochastic process has been implemented evolving in discrete time rounds. Initially, each particle is
placed on a vertex of the graph studied. In the beginning of each round every particle moves randomly and uniformly
to one of the neighboring vertices of the vertex it currently resides. If during a round a red particle resides on the same
node with some white particles, then the white particles become red. The process ends when all particles become red.
We measure in each case the expected number of rounds needed for all particles to become red.
In the “lollipop” graph case, we had to experimentally evaluate m∗, the maximum of the expected meeting times of
two particles, over all possible pairs of starting vertices of the particles. To obtain a realistic value of m∗, we took the
average of the meeting times of the two particles in 80 repetitions, for every vertex pair, and then the maximum of all
these mean values.
The main experimental ﬁndings are the following: (i) As shown in Fig. 2, in the lollipop the crude upper bound
is indeed tight for small k, while it is trivial for larger values of k. (ii) The bound we prove for the clique is very
tight (see Fig. 3 where the analytical and the experimental curves almost coincide). The same is happening in the
regular graphs (the distance between the two curves in Fig. 4 is only due to the fact that the degree and thus the
expansion) is very small. (iii) A similar behavior (i.e. the bound is quite tight) is exhibited in theGn,p case, as shown in
Fig. 5. This similarity in cliques, regular graphs and Gn,p graphs, shown in Fig. 7, is due to their common expansion
properties. (iv) As shown in Fig. 6, the infection time in lollipops is much bigger compared to that of the expander
graphs (note that in this ﬁgure we display the lollipop infection time divided by 100, for its curve to ﬁt in the ﬁgure
(Figs. 5– 7)).
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Fig. 2. The lollipop case.
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Fig. 3. The clique case.
8. Future work
The results on special graphs suggest that graphs with good expansion are likely to have small infection times. Does
this mean that a graph with bad expansion is likely to have large infection times? Intuition suggests a yes answer since
in this case the walks do not diffuse rapidly and particles are likely to remain trapped for longer times into small regions
of the space.
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Fig. 4. The regular graphs case.
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Fig. 5. The Gn,p graphs case.
A notion that captures nicely the probability of “getting stuck” to any subset S of the state space is the conductance
of the graph which is essentially a weighted analog of expansion.
The conductance (see [11]) induced by a random walk on a graph G = (V ,E) is
= min
S
S ,
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Fig. 7. Expander graphs comparison.
where for any subset S of V such that
∑
u∈Su 12
S =
∑
u∈S,v∈S¯
uPu,v
/∑
u∈S
u.
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The quantity S may be interpreted as the probability, in the stationary distribution, of making a transition from S to
S¯ conditional on being on S. Thus the minimum of such S is the conductance of the Markov chain which essentially
identiﬁes the places of the state space where one is likely to get trapped.
Consider now such a bad set S and place the initial red particle there. If the conductance is small (and S was chosen
to have small conductance) this set forms a constriction in the state space which makes it hard to pass from S to S¯ and
reach the white particles. Intuitively, we expect the existence of such bad sets to lead to big delays in crossing the cut
from S to S¯. In particular, the expected time to cross the cut will be proportional to 1/.
We are currently working on such a characterization of graphs with good infection times in terms of the expansion
of the random graph. It would be nice to see a lemma relating the two quantities thus providing an alternative, useful
characterization of graphs with good expansion.
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