Estudio comparativo de bases de datos analíticas by Rojas Bartomeus, Pol
  
Estudio comparativo de 
bases de datos analíticas 
 
Proyecto Final de Máster 
 
 
 
 
 
 
 
 
 
 
Autor: Pol Rojas Bartomeus 
Director: José Roldán Rosón 
Ponente: Alberto Abelló Gamazo 
 
Everis – Facultat d’Informàtica de Barcelona – UPC 
Septiembre de 2009 
 
 
 
 
Máster en Tecnologías de la Información 
Especialidad en Ingeniería del Software y Sistemas de Información 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS  
 
Agradecimientos 
A todos aquellos que de alguna forma han hecho realidad este proyecto, 
 
A mi familia, por apoyarme en los estudios durante todos estos años, 
y darme la oportunidad de estudiar la carrera y el Máster, 
 
A mi gran amigo Dídac, por soportarme y animarme en todo momento, 
 
A Jose y a Gustavo, por ayudarme en la realización de este proyecto, 
y que desinteresadamente me han dedicado una enorme cantidad 
de horas de su valioso tiempo, 
 
A Agus, Albert, Oriol, Rober y Víctor, por compartir 
alegremente un montón de horas de trabajo, 
 
A Everis, por permitirme desarrollar este proyecto, 
 
A Alberto Abelló, por querer tutorizarme el proyecto, 
ser un gran profesor y un excelente conocedor de las base de datos, 
 
y finalmente, a todos aquellos que han colaborado en el proyecto, 
y que sin querer me he dejado, les doy las gracias a todos. 
 
 
 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS Índice 
i 
 
 
Índice 
1 Introducción ............................................................................................................................... 5 
2 Contextualización ....................................................................................................................... 5 
3 Motivación personal ................................................................................................................... 8 
4 Objetivos .................................................................................................................................... 9 
5 Planificación del proyecto .......................................................................................................... 9 
5.1 Planificación inicial del proyecto ......................................................................................... 9 
5.2 Planificación final una vez terminado el proyecto ............................................................ 13 
6 Estudio económico del proyecto .............................................................................................. 16 
7 Conceptos previos .................................................................................................................... 18 
7.1 Datos, información y conocimiento .................................................................................. 18 
7.2 Business Intelligence ......................................................................................................... 19 
7.3 Bases de datos ................................................................................................................... 22 
7.3.1 El modelo relacional ................................................................................................... 22 
7.3.2 Aplicación del modelo relacional en las bases de datos ............................................ 23 
7.4 Data warehouse ................................................................................................................ 24 
7.4.1 Características de un data warehouse ....................................................................... 27 
7.4.2 Componentes de un data warehouse ........................................................................ 28 
7.4.3 Sistemas OLAP y OLTP ................................................................................................ 30 
7.4.4 El modelo multidimensional ...................................................................................... 34 
7.4.5 Operaciones con los cubos multidimensionales ........................................................ 38 
7.4.6 Data mart ................................................................................................................... 41 
8 Comparativa funcional teórica de las arquitecturas OLAP....................................................... 42 
8.1 ROLAP ................................................................................................................................ 43 
8.2 MOLAP ............................................................................................................................... 48 
8.3 Arquitectura OLAP basada en columnas ........................................................................... 53 
8.4 Arquitectura OLAP basada en el modelo asociativo ......................................................... 61 
8.5 Tabla resumen de ventajas e inconvenientes ................................................................... 69 
8.6 Software escogido como representante de cada arquitectura OLAP ............................... 75 
8.6.1 Oracle Database ......................................................................................................... 78 
8.6.2 Microsoft SQL Server .................................................................................................. 80 
8.6.3 Alterian Engine ........................................................................................................... 83 
8.6.4 QlikView ..................................................................................................................... 84 
9 Estudio práctico de los sistemas .............................................................................................. 87 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS Índice 
ii 
 
 
9.1 Introducción a la parte práctica ........................................................................................ 87 
9.2 Descripción e instalación de los entornos de prueba ....................................................... 87 
9.3 Descripción del modelo de origen de datos ...................................................................... 90 
9.3.1 Estructura y jerarquía de las perspectivas de negocio ............................................... 92 
9.3.2 Esquema físico de datos ............................................................................................. 94 
9.4 Conjunto de pruebas a realizar en los sistemas .............................................................. 100 
9.4.1 Pruebas de rendimiento de carga ............................................................................ 100 
9.4.2 Pruebas de desarrollo de carga ................................................................................ 101 
9.4.3 Pruebas de rendimiento en las consultas ................................................................ 101 
10 Resultados de las pruebas en Oracle Database 11g ............................................................ 104 
10.1 Resultados de las pruebas de rendimiento de carga .................................................... 104 
10.2 Resultados de las pruebas de desarrollo....................................................................... 107 
10.3 Resultados de las pruebas de rendimiento en las consultas ........................................ 109 
11 Resultados de las pruebas en Microsoft SQL Server 2008 ................................................... 110 
11.1 Resultados de las pruebas de rendimiento de carga .................................................... 110 
11.2 Resultados de las pruebas de desarrollo....................................................................... 113 
11.3 Resultados de las pruebas de rendimiento en las consultas ........................................ 115 
12 Resultados de las pruebas en Alterian Engine ..................................................................... 116 
12.1 Resultados de las pruebas de rendimiento de carga .................................................... 116 
12.2 Resultados de las pruebas de desarrollo....................................................................... 119 
12.3 Resultados de las pruebas de rendimiento en las consultas ........................................ 121 
13 Resultados de las pruebas en QlikView................................................................................ 122 
13.1 Resultados de las pruebas de rendimiento de carga .................................................... 122 
13.2 Resultados de las pruebas de desarrollo....................................................................... 125 
13.3 Resultados de las pruebas de rendimiento en las consultas ........................................ 127 
14 Tablas resumen de los resultados de las pruebas de todos los sistemas ............................ 128 
14.1 Tabla resumen de los resultados de carga de todos los sistemas ................................ 128 
14.2 Tabla resumen de los resultados en las consultas de todos los sistemas ..................... 131 
14.3 Clasificación de los sistemas por parámetros de carga................................................. 132 
14.4 Clasificación de los resultados en las consultas ............................................................ 133 
14.4.1 Clasificación de los sistemas por parámetro .......................................................... 133 
14.4.2 Clasificación de los sistemas por parámetro y consulta ........................................ 134 
14.4.3 Clasificación de las consultas por parámetro ......................................................... 136 
15 Análisis de resultados ........................................................................................................... 137 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS Índice 
iii 
 
 
15.1 Gráficos comparativos de las pruebas de carga ............................................................ 137 
15.2 Análisis de los resultados de las pruebas de carga ....................................................... 143 
15.3 Gráficos comparativos de las pruebas de las consultas ................................................ 145 
15.4 Análisis de los resultados de las pruebas de las consultas ............................................ 150 
15.4.1 Oracle Database 11g .............................................................................................. 150 
15.4.2 Microsoft SQL Server 2008 ..................................................................................... 153 
15.4.3 Alterian Engine ....................................................................................................... 155 
15.4.4 QlikView ................................................................................................................. 159 
15.5 Valoración de las herramientas de análisis de datos utilizadas .................................... 162 
15.6 Conclusiones del análisis ............................................................................................... 164 
15.7 Validación de la comparativa funcional teórica ............................................................ 166 
15.7.1 ROLAP ..................................................................................................................... 166 
15.7.2 MOLAP .................................................................................................................... 167 
15.7.3 Arquitectura OLAP basada en columnas ................................................................ 167 
15.7.4 Arquitectura OLAP basada en el modelo asociativo .............................................. 168 
16 Comparativa de uso ............................................................................................................. 170 
17 Conclusiones del proyecto ................................................................................................... 173 
17.1 Objetivos cubiertos ....................................................................................................... 173 
17.2 Conocimientos aplicados y adquiridos .......................................................................... 174 
17.3 Valoración personal ...................................................................................................... 175 
17.4 Conclusiones.................................................................................................................. 176 
18 Bibliografía ........................................................................................................................... 177 
19 Glosario ................................................................................................................................ 188 
20 Anexo: Entornos de prueba ................................................................................................. 204 
20.1 Instalación de los entornos de prueba .......................................................................... 204 
20.2 Instalación del sistema de virtualización VMware ........................................................ 205 
20.3 Creación de las máquinas virtuales ............................................................................... 210 
20.4 Instalación de Microsoft Windows Server 2003 Enterprise Edition ............................. 215 
20.5 Instalación de Oracle Database 11g .............................................................................. 240 
20.6 Instalación de Microsoft SQL Server 2008 Enterprise Edition ...................................... 244 
20.7 Instalación de Alterian Engine ....................................................................................... 264 
20.8 Instalación de QlikView ................................................................................................. 297 
20.9 Carga del modelo de datos en Microsoft SQL Server.................................................... 303 
20.9.1 Proceso seguido para realizar la carga del modelo de datos ................................. 303 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS Índice 
iv 
 
 
20.9.2 Descripción de las tablas ........................................................................................ 314 
20.9.3 Construcción del cubo MOLAP ............................................................................... 319 
20.10 Carga del modelo de datos en Oracle Database 11g .................................................. 322 
20.10.1 Proceso seguido para realizar la carga del modelo de datos ............................... 322 
20.10.2 Construcción del modelo de datos ROLAP en Cognos ......................................... 354 
20.10.3 Descripción de las tablas ...................................................................................... 355 
20.11 Carga del modelo de datos en Alterian Engine ........................................................... 359 
20.11.1 Proceso seguido para realizar la carga del modelo de datos ............................... 359 
20.11.2 Script de carga Control ......................................................................................... 371 
20.11.3 Descripción y script de carga de la tabla OPPA_DIM_CAT_PATOLOGIES ............ 374 
20.11.4 Descripción y script de carga de la tabla OPPA_DIM_CODIS_ATC ....................... 374 
20.11.5 Descripción y script de carga de la tabla OPPA_DIM_CRONIC ............................ 375 
20.11.6 Descripción y script de carga de la tabla OPPA_DIM_EDAT ................................ 375 
20.11.7 Descripción y script de carga de la tabla OPPA_DIM_ESTR_ORG_METGE .......... 376 
20.11.8 Descripción y script de carga de la tabla OPPA_DIM_ESTR_ORGANITZATIVA .... 377 
20.11.9 Descripción y script de carga de la tabla OPPA_DIM_MEDICAMENT .................. 378 
20.11.10 Descripción y script de carga de la tabla OPPA_DIM_PRINCIPI_ACTIU ............. 379 
20.11.11 Descripción y script de carga de la tabla OPPA_DIM_SEXE ............................... 379 
20.11.12 Descripción y script de carga de la tabla OPPA_FACT_PRESCRIPCIO_ACTIVA ... 380 
20.11.13 Descripción y script de carga de la tabla OPPA_FACT_PS .................................. 382 
20.12 Carga del modelo de datos en QlikView ..................................................................... 383 
20.12.1 Proceso seguido para realizar la carga del modelo de datos ............................... 383 
20.12.2 Script de carga utilizado para la primera carga de los datos ............................... 390 
20.12.3 Script de carga de los archivos QVD optimizados ................................................ 393 
 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS PFM 
5 
 
 
1 Introducción 
Este estudio corresponde al proyecto final de Máster en Tecnologías de la Información, en la 
especialidad de Ingeniería del Software y Sistemas de Información, de Pol Rojas Bartomeus, 
estudiante de la Facultat d’Informàtica de Barcelona de la Universitat Politècnica de Catalunya. 
El desarrollo de este proyecto se ha llevado a cabo durante el transcurso de seis meses en la 
empresa Everis, quien realizó la propuesta de dicho estudio como convenio de prácticas, y que 
escogí como primera elección, ya que se trata de un estudio muy interesante, que involucra 
tecnologías de bases de datos innovadoras para las empresas. Además, personalmente la 
explotación de la información siempre me ha fascinado y es una grata experiencia poder 
aprender tecnologías punteras del ámbito de las bases de datos.  
El gran volumen de datos que existe actualmente en las aplicaciones transaccionales de las 
organizaciones, requiere cada vez más, almacenes de datos con tiempos de respuesta bajos y 
orientados al manejo de grandes volúmenes de información, con la finalidad de dar soporte a 
las herramientas de Business Intelligence, pensadas para la toma de decisiones. 
Como se ha comentado, en los últimos años han aparecido nuevas tecnologías, con nuevos 
modos de almacenamiento, orientadas a dar cobertura a estas necesidades. 
Este estudio pretende realizar una comparación entre las tecnologías que existían hasta ahora, 
que comúnmente han utilizado las empresas, y las nuevas tecnologías emergentes de bases de 
datos, que permiten realizar análisis de grandes volúmenes de datos con un alto rendimiento. 
Básicamente, se pretende conocer en qué casos es útil una tecnología u otra, qué ventajas e 
inconvenientes tienen, qué tipo de datos soportan, entre otros aspectos. 
En los primeros puntos introductorios del proyecto, se contextualiza el proyecto dentro de la 
empresa en el cual se ha desarrollado, se fijan los objetivos del proyecto, se detallan los 
motivos por los cuales se ha elegido este proyecto, se realiza el estudio económico, se describe 
la planificación seguida durante estos meses, y finalmente, se definen una serie de conceptos 
previos, que ayudan a comprender el resto del estudio al lector no especializado en el tema. 
2 Contextualización 
 
Everis es una empresa multinacional especializada en consultoría de negocios e IT que se creó 
en 1996 bajo el nombre de DMR Consulting, abriendo sus primeras oficinas en España, 
concretamente en Madrid y Barcelona [1]. 
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En enero de 2004, llegó a un acuerdo con Fujitsu para adquirir la compañía, empresa que hasta 
la fecha era propietaria de DMR Consulting. Los profesionales de Everis pasaron a ser 
propietarios de la empresa junto con prestigiosos socios financieros. Así, se marcó la diferencia 
respecto a otras compañías, apostando por un modelo de gestión propio. [1] 
Everis cuenta con casi 7.000 profesionales repartidos por sus oficinas de todo el mundo, lo que 
la hace una empresa internacional. 
Crecimiento
del número
de profesionales
en los últimos
años
3.300
2.700
4.000
4.700
5.400
7.000
2003 2004 2005 2006 2007 2008
Figura 2-1 Gráfico del crecimiento del número de profesionales dentro de la empresa. 
Fuente: Everis, [1] 
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Figura 2-2 Localización mundial de las oficinas de Everis. 
Fuente: Everis, [1] 
La empresa se compone de las siguientes unidades de negocio [1]: 
 everis business consulting: realiza proyectos de ingeniería de procesos, de negocio y 
de estrategia corporativa. 
 
 everis solutions: se dedica a definir, diseñar e implementar soluciones tecnológicas, 
así como a la gestión y ejecución de servicios de outsourcing.  
 
 everis centers: se basa en el uso de centros de alto rendimiento. Esta línea de negocio 
está operativa desde hace más de dos años, y tiene una estructura y una capacidad de 
llevar a cabo actividades industriales con un alto nivel de productividad y eficiencia. 
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 everis BPO: se centra en ofrecer servicios de outsourcing ligados a acuerdos de nivel 
de servicio, lo que permite a sus clientes incrementar su capacidad interna, y 
concentrarse en áreas que les aporten mayor valor a su negocio. 
 
 everis initiatives: está al día respecto a las nuevas tecnologías del mercado, lo que 
permite iniciar nuevos proyectos de negocio con sus clientes si lo desean. 
Sus servicios van dirigidos principalmente a los sectores de telecom, banca, sector público, 
industria, seguros, utilities, media y sanidad, y cuenta con una gran cantidad de referencias en 
el mercado [1]. 
 
Figura 2-3 Principales clientes de Everis segmentados por sectores. 
Fuente: Everis, [1] 
Dentro de everis solutions se encuentra la Unidad de Servicio de Tecnología que 
principalmente proporciona servicios de [2]: 
 
 
Figura 2-4 Principales categorías de servicios de la Unidad de Servicio de Tecnología de Everis. 
Fuente: Everis, [2] 
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Este proyecto se encuentra en el ámbito de negocio del Business Intelligence. Como se ha 
comentado anteriormente, las empresas cada vez más requieren información para la toma de 
decisiones, que se extrae de los datos provenientes de sus sistemas operacionales. Se 
requieren tecnologías capaces de soportar grandes volúmenes de datos, de forma que se 
pueda acceder a ellos, explotarlos y analizarlos de forma fácil, flexible y con un tiempo de 
respuesta mínimo.  
Desde Everis, se percibe la tecnología como un medio para lograr eficiencia operativa, 
comercial y organizativa, además de ser una pieza clave para el correcto alineamiento de 
estrategias entre el negocio y las áreas IT. Se preocupa por las necesidades de sus clientes, y 
por esa razón lleva a cabo estudios como éste, sobre tecnologías que van emergiendo en el 
mercado, y que luego, aplica los conocimientos adquiridos, en los proyectos que desarrolla 
para sus clientes, aportándoles un incalculable beneficio. 
3 Motivación personal 
Los motivos que me han llevado a elegir un proyecto de estas características han sido varios. 
En los inicios de la carrera, y posteriormente en el máster, siempre había intentado escoger 
asignaturas relacionadas con el mundo de la ingeniería del software, pero en ellas nunca se 
trataban aspectos relacionados con el mundo empresarial y de los negocios. En ese sentido, 
noté que me faltaban conocimientos acerca del tema. Por esta razón, durante los dos últimos 
años, he intentado elegir asignaturas enfocadas a la gestión y con las que poder adquirir los 
conocimientos básicos sobre el mundo empresarial. 
Cuando se me propuso este proyecto, pensé que era la gran oportunidad de poner en práctica 
todos los conocimientos adquiridos en esas asignaturas, y ver el funcionamiento real del 
mundo de los negocios de la mano de una gran empresa como Everis, siendo éste uno de los 
aspectos que más me ayudó en la elección. 
Otra motivación era la posibilidad de aprovechar que estaba realizando el proyecto para 
profundizar mis conocimientos, adquiridos en la Facultad, sobre bases de datos y su 
explotación, ya que son dos temas que siempre me han resultado atractivos. Así pues, el hecho 
de poder aprender más sobre lo que realmente me gusta, era otro factor influyente. 
Además, me atraía mucho aprender y utilizar un tipo de sistemas de bases de datos que 
desconocía totalmente, ya que se tratan de nuevas tecnologías en el mercado, y que en 
realidad son sistemas que las empresas utilizan como parte de sus sistemas de información, no 
sólo como simples almacenes de datos, sino para hacer uso eficiente de la información de que 
disponen, explotarla y analizarla, con el objetivo de poder tomar mejores decisiones para su 
negocio, y todo ello fusionado en lo que se denomina business intelligence o inteligencia de 
negocio. 
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4 Objetivos 
Este proyecto tiene principalmente dos objetivos, el primero de ellos, de carácter teórico, trata 
de realizar una comparativa funcional de cuatro arquitecturas OLAP (On-Line Analytical 
Process), en concreto: 
 ROLAP, 
 MOLAP, 
 Arquitectura OLAP basada en columnas, y 
 Arquitectura OLAP basada en el modelo asociativo. 
El segundo de ellos, de carácter totalmente práctico, se trata primeramente de escoger un 
representante software de cada una de las arquitecturas OLAP anteriormente citadas, 
instalarlos en entornos virtualizados idénticos, y a continuación ejecutar sobre cada uno de 
ellos, un conjunto de pruebas definidas previamente con la misma fuente de datos, para 
estudiar su comportamiento y validar la comparación teórica realizada con anterioridad. 
Una vez obtenidos los resultados, se pretende proporcionar una comparativa de uso de las 
arquitecturas OLAP estudiadas, tanto de las tradicionales como de las más nuevas, 
especificando sus puntos fuertes, de forma que se tenga claro en qué casos es más adecuado 
utilizar cada una. 
5 Planificación del proyecto 
5.1 Planificación inicial del proyecto 
En este apartado se muestra la planificación que se seguirá para el desarrollo del proyecto. Se 
calcula que el estudio se realizará durante el transcurso de seis meses y se estructurará en 
diferentes fases. La primera fase incluye la introducción y contextualización del proyecto, la 
definición de los objetivos y de los conceptos previos necesarios para poder entender el 
estudio, y finalizará con la comparativa funcional teórica de las diferentes arquitecturas OLAP. 
En la segunda fase se iniciará el enfoque práctico del proyecto, de forma que se construirán los 
entornos necesarios para llevar a cabo las distintas pruebas de los cuatro sistemas elegidos, se 
describirá el modelo de datos que se utilizará en las pruebas, se definirán los distintos puntos a 
comparar de los sistemas y finalmente se prepararán los planes de prueba. 
Las cuatro siguientes fases corresponden a la realización de pruebas en cada uno de los 
sistemas elegidos para obtener el conjunto de resultados, para posteriormente analizarlos. 
Finalmente, el proyecto concluirá con la fase de análisis y conclusiones de los resultados 
obtenidos durante la realización de las pruebas, de forma que se obtendrá un estudio 
comparativo de los diferentes sistemas de gestión de bases de datos de carácter práctico. 
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La Tabla 5-1 muestra una lista de tareas que se llevarán a cabo, indicando su duración 
estimada, y además se adjunta el diagrama de Gantt correspondiente. Se ha calculado que 
cada fase dure aproximadamente entre cuatro y cinco semanas.  
Tarea Duración Inicio Fin 
Fase I 20 días 16/02/2009 13/03/2009 
Índice 1,5 días 16/02/2009 17/02/2009 
Planificación 4 días 17/02/2009 23/02/2009 
Introducción 1 día 17/02/2009 18/02/2009 
Contexto 1 día 18/02/2009 19/02/2009 
Objetivos 0,5 días 19/02/2009 19/02/2009 
Enfoque teórico/práctico 0,5 días 19/02/2009 19/02/2009 
Conceptos previos 4 días 20/02/2009 25/02/2009 
Business Intelligence 1 día 20/02/2009 20/02/2009 
Bases de datos 0,5 días 23/02/2009 23/02/2009 
Data warehouse 2 días 23/02/2009 25/02/2009 
Características de un data warehouse 0,5 días 23/02/2009 23/02/2009 
Componentes de un data warehouse 0,5 días 24/02/2009 24/02/2009 
Modelo de datos en los data warehouses 0,5 días 24/02/2009 24/02/2009 
Operaciones con cubos multidimensionales 0,5 días 25/02/2009 25/02/2009 
Datamart 0,5 días 25/02/2009 25/02/2009 
Comparativa funcional teórica de las arquitecturas OLAP 12 días 26/02/2009 13/03/2009 
Comparación 8 días 26/02/2009 09/03/2009 
ROLAP 2 días 26/02/2009 27/02/2009 
MOLAP 2 días 02/03/2009 03/03/2009 
Arquitectura OLAP basada en columnas 2 días 04/03/2009 05/03/2009 
Arquitectura OLAP basada en el modelo  
asociativo 
2 días 06/03/2009 09/03/2009 
Tabla resumen de ventajas e inconvenientes 2 días 10/03/2009 11/03/2009 
Software escogido como representante de cada  
arquitectura OLAP 
2 días 12/03/2009 13/03/2009 
Fin fase I 0 días 13/03/2009 13/03/2009 
Fase II 22,5 días 16/03/2009 23/04/2009 
Introducción a la fase práctica 0,5 días 16/03/2009 16/03/2009 
Descripción de los entornos de instalación 1 día 16/03/2009 17/03/2009 
Instalación de los cuatro entornos de prueba 11 días 17/03/2009 01/04/2009 
Creación de la máq. virtual plantilla 2 días 17/03/2009 19/03/2009 
DS1 (ROLAP) 2 días 19/03/2009 23/03/2009 
DS2 (MOLAP) 2 días 23/03/2009 25/03/2009 
DS3 (Arquitectura OLAP basada en columnas) 2 días 25/03/2009 27/03/2009 
DS4 (Arquitectura OLAP basada en el modelo  
asociativo) 
2 días 27/03/2009 31/03/2009 
Máq. virtual cliente 1 día 31/03/2009 01/04/2009 
Fin instalación 0 días 01/04/2009 01/04/2009 
Descripción del modelo de origen 2 días 01/04/2009 03/04/2009 
Creación de los datos origen 2 días 03/04/2009 15/04/2009 
Puntos a analizar de los sistemas escogidos 2 días 15/04/2009 17/04/2009 
Conjunto de pruebas para cada punto 4 días 17/04/2009 23/04/2009 
Fin Fase II 0 días 23/04/2009 23/04/2009 
DS1 (ROLAP) 18 días 23/04/2009 20/05/2009 
Diseño técnico 4 días 23/04/2009 29/04/2009 
Construcción  7 días 29/04/2009 11/05/2009 
Pruebas 7 días 11/05/2009 20/05/2009 
Validación del entorno 1 día 11/05/2009 12/05/2009 
Preparación de pruebas 4 días 12/05/2009 18/05/2009 
Realizar conjunto de pruebas 2 días 18/05/2009 20/05/2009 
Fin DS1 0 días 20/05/2009 20/05/2009 
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DS2 (MOLAP) 16 días 20/05/2009 12/06/2009 
Diseño técnico 2 días 20/05/2009 22/05/2009 
Construcción  7 días 22/05/2009 03/06/2009 
Pruebas 7 días 03/06/2009 12/06/2009 
Validación del entorno 1 día 03/06/2009 04/06/2009 
Preparación de pruebas 4 días 04/06/2009 10/06/2009 
Realizar conjunto de pruebas 2 días 10/06/2009 12/06/2009 
Fin DS2 0 días 12/06/2009 12/06/2009 
DS3 (Arquitectura OLAP basada en columnas) 16 días 12/06/2009 07/07/2009 
Diseño técnico 2 días 12/06/2009 16/06/2009 
Construcción  7 días 16/06/2009 26/06/2009 
Pruebas 7 días 26/06/2009 07/07/2009 
Validación del entorno 1 día 26/06/2009 29/06/2009 
Preparación de pruebas 4 días 29/06/2009 03/07/2009 
Realizar conjunto de pruebas 2 días 03/07/2009 07/07/2009 
Fin DS3 0 días 07/07/2009 07/07/2009 
DS4 (Arquitectura OLAP basada en el modelo asociativo) 16 días 07/07/2009 29/07/2009 
Diseño técnico 2 días 07/07/2009 09/07/2009 
Construcción  7 días 09/07/2009 20/07/2009 
Pruebas 7 días 20/07/2009 29/07/2009 
Validación del entorno 1 día 20/07/2009 21/07/2009 
Preparación de pruebas 4 días 21/07/2009 27/07/2009 
Realizar conjunto de pruebas 2 días 27/07/2009 29/07/2009 
Fin DS4 0 días 29/07/2009 29/07/2009 
Fase III 8 días 29/07/2009 10/08/2009 
Análisis comparativo de los cuatro sistemas 4 días 29/07/2009 04/08/2009 
Conclusiones del proyecto 4 días 04/08/2009 10/08/2009 
Fin Fase III 0 días 10/08/2009 10/08/2009 
Finalización 4 días 10/08/2009 14/08/2009 
Corregir y ultimar memoria 2 días 10/08/2009 12/08/2009 
Resumen ejecutivo 2 días 12/08/2009 14/08/2009 
Fin Fase de Finalización 0 días 14/08/2009 14/08/2009 
Tabla 5-1 Lista de tareas de la planificación inicial. 
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Figura 5-5 Diagrama de Gantt correspondiente a la planificación inicial del proyecto. 
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5.2 Planificación final una vez terminado el proyecto 
La planificación inicial se ha ido redefiniendo durante el transcurso del proyecto, básicamente 
por dos motivos. El primer motivo se debe a la imposibilidad de obtener dos de las licencias de 
los sistemas que se querían probar al principio de este estudio, lo cual ha conllevado el retraso 
de la fase de pruebas, aunque paralelamente se han ido construyendo el resto de entornos y 
redactando la memoria. 
El segundo motivo es la tardanza en construir los entornos de prueba, en un principio estimada 
en once días,  y que finalmente ha sido aproximadamente de un mes. Asimismo, el proceso de 
carga de los datos en los sistemas y la generación del cubo MOLAP, también se han alargado 
considerablemente. 
Además, el hecho de tener que aprender a utilizar muchas de las aplicaciones también ha 
prolongado la duración de algunas de las tareas. 
Finalmente, aunque los objetivos del proyecto se hayan cubierto satisfactoriamente, los 
retrasos han hecho que la fase de pruebas se tuviera que delimitar para poder finalizar el 
proyecto en la fecha que acababa el convenio de prácticas, concretamente el 14 de agosto de 
2009. 
En la Tabla 5-2, se muestra el listado de tareas de la planificación final, y a continuación, el 
diagrama de Gantt correspondiente. 
Tarea Duración Inicio Fin 
Fase I 20 días 16/02/2009 13/03/2009 
Índice 1,5 días 16/02/2009 17/02/2009 
Planificación 4 días 17/02/2009 23/02/2009 
Introducción 1 día 17/02/2009 18/02/2009 
Contexto 1 día 18/02/2009 19/02/2009 
Objetivos 0,5 días 19/02/2009 19/02/2009 
Enfoque teórico/práctico 0,5 días 19/02/2009 19/02/2009 
Conceptos previos 4 días 20/02/2009 25/02/2009 
Business Intelligence 1 día 20/02/2009 20/02/2009 
Bases de datos 0,5 días 23/02/2009 23/02/2009 
Data warehouse 2 días 23/02/2009 25/02/2009 
Características de un data warehouse 0,5 días 23/02/2009 23/02/2009 
Componentes de un data warehouse 0,5 días 24/02/2009 24/02/2009 
Modelo de datos en los data warehouses 0,5 días 24/02/2009 24/02/2009 
Operaciones con cubos multidimensionales 0,5 días 25/02/2009 25/02/2009 
Datamart 0,5 días 25/02/2009 25/02/2009 
Comparativa funcional teórica de las arquitecturas OLAP 12 días 26/02/2009 13/03/2009 
Comparación 8 días 26/02/2009 09/03/2009 
ROLAP 2 días 26/02/2009 27/02/2009 
MOLAP 2 días 02/03/2009 03/03/2009 
Arquitectura OLAP basada en columnas 2 días 04/03/2009 05/03/2009 
Arquitectura OLAP basada en el modelo  
asociativo 
2 días 06/03/2009 09/03/2009 
Tabla resumen de ventajas e inconvenientes 2 días 10/03/2009 11/03/2009 
Software escogido como representante de cada  
arquitectura OLAP 
2 días 12/03/2009 13/03/2009 
Fin fase I 0 días 13/03/2009 13/03/2009 
Fase II 62,5 días 16/03/2009 22/06/2009 
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Introducción a la fase práctica 0,5 días 16/03/2009 16/03/2009 
Descripción de los entornos de instalación 1 día 16/03/2009 17/03/2009 
Instalación de los cuatro entornos de prueba 28 días 17/03/2009 05/05/2009 
Creación de la máq. virtual plantilla 3 días 17/03/2009 20/03/2009 
DS1 (ROLAP) 7 días 20/03/2009 31/03/2009 
DS2 (MOLAP) 7 días 31/03/2009 17/04/2009 
DS3 (Arquitectura OLAP basada en columnas) 7 días 17/04/2009 28/04/2009 
DS4 (Arquitectura OLAP basada en el modelo  
asociativo) 
2 días 28/04/2009 30/04/2009 
Máq. virtual cliente 2 días 30/04/2009 05/05/2009 
Fin instalación 0 días 05/05/2009 05/05/2009 
Descripción del modelo de origen 2 días 05/05/2009 07/05/2009 
Conjunto de pruebas a realizar 4 días 07/05/2009 13/05/2009 
Datos a utilizar en las pruebas 27 días 13/05/2009 22/06/2009 
Carga de los datos en los sistemas 15 días 13/05/2009 04/06/2009 
Generación del cubo en MOLAP 10 días 04/06/2009 18/06/2009 
Generación del mapeo OLAP - Relacional (Cognos) 2 días 18/06/2009 22/06/2009 
Fin Fase II 0 días 22/06/2009 22/06/2009 
Fase de pruebas 27 días 22/06/2009 30/07/2009 
Pruebas de carga 15 días 22/06/2009 14/07/2009 
DS1 (ROLAP) 4 días 22/06/2009 29/06/2009 
DS2 (MOLAP) 4 días 29/06/2009 03/07/2009 
DS3 (Arquitectura OLAP basada en columnas) 3 días 03/07/2009 08/07/2009 
DS4 (Arquitectura OLAP basada en el modelo  
asociativo) 
4 días 08/07/2009 14/07/2009 
Pruebas de consulta 12 días 14/07/2009 30/07/2009 
DS1 (ROLAP) 4 días 14/07/2009 20/07/2009 
DS2 (MOLAP) 4 días 20/07/2009 24/07/2009 
DS3 (Arquitectura OLAP basada en columnas) 2 días 24/07/2009 28/07/2009 
DS4 (Arquitectura OLAP basada en el modelo  
asociativo) 
2 días 28/07/2009 30/07/2009 
Fin Fase de Pruebas 0 días 30/07/2009 30/07/2009 
Fase III 9 días 30/07/2009 12/08/2009 
Análisis comparativo de los cuatro sistemas 4 días 30/07/2009 05/08/2009 
Comparativa de uso 1 día 05/08/2009 06/08/2009 
Conclusiones del proyecto 4 días 06/08/2009 12/08/2009 
Fin Fase III 0 días 12/08/2009 12/08/2009 
Finalización 2 días 12/08/2009 14/08/2009 
Corregir y ultimar memoria 2 días 12/08/2009 14/08/2009 
Fin Fase de Finalización 0 días 14/08/2009 14/08/2009 
Tabla 5-2 Lista de tareas de la planificación final. 
 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS PFM 
15 
 
 
 
 
 
 
 
Figura 5-6 Diagrama de Gantt correspondiente a la planificación final del proyecto. 
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6 Estudio económico del proyecto 
En este apartado se desglosan los costes asociados a la realización de este proyecto. Se han 
dividido en costes materiales y de personal. Hay que comentar, que la mayoría de los costes 
presentados son estimados, ya que algunos de ellos son confidenciales de la empresa y no se 
pueden facilitar.   
Dentro de los costes materiales, básicamente se han tenido en cuenta los gastos asociados al 
hardware, software y recursos de la empresa utilizados. A nivel de hardware se ha utilizado un 
portátil, para poder desarrollar las pruebas y redactar la memoria del proyecto. En este caso, 
se ha contabilizado el coste de su alquiler durante estos meses. A nivel de software se incluyen 
todos aquellos programas y sistemas que se han utilizado, y que en principio sus licencias no 
han supuesto ningún coste para este proyecto ya que, o bien se han utilizado versiones de 
prueba, o se han obtenido a través del sistema de obtención de software de la Universidad, o 
se han aprovechado las licencias de que ya dispone Everis. 
En la Tabla 6-3, se especifican los costes materiales del proyecto: 
 Meses Coste mensual (€) Subtotal 
Alquiler del portátil 6 90 540 € 
Recursos de la empresa 
(luz, agua, Internet, material de 
oficina, etc.) 
6 40 240 € 
Licencias software: 
 MS Windows XP 
 MS Office 2007 
 VMware Workstation 
 MS Windows Server 2003 
 Oracle Database 11g 
 MS SQL Server 2008 
 Alterian Engine 
 QlikView 9 
 IBM Cognos 8.4 
 TOAD 
6 0 0 € 
Total costes materiales   780 € 
Tabla 6-3 Costes materiales del proyecto. 
Dentro de los costes de personal, se incluyen las horas de trabajo propias, juntamente con las 
horas recibidas de formación, soporte y gestión para llevar a cabo el proyecto, y que han 
dedicado trabajadores de la propia empresa. 
En la Tabla 6-4, se reflejan los costes de personal del proyecto: 
 Horas Coste por hora (€) Subtotal 
Dedicación propia 960 7,5 7.200 € 
Formación y soporte 50 45 2.250 € 
Gestión del proyecto 25 45 1.125 € 
Total costes de personal   10.575 € 
Tabla 6-4 Costes de personal del proyecto. 
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Finalmente, si se tienen en cuenta los costes materiales y de personal, anteriormente 
especificados, el coste total estimado del proyecto asciende a 11.355 €: 
 Subtotal 
Costes materiales 780 € 
Costes de personal 10.575 € 
Total proyecto 11.355 € 
Tabla 6-5 Coste total del proyecto. 
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7 Conceptos previos 
7.1 Datos, información y conocimiento 
Normalmente, los términos de datos, información y conocimiento suelen utilizarse 
indistintamente y esto puede llevar a una interpretación libre del concepto de conocimiento. 
Podríamos diferenciarlos diciendo que los datos están localizados en el mundo y el 
conocimiento está localizado en agentes de cualquier tipo (personas, empresas, etc.), mientras 
que la información adopta un papel mediador entre ambos [3]. 
 
 
Un dato es la representación de hechos, conceptos e instrucciones, mostrada de modo formal, 
útil para comunicar, interpretar y procesar, por las personas, así como también por 
mecanismos automatizados. También se puede ver como un conjunto discreto de valores, que 
no dicen nada sobre el porqué de las cosas, y no están orientados para la acción. [3] 
En cambio, la información, en el ámbito de los datos y de las empresas, se puede definir como 
un conjunto de datos procesados y que tienen un significado (relevancia, propósito y 
contexto), y que por lo tanto son de utilidad para quien debe tomar decisiones, al disminuir su 
incertidumbre [3]. Los datos se pueden transforman en información añadiéndoles valor [3]: 
 Contextualizando: se sabe en qué contexto y para qué propósito se generaron. 
 Categorizando: se conocen las unidades de medida que ayudan a interpretarlos. 
 Calculando: los datos pueden haber sido procesados matemática o estadísticamente. 
 Corrigiendo: se han eliminado errores e inconsistencias de los datos. 
 Condensando: los datos se han podido resumir de forma más concisa (agregación). 
Por tanto, la información es la comunicación de conocimientos o inteligencia, y es capaz de 
cambiar la forma en la que el receptor percibe algo, impactando sobre sus juicios de valor y sus 
comportamientos. 
Información = Datos + Contexto (añadir valor) + Utilidad (disminuir la incertidumbre) 
Figura 7-7 Pirámide de Datos, Información y Conocimiento. 
Fuente: Sinnexus, [3] 
DATOS 
INFORMACIÓN 
CONOCIMIENTO 
 
BUSINESS 
INTELLIGENCE 
BUSINESS 
OPERATION 
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La información se convierte en conocimiento cuando se mezcla con experiencia y valores, y 
este último sirve como marca para la incorporación de nuevas experiencias e información, 
siendo útil para la acción [3]. 
En las organizaciones, con frecuencia, no sólo se encuentra dentro de documentos o 
almacenes de datos, sino que también está en rutinas organizativas, procesos, prácticas, y 
normas. 
Las empresas dependen de los datos y de la información, componentes que se deben saber 
extraer, analizar y explotar. Para ello se necesita el conocimiento para dirigir la organización, 
ya que sino se podría llegar a una situación en la que se avanza, se ejecutan procesos 
operacionales, se intentan alcanzar los objetivos marcados, pero si alguno de los componentes 
falla, los procesos se descontrolan, la coordinación empieza a desaparecer, y poco a poco, la 
empresa fracasa. [4] 
El business intelligence, como se verá en el siguiente apartado, se encarga entre otras cosas de 
extraer información de los datos provenientes de los sistemas operacionales del negocio 
(business operation), para convertirla en conocimiento para la empresa, y así dar soporte a la 
toma de decisiones. De alguna forma, facilita las pautas para dirigir los procesos, para que no 
se descontrolen, e intentar alcanzar los objetivos definidos. 
7.2 Business Intelligence 
Una empresa se debe entender como un sistema, que tiene unas entradas (materias primas, 
capital, trabajadores, etc.), un conjunto de procesos de transformación y unas salidas (como 
productos y servicios) [4]. 
ORGANIZACIÓN
ENTRADAS
Mano de obra, 
materias primas, 
conocimiento,
capital, etc.
SALIDAS
Productos, 
servicios, etc.
PROCESOS DE TRANSFORMACIÓN
PERTURBACIONES
Mercado, 
competidores, 
legislación, 
política, etc.
ÓRGANOS DE GOBIERNO
SISTEMAS DE 
INFORMACIÓN
CORRECCIONES
Medición de 
indicadores 
empresariales
DESVIACIONES
Objetivos 
empresariales
 
 
Figura 7-8 La empresa vista como un sistema. 
Fuente: Jorge Fernández, [4] 
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El conjunto de procesos de transformación es especialmente sensible a las perturbaciones del 
mercado, a los competidores, a la legislación vigente, entre otras. Es por eso, que se necesita 
lo que se denomina medición de indicadores empresariales, que tal y como su nombre indica, 
estos indicadores miden ciertos aspectos de los procesos, como por ejemplo cuántos 
productos se desarrollan en una hora. Además de tener mediciones, la empresa debe tener 
bien definidos unos objetivos empresariales, con los cuales se podrán comparar los 
indicadores, y así cuantificar las pertinentes desviaciones. 
Por lo tanto, se puede decir que una empresa es un sistema en el que se ejecutan procesos 
que se deben controlar y gestionar, teniendo en cuenta la información de que se dispone a 
partir de los datos extraídos de los procesos. [4] 
Con esta información, los órganos de gobierno de la compañía son capaces de tomar las 
decisiones necesarias para ejecutar las correcciones pertinentes sobre los procesos, a fin de 
reducir o erradicar las desviaciones.  
Si la información es comprensible, y llega en el tiempo y formato adecuado, ésta permite a la 
empresa reducir su incertidumbre y tomar mejores decisiones con el objetivo de aportarle una 
ventaja competitiva [4]. 
La sociedad de la información se caracteriza por la utilización de esa información para generar 
conocimiento, con el fin de mejorar los procesos de cualquier empresa. La información es un 
bien cada vez menos restringido y más compartido, y la ventaja competitiva de las empresas 
radica en interpretarla y convertirla en un elemento diferencial, y en un activo productivo y 
rentable. [5] 
Es precisamente el business intelligence, el que intenta proveer de información para el control 
y gestión de un proceso de negocio, independientemente de dónde se encuentre esta 
información almacenada, dando soporte a la toma de decisiones y proporcionado una capa 
semántica con la cual poder hablar en el lenguaje del negocio, es decir, que todo empleado de 
la empresa sepa de lo que se está hablando [4]. 
El término de business intelligence suele definirse como la transformación de los datos de la 
compañía en conocimiento para obtener una ventaja competitiva [5]. Desde un punto de vista 
más pragmático, y asociándolo directamente a las tecnologías de la información, podemos 
definirlo como el conjunto de metodologías y tecnologías que permiten reunir, depurar y 
transformar datos de los sistemas transaccionales y la información desestructurada (interna y 
externa a la compañía) en información estructurada, para su explotación directa o para su 
análisis y conversión en conocimiento, para finalmente dar soporte a la toma de decisiones 
sobre el negocio [6]. 
Esta definición pretende abarcar un conjunto muy amplio de tecnologías, acrónimos y 
disciplinas [4], pero las herramientas que son imprescindibles para el desarrollo del business 
intelligence en cualquier empresa, son los sistemas de almacenaje de datos, las bases de datos, 
los data warehouses y los data marts, que serán el objeto de estudio en este proyecto. 
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Figura 7-9 Modelo integral de una solución de business intelligence. 
Fuente: Ibermática, [7] 
Como se puede observar en la Figura 7-9, un sistema de business intelligence consiste en una 
arquitectura modular que acomoda todos los componentes que lo forman. Estos sistemas 
incluyen un data warehouse y data marts para el almacén de datos provenientes de los 
sistemas operacionales y otras fuentes, aplicaciones analíticas, herramientas de minería de 
datos, sistemas OLAP, herramientas de consulta y producción de informes personalizados, 
herramientas de extracción, transformación y carga de datos, herramientas de gestión y 
administración de sistemas, portales de información empresarial y sistemas de administración 
del conocimiento, y todo ello integrado. [8] 
Cabe destacar que una organización puede utilizar por separado cada una de estas 
herramientas y personalizarlas a sus necesidades, o bien, implementar una solución completa 
estándar de business intelligence [8]. 
Este conjunto de herramientas y metodologías proporcionan a la empresa [9,10]: 
 Ahorro de costes 
 Acceso a la información 
 Apoyo en la toma de decisiones 
 Orientación al usuario final 
 Mayor rentabilidad 
 Mayor agilidad empresarial 
 Menores costes operativos 
 Mayor fidelidad de los clientes 
 Optimización de la adquisición de clientes 
 Interacción directa entre los usuarios 
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7.3 Bases de datos 
El término de base de datos apareció por primera vez en 1963, en un simposio celebrado en 
California, en el cual se definió como un conjunto de información relacionada que se 
encuentra agrupada o estructurada [11]. 
Las bases de datos son almacenes que nos permiten guardar datos relacionados entre sí y de 
forma organizada, que son recolectados para que posteriormente se puedan localizar, utilizar 
fácilmente, o sean explotados por un sistema de información de una empresa [11]. 
En el ámbito de la informática, los sistemas de gestión de bases de datos (SGBDs) son 
programas desarrollados explícitamente para gestionar bases de datos, de forma que permiten 
almacenar y posteriormente acceder a los datos de forma rápida y estructurada. 
Aunque existen muchos tipos de bases de datos, en los dos siguientes apartados, se describe el 
más comúnmente utilizado: las bases de datos relacionales. 
7.3.1 El modelo relacional 
Un modelo de datos se podría definir como un modelo abstracto, que describe como se 
representan los datos y como se acceden a ellos [12]. 
El tipo de base de datos más común, son las basadas en el modelo relacional (aunque existen 
otros modelos como el modelo jerarquizado o el modelo en red). El modelo relacional es un 
modelo de datos basado en la lógica de predicado y en la teoría de conjuntos, y tras su 
definición en 1970 por Edgar Frank Codd, en la actualidad es el modelo de bases de datos más 
utilizado por excelencia [13]. 
Su idea fundamental es el concepto de relaciones. Una relación se define como un conjunto de 
n-tuplas [14]. Una tupla es un conjunto no ordenado de valores de atributos [14], aunque 
estrictamente en matemáticas, una tupla tiene un orden y permite duplicados [15]. Un 
atributo es una pareja ordenada, formada por un nombre de atributo y un tipo o dominio de 
valores [14], refiriéndose a todos los valores únicos que un elemento puede contener [16]. Un 
valor de un atributo es un valor específico, válido según el tipo del atributo que lo define [14]. 
Una relación está compuesta por una cabecera y un cuerpo (también llamado extensión) [14]. 
La cabecera se compone de un conjunto de atributos no ordenados, y el cuerpo está formado 
por un conjunto no ordenado de n-tuplas [14]. 
En este modelo, todos los datos se almacenan en relaciones, y como cada relación es un 
conjunto de datos, el lugar y el orden en el que estos se almacenen, no tiene mayor relevancia 
(a diferencia de otros modelos como el jerárquico y el de red). Esto tiene la considerable 
ventaja de que es más fácil de entender y de utilizar por un usuario no experto. [13] 
Para manipular y consultar los datos que se almacenan en diferentes relaciones, se utiliza lo 
que se denomina un lenguaje relacional, que ofrece una amplia flexibilidad y poder, para 
administrar la información. Actualmente se cuenta con dos lenguajes formales que son: el 
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álgebra relacional y el cálculo relacional. El álgebra relacional permite describir la forma de 
realizar una consulta, en cambio, el cálculo relacional sólo indica lo que se desea devolver. [13] 
7.3.2 Aplicación del modelo relacional en las bases de datos 
En el ámbito de las bases de datos relacionales, a los atributos se les denomina columnas o 
campos, a las tuplas se les denomina filas o registros, y al valor de un atributo, como la entrada 
específica formada por la intersección de una columna y una fila cualquiera. [14] 
En la Figura 7-10 se muestra la correspondencia de términos del modelo relacional, aplicados a 
las bases de datos relacionales. 
Variable relación 
(Nombre de la tabla)
Atributo (Columna o Campo)
{no ordenado}
Cabecera
Tupla
(Fila o Registro)
{no ordenada}
R
Cuerpo
Relación
(Tabla)
A1 ... An
Valor de atributo
 
Figura 7-10 Correspondencia de términos entre modelo relacional y bases de datos relacionales. 
Fuente: Adaptado de Wikipedia, [14] 
Este modelo considera una base de datos relacional como una colección de relaciones. Cada 
relación, se define como una tabla formada por un conjunto de columnas y filas, donde se 
almacenan los distintos datos. 
Las tablas se relacionan o vinculan entre sí por un campo en común, que normalmente se le 
denomina identificador o clave [13]. 
Las bases de datos relacionales pasan por un proceso al que se le conoce como normalización, 
el cual es entendido como el proceso necesario para que una base de datos se utilice de 
manera óptima y no exista redundancia de datos [13]. 
Las bases de datos relacionales se caracterizan por [13]: 
 Garantizar que no existe la duplicidad de registros. 
 Garantizar la integridad referencial, de forma que si se elimina una fila, se eliminan 
todas las filas dependientes. 
 Favorecer la normalización, por ser más comprensible y aplicable. 
El lenguaje relacional más común, para acceder y manipular los datos, de este tipo de bases de 
datos es el SQL (Structured Query Language), un estándar implementado por los sistemas de 
gestión de bases de datos relacionales, que permite tanto la consulta, la inserción, la 
actualización y el borrado de datos [13]. 
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En la Figura 7-11 se muestra un ejemplo sencillo de base de datos relacional, en el cual se 
muestra una tabla de Salidas y una tabla de Fechas de salida. Mediante una simple sentencia 
SQL, se vinculan las dos tablas a través de la clave Código de salida, se selecciona aquella salida 
cuyo código es 24 y el resultado se ordena por fecha de salida. La sentencia SQL en concreto es 
la siguiente: 
 
SELECT fs.Fecha, s.Salida, fs.[Guía acompañante] 
FROM Salidas AS s, [Fechas de salida] AS fs 
WHERE s.[Código de salida] = fs.[Código de salida] AND 
   s.[Código de salida]=24 
ORDER BY fs.Fecha; 
 
Guía
acompañante
Carlos
Marta
Vicente
Sara
Fechas de salida
Fecha
12/03/2009
25/05/2009
16/07/2009
15/08/2009
Código de salida
23
24
25
24
Código de salida
23
24
Salida
Salida a esquiar
Viaje a París
Salidas
25
Excursión a 
Montserrat
Fecha
25/05/2009
15/08/2009
Salida
Viaje a París
Viaje a París
Guía
acompañante
Marta
Sara
CLAVE=24
Resultado
 
Figura 7-11 Ejemplo de base de datos relacional. 
Fuente: Adaptado del ejemplo de Wikipedia, [14] 
7.4 Data warehouse 
En las organizaciones, se generan grandes cantidades de datos constantemente, que son 
almacenados en algún sistema de información con múltiples fuentes de datos, internas o 
externas a la empresa. Esta multiplicidad de fuentes (documentos de texto, bases de datos, 
etc.) requiere que se puedan interconectar entre ellas mediante algún mecanismo único, ya 
que los datos existentes pueden estar almacenados en diferentes plataformas, diferente 
formato, lenguaje de acceso o consulta distinto, sistemas hardware y software diferente, etc. 
[4,17] 
Para una empresa, tener un simple almacén de datos no es suficiente para los procesos, ya que 
lo que realmente necesita es información para llegar al conocimiento con la finalidad de tomar 
decisiones de negocio, tal y como hemos visto en apartados anteriores. 
Se llega a la conclusión de que las empresas necesitan información extraída a partir de los 
datos que generan sus procesos de negocio [4]. Muchos de estos datos, pueden llegar a estar 
replicados en distintas bases de datos, y esto conlleva problemas de localización, 
comprobación y validación. Todos estos problemas hacen que los usuarios tengan dificultades 
para acceder a ellos, e incluso que existan diferentes visiones de los mismos. [17] 
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Para conseguir que los datos de negocio estén bien definidos y consolidados, sean consistentes 
y se puedan acceder fácilmente, se estructuran y se almacenan en lo que se denomina un data 
warehouse, que son almacenes de datos corporativos que se cargan a través de un proceso de 
extracción, transformación y carga (ETL), para posteriormente analizarlos y obtener 
información relevante sobre los procesos mediante la realización de informes, estadísticas, 
minería de datos, entre otras técnicas [4,17]. Son los sistemas que se nutren de todos los 
sistemas operacionales (bases de datos transaccionales) de la empresa, internos y externos a 
ella, y recogen, limpian, consolidan, unifican y dan formato a la información [4], para 
posteriormente analizarla desde infinidad de perspectivas y con gran velocidad de respuesta 
[18], para dar soporte a la toma de decisiones. 
Bill Inmon, el padre de los data warehouses,  definió este término como “la colección de datos, 
orientados a materias, integrados, cambiantes con el tiempo y no volátiles, para la ayuda al 
proceso de toma de decisiones de la dirección de una empresa” [17]. Otra definición podría 
ser: “sistema de información histórica e integrada proveniente de los distintos sistemas 
operacionales de la empresa, que refleja los indicadores clave, asociados a los procesos de 
negocio de la misma, y sirve de apoyo a la decisiones de gestión” [17]. 
La creación de un data warehouse representa en la mayoría de las ocasiones el primer paso, 
desde el punto de vista técnico, para implantar una solución completa y fiable de business 
intelligence [18]. 
El detonante del nacimiento de los sistemas data warehouse fueron, y siguen siendo, las killer 
queries o consultas asesinas hacía las bases de datos operacionales de las empresas [4]. Una 
consulta asesina es aquella consulta a una base de datos que su resolución hace que el 
rendimiento de ésta empeore, hasta tal punto que puede llegar a dejarla inoperativa. 
Para la toma de decisiones, los mandos tácticos y los órganos de gobierno de las empresas 
necesitan información, y ésta se basa principalmente en los datos históricos de la operativa 
diaria de la empresa. Si la consulta de datos históricos es constante y excesiva, puede llegar a 
tumbar el sistema operacional, y con la consecuencia de parar la empresa. [4] 
Es por eso que surge la necesidad de tener un entorno separado de carácter decisional que no 
interfiera con la operativa del día a día [4]. De esta forma nacieron los data warehouses, como 
herramienta principal de las soluciones business intelligence para proporcionar información 
sobre los procesos, analizarla y posteriormente ayudar a la toma de decisiones, además de ser 
un elemento clave para la planificación y desarrollo de la empresa [19]. 
Mediante un data warehouse, los usuarios pueden acceder a la información de negocio 
fácilmente, y de alguna forma, ser independientes en la generación de consultas e informes 
[17]. 
Además, pueden integrar los datos consolidados de diferentes aplicaciones operacionales, 
analizar datos históricos, flexibilizar el análisis de los cruces de información relevante en cada 
momento, y optimizar el rendimiento empleando un entorno diferente del operacional [17]. 
Los data warehouses son una herramienta que permite a las empresas que lo han implantado, 
tener una ventaja competitiva. No son un producto, y no hay que verlos sólo como una 
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tecnología, sino como un enlace funcional de distintas herramientas (un sistema operativo, 
procesos ETL, un SGBD y herramientas de consulta) [17]. 
El proceso de implantación de un data warehouse es largo y complejo, por eso normalmente 
se divide en un conjunto de fases iterativas, en que cada una de ellas tiene unos objetivos 
definidos y limitados [17]. 
Los resultados esperados no se ven ni a corto plazo, ni en la finalización de la primera fase. 
Incluso se detectan insuficiencias, errores y nuevas necesidades, a medida que los usuarios 
finales empiezan a utilizar las primeras entregas del proyecto [17]. 
A medida que las distintas fases del proyecto de implantación se van completando, los 
cambios son menores, pero un data warehouse implantado con éxito no tiene fin, sino que 
está sometido a un continuo mantenimiento y revisión [17]. 
La implantación de un data warehouse estándar en una empresa no es una solución del todo 
adecuada, ya que presenta ciertas limitaciones frente a los desarrollos a medida, y perjudica 
uno de los objetivos principales de los data warehouses: la integración de todos los datos de 
una organización [17]. 
A modo de resumen, con un data warehouse los usuarios pueden acceder a los datos 
fácilmente, permitiendo agregar detalles de la operativa diaria de la empresa y tener una 
visión más amplia. Estos datos se convertirán en información mediante la realización de 
informes, estadísticas, etc. Remarcar el hecho de que un data warehouse no es una 
herramienta de reporting, y que mediante la implantación de éstos, se resuelven deficiencias 
que se pueden encontrar en los sistemas operacionales, que contestan a preguntas como 
“¿Durante qué meses hemos vendido la mayor cantidad del producto XYZ, qué incremento 
hemos tenido frente al año anterior,  y para cada provincia?” y que sólo deben implantarse si 
la empresa ya ha consolidado sus sistemas de información para la operativa diaria [17]. 
En la Figura 7-12 se muestra un diagrama con una arquitectura completa de los sistemas que 
se describirán en los siguientes apartados. 
Sistemas 
operacionales
OLTP
Sistemas externos
Sistemas origen Carga
 Extracción
 Filtrado
 Transformación
 Agregación
Usuarios finales
Herramientas
OLAP/ROLAP
Herramientas
de consulta
Navegadores
Web
Minería
de datos
Data warehouse
Data
mart
DW
corp.
Meta
datos
Data
mart
Data
mart
A
P
IS
M
id
d
le
w
a
re
Acceso
Figura 7-12 Diagrama de una solución integral de business intelligence. 
Fuente: Everis, [19] 
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7.4.1 Características de un data warehouse 
Después de ver qué es un data warehouse y para qué sirve, vamos a centrarnos en las 
características de estos sistemas. 
 El tiempo de respuesta de estos sistemas no puede ser muy elevado, ya que en caso 
contrario no se puede tomar una decisión concreta sin disponer de la información 
necesaria [4]. Para intentar reducir el tiempo de resolución de las consultas o de los 
cálculos, los datos se pueden agregar de forma que la información sea rápidamente 
consultable. Por lo tanto, se podría dar el caso de repetir la misma información varias 
veces. 
 
 Un data warehouse ha de estar orientado hacia la información relevante de la 
organización [4], de forma que su diseño facilite la consulta de la información de la 
empresa. Los datos se organizan por temas para facilitar su acceso y entendimiento 
por parte de los usuarios finales [18]. 
 
 Son sistemas que integran datos recogidos de diferentes sistemas operacionales y/o 
fuentes externas [4]. Los datos almacenados en el data warehouse deben integrarse 
en una estructura consistente, por lo que las inconsistencias existentes entre los 
diversos sistemas operacionales deben ser eliminadas. La información suele 
estructurarse también en distintos niveles de detalle, para adecuarse a las distintas 
necesidades de los usuarios. [18] 
 
 Son variables en el tiempo, de forma que los datos que se van cargando son relativos 
a un periodo de tiempo, y deben ser incrementados periódicamente [4]. En los 
sistemas operacionales, los datos siempre reflejan el estado de la actividad del negocio 
en el momento presente. Por el contrario, la información almacenada en el data 
warehouse sirve, entre otras cosas, para realizar análisis de tendencias. Por lo tanto, el 
data warehouse se carga con los distintos valores que toma una variable en el tiempo 
para permitir comparaciones. [18] 
 
 Son sistemas no volátiles, es decir, el almacén de información de un data warehouse 
existe sólo para ser leído, y no puede ser modificado. La información es por lo tanto 
permanente, significando la actualización del data warehouse, la incorporación de los 
últimos valores que tomaron las distintas variables contenidas en él, sin ningún tipo de 
acción sobre lo que ya existía. [18] 
Otra característica de los data warehouse  es que contienen metadatos, es decir, datos sobre 
los datos. Los metadatos permiten saber la procedencia de la información, su periodicidad de 
refresco, su fiabilidad, la forma de cálculo, etc. 
Los metadatos son los que permiten simplificar y automatizar la obtención de la información 
desde los sistemas operacionales a los sistemas informacionales [18].  
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Los objetivos que deben cumplir los metadatos, según el colectivo al que va dirigido, son [18]: 
 Dar soporte al usuario final, ayudándole a acceder al data warehouse con su propio 
lenguaje de negocio, indicando qué información hay y qué significado tiene. Ayudar a 
construir consultas, informes y análisis, mediante herramientas de business 
intelligence. 
 
 Dar soporte a los responsables técnicos del data warehouse en aspectos de auditoría, 
gestión de la información histórica, administración, elaboración de programas de 
extracción de la información, etc. 
Los metadatos también son usados en: 
 Los procesos que monitorean los procesos del data warehouse: estos procesos crean 
metadatos que son usados para determinar cómo se comporta el sistema [20].  
 
 Los procesos de gestión de las consultas: los metadatos se utilizan para dirigir la 
consulta a la fuente de datos más apropiada [21]. 
 
 Los procesos que gestionan el data warehouse: en este caso, los metadatos se utilizan 
para automatizar la producción de las tablas de agregación [21]. 
 
 En los procesos de extracción y carga: los metadatos se utilizan para mapear las 
fuentes de datos a vistas comunes de información dentro del sistema [21]. 
Los metadatos suelen almacenarse en un repositorio central separado de los datos que 
almacena el data warehouse. 
7.4.2 Componentes de un data warehouse 
Un data warehouse es capaz de relacionar dos entornos de trabajo, el entorno operacional y el 
entorno decisional [19]. 
 
En el entorno operacional, como ya se ha comentado antes, existe un gran volumen de datos, 
además de la existencia de diferentes bases de datos y procedencia de datos [19]. 
Por otra parte, el entorno decisional permite realizar búsquedas complejas de información, 
analizar y representar gráficamente la información y posee un modelo de datos propio, 
distinto al operacional [19]. 
El data warehouse permite asegurar el rendimiento de los sistemas operacionales, así como 
garantizar la seguridad en el acceso a la información y el aislamiento de los datos 
operacionales [19]. 
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Los sistemas data warehouse están compuestos de los siguientes componentes [19]: 
 Gestor de carga 
 Herramientas de mantenimiento 
 Gestor de consulta 
DATA WAREHOUSE
ENTORNO 
OPERACIONAL
ENTORNO
DECISIONAL
GESTOR DE 
CARGA
GESTOR DE 
CONSULTA
MANTENIMIENTO
 
Figura 7-13 Componentes de un data warehouse. 
Fuente: Everis, [19] 
7.4.2.1 Gestor de carga 
El gestor de carga es el encargado de la extracción de los datos de sus fuentes de origen hasta 
su carga en el data warehouse. El proceso de carga hace que los datos, que provienen de 
distintas fuentes, pasen por una serie de etapas: Extracción, Filtrado, Transformación y 
Agrupación. [19] 
 Extracción: selección de los datos de los sistemas origen (sistemas operacionales y/o 
fuentes externas a la empresa) para su posterior procesamiento y carga [19]. 
 Filtrado: tratamiento de los datos para que éstos sean lo más correctos posibles. 
Algunos tratamientos son: eliminar los registros defectuosos y duplicados, asegurando 
la coherencia y consistencia de los datos, e informando de los posibles errores 
cometidos en la extracción o en los sistemas fuente [19]; y la estandarización, de 
forma que se unifica el modelo de negocio, determinando la codificación, formatos, 
unidades de medida, etc. [4] 
 Transformación: preparación de los datos extraídos y filtrados, para que se puedan 
realizar consultas sobre ellos [19]. 
 Agrupación: se agrupan todos los hechos que comparten dimensiones iguales, para así 
dar mayor potencia y rapidez al sistema. Estos procesos se encargan de pasar los datos 
de detalle generados por los procesos de transformación a las tablas agregadas, para 
que las herramientas del data warehouse realicen las consultas con mayor eficiencia. 
[19] 
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7.4.2.2 Mantenimiento 
El mantenimiento del sistema es fundamental para la productividad y eficacia del data 
warehouse a lo largo de su ciclo de vida [19]. 
Se debe tener en cuenta la automatización de los procesos involucrados, disponer de una 
documentación adecuada para facilitar las tareas de mantenimiento por parte de 
administradores de sistemas operativos y bases de datos [19]. 
Existen diferentes niveles de actuación de mantenimiento [19]: 
 
7.4.2.3 Gestor de Consulta 
Es el último componente y con él interactuarán los usuarios finales. Permite mostrar la 
eficacia, o no, de la implantación del data warehouse [19]. Con este componente los usuarios 
pueden realizar consultas al sistema para poder obtener información. 
La herramienta contiene toda la lógica para optimizar las consultas que los usuarios lanzan al 
data warehouse, de forma que se reduzca todo lo posible su complejidad y tiempo de 
respuesta [19]. 
Entre las tareas más significativas están: redirigir las consultas a las tablas adecuadas, 
optimizar los recursos del sistema y planificar las consultas de los usuarios [19]. 
El gestor de consulta también incluye la descripción de la estructura del data warehouse, datos 
relativos a las operaciones, datos relativos al rendimiento y metadatos de negocio [19]. 
7.4.3 Sistemas OLAP y OLTP 
La finalidad de los sistemas de bases de datos operacionales consiste en la realización de 
transacciones y la resolución de consultas, por esa razón se denominan sistemas OLTP (On-line 
Transaction Processing) [22,23]. Una transacción no es más que un proceso atómico que debe 
ser validado o abortado, y que puede involucrar operaciones de consulta, inserción, 
modificación y borrado de datos [23]. Estos sistemas cubren la mayor parte de la operativa del 
día a día de una empresa, como la gestión de pedidos, la realización de inventario, la gestión 
de la contabilidad, etc. [22] 
Por otra parte, los data warehouses son almacenes de datos que se sitúan en los entornos 
decisionales de las empresas, que se encuentran totalmente separados de los sistemas 
operacionales y cuya finalidad es proporcionar datos para su análisis y posterior toma de 
decisiones [4]. Estos sistemas pueden organizar y presentar datos en el formato que mejor se 
ajuste a las necesidades de los usuarios [17]. Los data warehouses suelen denominarse 
sistemas OLAP (On-line Analytical Processing) [22]. 
FÍSICO
• Backup & Recuperación
• Tuning
LÓGICO
• Carga de datos
• Historificación
PROCESOS
• Software
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En la Tabla 7-6 se muestra un esquema comparativo muy breve, entre sistemas OLAP y 
sistemas OLTP: 
 OLAP OLTP 
Tipo de actividad Analítica Operacional 
Uso Innovativo Repetitivo 
Función 
Requisitos de información a 
largo plazo, soporte a 
decisiones 
Operativa del día a día 
Orientación del diseño Proporcionar información Funcional, entrada de datos 
Tipo de usuarios Ejecutivos 
Empleados de los procesos 
operativos 
Número de usuarios Cientos 
Miles, con un gran nivel de 
concurrencia 
Número de registros a 
consultar 
Miles / Millones Cientos 
Tipo de datos 
Históricos, agregados e 
integrados 
Actuales, atómicos y aislados 
Tipo de acceso Sólo lectura Lectura y escritura 
Unidades de trabajo 
Consultas complejas, 
pesadas y no predecibles 
Transacciones simples y 
rápidas 
Requisitos 
Rendimiento, precisión, 
flexibilidad y autonomía del 
usuario 
Rendimiento, consistencia y 
alta disponibilidad 
Tamaño de BBDD Giga / Tera / Petabytes Mega / Gigabytes 
Tipo de consultas Ad-hoc  Predecibles, rápidas y cortas 
Origen de datos Interno y externo Interno 
Tipo de actualización Batch On-line 
Nivel de redundancia 
Alta. Los esquemas se 
desnormalizan. 
No se permite. Los esquemas 
están normalizados. 
Diseño de la base de datos 
Modelo en estrella / copo de 
nieve / constelación. 
Orientado a la información 
Relacional. 
Basado en aplicaciones 
Métrica 
Velocidad de consulta, 
tiempo de respuesta 
Velocidad de transacción 
Operaciones Gran cantidad de escaneos 
Índices/Hash sobre las claves 
primarias 
Agregaciones 
Datos altamente agregados y 
consolidados 
Primitivas, alto detalle de los 
datos 
Tabla 7-6 Comparación entre sistemas OLAP y OLTP. 
Fuente: Tabla parcialmente basada en A. Abelló, [24] y Jiawei Han [25] 
Las arquitecturas OLAP tratan de almacenar los datos de forma que sea más efectivo el análisis 
dinámico. Estos análisis suelen implicar, generalmente, la lectura de grandes cantidades de 
datos para llegar a extraer algún tipo de información útil (tendencias, patrones de 
comportamiento, generación de informes, etc.). [23] 
Existen diferentes tipos de arquitecturas OLAP pensadas para el análisis de datos según la 
forma de almacenar la información. A continuación se describen muy brevemente cada una de 
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ellas, pero se tratan con mucho más detalle en el apartado 8 Comparativa funcional teórica de 
las arquitecturas OLAP: 
 ROLAP (Relational OLAP): trabaja directamente con bases de datos relacionales. Los 
datos fuente se almacenan en tablas relacionadas entre ellas, y se crean nuevas tablas 
para mantener la información precalculada y agregada [26,27]. 
ROLAP es más escalable, pero no es la arquitectura adecuada para data warehouses 
que contienen gran cantidad de datos, o cuando se necesita gran rapidez en la 
resolución de consultas [28]. 
Son sistemas decisionales capaces de albergar los mismos datos que residen en un 
sistema operacional, pero en este caso están optimizados para el análisis de datos. En 
algunos casos, incluso, se utiliza el mismo sistema ROLAP tanto para la toma de 
decisiones como para la operativa diaria (en la base de datos residen los datos 
decisionales y operacionales), pero es totalmente desaconsejable, debido al bajo 
rendimiento que puede provocar esta práctica. 
 
 MOLAP (Multidimensional OLAP): es la forma tradicional de OLAP, por eso algunos se 
refieren a él solamente como OLAP [27]. MOLAP utiliza estructuras de datos 
optimizadas para su acceso y su velocidad de generación de cálculos [26], por eso, 
tanto los datos fuente como los datos precalculados y agregados se almacenan en la 
misma estructura multidimensional. 
Mediante los datos precalculados y agregados contenidos en las estructuras 
multidimensionales, predefinidas previamente, se consigue optimizar algunas 
consultas, aunque requiera más espacio de disco para el almacenaje [28]. 
Son sistemas decisionales pensados exclusivamente para el análisis de datos, lejos de 
llevar la operativa del día a día de una empresa, por eso se tratan de sistemas 
separados de los operacionales. 
 
 HOLAP (Hybrid OLAP): es la solución OLAP híbrida, la cual combina las arquitecturas 
ROLAP y MOLAP, para proporcionar una solución con las mejores características de 
ambas. Se mantienen los registros de detalle en la base de datos relacional, mientras 
que la información agregada se mantiene en un almacén MOLAP separado [28,29]. 
 
 Basadas en columnas: en estas arquitecturas los datos están almacenados 
verticalmente en columnas en vez de por filas. Se agrupan los datos similares, de 
forma que se minimiza el tiempo de lectura de disco, que puede ser considerable 
cuando se realiza un gran volumen de cálculos. Cuando se accede al disco, se obtienen 
todos los valores de una columna de una sola vez [30]. Podemos ver un ejemplo simple 
de una base de datos basada en columnas, similar al de [30]: 
IDEmpleado Nombre Apellido Salario 
1 Juan López 40000 
2 María García 50000 
3 Marta Rodríguez 44000 
Tabla 7-7 Base de datos basada en filas. 
Cuando se accede a disco, se obtienen los valores de 
un solo registro en este caso un empleado. 
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IDEmpleado 1 2 3 
Nombre Juan María Marta 
Apellido López García Rodríguez 
Salario 40000 50000 44000 
Tabla 7-8  Base de datos basada en columnas. 
Cuando se accede a disco,  se obtienen todos los valores de una columna, 
en este caso se corresponderían a los valores de una columna en concreto 
para todos los empleados existentes. 
 Basadas en el modelo asociativo: estas arquitecturas se basan en dos estructuras de 
datos fundamentales [31]: 
 un conjunto de Elementos, donde cada entrada del conjunto tiene un 
identificador único y un nombre o valor. 
 un conjunto de Enlaces, donde cada entrada del conjunto sirve para 
interconectar elementos, y dispone de un identificador, un origen, un 
significado y un destino. De aquí viene que se diga, que estas arquitecturas 
están  basadas en la sintaxis sujeto-verbo-predicado. 
A continuación se muestra un ejemplo extraído de [32]. Imaginemos que 
queremos almacenar la siguiente información en una base de datos asociativa: 
 Red is a Colour 
 Mary is a Vegetarian 
 Vegetarians eat Plants 
 Ski Lessons start at 08:00 on Sunday 
 
Elementos 
Identificador Valor 
12 Red 
41 is a 
76 Color 
14 Mary 
81 Vegetarian 
43 eat 
82 Plants 
15 Ski Lessons 
39 Start at 
83 08:00 
42 on 
85 Sunday 
 
Enlaces 
Identificador Origen Significado Destino 
101 12 41 76 
103 14 41 81 
124 81 43 82 
105 15 39 83 
107 105 42 85 
Figura 7-14 Ejemplo de base de datos asociativa. 
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En los sistemas OLAP, como los data warehouse, los datos se suelen estructurar en un modelo 
de datos especial, denominado modelo multidimensional o cubo multidimensional (aunque no 
es el único que existe), que proporciona mejores resultados de explotación de datos 
comparado con otros modelos [17], y su diseño sigue un estándar intuitivo [17], cuya meta es 
la fácil comprensión y el buen rendimiento [19]. Los dos siguientes apartados, describen el 
modelo multidimensional, las estructuras que contiene y las diferentes operaciones que se le 
pueden aplicar. 
7.4.4 El modelo multidimensional 
Los modelos tradicionales como el modelo relacional, visto en el apartado de base de datos, 
intentan eliminar la redundancia en los datos y su consistencia, pero la realización de consultas 
resulta más difícil y costosa [19]. 
En el ámbito decisional de los data warehouses, los usuarios realizan gran cantidad de 
consultas complejas, y muchas veces no se conoce con anterioridad el tipo de información que 
se va a necesitar, por ejemplo, para realizar un simple informe [33]. Por esta razón, modelos 
como el relacional, que complican el hecho de cruzar los datos entre tablas para resolver una 
consulta, no son adecuados para el análisis [19]. 
El modelo multidimensional se definió como solución a este problema, de forma que aunque 
no se conozcan bien los requisitos, la estructura de los datos ha de ser lo más flexible posible, 
para que permita ejecutar consultas desconocidas, aunque la mayor parte de ellas tiendan a 
realizar preguntas sobre un hecho esencial como el número de productos vendidos a un 
distribuidor X el último mes [19]. 
El modelo multidimensional o cubo multidimensional es una representación de los datos que 
permite organizarlos en forma de hechos, dimensiones y medidas, y se utiliza para el análisis 
de la información [34]. 
 Los hechos representan la actividad que se quiere analizar [4], por ejemplo, compras, 
ventas, préstamos, etc. 
 Las dimensiones caracterizan a la actividad, son los puntos de vista desde los cuales se 
puede analizar la actividad [4]. 
 Las medidas o atributos de hecho representan la información relevante sobre el 
hecho [4]. 
 Los atributos de dimensión representan la información descriptiva de cada dimensión 
[4], por ejemplo, el nombre del producto comprado, la fecha de compra, etc. 
La Figura 7-15 muestra un ejemplo de modelo multidimensional muy sencillo. En este caso se 
quiere analizar el hecho Ventas que contiene dos medidas, unidades e importe. Para 
describirlo se utilizan cuatro dimensiones: Producto, Tiempo, Localización y Almacén con sus 
correspondientes atributos de dimensión. 
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Figura 7-15 Ejemplo de modelo multidimensional. 
Fuentes: Ibermática, [5] y Jorge Fernández, [4] 
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En un cubo multidimensional, los atributos de las dimensiones se suelen jerarquizar [4]. Un 
ejemplo de jerarquía lo encontramos en la Figura 7-16, en la cual la dimensión Tiempo está 
jerarquizada en Año, Trimestre, Mes, Semana y Día. 
JERARQUÍA DE DIMENSIONES
PRODUCTO ALMACÉN TIEMPO
Categoría
Gama
Marca
Tipo
Almacén
Año
Trimestre
Mes Semana
Día
LOCALIZACIÓN
País
Provincia
Ciudad
CalleProducto
 
Figura 7-16 Ejemplo de jerarquía de dimensiones. 
Fuente: Adaptado a partir del ejemplo de Jorge Fernández, [4] 
La información sobre los hechos se puede consultar según el nivel de agregación deseado, 
cuyo proceso consiste en obtener medidas sobre los hechos, parametrizadas por atributos de 
las dimensiones, y restringidas por condiciones impuestas sobre estas últimas. Cuando 
realizamos un nivel de agregación para un conjunto de dimensiones, estamos formando un 
cubo multidimensional. [4] 
El análisis de la información es simplemente una exploración del cubo que se ha formado con 
el proceso de agregación de datos, que mediante operaciones podemos rotarlo, cruzar 
dimensiones, profundizar en detalle o saltar hacia otro cubo [4]. 
Según el diseño de la estructura de los datos, el esquema multidimensional puede 
denominarse de formas diferentes: 
 Modelo en forma de estrella: el esquema multidimensional recibe este nombre 
cuando no se explicita ninguna jerarquía entre los atributos de las diferentes 
dimensiones del esquema, de forma que cada una de ellas almacena todos sus 
atributos [19]. 
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PRODUCTO
 
Figura 7-17 Ejemplo de modelo en estrella. 
 Modelo en forma de copo de nieve: el esquema multidimensional recibe este nombre 
cuando existe una jerarquía explicita entre los atributos de las diferentes dimensiones 
del esquema  [4], de forma que cada nivel de la jerarquía definida, se almacena en una 
tabla por separado [19]. 
VENTAS
Unidades
Importe
SEMANA
Semana
TIEMPO
Día
MES
Mes
TRIMESTRE
Trimestre
AÑO
Año
LOCALIZACIÓN
Calle
PROVINCIA
Provincia
PAÍS
País
Nombre proveedor
Tipo proveedor
PROVEEDOR
ALMACEN
Almacén
Tipo
Producto
Marca
Gama
Categoría
PRODUCTO
 
Figura 7-18 Ejemplo de modelo en forma de copo de nieve. 
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 Modelo en forma de constelación de hechos: son varios esquemas en estrella o copo 
de nieve que comparten dimensiones [33]. Es decir, algunos atributos de las 
dimensiones se separan formando una nueva entidad que puede ser compartida con 
otros hechos. Las principales ventajas de este esquema son la posibilidad de navegar 
de un hecho hacia otro, mediante la aplicación de la operación drill-across, y la 
optimización del espacio, gracias a la compartición de dimensiones, evitando así la 
redundancia de datos. [34] 
TRANSPORTE
Unidades entregadas
Coste
VENTAS
Unidades
Importe
LOCALIZACIÓN
Calle
Ciudad
Provincia
País
ALMACEN
Almacén
Tipo
TIEMPO
Día
Semana
Mes
Trimestre
Año
TRANSPORTISTA
Transportista
Tipo
origen
destino
Producto
Marca
Gama
Categoría
Nombre proveedor
Tipo proveedor
PRODUCTO
 
Figura 7-19 Ejemplo de modelo en forma de constelación de hechos. 
7.4.5 Operaciones con los cubos multidimensionales 
Las herramientas con arquitectura OLAP disponen de operaciones para poder realizar análisis 
dinámico con los cubos multidimensionales almacenados en los data warehouses. Cada 
fabricante, suele implementar operaciones propias para sus productos, pero normalmente 
estas herramientas disponen de como mínimo un conjunto de operaciones común. 
En cada una de las operaciones que se describen a continuación, se muestra un ejemplo de 
aplicación. Estos ejemplos se han extraído del libro [24], donde todos parten de los datos 
contenidos del cubo multidimensional de la Figura 7-20, formado por las dimensiones 
Producto, Provincia y Tiempo, y se le aplican cada una de las operaciones para ver su 
resultado. 
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Figura 7-20 Cubo multidimensional, al cual se le aplican 
cada una de las operaciones para ver su resultado. 
 Roll-up: este operador permite agregar los datos en sus distintos niveles de 
agrupación definidos previamente en el esquema multidimensional. En otras palabras, 
es subir las consultas de un nivel de agregación específico a otro más amplio. [35] 
 
 Drill-down: este operador OLAP es el que permite bajar a los niveles más atómicos de 
nuestro esquema multidimensional, en sentido inverso al roll-up [35]. 
 
SALES January’06 Febrary’06 March’06 April’06 
Paper 24 40 15 29 
Writing tools 58 40 59 70 
 
 
 
SALES January’06 Febrary’06 March’06 April’06 
Paper 
DIN-A4 24 37 12 27 
DIN-A3 0 3 3 2 
Writing tools 
Ballpoint 15 17 23 40 
Pencil 43 23 36 50 
Figura 7-21 Ejemplo de aplicación de las operaciones roll-up y drill-down al cubo original. 
 
 
 
  
 
 
ROLL-UP DRILL-DOWN 
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 Drill-across: permite mover los datos de un hecho hacia otro [36]. 
 
SALES January’06 Febrary’06 March’06 April’06 
Paper 24 40 15 29 
Writing tools 58 40 59 70 
 
 
STOCKS January’06 Febrary’06 March’06 April’06 
Paper 1 20 45 16 
Writing tools 42 22 3 0 
Figura 7-22 Ejemplo de aplicación de la operación drill-across al cubo original. 
 
 Slice: el objetivo de esta operación es extraer una porción del cubo original 
correspondiente a un único valor de una dimensión dada. No se requiere agregar 
datos con esta opción, en su lugar, se permite al usuario obtener valores de su interés. 
[37] 
 
Figura 7-23 Ejemplo de aplicación de la operación slice al cubo original. 
 
 Dice: esta operación está relacionada con la anterior. En este caso, se define un 
subcubo del espacio original. Es decir, especificando rangos de valores en una o más 
dimensiones, el usuario puede obtener bloques significativos de datos agregados. [37] 
 
Figura 7-24 Ejemplo de aplicación de la operación dice al cubo original. 
DRILL-ACROSS 
DRILL-ACROSS 
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 Pivot: también llamada rotate, es una operación simple pero efectiva, que permite al 
usuario visualizar valores del cubo de una forma más intuitiva y natural [37], 
reorientando el cubo por ejemplo intercambiando filas por columnas y viceversa [38]. 
SALES Paper Writing tools 
January’06 24 58 
Febrary’06 40 40 
March’06 15 59 
April’06 29 70 
 
 
SALES January’06 Febrary’06 March’06 April’06 
Paper 24 40 15 29 
Writing tools 58 40 59 70 
Figura 7-25 Ejemplo de aplicación de la operación pivot al cubo original. 
7.4.6 Data mart 
Los data warehouses contienen datos muy diversificados, y su tamaño puede llegar a ser 
excesivamente grande. Por esta cuestión surgieron los data marts, modelos de datos más 
pequeños y optimizados para un área de negocio o departamento concreto de una 
organización. Contienen menos información de gran detalle, y la información se encuentra 
más agregada, ya que es imposible recopilar toda la información necesaria en un único modelo 
de datos (estrella, copo de nieve o constelación) [4], y por consiguiente, existe la necesidad de 
crear varios data marts. 
Podríamos considerar los data marts como pequeños data warehouse centrados en un área de 
negocio, con un volumen de datos mucho menor [17], y con un modelo de datos en forma de 
estrella, copo de nieve o constelación. Están orientados a su consulta, contienen normalmente 
información parcialmente histórica, datos procedentes de menos fuentes y menos detallados, 
lo que permite la reducción de costes [24]. 
Los data marts pueden crearse desde el inicio, o bien, crearse a partir de la integración de 
datos ya existentes en un data warehouse. En el primer caso, el proceso de creación es mucho 
más costoso [17], y el sistema puede llegar a ser insostenible, debido a la gran cantidad de 
datos a tratar. 
Cualquier sistema de data warehouse podría estar formado por diferentes data marts y 
opcionalmente, por tablas adicionales. 
  
PIVOT 
PIVOT 
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8 Comparativa funcional teórica de las arquitecturas OLAP 
El término On-line Analytical Processing, o OLAP, se utilizó por primera vez a principios de 
1990. A partir de entonces aparecieron los primeros productos OLAP basados en el principio 
del modelo multidimensional. Hasta entonces sólo existían los llamados sistemas de 
información ejecutivos (Executive Information Systems, EIS), sistemas computacionales 
pensados para proporcionar fácil acceso a la información interna y externa al negocio, para dar 
soporte a la toma de decisiones estratégicas; algunos de ellos han sobrevivido gracias a la 
evolución y adaptación a las nuevas necesidades de las empresas. [39] 
OLAP desencadenó un nuevo paradigma en el mundo de los negocios: “todas las empresas 
deberían utilizar herramientas de análisis sofisticadas para entender sus negocios, en vez de 
confiar en analistas dedicados que les facilitaban información”, que precisamente era el 
objetivo de los sistemas EIS. [39] 
La tecnología OLAP permite un uso más eficaz de los data warehouses para el análisis de los 
datos, lo que proporciona respuestas rápidas a consultas analíticas complejas e iterativas, 
utilizadas generalmente para sistemas de ayuda en la toma de decisiones. [40] 
Lo primero y más importante, OLAP presenta los datos a los usuarios a través de un modelo de 
datos intuitivo y natural (el modelo multidimensional, citado en apartados anteriores). Con 
este estilo de navegación, los usuarios finales pueden ver y entender más efectivamente la 
información de sus bases de datos, permitiendo así a las organizaciones reconocer mejor el 
valor de sus datos. [33,40] 
En segundo lugar, OLAP acelera la entrega de información a los usuarios finales, que ven la 
información en forma de cubos multidimensionales. Esta entrega es óptima ya que algunos 
datos están calculados por adelantado y otros se calculan cuando se realiza su solicitud. [40] 
Estos retos son enfrentados con herramientas avanzadas de consulta, las cuales ocultan al 
usuario final la complejidad de las base de datos. Ésta es la función de las herramientas OLAP. 
[40] 
Las características principales de OLAP son [26,40,41,42]: 
 Rápidez: proporciona la información al usuario a una velocidad constante, permitiendo 
la interactividad con él y proporcionándole la información deseada.  
 Análisis: realiza análisis estadísticos y numéricos básicos de los datos, predefinidos por 
el desarrollador de la aplicación o definido ad-hoc por el usuario, con un alto grado de 
personalización de las herramientas de análisis para ajustarlas a las necesidades del 
usuario final. 
 Compartido: implementa los requerimientos de seguridad necesarios para compartir 
datos potencialmente confidenciales a través de una gran población de usuarios, 
dependiendo del nivel de seguridad asignado al usuario que realiza la consulta. 
 Multidimensional: completa la característica esencial de OLAP, que es ver la 
información en determinadas vistas o dimensiones, permitiendo la visualización 
gráfica de la información. 
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 Información: se accede a todos los datos y a la información necesaria y relevante para 
la aplicación, donde sea que ésta resida y no esté limitada por el volumen. 
Finalmente, el objetivo de este apartado es ver en más profundidad las arquitecturas OLAP 
citadas en el apartado de conceptos previos, en concreto: ROLAP, MOLAP, basadas en 
columnas y basadas en el modelo asociativo. 
Se darán detalles sobre cada una de ellas de forma comparativa, con el fin de intentar ver en 
qué casos es útil implantarlas. 
8.1 ROLAP 
El Relational On-line Analytical Processing, o ROLAP, es una de las arquitecturas OLAP que 
permite realizar análisis multidimensional dinámico a partir de los datos almacenados en una 
base de datos relacional [4], en vez de una base de datos multidimensional, modelo que se 
considera el estándar de OLAP [43]. 
La información se almacena en las tablas de la base de datos relacional. El sistema de gestión 
de bases de datos relacional (RDBMS) dispone de la tabla de hechos, que almacena la actividad 
a analizar de la empresa, y ésta se relaciona con otras tablas que conforman las diferentes 
dimensiones (productos, tiempo, etc.) [44,45]. A este esquema se le llama, como hemos visto 
anteriormente, modelo en estrella, que se trata de un modelo desnormalizado. Las 
dimensiones se pueden jerarquizar, en este caso pasa a ser un modelo en copo de nieve, 
también desnormalizado, que supondría añadir nuevas tablas que se relacionarían con las 
dimensiones de la tabla de hechos central. También se podrían compartir dimensiones entre 
hechos, consiguiendo así un modelo de datos en forma de constelación. 
Los sistemas ROLAP suelen tener una arquitectura de tres niveles basada en el modelo 
cliente/servidor. La base de datos relacional se encarga del almacenamiento de datos, y el 
motor ROLAP proporciona la funcionalidad analítica. El nivel de la base de datos relacional se 
utiliza para el manejo, acceso y obtención de datos. El nivel de aplicación es el motor que 
ejecuta las consultas multidimensionales de los usuarios. [46] 
El motor ROLAP del nivel de aplicación se integra con niveles de presentación, a través de los 
cuales los usuarios realizan el análisis OLAP. Después de definir el modelo de datos del data 
warehouse, los datos se cargan desde el sistema operacional, se ejecutan rutinas de bases de 
datos para agregar los datos, si es requerido por el modelo de datos, y se crean entonces los 
índices para optimizar los tiempos de acceso a las consultas. [46] 
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 Consultas paralelas de datos
 Carga paralela
 Indexación paralela
 Indexación bitmap
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 Consolidaciones batch
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 Optimización basada en costes
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 Filtrados complejos
 Predicciones
 Escaneo de excepciones
 Procesado en segundo plano
 Gestión de consultas
 Priorización de consultas
 Planificación de consultas
 Control de flujo
 Inferencia de agregaciones
 Vistas multidimensionales
 Exploración de datos
 Grids de datos
 Gráficos
 Mapas
 Alertas
 Operaciones OLAP
 Imprimir
 Informes
 Integración de escritorio
Interfaces OLAP
NIVEL DE BASE DE DATOS
Sistemas
operacionales
Datos base con
Información
compilada
Data warehouse
relacional
Motor OLAP 
Relacional
Petición del usuarioConsulta SQL compleja
Creación dinámica
de los cubos
Meta
datos
NIVEL LÓGICO DE APLICACIÓN NIVEL DE PRESENTACIÓN
 
Figura 8-26 Niveles de una arquitectura ROLAP. 
Fuente: Adaptado de Dataprix, [47] y Drazena Tomic, [48] 
Para poder realizar el análisis propiamente dicho, estos sistemas necesitan un mapeo entre el 
metadato OLAP y el modelo físico de la base de datos (mapear dimensiones, cubos y  
jerarquías con las tablas, campos y relaciones). Estos metadatos normalmente se almacenan 
en algún tipo de repositorio (End User Layer) conectado con el data warehouse. [4] 
Los modelos en estrella, en copo de nieve y constelación proporcionan un modelo físico 
específico orientado a la consulta y distinto al modelo relacional para permitir el mapeo 
anterior [4]. Este diseño específico, puede conllevar la creación de vistas materializadas, las 
cuales son un resumen de los datos en cualquier combinación deseada de dimensiones, para 
almacenar cálculos y agregaciones, de forma que este proceso mejorará el rendimiento del 
sistema [44,45]. 
Los usuarios finales ejecutan sus análisis multidimensionales a través del motor ROLAP, que 
transforma dinámicamente sus consultas a consultas SQL. Estas consultas SQL se ejecutan en 
las bases de datos relacionales, y sus resultados provienen de cruzar tablas, y también de 
conjuntos multidimensionales. [46,49] 
La arquitectura ROLAP es capaz de usar datos precalculados si estos están disponibles, o de 
generar dinámicamente los resultados desde los datos elementales si es preciso. Esta 
arquitectura accede directamente a los datos del data warehouse, y soporta técnicas de 
optimización de accesos para acelerar las consultas. Estas optimizaciones son, entre otras, 
particionado de los datos a nivel de aplicación, soporte a la desnormalización y joins múltiples. 
[49] 
Normalmente, en estas arquitecturas convergen distintas fuentes de datos relacionales que 
conformarán el data warehouse de la compañía [4].  
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8.1.1 Ventajas 
 Las arquitecturas ROLAP son adecuadas cuando se accede principalmente a la 
información de alto detalle o se realizan consultas ad-hoc, añadiendo una gran 
variedad de atributos arbitrarios de las dimensiones [4,50]. 
 Soportan el acceso múltiple concurrente de un gran número de usuarios [51], 
incluyendo accesos lectura-escritura con bloqueos [52]. 
 Los datos se almacenan en una base de datos relacional estándar que puede ser 
accedida por cualquier herramienta de generación de informes SQL (reporting). Estas 
herramientas no tienen que ser necesariamente de tipo OLAP. [44] 
 Los sistemas ROLAP soportan cualquier tipo de datos como numéricos, textuales, 
espaciales, gráficos, de audio o de video. Además soportan perfectamente hechos no 
agregables. [44,52] 
 Dan soporte para niveles bajos de granularidad, de forma que en muchos casos se 
puede acceder a los registros atómicos [50,53]. 
 Permite manejar grandes volúmenes de datos (cientos de GB y TB), especialmente 
modelos con dimensiones de gran cardinalidad [44,51]. El límite de volumen de datos 
de la tecnología ROLAP es la limitación del tamaño de los ficheros que puede soportar 
el sistema operativo que está por debajo, es decir, que ROLAP no impone ninguna 
limitación por sí mismo [54,55,56]. 
 No almacenan una copia de la base de datos, sino que se accede a las tablas originales 
para resolver las consultas [57,58,59]. 
 Arquitectura muy escalable, ya que en ocasiones se beneficia de las características del 
sistema de gestión de bases de datos relacional ya existente en la compañía (por 
ejemplo, preagregación de la información, memoria cache, etc.) [4,26,44]. 
 Hay disponible una gran variedad de herramientas de carga de datos para sistemas 
relacionales; además, existe la posibilidad de personalizar el proceso ETL (Extract, 
Transform and Load) del data warehouse a un modelo de datos particular, lo que 
permite que los tiempos de carga de datos sean generalmente mucho menores que 
con las cargas MOLAP automatizadas [44]. 
 Los sistemas con alta volatilidad de los datos (aquellos en los que cambian las reglas de 
agregación y consolidación), requieren una arquitectura que pueda realizar esta 
consolidación ad-hoc, las soluciones ROLAP soportan bien estos procesos de 
consolidación dinámica [47,60]. 
 Permite modelar datos con éxito, que de otro modo no se ajustarían en un modelo 
dimensional estricto [44], ya que permite estructuras de datos mucho más flexibles, 
además de generar cualquier índice [47,60]. 
 Ofrecen la posibilidad de almacenar una medida combinada con cualquiera de sus 
dimensiones. En tiempo de ejecución, aquellas dimensiones que no se requieren se 
pueden omitir [50]. 
 En las arquitecturas ROLAP se permite el cambio de los datos, es decir, que si se 
modifica un registro de datos, este cambio quedará reflejado cuando se vaya a 
consultar, aun siendo una vista materializada, ya que en este caso se puede especificar 
la opción REFRESH ON COMMIT cuando se define la vista [50,61,62]. 
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 Permiten establecer controles de autorización como seguridad a nivel de filas, de esta 
forma los resultados de las consultas se filtran según el criterio de seguridad aplicado, 
por ejemplo, a un usuario o grupo de usuarios (cláusula WHERE de SQL) [45]. 
 Las soluciones ROLAP permiten explotar características hardware avanzadas, como el 
procesamiento paralelizado, y proporcionan un ámbito robusto de seguridad e 
integridad de datos [33,52]. 
 Algunas soluciones ROLAP, como las del fabricante MicroStrategy, aprovechan las 
capacidades de los servidores con altas prestaciones para mejorar su rendimiento. Es 
el caso de la tecnología In-memory ROLAP (también llamada Memory-Centric) que 
consiste en almacenar los datos y cálculos en memoria, dentro de una estructura 
multidimensional llamada cubo ROLAP. Cuando se realizan consultas, se accede a estas 
estructuras en vez de los datos almacenados en disco, lo que permite acelerar su 
resolución, además de reducir el número de cálculos repetitivos y costosos que 
normalmente sobrecargan a los servidores. [63] 
 Para mejorar el rendimiento de los motores ROLAP se utilizan técnicas de optimización 
como [53,64]: 
 Índices bitmap join, para las columnas de tablas de dimensiones con pocos 
valores, aunque este tipo de índices no permiten clusterizar los datos. 
 Optimizadores de consultas star join, que utilizan los índices anteriores en 
tablas de dimensiones, para reducir el número de filas a devolver cuando se 
consulta una tabla de hechos. 
 Indexación de datos mediante árboles UB,  éstos presentan mejores resultados 
respecto a los índices bitmap ya que son más flexibles, permiten 
procesamiento interactivo de operaciones drill y soportan consultas con alta 
agregación de datos. 
 Reescritura de consultas utilizando vistas materializadas, que evitan la 
necesidad de acceder a las tablas grandes de hechos y de dimensiones.  
 Asistentes de almacenamiento agregado, que determinan el mejor conjunto 
de vistas materializadas que deben crearse y mantenerse para un conjunto de 
consultas definido. 
 El particionamiento y división de datos y la ejecución paralela de consultas 
permiten reducir el tiempo de ejecución de las consultas realizadas al data 
warehouse. 
 Existe una amplia disponibilidad de sistemas ROLAP y personal cualificado que conoce 
esta arquitectura [52,56,65,66]. 
 Existen muchas herramientas ROLAP que son portables a diferentes plataformas 
[52,65]. 
 Se pueden utilizar sistemas de gestión de bases de datos relacionales gratuitos [33,44]. 
 Algunas compañías usan ROLAP porque quieren reutilizar las tablas de las bases de 
datos relacionales existentes en la empresa, ya que esta arquitectura les parece más 
atractiva, debido a que se aprovechan las inversiones ya realizadas en la empresa, 
pero frecuentemente estas tablas no tendrán un diseño óptimo para uso OLAP 
[33,44,62]. 
La flexibilidad de las herramientas ROLAP permite que funcionen, pero el rendimiento 
decae si las tablas no tienen un diseño adecuado [44]. 
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8.1.2 Inconvenientes 
 El tiempo de respuesta de las consultas puede llegar a ser muy elevado en altos niveles 
de agregación, pues los motores relacionales no ofrecen características OLAP nativas 
(“not natural” OLAP) [4]. Se considera la arquitectura más lenta para la resolución de 
las consultas, ya que el tiempo para el procesamiento es impredecible y requiere 
mucho más espacio en el disco [26,51,55,67].  
Los informes ROLAP son esencialmente la combinación de una o múltiples consultas 
SQL [54,55]. 
 Las operaciones OLAP (roll-up, slice, dice, etc.) se consiguen con la manipulación de las 
sentencias SQL que constituyen la consulta, aunque algunas resultan muy complicadas 
de construir [55]. 
 Dado que las herramientas ROLAP se basan en SQL para todos los cálculos, estas no 
son apropiadas cuando el modelo requiere realizar muchos cálculos [44,54]. 
 Los sistemas ROLAP se construyen sobre bases de datos relacionales de propósito 
general, por lo que algunas funcionalidades especiales y propias de las herramientas 
MOLAP no están disponibles en los sistemas ROLAP (tales como el indexado jerárquico 
especial) [44]. Además, al basarse en consultas SQL, ROLAP está limitado por la baja 
potencia de este lenguaje [54,59]. 
Los fabricantes han solventado estas carencias añadiéndolas mediante funciones en 
sus productos ROLAP, y algunos también permiten al usuario su definición 
[44,52,54,59]. 
 Las herramientas de consulta tienden a ser mucho menos personalizables, aunque los 
fabricantes intentan cada día mejorarlas añadiendo nuevas funcionalidades 
[44,50,52,54,59]. 
 Los datos en estos sistemas no disponen de un sistema de indexación implícita, sino 
que se deben de crear los índices explícitamente. En la práctica, este proceso es un 
reto importante, ya que las técnicas para diseñar índices multidimensionales eficientes 
son complicadas [37]. 
 No disponen de un sistema eficiente para el tratamiento de celdas vacías, pero algunos 
productos utilizan índices bitmap para mitigar este problema [65]. 
 Es necesario añadir una capa adicional para gestionar los metadatos y que permita el 
mapeo OLAP – Relacional (End User Layer) [4,22,66]. 
 Las constantes inserciones/modificaciones/borrados hacen que estos sistemas sean 
cada vez menos eficientes, hasta que finalmente deben reorganizarse o resultan 
prácticamente inservibles. Durante el proceso de reorganización, los sistemas se 
desconectan, lo que reduce su disponibilidad. [68] 
 Para la definición de las vistas materializadas, que ayudan a mejorar el rendimiento de 
sistema, se deben conocer de antemano el tipo de consultas e informes que se 
realizarán [50,65]. 
 La gestión de los datos agregados es más compleja. Algunos sistemas precalculan y 
almacenan los valores agregados que son consultados frecuentemente, de esta forma 
se puede reducir el tiempo de respuesta [50,65]. 
Además, el proceso de carga de las tablas con datos agregados debe ser gestionado 
con código ETL personalizado. Las herramientas ROLAP no disponen de mecanismos 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS PFM 
48 
 
 
automáticos para realizar esta tarea, lo significa que se necesita más tiempo de 
desarrollo de código [44]. 
 Las herramientas ROLAP tienden a tener un rendimiento más bajo respecto las MOLAP 
(consenso general de la industria) [44], debido a la necesidad de mover registros 
enteros en respuesta a cualquier actividad de lectura o escritura [68], y además, el 
motor ROLAP crea los cubos de datos dinámicamente en tiempo de ejecución, y la 
capa de presentación se encarga de convertirlos en vistas multidimensionales, lo que 
ralentiza mucho el proceso de consulta. Se podría decir que este tipo de arquitecturas 
crean “cubos virtuales” en tiempo de ejecución. [66,67] 
 Muchos desarrolladores de modelos dimensionales ROLAP, ignoran el paso de crear 
tablas agregadas, debido a que ROLAP no requiere crear una copia de los datos. En 
este caso, el rendimiento de una consulta se ve afectado, porque entonces se necesita 
consultar las tablas con datos más detallados. Esto puede evitarse parcialmente 
añadiendo tablas agregadas adicionales, sin embargo no es práctico crear tablas 
agregadas para todas las combinaciones posibles de dimensiones/atributos. [44] 
Esto sólo funciona cuando se conocen de antemano los requisitos de las consultas 
[65]. 
8.1.3 Usos 
 Casos donde se requiere almacenar un gran volumen de información histórica 
(millones de registros), al mínimo nivel de detalle [4]. 
 El resultado de las consultas suele tener muchos registros, los usuarios tienen una 
cierta predisposición a “esperar” [4]. 
 Los usuarios lanzan consultas ad-hoc por cualquier atributo a nivel de detalle. En 
ocasiones puede responder también a reporting operacional [4]. 
 Es la mejor opción para implementaciones de data warehouses pequeños y que siguen 
un estándar conocido [69]. 
 Se utiliza cuando el número de consultas a realizar es bajo [69]. 
 Almacenaje de datos históricos de años recientes, que normalmente, no se consultan 
frecuentemente [57,58]. 
8.2 MOLAP 
El Multidimensional On-line Analytical Processing, o MOLAP, es la arquitectura tradicional de 
OLAP que utiliza bases de datos multidimensionales para proporcionar análisis dinámico, su 
principal premisa es que el OLAP está mejor implantado si se almacenan los datos 
multidimensionalmente, de esta forma la información puede ser visualizada en varias 
dimensiones de análisis. [48] 
Los sistemas de gestión de bases de datos multidimensionales (MDBMS) utilizan una 
arquitectura de almacenamiento que suele ser propietaria del fabricante [40]. Esta 
arquitectura, también basada en el modelo cliente/servidor, normalmente se divide en dos 
niveles. Por un lado está la base de datos multidimensional encargada del manejo, acceso y 
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obtención del dato (nivel de base de datos y nivel lógico de aplicación), y por otro, está el nivel 
de presentación. [46,48] 
El nivel de aplicación es el responsable de la ejecución de las peticiones OLAP [46]. El nivel de 
presentación se integra con el de aplicación, y proporciona una interfaz, a través de la cual los 
usuarios finales visualizan los análisis OLAP [48]. Los usuarios pueden acceder al sistema 
concurrentemente, gracias a esta arquitectura basada en el modelo cliente/servidor [46]. 
 Consultas
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 Indexación hash
 Consolidaciones batch
 Vistas multidimensionales
 Exploración de datos
 Grids de datos
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Figura 8-27 Niveles de una arquitectura MOLAP. 
Fuente: Adaptado de Dataprix, [47] y Drazena Tomic, [48] 
La información procedente de los sistemas operacionales se carga en el sistema MOLAP 
mediante una serie de rutinas por lotes. Una vez cargados los datos elementales en la base de 
datos multidimensional, se realizan una serie de cálculos por lotes para calcular los datos 
agregados a través de las dimensiones de negocio, rellenando la estructura de la base de 
datos. [46] 
Tras rellenar esta estructura, se generan unos índices y algoritmos de tablas hash, para 
mejorar los tiempos de acceso de las consultas. Una vez que el proceso de compilación ha 
terminado, la base de datos está lista para su uso. Los usuarios solicitan información a través 
de la interfaz, y la lógica de aplicación de la base de datos obtiene los datos [46]. El proceso de 
análisis se realiza normalmente en el motor multidimensional por temas de escalabilidad, 
aunque también puede realizarse en el cliente, a través de una aplicación que actúe de cliente 
multidimensional [4]. 
A diferencia de las arquitecturas ROLAP, en MOLAP los metadatos están implícitos y no existe 
necesidad de realizar un mapeo entre el modelo lógico y el modelo físico [4]. 
La arquitectura MOLAP requiere unos cálculos intensivos de compilación. Lee de datos 
precompilados, y tiene capacidades limitadas de crear agregaciones dinámicamente o de 
calcular ratios que no se hayan precalculado y almacenado previamente. [49] 
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8.2.1 Ventajas 
 Es el tipo de arquitectura más intuitivo desde un punto de vista de análisis 
multidimensional, pues permite una implementación directa y natural de OLAP [4]. 
 Se consigue el mejor rendimiento y acceso a los datos durante el análisis, 
principalmente cuando se accede a información agregada [4]. 
 El alto rendimiento en la resolución de consultas es debido al previo almacenamiento 
optimizado, a la indexación multidimensional de los datos y a la memoria cache 
[4,43,70]. 
 Eficaz extracción de datos lograda gracias a la preestructuración de los datos 
agregados [43]. 
 Los cubos multidimensionales MOLAP están optimizados para las operaciones nativas 
slicing y dicing de OLAP [55,56]. 
 Pueden realizar cálculos complejos, pues la mayoría de ellos se han precalculado 
durante la construcción del cubo multidimensional, por eso los datos se pueden 
devolver tan rápido [55,56]. 
 Las herramientas MOLAP permiten a los usuarios analizar los hechos desde diferentes 
dimensiones  y escoger el nivel de jerarquía deseado dado un periodo de tiempo [52]. 
 Al utilizar un modelo de almacenamiento basado en vectores/matrices proporciona 
una indexación natural (implícita) [43], así como también unas técnicas de 
almacenamiento que minimizan los requisitos de espacio en disco y gestionan la 
dispersión de los datos [33,70]. 
 No existe la necesidad de establecer ningún mapeo entre el modelo lógico 
(multidimensional) y el modelo físico, ni tampoco ninguna capa de transformación 
intermedia [4]. 
 Es un sistema muy compacto para conjuntos de datos con pocas dimensiones [43]. 
 Se pueden utilizar técnicas de compresión de datos para reducir el espacio que ocupan 
en disco [43]. 
 Los sistemas MOLAP suelen soportar unos 50 GB de almacenamiento, pero pueden 
requerir hasta un 50% menos de espacio en disco teniendo los mismos datos que un 
sistema ROLAP. Esto es debido a los índices relacionales y al sobrecoste de los datos 
agregados. [52,71] 
 Los cubos pueden particionarse y distribuirse en diferentes sistemas de base de datos 
para balancear su carga [65]. 
 Algunas bases de datos multidimensionales permiten el acceso lectura/escritura a 
múltiples usuarios concurrentes, pero es inusual, ya que conlleva muchos problemas 
de bloqueo de datos y propagación de actualizaciones; otros permiten el acceso uni-
escritura/multi-lectura, estos también presentan problemas de bloqueo y 
actualización, pero son menores; la gran mayoría, simplemente están limitados a 
acceso sólo lectura [61,72]. 
 La gestión de los datos agregados es mucho más simple, y las herramientas de análisis 
son más personalizables y completas funcionalmente [50,73]. 
 Permite la automatización del procesamiento de los datos agregados de mayor nivel 
[43]. 
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 Las soluciones MOLAP son una alternativa a las vistas materializadas de las 
arquitecturas ROLAP para generar y almacenar datos agregados. Proporcionan 
métodos de agregación que no disponen las vistas materializadas, como cálculos con 
pesos asignados, métodos no aditivos o modelos. Además soportan funciones de 
análisis predictivas, como modelos de predicción, previsiones o escenarios deductivos, 
y están optimizadas para realizar cálculos a nivel de fila en tiempo de ejecución, para 
dar soporte a las medidas del modelo de datos predefinido del data warehouse. [56] 
 Algunos fabricantes utilizan memorias RAM para almacenar las estructuras de datos 
multidimensionales con el fin de conseguir un rendimiento más elevado (Memory-
Centric Data Management [72,74]). 
Los accesos aleatorios a memoria RAM son 1.000.000 de veces más rápidos que los 
accesos aleatorios a disco. Los accesos secuenciales a RAM también son mucho más 
rápidos. Esta optimización puede reducir el cuello de botella que crean los accesos a 
disco para obtener datos. [74] 
8.2.2 Inconvenientes 
 Las herramientas MOLAP tradicionalmente tienen dificultades para consultar modelos 
de grandes dimensiones (del orden de millones) [43]. 
 Las herramientas MOLAP tienden a sufrir un bajo rendimiento cuando consultan 
elementos como descripciones textuales o hechos no agregables, ROLAP no lo sufre. 
Las soluciones MOLAP están pensadas para manejar mejor datos numéricos. [43,44] 
 La navegación y análisis de los datos están limitados por los requisitos del modelo 
definidos previamente a su construcción [75]. 
 No existe un estándar fijo de modelo de almacenamiento, sino que cada fabricante 
dispone de su propia tecnología [4]. 
 Es la opción más rápida comparada con ROLAP y HOLAP, pero es la que requiere más 
espacio de disco, aunque actualmente el precio de los sistemas de almacenamiento es 
bajo [69]. 
 Existen problemas de escalabilidad, sobre todo a nivel de almacenamiento, cuando se 
requiere ir al detalle de la información [4,37]. 
Las agregaciones se realizan cuando se construye el cubo multidimensional, y es 
imposible incluir todo el volumen de datos en el mismo cubo, aunque normalmente 
los datos se pueden visualizar, incluso cuando el origen de datos original no está 
disponible. En este caso, sólo el nivel de agregación de información más alto se incluye 
en el cubo en sí. [55,56,59] 
Otro problema es que, a medida que el número de dimensiones crece, los datos del 
cubo se van dispersando, de forma que muchas de las combinaciones de atributos 
representadas por la estructura del cubo, no contienen ningún dato agregado. Las 
técnicas de compresión pueden mitigar este problema, pero este proceso destruye 
parcialmente la indexación natural que hace tan atractivas las arquitecturas MOLAP. 
[25,37] 
 La arquitectura MOLAP introduce redundancia en los datos. A diferencia de ROLAP, 
MOLAP realiza una copia de la base de datos. [43,59] 
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 La etapa de carga de datos puede ser un proceso bastante largo, ya que la 
construcción de los cubos es lenta y requiere mucho tiempo, sobre todo para grandes 
volúmenes de datos [43]. 
Normalmente, esto se puede evitar con un procesamiento incremental, es decir, sólo 
se realiza el procesamiento de los datos que han cambiado, en lugar de volver a 
procesar todo el conjunto de datos entero [43]. 
 MOLAP está más orientado hacia consolidaciones por lotes, de forma que estos 
sistemas no están pensados para usos donde los datos tienen un gran nivel de 
volatilidad [47,60]. 
 Estas soluciones no permiten cambiar los datos, de forma que si nos interesa modificar 
alguna información, ésta no quedará reflejada en el cubo hasta que se ejecute un 
proceso de consolidación, en cambio en ROLAP sí que estarían disponibles [61,62]. 
 No ofrecen una vista actualizada sin una recarga previa, por lo tanto, no son 
adecuadas para realizar reporting operacional [62]. 
 Hay que tener en cuenta que precalcular o preconsolidar los datos transaccionales 
proporciona velocidad de consulta, pero preconsolidar totalmente los datos de 
entrada puede requerir una enorme cantidad de espacio en disco y tiempo de 
procesamiento. Para tener una idea, un archivo de entrada de 200 MB puede 
expandirse hasta 5 GB en una arquitectura MOLAP. [52] 
 Las estructuras de datos que se utilizan son muy rígidas, lo que dificulta el cambio de 
modelo de datos una vez implantado. Pequeños cambios pueden representar 
problemas dramáticos [50,62,73]. 
 Se necesitan expertos para implementar y mantener estos sistemas [73,75]. 
 Se requieren herramientas complejas para implantar y mantener sistemas MOLAP 
[73,75]. 
 Existen pocas soluciones MOLAP gratuitas que sean buenas [33,43]. 
 Esta arquitectura requiere una gran inversión tecnológica, ya que por una parte, ésta 
normalmente no existe en la propia empresa, tiene un diseño propietario, y los 
usuarios no tienen los conocimientos básicos para utilizar las herramientas. 
[22,55,56,59,75] 
Los desarrolladores tienen que aprender el lenguaje MOLAP específico para cada 
producto, aunque la mayoría de las herramientas ofrecen interfaces inteligentes que 
permiten construir consultas ad-hoc [56]. 
Desde 1999, SQL Server soporta el lenguaje MDX (MultiDimensional eXpressions), 
desarrollado por Microsoft. Es un potente lenguaje de consulta y cálculo para bases de 
datos analíticas [76], y aunque no es un estándar abierto, muchos fabricantes como 
Microstrategy, Pentaho o SAP, también lo han incorporado en sus productos [65,76]. 
8.2.3 Usos 
 El nivel mínimo de la información (el nivel más bajo de granularidad) es en sí 
información ya agregada del sistema de origen (por ejemplo, por meses) [4]. 
 MOLAP es más apropiado para cubos que se consultan frecuentemente y existe la 
necesidad de obtener tiempos de respuesta mínimos [57,58]. 
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 El acceso es siempre a nivel de datos agregados, no teniendo la necesidad de acceder a 
datos de nivel transaccional [4]. 
 El perfil de los usuarios es totalmente analítico (no existen usuarios “operacionales”) 
[4].  
 No existe una predisposición a “esperar” a la hora de resolver las consultas realizadas 
[4]. 
 MOLAP es una solución particular, adecuada para soluciones departamentales con 
unos volúmenes de información y número de dimensiones más modestos, del orden 
de menos de 50 GB [47,52,60,71]. 
8.3 Arquitectura OLAP basada en columnas 
La arquitectura OLAP basada en columnas es una tecnología ya existente desde 1970 en 
productos como Model 204 y ABABAS, que fue desarrollada específicamente para explotar 
datos en sectores donde el tiempo de respuesta, la flexibilidad de la forma y la riqueza de la 
información es crítica. Aunque todavía no se han realizado muchas implantaciones de este tipo 
de sistemas, ahora han resurgido debido al enorme volumen de datos que manejan las 
empresas y a la gran inversión en hardware necesaria para poderlos soportar en otras 
arquitecturas de bases de datos [77,78]. No es que se trate de una arquitectura OLAP en sí, 
sino una forma de almacenamiento de datos que luego beneficiará su explotación. 
En esta arquitectura, el sistema de gestión de bases de datos que gestiona el data warehouse, 
almacena los datos por columnas en vez de por filas, como pasa en los sistemas de bases de 
datos tradicionales. Esto permite tener agrupados gran cantidad de datos similares que 
normalmente luego se agregarán. [30] 
La orientación a columnas se produce en la capa de almacenamiento en disco, totalmente 
transparente al usuario, ya que la estructura del sistema es la de un sistema relacional, pero 
con optimizaciones para realizar operaciones basadas en columnas con un alto rendimiento, y 
por tanto se pueden definir de la misma forma, esquemas en forma de estrella, copo de nieve 
o constelación – el diseño lógico de la base de datos sigue siendo relacional, y el mapeo 
inferior entre la representación lógica y física en disco es gestionado por el SGBD basado en 
columnas [79]. 
Los SGBDs basados en columnas (en inglés llamados column-oriented, column-based o 
columnar store) almacenan en disco todos los valores de una columna de forma secuencial, y 
cada columna se mapea en un fichero separado. Al final del fichero de una columna, se 
almacena el fichero que corresponde a la columna siguiente [30,80,81,82].  
Esta aproximación vertical permite que, cuando una consulta tiene que acceder a pocas 
columnas de una tabla concreta, sólo se accederá al disco para leer estas columnas. Una base 
de datos orientada a filas accede a cada fila y a cada columna, incluso columnas que no se 
seleccionan con la consulta, lo que resulta un gasto inútil de ancho de banda de E/S del disco. 
Algunas mejoras, ya comentadas en los apartados de ventajas e inconvenientes de ROLAP y 
MOLAP, como los índices bitmap o las vistas materializadas, intentan mitigar este problema en 
los sistemas basados en filas, pero ello implica: un mantenimiento de las estructuras de datos 
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necesarias para optimizar el rendimiento de sólo consultas concretas; espacio en disco para 
almacenarlas; y un sobretiempo de actualización, que los sistemas basados en columnas no 
requieren. [83,84] 
Los datos se encuentran repartidos en diferentes columnas, y se requiere alguna forma de 
establecer una correspondencia entre los diferentes valores de un mismo registro que se 
encuentran almacenados en diferentes columnas. La manera más fácil de hacer esto, es 
asegurar que las posiciones de los registros en diferentes ficheros estén alineadas. Cuando las 
columnas están comprimidas, encontrar una posición en concreto es una tarea compleja; una 
técnica típica, es utilizar un índice de dispersión que indica el rango de entradas que se 
almacenan por cada pocos kilobytes de una columna comprimida. Este índice se puede utilizar 
para saber donde empieza aproximadamente una posición dada, para luego escanear esas 
posiciones, y seleccionar los registros que son de interés. [82] 
Las columnas típicamente se almacenan en un orden en particular. Este proceso es 
importante, ya que las técnicas de compresión funcionan mejor con columnas parcial o 
totalmente ordenadas, además de ser más accesibles a la hora de buscar valores. [82] 
El tiempo de procesamiento de una consulta será mínimo, si las columnas que serán accedidas 
están ordenadas en disco [85]. Es típico que en estos sistemas, las tablas se guarden en disco 
en forma de proyecciones (conjuntos de columnas ordenadas), y además distribuidas en varios 
sistemas interconectados, llamados normalmente Massively Parallel Processing shared-
nothing systems [86,87,88], conjuntos de nodos independientes interconectados entre ellos y 
preparados para el procesamiento de consultas de forma paralelizada [79,89]. Aunque parezca 
un gasto inútil de almacenamiento, los sistemas basados en columnas son capaces de 
almacenar, gracias a la compresión, varias proyecciones en el mismo espacio donde una base 
de datos tradicional sólo almacenaría una sola copia de los datos [82]. 
Al disponer de múltiples proyecciones con contenidos solapados en diferentes órdenes, se 
asegura alta disponibilidad de los datos y mejor rendimiento, de forma que el optimizador de 
consultas del sistema puede escoger qué proyección es óptima dada una consulta [82,87,88]. 
Para dar soporte a las consultas ad-hoc, se garantiza que cada elemento de datos aparece 
como mínimo en alguna de las proyecciones almacenadas [89]. 
Es importante ver que los sistemas SGBD modernos no son simplemente basados en columnas 
o filas, también hay que tener en cuenta el particionamiento de los datos, su indexación, las 
vistas materializadas, las herramientas de análisis y los sistemas transaccionales como el 
fichero de auditoría y logging o el control de la concurrencia, todo esto afecta a la organización 
física de los datos [30].  
Hay que decir que los sistemas orientados a columnas se utilizan normalmente en sistemas 
encaminados al análisis OLAP, como los data warehouses, optimizados para su lectura, en los 
cuales se realiza un número pequeño de consultas complejas atacando todos los datos. 
Mientras que los orientados a fila están más pensados para sistemas transaccionales OLTP, 
que reciben gran volumen de transacciones interactivas y están optimizados para escritura 
(con un solo acceso a disco se puede insertar o modificar un registro). [30] 
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La mayoría de estudios que comparan los sistemas basados en columnas y basados en filas se 
focalizan, normalmente, en la eficiencia de los accesos a disco dada una carga de trabajo;  
básicamente comparan los tiempos de acceso a disco con otros retardos de los sistemas. La 
mejora de los tiempos de acceso a disco crece inferiormente a la capacidad de la CPU (Ley de 
Moore), esta relación continuará mientras los sistemas utilicen discos duros como memorias 
de almacenamiento  [30] y la realidad es que los discos duros siguen siendo el cuello de botella 
de los SGBDs [79,87]. 
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Figura 8-28 Diagrama de cómo se almacenan los datos en un sistema basado en columnas. 
Fuente: Vertica, [89] 
En los sistemas orientados a columnas se pueden aplicar optimizaciones que no disponen los 
sistemas orientados a filas. Algunas de estas mejoras son las técnicas de compresión, como 
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LZW (Lempel-Ziv-Welch), que permiten comprimir datos sin pérdidas, y al tener datos 
adyacentes muy similares se pueden conseguir altos niveles de compresión que no podrían 
conseguirse en un sistema basado en filas. Estos esquemas de compresión codifican las 
diferencias entre entradas de valores consecutivas en una columna, mientras que en los 
sistemas basados en filas estos esquemas normalmente no funcionan, ya que los valores entre 
filas adyacentes suelen variar significativamente. [30,80] 
Hay veces en que no se puede conseguir una gran compresión de datos, éste es el caso de 
columnas con un alto porcentaje de valores adyacentes diferentes o que no existen [30]. 
Con la compresión se ahorra espacio en disco, se reduce el tiempo de acceso a disco, el tiempo 
de transferencia de los datos, se aumenta la capacidad de los buffers y se minimiza el tamaño 
de los resultados intermedios. Para consultas limitadas en términos de E/S, el tiempo de CPU 
añadido para la descompresión de los datos normalmente es compensado por las mejoras de 
E/S. [79,80] 
Otro compromiso de mejora es el acceso aleatorio, que será más complicado cuanto más 
grado de compresión, ya que los datos se tendrán que descomprimir para leerse [30]. 
El uso analítico de los sistemas basados en columnas algunas empresas lo denominan CBAT o 
Column-Based Analytical Technology, pero no es nada más que OLAP tradicional que hace uso 
de datos almacenados de otra forma, aunque no construye cubos, ni define muestras, ni 
realiza preagregación de datos en tablas o vectores para realizar análisis. Por lo tanto, esta 
arquitectura es extremadamente potente cuando se necesita consultar datos detallados sin 
tener que agregarlos. [78,90] 
Tampoco hay que ver estos sistemas como una solución estándar, ya que están pensados para 
un fin específico, están optimizados para tener un rendimiento superior al que tendría un 
sistema SGBD estándar con funcionalidades equivalentes [78,90,91]. 
8.3.1 Ventajas 
 Estructuran los datos en columnas, lo que permite la realización de consultas muy 
rápidas sobre grandes volúmenes de datos, permitiendo a los usuarios realizar análisis 
sobre la marcha a alto nivel de detalle y con la máxima granularidad, de forma más 
eficiente y rentable que las arquitecturas tradicionales, cubriendo así la brecha 
existente entre ellas. [78,90,92] 
 Aunque se trate de una arquitectura basada en columnas, la mayoría de estos sistemas 
soportan SQL como lenguaje de consulta, de forma que la estructura de 
almacenamiento en columnas es transparente al usuario final. Algunos fabricantes 
pero, añaden funcionalidades a sus productos, mediante lenguajes específicos, que 
son difíciles o imposibles de programar con lenguaje SQL [77,84,93]. 
 Capacidad para realizar consultas ad-hoc e iterativas del orden de millones o cientos 
de millones de filas de datos al nivel de detalle más bajo [85,94]. 
 Los cubos utilizados en MOLAP funcionan correctamente en entornos donde la carga 
de consultas es predecible, es decir, conocemos de antemano las consultas que se 
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realizaran y estas se precalculan. Por lo tanto, son inapropiados para realizar consultas 
ad-hoc o que utilicen expresiones relacionales complejas. 
Los sistemas basados en columnas proporcionan mejor rendimiento en un conjunto 
más amplio de consultas. Aunque, en consultas que piden agregaciones precalculadas 
con pocas dimensiones, está claro que MOLAP sobrepasará cualquier sistema basado 
en columnas. Lo que no está tan claro, es qué ocurre en consultas con muchas 
dimensiones, ya que los cubos muy densos son costosos de procesar, y en estos casos 
es mejor un sistema basado en columnas. [85] 
 No existe la necesidad de acceder a todos los valores de un registro como lo hacen los 
sistemas basados en filas, aunque no se necesiten. Es decir, sólo se accede a los 
valores de las columnas seleccionadas, cosa que reduce el tiempo y el número de 
operaciones de acceso a disco. [81,83,94,95,96] 
 Las tablas con muchas columnas no son un problema para este tipo de sistemas, ya 
que sólo se accederán a las que realmente se necesitan [83,96]. 
 Permiten definir dinámicamente conjuntos y subconjuntos de datos, con la posibilidad 
de aplicarles operaciones típicas de teoría de conjuntos como intersecciones, uniones 
o diferencias. [90] 
 Permiten realizar comparaciones de datos a gran velocidad, utilizando todos los datos 
almacenados, lo que permite el análisis dinámico al mínimo nivel posible, aportando 
un significado más comprensible de los datos, que no tendría si estuvieran agregados. 
[90] 
 Permiten dividir procesos de análisis complejos en partes más gestionables, de forma 
que puedan usarse en otros análisis. Utilizando técnicas de almacenaje intermedio es 
posible reducir pasos duplicados y reutilizar los resultados de otros pasos de análisis. 
[90] 
 La orientación a columnas, por diseño, reduce la necesidad de tener estructuras que 
mejoren el acceso tradicional a datos, tales como índices o vistas materializadas, que 
intentan evitar los cuellos de botella en sistemas basados en filas implantados para el 
procesamiento analítico. En sistemas basados en columnas, el número de estructuras 
de este tipo debería ser mínima [79].  
 Al almacenar los datos por columnas y poderlos ordenar por valor, acelera el proceso 
de realizar los joins de las tablas de dimensiones, porque éstas ya tienen los índices 
ordenados y no es necesario volverlos a ordenar para posteriormente cruzarlas [97]. 
 Las columnas con muchos valores nulos no son un problema, ya que se puede escoger 
un algoritmo de compresión que los suprima dependiendo de la densidad de la 
columna en cuestión [96]. 
 Estos sistemas mantienen los datos al nivel más bajo de granularidad, ya que no existe 
la necesidad de agregarlos, lo que permite consultarlos, compararlos y clasificarlos 
manteniendo tiempos de respuesta mínimos, además de poder realizar informes con 
un alto nivel de detalle [90].  
 Los costes de almacenamiento son menores debido a las necesidades más reducidas 
de espacio, ya que los datos pueden comprimirse mucho más [82]. 
 Se pueden aplicar técnicas de compresión de datos [30,86], teniendo en cuenta su 
tipo, que consiguen altos grados de compresión como LZW, run-length encoding, 
bitmap index, Huffman, delta value encoding o block-based dictionary encoding para 
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datos con caracteres [30,79,80,82,83,98]. Algunos productos como los de Sybase IQ 
pueden comprimir de entre dos a cinco veces más, dependiendo de la estructura de 
datos [91]. 
Algunos sistemas utilizan una técnica llamada column tokenization. Este sistema 
identifica cada valor único de una columna con un identificador, y carga en un 
diccionario los valores únicos emparejados con su identificador. En la columna, sólo se 
almacena el identificador que le corresponde al valor, lo que permite reducir el 
espacio en disco en casos en que existen pocos valores únicos, pero muy repetidos en 
la columna. [99] 
 Al disponer de más espacio en disco con la compresión, se pueden ordenar los mismos 
datos por múltiples columnas de forma eficiente, utilizando un método muy similar a 
las vistas materializadas, lo que puede flexibilizar las consultas, y dirigirlas al conjunto 
de datos ya ordenado que mejor se ajuste a la consulta realizada [83]. 
 El volumen de datos puede escalar altamente, aunque depende siempre de las 
estructuras de indexación que se utilicen y las limitaciones del sistema operativo 
[78,84]. 
 Dado que los datos se encuentran replicados en proyecciones y distribuidos en 
diferentes nodos para garantizar su disponibilidad, se puede afirmar que los sistemas 
basados en columnas son más tolerantes a fallos y pérdidas, aunque nos encontramos 
en entornos analíticos donde los periodos de no disponibilidad son más aceptados, en 
comparación a los entornos operacionales. 
Estos sistemas proporcionan escalabilidad, paralelismo y tolerancia a fallos. 
[77,79,82,86,87,93] 
 Al mantener datos redundantes, no son necesarios los ficheros de log con los 
esquemas de recuperación [83,87]. 
 Uno de los principales beneficios de las bases de datos basadas en columnas es su 
simplicidad respecto a los sistemas tradicionales: los usuarios introducen los datos y el 
sistema los organiza automáticamente, aunque permite un alto grado de 
personalización [77,79,93]. 
 El modelado de los datos no es importante, ya que no existe ningún inconveniente en 
el número de columnas que tenga una tabla en la base de datos, sólo se acceden a 
aquellas columnas seleccionadas, lo que permite que el modelo de datos esté 
desnormalizado, reduciendo así su complejidad [94]. 
En los sistemas basados en filas, los modelos de datos se normalizan para reducir el 
tamaño de las filas y se implementan esquemas en estrella, copo de nieve o 
constelación, lo que significará menor rendimiento debido a la necesidad posterior de 
cruzar las diferentes tablas de dimensiones, ya que las distintas columnas se 
encuentran en tablas diferentes [97]. 
 Son más eficientes cuando se tiene que calcular un agregado de muchas filas, pero 
para un subconjunto pequeño de columnas de todas las disponibles. Esto es, porque 
leer este subconjunto pequeño de datos es mucho más rápido que leerlos todos [30]. 
 Reducen la complejidad de gestionar las tablas de dimensiones que no se modifican 
frecuentemente. Los atributos de dimensiones que cambian poco se pueden integrar 
en la tabla de hechos al insertar los datos, de esta forma los atributos estarán 
sincronizados y el número de operaciones para cruzar las tablas se reducirá. [94] 
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 Son más eficientes cuando se añaden nuevos valores de una columna para todas las 
filas a la vez, porque los datos de una columna pueden escribirse rápidamente sin 
tener que tocar ninguna otra columna para las filas [30]. 
 Al tener los datos densificados se obtiene mayor eficiencia cuando se accede a disco, e 
incluso en mantenerlos en la memoria cache [96,97]. 
 Al tener los datos comprimidos, se reducen los tiempos de acceso y transferencia de 
los datos (operaciones de E/S), lo que resulta en la reducción del tiempo de resolución 
de las consultas [82]. 
 Una idea equivocada de un SGBD basado en columnas es decir que es más lento que 
un sistema basado en filas a la hora de realizar un escaneo completo de una tabla (por 
ejemplo, SELECT * FROM tablaX). La velocidad de E/S depende de la tecnología de 
almacenamiento, no del tipo de SGBD, y será la misma velocidad para los dos tipos de 
sistemas – se tardará lo mismo en leer la misma cantidad bytes que ocupa la tabla. 
[79] 
 Suponen mejoras de rendimiento de CPU, ya que en algunos casos se pueden aplicar 
operaciones directamente con los datos comprimidos. Particularmente este es el caso 
de los registros múltiples con el mismo valor, por ejemplo, si sabemos que en una 
columna aparece 1000 veces el valor 56 consecutivamente, y queremos agregar la 
columna mediante una suma, se puede aplicar un producto directamente sin la 
necesidad de descomprimir los 1000 registros y luego agregar la columna. 
[80,82,83,93] 
 Esta arquitectura está optimizada para lecturas, pero se han creado optimizaciones 
para escrituras. Algunas soluciones disponen de un buffer o sistema de 
almacenamiento donde guardar las inserciones, modificaciones y borrados para luego 
aplicar estos cambios conjuntamente en un proceso batch que se ejecuta 
periódicamente. Es el caso del sistema basado en columnas desarrollado por Vertica, 
que dispone de un modelo híbrido con dos sistemas de almacenamiento, uno 
optimizado para sólo lectura (Read-Optimized Store) y otro optimizado para realizar 
escrituras (Write-Optimized Store). Las inserciones, modificaciones y borrados se 
almacenan en el sistema WOS a la espera que se ejecute un proceso de carga por lotes 
para materializar los cambios en el sistema ROS. [83,87,88,89,100] 
Read Optimized Store
ActualizaciónConsulta
Traspaso de registros
0-3 4-7 ... N-4
Write Optimized Store
N-3 N-2 N-1 N
Año actual
 
Figura 8-29 Arquitectura de almacenamiento híbrido de Vertica Analytical Database. 
Fuente: Vertica, [89] 
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8.3.2 Inconvenientes 
 Estos sistemas no son adecuados cuando se necesitan al mismo tiempo todos los 
valores de las columnas para una fila en concreto. Este tipo de accesos son muy 
rápidos en sistemas basados en filas, ya que cuando el tamaño de la fila es 
relativamente pequeño, esta puede leerse con un solo acceso al disco. [30,96] 
Este problema se puede solventar si el disco realiza prefetching de columnas con 
anterioridad y las conserva en memoria. Esto sólo es posible en tablas con pocos 
registros, ya que si no se ocuparía mucho espacio en memoria. [96] 
 Estos sistemas tampoco son adecuados cuando se añade una nueva fila con todos los 
valores de las columnas al mismo tiempo. En este caso, también funcionan mejor los 
sistemas basados en filas, que con un solo acceso a disco pueden escribir toda la fila. 
[30,87,96,101] 
 Son entornos optimizados para lectura. Las operaciones de inserción, actualización y 
borrado no resultan eficientes. [84,87,96] 
 Algunos productos no incluyen todas las funciones de SQL, como las actualizaciones u 
operadores de comparación de valores entre registros [77]. 
 Bajo rendimiento en consultas que no utilizan funciones orientadas a columnas [101]. 
 Redundancia de datos al permitir ordenar una misma columna de distintas formas 
[86,100]. 
 Los sistemas antiguos basados en columnas, utilizaban diferentes técnicas para simular 
la estructura relacional de los datos. Algunos sistemas requerían la misma clave 
primaria en todas las tablas para poder recuperar, mediante claves foráneas, los 
valores de los atributos correspondientes a un registro (sean o no de la misma tabla), 
lo que limitaba mucho la estructura de datos. [77] 
En los sistemas actuales esta limitación ha desaparecido, pero algunos productos 
limitan su uso a esquemas en forma de estrella [79,89,93]. 
Qué particularidades tenga un sistema en concreto no importa, pero hay que tenerlas 
en cuenta para futuros cambios [77]. 
 Algunos sistemas permiten cargas de datos incrementales, cargando los nuevos y 
aplicando posibles modificaciones de los ya existentes. Algunas cargas incrementales 
pueden durar lo mismo que una recarga completa, otras tienen un rendimiento 
inferior, otras pueden añadir registros pero no modificarlos o eliminarlos, u otras 
pueden requerir una recarga periódica completa. [77] 
Sea la carga incremental o no, en un SGBD basado en columnas, este proceso es más 
lento que en un sistema basado en filas, debido a que cada columna se mapea en un 
fichero por separado, y por lo tanto, para cargar una registro con varias columnas se 
realizan muchas más operaciones de E/S a disco. Además, si este registro se tuviera 
que cargar en varias proyecciones, del mismo nodo o no, incluso se tendrían que 
realizar muchas más operaciones de E/S. [79,102] 
 Algunos productos no aprovechan las ventajas de paralelización para el procesamiento 
de los datos [101]. 
 Falta de desarrolladores y expertos que conozcan completamente esta tecnología para 
implantarla [101]. 
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 Es importante comentar que, todo aquello que un sistema basado en columnas realiza 
de forma eficiente en el procesamiento analítico, lo realiza de forma menos eficiente 
para el procesado de transacciones o aplicaciones que requieren altos niveles de 
concurrencia para el procesado de operaciones en filas [77,85]. 
8.3.3 Usos 
 Estos sistemas son adecuados cuando se necesita rapidez para comparar y manipular 
datos distribuidos en columnas [90]. 
 Algunas empresas utilizan esta arquitectura para la búsqueda de patrones entre los 
valores de diferentes columnas, mediante la aplicación de técnicas de minería de 
datos; interrelacionar y comparar los valores de diferentes columnas al mismo tiempo; 
analizar datos estructurados en columnas; identificar subgrupos de valores de distintas 
columnas, entre otras aplicaciones [90]. 
 Tecnología ideal para empresas que requieren análisis dinámico, necesidad de 
información no prevista, alto nivel de detalle sobre un gran volumen de datos y gran 
sensibilidad a los tiempos de respuesta [78,90,92]. 
 Se utilizan en ámbitos donde las actualizaciones no son frecuentes, sobre todo son 
sensibles al modificar todas los valores de una fila [30,87,96,101]. 
8.4 Arquitectura OLAP basada en el modelo asociativo 
El modelo asociativo creado por Simon Williams, fundador de la empresa Lazysoft, es una 
alternativa a los modelos de datos utilizados tradicionalmente en los sistemas de bases de 
datos que normalmente están basados en filas [31,103]. Estos modelos agrupan atributos de 
una entidad en una estructura de registro [31]. En cambio, en el modelo asociativo todos los 
elementos, modelados como entidades, tienen una “independencia discreta de existencia” y 
las relaciones entre ellos se representan como asociaciones o enlaces [31]. Este modelo se 
diseñó pensando en la sintaxis de sujeto-verbo-objeto [32,104]. 
Como se ha comentado en el apartado anterior de 7.4.4 El modelo multidimensional, en el 
modelo asociativo existen dos estructuras almacenadas en dos tablas. La primera de ellas, la 
tabla de Elementos (o Entidades), contiene todos los elementos almacenados una sola vez sin 
repetidos, donde cada entrada de la tabla tiene un identificador único y un nombre o valor. La 
segunda, la tabla de Enlaces (o Asociaciones), contiene todas las entradas que sirven para 
interconectar elementos y cada entrada dispone de un identificador, un origen, un verbo o 
significado y un destino. [31,104,105,106] 
Veamos un ejemplo, extraído de [106], de cómo se representan los datos en el modelo 
asociativo. Supongamos que tenemos una aplicación de recepción de pedidos, y que la base de 
datos tiene que almacenar la siguiente información: “Bob ordered a recordable compact disk 
on July 7th, 2001 from Alpha, Inc.”. Esta información contiene cuatro entidades: Bob, 
recordable, compact disk, (July 7th, 2001) y (Alpha, Inc.). Además está compuesta por tres 
enlaces: ordered, on y from. Estos enlaces se necesitan para almacenar los datos y los 
podríamos representar de esta forma: 
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(((Bob ordered recordable compact disk) 
on July 7 th, 2001) 
from Alpha, Inc.) 
Esta información se almacenaría en las tablas de Elementos y Enlaces de la siguiente forma: 
Elementos 
Identificador Valor 
23 Bob 
14 recordable compact disk 
77 July 7 th, 2001 
81 Alpha, Inc. 
92 ordered 
101 on 
16 from 
 
Enlaces 
Identificador Origen Significado Destino 
19 23 92 14 
21 19 101 77 
36 21 16 81 
Figura 8-30 Ejemplo de base de datos asociativa. 
Los atributos de un elemento se representan mediante enlaces entre una entidad o una 
asociación que actúa de origen, un significado que expresa la naturaleza del atributo, y una 
entidad o una asociación que actúa de destino [107]. Además, una asociación puede depender 
de otra asociación [106,107].  
 
 Figura 8-31 Fuente: Lazy Software, [106] 
Librería Persona 
Librería Persona 
cliente de 
Libro 
Cliente: 
Compra: 
compra 
cliente de 
Una asociación puede depender de otra asociación: por ejemplo, una 
compra puede depender de un cliente, que es una asociación. De forma 
análoga, una línea de detalle de una compra depende de la compra en sí.  
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Veamos otro ejemplo de modelo asociativo, que incluye la representación de atributos de un 
elemento mediante asociaciones. Imaginar que se quiere almacenar la información de la Tabla 
8-9, correspondiente a la compra de un producto por parte de una persona de la cual se 
conoce la población donde vive y su provincia: 
Persona  Población  Provincia Producto  Importe 
Juan  Barcelona  Barcelona libros 100 
Marta Terrassa Barcelona libros 50 
Marta Terrassa Barcelona bombillas 100 
César  Barcelona Barcelona libros 50 
Tabla 8-9 Información que se quiere almacenar en la base de datos asociativa. 
La Figura 8-32 muestra el diagrama de enlaces de los distintos elementos, que describe 
visualmente la interrelación entre ellos. Los atributos se representan mediante enlaces, por 
ejemplo, se puede observar que para conocer la población donde vive una persona se ha 
definido la asociación vive en. 
bombillas
50
por un importe de
vive en
de la provincia de
compra
vive en
compra
vive en
por un importe de
compra
100
por un importe de
CésarBarcelona
Terrassa
Juan
de la provincia de
Marta
libros
de la provincia de
 
Figura 8-32 Diagrama de enlaces entre los distintos elementos. 
Finalmente, en la Figura 8-33 se muestra la tabla de Elementos y Enlaces con la información de 
compras, representada tal y como quedaría almacenada en la base de datos asociativa. Como 
se puede observar, el valor Barcelona, se utiliza como valor de los atributos Población y 
Provincia a la vez, y por tanto se puede ver que los valores están abstraídos totalmente de su 
significado. En el caso del enlace 105, que representa ((Marta vive en Terrassa) de la provincia 
de Barcelona), se utiliza tanto para los enlaces 106 y 108, correspondientes a: 
((((Marta vive en Terrassa) 
de la provincia de Barcelona) 
compra libros) 
por un importe de 100), y 
((((Marta vive en Terrassa) 
de la provincia de Barcelona) 
compra bombillas) 
por un importe de 50). 
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Figura 8-33 Tabla de Elementos y Enlaces con la información de compras, 
representada tal y como quedaría almacenada en la base de datos asociativa. 
En lugar de usar tablas únicas y separadas para cada tipo de datos, el modelo asociativo utiliza 
una sola estructura genérica que contiene todos los tipos de datos. La lógica de su estructura y 
las reglas que la rigen (metadatos), también se almacenan junto con los datos. 
[103,104,106,108] 
De algún modo, si clasificamos los objetos del mundo real como entidades y asociaciones, el 
modelo asociativo separa dos ideas. Por un lado, la idea que cualquier elemento existe de 
forma discreta e independiente; y por otro lado, la idea de que existen diferentes maneras de 
que un elemento interactúe con otros elementos. Cada interacción es un elemento en sí que 
se quiere conservar. Una asociación en el mundo real es representada como una asociación 
entre dos elementos, donde cada uno probablemente será un elemento o una asociación. Por 
lo tanto, este modelo es parecido al funcionamiento del cerebro humano, capaz de relacionar 
elementos (información) entre sí. [106] 
Este modelo crea un nuevo modelo de programación, donde las estructuras de datos y las 
reglas que las rigen no se codifican junto con las aplicaciones, sino que son las propias 
aplicaciones que las obtienen cuando acceden a la base de datos. De esta forma, las 
aplicaciones pasan a ser verdaderamente reutilizables, y sin la necesidad de modificarlas 
cuando las estructuras de datos se modifican, lo que reduce significativamente su coste de 
desarrollo y mantenimiento [103,106,108]. El objetivo del modelo asociativo es no preocupar a 
los desarrolladores con la estructura lógica de los datos [108]. 
Los sistemas basados en este modelo diseñan y construyen el data warehouse 
automáticamente mientras se cargan e indexan los datos, casi eliminando la necesidad de 
realizar un prediseño de los datos. Durante la carga, los registros se descomponen en valores 
individuales que se almacenan y se indexan una sola vez, independientemente de su ubicación 
original o frecuencia, y finalmente se utilizan metadatos extendidos para conservar la 
información necesaria para el formateo “virtual” de registro. El esquema basado en elementos 
se crea automáticamente durante la carga y se optimiza para el acceso a todos los valores, de 
Elementos 
Identificador Valor 
1 Juan 
2 Marta 
3 César 
4 Barcelona 
5 Terrassa 
6 libros 
7 mesa 
8 100 
9 50 
10 vive en 
11 de la provincia de 
12 bombillas 
13 por un importe de 
 
Enlaces 
Identificador Origen Significado Destino 
100 1 10 4 
101 100 11 4 
102 101 12 6 
103 102 13 8 
104 2 10 5 
105 104 11 4 
106 105 12 6 
107 106 13 9 
108 105 12 7 
109 108 13 8 
110 3 10 4 
111 110 11 4 
112 111 12 6 
113 112 13 50 
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forma que se mantienen todas las correlaciones de datos. Tan pronto la carga finaliza, los 
datos están listos para poder analizarlos. [68,109,110] 
Algunos fabricantes, como illuminate, denominan a los sistemas de bases de datos basados en 
este modelo correlation DBMS (CDBMS), y llaman a su arquitectura de almacenamiento Value-
Based Storage (VBS), que no deja de ser el modelo asociativo, aunque con pequeñas 
diferencias. En el modelo VBS se separan los elementos según su tipo de datos de forma que 
se dispone una tabla distinta por cada tipo. [109,110] 
Un CDBMS externamente tiene la apariencia de un sistema relacional tradicional, pero con 
funcionalidades adicionales y características de rendimiento excepcionales. El tamaño físico de 
la base de datos es significativamente más pequeño que un SGBD relacional o un sistema 
basado en columnas, debido a que los valores únicos sólo se almacenan una única vez en la 
tabla de Elementos y se mantienen todas las interrelaciones con otros valores en la tabla de 
Enlaces. Además, su rendimiento analítico es más alto que cualquier sistema relacional basado 
en filas, y las operaciones con registros son más rápidas que en las bases de datos basadas en 
columnas. [109] 
8.4.1 Ventajas 
 El tiempo de respuesta de una consulta es bajo cuando se realizan búsquedas por valor 
y la tabla de Elementos tiene un tamaño moderado. Esto es gracias a que el 
optimizador de consultas no se sobrecarga, ya que el único método para realizar el 
paso de "selección" de una consulta es el acceso indexado al conjunto de valores. Cada 
paso de filtrado de una consulta realiza el mismo proceso de acceso indexado a un 
área de almacenamiento donde se encuentran los valores de los datos, y además se 
lleva a cabo una selección de identificadores de instancias de registros lógicos, que 
luego se fusionan para proporcionar el resultado final. [109,110] 
 Permiten realizar cualquier tipo de consulta, y por lo tanto durante la etapa de análisis 
no existe la necesidad de conocer todas las consultas que se formularán 
[109,110,111,112]. 
 Proporcionan flexibilidad en las consultas, algunas de ellas difíciles o imposibles de 
realizar con el lenguaje estándar de SQL [109,110,111]. 
 Capacidad para el procesamiento de incremental queries, consultas que su respuesta 
genera otra pregunta, en este caso la respuesta a cualquier pregunta es una lista de 
punteros hacia las respuestas. La siguiente pregunta reúne ese conjunto de punteros 
junto con los de la nueva pregunta y genera una respuesta progresiva o incremental. 
[110,111,113] 
También tienen la capacidad para procesar a gran velocidad associative queries, 
consultas sobre un valor previamente dado, cuya respuesta incluye todas las 
coincidencias de ese valor en la base de datos. Las associative queries son ideales para 
situaciones donde sólo se conoce parte de la información o se quiere conocer todo lo 
relacionado con un valor específico. [110,114] 
 Las consultas no devuelven un conjunto de registros sino un conjunto de 
identificadores de elementos que se puede unir, intersecar, etc., con resultados de 
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otras consultas. Esto es porque no existe el concepto de registro, sino sólo enlaces y 
valores. [111] 
 Esta arquitectura proporciona funciones de acceso a datos que en otros sistemas no 
existen. Cuando se inicia una búsqueda, ésta empieza buscando los valores en la tabla 
de Elementos y si se consultan los Enlaces, rápidamente es posible localizar donde se 
usa cada elemento, sin tener en cuenta el diseño lógico de registro. [111] 
 La búsqueda de datos se realiza en un solo lugar (tabla de Elementos) cuando se 
seleccionan los registros, aunque existen algunos sistemas que separan los elementos 
por tipos [103,108,109,110]. 
Todas las búsquedas se aceleran gracias a la indexación de la tabla [110,115]. 
 No utilizan claves primarias ni claves foráneas compuestas por múltiples columnas 
para relacionar elementos, sino que se utiliza un único sistema de enlaces para 
relacionar los diferentes elementos [116]. 
 Cada valor exclusivo en los datos sin procesar se almacena sólo una vez, por lo tanto, 
el sistema tiene siempre el máximo nivel de normalización – el nivel de valores 
exclusivos. Esto elimina la necesidad de normalizar los archivos de datos en el 
esquema lógico, los usuarios no especializados pueden comprender fácilmente la 
estructura resultante. [109,110] 
 Las bases de datos asociativas almacenan cada elemento único sólo una vez, de forma 
que múltiples referencias apuntan al mismo elemento original [111,116]. 
 La base de datos resultante ocupa muy poco espacio en el disco, en algunos casos 
incluso mucho menor al tamaño de los datos que se cargan en el sistema [111]. 
 Las estructuras utilizadas para almacenar los datos no requieren reserva previa de 
espacio en el disco ni tampoco ocupan espacio cuando los datos no existen, como en 
el caso de los valores nulos – los sistemas relacionales reservan espacio para aquellos 
atributos que admiten valores nulos, pero el espacio que ocupan en el disco es casi 
inapreciable [32,104,106,109,110,116]. 
 Alta velocidad de carga de datos [68,109,111,112]. 
 Durante el proceso de carga de los datos, fácil y altamente automatizada, no existe la 
necesidad de examinar los datos, definir un modelo de datos con dimensiones u otras 
estructuras, o anticipar previamente las consultas e informes a realizar 
[110,112,115,117]. 
 El modelo asociativo está pensado para almacenar metadatos en las mismas 
estructuras donde se encuentran los datos almacenados. Los metadatos describen la 
estructura de la base de datos y que tipos de datos se interconectan. [32,104,106,108] 
 Facilidad para combinar/unificar los elementos almacenados en diferentes bases de 
datos asociativas, en comparación con otros modelos como el relacional 
[68,106,118,119]. El tiempo para comprobar ambigüedades o elementos repetidos 
puede llegar a ser elevado en el caso de realizar combinaciones de bases de datos 
[32,120]. 
 Capacidad de integrar rápidamente datos de distintas fuentes sin necesidad de crear 
esquemas y predefinir tipos de datos [109]. 
 No se omite ninguna correlación entre datos, de esta forma se asegura su flexibilidad, 
sin comprometer al rendimiento, y no existe la necesidad de reestructurar los datos 
para nuevos tipos de consultas o añadir nuevos datos [109,110,112,115,117]. 
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 No es necesario tomar decisiones con respecto al diseño y los requisitos de negocio en 
constante desarrollo, ya que se dispone de una única estructura que contiene todos 
los datos, y no es necesario reorganizarlos en caso de que hubiera cambios 
[110,112,115]. 
 Se pueden añadir nuevos tipos de consultas y agregar nuevos datos sin tener que 
recurrir a la modificación del esquema de datos. 
Las bases de datos relacionales son difíciles de diseñar, son sumamente ineficientes en 
cuanto a la utilización de espacio en disco y a operaciones de E/S. 
Las bases de datos basadas en columnas, al igual que las relacionales, exigen una 
definición de requisitos para usuarios directos y el diseño físico y lógico de la base de 
datos. También resulta difícil lograr un equilibrio entre la optimización para la 
inserción de nuevos registros con la selección y recuperación de datos. Sin embargo, 
utilizan menos espacio del disco y son más eficientes ante las demandas de E/S. [110] 
 Debido a la abstracción de los valores de su significado, los conjuntos de datos no 
están relacionados con ningún orden o utilización de los registros y nunca deben ser 
reorganizados [68,106,109,110]. 
 Admiten el procesamiento de transacciones y por lo tanto están preparados tanto para 
lectura como escritura de datos [32,120,121]. 
 Los enlaces entre datos se muestran al usuario dependiendo de sus permisos de 
acceso a los datos. De esta forma se facilita la gestión de seguridad del sistema, 
permitiendo crear perfiles de seguridad para los usuarios o grupos de usuarios. 
[32,104,106] 
 La tabla de Elementos en algunos casos es tan compacta que se puede cargar toda o 
parcialmente en memoria, con lo cual el procesamiento de consultas se simplifica 
drásticamente reduciéndose el número de operaciones de E/S a disco [109,111]. 
 No presenta problemas de rendimiento de E/S ocasionados por registros con gran 
cantidad de atributos. Las operaciones de E/S están relacionadas con los datos 
específicos que se han utilizado para el filtrado o que se han solicitado como parte del 
conjunto de resultados. Si una selección utiliza una columna de una tabla con 1.000 
columnas, realiza sólo un acceso indexado individual al conjunto de valores de datos, y 
recupera como resultado sólo las columnas solicitadas. El número de campos en un 
registro no tiene efectos en el rendimiento. [109] 
 Alto rendimiento ya que almacenan una única copia de cada valor, de forma que el 
almacenamiento es compacto y reducido [111]. 
 El mismo conjunto de aplicaciones pueden utilizarse para acceder a diferentes bases 
de datos asociativas sin tener que modificarlos o reescribirlos, de forma que se pueden 
crear nuevas aplicaciones a partir de las existentes con lo cual se ahorran costes de 
desarrollo. Las aplicaciones que acceden a bases de datos relacionales se tienen que 
reprogramar cada vez que los usuarios necesitan acceder a nuevas tablas y columnas. 
[32,103,106,108] 
8.4.2 Inconvenientes 
 Cuando se consultan y se buscan datos, la tabla de Elementos se debe recorrer varias 
veces, el sistema debe reconstruirlos en forma de registro y los elementos se pueden 
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llegar a revisitar múltiples veces, lo que resulta en un alto tiempo de respuesta, que va 
aumentando considerablemente a medida que las tablas de Elementos y Enlaces 
crecen [32,120]. 
 Se pierde la estructura de registro original de datos aunque se mantengan los enlaces 
a los distintos elementos que lo componen [32,120]. 
 El proceso de obtención de información puede ser costoso, ya que los datos no están 
estructurados, lo que puede conllevar a la realización de muchas consultas (como 
associative o incremental queries) hasta encontrar lo que se necesita. Básicamente, se 
trata de un problema de navegabilidad a través de los datos [120]. 
 No se utilizan técnicas de compresión para reducir el tamaño de los elementos [122]. 
 A medida que la base de datos aumenta de tamaño, los elementos se suelen repetir 
con distintos identificadores, ya que en algunos casos resulta muy costoso comprobar 
si un elemento ya existe previamente, con lo que se pueden llegar a crear 
ambigüedades en la base de datos [120,122]. 
 En bases de datos con gran volumen de datos, la tabla de Enlaces puede a llegar a ser 
muy difícil de gestionar, aunque su tamaño sigue siendo muy inferior a la ocupación de 
los datos cargados [122]. 
 Tienen problemas de escalabilidad, ya que normalmente esta arquitectura reside en 
un único sistema, ni se replican los datos, ni se realizan particiones de las tablas, lo que 
puede resultar en baja de disponibilidad de los datos, bajo rendimiento del sistema y 
baja tolerancia a fallos [122]. 
Algunos productos permiten distribuir los datos en varios nodos para poder paralelizar 
la resolución de consultas, y así intentar optimizar el tiempo de respuesta, pero su 
procesado puede resultar lento, debido a que se tiene que recorrer los distintos 
ficheros almacenados en diferentes sistemas hasta encontrar los datos 
correspondientes a la petición [106,109,121]. 
 Todas las modificaciones y eliminaciones de datos se realizan añadiendo enlaces a la 
base de datos. Si se elimina un enlace, lo que se hace es apuntar a un elemento nulo. 
Cuando un elemento se renombra, realmente se crea un nuevo elemento con el nuevo 
nombre y se añade un nuevo enlace que apunte a éste. [32,120] 
8.4.3 Usos 
 Esta arquitectura se encuentra normalmente en sistemas orientados a realizar 
búsquedas por valor. 
 Optimizada para encontrar relaciones entre diferentes elementos, como por ejemplo 
productos, clientes, ventas, etc. 
 Realización de gran cantidad de preguntas para obtener información acerca de los 
elementos almacenados en la base de datos. 
 Se utiliza cuando no existe la necesidad de estructurar los datos en un modelo en 
concreto, o se requiere añadir datos constantemente sin tener que reestructurar cada 
vez, lo que facilita su preparación para su posterior análisis. 
 Pueden interconectarse con sistemas expertos como base de conocimiento para la 
realización de preguntas.
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8.5 Tabla resumen de ventajas e inconvenientes 
Puntos a comparar ROLAP MOLAP Basada en columnas Basada en el modelo asociativo 
Tipo de gestor de bases de datos Relacional 
Multidimensional con arquitectura 
propietaria 
Relacional con variaciones 
Diseño específico que simula a un 
sistema relacional para recuperar los 
datos en forma de registros. 
Orientación de almacenamiento Filas Cubos Columnas Valor 
Estructuras para almacenar los 
datos 
Tablas con filas y columnas Vectores/Matrices Tablas Dos tablas (Elementos y Enlaces) 
Estructuras de acceso 
Índices o escaneo directo de las 
tablas 
Índices implícitos y tablas hash Índices, diccionarios y tablas hash Índices, diccionarios y tablas hash 
Ordenación de los datos 
Por defecto no están ordenados, 
se requieren índices para 
ordenarlos 
Indexación natural debido a la 
estructura de datos en 
vectores/matrices 
Una misma columna se puede 
ordenar de diferentes maneras en 
cada proyección donde aparece 
Los datos no se pueden ordenar en 
disco pero si en tiempo de ejecución 
mediante algoritmos de ordenación 
Acceso a un registro Muy rápido 
Rápido si el conjunto de datos es 
compacto 
Muy lento y poco eficiente Rápido 
Acceso a los todos valores de una 
columna 
Muy lento Lento Muy rápido Lento 
Búsqueda de datos por valor Muy lentas 
Muy lentas. Es posible que el valor 
no esté incluido en el cubo 
Rápida si se conoce en que 
columna se encuentra el valor, 
sino el proceso es lento 
Muy rápidas, aunque no se sepa su 
localización 
Soporte de transacciones Sí. Su gestión resulta rápida No 
Sí, pero las actualizaciones son 
muy ineficientes y puede 
presentar problemas si hay un 
gran número de usuarios 
Sí, aunque su finalidad es el análisis 
Permite inserción / modificación 
/ borrado 
Sí, pero si son constantes el 
sistema resulta ineficiente y es 
necesaria la reorganización de los 
datos o incluso su recarga 
completa 
No, pero algunos sistemas 
permiten cargas incrementales 
para realizar actualizaciones 
Sí, pero es muy ineficiente. 
Optimización con buffers 
intermedios para su posterior 
consolidación 
Sí, resultan eficientes. 
Se efectúan añadiendo un nuevo 
elemento y modificando la estructura 
de enlaces 
Disponibilidad de los cambios 
Inmediatamente después de 
efectuarlos, ya que se modifican 
los datos origen 
Se debe efectuar un proceso de 
consolidación por lotes muy lento 
Normalmente se efectúan cargas 
incrementales 
Inmediatamente después de 
efectuarlos, ya que se modifican los 
datos origen 
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Puntos a comparar ROLAP MOLAP Basada en columnas Basada en el modelo asociativo 
Escalabilidad 
Muy alta, preparado para modelos 
con muchas dimensiones 
Baja, no pensado para muchas 
dimensiones. 
Imposibilidad de contener toda la 
información de detalle en un 
único cubo 
Alta, se admiten tablas con gran 
cantidad de datos y columnas. 
Resulta muy eficiente si los valores 
son similares para poder aplicar 
compresión 
Muy alta desde el punto de vista que 
admite almacenar gran cantidad de 
valores aunque llega un punto que 
resulta costoso no repetir los valores. 
Baja, porque normalmente los datos 
residen en un único sistema 
Flexibilidad de diseño del 
esquema de datos 
Muy alta Media Alta Alta 
Volumen de datos 
Soporta volúmenes de datos muy 
grandes, modelos con 
dimensiones de gran cardinalidad. 
Limitado sólo por el sistema 
operativo 
Resulta muy compacto para 
conjuntos de datos con pocas 
dimensiones 
Puede crecer sin dificultad, 
depende sólo del sistema 
operativo y de las estructuras de 
indexación 
Soporta volúmenes de datos muy 
grandes, la limitación la impone el 
sistema operativo. 
A medida que la tabla de Elementos 
crece, es difícil asegurar que los 
valores son únicos y el tiempo de 
respuesta se eleva 
Ocupación de espacio de disco 
Los datos ocupan mucho espacio 
en disco. 
No se aplican técnicas de 
compresión. 
Hay que tener en cuenta el 
espacio que ocupan los índices y 
las vistas materializadas  
Se pueden utilizar técnicas de 
compresión para reducir el 
espacio. 
Además la indexación implícita no 
ocupa nada en disco 
Los datos ocupan mucho, ya que 
existe redundancia, pero menos 
que en un sistema ROLAP gracias a 
las técnicas avanzadas de 
compresión aplicables a datos 
similares 
Los datos no ocupan mucho espacio 
en disco, incluso pueden ocupar 
menos que los datos origen 
Redundancia de datos 
No se hacen copia de los datos, 
aunque pueden existir copias de 
seguridad, datos distribuidos para 
mejorar el rendimiento o vistas 
materializadas con datos 
replicados 
Existen muchos datos repetidos 
Los datos se pueden repetir en 
diferentes proyecciones con 
distintas ordenaciones 
Cada valor exclusivo se almacena una 
sola vez 
Tipo de datos 
Cualquier tipo, incluso hechos no 
agregables 
Pensados para operar con datos 
numéricos. 
Problemas con descripciones 
textuales y hechos no agregables. 
Cualquier tipo 
Cualquier tipo, incluso archivos de 
gran tamaño como ficheros 
multimedia. 
No requiere la necesidad de definir el 
tipo de datos 
Nivel de granularidad 
Nivel más bajo, aunque existen 
datos precalculados en vistas 
materializadas para acelerar las 
consultas 
Los datos se encuentran ya 
agregados y normalmente la 
información de detalle no se 
incluye en el cubo 
Nivel más bajo, se pueden agregar 
los datos rápidamente en tiempo 
de ejecución ya que se permite 
operar directamente con datos 
comprimidos 
Nivel más bajo, se pueden agregar los 
datos en tiempo de ejecución, 
aunque puede resultar un proceso 
lento si se trata de un gran volumen 
de datos 
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Puntos a comparar ROLAP MOLAP Basada en columnas Basada en el modelo asociativo 
Compresión de datos Muy baja Media Alta Muy alta 
Tratamiento de valores nulos 
Los valores nulos se tratan como 
un valor más que ocupa espacio, 
casi despreciable, en disco. 
Una tabla de grandes dimensiones 
y con muchos valores nulos, 
puede llegar a ocupar demasiado 
espacio en disco, por eso, existen 
productos que utilizan índices 
bitmap para optimizar espacio y 
marcar donde aparece un valor 
nulo 
Ocupan espacio en disco pero se 
pueden comprimir. 
Si hay muchos, pueden llegar a ser 
un problema para el análisis del 
cubo 
No ocupan espacio gracias a las 
técnicas de compresión 
No existe como valor y por lo tanto 
no ocupa espacio en disco 
Disponibilidad de los datos Alta Media Muy alta Media 
Distribución de datos 
Particionamiento y división de 
datos en diferentes nodos para 
mejorar la disponibilidad 
Los cubos se pueden partir y 
distribuir en diferentes sistemas 
para el balanceo de carga 
Los datos se distribuyen en 
diferentes proyecciones que se 
almacenan en varios nodos 
interconectados entre ellos 
No se distribuyen o particionan los 
datos en diferentes nodos, lo que 
reduce su disponibilidad y tolerancia 
a fallos, aunque algunos productos sí 
que lo permiten, pero disminuye su 
tiempo de respuesta 
Concurrencia de usuarios Muy alta Baja Alta Alta 
Etapa de requisitos 
Larga. 
Hay que conocer qué tipo de 
consultas e informes se podrán 
realizar para poder definir las 
vistas materializadas 
Muy larga. 
Hay que definir completamente la 
estructura de los cubos 
dependiendo del tipo de análisis 
que se realizará 
Media / Corta. 
El sistema permite la creación de 
diferentes proyecciones que se 
pueden ir construyendo a medida 
que surgen nuevas necesidades 
Corta. 
No existe la necesidad de definir los 
requisitos previamente, se pueden 
definir después de la carga de los 
datos 
Proceso de carga 
Muy lento. 
Las herramientas ETL se pueden 
personalizar. 
No existe un mecanismo de 
automatizado de carga 
Muy lento, sobre todo con 
grandes volúmenes de datos. 
Existen mecanismos de carga 
automáticos  
Lento / Muy lento. 
Se podría comparar con el 
relacional. Además los datos se 
comprimen a medida que se van 
cargando 
Muy rápido, fácil y automatizado. 
Los datos no se necesitan procesar 
Modelos de datos 
Permite modelar cualquier tipo de 
datos, aunque a veces los modelos 
finales resultan difíciles de 
entender. 
Se diseñan modelos en forma de 
estrella, copo de nieve o 
constelación 
Los modelos de datos son menos 
flexibles. 
Las estructuras de datos que se 
utilizan son muy rígidas lo que 
dificulta el cambio de modelo de 
datos 
Flexibilidad de diseño. 
No existe limitación en el modelo, 
ni tampoco en la definición de 
proyecciones y número de 
columnas ordenadas de diferentes 
maneras. 
Normalmente desnormalizados 
Muy flexibles y no requieren de 
ningún diseño. 
La finalidad es cargar todos los 
valores en la tabla de Elementos y 
materializar las asociaciones entre 
ellos en la tabla de Enlaces. 
Dificultad de modelar los datos Alta Muy alta Media Muy baja 
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Puntos a comparar ROLAP MOLAP Basada en columnas Basada en el modelo asociativo 
Tiempo de respuesta en la 
resolución de consultas 
Muy alto, sobre todo con 
consultas que requieren muchos 
cálculos complejos 
Bajo, sobre todo para datos 
agregados a alto nivel. 
En consultas complejas, depende 
del tipo de cálculos o volumen de 
datos a retornar. 
Bajo, tanto para datos de alto 
nivel de detalle como datos 
agregados 
Bajo, sobre todo en búsquedas por 
valor cuando el tamaño de la tabla de 
Elementos es moderado. 
El tiempo de respuesta aumenta a 
medida que el tamaño de la tabla de 
Elementos crece, y puede llegar un 
momento en que la navegabilidad de 
los datos sea insostenible 
Lenguaje de acceso a datos 
SQL con funciones añadidas por el 
fabricante 
Lenguaje específico del fabricante, 
aunque también se aceptan 
algunas funcionalidades de SQL. 
Existe el lenguaje MDX 
(MultiDimensional eXpressions), 
desarrollado por Microsoft y que 
incorpora SQL Server, aunque 
otros fabricantes lo están 
incorporando en sus productos 
como un estándar 
SQL + Lenguaje específico del 
fabricante 
SQL + Lenguaje específico del 
fabricante 
Tipo de herramientas de acceso 
Cualquier herramienta estándar 
de base de datos relacional. 
Tienden a ser mucho menos 
personalizables 
Herramientas específicas del 
fabricante 
Cualquier herramienta estándar 
de base de datos relacional, 
aunque pueden existir 
herramientas específicas del 
fabricante 
Herramientas específicas del 
fabricante, aunque no hay la 
necesidad de reprogramarlas para 
acceder a distintas bases de datos 
Tipo de consultas 
Consultas que no requieran 
cálculos muy complejos. 
Las consultas se suelen predefinir 
previamente, aunque se pueden 
realizar consultas ad-hoc 
Complejas, aunque deben estar 
relacionadas con la estructura del 
cubo 
Cualquier tipo, incluso complejas. 
Cualquier tipo, incluso complejas. 
Incremental y Associative queries. 
Se pueden añadir nuevas consultas 
sin tener que tocar la estructura de 
datos 
Optimización de consultas 
Se definen vistas materializadas e 
índices join para minimizar el 
tiempo de respuesta 
Algunos datos se encuentran 
precalculados 
Se permite operar con datos 
comprimidos. 
Se accede sólo a las columnas 
solicitadas 
Las búsquedas por valor resultan 
muy eficientes, si el tamaño de la 
tabla de Elementos es moderado.  
Permite encontrar todas las 
ocurrencias de un valor gracias a la 
estructura de enlaces. 
Otro tipo de consultas, resultan 
ineficientes y pueden conllevar 
problemas de navegabilidad a través 
de los datos. 
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Puntos a comparar ROLAP MOLAP Basada en columnas Basada en el modelo asociativo 
Seguridad de acceso a los datos 
Se pueden establecer permisos de 
acceso a usuarios o grupos de 
usuarios a nivel de fila 
Los permisos de acceso se definen 
a nivel de cubo 
Se pueden establecer permisos de 
acceso a nivel de columnas y/o 
proyecciones 
Los permisos de acceso a usuarios o 
grupos de usuarios se definen a nivel 
de enlace 
Análisis OLAP 
Limitado a cálculos no muy 
complejos debido a la baja 
potencia del lenguaje SQL. 
Los fabricantes añaden funciones 
específicas de OLAP 
Cálculos complejos normalmente 
provenientes de datos 
preagregados 
Cálculos complejos. 
Se pueden realizar a gran 
velocidad en tiempo de ejecución 
Cálculos complejos. 
Aunque se pueden realizar en tiempo 
de ejecución, esto hace que estos 
sistemas sean mucho más lentos 
Herramientas de análisis 
Existen muchas herramientas 
estándar que permiten realizar 
informes mediante sentencias 
SQL. 
Específicas de cada fabricante 
aunque son muy personalizables y 
completas funcionalmente 
Aunque se pueden utilizar 
herramientas estándar 
relacionales, los fabricantes 
desarrollan herramientas 
específicas que explotan las 
operaciones de cálculo con 
columnas 
Específicas de cada fabricante. 
Permiten ver los enlaces entre los 
diferentes elementos 
Navegación y análisis de datos 
Limitados por las capacidades de 
SQL y el diseño del modelo de 
datos. 
Se realiza mediante la 
construcción de sentencias SQL. 
Se puede realizar reporting 
operacional. 
Posibilidad de visualizar los hechos 
desde diferentes dimensiones y 
niveles de jerarquía, pero existen 
limitaciones por los requisitos del 
modelo definidos previamente a 
su construcción. 
No adecuado para reporting 
operacional 
Capacidad de analizar tanto datos 
de alto nivel de detalle como 
también datos agregados 
normalmente en tiempo de 
ejecución. Las proyecciones 
permiten ver los datos de distintas 
formas y diferentes ordenaciones 
Capacidad de analizar tanto datos de 
alto nivel de detalle como también 
datos agregados, aunque la finalidad 
es extraer las asociaciones entre los 
valores y encontrar sus ocurrencias 
Agregación de datos 
Los datos se agregan mediante 
vistas materializadas, otros se 
calculan en tiempo de ejecución 
Existen ya precalculados y 
agregados durante el proceso de 
construcción del cubo, y otros se 
realizan en tiempo de ejecución 
Los datos se agregan en tiempo de 
ejecución 
Los datos se agregan en tiempo de 
ejecución 
Gestión de los datos agregados Muy complicada Simple Muy simple Simple 
Utilización de memoria 
Se utiliza gran cantidad de 
memoria para almacenar 
resultados intermedios 
Si el cubo es pequeño se puede 
cargar en memoria, lo que reduce 
E/S 
Permite cargar columnas 
completas para realizar cálculos 
rápidamente. Facilidad de gestión 
de las columnas en memoria 
Si el tamaño de la tabla de Elementos 
es compacto, se puede cargar 
completamente en memoria, de 
forma que se realizan menos accesos 
a disco, que son menos eficientes. 
Utilización de cache para retener los 
valores utilizados frecuentemente 
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Puntos a comparar ROLAP MOLAP Basada en columnas Basada en el modelo asociativo 
Utilización de E/S 
Muy alta. 
Cuando se seleccionan registros se 
accede a todas las columnas 
aunque no se hayan solicitado 
Media, con conjuntos pequeños 
de datos. 
Muy baja. 
Sólo se acceden a los valores que 
se solicitan o que se utilizan como 
filtrado 
Baja. 
Los valores que se usan 
frecuentemente se pueden 
almacenar en memoria lo que reduce 
E/S 
Rendimiento del sistema Muy bajo Medio Alto 
Muy alto, si las consultas son por 
valor y no existe gran cantidad de 
valores. 
El rendimiento disminuye a medida 
que la tabla de Elementos crece. 
Bajo/Muy bajo, si se trata de otro 
tipo de consultas, o consultas con 
cálculos complejos que se deben 
realizar en tiempo de ejecución. 
Rendimiento de CPU Muy bajo 
Medio. 
Muchos de los datos que se 
consultan se encuentran ya 
calculados durante el proceso de 
construcción del cubo 
Muy alto. 
Se pueden realizar operaciones 
con datos comprimidos 
Alto 
Explotación del hardware 
Se utilizan técnicas de 
paralelización para mejorar los 
tiempos de respuesta 
Se utilizan técnicas de 
paralelización, memorias cache 
especiales para almacenar los 
cubos, distribución de los cubos, 
entre otros mecanismos 
Paralelización, distribución de los 
datos en distintos nodos, 
compresión, capacidad de realizar 
cálculos con datos comprimidos, 
etc. 
Paralelización, carga de datos en 
memoria y utilización de memoria 
cache para retener los valores que se 
utilizan frecuentemente 
Disponibilidad de expertos Muy alta Media Muy baja Muy baja 
Disponibilidad de productos 
software 
Muy alta. 
Existen productos ROLAP muy 
buenos que son gratuitos y 
multiplataforma 
Alta Media Baja 
Coste de inversión 
(económicamente, tiempo de 
formación e implantación en una 
empresa) 
Bajo, se puede aprovechar gran 
parte de las infraestructuras que 
ya existen en la empresa 
Alta, tecnologías propietarias Alta Alta 
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8.6 Software escogido como representante de cada arquitectura 
OLAP 
En este apartado se explica muy brevemente cada uno de los sistemas software escogidos 
como representantes de cada arquitectura OLAP, comparadas de forma teórica en el apartado 
anterior. En concreto, se ha comparado ROLAP, MOLAP, la arquitectura basada en columnas y 
la arquitectura basada en el modelo asociativo de datos. 
En el caso de ROLAP y MOLAP, los sistemas que se han escogido son Oracle Database y 
Microsoft SQL Server respectivamente. La razón de utilizar estos dos sistemas, y no otros, 
radica básicamente en su potencia y liderazgo en el mercado como se puede ver en el 
cuadrante mágico de Gartner [123]. Sólo con buscar artículos sobre sistemas de bases de datos 
encontraremos una gran cantidad de ellos sobre estos dos sistemas. Además, Everis es partner 
de los dos fabricantes y mantiene diferentes alianzas con ellos, con lo cual no ha habido ningún 
problema para la obtención de las licencias pertinentes. Además, es interesante realizar una 
comparativa de estos sistemas junto con uno basado en columnas y otro basado en el modelo 
asociativo, para ver si realmente son tan potentes o no, y si las nuevas tecnologías de bases de 
datos los pueden llegar a desbancar del mercado. De momento, tanto Oracle Database como 
Microsoft SQL Server, se posicionan dentro del cuadrante que Gartner denomina líderes del 
sector. 
 
Figura 8-34 Cuadrante mágico de los sistemas data warehouse. 
Fuente: Gartner, 23 de diciembre de 2008, [123] 
En el gráfico se pueden observar dos ejes. El eje vertical contempla la habilidad de ejecución y 
en el eje horizontal encontramos la completitud de visión. 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS PFM 
76 
 
 
La habilidad de ejecución se refiere principalmente en la habilidad y madurez del producto y la 
empresa fabricante. Este criterio también considera la portabilidad del producto y su 
posibilidad para ejecutarse y escalar en diferentes entornos operativos, permitiendo al cliente 
la posibilidad de escoger. Se distingue también entre las soluciones propias de data warehouse 
y las diferentes aplicaciones. También se tiene en cuenta el nivel de satisfacción de los clientes, 
y el éxito de implantación obtenido con el producto, de esta forma se dispone de casos 
prácticos de implantación. [123] 
La completitud de visión trata la habilidad del fabricante para entender las funcionalidades 
necesarias para dar soporte al diseño de las cargas de trabajo del data warehouse, la 
estrategia del producto para alcanzar los requisitos del mercado, y la habilidad para entender 
las tendencias de mercado y la capacidad de liderazgo. La visión de liderazgo es necesaria para 
la viabilidad a largo plazo del producto y de la empresa. [123] 
Según Gartner, las principales fortalezas de Microsoft son que adquiriendo SQL Server se 
obtiene un producto de gran valor a un precio bajo y se incluyen herramientas de análisis muy 
potentes dentro del paquete empresarial. Además ha ganado mucho terreno en empresas con 
data warehouses pequeños y medianos, y que en su última versión ha añadido muchas 
funcionalidades como compresión de datos o políticas de carga de trabajo. Una de las 
fortalezas más destacadas es que ofrece soporte mundialmente, gracias a su red de 
distribuidores, acuerdos con partners, y aplicaciones de terceros, y también destacar que es un 
producto que tiene una gran trayectoria de desarrollo. [123] 
En cambio, según Gartner, sus principales defectos son que SQL Server sólo se encuentra 
disponible para sistemas Windows y la dificultad para administrar grandes sistemas data 
warehouse. [123] 
Oracle se distingue de sus competidores por poseer más del 48% de cuota de mercado de los 
sistemas de gestión de bases de datos relacionales. Ofrece soporte mundialmente, y la 
experiencia de muchas empresas hace que Oracle sea una elección sólida para adquirir un 
sistema de base de datos. Además, en su cartera de productos se incluyen sistemas 
multidimensionales que se integran con su potente sistema relacional Oracle Database. Su 
gran fortaleza es que su plataforma de data warehouse es la más portable del mercado – se 
puede ejecutar en la mayoría de sistemas Linux, Unix o Windows – e incluye una herramienta 
ETL gratuita (Oracle Warehouse Builder) con una opción para verificar la calidad de los datos. 
[123] 
Después de escoger Oracle Database y Microsoft SQL Server como representantes de la 
arquitectura ROLAP y MOLAP respectivamente, sólo falta saber qué sistema basado en 
columnas y qué sistema basado en el modelo asociativo se escogerán. Para ello, previamente 
se ha realizado un poco de investigación sobre qué productos de este tipo ofrece actualmente 
el mercado. 
Al tratarse de un estudio comparativo se quiere ejecutar las pruebas sobre entornos lo más 
parecidos entre sí, por eso se ha decidido que se realizará sobre un entorno Windows, 
principalmente porque Microsoft SQL Server sólo se encuentra disponible para esta 
plataforma. En el caso de Oracle Database no hay ningún problema, ya que también se puede 
ejecutar en plataformas Windows, pero de alguna forma, esto limita la elección del sistema 
basado en columnas y el basado en el modelo asociativo. Otro factor importante a la hora de 
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elegir es la posibilidad de adquirir una versión de evaluación, ya que obtener una licencia de 
alguno de los sistemas comerciales tiene un coste elevado y los fabricantes normalmente no se 
muestran interesados en proporcionar una tan fácilmente, debido a que sólo se trata de un 
estudio y no de implantación real en una empresa. 
En la Tabla 8-10 y la Tabla 8-11 se muestra un listado de los sistemas más importantes de cada 
tipo. En cada uno de los listados se especifica la plataforma o plataformas sobre las cuales se 
puede ejecutar cada uno de los sistemas, la posibilidad de obtener una versión de evaluación y 
el tipo de licencia. 
Sistemas basados en columnas 
Nombre del producto Plataforma 
Disponibilidad de 
versión evaluación 
Tipo de licencia 
Sybase IQ 
Windows, Linux, 
SUN Solaris, HP-UX 
Sí (demo de 60 
minutos a través de 
web) 
Comercial 
Vertica Analytical Database Linux, VMware VM Sí (30 días) Comercial 
Alterian Engine Windows No Comercial 
Valentina Office Server 
Windows, Linux, 
MacOSX 
Sí (30 días) Comercial 
KDB+ 
Windows, Linux, 
Solaris, MacOSX 
Sí (versión 32 bits) Comercial 
Sensage Event Data Warehouse Linux No Comercial 
1010data Tenbase 
Propietaria - 
Servicio web 
Sí (30 días a través 
de servicio web) 
Comercial 
DataProbe Windows No Comercial 
Google BigTable Propietaria 
Sí (a través de 
servicio web) 
Comercial 
EXASolution 
Propietaria basada 
en Linux 
No Comercial 
Skytide Analytical Platform Linux No Comercial 
SuperSTRAR N/D No Comercial 
ParAccel Analytic Database Linux No Comercial 
KickFire 
Propietaria basada 
en Linux 
No Comercial 
CNX Data Warehouse 
Propietaria basada 
en Linux 
No Comercial 
SAND/DNA Analytics 
Windows, Linux, 
HP-UX, Sun 
No Comercial 
InfoBright Enterprise Edition Linux Sí (30 días) 
Comercial open-
source 
Xplain DBMS Linux 
Sí. Versión final 
totalmente funcional 
y gratuita 
Comercial open-
source 
C-Store Linux Open-source 
FastBit Windows, Linux Open-source 
InfoBright Community Edition 
Windows, Linux, 
VMware VM 
Open-source 
LucidDB Windows, Linux Open-source 
MonetDB Windows, Linux Open-source 
HBase Windows, Linux Open-source 
HyperTable Linux Open-source 
Tabla 8-10 Listado de los principales sistemas de gestión de bases de datos basados en columnas. 
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Sistemas basados en el modelo asociativo 
Nombre del producto Plataforma 
Disponibilidad de 
versión evaluación 
Tipo de licencia 
Sentences Enterprise Edition 
Windows, Linux, 
Solaris 
Sí (6-8 meses) Comercial 
iLuminate Windows No Comercial 
Relavance N/D No Comercial 
QlikView Windows 
Sí (versión Personal 
sin limitaciones) 
Comercial 
Tabla 8-11 Listado de los principales sistemas de gestión de bases de datos basados en el modelo asociativo. 
Una vez encontrados los diferentes productos que se ofrecen en el mercado, se ha establecido 
contacto con diferentes fabricantes. Para el sistema basado en columnas, Everis está 
realizando un proyecto con el sistema de base de datos del fabricante Alterian, con el que 
mantienen un acuerdo de partners, y se aprovechará la oportunidad para llevar a cabo el 
estudio práctico con su sistema, paralelamente al desarrollo del proyecto. 
En el caso del sistema basado en el modelo asociativo, se ha intentado obtener una licencia del 
sistema iLuminate, pero finalmente no se ha llegado a ningún acuerdo con el fabricante. 
Descartado iLuminate, se ha probado la versión de evaluación de Sentences Enterprise Edition, 
cuya última versión apareció en 2003, pero debido a que Lazy Software no prevé continuar con 
el desarrollo del producto y que la empresa ha sido liquidada, también se ha descartado. 
Además, no es posible acceder a Sentences a través de un cliente de análisis estándar, así 
como también, tiene la imposibilidad de cargar masivamente datos y la insuficiencia de 
funcionalidades de análisis de datos. Finalmente, se ha decidido realizar el estudio con el 
sistema QlikView ya que dispone de una versión de uso personal sin ninguna limitación. 
Por lo tanto, los representantes software de cada arquitectura OLAP para la realización de la 
parte práctica del estudio serán Oracle Database como representante de ROLAP; Microsoft 
SQL Server como representante de MOLAP; Alterian Engine como representante de la 
arquitectura basada en columnas; y finalmente QlikView como representante de la 
arquitectura basada en el modelo asociativo. 
Los cuatro subapartados siguientes describen muy brevemente los cuatro sistemas software 
elegidos. 
8.6.1 Oracle Database 
  
Oracle Database es un sistema de gestión de bases de datos relacional desarrollado por Oracle 
y actualmente se encuentra en la versión 11g, lanzada en julio de 2007 [124]. Aunque se trata 
de un sistema relacional, también permite realizar análisis multidimensional gracias a Oracle 
OLAP, que proporciona una completa base de datos multidimensional dentro del propio motor 
relacional [125]. 
En su versión ROLAP (sin incorporar Oracle OLAP), es necesario un cliente por encima del 
sistema que permita realizar el acceso a los datos y el análisis dinámico propiamente dicho, ya 
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que en este caso Oracle Database sólo se utiliza para el almacenamiento de datos, pero que 
éstos se encuentran con una estructura concreta para asegurar un alto rendimiento. Por lo 
tanto, hay que definir el modelo previamente pensando en las consultas e informes que se 
solicitarán al sistema, y preagregar datos y construir vistas materializadas para acelerar el 
procesamiento de las consultas. [125] 
En la Figura 8-35 se muestra un esquema con los diferentes componentes que componen 
Oracle Database, alguno de ellos opcionales. Como se puede observar, el sistema admite 
almacenamiento de los datos, tanto de tipo relacional como multidimensional. 
Oracle Call Interface
Relational Technology
SQL Engine
Object Technology
Table Functions
OLAP Technology
Multidimensional 
Engine
Storage
Relational Data
Multidimensional
Data
Oracle Database
OLAP APIMetadata
JDBC
 
Figura 8-35 Arquitectura de componentes de Oracle Database. 
Fuente: Ratan Vakil, Analista de negocios de Oracle, [126] 
Algunos de los principales beneficios de este producto son los siguientes [127]: 
 Movimiento y latencia de datos reducida: no existe la necesidad de replicar los datos 
en estructuras propietarias OLAP, ni tampoco en otro tipo de estructuras, ya que los 
datos dimensionales se estructuran directamente dentro del motor relacional Oracle 
Database. 
 Baja complejidad y bajos costes: simplifica los costes y las infraestructuras necesarias. 
No necesita hardware adicional para disponer de Oracle OLAP y sólo se necesita 
mantener un solo servidor y modelo de seguridad. Oracle OLAP permite acceder a los 
datos multidimensionales mediante consultas SQL, de esta forma se pueden utilizar las 
herramientas de acceso ya existentes, las mismas aplicaciones de negocio, y los 
usuarios no han de aprender nuevos lenguajes. 
 Alta escalabilidad y disponibilidad: el acceso a la información es rápido y siempre 
altamente disponible. Oracle permite el soporte de bases de datos multidimensionales 
y relacionales con grandes volúmenes de datos, y además, es capaz de dar acceso 
continuo a los datos a un gran número de usuarios de forma concurrente. 
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En el paquete también se incluyen otras herramientas, entre las cuales están [126]: 
 Oracle Warehouse Builder: permite construir el data warehouse, y además incluye 
asistentes ETL para cargar los datos. 
 Oracle Enterprise Manager: permite describir y administrar los modelos de datos 
lógicos de la base de datos. 
 Analytic Workspace Manager: un espacio de trabajo analítico es un contenedor que 
mantiene los objetos y datos multidimensionales que son manipulados por el motor 
de cálculo multidimensional incluido en el sistema. Esta herramienta nos permite 
gestionar los diferentes espacios de trabajo analíticos. El Analytic Workspace Manager 
y el motor multidimensional se han diseñado para procesar eficientemente cálculos 
multidimensionales con rapidez. 
 OLAP DML: permite programar el espacio de trabajo del modelo de datos y definir 
todos sus objetos. 
Su versión empresarial ofrece un alto rendimiento, escalabilidad, seguridad y confianza. Está 
preparado para implantarse tanto en plataformas Windows, Linux y Unix. [128] 
8.6.2 Microsoft SQL Server 
 
Microsoft SQL Server es un sistema de bases de datos desarrollado por Microsoft en 1989, 
junto con Sybase y Ashton-Tate, y actualmente se encuentra en la versión 2008, lanzada el 
agosto pasado [129]. 
Aunque estrictamente se trata de un sistema de gestión de bases de datos relacional que se 
basa en los lenguajes ANSI SQL y Transact-SQL [129], su motor analítico Analysis Services 
permite almacenar los datos multidimensionalmente y lo transforma en una potente 
herramienta para realizar análisis dinámico de alto rendimiento [130], permitiendo escoger 
modo de almacenamiento ROLAP, MOLAP o HOLAP. Además, Microsoft, como se ha citado en 
la comparativa, en 1999 incorporó a SQL Server el potente lenguaje de consulta y cálculo MDX 
(MultiDimensional eXpressions) para las bases de datos analíticas [76]. Aunque no se trata de 
un estándar abierto, muchos fabricantes como Microstrategy, Pentaho o SAP, también lo han 
incorporado en sus productos [65,76]. 
SQL Server es una plataforma global de base de datos que ofrece administración de datos 
empresariales con herramientas integradas de business intelligence. Su motor de bases de 
datos constituye el núcleo de este sistema, y ofrece almacenamiento seguro y confiable, tanto 
para datos relacionales como estructurados, lo que permite crear y administrar aplicaciones de 
datos altamente disponibles y con mayor rendimiento. [130] 
Combina lo mejor en análisis, información, integración y notificación. Tiene un amplio 
conjunto de ventajas entre las cuales están [130,131]:  
 Soporte de transacciones. 
 Escalabilidad, estabilidad y seguridad. 
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 Dispone de un potente entorno gráfico de administración que permite el uso de 
comandos gráficos. 
 Permite trabajar en modo cliente/servidor, donde la información y datos se alojan en 
el servidor, y los terminales o clientes de la red sólo acceden a la información. 
 Permite administrar información de otros servidores de datos de forma centralizada. 
 Es capaz de poner grandes cantidades de datos a disposición de muchos usuarios de 
forma simultánea. 
 Es capaz de gestionar cualquier tipo de datos, en cualquier sitio y en cualquier 
momento. 
Se pueden desarrollar aplicaciones complejas, ya que incluye interfaces de acceso para varias 
plataformas de desarrollo, entre ellas .NET, pero Microsoft SQL Server sólo está disponible 
para plataformas Windows. [130] 
La Figura 8-36 ilustra los componentes básicos de SQL Server como parte importante de 
Windows Server System y se integra con Microsoft Visual Studio, Microsoft BizTalk Server y 
Microsoft Office System. 
 
Figura 8-36 Arquitectura de Microsoft Data Platform. 
Fuente: Microsoft Corporation, [130] 
8.6.2.1 Tecnologías que incluye Microsoft SQL Server 
SQL Server es una plataforma de base de datos y análisis de datos que se puede utilizar tanto 
para OLTP a gran escala, como también para OLAP, almacenamiento de datos y motor de 
datos de aplicaciones de comercio electrónico. 
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Microsoft SQL Server ofrece una gran variedad de funcionalidades, que se describen a 
continuación agrupadas por tecnologías básicas [130,132]:  
 Reporting Services: es una nueva plataforma de elaboración de informes basada en 
servidor que se puede utilizar para crear y administrar informes tabulares, matriciales, 
de gráficos y de formato libre con datos extraídos de orígenes de datos relacionales y 
multidimensionales. Los informes creados se pueden visualizar y administrar mediante 
una conexión basada en Web. 
 Analysis Services: proporciona funciones de procesamiento analítico en línea (OLAP) y 
minería de datos para aplicaciones de business intelligence. Analysis Services admite 
OLAP al permitir diseñar, crear y administrar estructuras multidimensionales que 
contienen datos agregados desde otros orígenes de datos, por ejemplo bases de datos 
relacionales. Además, permite escoger que tipo de arquitectura de almacenamiento se 
desea: ROLAP, MOLAP o HOLAP. 
 Data Mining: ofrece un entorno integrado para crear modelos de minería de datos y 
trabajar con ellos. Se pueden construir modelos analíticos complejos e integrar esos 
modelos con operaciones comerciales. 
 Integration Services: es una solución de transformación e integración de datos 
empresariales que se puede utilizar para extraer, transformar y consolidar datos desde 
distintos orígenes y moverlos a uno o varios destinos. 
 Notification Services: es una plataforma que permite desarrollar e implementar 
aplicaciones que generan y envían notificaciones. Permite generar y enviar mensajes 
personalizados y oportunos a miles de millones de suscriptores y puede entregar los 
mensajes a una gran variedad de dispositivos. 
 Alta disponibilidad: ofrece varias opciones para proporcionar una alta disponibilidad 
para un servidor o una base de datos. Una solución de alta disponibilidad enmascara 
los efectos de un error de hardware o software y mantiene la disponibilidad de las 
aplicaciones a fin de minimizar el tiempo de inactividad que perciben los usuarios. 
 Seguridad: incluye varias características de seguridad configurables y de gran 
precisión. Estas características permiten a los administradores implementar una 
defensa optimizada para los riesgos de seguridad específicos de su entorno. 
 Administración: dispone de un entorno de gestión que permite administrar varias 
instancias de SQL Server, y herramientas para la monitorización del rendimiento, 
detección de incidencias y optimización, con las cuales los administradores pueden 
gestionar mejor sus instancias de SQL Server y sus bases de datos. 
 Rendimiento y Escalabilidad: es una plataforma de datos corporativos. Incorpora 
tecnologías que permiten ampliar la escalabilidad vertical (en cada máquina) y 
horizontal (para bases de datos muy grandes) y herramientas de optimización del 
rendimiento. 
 Información espacial: dispone de soporte para datos espaciales con lo que las 
organizaciones pueden obtener, utilizar y distribuir información espacial precisa 
mediante aplicaciones que aprovechan este tipo de datos y, en definitiva, contribuye a 
mejorar los procesos de toma de decisión.   
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8.6.3 Alterian Engine 
 
Alterian Engine es un sistema de bases de datos basado en columnas, desarrollado por la 
compañía Alterian, pensado para realizar análisis dinámico al máximo nivel de detalle de los 
datos, incluso en aquellas bases de datos corporativas de gran dimensión. Actualmente, se 
encuentra en la versión 2.3. [133] 
El fabricante Alterian denomina CBAT (Column-Based Analytical Technology) a su arquitectura 
OLAP basada en columnas, lo que puede confundir, ya que se trata de OLAP tradicional que 
estructura los datos en columnas y no en filas ni cubos, sin la necesidad de realizar 
agregaciones. Esto permite a los usuarios realizar análisis dinámico a gran velocidad y con la 
máxima granularidad de los datos. La indexación natural de cada columna en este tipo de 
sistemas y el acceso a disco, para leer sólo las columnas requeridas por las consultas, hace que 
esta arquitectura sea verdaderamente potente, sin la necesidad de grandes infraestructuras 
hardware, pero sin perder la flexibilidad y potencia en el análisis de datos. [134] 
Alterian Engine es un sistema de bases de datos de alto rendimiento específicamente diseñado 
para ejecutar consultas ad-hoc complejas, que abarcan grandes volúmenes de datos y dan 
resultados en cuestión de segundos, y por tanto se caracteriza por su velocidad y capacidad de 
almacenaje de datos. Algunas de sus características son [135]: 
 Alto rendimiento: ejecución rápida de consultas, análisis y transformaciones con 
grandes volúmenes de datos. 
 Rediseño del modelo de datos: el sistema permite rediseñar el modelo de datos en 
cualquier momento según las necesidades de la empresa, así como también existe la 
posibilidad de añadir o derivar nuevos datos. 
 Arquitectura cliente/servidor: el motor permite el acceso concurrente de múltiples 
usuarios a las bases de datos. 
 Facilidad de implantación: Alterian Engine utiliza una estructura relacional, lo que evita 
que la mayoría de empresas tengan que rediseñar el modelo de datos de sus sistemas 
operacionales para cargar los datos en el nuevo sistema, y por tanto tienen total 
flexibilidad en la carga de datos. 
 Integración con otros sistemas: los datos se pueden cargar o exportar en diferentes 
formatos estándar. Existe la posibilidad de conectar el motor con otras aplicaciones, 
como por ejemplo Microsoft Office. 
 Administración centralizada: la consola de administración permite gestionar 
remotamente más de un servidor y aplicación a la vez desde cualquier estación de 
trabajo. 
 Desarrollo de aplicaciones: el usuario puede desarrollar sus propias aplicaciones para 
el acceso, visualización y análisis de los datos. 
Disponible sólo para plataformas Windows, Alterian Engine está incluido en la plataforma 
Alterian Suite, el conjunto de aplicaciones de Alterian que permiten el tratamiento, análisis,  
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almacenaje y compartición de grandes volúmenes de datos, la construcción de informes 
detallados y el desarrollo de nuevas aplicaciones para datos. Alterian Suite se completa con las 
siguientes aplicaciones [133]: 
 Alterian iLoader proporciona la integración de datos procedentes de diferentes 
fuentes, para posteriormente cargarlos a gran velocidad en el motor de Alterian. 
Permite construir columnas derivadas, determinar cuál es la indexación óptima de las 
columnas y construir los índices en paralelo mientras se va efectuando la carga de 
datos. 
 Alterian Studio es el entorno de desarrollo integrado que proporciona más de 120 
módulos analíticos, componentes y controles personalizables, listos para desarrollar 
nuevas aplicaciones con interfaces gráficas para el análisis y manipulación de datos. 
Además, Alterian Studio se puede utilizar como analizador y explorador de datos 
aprovechando los componentes ya disponibles, como informes estándar, y sin la 
necesidad de desarrollar nada. 
 Alterian Distributor se trata de un servidor para trabajo en grupo que permite a los 
usuarios de Alterian Studio compartir sus desarrollos y conocimientos. Esta potente 
herramienta permite a los usuarios compartir vistas de las bases de datos definidas en 
el motor, distribuir los informes creados, así como también, sus resultados analíticos, 
entre muchas otras funcionalidades. Incluye un gestor de seguridad que permite 
definir los permisos de acceso a los datos a nivel de columna. 
8.6.4 QlikView 
 
QlikView es una aplicación de análisis basada en el modelo asociativo desarrollada por 
QlikTeck. Actualmente, su última versión estable es la 9.0. No se trata de un sistema de gestión 
de base de datos en sí, pero permite integrar distintas fuentes de datos dentro de su exclusivo 
y patentado sistema de almacenaje asociativo, para posteriormente realizar análisis dinámico 
con un alto rendimiento. 
Es capaz de analizar cantidades masivas de datos a gran velocidad, gracias a su modelo 
asociativo de datos en memoria. Su principal premisa es que todos los datos se deben 
mantener en memoria, y todos los cálculos deben realizarse cuando se requieren, y no antes. 
Ofrece la posibilidad de realizar análisis fuera de línea, de forma que los usuarios pueden 
trabajar con los datos sin la necesidad de estar conectados a ninguna fuente de datos mientras 
se están analizando. [136] 
QlikView permite a los usuarios trabajar de manera conjunta para analizar los datos y 
compartir la información obtenida entre ellos. Las aplicaciones, los informes y gráficos 
específicos pueden personalizarse conforme a las necesidades concretas del usuario pudiendo 
luego compartirse. [136] 
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Según el fabricante, las características que diferencian QlikView del resto de plataformas son 
[137]: 
 Facilidad y rendimiento para realizar análisis y reporting de datos en memoria, 
manteniendo el nivel de agregación y detalle de los datos sin la necesidad de creación 
de cubos multidimensionales, que requieren mucho tiempo. 
 Arquitectura integrada de análisis fácil de utilizar, desde herramientas ETL para la 
carga de datos hasta herramientas para el desarrollo de aplicaciones. 
 Flexibilidad en el análisis de datos, permite analizar cualquier conjunto de datos, así 
como también, existe la posibilidad de realizar cambios en el modelo de datos en 
cualquier momento. 
 Facilidad de implantación y despliegue de la plataforma. 
 Facilidad de aprendizaje y uso del conjunto de aplicaciones por parte de los usuarios. 
 Excelente escalabilidad de los datos, gracias al aprovechamiento de la potencia de los 
recursos hardware. 
 Posibilidad de sincronizar los datos de las aplicaciones para obtener los últimos 
cambios, ya que los usuarios pueden trabajar en modo fuera de línea. 
La Figura 8-37 muestra un diagrama de la potente plataforma de QlikView, que se caracteriza 
por su simplicidad de uso. La plataforma está compuesta por un conjunto de aplicaciones que 
cubren las necesidades de los usuarios mediante una arquitectura integrada que se detalla a 
continuación [136]: 
 QlikView Developer, para los desarrolladores, es la herramienta pensada para el 
desarrollo de aplicaciones QlikView. Permite cargar de datos procedentes de distintas 
fuentes, para posteriormente acceder a ellos a través de una sola aplicación. El 
asistente de carga soporta más de 200 funciones para la limpieza, manipulación y 
agregación de datos. Ofrece una interfaz intuitiva y una multitud de asistentes que 
permiten el desarrollo rápido de aplicaciones. 
 QlikView Publisher, para la distribución, es la herramienta que nos asegura que la 
información llega al usuario correcto en el momento adecuado. Permite publicar los 
análisis de los datos en la red de la empresa para que estén disponibles para todos los 
usuarios del negocio. Proporciona el control completo de la distribución de las 
aplicaciones creadas con QlikView, la automatización del proceso de actualización de 
los datos y garantiza que sólo los usuarios con permisos puedan acceder a las 
aplicaciones distribuidas. 
 QlikView Server, para la seguridad, es el núcleo de la plataforma de QlikView. Éste 
garantiza que todos los usuarios tengan acceso a los últimos datos y análisis 
independientemente de su ubicación. Independiente del cliente de acceso QlikView 
que se utilice, QlikView Server proporciona acceso a la última versión publicada de 
cada aplicación. 
 QlikView Profesional, para los usuarios avanzados, permite crear, cambiar o modificar 
el diseño de las aplicaciones QlikView. Los usuarios pueden actualizar las fuentes de 
datos existentes, y trabajar con cualquiera de las aplicaciones locales o distribuidas a 
través de QlikView Server. Permite trabajar con los datos fuera de línea, incluidos en 
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las aplicaciones, o bien, conectarse a las fuentes de datos originales, sin ninguna 
limitación. 
 QlikView Analyzer, para los usuarios finales, es la aplicación que permite a los usuarios 
conectarse al servidor de aplicaciones QlikView Server. Permite realizar análisis de 
datos fuera de línea y ofrece funcionalidades de reporting. Esta herramienta se puede 
ejecutar como cliente Windows, cliente Java, cliente AJAX, o bien, desde el plug-in 
para el navegador Internet Explorer.  
 
Figura 8-37 Arquitectura de la plataforma QlikView. 
Fuente: QlikTech, [137] 
La plataforma de QlikView sólo se encuentra disponible para sistemas operativos Windows (32 
y 64 bits), y sus aplicaciones están optimizadas para aprovechar y hacer uso de todos los 
recursos hardware disponibles, con el fin de conseguir el máximo rendimiento posible. 
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9 Estudio práctico de los sistemas 
9.1 Introducción a la parte práctica 
Después de analizar las diferencias de cada una de las arquitecturas OLAP desde un punto de 
vista teórico, en esta parte se lleva a cabo un estudio de carácter más práctico. 
La finalidad de esta parte es obtener una comparativa práctica de las arquitecturas OLAP, 
tanto de las tradicionales como de las más recientes, mediante los sistemas software reales 
escogidos. Se quieren especificar sus puntos fuertes, de forma que se tenga claro en qué casos 
es más adecuado utilizar cada una de ellas. 
Cada sistema software escogido se ha instalado en un entorno de pruebas independiente y 
separado del resto. El objetivo es realizar un conjunto de pruebas definido previamente para 
obtener información sobre cada uno de ellos, para posteriormente analizarla y construir una 
comparativa práctica de las cuatro arquitecturas OLAP ejecutándose en entornos reales. Estos 
entornos se ha intentado que sean lo más parecidos posibles a los de producción 
empresariales. 
En los siguientes apartados, se explica en detalle los entornos de prueba construidos, y los 
pasos que se han seguido para su instalación. Además, se describe el conjunto de pruebas que 
se realizarán en cada uno de los sistemas, así como también, el modelo de datos que se ha 
cargado en ellos para realizar las pruebas. 
Se conoce la existencia del benchmark TPC-H, pensado para analizar sistemas decisionales a 
partir de un elaborado conjunto de pruebas. Al principio de este proyecto se había barajado la 
posibilidad de utilizarlo; finalmente se ha decidido no seguirlo (sí que se cogerán ideas de 
éste), ya que emplea un modelo de datos ficticio sobre pedidos y ventas de una empresa, y en 
este caso se desea utilizar un modelo de datos real, que se explicará en los apartados 
siguientes. 
9.2 Descripción e instalación de los entornos de prueba 
Los entornos de prueba se han construido sobre el sistema de virtualización VMware. Este 
sistema permite reducir los costes de hardware, de forma que permite ejecutar múltiples 
sistemas físicos como máquinas virtuales, en un solo ordenador. Las máquinas virtuales  
reducen el tiempo de instalación y configuración de sistemas, maximizando los recursos para 
ejecutar aplicaciones y acceder a datos mediante un solo sistema operativo. 
En total se han construido cinco máquinas virtuales sobre las que se ha instalado el mismo 
sistema operativo Microsoft Windows Server 2003 Enterprise Edition con el Service Pack 2. Las 
cinco máquinas se han repartido de la siguiente forma: cuatro se han utilizado para cada uno 
de los software OLAP escogidos (Oracle Database 11g, Microsoft SQL Server 2008, Alterian 
Engine y QlikView), y la restante se ha utilizado para instalar la herramienta cliente Cognos 
para acceder a Oracle Database y Microsoft SQL Server. 
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El motivo por el cual no se utiliza la herramienta Cognos para acceder a los sistemas Alterian 
Engine y QlikView es básicamente debido a que éstos ya disponen de herramientas de análisis 
propias. Además, Alterian Engine sólo permite conectividad ODBC desde otros sistemas, y su 
rendimiento es tan bajo, que podría alterar los resultados de las pruebas. En el caso de 
QlikView, la versión que se ha utilizado no dispone de ningún tipo de conectividad, aunque en 
algunas versiones anteriores se disponía de conectividad ODBC de sólo lectura, pero el 
conjunto de operaciones para acceder a los datos era muy reducido. 
 
Figura 9-38 Ventana de inicio de VMware Workstation 6. 
 
 
Figura 9-39 Logotipo de Microsoft Windows Server 2003. 
 
Instalando la misma plataforma en todos los entornos se asegura que las pruebas se realizan 
bajo las mismas condiciones base, ya que si se utilizaran diferentes sistemas operativos se 
tendrían que tener en cuenta las posibles variaciones en los resultados que pudiera haber al 
tener distintas plataformas. 
Ya se ha comentado en el apartado 8.6 Software escogido como representante de cada 
arquitectura OLAP, que el motivo por el cual se ha utilizado la plataforma Windows es porque 
Microsoft SQL Server sólo se ejecuta sobre esta plataforma, lo que ha condicionado la 
elección. 
Para construirlas primeramente se ha definido una máquina virtual de plantilla en la cual sólo 
se ha instalado el sistema operativo con las correspondientes actualizaciones, y se ha ido 
clonando para obtener las cuatro máquinas virtuales para los sistemas software OLAP, y una 
máquina para instalar la herramienta cliente. 
Una vez clonadas, se ha procedido a instalar el software correspondiente en cada una de ellas. 
El proceso de instalación se puede seguir en el apartado 20 Anexo: Entornos de prueba, en el 
cual se explica en detalle los pasos seguidos para la instalación de todos los entornos de 
prueba. 
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Figura 9-40 Ventana de VMware Workstation mostrando el panel de configuración de la máquina virtual plantilla. 
 
Figura 9-41 Máquina virtual plantilla en ejecución. 
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9.3 Descripción del modelo de origen de datos 
El modelo de datos que se utilizará como origen en las pruebas de los sistemas, procede de un 
proyecto que Everis desarrolló en 2007 para una entidad del sistema sanitario catalán (en 
adelante, ESSC). El objetivo del proyecto era la implantación de una herramienta de business 
intelligence para la Unidad de Farmacia de la ESSC que permitiera analizar datos sobre 
pacientes, en concreto sus prescripciones activas, las prescripciones diarias y su diagnóstico 
activo. En la Figura 9-42 se muestra el esquema conceptual del proyecto. 
 
Figura 9-42 Esquema conceptual de ESSC perteneciente al proyecto desarrollado por Everis. 
ESSC dispone de una Estructura Organizativa que define un modelo territorial y funcional 
interno concreto, formando la siguiente jerarquía: 
1. Àmbit: es la unidad básica territorial en la que se divide el territorio de actuación de 
ESSC. 
2. Zona Geogràfica o Servei d’Atenció Primària (SAP): es la subdivisión del Àmbit 
territorial en zonas geográficas. 
3. Unitat productiva (UP): corresponde a un Equip d’Atenció Primària (EAP). Está 
formada por un conjunto de proveedores con la finalidad de dar servicio a un conjunto 
concreto de población. 
4. Metge: es la persona autorizada legalmente y con un título profesional que se 
responsabiliza de las funciones relacionadas con la atención médica en beneficio de los 
pacientes. 
5. Pacient: es la persona que se encuentra bajo atención médica. 
 
Cost Diari Tractament 
Cost Tractament Nombre de Pacients 
Nombre Principis Diferents 
Nombre de Medicament 
Diferents 
Durada Tractament 
Nombre de Receptes 
Nombre d’Envasos 
Evolució temporal de la prescripció 
Estructura 
organitzativa 
 
Catàleg de Productes 
Codis ATC 
Medicament 
Grup 
Terapèutic 
Traçador de 
Patologies 
Principi 
Actiu 
Catàleg de 
Problemes de Salut o 
Patologies 
PACIENT 
Problemes de Salut 
Actius 
 
Prescripció Activa 
Data alta 
Prescripció 
Motiu 
Prescripció 
Prescripció 
Crònica 
MÉTRICAS 
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Los pacientes atendidos en los centros de ESSC reciben la prescripción de un medicamento 
(almacenado en el Catàleg de Productes) debido a un problema de salud (almacenado en el 
Catàleg de Problemes de Salut o Patologies), y por tanto se genera una nueva Prescripció 
Activa a partir del paciente, el medicamento prescrito y el problema de salud detectado; y de 
forma análoga, se registra un nuevo Problema de Salut Actiu con el paciente. 
Estos pacientes habrán sido atendidos por un médico, y también están asignados a un médico, 
que puede ser o no, el mismo que le haya realizado la prescripción. Los médicos también 
forman parte de la estructura organizativa jerarquizada, anteriormente explicada. 
Relacionados con la Prescripció Activa se encuentran los conceptos siguientes: 
 Motiu Prescripció: se trata de un problema de salud que relaciona un médico con el 
tratamiento del problema de salud asociado a la prescripción. 
 Prescripció Crònica: prescripción de un medicamento a largo plazo debido a un 
problema de salud, con fin o cura no previsible claramente, o que nunca sucederá. 
 Data alta de la Prescripció: es la fecha en la que se ha prescrito el medicamento. 
Relacionados con el Catàleg de Productes se encuentran los conceptos siguientes: 
 Principi Actiu: componente químico que permite desarrollar una reacción química. 
Ejemplo: ácido acetilsalicílico. 
 Codis ATC: se trata de los códigos de clasificación Anatómico-Terapéutico-Química de 
los principios activos, asignados por el Collaborating Centre of Drug Statistics 
Methodology de la Organización Mundial de la Salud (OMS). Este sistema es una 
herramienta utilizada para investigar el uso de los medicamentos con el objetivo de 
mejorar la calidad en el uso de los mismos. 
 Medicament: preparado farmacéutico que se obtiene a través de principios activos, 
con o sin substancias, que se utiliza para la prevención, alivio, diagnóstico, 
tratamiento, cura o rehabilitación de un problema de salud. 
 Traçador de Patologies: se trata de un conjunto de principios activos que se pueden 
prescribir para tratar un mismo problema de salud. 
 Grup Terapèutic: agrupación de medicamentos definida por CatSalut, según los 
principios activos principales presentes en la prescripción activa. 
Mediante la nueva plataforma BI se pretendía que el usuario pudiera analizar las 
prescripciones activas y problemas de salud disponibles desde diferentes perspectivas de 
negocio (Principi Actiu, Codis ATC, Medicament, etc.), a través de la obtención de métricas 
como número de pacientes, coste del tratamiento, duración del tratamiento, entre otras. 
Debido a la complejidad del modelo de datos que se definió para el proyecto, se ha decidido 
extraer sólo una parte. Para realizar el análisis de las prescripciones activas y los problemas de 
salud, se han seleccionado las siguientes perspectivas de negocio: Prescripció Crònica, Principi 
Actiu, Codis ATC, Medicament, Estructura Organitzativa y Catàleg de Problemes de Salut o 
Patologies. 
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9.3.1 Estructura y jerarquía de las perspectivas de negocio 
Las perspectivas de negocio seleccionadas son sólo un subconjunto de los conceptos de 
negocio del funcionamiento de ESSC, y cada una de ellas tiene una estructura y jerarquía 
concreta que se presenta a continuación.  
Perspectiva de negocio Catàleg de Problemes de Salut o Patologies 
Descripción de la perspectiva 
Catálogo jerárquico de problemas de salud. 
Jerarquía 
Capítol 
Capítulo al que pertenece el Problema 
de Salud 
Nivell 
Nivel al que pertenece el Problema de 
Salud 
Agrupació de Problemes de Salut Agrupación de Problemas de Salud 
Problema de Salut Nombre del Problema de Salud 
 
Perspectiva de negocio Codis ATC 
Descripción de la perspectiva 
Clasificación Anatómico-Terapéutico-Química de los principios activos definida por la OMS 
(Organización Mundial de la Salud). 
Jerarquía 
Grup Anatòmic 
Órgano o sistema en el cual actúa el 
Principio Activo 
Grup Terapèutic 
Grupo Terapéutico al que pertenece el 
Principio Activo 
Subgrup Farmacològic 
Subgrupo Farmacológico / Terapéutico 
al que pertenece el Principio Activo 
Subgrup químic 
Subgrupo Químico / Farmacológico / 
Terapéutico al que pertenece el 
Principio Activo 
Principi Actiu 
Nombre de la sustancia química o 
asociación farmacológica 
 
Perspectiva de negocio Prescripció Crònica 
Descripción de la perspectiva 
Informa de la cronicidad o agudeza de una prescripción. 
Jerarquía 
ésCrònica 
Patologia de larga duración, con fin o 
cura no previsible claramente, o que 
nunca sucederá. 
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Perspectiva de negocio Estructura Organitzativa 
Descripción de la perspectiva 
Representa de forma jerárquica la organización interna de ESSC. 
Jerarquía 
Àmbit Ámbito geográfico 
Zona Geogràfica Zona geográfica 
Unitat Productiva Unidad productiva 
Metge 
Nombre y apellidos del Médico 
asignado al paciente 
Número Col·legiat 
Identificador del Médico en el Colegio 
de Médicos 
Especialitat Metge Especialidad del Médico 
Pacient CIP del Paciente 
Sexe Sexo del Paciente 
Edat Edad del Paciente 
Franja Edat Franja de edad del Paciente 
Cicle Vital Ciclo vital del Paciente 
Data Naixement Fecha de nacimiento del Paciente 
 
Perspectiva de negocio Medicament 
Descripción de la perspectiva 
Representación jerárquica de los medicamentos de las prescripciones activas. 
Jerarquía 
Medicament Descripción del fármaco 
Codi del Medicament Código del Medicamento 
Aportació del Medicament Aportación del Medicamento 
Situació/Estat del Medicament Situación/Estado del Medicamento 
ésGenèric Medicamento Genérico o no (S/N) 
Preu de Referència del Medicament 
Precio máximo que paga la Sanidad 
Pública 
Preu de Facturació del Medicament 
Precio de Facturación del Medicamento. 
Es el 60% del precio de comercialización 
(en el caso de los medicamentos con 
cíceron seria el 90%) 
Preu Comercial del Medicament Precio de Venta al Público 
Tipus de Medicament Tipo de Medicamento 
Valor Intrínsec del Medicament 
Valor Intrínseco del Medicamento que 
corresponde con el valor de la eficacia 
del tratamiento o eficacia de prevención 
de enfermedades 
Codi del Laboratori Código del Laboratorio 
Laboratori Laboratorio 
Tipus de Medicament de Validació Sanitària 
Tipo de Medicamento de Validación 
Sanitaria 
Vía d’Administració 
Procedimiento a través del qual se pone 
en contacto el medicamento con el ser 
humano. 
Indicador de Medicament CANM Indicador de Medicamento CANM 
Nombre d’unitats del Medicament Número de unidades del Medicamento 
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Perspectiva de negocio Principi Actiu 
Descripción de la perspectiva 
Catálogo de principios activos principales de los medicamentos, asociados a la prescripción 
activa de un paciente. 
Jerarquía 
Principi Actiu 
Principio Activo Principal de los 
medicamentos 
 
En el siguiente apartado se muestra el esquema físico de datos que se va utilizar para la 
realización de las pruebas, junto con una explicación de los campos de cada una de las tablas 
utilizadas. 
9.3.2 Esquema físico de datos 
Como se ha comentado en apartados anteriores, el esquema de datos físico que se utilizó para 
el proyecto de ESSC resultó ser bastante complejo, y por esa razón se ha decidido extraer la 
parte más importante para su utilización como origen de datos en las pruebas de los diferentes 
sistemas. Las perspectivas de negocio que se han decidido utilizar son: Prescripció Crònica, 
Principi Actiu, Codis ATC, Medicament, Estructura Organitzativa y Catàleg de Problemes de 
Salut o Patologies. 
Cada una de estas perspectivas escogidas se materializa en una tabla física de datos. En la 
Tabla 9-12 se muestra la correspondencia de cada perspectiva de negocio con su tabla física en 
la que se ha materializado: 
Relación Perspectiva de negocio – Tabla física 
Catàleg de Problemes de Salut o Patologies OPPA_DIM_CAT_PATOLOGIES 
Codis ATC OPPA_DIM_CODIS_ATC 
Prescripció Crònica OPPA_DIM_CRONIC 
Estructura Organitzativa OPPA_DIM_ESTR_ORGANITZATIVA 
Medicament OPPA_DIM_MEDICAMENT 
Principi Actiu OPPA_DIM_PRINCIPI_ACTIU 
Tabla 9-12 Correspondencia Perspectiva de negocio – Tabla física. 
Las tablas OPPA_FACT_PRESCRIPCIO_ACTIVA y OPPA_FACT_PS contienen los datos referentes 
a las prescripciones activas y los problemas de salud activos respectivamente. Además, en el 
esquema se han añadido tres tablas más: 
 OPPA_DIM_EDAT: dimensión para asignar a qué franja de edad y ciclo vital pertenece 
el paciente de la prescripción activa (define la Jerarquía Ciclo Vital → Franja de Edad). 
 OPPA_DIM_ESTR_ORG_METGE: contiene los datos de la tabla correspondiente a la 
perspectiva de negocio Estructura Organitzativa hasta el nivel Metge de su jerarquía. 
 OPPA_DIM_SEXE: dimensión para asignar el sexo del paciente de la prescripción 
activa. 
En la Figura 9-43 se muestra el esquema físico final de datos que se va utilizar. Como se puede 
observar, hay un total de once tablas, en concreto nueve tablas de dimensión (en azul) y dos 
tablas de hecho (en naranja). 
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Figura 9-43 Esquema físico de datos.
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A continuación se describen los campos de cada una de las tablas presentes en el esquema 
final de datos. 
Tabla de dimensión OPPA_DIM_CAT_PATOLOGIES 
COD_PS_TX Código CIM-10 del Problema de Salud 
ATR_DESCPS_TX Descripción del Problema de Salud 
COD_AGRPS_TX Código de la Agrupación de Patologías 
ATR_AGRDESCPS_TX Descripción de la Agrupación de Patologías 
COD_NIVINT_TX Código de Nivel de Patologías 
ATR_DESCNIVINT_TX Descripción del Nivel de Patologías 
COD_CAPITOL_TX Código de Capítulo de Patologías 
ATR_DESCCAPITOL_TX Descripción del Capítulo de Patologías 
 
Tabla de dimensión OPPA_DIM_CODIS_ATC 
COD_ATC_TX Código ATC de la prescripción activa 
COD_GRUPANATOMIC_TX 
Código de Grupo Anatómico (longitud 1) del Código 
ATC 
ATR_DESCGRUPANATOMIC_TX Descripción del Grupo Anatómico del Código ATC 
COD_GRUPTERAPEUTIC_TX 
Código de Grupo Terpéutico (longitud 3) del Código 
ATC 
ATR_DESCGRUPTERAPEUTIC_TX Descripción del Grupo Terpéutico del Código ATC 
COD_SUBGRUPARMAC_TX 
Código de Subgrupo Farmacéutico (longitud 4) del 
Código ATC 
ATR_DESCSUBGRUPFARMAC_TX 
Descripción del Subgrupo Farmacéutico del Código 
ATC 
COD_SUBGRUPQUIMIC_TX 
Código de Subgrupo Químico (longitud 5) del Código 
ATC 
ATR_DESCSUBGRUPQUIMIC_TX Descripción del Subgrupo Químico del Código ATC 
COD_SUBSTFARMA_TX 
Código de Sustancia Farmacéutica (longitud 7) del 
Código ATC 
ATR_DESCSUBSTFARMA_TX 
Descripción de la Sustancia Farmacéutica del Código 
ATC 
 
Tabla de dimensión OPPA_DIM_CRONIC 
ATR_MEDAGCR_TX Código de Cronicidad del Problema de Salud 
ATR_DESCCRONIC_TX Descripción de la cronicidad del Problema de Salud 
 
Tabla de dimensión OPPA_DIM_EDAT 
COD_FRANJA_NR Código de Franja de Edad 
ATR_FRANJA_TX Descripción de la Franja de Edad del Paciente 
COD_CICLEVITAL_NR Código de Ciclo Vital 
ATR_CICLEVITAL_TX Descripción del Ciclo Vital del Paciente 
 
Tabla de dimensión OPPA_DIM_ESTR_ORG_METGE 
COD_SECTOR_TX Código de Sector del CIP del paciente 
COD_NUMCOL_TX Código del Médico colegiado asignado al Paciente 
ATR_NOMMETGE_TX Nombre del Médico asignado 
ATR_ESPECIALITACOL_TX Especialidad del Médico asignado 
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COD_UP_TX Código de Unidad Productiva asignada al Paciente 
ATR_CODISCSUP_TX 
Código del Centro donde se encuentra la Unidad 
Productiva 
ATR_DESCUP_TX Descripción de la Unidad Productiva asignada 
COD_SAP_TX Código de la Zona Geográfica asignada al Paciente 
ATR_DESCSAP_TX Descripción de la Zona Geográfica asignada  
COD_AMBIT_TX Código del Ámbito asignado al Paciente 
ATR_DESCAMBIT_TX Descripción del Ámbito asignado 
 
Tabla de dimensión OPPA_DIM_ESTR_ORGANITZATIVA 
COD_CIPPAC_TX CIP del Paciente 
COD_CIPPAC_NR CIP del Paciente en formato numérico 
COD_SECTOR_TX Código de Sector del CIP del paciente 
ATR_SEXEPAC_TX Código del Sexo del paciente (H/D) 
ATR_EDATPAC_NR Edat del Paciente 
COD_FRANJA_NR Código de Franja de Edad del Paciente 
ATR_DATANAIXPAC_DT Fecha de nacimiento del Paciente 
COD_NUMCOL_TX Código del Médico Colegiado asignado al Paciente 
ATR_NOMMETGE_TX Nombre del Médico Colegiado asignado 
ATR_ESPECIALITACOL_TX Especialidad del Médico Colegiado asignado 
COD_UP_TX Código de Unidad Productiva asignada al Paciente 
ATR_CODISCSUP_TX 
Código del Centro donde se encuentra la Unidad 
Productiva 
ATR_DESCUP_TX Descripción de la Unidad Productiva asignada 
COD_SAP_TX Código de la Zona Geográfica asignada al Paciente 
ATR_DESCSAP_TX Descripción de la Zona Geográfica asignada  
COD_AMBIT_TX Código del Ámbito asignado al Paciente 
ATR_DESCAMBIT_TX Descripción del Ámbito asignado 
 
Tabla de dimensión OPPA_DIM_MEDICAMENT 
COD_MED_NR Código del Medicamento 
ATR_DESCMED_TX Descripción del Medicamento 
ATR_APORTMED_TX Aportación del Medicamento 
ATR_SITMED_TX Situación/Estado del Medicamento 
ATR_GENERIC_TX Medicamento Genérico o no (S/N) 
MET_PREUREFMED_NR Precio de Referencia del Medicamento 
MET_PREUMED_NR Precio de Facturación del Medicamento 
MET_PREUCOMMED_NR Precio Comercial del Medicamento 
ATR_TIPUSMED_TX Tipo de Medicamento 
ATR_VALINTMED_TX Valor Intrínseco del Medicamento 
COD_LABMED_TX Código del Laboratorio 
ATR_DESCLABMED_TX Descripción del Laboratorio 
ATR_VALSANMED_TX Tipo de Medicamento de Validación Sanitaria 
ATR_VIAADMMED_TX Vía de Administración 
ATR_INDCANMMED_TX Indicador de Medicamento CANM 
DAT_NRUNITATSMED_NR Número de unidades del Medicamento 
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Tabla de dimensión OPPA_DIM_PRINCIPI_ACTIU 
COD_PA_TX Código del Principio Activo 
ATR_DESCPA_TX Descripción del Principio Activo 
 
Tabla de dimensión OPPA_DIM_SEXE 
COD_SEXE_TX Código del Sexo del Paciente (H/D) 
ATR_SEXE_TX Descripción del Sexo del Paciente (Home/Dona) 
 
Tabla de hecho OPPA_FACT_PRESCRIPCIO_ACTIVA 
COD_SECTOR_TX Código de Sector del CIP del Paciente 
COD_PRESACT_NR Identificador de la Prescripción Activa del Paciente 
ATR_DATAPRES_DT Fecha de creación de la Prescripción Activa 
ATR_PERIODICITAT_NR Número de días entre recogidas 
ATR_PERIODICITATMAX_NR Número de días máximo entre recogidas 
ATR_DARRERRECEPTA_DT Fecha de la última receta generada  
COD_CIPPAC_TX CIP del Pagiente 
COD_NUMCOLPRES_TX Código del Médico Colegiado Prescriptor 
ATR_TIPUSTRACT_NR Tipo de Tratamiento utilizado 
ATR_NUMPROD_NR Número de Producto dentro de la Prescripción 
COD_MED_NR Código del Medicamento 
ATR_PRODOFORM_TX ¿Producto o Fórmula? 
ATR_DURADAPRES_NR Número de días que se ha de tomar el Medicamento 
MET_FREQPRES_NR ¿Cada cuántas horas se debe tomar? 
MET_NUMPRES_NR Posología o Número de tomas del producto 
MET_QUANPRES_NR ¿Cúando se debe tomar el producto? 
MET_NUMENVPROD_NR Número de envases del producto 
MET_NUMDISPPRES_NR Número de dispensaciones prescritas 
ATR_TIPUSRECEP_TX Tipo de receta 
ATR_RESIDUAL_NR Número de unidades restantes del producto 
ATR_DATAFIPRES_DT Fecha de finalización de la toma 
ATR_DATADARRERRECPRES_DT Fecha de la última receta de la toma 
MET_NUMRECEP_NR Número de recetas 
ATR_PERIODICITATPRESES_NR Periodicidad de las tomas 
ATR_SINCRONIA_NR Sincronía 
MET_UNITATS_TX Unidades de la medida de la cantidad prescrita 
MET_QUANTITATTOTAL_NR Cantidad total prescrita 
MET_COSTTRACTAMENT_NR Coste del tratamiento 
MET_COSTDIARITRACTAMENT_NR Coste diario del tratamiento 
ATR_MEDAGCR_TX Código de Cronicidad del Problema de Salud 
COD_PAPRINCIPAL_TX 
Código del Principio Activo Principal del Medicamento 
de la Prescripción Activa 
COD_PSMOTIUPRES_TX 
Código CIM-10 del Motivo de Prescripción del 
Medicamento 
COD_ATC7_TX Código ATC (longitud 7) de la prescripción activa 
COD_ATC5_TX 
Código de Subgrupo Químico (longitud 5) del Código 
ATC 
COD_ATC4_TX 
Código de Subgrupo Farmacéutico (longitud 4) del 
Código ATC 
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COD_ATC3_TX 
Código de Grupo Terpéutico (longitud 3) del Código 
ATC 
ATR_DESCFORMAFARMA_TX Descripción de la Forma Farmacéutica 
COD_PAPRINCIPAL_NR 
Código del Principio Activo Principal del Medicamento 
de la Prescripción Activa en formato numérico 
COD_CIPPAC_NR CIP del Paciente en formato numérico 
 
Tabla de hecho OPPA_FACT_PS 
COD_SECTOR_TX Código de Sector del CIP del Paciente 
COD_CIPPAC_TX CIP del Paciente 
COD_PS_TX Código CIM-10 del Problema de Salud 
COD_CIPPAC_NR CIP del Paciente en formato numérico 
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9.4 Conjunto de pruebas a realizar en los sistemas 
El objetivo de este apartado es concretar qué pruebas se van a realizar en los sistemas. 
Básicamente se van a clasificar en tres tipos: 
 Pruebas de rendimiento de carga: puntos analizados durante la carga de los datos en 
cada uno de los sistemas. 
 Pruebas de desarrollo de carga: puntos analizados para desarrollar la carga de los 
datos, algunos de ellos de carácter subjetivo. 
 Pruebas de rendimiento en las consultas: conjunto de pruebas con el objetivo de 
comprobar el rendimiento de cada sistema debido a la realización de una serie de 
consultas de datos. 
En los siguientes apartados se detallan y describen las pruebas que se van a realizar de cada 
tipo en los sistemas escogidos. 
9.4.1 Pruebas de rendimiento de carga 
Las pruebas de rendimiento de carga se van a realizar durante la carga de los datos en cada 
uno de los sistemas. Principalmente, los puntos que se van a analizar son los recursos del 
sistema operativo que consume cada SGBD. En concreto se van a analizar los siguientes 
aspectos: 
 Por cada tabla: 
 Tiempo de carga de la tabla 
 Espacio de ocupación en disco de la tabla 
 Registros cargados por segundo 
 % de Uso medio de CPU durante la carga de la tabla 
 % de Uso máximo de CPU durante la carga de la tabla 
 De la carga total de datos: 
 Tiempo total de carga 
 Espacio de ocupación en disco 
 Registros cargados por segundo 
 Utilización media de CPU durante la carga 
 Memoria RAM utilizada durante la carga 
 Memoria RAM al finalizar la carga 
 Memoria Virtual máxima reservada 
 Memoria Virtual utilizada durante la carga 
Para medir los puntos anteriores se va a utilizar el propio Monitor de Rendimiento (Perfmon) 
del sistema operativo, que dispone de cantidad de contadores para analizar el estado del 
sistema. 
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9.4.2 Pruebas de desarrollo de carga 
Las pruebas de desarrollo de carga se tratan de puntos del proceso de desarrollo de la carga. 
En concreto se han definido los siguientes puntos: 
 Complejidad para entender el SGBD 
 Tiempo de instalación del SGBD 
 Problemas/Errores detectados durante la instalación 
 Tiempo dedicado a la corrección de los problemas 
 Tiempo de configuración del SGBD antes de la carga 
 Metodología de carga (asistente de importación, scripts, herramienta especializada, 
etc.) 
 Tiempo dedicado para aprender a realizar una carga 
 Tiempo dedicado a la preparación de las pruebas de carga 
 Tiempo dedicado a la programación de la carga de datos (programación de los scripts 
de carga, configuración de los asistentes, etc.) 
 Problemas/Errores detectados durante la carga 
 Tiempo dedicado a la corrección de errores durante la carga 
 Tiempo dedicado a la comprobación de los datos cargados 
Algunos de los puntos anteriores definidos son de carácter bastante subjetivo, pero se ha 
creído conveniente especificarlos porque valoran aspectos generales a tener en cuenta sobre 
el funcionamiento de los sistemas escogidos. 
9.4.3 Pruebas de rendimiento en las consultas 
En este apartado se describe el conjunto de consultas que se ha van a realizar para analizar el 
rendimiento de cada uno de los sistemas, básicamente se quiere conocer la potencia analítica 
de datos de los sistemas escogidos. 
El objetivo de estas pruebas no es especificar un conjunto de consultas muy complejas, ni 
tampoco someter a los sistemas a cálculos complejos, sino que el estudio se quiere enfocar 
más a un conjunto de consultas más variado, desde muy simples hasta un cierto grado de 
complejidad. 
De esta manera, se quiere ver si realmente los sistemas escogidos pueden resolver las 
consultas planteadas, si los recursos disponibles son suficientes y lo más fundamental, 
aprender a utilizar las herramientas para construir las consultas en cada uno de los sistemas, y 
finalmente detallar los problemas encontrados durante la resolución. 
En las siguientes tablas se especifican las consultas que se va realizar. 
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Consulta 1 
Resultado de la consulta 
Número de pacientes distintos por Unidad Productiva 
Nivel de complejidad de la consulta 
Alto 
Tablas del modelo de datos relacionadas 
OPPA_DIM_EDAT, OPPA_DIM_ESTR_ORGANITZATIVA, OPPA_DIM_PRINCIPI_ACTIU y 
OPPA_FACT_PRESCRIPCIO_ACTIVA 
Condiciones 
Seleccionar aquellos pacientes de 65 años o más que se estén tomando desde hace 6 meses 
o más: 
 
 un principio activo del grupo AINE y ácido acetilsalicílico (MI0528) a la vez, o 
 un principio activo del grupo AINE y un principio activo del grupo ACOR a la vez, o 
 un principio activo del grupo AINE y ácido acetilsalicílico (RE0350) a la vez. 
 
Se han de excluir aquellos pacientes de 65 años o más que: 
 
 se estén tomando un principio activo del grupo IBP, o 
 se estén tomando un principio activo del grupo H2, o 
 se estén tomando Misoprostol (MI5002), o 
 se estén tomando Diclofenaco+Misoprostol (RE3016). 
 
Consulta 2 
Resultado de la consulta 
Número de pacientes distintos por Zona geográfica, Unidad Productiva y Médico 
Nivel de complejidad de la consulta 
Bajo 
Tablas del modelo de datos relacionadas 
OPPA_DIM_ESTR_ORGANITZATIVA 
Condiciones 
Ninguna 
 
Consulta 3 
Resultado de la consulta 
Número de pacientes distintos por Zona geográfica y Unidad productiva agrupados por Sexo 
y Franja de edad 
Nivel de complejidad de la consulta 
Bajo 
Tablas del modelo de datos relacionadas 
OPPA_DIM_EDAT, OPPA_DIM_ESTR_ORGANITZATIVA y OPPA_DIM_SEXE 
Condiciones 
Ninguna 
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Consulta 4 
Resultado de la consulta 
Número de pacientes distintos por Médico y Medicamento 
Nivel de complejidad de la consulta 
Medio 
Tablas del modelo de datos relacionadas 
OPPA_DIM_ESTR_ORGANITZATIVA, OPPA_DIM_MEDICAMENT Y 
OPPA_FACT_PRESCRICIO_ACTIVA 
Condiciones 
Seleccionar aquellos registros que tengan 30 o más pacientes distintos. 
Finalmente, ordenar ascendentemente por Médico, y de forma descendente por el número 
de pacientes distintos. 
 
Consulta 5 
Resultado de la consulta 
Número de pacientes distintos por Problema de salud y Zona geográfica 
Nivel de complejidad de la consulta 
Alto 
Tablas del modelo de datos relacionadas 
OPPA_DIM_CAT_PATOLOGIES, OPPA_DIM_CODIS_ATC, OPPA_DIM_CRONIC, 
OPPA_DIM_EDAT, OPPA_DIM_ESTR_ORGANITZATIVA, OPPA_DIM_MEDICAMENT, 
OPPA_FACT_PRESCRIPCIO_ACTIVA y OPPA_FACT_PS 
Condiciones 
Seleccionar aquellos pacientes que: 
 tengan entre 31 y 74 años, 
 sus prescripciones activas son de tipo crónico, 
 los medicamentos que se están tomando son genéricos o de validación sanitaria, 
 se están medicando desde hace 6 meses o más, y 
 los problemas de salud que padecen pertenecen a los grupos anatómicos Sistema 
Cardiovascular, Sistema Nervioso o Sistema Respiratorio. 
 
De forma análoga a las pruebas de carga, se utilizará el Monitor de Rendimiento del sistema 
operativo para medir los siguientes puntos: 
 Tiempo de respuesta 
 % de Uso medio de CPU durante la consulta 
 % de Uso máximo de CPU durante la consulta 
 Memoria RAM utilizada durante la consulta 
 Memoria Virtual utilizada durante la consulta 
Además se añadirá una puntuación de 1 (baja) a 4 (alta) para medir la dificultad para construir 
cada consulta en cada uno de los sistemas. 
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10 Resultados de las pruebas en Oracle Database 11g 
10.1 Resultados de las pruebas de rendimiento de carga 
 Resultados de las pruebas de rendimiento de carga por tabla 
  TFO EOD TdC NdR RpS % UMedCPU % UMaxCPU 
OPPA_DIM_CAT_PATOLOGIES 2,63 MB 6,83 MB 0:00:01.960 13.602 6.939,80 3,13% 3,13% 
OPPA_DIM_CODIS_ATC 380 KB 880 KB 0:00:00.720 2.146 2.980,56 42,04% 62,50% 
OPPA_DIM_CRONIC 4 KB 40 KB 0:00:00.200 5 25,00 42,97% 42,97% 
OPPA_DIM_EDAT 4 KB 40 KB 0:00:00.120 6 50,00 19,53% 19,53% 
OPPA_DIM_ESTR_ORG_METGE 492 KB 1,91 MB 0:00:00.930 4.507 4.846,24 28,39% 34,38% 
OPPA_DIM_ESTR_ORGANITZATIVA 321,17 MB 564,98 MB 0:04:14.900 2.087.465 8.189,35 23,83% 31,25% 
OPPA_DIM_MEDICAMENT 5,34 MB 10,77 MB 0:00:05.000 37.703 7.540,60 23,83% 31,25% 
OPPA_DIM_PRINCIPI_ACTIU 40 KB 104 KB 0:00:00.170 1.430 8.411,76 41,65% 71,09% 
OPPA_DIM_SEXE 4 KB 40 KB 0:00:00.150 2 13,33 41,80% 50,78% 
OPPA_FACT_PRESCRIPCIO_ACTIVA 1.696,20 MB 2.297,97 MB 0:32:21.360 8.493.935 4.375,25 34,77% 36,72% 
OPPA_FACT_PS 500,42 MB 1.069,16 MB 0:20:36.460 20.100.516 16.256,50 42,35% 82,95% 
        
CARGA TOTAL 2.526,66 MB 3.952,69 MB 0:57:21.970 30.741.317 8.931,31 41,86% 82,95% 
        
Resultados de rendimiento de carga generales 
  
TFO Tamaño del fichero origen 
Tiempo de la carga total 0:57:21.970 
  
EOD Espacio de ocupación de la tabla en disco 
Utilización media de CPU durante la carga 41,86% 
  
TdC Tiempo de carga (h:mm:ss.fff) 
Memoria RAM utilizada durante la carga 55,97 MB 
  
NdR Nº de registros de la tabla 
Memoria RAM al finalizar la carga 1.119,64 MB 
  
RpS Registros/s 
Memoria Virtual máxima reservada 7,91 MB 
  
% UMedCPU % Uso medio de CPU 
Memoria Virtual utilizada durante la carga 0 MB 
  
% UMaxCPU % Uso máximo de CPU 
 
Tabla 10-13 Resultados de las pruebas de rendimiento de carga en Oracle Database 11g. 
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Figura 10-44 Gráfico que muestra el Espacio de ocupación en disco de cada tabla (MBytes) en Oracle Database 
11g. 
 
Figura 10-45 Gráfico que muestra el % de Uso de CPU durante la carga de datos en Oracle Database 11g. 
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Figura 10-46 Gráfico que muestra los MBytes de memoria RAM disponibles durante la carga de datos en Oracle 
Database 11g. 
 
Figura 10-47 Gráfico que muestra la Evolución de crecimiento del archivo de paginación de memoria virtual 
durante la carga de datos en Oracle Database 11g. 
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Figura 10-48 Gráfico que muestra el uso de Páginas de memoria virtual durante la carga de datos en Oracle 
Database 11g. 
10.2 Resultados de las pruebas de desarrollo 
Resultados de las pruebas de desarrollo 
Complejidad para entender el SGBD 
Es la primera vez que instalaba este sistema, aunque 
ya lo había utilizado antes. Dispone de muchas 
herramientas, pero las esenciales son el Database 
Control Manager, fácil de entender, y SQL Developer, 
que requiere unos conocimientos básicos de PL/SQL. 
Tiempo de instalación del SGBD 
Dependiendo de los componentes que se quieran 
instalar, la duración de la instalación puede variar 
considerablemente. En este caso, se han instalado los 
componentes predeterminados de la versión 
Enterprise Edition y la duración de la instalación ha 
sido de una hora y media aproximadamente. 
Problemas/Errores detectados 
durante la instalación 
No se ha detectado ningún error durante la 
instalación. 
Tiempo dedicado a la corrección de 
los problemas 
− 
Tiempo de configuración del SGBD 
antes de la carga 
Se ha creado una base de datos con los parámetros 
específicos para poder utilizar Cognos como cliente 
(básicamente establecer la codificación de caracteres 
UTF) y además, se ha creado un tablespace para 
poder almacenar de forma separada el modelo de 
datos cargados. En total se han dedicado dos horas a 
la configuración del SGBD. 
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Metodología de carga 
Aunque dispone de la aplicación Warehouse Builder, 
que en teoría debería facilitar la tarea de 
construcción del data warehouse, en este caso se ha 
preferido usar el SQL Developer para generar unos 
scripts que invocan al comando SQL Loader de Oracle 
para cargar los datos. 
Tiempo dedicado para aprender a 
realizar una carga 
5 horas 
Tiempo dedicado a la preparación de 
las pruebas de carga 
1 hora 
Tiempo dedicado a la programación 
de la carga de datos 
3 horas 
Problemas/Errores detectados 
durante la carga 
Los problemas detectados durante la carga son los 
mismos que los encontrados en SQL Server. Una vez 
establecido el tipo de datos de cada campo en SQL 
Server, se ha intentado encontrar sin éxito una 
equivalencia directa con los tipos de datos 
disponibles en Oracle. Por esta razón, se ha tenido 
problemas a la hora de cargar campos con valores de 
coma flotante y de fecha/hora, básicamente por la 
mala definición de la precisión y escala de estos 
campos. Además, en los scripts de carga se ha tenido 
que modificar la configuración para establecer el 
separador decimal punto y el formato correcto de 
fecha.  
Tiempo dedicado a la corrección de 
errores durante la carga 
2 horas 
Tiempo dedicado a la comprobación 
de los datos cargados 
1 hora 
Tabla 10-14 Resultados de las pruebas de desarrollo en Oracle Database 11g. 
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10.3 Resultados de las pruebas de rendimiento en las consultas 
 Resultados de las pruebas de rendimiento en las consultas       
  DdCC TdR MemRAM MemVirtual % UMedCPU % UMaxCPU 
Consulta 1 4 1:27:54 394,80 6,05 41,20% 100,00% 
Consulta 2 1 0:16:46 72,06 0 13,89% 42,08% 
Consulta 3 1 0:28:15 55,75 0 9,97% 47,81% 
Consulta 4 3 0:14:31 69,74 0 17,36% 46,68% 
Consulta 5 4 1:45:16 288,52 3,55 81,18% 100,00% 
       
   
DdCC 
Dificultad de Construcción de la Consulta 
De 1 (baja) a 4 (alta) 
   
TdR Tiempo de respuesta (h:mm:ss) 
   
MemRAM Memoria RAM utilizada en MBytes 
   
MemVirtual Memoria Virtual utilizada en MBytes 
   
% UMedCPU % Uso medio de CPU 
   
% UMaxCPU % Uso máximo de CPU 
 
Tabla 10-15 Resultados de las pruebas de rendimiento en las consultas en el sistema Oracle Database 11g. 
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11 Resultados de las pruebas en Microsoft SQL Server 2008 
11.1 Resultados de las pruebas de rendimiento de carga 
Resultados de las pruebas de rendimiento de carga por tabla 
  TFO EOD TdC NdR RpS % UMedCPU % UMaxCPU 
OPPA_DIM_CAT_PATOLOGIES 2,63 MB 5,47 MB 0:00:09.218 13.602 1.475,59 8,51% 14,06% 
OPPA_DIM_CODIS_ATC 380 KB 824 KB 0:00:00.578 2.146 3.712,80 2,33% 3,13% 
OPPA_DIM_CRONIC 4 KB 16 KB 0:00:00.421 5 11,88 1,56% 1,56% 
OPPA_DIM_EDAT 4 KB 16 KB 0:00:00.437 6 13,73 4,69% 4,69% 
OPPA_DIM_ESTR_ORG_METGE 492 KB 912 KB 0:00:00.640 4.507 7.042,19 3,91% 4,69% 
OPPA_DIM_ESTR_ORGANITZATIVA 321,17 MB 514,15 MB 0:02:42.453 2.087.465 12.849,65 20,54% 39,06% 
OPPA_DIM_MEDICAMENT 5,34 MB 9,63 MB 0:00:03.062 37.703 12.313,19 16,67% 26,56% 
OPPA_DIM_PRINCIPI_ACTIU 40 KB 96 KB 0:00:00.437 1.430 3.272,31 1,56% 1,56% 
OPPA_DIM_SEXE 4 KB 16 KB 0:00:00.453 2 4,58 1,56% 1,56% 
OPPA_FACT_PRESCRIPCIO_ACTIVA 1.696,20 MB 2.259,23 MB 0:12:11.766 8.493.935 11.607,45 29,76% 42,97% 
OPPA_FACT_PS 500,42 MB 1.121,83 MB 0:05:29.531 20.100.516 60.997,34 29,85% 45,31% 
Generación del cubo MOLAP − 1.263,89 MB 2:55:00.000 − − 20,19% 99,22% 
        CARGA TOTAL 2.526,66 MB 5.176,03 MB 3:15:38.980 30.741.317 2.618,74 20,89% 99,22% 
        Resultados de rendimiento de carga generales 
  
TFO Tamaño del fichero origen 
Tiempo de la carga total 3:15:38.980 
  
EOD Espacio de ocupación de la tabla en disco 
Utilización media de CPU durante la carga 20,89% 
  
TdC Tiempo de carga (h:mm:ss.fff) 
Memoria RAM utilizada durante la carga 1.552,20 MB 
  
NdR Nº de registros de la tabla 
Memoria RAM al finalizar la carga 237,19 MB 
  
RpS Registros/s 
Memoria Virtual máxima reservada 193,93 MB 
  
% UMedCPU % Uso medio de CPU 
Memoria Virtual utilizada durante la carga 193,93 MB 
  
% UMaxCPU % Uso máximo de CPU 
 
Tabla 11-16 Resultados de las pruebas de rendimiento de carga en Microsoft SQL Server 2008. 
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Figura 11-49 Gráfico que muestra el Espacio de ocupación en disco de cada tabla (MBytes) en Microsoft SQL 
Server 2008. 
 
Figura 11-50 Gráfico que muestra el % de Uso de CPU durante la carga de datos en Microsoft SQL Server 2008. 
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Figura 11-51 Gráfico que muestra los MBytes de memoria RAM disponibles durante la carga de datos en 
Microsoft SQL Server 2008. 
 
Figura 11-52 Gráfico que muestra la Evolución de crecimiento del archivo de paginación de memoria virtual 
durante la carga de datos en Microsoft SQL Server 2008. 
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Figura 11-53 Gráfico que muestra el uso de Páginas de memoria virtual durante la carga de datos en Microsoft 
SQL Server 2008. 
11.2 Resultados de las pruebas de desarrollo 
Resultados de las pruebas de desarrollo 
Complejidad para entender el SGBD 
El sistema tiene una interfaz bastante intuitiva y fácil 
de entender, sigue la filosofía de las herramientas de 
servidor de Microsoft Windows Server. 
Además, ya había trabajado con versiones anteriores 
de SQL Server. 
Tiempo de instalación del SGBD 
La instalación en sí se puede realizar en poco más de 
una hora dependiendo de los componentes que se 
deseen instalar, y de la aplicación de las 
actualizaciones. 
Problemas/Errores detectados 
durante la instalación 
Al tener ya instalada una actualización de Windows, 
en concreto MS XML 6 Service Pack 2 (KB954459), el 
programa de instalación generaba un error y no 
permitía la instalación del sistema. 
Tiempo dedicado a la corrección de 
los problemas 
Se ha dedicado medio día para encontrar el origen 
del error. Éste se ha detectado cuando se han 
analizado los ficheros de log de la instalación y se ha 
buscado por Internet información sobre el error 
concreto. 
Tiempo de configuración del SGBD 
antes de la carga 
0,5 hora 
Metodología de carga 
SQL Server dispone de diferentes metodologías de 
carga: programar mediante una secuencia de 
comandos, crear un proyecto de Integration Services, 
o bien, utilizar el Asistente de Importación y 
Exportación. En este caso se ha utilizado el asistente 
por su simplicidad. 
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Tiempo dedicado para aprender a 
realizar una carga 
0,5 hora 
Tiempo dedicado a la preparación de 
las pruebas de carga 
3 horas 
Tiempo dedicado a la programación 
de la carga de datos 
1 hora 
Problemas/Errores detectados 
durante la carga 
Se han encontrado dos problemas durante la carga. 
El primero de ellos ha sido establecer el tipo de datos 
correcto a cada uno de los campos de las tablas. El 
segundo de ellos ha sido cargar los campos de tipo 
coma flotante y fecha/hora. Para solucionarlo, 
básicamente se ha modificado la configuración 
regional del sistema operativo para cambiar el 
carácter decimal coma por punto y se ha establecido 
el formato inglés de fecha. 
Tiempo dedicado a la corrección de 
errores durante la carga 
1 hora 
Tiempo dedicado a la comprobación 
de los datos cargados 
1 hora 
Aprendizaje para el desarrollo del 
cubo 
Anteriormente nunca había utilizado Analysis 
Services para el desarrollo de cubos MOLAP. En mi 
opinión, la interfaz de Visual Studio es bastante 
intuitiva y rápida de entender. 
Además, los ejemplos y tutoriales que incorporan los 
libros en pantalla son muy útiles de cara a un 
aprendizaje básico. 
El tiempo que se ha dedicado a aprender su principal 
funcionamiento ha sido aproximadamente de dos 
días. 
Tiempo dedicado al desarrollo y 
procesamiento del cubo 
1 semana 
Tabla 11-17 Resultados de las pruebas de desarrollo en Microsoft SQL Server 2008. 
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11.3 Resultados de las pruebas de rendimiento en las consultas 
 Resultados de las pruebas de rendimiento en las consultas          
  DdCC TdR MemRAM MemVirtual % UMedCPU % UMaxCPU 
Consulta 1 4 
No ha sido posible resolver esta consulta en SQL Server 2008 
debido a la falta de recursos de memoria RAM. 
Consulta 2 1 0:00:22 34,09 0 86,13% 100,00% 
Consulta 3 1 0:00:38 41,04 0 29,80% 100,00% 
Consulta 4 3 0:01:29 662,32 0 70,43% 100,00% 
Consulta 5 4 0:07:16 678,31 75,54 56,55% 100,00% 
       
   
DdCC 
Dificultad de Construcción de la Consulta 
De 1 (baja) a 4 (alta) 
   
TdR Tiempo de respuesta (h:mm:ss) 
   
MemRAM Memoria RAM utilizada en MBytes 
   
MemVirtual Memoria Virtual utilizada en MBytes 
   
% UMedCPU % Uso medio de CPU 
   
% UMaxCPU % Uso máximo de CPU 
 
Tabla 11-18 Resultados de las pruebas de rendimiento en las consultas en el sistema Microsoft SQL Server 2008. 
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12 Resultados de las pruebas en Alterian Engine 
12.1 Resultados de las pruebas de rendimiento de carga 
Resultados de las pruebas de rendimiento de carga por tabla 
  TFO EOD TdC NdR RpS % UMedCPU % UMaxCPU 
OPPA_DIM_CAT_PATOLOGIES 2,63 MB 3,55 MB 0:00:01.047 13.602 12.991,40 44,53% 46,88% 
OPPA_DIM_CODIS_ATC 380 KB 1020 KB 0:00:00.453 2.146 4.737,31 20,31% 48,44% 
OPPA_DIM_CRONIC 4 KB 52 KB 0:00:00.093 5 53,76 14,06% 20,31% 
OPPA_DIM_EDAT 4 KB 100 KB 0:00:00.172 6 34,88 16,67% 39,06% 
OPPA_DIM_ESTR_ORG_METGE 492 KB 900 KB 0:00:00.359 4.507 12.554,32 28,91% 43,75% 
OPPA_DIM_ESTR_ORGANITZATIVA 321,17 MB 251,66 MB 0:00:58.797 2.087.465 35.502,92 40,92% 95,31% 
OPPA_DIM_MEDICAMENT 5,34 MB 6,91 MB 0:00:02.016 37.703 18.701,88 30,31% 64,06% 
OPPA_DIM_PRINCIPI_ACTIU 40 KB 172 KB 0:00:00.141 1.430 10.141,84 42,19% 42,19% 
OPPA_DIM_SEXE 4 KB 40 KB 0:00:00.093 2 21,51 13,02% 26,56% 
OPPA_FACT_PRESCRIPCIO_ACTIVA 1.696,20 MB 1.606,07 MB 0:07:21.937 8.493.935 19.219,79 46,00% 92,97% 
OPPA_FACT_PS 500,42 MB 770,84 MB 0:03:08.375 20.100.516 106.704,80 33,25% 96,09% 
        
CARGA TOTAL 2.526,66 MB 2.641,27 MB 0:11:33.483 30.741.317 44.328,87 43,27% 96,09% 
        
Resultados de rendimiento de carga generales 
  
TFO Tamaño del fichero origen 
Tiempo de la carga total 0:11:33.483 
  
EOD Espacio de ocupación de la tabla en disco 
Utilización media de CPU durante la carga 43,27% 
  
TdC Tiempo de carga (h:mm:ss.fff) 
Memoria RAM utilizada durante la carga 230,22 MB 
  
NdR Nº de registros de la tabla 
Memoria RAM al finalizar la carga 1.699,89 MB 
  
RpS Registros/s 
Memoria Virtual máxima reservada 8,46 MB 
  
% UMedCPU % Uso medio de CPU 
Memoria Virtual utilizada durante la carga 8,46 MB 
  
% UMaxCPU % Uso máximo de CPU 
 
Tabla 12-19 Resultados de las pruebas de rendimiento de carga en Alterian Engine. 
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Figura 12-54 Gráfico que muestra el Espacio de ocupación en disco de cada tabla (MBytes) en Alterian Engine. 
 
Figura 12-55 Gráfico que muestra el % de Uso de CPU durante la carga de datos en Alterian Engine. 
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Figura 12-56 Gráfico que muestra los MBytes de memoria RAM disponibles durante la carga de datos en Alterian 
Engine. 
 
Figura 12-57 Gráfico que muestra la Evolución de crecimiento del archivo de paginación de memoria virtual 
durante la carga de datos en Alterian Engine. 
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Figura 12-58 Gráfico que muestra el uso de Páginas de memoria virtual durante la carga de datos en Alterian 
Engine. 
12.2 Resultados de las pruebas de desarrollo 
Resultados de las pruebas de desarrollo 
Complejidad para entender el SGBD 
Aunque es la primera vez que utilizo este sistema, 
considero que es fácil de entender y utilizar, al 
menos para empezar a trabajar con él. Además, su 
interfaz es intuitiva y sus herramientas son parecidas 
a SQL Server.  
Se ha dedicado medio día a una miniformación para 
aprender los conceptos  básicos del sistema. 
Tiempo de instalación del SGBD 
La instalación se puede realizar una hora, aunque es 
bastante liada debido a las actualizaciones que se 
han de aplicar y al orden concreto que se debe 
seguir. 
Problemas/Errores detectados 
durante la instalación 
− 
Tiempo dedicado a la corrección de 
los problemas 
− 
Tiempo de configuración del SGBD 
antes de la carga 
0,5 hora 
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Metodología de carga 
Alterian dispone de diversos métodos para la carga 
de datos: desde el propio Alterian Studio, realizando 
una integración de datos con la herramienta Alterian 
Import Studio, con el asistente Alterian iLoader 
Wizard, o bien, generando scripts de carga con 
Alterian iLoader. En este caso se ha optado por la 
opción de Alterian iLoader, que permite programar 
los scripts directamente si se tienen conocimientos 
del lenguaje concreto que utiliza Alterian, o bien, la 
otra opción que es mediante el asistente de 
importación que genera los scripts necesarios 
automáticamente a partir de la configuración que se 
ha establecido. 
Tiempo dedicado para aprender a 
realizar una carga 
1 hora 
Tiempo dedicado a la preparación de 
las pruebas de carga 
2 horas 
Tiempo dedicado a la programación 
de la carga de datos 
3 horas 
Problemas/Errores detectados 
durante la carga 
Los tipos de datos que dispone Alterian no siguen 
ningún estándar de SQL y tampoco se parecen en 
nada a los de SQL Server y Oracle. No se ha podido 
configurar Alterian para que utilice el carácter coma 
como separador decimal, y finalmente la única 
solución que se ha encontrado ha sido cambiar la 
configuración regional del sistema operativo. 
También se han tenido problemas para establecer el 
tipo de datos de los campos y su formato, sobre todo 
en los campos de coma flotante y fecha/hora. 
Tiempo dedicado a la corrección de 
errores durante la carga 
3 horas 
Tiempo dedicado a la comprobación 
de los datos cargados 
2 horas 
Tabla 12-20 Resultados de las pruebas de desarrollo en Alterian Engine. 
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12.3 Resultados de las pruebas de rendimiento en las consultas 
 Resultados de las pruebas de rendimiento en las consultas       
  DdCC TdR MemRAM MemVirtual % UMedCPU % UMaxCPU 
Consulta 1 4 0:00:08 7,68 1,06 67,38% 96,88% 
Consulta 2 1 0:00:03 2,92 0,00 53,54% 100,00% 
Consulta 3 1 0:00:04 4,62 1,31 32,28% 53,13% 
Consulta 4 2 0:00:19 165,83 1,26 75,50% 100,00% 
Consulta 5 2 0:00:24 53,43 0,97 53,54% 100,00% 
       
   
DdCC 
Dificultad de Construcción de la Consulta 
De 1 (baja) a 4 (alta) 
   
TdR Tiempo de respuesta (h:mm:ss) 
   
MemRAM Memoria RAM utilizada en MBytes 
   
MemVirtual Memoria Virtual utilizada en MBytes 
   
% UMedCPU % Uso medio de CPU 
   
% UMaxCPU % Uso máximo de CPU 
 
Tabla 12-21 Resultados de las pruebas de rendimiento en las consultas en el sistema Alterian Engine. 
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13 Resultados de las pruebas en QlikView 
13.1 Resultados de las pruebas de rendimiento de carga 
Resultados de las pruebas de rendimiento de carga por tabla 
  TFO EOD TdC NdR RpS % UMedCPU % UMaxCPU 
OPPA_DIM_CAT_PATOLOGIES 2,63 MB 348 KB 0:00:01.000 13.602 13.602,00 7,88% 39,06% 
OPPA_DIM_CODIS_ATC 380 KB 188 KB 0:00:00.500 2.146 4.292,00 5,88% 21,88% 
OPPA_DIM_CRONIC 4 KB 116 KB 0:00:00.500 5 10,00 4,26% 21,88% 
OPPA_DIM_EDAT 4 KB 116 KB 0:00:00.500 6 12,00 5,21% 25,00% 
OPPA_DIM_ESTR_ORG_METGE 492 KB 192 KB 0:00:00.500 4.507 9.014,00 11,58% 37,50% 
OPPA_DIM_ESTR_ORGANITZATIVA 321,17 MB 41,23 MB 0:03:54.000 2.087.465 8.920,79 87,55% 100,00% 
OPPA_DIM_MEDICAMENT 5,34 MB 1,25 MB 0:00:05.000 37.703 7.540,60 25,11% 95,31% 
OPPA_DIM_PRINCIPI_ACTIU 40 KB 136 KB 0:00:00.500 1.430 2.860,00 4,40% 21,88% 
OPPA_DIM_SEXE 4 KB 116 KB 0:00:00.500 2 4,00 8,95% 25,00% 
OPPA_FACT_PRESCRIPCIO_ACTIVA 1.696,20 MB 230,45 MB 0:37:36.000 8.493.935 3.765,04 98,11% 98,11% 
OPPA_FACT_PS 500,42 MB 100,22 MB 0:05:10.000 20.100.516 64.840,37 89,93% 100,00% 
        
CARGA TOTAL 2.526,66 MB 374,84 MB 0:46:44.000 30.741.317 10.943,87 95,83% 100,00% 
        
Resultados de rendimiento de carga generales  
  
TFO Tamaño del fichero origen 
Tiempo de la carga total 0:46:44.000 
  
EOD Espacio de ocupación de la tabla en disco 
Utilización media de CPU durante la carga 95,83% 
  
TdC Tiempo de carga (h:mm:ss.fff) 
Memoria RAM utilizada durante la carga 1.794,34 MB 
  
NdR Nº de registros de la tabla 
Memoria RAM al finalizar la carga 999,82 MB 
  
RpS Registros/s 
Memoria Virtual máxima reservada 39,70 MB 
  
% UMedCPU % Uso medio de CPU 
Memoria Virtual utilizada durante la carga 39,70 MB 
  
% UMaxCPU % Uso máximo de CPU 
 
Tabla 13-22 Resultados de las pruebas de rendimiento de carga en QlikView. 
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Figura 13-59 Gráfico que muestra el Espacio de ocupación en disco de cada tabla (MBytes) en QlikView. 
 
Figura 13-60 Gráfico que muestra el % de Uso de CPU durante la carga de datos en QlikView. 
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Figura 13-61 Gráfico que muestra los MBytes de memoria RAM disponibles durante la carga de datos en 
QlikView. 
 
Figura 13-62 Gráfico que muestra la Evolución de crecimiento del archivo de paginación de memoria virtual 
durante la carga de datos en QlikView. 
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Figura 13-63 Gráfico que muestra el uso de Páginas de memoria virtual durante la carga de datos en QlikView. 
13.2 Resultados de las pruebas de desarrollo 
Resultados de las pruebas de desarrollo 
Complejidad para entender el SGBD 
Todas las funcionalidades se concentran en un solo 
entorno gráfico sencillo, de forma que se pueden 
acceder fácilmente a ellas. No requiere grandes 
conocimientos para empezar a trabajar con él, son de 
gran utilidad los ejemplos y tutoriales que 
acompañan a los archivos de ayuda. 
Tiempo de instalación del SGBD 
La instalación de QlikView se puede realizar en 
menos de un cuarto de hora. 
Problemas/Errores detectados 
durante la instalación 
− 
Tiempo dedicado a la corrección de 
los problemas 
− 
Tiempo de configuración del SGBD 
antes de la carga 
− 
Metodología de carga 
La metodología que utiliza QlikView para realizar 
cargas es mediante scripts, pero se dispone de un 
asistente para programarlo. 
Tiempo dedicado para aprender a 
realizar una carga 
0,5 hora 
Tiempo dedicado a la preparación de 
las pruebas de carga 
4 horas 
Tiempo dedicado a la programación 
de la carga de datos 
0,5 hora 
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Problemas/Errores detectados 
durante la carga 
El problema que se ha tenido durante las cargas es la 
falta de memoria física y virtual, debido al enorme 
consumo que realiza QlikView para cargar los datos. 
Finalmente, se han establecido los recursos de 
memoria necesarios que permiten cargar los datos 
sin problemas. 
Tiempo dedicado a la corrección de 
errores durante la carga 
6 horas 
Tiempo dedicado a la comprobación 
de los datos cargados 
0,5 hora 
Tabla 13-23 Resultados de las pruebas de desarrollo en QlikView. 
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13.3 Resultados de las pruebas de rendimiento en las consultas 
  Resultados de las pruebas de rendimiento en las consultas          
  DdCC TdR MemRAM MemVirtual % UMedCPU % UMaxCPU 
Consulta 1 4 
No ha sido posible resolver esta consulta en QlikView debido a la imposibilidad de 
poder aplicar correctamente los filtros de las condiciones impuestas por la consulta, 
y a la falta de recursos de memoria RAM. 
Consulta 2 1 0:00:07 132,58 0 76,56% 100,00% 
Consulta 3 1 0:00:14 690,32 0 85,83% 100,00% 
Consulta 4 2 0:01:53 1543,48 0 98,78% 100,00% 
Consulta 5 2 0:00:08 29,56 0 53,32% 100,00% 
       
   
DdCC 
Dificultad de Construcción de la Consulta 
De 1 (baja) a 4 (alta) 
   
TdR Tiempo de respuesta (h:mm:ss) 
   
MemRAM Memoria RAM utilizada en MBytes 
   
MemVirtual Memoria Virtual utilizada en MBytes 
   
% UMedCPU % Uso medio de CPU 
   
% UMaxCPU % Uso máximo de CPU 
 
Tabla 13-24 Resultados de las pruebas de rendimiento en las consultas en el sistema QlikView. 
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14 Tablas resumen de los resultados de las pruebas de todos los sistemas 
14.1 Tabla resumen de los resultados de carga de todos los sistemas 
Resultados de las pruebas de rendimiento de carga por tabla de todos los sistemas 
  
TFO NdR 
Espacio de ocupación de la tabla en disco 
  Oracle SQL Server Alterian QlikView 
OPPA_DIM_CAT_PATOLOGIES 2,63 MB 13.602 6,83 MB 5,47 MB 3,55 MB 348 KB 
OPPA_DIM_CODIS_ATC 380 KB 2.146 880 KB 824 KB 1020 KB 188 KB 
OPPA_DIM_CRONIC 4 KB 5 40 KB 16 KB 52 KB 116 KB 
OPPA_DIM_EDAT 4 KB 6 40 KB 16 KB 100 KB 116 KB 
OPPA_DIM_ESTR_ORG_METGE 492 KB 4.507 1,91 MB 912 KB 900 KB 192 KB 
OPPA_DIM_ESTR_ORGANITZATIVA 321,17 MB 2.087.465 564,98 MB 514,15 MB 251,66 MB 41,23 MB 
OPPA_DIM_MEDICAMENT 5,34 MB 37.703 10,77 MB 9,63 MB 6,91 MB 1,25 MB 
OPPA_DIM_PRINCIPI_ACTIU 40 KB 1.430 104 KB 96 KB 172 KB 136 KB 
OPPA_DIM_SEXE 4 KB 2 40 KB 16 KB 40 KB 116 KB 
OPPA_FACT_PRESCRIPCIO_ACTIVA 1.696,20 MB 8.493.935 2.297,97 MB 2.259,23 MB 1.606,07 MB 230,45 MB 
OPPA_FACT_PS 500,42 MB 20.100.516 1.069,16 MB 1.121,83 MB 770,84 MB 100,22 MB 
Generación del cubo MOLAP − − − 1.263,89 MB − − 
       
CARGA TOTAL 2.526,66 MB 30.741.317 3.952,69 MB 5.176,03 MB 2.641,27 MB 374,84 MB 
       
   
TFO Tamaño del fichero origen 
   
NdR Nº de registros de la tabla 
 
Tabla 14-25 Resumen de los resultados de las pruebas de rendimiento de carga de todos los sistemas – parte 1. 
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Resultados de las pruebas de rendimiento de carga por tabla de todos los sistemas 
  Tiempo de carga (h:mm:ss.fff) Registros/s 
  Oracle SQL Server Alterian QlikView Oracle SQL Server Alterian QlikView 
OPPA_DIM_CAT_PATOLOGIES 0:00:01.960 0:00:09.218 0:00:01.047 0:00:01.000 6.939,80 1.475,59 12.991,40 13.602,00 
OPPA_DIM_CODIS_ATC 0:00:00.720 0:00:00.578 0:00:00.453 0:00:00.500 2.980,56 3.712,80 4.737,31 4.292,00 
OPPA_DIM_CRONIC 0:00:00.200 0:00:00.421 0:00:00.093 0:00:00.500 25,00 11,88 53,76 10,00 
OPPA_DIM_EDAT 0:00:00.120 0:00:00.437 0:00:00.172 0:00:00.500 50,00 13,73 34,88 12,00 
OPPA_DIM_ESTR_ORG_METGE 0:00:00.930 0:00:00.640 0:00:00.359 0:00:00.500 4.846,24 7.042,19 12.554,32 9.014,00 
OPPA_DIM_ESTR_ORGANITZATIVA 0:04:14.900 0:02:42.453 0:00:58.797 0:03:54.000 8.189,35 12.849,65 35.502,92 8.920,79 
OPPA_DIM_MEDICAMENT 0:00:05.000 0:00:03.062 0:00:02.016 0:00:05.000 7.540,60 12.313,19 18.701,88 7.540,60 
OPPA_DIM_PRINCIPI_ACTIU 0:00:00.170 0:00:00.437 0:00:00.141 0:00:00.500 8.411,76 3.272,31 10.141,84 2.860,00 
OPPA_DIM_SEXE 0:00:00.150 0:00:00.453 0:00:00.093 0:00:00.500 13,33 4,58 21,51 4,00 
OPPA_FACT_PRESCRIPCIO_ACTIVA 0:32:21.360 0:12:11.766 0:07:21.937 0:37:36.000 4.375,25 11.607,45 19.219,79 3.765,04 
OPPA_FACT_PS 0:20:36.460 0:05:29.531 0:03:08.375 0:05:10.000 16.256,50 60.997,34 106.704,80 64.840,37 
Generación del cubo MOLAP − 2:55:00.000 − − − − − − 
         
CARGA TOTAL 0:57:21.970 3:15:38.980 0:11:33.483 0:46:44.000 8.931,31 2.618,74 44.328,87 10.943,87 
 
Tabla 14-26 Resumen de los resultados de las pruebas de rendimiento de carga de todos los sistemas – parte 2. 
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Resultados de las pruebas de rendimiento de carga por tabla de todos los sistemas 
  % Uso medio de CPU % Uso máximo de CPU 
  Oracle SQL Server Alterian QlikView Oracle SQL Server Alterian QlikView 
OPPA_DIM_CAT_PATOLOGIES 3,13% 8,51% 44,53% 7,88% 3,13% 14,06% 46,88% 39,06% 
OPPA_DIM_CODIS_ATC 42,04% 2,33% 20,31% 5,88% 62,50% 3,13% 48,44% 21,88% 
OPPA_DIM_CRONIC 42,97% 1,56% 14,06% 4,26% 42,97% 1,56% 20,31% 21,88% 
OPPA_DIM_EDAT 19,53% 4,69% 16,67% 5,21% 19,53% 4,69% 39,06% 25,00% 
OPPA_DIM_ESTR_ORG_METGE 28,39% 3,91% 28,91% 11,58% 34,38% 4,69% 43,75% 37,50% 
OPPA_DIM_ESTR_ORGANITZATIVA 23,83% 20,54% 40,92% 87,55% 31,25% 39,06% 95,31% 100,00% 
OPPA_DIM_MEDICAMENT 23,83% 16,67% 30,31% 25,11% 31,25% 26,56% 64,06% 95,31% 
OPPA_DIM_PRINCIPI_ACTIU 41,65% 1,56% 42,19% 4,40% 71,09% 1,56% 42,19% 21,88% 
OPPA_DIM_SEXE 41,80% 1,56% 13,02% 8,95% 50,78% 1,56% 26,56% 25,00% 
OPPA_FACT_PRESCRIPCIO_ACTIVA 34,77% 29,76% 46,00% 98,11% 36,72% 42,97% 92,97% 98,11% 
OPPA_FACT_PS 42,35% 29,85% 33,25% 89,93% 82,95% 45,31% 96,09% 100,00% 
Generación del cubo MOLAP − 20,19% − − − 99,22% − − 
         
CARGA TOTAL 41,86% 20,89% 43,27% 95,83% 82,95% 99,22% 96,09% 100,00% 
         
Resultados de las pruebas de rendimiento de carga generales de todos los sistemas 
   
  Oracle SQL Server Alterian QlikView 
   
Tiempo de la carga total 0:57:21.970 3:15:38.980 0:11:33.483 0:46:44.000 
   
Utilización media de CPU durante la carga  41,86% 20,89% 43,27% 95,83% 
   
Memoria RAM utilizada durante la carga  55,97 MB 1.552,20 MB 230,22 MB 1.794,34 MB 
   
Memoria RAM al finalizar la carga  1.119,64 MB 237,19 MB 1.699,89 MB 999,82 MB 
   
Memoria Virtual máxima reservada  7,91 MB 193,93 MB 8,46 MB 39,70 MB 
   
Memoria Virtual utilizada durante la carga 0 MB 193,93 MB 8,46 MB 39,70 MB 
   
 
Tabla 14-27 Resumen de los resultados de las pruebas de rendimiento de carga de todos los sistemas – parte 3.  
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS PFM 
131 
 
 
14.2 Tabla resumen de los resultados en las consultas de todos los sistemas 
Resultados de las pruebas de rendimiento en las consultas de todos los sistemas 
  Tiempo de respuesta (h:mm:ss) Memoria RAM utilizada en MBytes 
  Oracle SQL Server  Alterian QlikView Oracle SQL Server  Alterian QlikView 
Consulta 1 1:27:54 − 0:00:08 − 394,80 − 7,68 − 
Consulta 2 0:16:46 0:00:22 0:00:03 0:00:07 72,06 34,09 2,92 132,58 
Consulta 3 0:28:15 0:00:38 0:00:04 0:00:14 55,75 41,04 4,62 690,32 
Consulta 4 0:14:31 0:01:29 0:00:19 0:01:53 69,74 662,32 165,83 1543,48 
Consulta 5 1:45:16 0:07:16 0:00:24 0:00:08 288,52 678,31 53,43 29,56 
                  
  Memoria virtual utilizada en MBytes % Uso medio de CPU 
  Oracle SQL Server  Alterian QlikView Oracle SQL Server  Alterian QlikView 
Consulta 1 6,05 − 1,06 − 41,20% − 67,38% − 
Consulta 2 0 0 0 0 13,89% 86,13% 53,54% 76,56% 
Consulta 3 0 0 1,31 0 9,97% 29,80% 32,28% 85,83% 
Consulta 4 0 0 1,26 0 17,36% 70,43% 75,50% 98,78% 
Consulta 5 3,55 75,54 0,97 0 81,18% 56,55% 53,54% 53,32% 
          
    
  % Uso máximo de CPU 
    
  Oracle SQL Server  Alterian QlikView 
    
Consulta 1 100,00% − 96,88% − 
    
Consulta 2 42,08% 100,00% 100,00% 100,00% 
    
Consulta 3 47,81% 100,00% 53,13% 100,00% 
    
Consulta 4 46,68% 100,00% 100,00% 100,00% 
    
Consulta 5 100,00% 100,00% 100,00% 100,00% 
    
 
Tabla 14-28 Resumen de los resultados de las pruebas de rendimiento en las consultas de todos los sistemas. 
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14.3 Clasificación de los sistemas por parámetros de carga 
 Ocupación de la carga de datos en MBytes 
  
Tiempo de carga (h:mm:ss.fff) 
 QlikView 374,84 
 
 Alterian Engine 0:11:33.483 

Alterian Engine 2.641,27 
 
QlikView 0:46:44.000 

Oracle Database 11g 3.952,69 
 
Oracle Database 11g 0:57:21.970 
 SQL Server 2008 5.176,03 
 
 SQL Server 2008 3:15:38.980 
       
 Registros/s 
  
Memoria RAM utilizada durante la carga en MBytes 
 SQL Server 2008 2.618,74 
 
 Oracle Database 11g 55,97 

Oracle Database 11g 8.931,31 
 
Alterian Engine 230,22 

QlikView 10.943,87 
 
SQL Server 2008 1.552,20 
 Alterian Engine 44.328,87 
 
 QlikView 1.794,34 
       
 
Memoria virtual utilizada durante la carga en MBytes 
  
% Uso medio de CPU 
 Oracle Database 11g 0 
 
 SQL Server 2008 20,89% 

Alterian Engine 8,46 
 
Oracle Database 11g 41,86% 

QlikView 39,7 
 
Alterian Engine 43,27% 
 SQL Server 2008 193,93 
 
 QlikView 95,83% 
       
 % Uso máximo de CPU 
    
 Oracle Database 11g 82,95% 
    

Alterian Engine 96,09% 
    

SQL Server 2008 99,22% 
    
 QlikView 100,00% 
    
 
Tabla 14-29 Clasificación de los sistemas por parámetros de las pruebas de rendimiento de carga. 
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14.4 Clasificación de los resultados en las consultas 
14.4.1 Clasificación de los sistemas por parámetro 
 Tiempo de respuesta 
  
Memoria RAM utilizada 
 Alterian Engine 
 
 Alterian Engine 

QlikView 
 
Oracle Database 11 g 

SQL Server 2008 
 
SQL Server 2008 
 Oracle Database 11g 
 
 QlikView 
     
 
Memoria virtual utilizada 
  
% Uso medio de CPU 
 QlikView 
 
 Oracle Database 11 g 

Alterian Engine 
 
Alterian Engine 

Oracle Database 11g 
 
SQL Server 2008 
 SQL Server 2008 
 
 QlikView 
     
 
% Uso máximo de CPU 
   
 Oracle Database 11 g 
   

Alterian Engine 
   
 QlikView - SQL Server 2008 
   
 
Tabla 14-30 Clasificación de los sistemas por parámetro. 
 
 
 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS PFM 
134 
 
 
14.4.2 Clasificación de los sistemas por parámetro y consulta 
 
Tiempo de respuesta (h:mm:ss) 
 
Consulta 1 Consulta 2 Consulta 3 Consulta 4 Consulta 5 

Alterian 0:00:08 
Alterian 0:00:03 Alterian 0:00:04 Alterian 0:00:19 QlikView  0:00:24 

QlikView 0:00:07 QlikView 0:00:14 SQL Server 0:01:29 Alterian 0:00:08 
 Oracle 1:27:54 
SQL Server 0:00:22 SQL Server 0:00:38 QlikView 0:01:53 SQL Server 0:07:16 
 Oracle 0:16:46 Oracle 0:28:15 Oracle 0:14:31 Oracle 1:45:16 
           
 
Memoria RAM utilizada en Mbytes 
 
Consulta 1 Consulta 2 Consulta 3 Consulta 4 Consulta 5 

Alterian 7,68 
Alterian 2,92 Alterian 4,62 Oracle 69,74 QlikView  29,56 

SQL Server 34,09 SQL Server 41,04 Alterian 165,83 Alterian 53,43 
 Oracle 394,80 
Oracle 72,06 Oracle 55,75 SQL Server 662,32 Oracle 288,52 
 QlikView 132,58 QlikView 690,32 QlikView 1543,48 SQL Server 678,31 
           
 
Memoria virtual utilizada en Mbytes 
 
Consulta 1 Consulta 2 Consulta 3 Consulta 4 Consulta 5 

Alterian 1,06 
  Alterian 1,31 Alterian 1,26 
QlikView  0 

Alterian 0,97 
 Oracle 6,05 
Oracle 3,55 
 SQL Server 75,54 
 
Tabla 14-31 Clasificación de los sistemas por parámetro y consulta – parte 1. 
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% Uso medio de CPU 
 
Consulta 1 Consulta 2 Consulta 3 Consulta 4 Consulta 5 

Oracle 41,20% 
Oracle 13,89% Oracle 9,97% Oracle 17,36% QlikView  53,32% 

Alterian 53,54% SQL Server 29,80% SQL Server 70,43% Alterian 53,54% 
 Alterian 67,38% 
QlikView 76,56% Alterian 32,28% Alterian 75,50% SQL Server 56,55% 
 SQL Server 86,13% QlikView 85,83% QlikView 98,78% Oracle 81,18% 
           
 
% Uso máximo de CPU 
 
Consulta 1 Consulta 2 Consulta 3 Consulta 4 Consulta 5 

Alterian 96,88% 
Oracle 42,08% Oracle 47,81% Oracle 46,68% Oracle 
100,00% 
SQL Server 
100,00% 
Alterian 53,13% SQL Server 
100,00% 
SQL Server 
 Oracle 100,00% 
Alterian SQL Server 
100,00% 
Alterian Alterian 
 QlikView QlikView QlikView QlikView 
 
Tabla 14-32 Clasificación de los sistemas por parámetro y consulta – parte 2. 
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14.4.3 Clasificación de las consultas por parámetro 
 
Tiempo de respuesta 
(h:mm:ss) 
 
Memoria RAM utilizada 
en Mbytes 
 
Memoria virtual utilizada 
en Mbytes 
 
% Uso medio de CPU 
 
% Uso máximo de CPU 
 
C Sistema Valor 
 
C Sistema Valor 
 
C Sistema Valor 
 
C Sistema Valor 
 
C Sistema Valor 
 2 Alterian 0:00:03 
 
2 Alterian 2,92 
 
2 Oracle 
0 
 
3 Oracle 9,97% 
 
2 Oracle 42,08% 
  3 Alterian 0:00:04 
 
3 Alterian 4,62 
 
2 SQL Server 
 
2 Oracle 13,89% 
 
4 Oracle 46,68% 
  2 QlikView 0:00:07 
 
1 Alterian 7,68 
 
2 Alterian 
 
4 Oracle 17,36% 
 
3 Oracle 47,81% 
  1 Alterian 
0:00:08 
 
5 QlikView 29,56 
 
2 QlikView 
 
3 SQL Server 29,80% 
 
3 Alterian 53,13% 
  5 QlikView 
 
2 SQL Server 34,09 
 
3 Oracle 
 
3 Alterian 32,28% 
 
1 Alterian 96,88% 
  3 QlikView 0:00:14 
 
3 SQL Server 41,04 
 
3 SQL Server 
 
1 Oracle 41,20% 
 
1 Oracle 
100,00% 
  4 Alterian 0:00:19 
 
5 Alterian 53,43 
 
3 QlikView 
 
5 QlikView 53,32% 
 
2 SQL Server 
  2 SQL Server 0:00:22 
 
3 Oracle 55,75 
 
4 Oracle 
 
2 Alterian 
53,54% 
 
2 Alterian 
  5 Alterian 0:00:24 
 
4 Oracle 69,74 
 
4 SQL Server 
 
5 Alterian 
 
2 QlikView 
  3 SQL Server 0:00:38 
 
2 Oracle 72,06 
 
4 QlikView 
 
5 SQL Server 56,55% 
 
3 SQL Server 
  4 SQL Server 0:01:29 
 
2 QlikView 132,58 
 
5 QlikView 
 
1 Alterian 67,38% 
 
3 QlikView 
  4 QlikView 0:01:53 
 
4 Alterian 165,83 
 
5 Alterian 0,97 
 
4 SQL Server 70,43% 
 
4 SQL Server 
  5 SQL Server 0:07:16 
 
5 Oracle 288,52 
 
1 Alterian 1,06 
 
4 Alterian 75,50% 
 
4 Alterian 
  4 Oracle 0:14:31 
 
1 Oracle 394,80 
 
4 Alterian 1,26 
 
2 QlikView 76,56% 
 
4 QlikView 
  2 Oracle 0:16:46 
 
4 SQL Server 662,32 
 
3 Alterian 1,31 
 
5 Oracle 81,18% 
 
5 Oracle 

3 Oracle 0:28:15 
 
5 SQL Server 678,31 
 
5 Oracle 3,55 
 
3 QlikView 85,83% 
 
5 SQL Server 

1 Oracle 1:27:54 
 
3 QlikView 690,32 
 
1 Oracle 6,05 
 
2 SQL Server 86,13% 
 
5 Alterian 
 5 Oracle 1:45:16 
 
4 QlikView 1543,48 
 
5 SQL Server 75,54 
 
4 QlikView 98,78% 
 
5 QlikView 
                    
                 
C Consulta 
 
Tabla 14-33 Clasificación de las consultas por parámetro. 
 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS PFM 
137 
 
 
15 Análisis de resultados 
15.1 Gráficos comparativos de las pruebas de carga 
 
Figura 15-64 Gráfico que muestra la Proporción de ocupación de las tablas en cada sistema. 
Nota: En la carga total de SQL Server se ha añadido el porcentaje de espacio que ocupa el cubo MOLAP. 
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Figura 15-65 Gráfico que muestra la Ocupación en MBytes de las tablas en cada sistema. 
Nota: En la carga total de SQL Server se ha añadido el espacio en MBytes que ocupa el cubo MOLAP de Analysis 
Services. 
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Figura 15-66 Gráfico en detalle de la Ocupación en MBytes de la tabla OPPA_DIM_ESTR_ORGANITZATIVA en cada 
uno de los sistemas. 
 
Figura 15-67 Gráfico en detalle de la Ocupación en MBytes de la tabla OPPA_FACT_PRESCRIPCIO_ACTIVA en cada 
uno de los sistemas. 
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Figura 15-68 Gráfico en detalle de la Ocupación en MBytes de la tabla OPPA_FACT_PS en cada uno de los 
sistemas. 
 
Figura 15-69 Gráfico que muestra el Tiempo de carga de datos empleado en cada uno de los sistemas. 
Nota: En el tiempo de carga total de SQL Server se ha añadido el tiempo de generación del cubo MOLAP de 
Analysis Services. 
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Figura 15-70 Gráfico que muestra el % de Uso de CPU de cada uno de los sistemas. 
 
Figura 15-71 Gráfico que muestra los MBytes de memoria RAM disponibles durante la carga de datos en cada uno 
de los sistemas. 
 
0
10
20
30
40
50
60
70
80
90
100
%
 d
e
 u
so
Tiempo
% Uso de CPU
Oracle SQL Server Alterian QlikView
0
128
256
384
512
640
768
896
1024
1152
1280
1408
1536
1664
1792
1920
2048
M
b
yt
e
s
Tiempo
MBytes de memoria RAM disponibles
Oracle SQL Server Alterian QlikView
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS PFM 
142 
 
 
 
Figura 15-72 Gráfico que muestra la Evolución de crecimiento del archivo de paginación de memoria virtual 
durante la carga de datos en cada uno de los sistemas. 
 
Figura 15-73 Gráfico que muestra el uso de Páginas de memoria virtual durante la carga de datos en cada uno de 
los sistemas. 
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15.2 Análisis de los resultados de las pruebas de carga 
En este apartado se pretende realizar un análisis de los resultados obtenidos con las pruebas 
de carga en los cuatro sistemas. El análisis de los resultados sigue el orden de aparición de los 
gráficos comparativos. Estos se han construido a partir de los gráficos de las pruebas 
individuales de cada sistema, y que se muestran en los apartados 10.1, 11.1, 12.1, 13.1. 
Como se puede ver en el gráfico de la Figura 15-64, el sistema en el cual los datos ocupan más 
espacio es SQL Server, seguido de Oracle Database, Alterian Engine y QlikView. Hay que tener 
en cuenta que en SQL Server 2008 se ha añadido el espacio que ocupa el cubo MOLAP, en 
concreto 1.263,89 MBytes. Si no se tuviera en cuenta este espacio, el espacio que ocupa la 
carga en SQL Server y Oracle sería muy parecido, 3.912,14 MB y 3.952,69 MB respectivamente. 
Se puede confirmar que la arquitectura MOLAP requiere un espacio más elevado, y que el 
modelo asociativo es el que requiere menos espacio debido a que sólo guarda una única vez 
cada valor. Además, en ninguno de los sistemas se han utilizado técnicas de compresión para 
confirmar este hecho y ver la ocupación real de los datos. 
En el gráfico de la Figura 15-65 se puede observar que el espacio que ocupan las tablas con 
pocos registros es muy parecido entre los diferentes sistemas, y se podría decir que es casi 
despreciable para un sistema de data warehouse cuya finalidad es el almacenaje de un gran 
volumen de datos. Por esa razón, en los gráficos de la Figura 15-66, Figura 15-67 y Figura 15-68 
se ha querido comparar el espacio que ocupan las tres tablas con mayor número de registros 
en cada uno de los sistemas. 
Cuando el número de registros es muy grande, como en el caso de la tabla de hechos 
OPPA_FACT_PS, el sistema que requiere más espacio para los datos es SQL Server, seguido de 
Oracle, Alterian y QlikView (ver gráfico de la Figura 15-68). En cualquier otro caso, el sistema 
que requiere más espacio es Oracle, y el que menos QlikView. Así pues, se sigue confirmando 
que el modelo asociativo requiere mucho menos espacio para almacenar los datos. 
En el gráfico de la Figura 15-69 se pretende comparar el tiempo empleado para la carga de los 
datos en cada uno de los sistemas. Como se puede observar, SQL Server es el sistema que 
requiere más tiempo, pero hay que tener en cuenta que se incluye el tiempo de procesado del 
cubo MOLAP, en concreto 2 horas y 55 minutos. Le siguen Oracle Database, QlikView y Alterian 
Engine. Así pues, se puede afirmar que MOLAP requiere un tiempo mucho más elevado debido 
a la construcción del cubo de datos y a su procesado. 
Si no se hubiera incluido el tiempo de procesado del cubo, los tiempos totales de carga, 
ordenados de mayor a menor, serían los que aparecen en la Tabla 15-34: 
Sistema Tiempo de carga 
Oracle Database 11g 3.441,970 s 
QlikView 2.809,000 s 
SQL Server 2008 1.238,980 s 
Alterian Engine 693,483 s 
Tabla 15-34 Tiempos totales de carga, ordenados de mayor 
a menor, sin el procesado del cubo en SQL Server 2008. 
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En el caso de no tener en cuenta el procesado del cubo en SQL Server, el sistema que ha 
tardado más en cargar los datos es Oracle, seguido de QlikView, SQL Server y Alterian. 
Aún en referencia a los tiempos de carga, no se esperaba que QlikView tuviera un tiempo de 
carga elevado, aunque después de cargar los datos ya estén disponibles para realizar análisis. 
El resultado más sorprendente ha sido el tiempo requerido por Alterian, y que ha desbancado 
a los otros tres sistemas siendo el que menos tiempo ha necesitado. Así pues, la arquitectura 
basada en columnas requiere mucho menos tiempo para el proceso de carga de datos. 
En el gráfico de la Figura 15-70, se puede ver el uso de CPU de cada uno de los sistemas 
durante la carga de los datos. La aplicación QlikView es la que hace un mayor uso intensivo de 
CPU durante toda la carga, con una media de 95,83% y un máximo del 100% (línea Lila). Le 
siguen Alterian con una media de 43,27% y un máximo de 96,09%; Oracle con 41,86% y 
82,95%; y finalmente, SQL Server con 20,89% y 99,22%. Destacar que Alterian y Oracle tienen 
una media muy parecida. 
En el mismo gráfico se puede apreciar que durante la carga de los datos, a diferencia de 
QlikView, Oracle hace un uso de CPU moderado y bastante seguido (línea Azul). SQL Server 
(línea Roja) empieza haciendo un uso moderado de CPU, que luego va creciendo hasta el 
punto que se observa una primera fase de uso intensivo con un pico máximo de 99,22% donde 
termina la carga de los datos y empieza el procesado del cubo. A partir de aquí, se pueden 
apreciar unas fases intermitentes de uso moderado – intensivo de CPU, hasta que termina la 
generación del cubo. Finalmente, Alterian (línea Verde) hace un uso de CPU bastante seguido y 
oscilante de CPU. 
Por otra parte, en el gráfico de la Figura 15-71 se muestra la evolución de memoria RAM 
disponible durante la carga de datos. Como se puede apreciar, QlikView hace un elevado 
consumo de memoria RAM para cargar los datos, concretamente 1.794,34 MB, de forma que 
es necesario reservar memoria virtual debido a que el sistema operativo se queda sin recursos 
suficientes de memoria física. Una vez la carga ha terminado, QlikView libera una parte de los 
recursos de memoria y el sistema operativo dispone de 999,82 MB. SQL Server también hace 
un uso considerable de memoria RAM, tanto durante la carga como durante el proceso de 
generación del cubo MOLAP. El sistema Oracle se mantiene bastante estable en el uso de 
memoria, ya que gran parte de ella se reserva al principio de iniciar el servidor y la diferencia 
máxima entre picos que se puede llegar a apreciar son 55,97 MB. Finalmente, Alterian es el 
sistema que menos memoria RAM utiliza, ya que la diferencia máxima entre picos que se ha 
obtenido es de 230,22 MB. 
Finalmente, en el gráfico de la Figura 15-72 se puede ver el crecimiento del fichero de archivo 
de paginación o memoria virtual. En el caso de la Figura 15-73 se observa si realmente el 
espacio de memoria virtual reservado por cada uno de los sistemas se utiliza o no. 
El sistema que más memoria virtual utiliza es SQL Server, seguido por QlikView y Alterian. En el 
caso de SQL Server y QlikView, la evolución de crecimiento del fichero es pronunciada, debido 
a que el sistema operativo no dispone de suficiente memoria RAM y empieza a utilizar el 
fichero de paginación. En el caso de Alterian, aunque dispone de suficiente memoria física, 
hace uso de 8,48 MB de memoria virtual, cantidad mucho menor a los dos sistemas anteriores. 
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En cambio, Oracle reserva espacio en el fichero de paginación, pero no lo utiliza como se 
puede ver en el gráfico de la Figura 15-73. 
Por lo tanto, se puede confirmar que tanto la arquitectura MOLAP como la basada en el 
modelo asociativo requieren muchos más recursos de memoria física y virtual, en comparación 
a la arquitectura ROLAP y a la arquitectura basada en columnas. 
15.3 Gráficos comparativos de las pruebas de las consultas 
 
Figura 15-74 Gráfico que muestra el Tiempo de respuesta de las consultas en cada sistema. 
  Tiempo de respuesta (h:mm:ss) 
  Oracle SQL Server  Alterian QlikView 
Consulta 1 1:27:54 − 0:00:08 − 
Consulta 2 0:16:46 0:00:22 0:00:03 0:00:07 
Consulta 3 0:28:15 0:00:38 0:00:04 0:00:14 
Consulta 4 0:14:31 0:01:29 0:00:19 0:01:53 
Consulta 5 1:45:16 0:07:16 0:00:24 0:00:08 
Tabla 15-35 Resumen del Tiempo de respuesta de las consultas en cada sistema. 
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Figura 15-75 Gráfico que muestra la cantidad de Memoria RAM utilizada, en MBytes, por consulta y sistema. 
  Memoria RAM utilizada en MBytes 
  Oracle SQL Server  Alterian QlikView 
Consulta 1 394,80 − 7,68 − 
Consulta 2 72,06 34,09 2,92 132,58 
Consulta 3 55,75 41,04 4,62 690,32 
Consulta 4 69,74 662,32 165,83 1543,48 
Consulta 5 288,52 678,31 53,43 29,56 
Tabla 15-36 Resumen de la cantidad de Memoria RAM 
utilizada, en MBytes, por consulta y sistema. 
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Figura 15-76 Gráfico que muestra la cantidad de Memoria virtual utilizada, en MBytes, por consulta y sistema. 
  Memoria virtual utilizada en MBytes 
  Oracle SQL Server  Alterian QlikView 
Consulta 1 6,05 − 1,06 − 
Consulta 2 0 0 0 0 
Consulta 3 0 0 1,31 0 
Consulta 4 0 0 1,26 0 
Consulta 5 3,55 75,54 0,97 0 
Tabla 15-37 Resumen de la cantidad de Memoria virtual 
utilizada, en MBytes, por consulta y sistema. 
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Figura 15-77 Gráfico que muestra el % de Uso medio de CPU por consulta y sistema. 
  % Uso medio de CPU 
  Oracle SQL Server  Alterian QlikView 
Consulta 1 41,20% − 67,38% − 
Consulta 2 13,89% 86,13% 53,54% 76,56% 
Consulta 3 9,97% 29,80% 32,28% 85,83% 
Consulta 4 17,36% 70,43% 75,50% 98,78% 
Consulta 5 81,18% 56,55% 53,54% 53,32% 
Tabla 15-38 Resumen del % de Uso medio de CPU por consulta y sistema. 
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Figura 15-78 Gráfico que muestra el % de Uso máximo de CPU por consulta y sistema. 
  % Uso máximo de CPU 
  Oracle SQL Server  Alterian QlikView 
Consulta 1 100,00% − 96,88% − 
Consulta 2 42,08% 100,00% 100,00% 100,00% 
Consulta 3 47,81% 100,00% 53,13% 100,00% 
Consulta 4 46,68% 100,00% 100,00% 100,00% 
Consulta 5 100,00% 100,00% 100,00% 100,00% 
Tabla 15-39 Resumen del % de Uso máximo de CPU por consulta y sistema. 
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15.4 Análisis de los resultados de las pruebas de las consultas 
En este apartado se pretende realizar un análisis de los resultados obtenidos con las pruebas 
de las consultas de datos en los cuatro sistemas. El análisis de resultados se ha dividido por 
consulta y sistema, con la finalidad de describir más en detalle los resultados obtenidos y 
explicar las problemáticas encontradas con cada sistema y consulta. 
15.4.1 Oracle Database 11g 
En el sistema Oracle Database 11g se han podido resolver todas las consultas planteadas para 
realizar las pruebas. Se trata del sistema que más ha tardado en resolver las consultas, muy 
por encima del resto de sistemas analizados. 
Como se puede observar en la Tabla 15-38 y la Tabla 15-39, en las consultas 2, 3 y 4 el uso 
medio y máximo de CPU ha sido menor a los valores de las mismas consultas en el resto de 
sistemas, tratándose concretamente de las consultas de menor complejidad, con pocos o 
ningún filtro aplicado. Contrariamente, en las consultas 1 y 5, de más complejidad y con más 
filtros, el uso medio y máximo de CPU ha sido más elevado, se ha apreciado más consumo de 
memoria RAM y se ha detectado consumo de memoria virtual (ver Tabla 15-36  y Tabla 15-37). 
Sólo el uso medio de CPU de la consulta 5 es el más elevado respecto los valores de la misma 
consulta en los otros sistemas. 
15.4.1.1 Consulta 1 
En la Tabla 15-35 se puede observar que el tiempo de respuesta de la consulta 1 en Oracle 
Database 11g ha sido el más elevado, 1 hora 27 minutos y 54 segundos, seguido de Alterian 
Engine, 8 segundos. También se trata de la consulta que más consumo de memoria RAM y 
virtual ha hecho en el sistema Oracle (ver Tabla 15-36  y Tabla 15-37). 
En las pruebas de Oracle Database 11g, esta consulta se ha construido de dos formas 
diferentes mediante la herramienta cliente Cognos. El motivo por el cual se han construido dos 
versiones ha sido básicamente por la alta complejidad de la consulta, y porque la primera de 
ellas se ha considerado que no era la más optimizada para resolverla. 
La primera versión se ha construido a partir de seis subconsultas: 
A) Una primera subconsulta que selecciona todos aquellos pacientes a excluir. 
B) Una segunda subconsulta que selecciona todos aquellos pacientes de 65 años o más y 
que toman un principio activo del grupo AINE desde hace 6 meses o más. 
C) Una tercera subconsulta que selecciona todos aquellos pacientes de 65 años o más y 
que toman ácido acetilsalicílico (MI0528) desde hace 6 meses o más. 
D) Una cuarta subconsulta que selecciona todos aquellos pacientes de 65 años o más y 
que toman un principio activo del grupo anticoagulantes orales desde hace 6 meses o 
más. 
E) Una quinta subconsulta que selecciona todos aquellos pacientes de 65 años o más y 
que toman ácido acetilsalicílico (RE0350) desde hace 6 meses o más. 
F) Una sexta subconsulta que obtiene todos los datos a nivel de Unidad Productiva. 
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En cada uno de los resultados de las subconsultas B, C, D y E se ha aplicado una operación de 
diferencia de conjuntos para excluir los pacientes que se encuentran en la subconsulta A, y se 
han obtenido los resultados intermedios B’, C’, D’ y E’. 
Con los resultados intermedios B’, C’, D’ y E’, mediante operaciones de intersección y unión, se 
han obtenido los pacientes que cumplen las condiciones de la consulta G  (B’  C’)  (B’  
D’)  (B’  E’). Finalmente, el resultado de la subconsulta G se ha cruzado con el resultado de 
F para obtener el número de pacientes distintos por Unidad Productiva. El resultado final de la 
consulta se ha presentado en un informe de Cognos mediante una tabla cruzada. 
Como se puede observar, la primera versión necesita visitar una misma tabla varias veces 
innecesariamente, y no es precisamente la más optimizada, por esa razón se ha propuesto una 
segunda versión que se ha construido a partir de tres subconsultas: 
A) Una primera subconsulta que selecciona todos aquellos pacientes a excluir. 
B) Una segunda subconsulta que selecciona todos aquellos pacientes de 65 años o más 
que toman desde hace 6 meses o más: 
 un principio activo del grupo AINE y ácido acetilsalicílico (MI0528) a la vez, o 
 un principio activo del grupo AINE y un principio activo del grupo 
anticoagulantes orales a la vez, o 
 un principio activo del grupo AINE y ácido acetilsalicílico (RE0350) a la vez. 
C) Una tercera subconsulta que obtiene todos los datos a nivel de Unidad Productiva. 
Para obtener el resultado se ha aplicado una operación de diferencia de conjuntos para excluir 
los pacientes de la subconsulta A que están en la subconsulta B, obteniendo el resultado 
intermedio B’. Finalmente, el resultado intermedio B’ se ha cruzado con el resultado de C para 
obtener el número de pacientes distintos por Unidad Productiva. De forma análoga a la 
primera versión, el resultado final de la consulta se ha presentado en un informe de Cognos 
mediante una tabla cruzada. 
Aunque la intuición sea que ejecutando la segunda versión de la Consulta 1 se debería obtener 
el resultado mucho más rápido, en la práctica no ha sido así, y es que las dos versiones han 
tardado aproximadamente lo mismo en resolverse. La primera versión ha tardado 1 h 29 
minutos y 34 segundos, y la segunda, 1 hora 27 minutos y 54 segundos (el valor que aparece 
en la Tabla 15-35), aproximadamente un 2% menor a la primera. 
El tiempo dedicado a construir la segunda versión de la consulta ha sido mucho más elevado 
que el tiempo dedicado a construir la primera, y teniendo en cuenta la reducción de tiempo 
que se obtiene en este caso, hay que considerar si siempre vale la pena o no intentar 
encontrar una solución que reduzca el tiempo de respuesta, en este caso se ha visto que no. 
Además, hay que tener en cuenta que la finalidad de muchas de las herramientas de análisis 
de datos que existen es que cualquier usuario pueda resolver una consulta (compleja o no) sin 
tener muchos conocimientos, y por lo tanto, las consultas que éste construya no tienen por 
qué ser las óptimas. 
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15.4.1.2 Consulta 2 
Esta consulta se ha podido resolver sin ningún problema. Para resolverla, en la herramienta 
Cognos se ha definido un informe con una tabla cruzada de tres niveles anidados en cada fila 
para mostrar los datos de Zona geográfica, Unidad Productiva y Médico, y una única columna 
con la medida Número de pacientes distintos. 
Como se puede observar en la Tabla 15-39, la consulta 2 es la que menos uso máximo de CPU 
ha realizado tanto respecto al resto de consultas en Oracle como respecto al resto de consultas 
de los otros sistemas. 
15.4.1.3 Consulta 3 
Esta consulta se ha podido resolver sin ningún problema. Para resolverla, en la herramienta 
Cognos se ha definido un informe con una tabla cruzada de dos niveles anidados en cada fila 
para mostrar los datos de Zona geográfica y Unidad Productiva, y una columna de dos niveles 
anidados para mostrar los datos de Sexo y Franja de Edad. Finalmente, se ha establecido la 
medida Número de pacientes distintos como la medida a mostrar en la tabla. 
Como se puede observar en la Tabla 15-38, la consulta 3 es la que menos uso medio de CPU ha 
realizado tanto respecto al resto de consultas en Oracle como respecto al resto de consultas 
de los otros sistemas. 
15.4.1.4 Consulta 4 
Como se puede ver en la Tabla 15-35, esta consulta es la que menos ha tardado en resolverse 
en el sistema Oracle, aunque se han tenido problemas para poderla construir por falta de 
memoria. 
En una primera versión de la consulta, se ha definido en Cognos un informe con una tabla 
cruzada de dos niveles anidados en cada fila para mostrar los datos de Médico y Medicamento, 
y una única columna con la medida Número de pacientes distintos. Además, se ha aplicado un 
filtro para que sólo se muestren los valores de la medida iguales o superiores a 30 pacientes 
distintos, y finalmente se ha ordenado ascendentemente por el nivel Médico y 
descendentemente por la medida Número de pacientes distintos. 
El resultado de esta primera versión de la consulta ha sido fallido por falta de memoria RAM en 
la máquina virtual con Cognos, pero aún aumentando la memoria RAM hasta 3 GB (el máximo 
de que se dispone para el estudio), tampoco ha funcionado. 
En una segunda versión, se ha cambiado la tabla cruzada por un listado plano, ya que la 
consulta SQL generada por Cognos se simplifica considerablemente, pero tampoco ha 
funcionado. 
Finalmente, viendo la cantidad de agregaciones en la consulta SQL generada por Cognos, se ha 
decidido introducir la consulta directamente (aunque no se trata de la solución ideal). El 
resultado se ha mostrado en un listado plano sin ningún problema. 
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select "OPPA_DIM_ESTR_ORGANITZATIVA"."ATR_NOMMETGE_TX" "Metge", 
 "OPPA_DIM_MEDICAMENT"."ATR_DESCMED_TX" "Medicament", 
 count(distinct "OPPA_DIM_ESTR_ORGANITZATIVA"."COD_CIPPAC_TX") 
 "Nombre_de_Pacients_Diferents" 
from "ODS"."OPPA_DIM_ESTR_ORGANITZATIVA"  
  "OPPA_DIM_ESTR_ORGANITZATIVA", 
 "ODS"."OPPA_DIM_MEDICAMENT" "OPPA_DIM_MEDICAMENT", 
 "ODS"."OPPA_FACT_PRESCRIPCIO_ACTIVA"  
  "OPPA_FACT_PRESCRIPCIO_ACTIVA" 
where "OPPA_FACT_PRESCRIPCIO_ACTIVA"."COD_SECTOR_TX" =    
  "OPPA_DIM_ESTR_ORGANITZATIVA"."COD_SECTOR_TX" and 
 "OPPA_FACT_PRESCRIPCIO_ACTIVA"."COD_CIPPAC_TX" =  
  "OPPA_DIM_ESTR_ORGANITZATIVA"."COD_CIPPAC_TX" and 
 "OPPA_FACT_PRESCRIPCIO_ACTIVA"."COD_MED_NR" =  
  "OPPA_DIM_MEDICAMENT"."COD_MED_NR" 
group by "OPPA_DIM_ESTR_ORGANITZATIVA"."ATR_NOMMETGE_TX", 
  "OPPA_DIM_MEDICAMENT"."ATR_DESCMED_TX" 
having count(distinct "OPPA_DIM_ESTR_ORGANITZATIVA"."COD_CIPPAC_TX")  
  >= 30  
order by "Metge" asc nulls last, 
  "Nombre_de_Pacients_Diferents" desc nulls last 
Tabla 15-40 Sentencia SQL que finalmente se ha introducido para poder resolver la consulta. 
15.4.1.5 Consulta 5 
Como se puede observar en la Tabla 15-36  y la Tabla 15-37, es la segunda consulta en 
consumo de memoria RAM y virtual en el sistema Oracle. Además, como se ha comentado 
anteriormente, el uso medio de CPU de esta consulta es el más elevado respecto a los valores 
de la misma consulta en los otros sistemas. 
Durante la resolución de esta consulta no se ha tenido ningún problema. El resultado se ha 
mostrado en una tabla cruzada con la descripción del Problema de salud en cada fila y una 
columna con las Zonas geográficas. Además, se han aplicado los filtros necesarios para que la 
consulta devuelva el resultado deseado. 
15.4.2 Microsoft SQL Server 2008 
En la Tabla 15-35 se puede comprobar que SQL Server es el tercer sistema que menos ha 
tardado en resolver las consultas, pero por el contrario es el que más memoria virtual ha 
utilizado, concretamente sólo para resolver la consulta 5 (ver Tabla 15-37), y es el segundo que 
más memoria RAM ha consumido (ver Tabla 15-36) y más picos de utilización de CPU ha 
realizado (ver Tabla 15-39).  
15.4.2.1 Consulta 1 
Como se puede observar en la Tabla 11-18, la Consulta 1 no ha se podido resolver en SQL 
Server 2008. La razón principal ha sido la falta de memoria RAM. 
Primeramente, la consulta se ha intentado resolver utilizando el mismo método de 
construcción de la primera versión de ésta misma en el sistema Oracle (ver apartado 15.4.1.1), 
pero sin éxito, ya que tanto la máquina virtual con SQL Server como la máquina con Cognos se 
han quedado sin recursos de memoria. 
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El segundo intento ha sido resolver la consulta utilizando la segunda versión (ver apartado 
15.4.1.1), pero también sin ningún resultado satisfactorio por la misma razón. 
El tercer intento, también sin resultados satisfactorios, ha sido ejecutar la consulta pero 
aplicando un sólo filtro cada vez, con la idea de ver si el sistema es capaz de resolver la 
consulta con alguna de las condiciones impuestas por la consulta. 
Finalmente, el último intento ha sido construir la consulta paso por paso, es decir, aplicando 
los distintos filtros gradualmente y uno a uno, pero igualmente sin éxito. 
Además, en vista de que ninguno de los intentos ha funcionado, se ha aumentado la memoria 
RAM de las máquinas virtuales de SQL Server y Cognos hasta 3 GB (el máximo de que se 
dispone para el estudio), y se han vuelto a ejecutar las distintas pruebas de la consulta pero 
también sin ningún resultado satisfactorio. Asimismo, el informe de Cognos se ha probado de 
modificar, cambiando la tabla cruzada para presentar el resultado de la consulta por una lista 
plana, lo que ha simplificado considerablemente la consulta generada por Cognos, pero el 
intento también ha sido fallido. 
No se puede afirmar que SQL Server 2008 no pueda resolver esta consulta, sólo se puede decir 
que debido a la falta de recursos de memoria no se ha obtenido ningún resultado de éxito. 
Aunque ni es un resultado satisfactorio, ni el esperado, sí que es un resultado para el análisis 
que se está llevando a cabo en este estudio. 
Por lo tanto, se concluye que para este tipo de consultas de alta complejidad como es la 
Consulta 1, con la necesidad de acceder a los datos de detalle para filtrarlos y la aplicación  de 
operaciones de teoría de conjuntos con gran cantidad de datos, es necesario disponer de 
mucho más de 3 GB de memoria RAM para poder resolverlas en SQL Server 2008 (no se puede 
fijar la cantidad mínima exacta de memoria ya que se desconoce). 
15.4.2.2 Consulta 2 
Es la consulta que se ha resuelto con menos tiempo de respuesta, menos memoria RAM ha 
consumido, pero la que más CPU de promedio ha utilizado, respecto al resto de consultas 
ejecutadas en SQL Server (ver Tabla 15-35, Tabla 15-36 y Tabla 15-38). 
De forma análoga al sistema Oracle Database, se ha utilizado la herramienta Cognos para 
resolverla. Para ello se ha definido un informe con una tabla cruzada de tres niveles anidados 
en cada fila para mostrar los datos de Zona geográfica, Unidad Productiva y Médico, y una 
única columna con la medida Número de pacientes distintos. Posteriormente, se ha ejecutado 
sin ningún problema. 
15.4.2.3 Consulta 3 
Como se puede observar en la Tabla 15-38, la consulta 3 es la que menos uso medio de CPU ha 
realizado, respecto al resto de consultas de SQL Server. Además, es la segunda en resolverse 
en menor tiempo de respuesta y en uso de memoria RAM (ver Tabla 15-35 y Tabla 15-36). 
Para resolver la consulta, se ha definido un informe en Cognos con una tabla cruzada de dos 
niveles anidados en cada fila para mostrar los datos de Zona geográfica y Unidad Productiva, y 
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una columna de dos niveles anidados para mostrar los datos de Sexo y Franja de Edad. 
Finalmente, se ha establecido la medida Número de pacientes distintos como la medida a 
mostrar en la tabla, y posteriormente, se ha ejecutado sin producirse ningún problema. 
15.4.2.4 Consulta 4 
La consulta 4 es la segunda en consumo de RAM, concretamente 662,32 MB, como se puede 
observar en la Tabla 15-36. Además, también es la segunda en uso medio de CPU (ver Tabla 
15-38). 
Para resolver esta consulta, se ha definido un informe en Cognos con una tabla cruzada de dos 
niveles anidados en cada fila para mostrar los datos de Médico y Medicamento, y una única 
columna con la medida Número de pacientes distintos. Además, se ha aplicado un filtro para 
que sólo se muestren los valores de la medida iguales o superiores a 30 pacientes distintos, y 
finalmente se ha ordenado ascendentemente por el nivel Médico y descendentemente por la 
medida Número de pacientes distintos. 
Como se puede observar, la construcción descrita de la consulta coincide con la primera 
versión que se ha probado en el sistema Oracle Database sin éxito, pero que en SQL Server ha 
funcionado perfectamente, aunque en este caso el consumo de memoria RAM es 
considerable. 
15.4.2.5 Consulta 5 
La consulta 5 es la que se ha resuelto con mayor tiempo de respuesta, en concreto 7 minutos y 
16 segundos, y que mayor consumo de memoria RAM ha realizado, en concreto 678,31 MB, 
respecto al resto de consultas ejecutadas en SQL Server. Concretamente ha utilizado 75,54 MB 
de memoria virtual, siendo así la consulta que más memoria virtual ha utilizado respecto al 
resto de consultas de SQL Server, así como al resto de sistemas. 
Para resolver esta consulta se ha definido un informe en Cognos con una tabla cruzada con la 
descripción del Problema de salud en cada fila, una columna para mostrar las diferentes Zonas 
geográficas, y se ha establecido la medida Número de pacientes distintos como la medida ha 
calcular. Además, se han aplicado los filtros necesarios para que la consulta devuelva el 
resultado deseado. 
15.4.3 Alterian Engine 
Alterian Engine es el segundo sistema con el que se han podido resolver todas las consultas 
planteadas, y como se puede observar en la Tabla 15-35 y la Tabla 15-36, se trata del sistema 
que menos ha tardado en resolver las consultas y menos memoria RAM ha utilizado. Por otro 
lado, es el único sistema que en todas las consultas, a excepción de la consulta 2, ha utilizado 
memoria virtual (ver Tabla 15-37), aunque en cantidades casi despreciables ( 1 MB). 
15.4.3.1 Consulta 1 
Juntamente con Oracle Database, Alterian ha sido el otro sistema con el que se ha podido 
resolver con éxito esta consulta, y en un tiempo de respuesta sorprendente, 8 segundos, 
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aunque es la segunda consulta con más uso medio de CPU respecto al resto de consultas 
ejecutadas en Alterian (ver Tabla 15-38). Además, es la tercera consulta con menor consumo 
de memoria RAM respecto al resto de consultas de Alterian y respecto al resto de consultas de 
los otros sistemas (ver Tabla 15-36). Con este resultado se puede observar claramente que 
Alterian posee una gran potencia de resolución de consultas. 
Aunque los resultados de esta consulta en Alterian han sido realmente sorprendentes, 
comentar que todas las pruebas de ejecución iniciales han sido fallidas, ya que, o bien no 
devolvían ningún resultado, o era un resultado incorrecto, hasta que no se ha detectado que  
el problema era la construcción errónea planteada inicialmente. 
La construcción inicial se ha realizado creando los filtros para cada una de las condiciones 
impuestas por la consulta. Estos se han ido aplicando paso a paso, para ver y comprobar los 
resultados intermedios que se obtenían: 
A) El filtro A selecciona los pacientes de 65 años o más. 
B) El filtro B selecciona los pacientes de 65 años o más a excluir. 
C) El filtro C selecciona los pacientes que toman desde hace 6 meses o más: 
 un principio activo del grupo AINE y ácido acetilsalicílico (MI0528) a la vez, o 
 un principio activo del grupo AINE y un principio activo del grupo 
anticoagulantes orales a la vez, o 
 un principio activo del grupo AINE y ácido acetilsalicílico (RE0350) a la vez. 
Primeramente se ha aplicado el filtro A sobre la tabla OPPA_FACT_PRESCRIPCIO_ACTIVA, y 
sobre la misma tabla, se ha aplicado el filtro B de forma independiente. A continuación, se ha 
realizado la intersección de los dos resultados (A  B) para quitar el conjunto de pacientes a 
excluir. Sobre el resultado de la intersección se ha aplicado el filtro C, pero al aplicarlo no se ha 
observado ningún resultado. 
Los motivos de no haber obtenido ningún resultado han sido dos, pero se han detectado por 
separado. El primero es que el sistema Alterian aplica siempre los filtros por orden, sobre una 
única y misma instancia de una tabla, y la aplicación del filtro se extiende a los registros de las 
tablas relacionadas con la tabla sobre la cual se ha aplicado el filtro. Es decir que, dado un 
conjunto de filtros a aplicar, si un registro ha sido descartado por un filtro anterior, el filtro 
actual no lo puede volver a seleccionar porque éste ya no existe en el conjunto de registros y 
ninguna tabla se puede instanciar más de una vez. 
La solución que se ha encontrado al primer problema ha sido redefinir los filtros y dividir el 
filtro C en cuatro partes: 
C1) El filtro C1 selecciona los pacientes que desde hace 6 meses o más toman un principio 
activo del grupo AINE. 
C2) El filtro C2 selecciona los pacientes que desde hace 6 meses o más toman ácido 
acetilsalicílico (MI0528). 
C3) El filtro C3 selecciona los pacientes que desde hace 6 meses o más toman un principio 
activo del grupo anticoagulantes orales. 
C4) El filtro C4 selecciona los pacientes que desde hace 6 meses o más toman ácido 
acetilsalicílico (MI0528). 
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Una vez creados los cuatro filtros, éstos se han aplicado de forma independiente sobre la 
intersección A  B anterior. Los cuatro resultados obtenidos se han exportado a cuatro tablas 
intermedias con los registros seleccionados (T_C1, T_C2, T_C3 y T_C4), y que se han 
relacionado con la tabla OPPA_DIM_ESTR_ORGANITZATIVA del modelo con la finalidad de 
solventar el problema de una única instancia por tabla. Finalmente, se ha creado un filtro con 
la condición final de la consulta [(T_C1  T_C2)  (T_C1  T_C3)  (T_C1  T_C4)] aplicado a 
la tabla OPPA_FACT_PRESCRIPCIO_ACTIVA, y en este caso sí que se ha obtenido el resultado 
correcto. Para mostrarlo, se ha definido una tabla cruzada con el número de pacientes 
distintos por Unidad Productiva. 
El segundo motivo se ha detectado cuando se intentaba encontrar una solución alternativa al 
problema anterior con la intención de no tener que crear ninguna tabla intermedia, ya que se 
ha considerado que el método para resolver la consulta no era aceptable, aunque 
proporcionara el resultado correcto. Básicamente, el segundo motivo, aunque parezca muy 
lógico, es que un filtro hay que aplicarlo en la tabla adecuada, y precisamente en la solución 
anterior se ha cometido el error de no aplicar los filtros en la tabla correcta, sino se podría 
haber obtenido el resultado esperado sin la necesidad de crear tablas intermedias. 
Hasta entonces, la condición final [(AINE  MI0528)  (AINE  Anticoagulantes orales)  
(AINE  RE0350)] siempre se había construido a partir de la unión de los tres subfiltros (AINE 
 MI0528), (AINE  Anticoagulantes orales) y (AINE  RE0350), cada uno de ellos aplicados de 
forma independiente sobre la tabla OPPA_FACT_PRESCRIPCIO_ACTIVA, y precisamente éste 
era el problema. Simplemente aplicando los tres subfiltros sobre la tabla 
OPPA_DIM_ESTR_ORGANITZATIVA, donde se encuentran los datos de los pacientes, ya se 
obtiene el resultado correcto. Además, la finalidad de la consulta es precisamente contar el 
número de pacientes distintos por Unidad Productiva. 
En la segunda solución, se han aprovechado los filtros C1, C2, C3 y C4. Cada uno de ellos se ha 
aplicado de forma independiente al resultado de la intersección A  B, obteniendo los 
resultados C1’, C2’, C3’ y C4’. A continuación, y siguiendo la explicación del párrafo anterior, 
los subfiltros C1’  C2’, C1’  C3’ y C1’  C4’ se han aplicado sobre la tabla 
OPPA_DIM_ESTR_ORGANITZATIVA, y finalmente se ha creado un filtro que los une para 
obtener el resultado final de la consulta. Éste también se ha mostrado en una tabla cruzada 
con el número de pacientes distintos por Unidad Productiva y que se ha creado en la propia 
herramienta de análisis de Alterian. 
Esta segunda solución es con la que se han realizado las pruebas de rendimiento, y como se ha 
comentado inicialmente, el tiempo de respuesta ha sido de 8 segundos. 
15.4.3.2 Consulta 2 
La consulta 2 es la consulta que menos tiempo ha tardado en resolverse y menos memoria 
RAM ha consumido, en concreto 3 segundos y 2,92 MB correspondientemente, tanto respecto 
a las otras consultas ejecutadas en Alterian como también al resto de sistemas (ver Tabla 
15-35 y Tabla 15-36). Además, es la única consulta que en Alterian no ha consumido memoria 
virtual (ver Tabla 15-37). 
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Para resolver la consulta, se ha creado una tabla cruzada multidimensional con la propia 
herramienta de análisis de Alterian. En la tabla cruzada se han establecido tres niveles 
anidados en cada fila para mostrar los datos de Zona geográfica, Unidad Productiva y Médico, 
y como función a calcular se ha establecido el Número de pacientes distintos. Finalmente, se 
ha ejecutado la consulta sin ningún problema. 
15.4.3.3 Consulta 3 
Como se puede ver en la Tabla 15-35 y la Tabla 15-36, la consulta 3 es la segunda en menor 
tiempo de respuesta y consumo de memoria RAM, concretamente 4 segundos y 4,62 MB 
respectivamente. 
De forma análoga a la consulta 2, para resolver esta consulta se ha creado una tabla cruzada 
multidimensional con la propia herramienta de análisis de Alterian. En la tabla cruzada se han 
establecido tres niveles anidados en cada fila para mostrar los datos de Zona geográfica, 
Unidad Productiva, Sexo, y en columnas se ha establecido mostrar los datos de Franja de Edad. 
Como función a calcular se ha determinado el Número de pacientes distintos. Finalmente, se 
ha ejecutado la consulta sin ningún problema. 
A diferencia del resto de sistemas, Alterian no permite definir tablas cruzadas con más de un 
nivel anidado de columna, por esa razón los datos de Sexo se han establecido por fila, en vez 
de por columna. 
15.4.3.4 Consulta 4 
La consulta 4 es la que más cantidad de memoria RAM ha utilizado y mayor uso medio de CPU 
ha hecho, respecto al resto de consultas ejecutadas en Alterian (ver Tabla 15-36 y Tabla 
15-38). 
Para resolver la consulta, se ha creado una tabla cruzada multidimensional con la propia 
herramienta de análisis de Alterian. En la tabla cruzada se han definido dos niveles anidados en 
cada fila para mostrar los datos de Médico y Medicamento, y como función a calcular, se ha 
determinado el Número de pacientes distintos. Aunque se ha ejecutado la consulta sin ningún 
problema, no se ha podido establecer el filtro para sólo mostrar aquellas filas con un valor 
igual o superior a 30 pacientes distintos, ni tampoco ordenar ascendentemente por Médico, 
sólo se ha podido ordenar descendentemente por el Número de pacientes distintos. 
15.4.3.5 Consulta 5 
La consulta 5 es la consulta que más tiempo ha tardado en resolverse en Alterian, en concreto 
24 segundos (ver Tabla 15-35). Además, es la segunda consulta que más memoria RAM ha 
consumido, 53,43 MB (ver Tabla 15-36). 
Para resolver la consulta, primeramente se han creado los filtros necesarios para que la 
consulta cumpla las condiciones impuestas, y luego, se ha creado uno que los une a todos. A 
continuación, se ha definido una tabla cruzada con la descripción del Problema de salud en 
cada fila, una columna para mostrar las diferentes Zonas geográficas, y como función a 
calcular, se ha establecido el Número de pacientes distintos. Finalmente, a la tabla se le ha 
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aplicado el filtro general que los une a todos, y se ha ejecutado sin ningún problema 
obteniendo así el resultado correcto. 
15.4.4 QlikView 
QlikView es el segundo sistema que menos ha tardado en resolver las consultas planteadas, 
como se puede observar en la Tabla 15-35, y es el único sistema que no ha utilizado memoria 
virtual para resolver las consultas (ver Tabla 15-37). Por lo contrario, es el sistema que más 
memoria RAM ha consumido y más uso medio de CPU ha realizado (ver Tabla 15-36 y Tabla 
15-38). 
15.4.4.1 Consulta 1 
Como se puede observar en la Tabla 13-24, la consulta 1 tampoco se podido resolver en 
QlikView, pero esta vez no directamente por la falta de memoria como se explicará a 
continuación. 
La resolución de consultas en el sistema QlikView también funciona de forma parecida a los 
filtros de Alterian, y de la misma manera, se debe tener en cuenta su orden de aplicación para 
obtener el resultado correcto. 
El primer paso para construir la consulta ha sido intentar seleccionar los pacientes de 65 años 
o más, y que no están tomando un principio activo del grupo IBP, un principio activo del grupo 
H2, el principio activo Misoprostol (MI5002) o el principio activo Diclofenaco+Misoprostol 
(RE3016). Éste primer filtro no se ha podido crear, ya que QlikView no ha permitido establecer 
el orden de aplicación correcto de las condiciones, y tampoco ha permitido definir un filtro que 
incluya condiciones sobre dos o más campos distintos, sino que un filtro sólo puede imponer 
condiciones sobre un único campo. 
Así pues, el problema inicial no ha sido por la falta de recursos o de carga de los datos, sino por 
la imposibilidad de aplicar las condiciones. 
Se ha intentado encontrar una construcción alternativa. Para ello, se ha probado creando 
cuatro tablas intermedias: 
A) En la tabla A, incluir todos los identificadores de los pacientes con los principios 
activos que se están tomando (COD_CIPPAC_TX, COD_PA_TX). 
B) En la tabla B, incluir todos los identificadores de los pacientes con los grupos de los 
principios activos que se están tomando (COD_CIPPAC_TX, COD_GRUP_PA_TX). 
C) En la tabla C, incluir todos los identificadores de los pacientes con los principios 
activos que se están tomando junto con los grupos a los que pertenecen los principios 
(COD_CIPPAC_TX, COD_PA_TX, COD_GRUP_PA_TX). 
D) En la tabla D, incluir todos los identificadores de los pacientes con los grupos de los 
principios activos que se están tomando por duplicado (COD_CIPPAC_TX, 
COD_GRUP_PA_TX, COD_GRUP_PA_TX). 
La finalidad de intentar cargar las cuatro tablas con esta estructura específica ha sido para 
poder aplicar correctamente los filtros necesarios para resolver la consulta: 
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 La condición de no tomar Misoprostol (MI5002) y la condición de no 
Diclofenaco+Misoprostol (RE3016), aplicarlas sobre la tabla A. 
 La condición de no tomar un principio activo del grupo IBP, y la condición de no tomar 
un principio activo del grupo H2, aplicarlas sobre la tabla B.  
 La condición de seleccionar los pacientes que se están tomando un principio activo del 
grupo AINE y ácido acetilsalicílico (MI0528) a la vez, y la condición de seleccionar los 
pacientes que se están tomando un principio activo del grupo AINE y ácido 
acetilsalicílico (RE0350) a la vez, aplicarlas sobre la tabla C. 
 La condición de seleccionar los pacientes que se están tomando un principio activo del 
grupo AINE y un principio activo del grupo anticoagulantes orales a la vez, aplicarla 
sobre la tabla D. 
Aunque esta construcción alternativa debería servir para resolver la consulta planteada, no se 
ha podido comprobar por un problema de falta de recursos de memoria a la hora de cargar los 
datos en las tablas intermedias, ya que se trata de un volumen bastante grande de datos. 
También se ha probado de aumentar la memoria RAM hasta 3 GB (el máximo disponible), pero 
tampoco ha funcionado. 
Finalmente, se ha probado una segunda construcción alternativa, con la que se ha intentado 
crear una tabla intermedia con la siguiente estructura: 
 Un campo con el identificador del paciente. 
 Un campo booleano especificando si está tomando un principio activo del grupo AINE. 
 Un campo booleano especificando si está tomando ácido acetilsalicílico (MI0528). 
 Un campo booleano especificando si está tomando un principio activo del grupo 
anticoagulantes orales. 
 Un campo booleano especificando si está tomando ácido acetilsalicílico (RE0350). 
 Un campo booleano especificando si está tomando un principio activo del grupo IBP. 
 Un campo booleano especificando si está tomando Misoprostol (MI5002). 
 Un campo booleano especificando si está tomando un principio activo del grupo H2. 
 Un campo booleano especificando si está tomando Diclofenaco+Misoprostol (RE3016). 
Aunque esta estructura de tabla reduce considerablemente el volumen de datos, tampoco ha 
funcionado por la falta de memoria durante su procesado, y también ha fallado cuando se ha 
aumentado la memoria RAM. 
Por lo tanto, sólo se concluye que QlikView no puede resolver directamente la Consulta 1 
debido a una limitación en la creación de los filtros. Lo que no se puede afirmar es que 
QlikView no pueda resolver esta consulta con las dos alternativas de construcción propuestas. 
Al igual que en el caso de SQL Server 2008, sólo se puede decir que debido a la falta de 
recursos de memoria no se ha obtenido ningún resultado satisfactorio, pero sí que es un 
resultado para el análisis que se está llevando a cabo en este estudio. 
15.4.4.2 Consulta 2 
La consulta 2 es la consulta que se ha resuelto en menor tiempo, en concreto 7 segundos, en 
comparación al resto de consultas ejecutadas en QlikView (ver Tabla 15-35). Además, se trata 
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de la segunda consulta que menos uso medio de CPU ha realizado, también respecto al 
conjunto de consultas ejecutadas en QlikView (ver Tabla 15-38). 
Para resolver la consulta, se ha definido una tabla cruzada en QlikView de tres dimensiones, 
una para mostrar los datos a nivel de Zona Geográfica, otra para mostrar los datos a nivel de 
Unidad Productiva y la última para mostrar los datos a nivel de Médico. La expresión que se ha 
establecido para calcular ha sido COUNT(DISTINCT COD_CIPPAC_TX), que corresponde al 
Número de pacientes distintos. Finalmente, la consulta se ha ejecutado sin ningún problema. 
15.4.4.3 Consulta 3 
La consulta 3 es la segunda consulta que más consumo de memoria RAM ha hecho respecto al 
resto de consultas ejecutadas en QlikView, como también respecto a todas las consultas 
ejecutadas en los otros sistemas. Asimismo, es la segunda consulta que mayor uso medio de 
CPU ha realizado respecto al conjunto de consultas probadas en QlikView. 
Para resolver la consulta, se ha definido una tabla cruzada en QlikView de tres dimensiones, 
una para mostrar los datos a nivel de Zona Geográfica, otra para mostrar los datos a nivel de 
Unidad Productiva, y en la última se han anidado los datos a nivel de Sexo y Franja de Edad. La 
expresión que se ha establecido para calcular ha sido COUNT(DISTINCT COD_CIPPAC_TX), que 
corresponde al Número de pacientes distintos. Finalmente, la consulta se ha ejecutado sin 
ningún problema. 
15.4.4.4 Consulta 4 
Como se puede apreciar en la Tabla 15-35, la consulta 4 es la consulta que más tiempo ha 
tardado en resolverse en QlikView, concretamente 1 minuto y 53 segundos. Además, hay que 
tener muy en cuenta que se trata de la consulta que mayor cantidad de memoria RAM ha 
utilizado, en concreto 1543,48 MB,  y mayor uso medio de CPU ha hecho, 98,78%, respecto al 
resto de consultas ejecutadas en QlikView y también respecto a todas las consultas ejecutadas 
en los otros sistemas (ver Tabla 15-36 y Tabla 15-38). 
Al igual que con las otras demás consultas construidas en QlikView, se ha definido una tabla 
cruzada de dos dimensiones, una para mostrar los datos a nivel de Médico y otra para mostrar 
los datos a nivel de Medicamento. La expresión que también se ha establecido para calcular ha 
sido COUNT(DISTINCT COD_CIPPAC_TX), que corresponde al Número de pacientes distintos. 
Finalmente, la consulta se ha ejecutado sin ningún problema, pero ha sido necesario aumentar 
la memoria RAM de la máquina virtual hasta 2800 MB, ya que con 2048 MB no era suficiente 
para resolver la consulta. Además, en QlikView, al igual que con Alterian, tampoco se ha 
podido aplicar el filtro para sólo mostrar aquellas filas con un valor igual o superior a 30 
pacientes distintos. 
15.4.4.5 Consulta 5 
El tiempo de resolución de la consulta 5 en QlikView es el más bajo comparado a la ejecución 
de la misma consulta en el resto de sistemas, en concreto 8 segundos, y es el segundo mejor 
tiempo respecto a las consultas ejecutadas en QlikView (ver Tabla 15-35). Además se trata de 
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la consulta que menor uso medio de CPU y cantidad de memoria RAM ha utilizado en QlikView 
(ver Tabla 15-36 y Tabla 15-38). 
Para resolver esta consulta en QlikView, se ha definido una tabla cruzada de dos dimensiones, 
una para mostrar los datos a nivel de Problema de salud, y otra para mostrar los datos a nivel 
de Zona geográfica y que se ha colocado como columna. La expresión que se ha establecido 
para calcular ha sido COUNT(DISTINCT COD_CIPPAC_TX), que corresponde al Número de 
pacientes distintos. Una vez creada la tabla, se han aplicado, en el orden correcto, los filtros 
necesarios para cumplir con las condiciones impuestas por la consulta. Finalmente, se ha 
ejecutado la consulta sin ningún problema. 
15.5 Valoración de las herramientas de análisis de datos 
utilizadas 
Se ha considerado conveniente añadir un apartado para valorar las herramientas de análisis 
que se han utilizado para realizar las pruebas de consulta. La finalidad del apartado es dar a 
conocer con qué grado de simplicidad o complejidad se encontraría un usuario de negocio 
para analizar cualquier conjunto de datos con cada una de las herramientas utilizadas. Sin 
embargo, tampoco se pretende proporcionar una valoración muy detallada ni exhaustiva, 
simplemente dar una idea breve de cada una, y en muchos casos, con un cierto grado de 
subjetividad. 
Como ya se ha visto anteriormente, para realizar las pruebas de consulta de los sistemas 
Oracle Database y Microsoft SQL Server, se ha utilizado el cliente Cognos. Cognos es una 
herramienta de Business Intelligence con capacidades de reporting, análisis de datos, cuadros 
de mando y cuadros de indicadores, muy enfocada al usuario final. En este caso, sólo se ha 
utilizado la parte de reporting y de análisis de datos, que es precisamente lo que utilizaría un 
usuario de negocio. 
Cognos tiene un entorno gráfico muy intuitivo y fácil de utilizar, de forma que cualquier 
usuario es capaz de crear informes muy rápidamente. Por un lado, en la herramienta se 
dispone de un árbol con el modelo de datos a analizar (normalmente lo define un usuario 
técnico previamente).  Y por el otro, hay una lista de objetos (cajas de texto, listas 
desplegables, tablas, etc.) que sirven para definir el aspecto gráfico del informe y poder 
mostrar los datos. 
A medida que se van añadiendo los atributos del modelo de datos y los objetos gráficos al 
informe, mediante el método de arrastrar y soltar, Cognos va generando automáticamente la 
consulta o consultas que se ejecutarán en el sistema de base de datos. A éstas se les pueden 
establecer de forma gráfica filtros o parámetros, definir el método de ordenación de los datos, 
entre otros aspectos. 
Por lo tanto, Cognos es una herramienta muy completa, pero sencilla de utilizar, aunque 
dependiendo de qué tipo de informes se quieran crear, se deberán tener unos conocimientos 
para poder construir informes más complejos y personalizados. 
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En el caso del sistema Alterian Engine, se ha utilizado la propia herramienta de análisis de 
datos que incluye. A diferencia de Cognos, para analizar los datos, el usuario de negocio 
interactúa directamente con la estructura física de las tablas de la base de datos, y por lo 
tanto, es necesario que la conozca y sepa utilizarla. En casos donde la estructura de tablas sea 
muy compleja puede llegar a confundir al usuario y dificultar el análisis de datos. 
La herramienta permite introducir la consulta deseada en lenguaje SQL (aunque con algunos 
limites), pero también se puede ir construyendo de manera gráfica, teniendo siempre en 
cuenta la estructura física de los datos. Por otra parte, permite guardar y reutilizar los filtros y 
conjuntos de datos que se van creando, y además, utilizarlos para definir diagramas de Venn, 
tablas cruzadas, mapas y perfiles. 
Finalmente, otro punto débil de Alterian es el número de operaciones que ofrece para agregar 
los datos, ya que éstas son muy limitadas (suma, recuento, máximo, mínimo y promedio). 
En el caso de la aplicación QlikView, también incluye herramientas de análisis de datos. Una 
vez cargados los datos en el sistema, el usuario de negocio interactúa con los campos de las 
tablas directamente, pero a diferencia de Alterian, de forma muy simple, ya que el usuario 
puede decidir el conjunto de campos con los que quiere trabajar, es decir, aquellos que se 
utilizarán para analizar los datos. 
Una vez establecido ese conjunto, los campos se muestran en el espacio de trabajo en forma 
de lista, junto con los valores de cada uno. A partir de ese momento, el usuario es capaz de 
empezar a analizar los datos de forma gráfica y muy fácil, haciendo selecciones de valores, 
realizando búsquedas, excluyendo determinados conjuntos, etc. 
Al igual que Cognos, QlikView también ofrece la posibilidad de que el usuario defina sus 
informes con un aspecto gráfico determinado, de forma que se pueden añadir tablas cruzadas, 
gráficos, listas de valores, etc., pero lo más importante es que estos informes son 
completamente dinámicos, es decir, que el usuario puede interactuar con ellos a medida que 
se van analizando los datos (seleccionando valores, aumentando el nivel de detalle, etc.). 
Una funcionalidad muy buena de QlikView es que dispone de un historial de las selecciones 
que hay activas en un momento determinado, de forma que el usuario puede ver fácilmente el 
conjunto de datos seleccionado actualmente, y además, le permite ordenarlas o borrarlas. 
En cuanto a filtros y operaciones con datos, QlikView ofrece muchas más posibilidades que 
Alterian, pero en este caso, la gran mayoría se deben definir mediante un lenguaje de script 
propio de QlikView que es muy parecido al lenguaje SQL.  
Finalmente, añadir que al igual que Cognos, QlikView es una herramienta de análisis de datos, 
orientada totalmente a los usuarios finales de negocio. 
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15.6 Conclusiones del análisis 
Una vez finalizada la fase de pruebas y analizados los resultados, tanto de carga como de 
consultas, en este apartado se comentarán muy brevemente las conclusiones a las cuales se ha 
llegado de cada uno de los sistemas. 
El sistema Oracle Database es el sistema que menos recursos de memoria RAM ha consumido 
durante las pruebas de carga, pero es el que más ha tardado en cargar los datos y en el que 
éstos ocupan más (si no se tiene en cuenta la generación del cubo de SQL Server).  
Además, es el sistema con el que se ha tardado más en resolver las consultas, pero como en 
Alterian, se han podido resolver todas. Por otra parte, es el que menos CPU ha utilizado y el 
segundo en consumo de memoria RAM. 
Aunque se trata de un potente y maduro sistema de base de datos, es el que peores resultados 
ha dado en este estudio. Asimismo, hay que considerar que el proceso ETL realizado ha sido 
bastante complejo, y que posteriormente ha sido necesario crear los índices pertinentes para 
que se pudieran resolver las consultas en tiempos aceptables, lo que ha aumentado 
considerablemente el espacio de ocupación de la base de datos. 
Se ha visto en las pruebas de consulta que el sistema Oracle es capaz de resolver cualquier 
consulta, pero se debe tener en cuenta que según la complejidad de ésta, el tiempo de 
respuesta puede ser muy elevado. Antes se debería intentar ejecutar la consulta deseada en 
alguno de los otros sistemas, y por tanto, el sistema Oracle se trataría de la última opción. 
El sistema SQL Server es el que menos uso medio de CPU ha hecho durante la carga de los 
datos, pero es el sistema en el cual ocupan más, debido al cubo MOLAP. Además, el proceso de 
generación del cubo ha hecho aumentar considerablemente el tiempo de carga de los datos, el 
uso de memoria RAM y la memoria virtual utilizada. 
Asimismo, el hecho de que la estructura de los datos fuera multidimensional, ha complicado el 
proceso de construcción de las consultas como la definición correcta de los filtros. Se trata 
pues, del segundo sistema que ha tardado más en resolver las consultas y del segundo en más 
consumo de CPU, memoria RAM y memoria virtual. 
Comentar que la creación del cubo ha sido bastante compleja, lo que ha ralentizado la fase de 
carga. Además, se ha tenido que realizar un proceso de limpieza de los datos muy exhaustivo, 
para que el cubo se generara correctamente. Con las pruebas de consulta se ha visto que un 
cubo MOLAP es muy útil para resolver consultas que acceden a datos muy agregados. Así pues, 
aquellas consultas que necesitan filtrar datos a gran nivel de detalle, no son del todo 
adecuadas para cubos con gran volumen de datos. Debido a esto, muchas de las consultas no 
se pueden resolver con una arquitectura MOLAP (sobre todo aquellas pensadas para 
arquitecturas ROLAP). 
El sistema Alterian Engine es el que mejores resultados ha dado, tanto en las pruebas de carga 
como en las de consulta. En las pruebas de carga, es el sistema que menos ha tardado en 
cargar los datos, muy por debajo de QlikView y del sistema relacional Oracle. Al mismo tiempo, 
tampoco ha hecho un consumo muy elevado de memoria ni de CPU, y además, el espacio de 
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ocupación de los datos es bastante más reducido que el del sistema Oracle, y se ve claramente, 
que aplica técnicas de compresión de datos. 
Por otra parte, en las pruebas de consulta, se han podido resolver todas las consultas en un 
tiempo de respuesta muy sorprendente, siendo además el sistema que menos memoria RAM 
ha consumido y el segundo en uso medio de CPU. Así pues, se da una valoración muy positiva 
de éste sistema, aunque, como se ha comentado anteriormente, tiene algunas limitaciones de 
resolución de consultas que si se mejoraran se trataría de un sistema de base de datos 
excelente. 
En la aplicación de análisis QlikView se ha visto que el volumen de carga de datos depende 
directamente de la cantidad de memoria RAM disponible en el sistema, de la misma manera 
que para su explotación también es necesario disponer de recursos suficientes de memoria: 
cuanta más memoria disponible, más datos se podrán cargar y explotar. Además, hay que 
tener en cuenta que QlikView también hace uso intensivo de CPU, no sólo durante la carga 
sino también durante el análisis de datos. 
QlikView es muy adecuado para el análisis de datos que requiera búsquedas por valor, 
básicamente para encontrar relaciones entre valores de datos. Hay que considerar la ventaja 
que no es necesario realizar un proceso ETL para la carga, ni tampoco modificar la estructura 
de las tablas para el posterior análisis de los datos, ya que se encarga de relacionar las tablas 
automáticamente por los campos comunes (hay que asegurarse que el nombre y tipo de los 
campos a enlazar son correctos). 
Aunque el tiempo de carga es muy parecido al de un sistema relacional, la ocupación de los 
datos es mucho menor. Además, el tiempo de carga se puede reducir considerablemente si se 
exportan los datos a ficheros optimizados QVD de QlikView. 
Finalmente, comentar que en QlikView los tiempos de respuesta observados durante las 
pruebas de consulta han sido bajos, sin embargo, como ya se ha visto, es muy importante el 
orden de aplicación de los filtros y que éstos tienen algunas limitaciones. Por lo tanto, se 
puede dar el caso, que según la complejidad de la consulta, ésta no se pueda resolver en 
QlikView por estas limitaciones. 
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15.7 Validación de la comparativa funcional teórica 
En este apartado se pretende validar los aspectos comentados en la comparativa teórica sobre 
cada una de las arquitecturas estudiadas, teniendo en cuenta los resultados de las pruebas. 
Hay que mencionar que muchos de los aspectos que aparecen en la comparativa no se han 
podido comprobar con las pruebas. 
La validación, que se muestra a continuación, se ha dividido por arquitectura. 
15.7.1 ROLAP 
 Es la arquitectura con mayor tiempo de respuesta en las consultas. 
 Las operaciones OLAP se consiguen con la manipulación de las sentencias SQL que 
constituyen la consulta, aunque algunas resultan muy complicadas de construir. 
 Existen problemas de rendimiento cuando la consulta requiere la realización de 
muchos cálculos. Además, aunque las agregaciones de datos se pueden precalcular y 
almacenarlas en vistas materializadas (sobre todo para aquellos datos que son 
consultados frecuentemente), muchas de ellas se deben realizar en tiempo de 
ejecución lo que ralentiza el proceso de resolución de la consulta. 
 Permite acceder a información de alto nivel de detalle. 
 Resolución de cualquier consulta, desde simple hasta compleja, con filtros de 
información de alto nivel de detalle. 
 Permite cualquier tipo de datos. 
 El volumen de datos puede ser muy elevado, permitiendo que sea una arquitectura 
muy escalable. 
 Se puede acceder a los datos a través de una herramienta cliente de análisis estándar. 
En este caso se ha utilizado Cognos. 
 Para la realización del análisis de datos, se accede a las tablas originales para resolver 
las consultas. 
 El proceso ETL es mucho más complejo que en el resto de sistemas, ya que hay que 
programar los scripts específicos, aunque existen herramientas que permiten 
programarlos mediante asistentes. 
 Aunque las estructuras de datos son mucho más flexibles, la definición del modelo de 
datos es mucho más costoso. 
 Se permite la definición de varios tipos de índices para mejorar el rendimiento del 
motor de consulta, así como también, la creación de particiones o definición de vistas 
materializadas, aunque en este estudio no se han utilizado. 
 Se deben crear los índices concretos pensando en el tipo de consultas que se 
realizarán durante la explotación de los datos. Esto limita considerablemente el 
conjunto de consultas que se podrán realizar, pero a cambio el tiempo de respuesta de 
las consultas de dicho conjunto es más bajo. De lo contrario, si no se crearan estos 
índices, el tiempo de respuesta sería muy elevado. 
 Se ha tenido que añadir una capa adicional para establecer el mapeo OLAP – 
Relacional. Esta capa se ha definido en la herramienta Cognos. 
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 El sistema que se ha utilizado como representante de la arquitectura ROLAP está 
disponible en diferentes plataformas. 
 Existen herramientas estándar capaces de administrar diferentes sistemas 
relacionales, en este caso se ha utilizado la herramienta TOAD. 
15.7.2 MOLAP 
 El tiempo de respuesta es bajo cuando se accede a información agregada. 
 Se pueden analizar los hechos desde diferentes dimensiones y niveles de jerarquía de 
atributos. 
 En algunos casos, la estructura multidimensional hace difícil, o a veces imposible, la 
construcción de una consulta, sobre todo aquellas que requieren la aplicación de 
muchos filtros. 
 La consulta de los datos está limitada a la estructura definida del cubo. 
 Dificultad para resolver consultas que necesitan acceder a gran nivel de detalle de la 
información. 
 El lenguaje de consulta de los datos es mucho más potente que el de un sistema 
relacional. En el caso del sistema SQL Server, el lenguaje que se utiliza para acceder a 
la información del cubo es el lenguaje MDX. 
 No existe la necesidad de definir ningún mapeo entre el modelo lógico y el físico de 
datos. 
 El proceso de definición y generación del cubo es muy lento, incluso más que la carga 
de los datos. 
 Las estructuras de datos que se utilizan son muy rígidas, lo que dificulta la realización 
de cambios en el modelo de datos. 
 El sistema que se ha utilizado como representante MOLAP (SQL Server), permite el 
acceso sólo lectura al cubo, pero permite la carga incremental de datos. Por lo tanto, 
los cambios en los datos no se verán reflejados hasta que no se regenere el cubo. 
 La mayoría de sistemas MOLAP utilizan un modelo de almacenamiento propio del 
fabricante. 
15.7.3 Arquitectura OLAP basada en columnas 
 El tiempo de respuesta en las consultas es muy bajo, sobre todo en consultas sobre 
grandes volúmenes de datos. 
 Se permite acceder al máximo nivel de detalle de los datos, sin la necesidad de agregar 
los datos. Así pues, se permite consultar, comparar y clasificar datos manteniendo 
tiempos de respuesta mínimos, además de poder realizar informes con un alto nivel de 
detalle. 
 Se utiliza un lenguaje propio del fabricante para la construcción de consultas, aunque 
algunos sistemas, como Alterian, permiten utilizar el lenguaje SQL para construir las 
consultas, pero el conjunto de instrucciones es bastante limitado. Concretamente el 
sistema Alterian permite utilizar lenguaje SQL nativo, pero sólo admite sentencias 
SELECT, por lo que no se pueden realizar ni inserciones, ni modificaciones, ni borrados 
de registros. 
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 Sólo se accede a los valores de las columnas seleccionadas en la consulta. 
 Se pueden definir conjuntos y subconjuntos de datos, dinámicamente mediante filtros, 
que fácilmente se les puede aplicar operaciones de teoría de conjuntos. 
 Realización de comparaciones de datos a gran velocidad, así como también, mapeo de 
valores para definir intervalos, decodificación de columnas o realización de 
agregaciones de datos. 
 Permiten dividir procesos complejos de análisis de datos en partes pequeñas, de forma 
que pueden reutilizarse en otros análisis. 
 El sistema que se ha probado (Alterian) indexa automáticamente cualquier columna 
que tenga un conjunto de valores discretos no repetidos, aunque se puede definir que 
no se indexe una columna en concreto. 
 La estructura en columnas indexadas por valor acelera el proceso de realización de las 
operaciones join en las consultas, que influye directamente en el tiempo de resolución 
de las consultas. 
 Como se ha podido comprobar en las pruebas, la carga de datos es mucho más rápida 
que en el resto de arquitecturas. Asimismo, el proceso ETL es mucho más simple, y casi 
inexistente para disponer de los datos en las tablas. 
 Se permiten cargas incrementales de datos, permitiendo cargar los nuevos y actualizar 
los datos existentes. 
 El volumen de datos puede escalar altamente. 
 La estructura de las tablas no es importante, lo cual permite que el modelo de datos 
sea complejo y esté desnormalizado. Además, en las consultas sólo se acceden a las 
columnas seleccionadas. 
 Se ha comprobado que el escaneo completo de una tabla es mucho más rápido que en 
el resto de sistemas. 
 No se permite relacionar dos tablas por claves compuestas. Una solución es realizar un 
tratamiento previo para concatenar dos o más campos en uno. 
 Se permite relacionar dos tablas indirectamente a través de una tabla intermedia 
común. 
 Falta de maduración de los productos comerciales con esta arquitectura. Además, 
existe una falta de información y de conocimiento de esta arquitectura. 
 Las estructuras de almacenamiento de los productos con esta arquitectura son propias 
del fabricante. 
15.7.4 Arquitectura OLAP basada en el modelo asociativo 
 El sistema que se ha probado, como se ha podido observar, no permite realizar 
cualquier tipo de consultas. Además, la aplicación de los filtros se debe realizar en un 
orden determinado. Aún así, los tiempos de respuesta son menores a los de las 
arquitecturas ROLAP y MOLAP. 
 Las consultas devuelven los valores relacionados con una selección de valores 
realizada anteriormente. 
 Esta arquitectura está pensada para realizar rápidamente búsquedas por valor y 
encontrar relaciones entre valores. 
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 Como se ha podido comprobar, la estructura de almacenamiento que utiliza QlikView 
está patentada y organiza los datos por tablas, en lugar de hacerlo en una tabla de 
Elementos y una tabla Enlaces. 
 Debido a la abstracción de los valores de su significado, los conjuntos de datos no 
están relacionados con ningún orden o utilización de los registros, y por lo tanto no 
existe la necesidad de reorganizarlos. 
 El volumen de datos que son capaces de soportar los sistemas con esta arquitectura, 
está ligado directamente con los recursos de memoria disponibles, ya que consumen 
gran cantidad de memoria, tanto para la carga de datos como también para la 
resolución de consultas. Aún así, el espacio que ocupan los datos en esta arquitectura 
es indiscutiblemente menor al del resto de arquitecturas, siendo muy compacto y 
reducido. 
 Se pierde la estructura de registro original de datos aunque se mantengan los enlaces 
a los distintos elementos que lo componen. 
 El proceso de construcción de una consulta puede llegar a ser muy costoso, lo que 
puede conllevar a realizar múltiples consultas hasta encontrar el resultado con la 
información que se necesita. 
 Esta arquitectura suele residir en un único sistema, lo que limita la escalabilidad, 
aunque existen productos como QlikView que permiten distribuir los datos.  
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16 Comparativa de uso 
La finalidad de este apartado es realizar una comparativa breve de uso de cada una de las 
arquitecturas estudiadas en este proyecto, teniendo en cuenta el apartado 8 Comparativa 
funcional teórica de las arquitecturas OLAP y los resultados de las pruebas realizadas, e 
intentando corroborar y/o desmentir los aspectos mencionados en dicho apartado. 
Como se puede observar, este apartado se corresponde al último objetivo del proyecto, de 
forma que se quiere especificar los puntos clave de cada tipo de arquitectura para tener claro 
en qué casos utilizar cada una de ellas. 
ROLAP 
 Usos: 
 Necesidad de acceder y filtrar información de alto nivel de detalle. 
 Realización de cálculos no muy complejos. 
 Necesidad de utilizar herramientas cliente estándar, así como también, uso de 
herramientas de reporting típicas. 
 Posibilidad de aprovechar parte de la estructura de datos de la parte del 
negocio operacional. 
 No importa el espacio que ocupan los datos. 
 
 Características principales: 
 Tiempos de respuesta altos. 
 Alta escalabilidad del volumen de datos. 
 Alta ocupación de las bases de datos. 
 Modelo de datos con estructuras flexibles y que se pueden cambiar 
fácilmente. 
 Procesos de carga complejos. 
 Utilización de lenguajes estándar de consulta (típicamente alguna de las 
versiones de SQL). 
 Limitaciones de cálculo debido al lenguaje de consulta. 
 Necesidad de creación de estructuras de datos (como por ejemplo índices) 
para optimizar los tiempos de respuesta. 
 Necesidad de añadir una capa de mapeo OLAP – Relacional para la realización 
de análisis de datos. 
MOLAP 
 Usos: 
 El conjunto de consultas que se realizarán se conoce de antemano, ya que de 
ello depende la definición del cubo de datos. 
 Necesidad de consultar, frecuente y rápidamente, siempre los mismos datos 
agregados. 
 Las consultas a realizar no deben tener filtros muy complicados que deban 
acceder a datos de alto nivel de detalle. 
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 Necesidad de utilizar herramientas cliente estándar, así como también, uso de 
herramientas de reporting típicas. 
 No importa el espacio que ocupan los datos. 
 
 Características principales: 
 Tiempos de respuesta bajos para consultar datos que se encuentran 
agregados. 
 El conjunto de consultas que se pueden realizar está ligado a la estructura del 
cubo definido previamente. 
 La resolución de consultas que acceden a alto nivel de detalle es muy lenta y 
consume muchos recursos, tanto de memoria como de CPU. 
 Proceso muy lento de definición y generación del cubo. Se debe tener en 
cuenta el conjunto de consultas que se formularán. 
 Proceso de carga lento y complejo. Se debe realizar un trabajo previo y 
exhaustivo de limpieza de los datos cargados. 
 Utilización de lenguajes estándar de consulta (actualmente el lenguaje más 
extendido para sistemas MOLAP es MDX). 
 Utilización de estructuras de almacenamiento propias del fabricante del 
sistema. 
Arquitectura OLAP basada en columnas 
 Usos: 
 Resolución de cualquier tipo de consulta, compleja o simple, en un tiempo de 
respuesta bajo. 
 Necesidad de acceder rápidamente a información de alto nivel de detalle. 
 Necesidad de crear conjuntos de datos. 
 Posibilidad de reutilización de análisis de datos creados anteriormente. 
 Aplicación simple de operaciones de teoría de conjuntos y filtros complejos. 
 No importa que se deban utilizar las propias herramientas de explotación de 
datos que incluye el propio sistema. La mayoría de sistemas tiene conectividad 
limitada (o nula) con herramientas externas. 
 
 Características principales: 
 Tiempos de respuesta bajos para cualquier tipo de consulta. 
 El orden de los filtros en una consulta es importante. 
 Las operaciones de agregación de datos son bastante limitadas. 
 No requieren un proceso ETL muy complejo para cargar los datos. 
 La estructura de las tablas no es importante ya que no es necesario definir un 
modelo de datos en concreto. 
 Utilización de lenguajes de consulta y estructuras de almacenamiento propias 
del fabricante del sistema. 
 Los sistemas con esta arquitectura que se encuentran actualmente en el 
mercado todavía no tienen un alto grado de maduración. 
 Falta de conocimiento e información para implantar sistemas con esta 
arquitectura. 
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Arquitectura OLAP basada en el modelo asociativo 
 Usos: 
 Realización de búsquedas por valor de forma rápida. 
 Necesidad de encontrar relaciones entre valores. 
 Necesidad de analizar datos sin la necesidad de pasar por un proceso de 
tratamiento previo (o que sea casi inexistente). 
 Necesidad de que los datos ocupen el mínimo espacio posible. 
 No importa que se deban utilizar las propias herramientas de explotación de 
datos que incluye el propio sistema. La mayoría de sistemas tiene conectividad 
limitada (o nula) con herramientas externas. 
 
 Características principales: 
 Tiempos de respuesta bajos. 
 Existen limitaciones en la aplicación de filtros y en el tipo de consultas que se 
pueden realizar. 
 El orden de los filtros en una consulta es importante. 
 Consumo alto de memoria, tanto en el proceso de carga como en la resolución 
de consultas. 
 No requieren un proceso ETL muy complejo para cargar los datos. 
 Volúmenes de datos según los recursos de memoria disponibles. En general, el 
conjunto de datos a analizar no debe ser muy grande. 
 Existen problemas de escalabilidad de datos. 
 Se pierde el concepto de registro. 
 La estructuración de los datos no es importante ya que no es necesario definir 
un modelo de datos en concreto. 
 Utilización de lenguajes de consulta y estructuras de almacenamiento propias 
del fabricante del sistema. 
 Los sistemas con esta arquitectura que se encuentran actualmente en el 
mercado todavía no tienen un alto grado de maduración. 
 Falta de conocimiento e información para implantar sistemas con esta 
arquitectura. 
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17 Conclusiones del proyecto 
Con este apartado se pretende cerrar el estudio llevado a cabo durante el transcurso de estos 
últimos meses, explicando los objetivos del proyecto que se han cubierto, los conocimientos 
que se han aplicado y se han adquirido, la valoración personal del proyecto, y finalmente las 
conclusiones a las cuales se ha llegado. 
17.1 Objetivos cubiertos 
Los objetivos principales del proyecto, planteados al inicio, han sido satisfechos, pero uno de 
ellos se ha tenido que replantear para que el proyecto pudiera finalizarse en el tiempo fijado. 
 Realización de una comparativa funcional teórica de cuatro arquitecturas OLAP, en 
concreto, ROLAP, MOLAP, arquitectura OLAP basada en columnas y arquitectura OLAP 
basada en el modelo asociativo. 
Primeramente, se ha realizado una fase de documentación, para encontrar la información 
necesaria para poder conocer en detalle cada una de las arquitecturas a estudiar. Una vez 
terminada esta fase, se han introducido los conceptos básicos de estas arquitecturas, y de 
cada una de ellas, se han especificado en detalle sus ventajas, inconvenientes y usos.  
Finalmente, se ha visto conveniente resumir toda esta información en una tabla con los 
puntos en común de las cuatro arquitecturas. Por lo tanto, se puede decir que este 
objetivo se ha cubierto muy satisfactoriamente. 
 Elegir un representante software de cada una de las arquitecturas OLAP estudiadas, 
instalarlas en entornos virtualizados idénticos, y a continuación, ejecutar sobre cada una 
de ellas, un conjunto de pruebas definidas previamente con la misma fuente de datos, para 
estudiar su comportamiento y validar la comparación teórica realizada con anterioridad. 
 
Se ha realizado un estudio de mercado para poder elegir a los cuatro representantes 
software que se utilizarían para las pruebas. Dos de ellos, Oracle Database y Microsoft SQL 
Server, desde un buen principio ya se tenía claro que se iban a elegir como representantes 
de las arquitecturas ROLAP y MOLAP respectivamente. La elección de los otros dos ha 
hecho retrasar bastante el proyecto, ya que en un principio se querían probar los sistemas 
de los fabricantes Vertica e illuminate, pero por problemas de licencia no se han podido 
adquirir las respectivas versiones de evaluación. Debido a ello, se ha decidido probar con 
los sistemas Alterian Engine y QlikView. 
 
Además, la construcción de los entornos y la carga del modelo de datos han sido dos 
procesos bastante lentos que también han hecho retrasar el proyecto. 
Una vez se han ajustado los entornos con los datos cargados, se ha procedido a la 
realización de las pruebas. Debido a los retrasos mencionados anteriormente, se ha tenido 
que acortar esta fase para poder finalizar a tiempo el proyecto. Asimismo, se ha tenido que 
limitar el número de pruebas a realizar que inicialmente se habían planteado. 
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Aunque no se hayan podido realizar todas las pruebas que se querían, con los resultados 
que se han obtenido, ha sido suficiente para poder analizar el comportamiento básico de 
los sistemas elegidos, y validar la comparación teórica realizada en el primero de los 
objetivos, y por tanto, se ha dado por cubierto el segundo objetivo. 
 
 Teniendo en cuenta los resultados de las pruebas, realizar una comparativa de uso de las 
arquitecturas OLAP estudiadas, tanto de las tradicionales como de las más nuevas, 
especificando sus puntos fuertes, de forma que se tenga claro en qué casos es más 
adecuado utilizar cada una. 
 
Analizando los resultados obtenidos con las pruebas de carga y de las consultas, y además, 
teniendo en cuenta también el desarrollo efectuado para instalar los entornos, cargar el 
modelo de datos y la construcción de las consultas, se ha realizado una comparativa de uso 
de cada una de las arquitecturas OLAP contempladas en este proyecto. Asimismo, se han 
especificado las características principales de cada una de ellas. 
Así pues, también se ha dado por satisfecho el último de los objetivos del proyecto. 
17.2 Conocimientos aplicados y adquiridos 
Para el desarrollo de este proyecto han resultado de gran ayuda los conocimientos adquiridos 
a lo largo de mi vida, en la carrera de Ingeniería Informática y en el Máster en Tecnologías de 
la Información. Las asignaturas de BD y DABD han sido fundamentales para entender los 
conceptos teóricos relacionados con las bases de datos, desde saber qué son y para qué se 
utilizan, hasta aprender las técnicas correspondientes para optimizarlas. 
Otras asignaturas muy útiles han sido PESBD y CARS. En la primera de ellas, se tiene que 
desarrollar un proyecto relacionado con la ingeniería del software y las bases de datos como si 
se tratara de un proyecto real en una empresa. Por eso pienso que me ha ayudado a 
estructurar y desarrollar este estudio. En la segunda, cursada durante el Máster, aprendí y 
puse en práctica algunas de las técnicas que se utilizan para medir y evaluar el rendimiento de 
un sistema. 
La asignatura de HITI, también cursada en el Máster, y que inicialmente no le di mucha 
importancia, me ha ayudado, por un lado, a tener los conocimientos necesarios para saber 
cómo hallar información en un buscador, y por otro, a conocer bases de datos documentales 
donde poder encontrar  información especializada, disponibles a través de la red de la 
biblioteca de la universidad. 
Por otra parte, no sólo he aplicado conocimientos que ya poseía, sino que durante el 
transcurso de estos últimos seis meses que he estado dedicado plenamente al desarrollo de 
este proyecto, no he parado de aprender cosas nuevas en todo momento. He visto como mis 
conocimientos sobre bases de datos se han ido profundizando día tras día. En concreto, el 
desarrollo de este proyecto me ha permitido aprender nuevas características sobre las 
arquitecturas OLAP que ya conocía, y además, he podido estudiar dos nuevas arquitecturas 
que eran totalmente desconocidas para mí, que he ido conociendo a medida que leía la 
documentación relacionada que encontraba. 
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Además, he aprendido que a veces no resulta fácil encontrar información sobre lo que uno 
necesita, y si se encuentra algo, más difícil es contrastar si aquello es realmente fiable, por lo 
que muchas veces se acaba descartando. 
Por otra parte, este proyecto me ha dado la oportunidad de poder estar en contacto con los 
sistemas de bases de datos que se han probado, y adquirir los conocimientos necesarios para 
desenvolverme y “jugar” tranquilamente con ellos, viendo sus puntos buenos y deficiencias. 
Finalmente, para una empresa es muy importante disponer de un sistema que se ajuste en la 
mayor parte posible a sus necesidades, y esto es vital para que pueda tomar las decisiones 
adecuadas para su negocio. De lo contrario, ya puede tener el sistema más caro y con la 
tecnología más puntera, que no le servirá para nada. Así pues, me he dado cuenta de los 
problemas que padecen las empresas para poder explotar los datos de manera adecuada y con 
el sistema adecuado, y por eso creo que la realización de este proyecto me ha ayudado a ser 
crítico con la propaganda que realizan algunos fabricantes sobre sus sistemas de bases de 
datos, ya que muchas veces engañan, y se acaban adquiriendo sistemas inservibles y que no se 
ajustan a las necesidades. 
17.3 Valoración personal 
La valoración del proyecto es muy positiva, ya que se han cubierto con mucha satisfacción los 
objetivos planteados inicialmente en el tiempo fijado, aunque se hayan tenido que limitar y 
reestructurar algunas de las fases del proyecto. 
Cuando las cosas se hacen por primera vez, siempre conllevan mayor dificultad, y con el 
tiempo se va adquiriendo práctica, y como nadie nace enseñado, he tenido que aprender 
muchas de las cosas que necesitaba para desarrollar este proyecto, y esto, en algunos casos, 
ha hecho ralentizar su desarrollo, pero a la vez me ha ayudado a formarme. Lo más importante 
para mí, es que ha sido una experiencia única, y sé que los conocimientos que he adquirido 
durante todos estos meses, me servirán a lo largo de toda mi vida profesional. 
Por otra parte, me hubiera gustado probar los sistemas de los fabricantes Vertica e illuminate, 
pero creo que la decisión final de utilizar Alterian y QlikView también ha sido muy apropiada, 
ya que los resultados obtenidos con los dos sistemas han sido satisfactorios, y en el caso de 
Alterian muy sorprendentes desde mi punto de vista. 
Sin lugar a dudas, la realización de este proyecto me ha ayudado a ver las preocupaciones y 
necesidades que tienen las empresas para explotar sus datos con la finalidad de tomar las 
decisiones adecuadas para su negocio. Y por otra parte, me ha servido para aprender a valorar, 
con cierto espíritu crítico, si una empresa es capaz de conseguir este objetivo con un sistema 
de base de datos con una determinada arquitectura teniendo en cuenta sus necesidades. 
Finalmente, creo que la decisión de realizar el proyecto en una empresa como Everis ha sido 
muy acertada, ya que me ha permitido adentrarme tanto en el mundo empresarial como 
laboral, he tenido la posibilidad de utilizar tecnologías punteras, que hasta entonces me eran 
totalmente desconocidas, y además me ha dado la oportunidad para continuar en la empresa. 
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17.4 Conclusiones 
Hoy en día, las empresas producen infinita cantidad de datos procedentes de distintas fuentes. 
Una gran cantidad de esta información está automatizada, pero el problema reside en que las 
organizaciones sufren un estado de sobrecarga debido a este problema, y esto imposibilita su 
clasificación para determinar qué conjuntos de datos son más importantes para la empresa. 
Las herramientas de Business Intelligence intentan combinar y normalizar estos conjuntos de 
datos, y permiten a los usuarios filtrar, organizar, comparar, contrastar y analizar la 
información en todos los ámbitos y acotar su período de tiempo. El objetivo es que las 
empresas, a partir de la información obtenida de los datos que poseen, puedan tomar mejores 
decisiones para el éxito de su negocio. 
Pero, como se ha visto al principio del proyecto, la base de la mayoría de las herramientas de 
BI es un sistema de gestión de bases de datos. Observando las pruebas realizadas, se puede 
decir que la arquitectura que tenga este sistema influye directamente en el rendimiento del 
análisis de datos, no sólo en los tiempos de respuesta sino también en los recursos que se 
necesitan para poder explotarlos. Estos aspectos se deben tener muy en cuenta, ya que por así 
decirlo, los datos son los cimientos para sacar la información. Sin un buen sistema que 
almacene y gestione correctamente los datos, y que permita el acceso a ellos, para una 
empresa no tiene sentido dedicar el esfuerzo de utilizar herramientas de BI con la idea de 
tomar mejores decisiones. La realidad es que la inversión no tendrá el resultado esperado por 
la empresa debido a la imposibilidad de poder explotar los datos correctamente. 
Por lo tanto, una empresa primero debe investigar qué sistemas de bases de datos están 
disponibles en el mercado, qué arquitecturas tienen éstos, y determinar cuál es el sistema que 
mejor se ajusta tanto a sus necesidades de negocio como de infraestructuras. Hay que tener 
en cuenta que antes de elegir uno de ellos, es muy importante asegurarse de las 
funcionalidades que le ofrece ese sistema en concreto respecto a otro, y si fuera posible, es 
muy recomendable probarlo para ver su funcionamiento real. Esto puede ayudar a la empresa 
a decantarse por un sistema u otro, ya que en ese momento puede comprobar la complejidad 
de su implantación, si es posible conectarlo con las herramientas ya existentes en la empresa, 
si se adapta a sus necesidades, y si es posible personalizarlo, entre otros aspectos. 
Finalmente, tanto la comparativa teórica como la comparativa práctica desarrolladas en este 
proyecto no pretenden ser un guión estricto que sirva para decidirse por una arquitectura en 
concreto, o para desmerecer una u otra, sino más bien, el objetivo ha sido dar a conocer las 
características principales de las cuatro arquitecturas estudiadas, comprobar su 
funcionamiento en un entorno lo más real posible para validar la comparativa teórica teniendo 
en cuenta los resultados de las pruebas, y definir un conjunto de probables usos de cada una 
de ellas. Asimismo, se deja la posibilidad de continuar este estudio, con la finalidad de 
completarlo con otras arquitecturas que existan en el mercado o que en un futuro puedan 
aparecer.  
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19 Glosario 
Agregación: proceso de cálculo por el cual se resumen los datos de los registros de detalle de 
una tabla de una base de datos. Esta operación consiste normalmente en el cálculo de totales 
dando lugar a medidas de menor granularidad. 
AJAX (Asynchronous JavaScript And XML, o JavaScript asíncrono y XML): técnica de 
desarrollo web para crear aplicaciones interactivas que se ejecutan en un navegador, de forma 
que se mantiene la comunicación asíncrona con el servidor en segundo plano. La principal 
ventaja de esta técnica es la posibilidad de realizar cambios en las páginas sin necesidad de 
recargarlas, lo que significa aumentar la interactividad, velocidad y usabilidad en las 
aplicaciones. 
Algoritmo de tabla hash: una tabla de hash es una estructura de datos que utiliza una función 
hash que mapea un identificador o clave (por ejemplo, un nombre de persona), con un valor 
asociado (por ejemplo, su número de teléfono), cuyo uso principal es la búsqueda eficiente de 
ese valor a partir de la clave. La función de hash está implementada por un algoritmo, también 
denominado algoritmo de tabla hash, que se usa para transformar la clave en un índice hash, 
tratándose del número de entrada de la tabla hash que se utiliza para localizar el valor 
asociado a la clave. El principal uso de este tipo de tablas es la de relacionar un identificador 
con un valor, para su posterior búsqueda. 
Análisis ad-hoc: consiste en el proceso de exploración activa de datos, para descubrir 
elementos clave de información que no son evidentes a primera vista. La realización de análisis 
ad-hoc consiste en analizar cualquier conjunto de datos, en cualquier momento y de cualquier 
manera, y conlleva un ciclo continuo de formulación de preguntas y de buscar las respuestas a 
estas preguntas. Estas respuestas conducen inevitablemente hacia todavía más preguntas; 
ésta es la dinámica que impulsa el análisis ad-hoc. 
API (Application Programming Interface): una interfaz de programación de aplicaciones es un 
conjunto de declaraciones que define el contrato de un componente informático con el cual se 
describe la forma de uso de los servicios que ofrece. Uno de los principales propósitos es 
proporcionar un conjunto de funciones de uso general, de manera que un programador puede 
hacer uso de las funcionalidades que ofrece la API, evitándose así, el trabajo de desarrollarlo 
todo desde el principio. 
API Middleware: capa de comunicación que permite a las aplicaciones interaccionar entre 
ellas a través de entornos de hardware y de red. 
Árbol UB: estructura en árbol balanceada pensada para almacenar y obtener eficientemente 
datos multidimensionales. Se trata básicamente de un árbol B+ (la información sólo se 
encuentra en las hojas) con los registros almacenados siguiendo el Z-orden. Las operaciones de 
inserción, borrado y consulta de valores se realizan de forma análoga a los árboles B+ 
tradicionales. 
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Arquitectura OLAP basada en columnas: arquitectura OLAP específica, cuyo sistema de 
análisis de información accede a una base de datos basada en columnas para extraer los datos 
que son objeto de análisis. Ver OLAP y Base de datos basada en columnas. 
Arquitectura OLAP basada en el modelo asociativo de datos: arquitectura OLAP específica, 
cuyo sistema de análisis de información accede a una base de datos basada en el modelo 
asociativo para extraer los datos que son objeto de análisis. Ver OLAP y Base de datos 
asociativa. 
Associative query (o consulta asociativa): consulta sobre un valor previamente dado, cuya 
respuesta incluye todas las coincidencias de ese valor en la base de datos. Las associative 
queries son ideales para situaciones donde sólo se conoce parte de la información o se quiere 
encontrar todo lo relacionado con un valor específico. Las associative queries son soportadas 
por sistemas basados en el modelo asociativo, como el del fabricante illuminate. 
Atributo de dimensión: en el ámbito de los cubos OLAP, un atributo de dimensión representa 
información descriptiva de una dimensión, por ejemplo, el nombre de un producto en la 
dimensión Producto, la fecha de una compra en la dimensión Tiempo, etc. 
Base de datos: almacén que nos permite guardar datos relacionados entre sí y de forma 
organizada, que son recolectados para que posteriormente se puedan localizar, utilizar 
fácilmente, o sean explotados por un sistema de información de una empresa. 
Base de datos asociativa (o basada en el modelo asociativo de datos): base de datos cuyo 
diseño lógico sigue el modelo de datos asociativo. En este caso, la base de datos contiene dos 
tablas. La primera de ellas, la tabla de Elementos (o Entidades), contiene todos los elementos, 
almacenados una sola vez sin repetidos, donde cada entrada de la tabla tiene un identificador 
único y un nombre o valor. La segunda, la tabla de Enlaces (o Asociaciones), contiene todas las 
entradas que sirven para interconectar los elementos. Cada entrada de la tabla dispone de un 
identificador, un origen, un verbo o significado y un destino. 
Base de datos multidimensional: este tipo de base de datos sigue el modelo multidimensional 
de datos, y se utiliza principalmente para crear aplicaciones OLAP. Básicamente no se 
diferencian demasiado de las bases de datos relacionales, la diferencia está más bien a nivel 
conceptual; en las bases de datos multidimensionales los campos o atributos de una tabla 
pueden ser de dos tipos, o bien representan dimensiones de la tabla, o bien representan 
hechos que se desean estudiar. Ver Dimensión, Hecho, Modelo multidimensional. 
Base de datos operacional (o transaccional): es aquella base de datos que se accede a través 
de un sistema operacional, y su objetivo es gestionar las operaciones y rutinas del día a día de 
una organización. La mayoría de estas bases de datos tienen una arquitectura OLTP y por tanto 
están optimizadas para el procesamiento rápido de transacciones: inserciones, borrados y 
modificaciones de datos. 
Base de datos orientada a filas: base de datos cuyo diseño físico almacena los datos en disco 
por filas, es decir, un registro se almacena en disco con todos sus valores agrupados de forma 
secuencial, y a continuación, se guarda el siguiente registro. 
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Base de datos relacional: base de datos cuyo esquema lógico sigue el modelo de datos 
relacional. El modelo relacional considera las bases de datos relacionales como colecciones de 
relaciones. Cada relación, se define como una tabla formada por un conjunto de columnas y 
filas, donde se almacenan los distintos datos. Las tablas se relacionan o vinculan entre sí por un 
campo en común, que normalmente se le denomina identificador o clave. Ver Modelo 
relacional. 
Bloqueo: un bloqueo se utiliza cuando múltiples usuarios necesitan acceder de forma 
concurrente a una base de datos. Los bloqueos previenen que los datos se corrompan o se 
invaliden cuando muchos usuarios intentan escribir en la base de datos. Un único usuario sólo 
puede modificar los registros para los cuales ha obtenido un bloqueo, y el sistema le garantiza 
que tiene acceso exclusivo a ellos, permitiéndole la escritura, hasta que el bloqueo se libere. 
Buffer: es una ubicación de la memoria, reservada en una computadora o en un instrumento 
digital, para el almacenamiento temporal de información digital. 
Business intelligence (BI): conocimiento obtenido sobre un negocio, mediante el uso de 
diferentes tecnologías hardware o software, que permiten a las empresas convertir datos en 
información. 
Business operation: conjunto de actividades diarias (procesos de negocio), relacionadas con el 
funcionamiento de una empresa, con el propósito de producir valor para los interesados del 
negocio. El resultado de los procesos de negocio es la aportación de valor de los activos, físicos 
o intangibles, que son propiedad de una empresa. 
CBAT (Column-Based Analytical Technology): término creado por el fabricante Alterian, para 
denominar el análisis OLAP con sistemas basados en columnas. 
Clave primaria: columna o conjunto de columnas, cuyos valores identifican de forma única una 
fila o registro de una tabla. Una clave primaria deberá tener un valor único para cada fila o 
registro de una tabla. 
Clave foránea: una clave foránea es la clave primaria de una estructura de datos que se 
localiza en una estructura relacionada con la primera, y que representa una relación entre 
ellas. Las claves foráneas resuelven relaciones, y soportan la navegación entre estructuras de 
datos. 
Cliente multidimensional: aplicación software capaz de acceder a los datos de una base de 
datos multidimensional. Normalmente, incluye funcionalidades de análisis de información, 
posibilidad de realizar consultas ad-hoc, construcción de informes, entre otras opciones.  
Clusterizar datos: en el ámbito de las bases de datos, consiste en el proceso de ordenación de 
los datos, de forma que estos se encuentren ordenados en el disco. Este proceso conlleva la 
creación de una estructura de datos denominada índice cluster, de esta manera los bloques de 
disco, donde se encuentran los datos, están ordenados en el mismo orden que en el índice. Los 
índices cluster incrementan la velocidad de acceso a los datos, sólo si el acceso es secuencial 
en el mismo orden o orden inverso del índice, o cuando se selecciona un rango de valores. 
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Column tokenization: técnica que se utiliza normalmente en sistemas basados en columnas 
para reducir el espacio de los datos en disco. Esta técnica identifica cada valor único de una 
columna con un identificador, y carga en un diccionario los valores únicos emparejados con su 
identificador. En la columna, sólo se almacena el identificador que le corresponde al valor, lo 
que permite reducir el espacio en disco en casos en que existen pocos valores únicos, pero 
muy repetidos en la columna. 
Column-oriented DBMS, Column-based DBMS o Columnar store: términos en inglés que se 
utilizan para denominar a los sistemas de gestión de bases de datos basados en columnas. 
Compresión Bitmap index: en el ámbito de las bases de datos, consiste en utilizar un índice 
bitmap para indexar una columna, para posteriormente aplicar un algoritmo de compresión, 
como por ejemplo run-length encoding, al bitmap obtenido con la indexación. Ver Índice 
bitmap y Compresión Run-length encoding. 
Compresión Block-based dictionary encoding: técnica de compresión sin pérdidas que se basa 
en una estructura de datos denominada diccionario en la que cada entrada es una pareja 
formada por un identificador y un valor. El conjunto de valores únicos que forman los datos a 
comprimir se almacenan en el diccionario, y cada ocurrencia del valor se sustituye por su 
identificador asociado. Esta técnica ofrece buenos resultados si el número de ocurrencias de 
los valores es alto. 
Compresión Delta value encoding: se trata de una forma de almacenar o transmitir datos 
secuencialmente en base a las diferencias entre los datos, en lugar de hacerlo con la secuencia 
de datos completa. También se conoce como compresión Delta, particularmente en casos 
donde se necesita llevar un archivo histórico de cambios. Las diferencias entre las versiones de 
un archivo se almacenan en ficheros discretos, denominados “deltas” o “diferencias”. Si se 
realizan pocas modificaciones en un archivo, este tipo de compresión es ideal, ya que reduce 
considerablemente la redundancia de datos. Una vez se tiene el archivo comprimido, se puede 
obtener el archivo original a partir de la primera versión como referencia y del conjunto de 
archivos  generados por el algoritmo de compresión, que contienen las diferencias del archivo 
a medida que se han ido realizando las modificaciones. 
Compresión Huffman: la codificación Huffman es un algoritmo usado para compresión de 
datos. Este algoritmo utiliza una tabla de códigos de longitud variable para codificar un 
determinado símbolo (como puede ser un carácter en un archivo), donde la tabla ha sido 
rellenada de una manera específica basándose en la probabilidad estimada de aparición de 
cada posible valor de dicho símbolo. El algoritmo usa un método específico para elegir la 
representación de cada símbolo, que da lugar a un código prefijo (es decir, la cadena de bits 
que representa a un símbolo en particular nunca es prefijo de la cadena de bits de otro 
símbolo) que representa los caracteres más comunes usando las cadenas de bits más cortas, y 
viceversa. 
Compresión LZW (Lempel-Ziv-Welch): es un algoritmo de compresión sin pérdida desarrollado 
por Terry Welch en 1984 tratándose de una versión mejorada del algoritmo LZ78 desarrollado 
por Abraham Lempel y Jacob Ziv. La clave del método LZW reside en la posibilidad de crear 
sobre la marcha, de manera automática y en una única pasada, un diccionario de cadenas que 
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se encuentran dentro del texto a comprimir, y al mismo tiempo se procede a su codificación. 
Dicho diccionario no es transmitido con el texto comprimido, puesto que el descompresor 
puede reconstruirlo usando la misma lógica utilizada por el compresor, y si está codificado 
correctamente, tendrá exactamente las mismas cadenas que el diccionario del compresor 
tenía. En textos largos, comprime aproximadamente a la mitad del tamaño original. 
Compresión Run-length encoding: técnica muy simple de compresión de datos sin pérdidas, 
donde las secuencias de datos con el mismo valor consecutivo son almacenadas como un 
único valor más el número de veces que aparece el valor. Por ejemplo, el resultado de aplicar 
este algoritmo de compresión a la secuencia de caracteres AAAABBBBBBBCCCCAA sería 
A4B7C4A2. 
Consulta: expresión utilizada para realizar una petición de información. En el ámbito de las 
consultas a base de datos, una consulta puede realizar peticiones de datos o bien realizar 
operaciones de datos, como inserciones, modificaciones o borrados. 
Consulta star join: tipo de consulta que consiste en cruzar los datos de una tabla de hechos 
con dos o más tablas de dimensiones de un esquema multidimensional. 
Consulta ad-hoc: cualquier consulta que no puede determinarse previamente al momento que 
se formula. Una consulta que consiste en la construcción dinámica de una sentencia, 
normalmente en lenguaje SQL, mediante una aplicación cliente de consulta. 
Consulta dinámica: consulta construida dinámicamente mediante una aplicación cliente de 
consulta, normalmente en lenguaje SQL. Es cualquier consulta que no está preprocesada y que 
se prepara y se resuelve en tiempo de ejecución. 
Control de la concurrencia: proceso que permite controlar la ejecución de transacciones que 
operan en paralelo, accediendo a información compartida y, por lo tanto, interfiriendo 
potencialmente unas con las otras. Un algoritmo de control de concurrencia asegura que las 
transacciones se ejecutan atómicamente, controlando su intercalación, para dar la sensación 
de que se ejecutan secuencialmente, una después de la otra, sin ninguna intercalación. 
Correlation DBMS (CDBMS): nombre con el que el fabricante illuminate se refiere a su sistema 
de gestión de base de datos basado en el modelo asociativo. 
CPU (Central Processing Unit): la unidad central de procesamiento, o simplemente, el 
procesador, es el componente que en una computadora digital interpreta las instrucciones y 
procesa los datos contenidos en los programas. Las CPU proporcionan la característica 
fundamental de la computadora digital (la programabilidad), y son uno de los componentes 
necesarios de cualquier ordenador, junto con el almacenamiento primario y los dispositivos de 
entrada/salida. Se conoce como microprocesador la CPU que es manufacturada con circuitos 
integrados. 
Cubo, Cubo multidimensional o Cubo OLAP: estructura de datos que permite analizar datos  
de forma rápida, superando así los límites que tienen las bases de datos relacionales, que 
tienen dificultades para realizar análisis dinámico y mostrar gran cantidad de datos. Los cubos 
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OLAP se encuentran en sistemas de bases de datos multidimensionales (arquitectura MOLAP), 
y su construcción se basa en las tablas de hechos y las tablas de dimensiones. 
Data mart: pequeños almacenes de datos centrados en un área de negocio, con un volumen 
de datos mucho menor, y con un modelo de datos en forma de estrella, copo de nieve o 
constelación. Están orientados a su consulta, contienen normalmente información 
parcialmente histórica, datos procedentes de menos fuentes y menos detallados, lo que 
permite la reducción de costes. 
Data warehouse: sistema de almacén de datos orientado a un determinado ámbito, se 
caracteriza por ser integrado, no volátil y variable en el tiempo, y tiene como objetivo ayudar a 
la toma de decisiones en la organización en el que se utiliza. 
Dato agregado: es aquel dato que se ha obtenido como resultado de ejecutar un proceso de 
agregación a un conjunto de datos con mayor nivel de detalle. 
Desnormalización de una base de datos: es el proceso inverso a una base de datos 
normalizada o que aún no se ha normalizado. Una base de datos no normalizada es aquella 
que no cumple con ninguna de las reglas de normalización, de forma que suele ser mucho más 
entendible por el usuario. 
Dice: operación multidimensional relacionada con la operación slice. La operación dice permite 
definir un subcubo del espacio original. Es decir, especificando rangos de valores en una o más 
dimensiones, el usuario puede obtener bloques significativos de datos agregados. 
Dimensión: en el ámbito de los cubos OLAP, una dimensión caracteriza la actividad que se está 
analizando, de forma que las distintas dimensiones que forman un cubo son los puntos de 
vista desde los cuales se puede analizar dicha actividad. 
Distribución de datos: proceso por el cual los datos se reparten en diferentes nodos 
independientes e interconectados entre ellos. Existe un sistema que gestiona el proceso, y 
además permite el acceso, consulta y búsqueda de los datos. 
Drill-across: operación multidimensional que permite mover los datos de un hecho hacia otro. 
Drill-down: operación multidimensional que permite bajar a los niveles más atómicos de un 
esquema multidimensional, en sentido inverso al roll-up. 
Escalabilidad: propiedad deseable de un sistema, una red o un proceso, que indica su 
habilidad para, o bien manejar el crecimiento continuo de trabajo de manera fluida, o bien 
para estar preparado para hacerse más grande sin perder calidad en los servicios ofrecidos. En 
general, también se podría definir como la capacidad de un sistema informático de cambiar su 
tamaño o configuración para adaptarse a las nuevas circunstancias. 
Esquema de datos: definición lógica y física de la estructura de los datos que representa. 
Esquema de recuperación: el proceso de recuperación de una base de datos consiste en 
devolverla al estado consistente previo a su fallo, y con la menor pérdida de información y de 
tiempo posible. Un esquema de recuperación describe el conjunto de pasos que se ejecutarán 
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(normalmente por el administrador de la base de datos) para devolverla a un estado 
consistente en caso de que ésta falle. Uno de los pasos, es la recuperación de datos a partir de 
las acciones registradas en el fichero de log. 
Extracción, Transformación y Carga (en inglés, Extract, Transform and Load o ETL): proceso 
de tres etapas que consiste en extraer datos de los sistemas fuente para cargarlos en un 
almacén de datos. La primera etapa de extracción, consiste en leer los datos de una base de 
datos origen determinada y extraer un subconjunto de los datos deseados. A continuación, en 
la etapa de transformación, los datos se procesan para conseguir el formato deseado. Y 
finalmente, en la etapa de carga, éstos se escriben en el sistema de almacenamiento destino. 
El mismo término ETL, también se utiliza para denominar a las herramientas que automatizan 
parcial o totalmente este proceso. 
Fichero de auditoría y de log: ficheros creados por un sistema de gestión de bases de datos. El 
fichero de log registra cualquier acción realizada por los usuarios en el sistema. El fichero de 
auditoría contiene parte del fichero de log, registra información sobre consultas que se han 
realizado a la base de datos y de otras acciones realizadas por los usuarios. 
Granularidad: en el ámbito de las base de datos, nivel de detalle de un conjunto datos, ya que 
estos se pueden agregar. 
Hecho: en el ámbito de los cubos OLAP, un hecho representa la actividad que se está 
analizando con dicho cubo. 
Hecho no agregable: un hecho no agregable es aquél que alguna de sus medidas no es posible 
agregarla, por ejemplo, una medida de tipo cadena de caracteres  no se puede sumar ni restar. 
Herramienta de reporting: aplicación software que permite a los usuarios finales construir 
informes de negocio basados en los datos contenidos en una base de datos. Estos informes se 
pueden planificar para que se creen automáticamente de forma periódica o bien basándose en 
reglas de negocio. Finalmente, estos informes pueden distribuirse a los usuarios finales 
interesados en la información que contienen. 
HOLAP (Hybrid On-line Analytical Processing): significa procesamiento analítico híbrido en 
línea, que combina las arquitecturas ROLAP y MOLAP, para proporcionar una solución con las 
mejores características de ambas. Se mantienen los registros de detalle en la base de datos 
relacional, mientras que la información agregada se mantiene en un almacén MOLAP 
separado. 
Incremental query (o consulta incremental): consulta que su respuesta genera otra pregunta. 
En este caso, la respuesta a cualquier pregunta es una lista de punteros hacia las respuestas. La 
siguiente pregunta reúne ese conjunto de punteros, junto con los de la nueva pregunta y 
genera una respuesta progresiva o incremental. Las incremental queries son soportadas por 
sistemas basados en el modelo asociativo, como el del fabricante illuminate. 
Indexación jerárquica: proceso por el cual se indexan los datos en una estructura de 
indexación en forma de árbol. Ver Modelo jerárquico. 
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Indicador empresarial: mide el nivel del desempeño de un proceso, enfocándose en el "cómo" 
e indicando el estado de los procesos, de forma que se pueda alcanzar el objetivo fijado. Los 
indicadores empresariales son métricas financieras o no financieras, utilizadas para cuantificar 
objetivos que reflejan el rendimiento de una organización, y que generalmente se recogen en 
el plan estratégico. Estos indicadores son utilizados en business intelligence para asistir o 
ayudar al estado actual de un negocio a seguir una línea de acción futura. 
Índice: en el ámbito de una base de datos, se trata de una estructura de datos que mejora la 
velocidad de las operaciones, permitiendo un acceso rápido a los registros de una tabla. Al 
aumentar drásticamente la velocidad de acceso, se suelen crear en aquellos atributos sobre los 
cuales se hagan búsquedas frecuentes. Un índice tiene un funcionamiento similar al índice de 
un libro, guardando parejas de elementos: el elemento que se desea indexar y su posición en 
la base de datos. Para buscar un elemento que está indexado, sólo hay que localizar dicho 
elemento en el índice para, una vez encontrado, devolver el registro que se encuentra en la 
posición marcada por el índice. 
Índice bitmap: un índice bitmap es un tipo especial de índice que almacena los datos como 
mapas de bits, y resuelve la mayoría de las consultas ejecutando operaciones lógicas de bits 
sobre estos mapas. Los índices bitmap están preparados para casos en que los datos se repiten 
con mucha frecuencia. Por ejemplo, el atributo género en la tabla de personas de una base de 
datos, que contiene dos valores claros, hombre o mujer. Cada valor distinto de la columna que 
se quiere indexar se asocia con un mapa de bits, donde cada bit representa una fila de la tabla. 
Un ‘1’ representa que la fila contiene el valor y un ‘0’ representa que la fila no lo contiene. 
Índice bitmap join: un índice bitmap join extiende el concepto de índice bitmap tradicional, de 
forma que el o los atributos que se indexan con el índice bitmap forman parte del o los 
atributos que se usan para realizar la operación join, y por tanto, permite que la consulta join 
obtenga los datos directamente del índice, sin la necesidad de obtenerlos desde las tablas que 
se quieren combinar mediante la consulta. El índice contiene referencias a las columnas que se 
usan para combinar las tablas mediante las consulta join. 
Índice multidimensional: índice cuya finalidad es indexar los datos repartidos en más de una 
dimensión. Son estructuras de datos que se utilizan normalmente en los cubos 
multidimensionales, y que aceleran el acceso a los datos y su búsqueda. 
Internet Explorer: navegador web desarrollado por Microsoft desde 1995 para el sistema 
operativo Windows, aunque también desarrolló versiones, actualmente descontinuadas, para 
las plataformas Solaris y Macintosh. Es considerado el navegador más utilizado desde 1999, y 
la versión más reciente es la 8. 
Java: lenguaje de programación, originalmente desarrollado por James Gosling en la empresa 
Sun Microsystems, lanzado en 1995 como componente del núcleo de la plataforma Java de 
Sun. El lenguaje en sí mismo es una derivación de la sintaxis de los lenguajes C y C++, pero 
tiene un modelo orientado a objetos más sencillo, y posee menos facilidades de bajo nivel. Las 
aplicaciones normalmente se compilan en bytecode, lo que permite que se puedan ejecutar en 
cualquier máquina virtual Java sin tener en cuenta la arquitectura del ordenador donde se 
ejecuta. 
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Jerarquía de dimensiones: en el ámbito del modelo multidimensional, los atributos de las 
dimensiones, que forman parte del esquema multidimensional de una base de datos analítica, 
se suelen jerarquizar con el objetivo de poder realizar agregaciones de datos a distintos 
niveles. A ésa jerarquía se le suele denominar jerarquía de dimensiones. 
Join: operación binaria del álgebra relacional que permite combinar las tuplas de dos 
relaciones, mediante el establecimiento de algún tipo de relación entre uno o más atributos 
compartidos. Existen varios tipos de operaciones join que reciben un nombre distinto según la 
forma de combinar las tuplas, por ejemplo, natural join, equijoin, semijoin, antijoin, etc. 
Join múltiple: tipo de operación join que combina las tuplas de más de dos relaciones, 
mediante la aplicación sucesiva de la operación join. 
Killer query (o consulta asesina): es aquella consulta a una base de datos que su resolución 
hace que el rendimiento de ésta empeore, hasta tal punto que puede llegar a dejarla 
inoperativa. 
Ley de Moore: la Ley de Moore expresa que, aproximadamente cada dos años, se duplica el 
número de transistores en una computadora. Se trata de una ley empírica, formulada por 
Gordon I. Moore el 19 de abril de 1965, y el cumplimiento de ésta se ha podido constatar hasta 
el día de hoy. Más adelante, Moore modificó su propia ley y determinó que el ritmo bajaría, y 
que la densidad de los transistores se doblaría cada 18 meses, tratándose así de una 
progresión de crecimiento exponencial. 
Máquina virtual: aplicación, instalada en una máquina física, que simula un entorno 
computacional en el cual se pueden ejecutar aplicaciones como si se tratara de un ordenador 
real. Una característica esencial de las máquinas virtuales es que los procesos que ejecutan 
están limitados por los recursos y abstracciones proporcionados por ellas mismas. Estos 
procesos no pueden escaparse de este "ordenador virtual". 
Massively Parallel Processing shared-nothing system (MPP/SNS): arquitectura distribuida de 
computadores preparada para el procesamiento paralelo de peticiones, donde cada nodo es 
independiente (no comparten componentes), autosuficiente y dispone de varios 
microprocesadores para trabajar en paralelo, y no existe ningún punto de contención en el 
sistema. 
MDX (MultiDimensional eXpressions): lenguaje de consulta, desarrollado por Microsoft, 
pensado para acceder a bases de datos multidimensionales con cubos OLAP. Se utiliza en 
business intelligence con la finalidad de generar informes basados en datos históricos, y 
pensados para la toma de decisiones, con la posibilidad de cambiar la estructura o rotar el 
cubo. Aunque no es un estándar abierto, muchos fabricantes como Microstrategy, Pentaho o 
SAP, también lo han incorporado en sus productos. 
Medidas o atributos de hecho: en el ámbito de los cubos OLAP, representan la información 
(datos agregados) relevante sobre un hecho. 
Memoria cache: sistema especial de almacenamiento de alta velocidad. Puede ser tanto un 
área reservada de la memoria principal, como un dispositivo de almacenamiento de alta 
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velocidad independiente. Una memoria cache es una memoria RAM estática (SRAM) de alta 
velocidad, comparado con la RAM dinámica (DRAM), mucho más lenta y barata, y por eso ésta 
última es usada normalmente como memoria principal del ordenador. La memoria cache es 
efectiva, dado que los programas acceden una y otra vez a los mismos datos o instrucciones. 
Guardando los datos o instrucciones que se usan de forma más frecuente en la memoria 
cache, la CPU evita acceder a la memoria principal que es mucho más lenta. 
Memoria RAM (o memoria de acceso aleatorio, en inglés Random Access Memory): es un 
tipo de memoria utilizada en los computadores, caracterizado por la posibilidad de acceder a 
ella directamente en cualquier orden (aleatorio) y a un tiempo constante, sin distinción de la 
posición donde se encuentre la información ni de la posición anterior de lectura. Es la memoria 
desde donde el procesador recibe las instrucciones y guarda los resultados, y es el área de 
trabajo para la mayoría de las aplicaciones. Hoy en día se fabrican mediante circuitos 
integrados, y normalmente el término de memoria RAM se utiliza para referirse a los módulos 
de memoria. 
Metadatos: los metadatos son datos sobre datos. Ejemplos de metadatos son: las 
descripciones de elementos de datos, las descripciones de tipos de datos, las descripciones de 
atributos y propiedades, las descripciones de rangos/dominios, y las descripciones de 
procesos/métodos. Los metadatos también incluyen propiedades acerca de los elementos de 
datos, tales como el nombre, su longitud, los valores permitidos o su descripción. Aíslan el 
data warehouse de los cambios en el esquema de los sistemas operacionales. 
Minería de datos: consiste en la extracción no trivial de información que reside de manera 
implícita en los datos. Dicha información era previamente desconocida y podrá resultar útil 
para algún proceso. En otras palabras, la minería de datos prepara, sondea y explora los datos 
para sacar la información oculta en ellos. Bajo el nombre de minería de datos se engloba todo 
un conjunto de técnicas encaminadas a la extracción de conocimiento procesable, implícito en 
las bases de datos. Está fuertemente ligada con la supervisión de procesos industriales, ya que 
resulta muy útil para aprovechar los datos almacenados en las bases de datos. Los 
fundamentos de la minería de datos se encuentran en la inteligencia artificial y en el análisis 
estadístico. Mediante los modelos extraídos, utilizando técnicas de minería de datos, se 
aborda la solución a problemas de predicción, clasificación y segmentación. 
Modelo de datos: mapa lógico que representa propiedades inherentes a los datos, totalmente 
independientes de cualquier software o hardware. El modelo muestra los elementos de los 
datos agrupados en registros, y también representa las diferentes asociaciones entre ellos. 
Modelo desnormalizado: es aquél modelo de datos que no cumple ninguna de las reglas de 
normalización de una base de datos. Ver Normalización de una base de datos y 
Desnormalización de una base de datos. 
Modelo en forma de constelación de hechos: son varios esquemas en estrella o copo de nieve 
que comparten dimensiones. Es decir, algunos atributos de las dimensiones se separan 
formando una nueva entidad que puede ser compartida con otros hechos. Las principales 
ventajas de este esquema son la posibilidad de navegar de un hecho hacia otro, mediante la 
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aplicación de la operación drill-across, y la optimización del espacio, gracias a la compartición 
de dimensiones, evitando así la redundancia de datos. 
Modelo en forma de copo de nieve: el esquema multidimensional recibe este nombre cuando 
existe una jerarquía explicita entre los atributos de las diferentes dimensiones del esquema, de 
forma que cada nivel de la jerarquía definida se almacena en una tabla por separado. Ver 
Modelo multidimensional. 
Modelo en forma de estrella: el esquema multidimensional recibe este nombre cuando no se 
explicita ninguna jerarquía entre los atributos de las diferentes dimensiones del esquema, de 
forma que cada una de ellas almacena todos sus atributos. 
Modelo jerárquico: estructura de datos en forma de jerarquía. En este modelo, los datos se 
organizan de forma similar a un árbol (visto al revés), donde un nodo padre de información 
puede tener varios hijos. El nodo que no tiene padres es llamado raíz, y a los nodos que no 
tienen hijos se los conoce como hojas. Permite manejar un gran volumen de datos, con 
estructuras estables, de gran rendimiento y muy compartibles, pero una de sus principales 
limitaciones es su incapacidad de representar eficientemente la redundancia de datos. 
Modelo multidimensional: modelo de datos, variante del modelo relacional, que utiliza 
estructuras de datos multidimensionales para organizar y expresar relaciones entre datos. La 
estructura se divide en cubos, y éstos son capaces de almacenar y acceder a los datos que 
contienen. Cada celda de la estructura multidimensional, contiene datos agregados 
relacionados con cada uno de los elementos de las dimensiones que forman el cubo. Este tipo 
de modelos se encuentra típicamente en las bases de datos analíticas, que se utilizan en el 
ámbito de las aplicaciones OLAP. El modelo multidimensional proporciona rapidez en la 
respuesta de consultas complejas, y la posibilidad de visualizar los datos desde diferentes 
puntos de vista. 
Modelo normalizado: modelo de datos cuyo esquema cumple con las reglas de normalización. 
Ver Normalización de una base de datos. 
Modelo o Arquitectura cliente/servidor: aproximación de tecnología distribuida en la que el 
procesado de peticiones se divide en funcionalidades. El servidor ejecuta funcionalidades 
compartidas, tales como gestión de comunicaciones, prestación de servicios de bases de datos, 
etc. El cliente realiza funciones individuales de usuario que solicitan servicios al servidor – 
presta interfaces personalizables, realiza navegación entre pantallas, ofrece funcionalidades de 
ayuda, etc. 
Modelo relacional: modelo de datos basado en la lógica de predicado y en la teoría de 
conjuntos. Todos los datos son almacenados en relaciones, y como cada relación es un 
conjunto de datos, el orden en el que estos se almacenan no tiene mayor relevancia. Estas 
relaciones podrían considerarse en forma lógica como conjuntos de datos llamados tuplas. 
Para manipular la información se utiliza un lenguaje relacional. Actualmente se cuenta con dos 
lenguajes formales: el Álgebra relacional y el Cálculo relacional. El Álgebra relacional permite 
describir la forma de realizar una consulta, en cambio, el Cálculo relacional sólo indica lo que 
se desea devolver. 
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Modelo en red: modelo ligeramente distinto del jerárquico. Su diferencia fundamental es la 
modificación del concepto de nodo, ya que en este caso se permite que un mismo nodo tenga 
varios padres (posibilidad no permitida en el modelo jerárquico). Ofrece una solución eficiente 
al problema de redundancia de datos, pero aun así, la dificultad que significa administrar la 
información en este modelo, ha significado que sea un modelo utilizado en su mayoría por 
programadores más que por usuarios finales. 
MOLAP (Multidimensional On-line Analytical Processing): significa procesamiento analítico 
multidimensional en línea, y se refiere al conjunto de sistemas y herramientas OLAP, diseñados 
para realizar análisis de datos a través del uso de modelos de datos multidimensionales 
almacenados en una matriz de almacenamiento multidimensional optimizada. MOLAP 
requiere un preprocesamiento de la información contenida en el cubo OLAP. Ver Cubo, Cubo 
multidimensional o Cubo OLAP. 
Nivel de agregación: el nivel de agregación va ligado al concepto de granularidad de los datos, 
de forma que cuánto más nivel de agregación, menor granularidad de datos, y más cerca nos 
encontramos del nivel máximo de la jerarquía de dimensiones. 
Normalización de una base de datos: proceso por el cual se reduce la complejidad de una 
estructura de datos hasta al nivel más simple, convirtiéndose así en la estructura más estable. 
El proceso de normalización de bases de datos consiste concretamente en aplicar una serie de 
reglas a las relaciones obtenidas tras el paso del modelo entidad-relación al modelo relacional. 
Una base de datos está normalizada cuando cumple todas las reglas de normalización, y se 
normaliza con la finalidad de evitar la redundancia de los datos, evitar problemas de 
actualización de los datos en las tablas y proteger la integridad de los datos. 
Objetivo empresarial: enunciado general que indica los principales programas o áreas de 
actividades que se trabajarán a largo plazo en una empresa, indicando los resultados que se 
esperan obtener. Los objetivos establecen qué es lo que se va a lograr, pero no cómo. 
OLAP (On-line Analytical Processing): significa procesamiento analítico en línea, y se refiere a 
aquellos sistemas cuyo objetivo es el análisis dinámico de gran cantidad de datos. Para ello, 
normalmente se utilizan cubos OLAP que contienen datos agregados procedentes de los 
sistemas operacionales de las empresas. Se utiliza en el ámbito del business intelligence para la 
generación de informes, aplicación de técnicas de minería de datos, etc. 
OLTP (On-line Transaction Processing): significa procesamiento de transacciones en línea, y se 
refiere a aquellos sistemas que facilitan y administran aplicaciones transaccionales, 
usualmente para la entrada de datos, y la recuperación y procesamiento de transacciones. 
Operación de entrada/salida (E/S, en inglés Input/Output o I/O): conjunto de acciones 
necesarias para la transferencia de un conjunto de datos entre dos sistemas, mediante algún 
tipo de interfaz que los interconecta. 
Oracle Database: sistema de gestión de bases de datos relacional desarrollado por Oracle, y 
que actualmente se encuentra en la versión 11g, lanzada en julio de 2007. Aunque se trata de 
un sistema relacional, también permite realizar análisis multidimensional gracias a Oracle 
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OLAP, que proporciona una completa base de datos multidimensional dentro del propio motor 
relacional. 
Paralelización de consultas: proceso que consiste en la habilidad de un sistema de resolver 
varias consultas de forma simultánea. 
Particionamiento de datos: proceso lógico y/o físico de particionar los datos en segmentos 
que son más fáciles de mantener y acceder. Este proceso tiene como objetivo el buen 
rendimiento y el procesado eficiente de los datos. 
Pivot (o Rotate): operación multidimensional, simple pero efectiva, que permite al usuario 
visualizar valores del cubo de una forma más intuitiva y natural, reorientando el cubo, por 
ejemplo, intercambiando filas por columnas, o viceversa. 
Prefetching: técnica usada normalmente en arquitectura de computadores, que consiste en 
obtener un dato o conjunto de datos para cargarlos en memoria de antes que se soliciten. Este 
proceso permite acelerar la ejecución de los programas reduciendo así los tiempos de espera 
que se producen en caso de que los datos no se encuentren disponibles en memoria. 
Proceso de negocio: conjunto de tareas relacionadas, lógicamente llevadas a cabo para lograr 
un resultado de negocio definido, generando así un valor para la organización, sus inversores o 
sus clientes. Cada proceso de negocio tiene unas entradas, unas funciones y unas salidas. Las 
entradas son requisitos a tener antes de que una función pueda ser aplicada. Cuando una 
función se aplica a las entradas de un proceso, surgen unas salidas como resultado. 
Proyección: en el ámbito de un sistema de gestión de base de datos basado en columnas, se 
refiere a un conjunto determinado de columnas, dispuestas en un orden definido. 
Plug-in (o complemento): es una aplicación que se relaciona con otra para aportarle una 
nueva funcionalidad, normalmente específica. Esta aplicación adicional es ejecutada por la 
aplicación principal e interactúan por medio de una API. 
Reescritura de consultas: proceso transparente al usuario y ejecutado por el optimizador de 
consultas de un SGBD, que consiste en cambiar el procesado de una consulta, de manera que 
en vez de leer la tabla de datos original, se lee una vista materializada que contiene los datos 
que se solicitan. Leer los datos de una vista materializada, normalmente reduce el número de 
operaciones de E/S, lo que incrementa el rendimiento de las consultas. La reescritura consiste 
en reconstruir la sentencia SQL para que obtenga los datos de la vista materializada que mejor 
se ajuste a la consulta realizada. 
Reporting: en el ámbito del business intelligence, corresponde a la generación de informes 
sobre una organización, que implica la consulta de diferentes fuentes de información, tales 
como un data warehouse o una base de datos, a menudo mediante herramientas específicas. 
Reporting operacional: tipo específico de reporting que utiliza fuentes de datos operativas de 
la empresa, y por lo tanto, los informes que se obtienen reflejan el estado del día a día de la 
empresa. 
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Repositorio: sistema centralizado donde se almacena y se mantiene información digital, 
habitualmente bases de datos o archivos informáticos.  
ROLAP (Relational On-line Analytical Processing): significa procesamiento analítico relacional 
en línea, y se trata del conjunto de sistemas y herramientas OLAP, diseñados para realizar 
análisis de datos, a través del uso de modelos de datos multidimensionales almacenados en un 
sistema relacional clásico. 
Roll-up: operación multidimensional que permite agregar los datos en sus distintos niveles de 
agrupación, definidos previamente en el esquema multidimensional. En otras palabras, es 
subir una consulta de un nivel de agregación específico a otro más amplio. 
Rutina de ejecución por lotes (o proceso batch): conjunto de tareas ejecutadas por un 
ordenador de forma secuencial y automática. 
Script: es un conjunto de instrucciones que permiten la automatización de tareas, y que es 
ejecutado por un intérprete. 
SGBD (Sistema de Gestión de Base de Datos, en inglés Database Management System o 
DBMS): conjunto de aplicaciones de propósito general que permiten crear y mantener una 
base de datos, con una arquitectura específica, asegurando su integridad, confidencialidad y 
seguridad. Ha de permitir definir, construir, manipular y consultar una base de datos. 
Sistema de Gestión de Base de Datos Multidimensional (SGBDM) (en inglés, 
Multidimensional Database Management System o MDBMS): es un SGBD cuya arquitectura 
es capaz de soportar bases de datos basadas en el modelo multidimensional. 
Sistema de Gestión de Base de Datos Relacional (SGBDR) (en inglés, Relational Database 
Management System o RDBMS): es un SGBD cuya arquitectura es capaz de soportar bases de 
datos basadas en el modelo relacional. 
Sistema de información (o sistema informacional): en el ámbito de la informática, un sistema 
de información es cualquier sistema o subsistema de equipo de telecomunicaciones o 
computacional interconectado, y que se utiliza para obtener, almacenar, manipular, 
administrar, mover, controlar, desplegar, intercambiar, transmitir o recibir voz y/o datos, e 
incluye tanto los programas de computación ("software" y "firmware") como el equipo de 
cómputo. 
Sistema de Información Ejecutiva (en inglés, Executive Information System o EIS): es una 
herramienta de business intelligence, orientada a usuarios de nivel gerencial, que permite 
monitorizar el estado de las variables de un área o unidad de una empresa a partir de 
información interna y externa a la misma. Se puede considerar que un EIS es un tipo de 
Sistema de Soporte a la Decisión (DSS) cuya finalidad principal es que el responsable de un 
departamento o compañía tenga acceso, de manera instantánea, al estado de los indicadores 
de negocio que le afectan, con la posibilidad de estudiar con detalle aquellos aspectos que no 
están cumpliendo con los objetivos establecidos en su plan estratégico u operativo, y así 
determinar las medidas de contingencia más adecuadas. 
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Sistema de Soporte a la Decisión (o sistema decisional, en inglés Decision Support System o 
DSS): sistema de información específico que da soporte a la toma de decisiones organizativas y 
de negocio en una empresa. Un sistema DSS bien diseñado es aquél software interactivo que 
ayuda a recopilar información útil desde los datos primarios, los documentos, el conocimiento 
personal del negocio, y/o modelos de negocio para identificar y resolver problemas, con la 
finalidad de tomar decisiones. 
Sistema operacional (o transaccional): sistema informacional que utiliza datos en tiempo real 
y da soporte a la rutina de negocio del día a día en una empresa. 
Slice: operación multidimensional cuyo objetivo es extraer una porción del cubo original 
correspondiente a un único valor de una dimensión dada. No se requiere agregar datos con 
esta opción, en su lugar, se permite al usuario obtener valores de su interés. 
SQL Server: sistema de gestión de bases de datos relacional que se basa en los lenguajes ANSI 
SQL y Transact-SQL. Desarrollado por Microsoft en 1989, junto con Sybase y Ashton-Tate, y 
que actualmente se encuentra en la versión 2008. 
SQL (Structured Query Language): lenguaje declarativo de acceso a bases de datos 
relacionales que permite construir diversos tipos de operaciones sobre las mismas. Una de sus 
características es el manejo del álgebra y del cálculo relacional, permitiendo lanzar consultas 
con el fin de recuperar datos de una base de datos, así como también hacer cambios sobre la 
misma. 
Tabla agregada: este tipo de tablas se crean a partir de los datos de las dimensiones que se 
acceden frecuentemente, con el fin de acelerar el tiempo de respuesta de las consultas y 
obtener un mayor rendimiento, pero a cambio de aumentar la redundancia de datos. Ver 
Agregación de datos y Vistas materializadas. 
Tabla de dimensión (en inglés, dimension table): tabla que contiene atributos que se utilizan 
para restringir y agrupar los datos almacenados en una tabla de hechos cuando se realizan 
consultas sobre dicho datos en un entorno de almacén de datos. 
Tabla de hechos (en inglés, fact table): en el ámbito de un data warehouse, una tabla de 
hechos es la tabla central de un esquema multidimensional (en estrella, en copo de nieve o 
constelación), y contiene los valores de las medidas de negocio. Cada medida se toma 
mediante la intersección de las dimensiones que la definen. Dichas dimensiones están 
reflejadas en sus correspondientes tablas de dimensiones, que rodean la tabla de hechos y 
están relacionadas con ella. 
Tolerancia a fallos: es la propiedad que tienen ciertos sistemas de funcionar, aún cuando se 
haya producido una avería en alguno de sus componentes. Se obtiene a base de replicación de 
elementos y otras técnicas. Es algo propio de los sistemas que precisan de una alta 
disponibilidad en función de la importancia estratégica de las tareas que realizan, o del servicio 
que han de proporcionar a un gran número de usuarios. 
Transacción: proceso atómico que debe ser validado o abortado, y que puede involucrar 
operaciones de consulta, inserción, modificación y borrado de datos. 
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VBS (Value-Based Storage): nombre que recibe la estructura de almacenamiento del sistema 
de gestión de bases de datos basado en el modelo asociativo del fabricante illuminate. Esta 
estructura, al ser asociativa, guarda una sola vez cada valor exclusivo de los datos. 
Virtualización: término amplio que se refiere a la abstracción de los recursos de una 
computadora, desde sistemas computacionales completos hasta capacidades o componentes 
individuales. La virtualización de plataformas involucra la simulación de máquinas virtuales, 
mientras que la virtualización de recursos involucra la simulación de recursos combinados, 
fragmentados o simples. 
Vista: es una tabla virtual de una base de datos que representa el resultado de una consulta. 
Siempre que se consulta o se actualiza una vista, el SGBD convierte estas operaciones en 
consultas o actualizaciones de las tablas que se utilizan para definir la vista. 
Vista materializada: una vista materializada tiene una visión diferente a las vistas normales. El 
resultado de la consulta que define la vista se almacena en una tabla real, que se actualiza de 
forma periódica o instantánea cuando se modifican las tablas originales. Esto proporciona un 
acceso mucho más eficiente, a costa de un incremento en el tamaño de la base de datos, y a 
una posible falta de sincronía de datos. Es una solución muy utilizada en data warehouses, 
donde el acceso frecuente a las tablas originales resulta demasiado costoso. Además, dado 
que la vista se almacena como una tabla real, se puede hacer en ella lo mismo que con 
cualquier otra tabla, siendo especialmente interesante la posibilidad de crear índices sobre 
cualquier columna, lo cual puede aumentar significativamente la velocidad de las consultas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
La mayoría de las definiciones que aparecen en el glosario han sido extraídas y adaptadas de Wikipedia, en sus 
diferentes versiones en catalán, español e inglés.  
http://www.wikipedia.org 
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20 Anexo: Entornos de prueba 
20.1 Instalación de los entornos de prueba 
En este apartado se describen los pasos seguidos para crear los diferentes entornos de prueba. 
Como se comenta en el apartado 9.2 Descripción e instalación de los entornos de prueba, se 
utiliza el sistema de virtualización VMware para construirlos mediante máquinas virtuales, de 
forma que con un solo ordenador se pueden simular diferentes sistemas físicos. 
El sistema de virtualización VMware, en su versión Workstation 6, se ha instalado en un equipo 
portátil HP modelo Compaq nc8430 con las siguientes características [138]: 
 
Figura 20-79 Equipo portátil sobre el cual se han realizado las pruebas. 
Fuente: Hewlett-Packard Development Company, L.P, [138] 
 Sistema operativo Microsoft Windows XP con Service Pack 3 instalado 
 4096 MB de memoria RAM, 2 DIMMs de 2 GB 533 MHz DDR2 SDRAM 
 Disco duro de 80 GB 5400 rpm SATA 
 Lector DVD+/-RW SuperMulti doble capa 
 Pantalla de 15.4 pulgadas WXGA 
 Tarjeta gráfica ATI Mobility Radeon X1600 con 256 MB de memoria 
 Tarjeta de red Broadcom NetXtreme Gigabit Ethernet PCIe Controller (10/100/1000 
NIC) y tarjeta de red wireless Intel 802.11a/b/g y Bluetooth 2.0 
 Módem 56K V.92 
 Puertos: 3 USB 2.0, 1 IEEE 1394, 1 RJ-45, 1 RJ-11, 1 entrada de micro, 1 salida de 
audio/auriculares, 1 S-video, 1 puerto serie, 1 conector para docking station, 1 entrada 
de corriente AC y 1 puerto para monitor VGA externo 
 Slots: 1 para tarjetas Type I/II PC, 1 lector de tarjetas Smart Card y 1 para tarjetas 
Secure Digital 
En el siguiente apartado se muestran los pasos seguidos para la instalación del sistema 
VMware Workstation versión 6 en el equipo portátil. 
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20.2 Instalación del sistema de virtualización VMware 
Para realizar la instalación del sistema de virtualización VMware Workstation se tiene que 
ejecutar el archivo de instalación haciendo doble clic sobre él (en este caso, VMware-
workstation-6.0.2-59824.exe), y aparecerá el asistente de instalación. Simplemente hay que 
seguir las instrucciones de pantalla. 
 
Figura 20-80 Para iniciar la instalación, hacer doble clic en el archivo ejecutable de la instalación. 
 
Figura 20-81 Ventana de inicio de la instalación de VMware Workstation 6. 
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Figura 20-82 Asistente de instalación de VMware Workstation 6. Clic en Next para continuar. 
 
Figura 20-83 Seleccionar el tipo de instalación que se desea. En este caso, se ha realizado 
la instalación típica activando la opción Typical. Clic en Next para continuar. 
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Figura 20-84 Establecer la ruta donde se instalará VMware Workstation. En este caso, se ha mantenido la ruta por 
defecto, si se desea cambiar, hacer clic en el botón Change y modificarla. Clic en Next para continuar. 
 
Figura 20-85 Creación de los accesos directos al programa. Activar las casillas de los iconos deseados. 
Clic en Next para continuar. 
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Figura 20-86 Confirmar el proceso de instalación. Clic en Install para iniciar el proceso. 
 
Figura 20-87 Esperar a que el proceso de instalación termine. 
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Figura 20-88 Una vez el proceso de instalación ha terminado, introducir el nombre de 
usuario, la compañía y el número de serie del programa. Clic en Enter para continuar. 
 
Figura 20-89 El asistente de instalación ha terminado de instalar VMware Workstation. 
Clic en Finish para cerrarlo. Se debe reiniciar el sistema para que se efectuen los cambios. 
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20.3 Creación de las máquinas virtuales 
En este apartado se muestra como se han creado las máquinas virtuales de los diferentes 
entornos de prueba. Primeramente se ha creado una máquina virtual plantilla en la cual se ha 
instalado Microsoft Windows Server 2003 Enterprise Edition con el Service Pack 2, y a partir de 
ésta se han creado el resto. 
Para crear la máquina virtual que se utilizará como plantilla se tiene que iniciar VWmare 
Workstation, por ejemplo haciendo doble clic en el icono que se encuentra en el escritorio de 
Windows, o una alternativa es ir al menú Inicio > Programas > VMware  y hacer clic en el icono 
VMware Workstation. 
 
Figura 20-90 Icono de VMware Workstation. 
 
Figura 20-91 Ventana de VMware Workstation 6. 
Una vez iniciado el programa, hacer clic sobre el botón New Virtual Machine para ejecutar el 
asistente de creación de máquinas virtuales. 
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Figura 20-92 Asistente de creación de máquinas virtuales. 
Clic en Siguiente para continuar. 
 
Figura 20-93 Configuración de la máquina virtual que se creará. En este 
caso, se ha escogido la configuración típica activando la opción Typical. 
Clic en Siguiente para continuar. 
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Figura 20-94 Seleccionar el tipo y la versión del sistema operativo que se va instalar en la nueva máquina virtual. 
En este caso, se instalará Microsoft Windows Server 2003 Enterprise Edition, por lo tanto se tiene que activar la 
opción Microsoft Windows del marco Guest operating system, y seleccionar Windows Server 2003 Enterprise 
Edition del campo desplegable del marco Version. Clic en Siguiente para continuar. 
 
Figura 20-95 Introducir el nombre de la nueva máquina virtual, es aconsejable que sea fácil y lo más descriptivo 
posible. Además, se permite establecer la ruta donde se almacenarán los archivos de la máquina, en este caso, se 
ha mantenido la ruta por defecto, si se desea cambiar, hacer clic en el botón Browse y modificarla. Clic en 
Siguiente para continuar. 
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Figura 20-96 Configuración del adaptador de red. En este caso, se ha elegido acceso directo 
a la red activando la opción Use bridged networking. Clic en Siguiente para continuar. 
 
Figura 20-97 Establecer la capacidad del disco deseada. En este caso, se ha considerado que con 20 GB es 
suficiente para los entornos de prueba. Además, la ocupación en disco será incremental (desactivar la casilla 
Allocate all disk space now). Clic en Finalizar para confirmar la creación de la nueva máquina virtual. 
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Figura 20-98 La nueva máquina virtual se ha creado correctamente. 
Clic en Close para cerrar el asistente. 
Una vez finalizado el proceso de creación de la máquina virtual plantilla, a continuación se 
muestra un resumen de sus características: 
 Sistema operativo Microsoft Windows Server 2003 Enterprise Edition con Service Pack 
2 instalado 
 1 procesador 
 2048 MB de memoria RAM 
 1 Disco de 20 GB de espacio incremental en disco para el sistema operativo 
 1 Disco de 25 GB de espacio incremental común a todas las máquinas virtuales para 
almacenar los ficheros de datos de origen 
 1 Disco de 25 GB de espacio incremental para almacenar de forma aislada la base de 
datos de cada sistema 
 Lector de CD-ROM y disquetera 
 Tarjeta de red en modo bridged 
 Adaptador de sonido 
 Adaptador de pantalla 
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Figura 20-99 Ventana de VMware Workstation mostrando el panel de configuración de la máquina virtual que se 
utiliza como plantilla. 
20.4 Instalación de Microsoft Windows Server 2003 Enterprise 
Edition 
Una vez creada la máquina virtual plantilla, se procederá a la instalación del sistema operativo 
Microsoft Windows Server 2003 Enterprise Edition. Para instalarlo hay dos alternativas: 
disponer del CD-ROM de instalación o disponer de una imagen ISO de dicho disco. 
En este caso, se dispone de una imagen ISO del disco de instalación del sistema operativo. Para 
que la máquina virtual emule la imagen, sólo hace falta configurar el dispositivo de CD-ROM de 
ésta. Con VMware Workstation iniciado y el panel de configuración de la máquina virtual 
plantilla abierto, simplemente hacer doble clic en el dispositivo CD-ROM (IDE 1:0) y aparecerá 
una ventana como la de la Figura 20-100. Se debe activar la opción Use ISO image y a 
continuación hacer clic en el botón Browse para seleccionar el archivo que contiene la imagen. 
Finalmente, hacer clic en el botón OK. 
Ahora ya se puede poner en marcha la máquina virtual, para ello se tiene que hacer clic en el 
botón y la máquina virtual iniciará el proceso de instalación de 
Windows desde el archivo de imagen ISO que se le ha indicado. 
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Figura 20-100 Configuración del dispositivo de 
CD-ROM de la máquina virtual. 
 
Figura 20-101 La máquina virtual se está iniciando. 
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Figura 20-102 Instalación de Windows Server 2003 Enterprise Edition. Pulsar Entrar para iniciar la instalación de 
Windows. 
 
Figura 20-103 Contrato de licencia de Windows. Pulsar F8 para aceptarlo. 
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Figura 20-104 Seleccionar Espacio no particionado con las flechas del teclado y pulsar Entrar. 
 
Figura 20-105 Seleccionar la opción Formatear la partición utilizando el sistema de archivos NTFS con las flechas 
del teclado y pulsar Entrar. 
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Figura 20-106 Esperar mientras se formatea el disco. 
 
Figura 20-107 Esperar mientras se copian los archivos del sistema. 
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Figura 20-108 El equipo se reinicia para continuar la instalación posteriormente. 
 
Figura 20-109 La instalación continúa después de reiniciar la máquina virtual. 
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Figura 20-110 Asistente de instalación de Windows. 
Clic en Siguiente para continuar con el Asistente de Instalación. 
 
Figura 20-111 Configuración regional y de idioma. Si se desean modificar los parámetros 
por defecto hacer clic en Personalizar, sino clic en Siguiente para continuar con el Asistente. 
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Figura 20-112 Introducir el nombre y la organización. Clic en Siguiente para continuar. 
 
Figura 20-113 Introducir la clave de Microsoft Windows Server 2003 Enterprise Edition. 
Clic en Siguiente para continuar. 
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Figura 20-114 Modos de licencia. Seleccionar el modo de licencia por servidor y fijar el número de conexiones 
simultáneas que aceptará el servidor, por defecto 5. Clic en Siguiente para continuar. 
 
Figura 20-115 Establecer el nombre de equipo para la máquina virtual y la contraseña 
para la cuenta de Administrador del sistema. Clic en Siguiente para continuar. 
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Figura 20-116 Fijar los valores de fecha, hora y zona horaria. Clic en Siguente para continuar. 
 
Figura 20-117 Configuración del adaptador de red. En este caso, se ha elegido 
la configuración típica. Clic en Siguiente para continuar. 
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Figura 20-118 Establecer el nombre del grupo de trabajo de la máquina virtual o el nombre de dominio, en el caso 
de que se disponga de uno. En este caso, se ha optado por un grupo de trabajo. Clic en Siguiente para continuar. 
 
Figura 20-119 Una vez finalizada la instalación, la máquina virtual se reiniciará e iniciará Windows. Cuando se 
inicie, se mostrará la ventana de inicio de sesión. Pulsar Ctrl+Atl+Supr. 
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Figura 20-120 Introducir el Nombre de usuario Administrador y la contraseña 
establecida durante el proceso de instalación. 
 
Figura 20-121 Escritorio de Windows después de iniciar sesión. 
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Después de la instalación de Windows, se instalará VMware Tools. VMware Tools es un 
conjunto de herramientas que permite entre otras cosas mover y copiar archivos 
arrastrándolos a cualquier máquina virtual como si se tratase de un directorio más. Con la 
máquina virtual iniciada, seleccionaremos la opción Install VMware Tools del menú VM de 
VMware Workstation para iniciar el asistente de instalación. 
 
Figura 20-122 Clic en Install para iniciar el asistente de instalación. 
 
Figura 20-123 Clic en Next para continuar con la instalación. 
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Figura 20-124 Seleccionar el tipo de instalación que se desea. En este caso, se ha elegido 
la instalación típica seleccionando la opción Typical. Clic en Next para continuar. 
 
Figura 20-125 Clic en Install para proceder a la instalación. 
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Figura 20-126 Una vez finalizado el proceso de instalación, clic en Finish para cerrar el asistente. 
Ahora se procederá a la instalación del servidor web IIS de Windows. Para instalarlo, ir al menú 
Inicio > Configuración > Panel de Control > Agregar o Quitar programas y pulsar en el botón 
Agregar o quitar componentes de Windows. Aparecerá un listado de componentes como el 
de la Figura 20-127. Los componentes marcados significa que están actualmente instalados. En 
este caso, se quiere instalar el servidor web, para ello marcar la casilla Servidor de 
aplicaciones. 
Si se quieren ejecutar páginas ASP.NET con el servidor, hacer clic en el botón Detalles con la 
opción Servidor de aplicaciones seleccionada, activar la casilla ASP.NET y hacer clic en el botón 
Aceptar. Finalmente, hacer clic en el botón Siguiente para iniciar la instalación. 
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Figura 20-127 Asistente para componentes de Windows. Marcar la casilla Servidor de aplicaciones para instalar el 
servidor web. Si se quieren ejecutar páginas ASP.NET con el servidor, hacer clic en el botón Detalles con la opción 
Servidor de aplicaciones seleccionada, activar la casilla ASP.NET y hacer clic en el botón Aceptar. Finalmente, 
hacer clic en el botón Siguiente para iniciar la instalación. 
Ahora se instalará Java JDK versión 6. Primero se debe disponer del archivo de instalación que 
se puede obtener desde la página de descargas de Sun (http://java.sun.com). Una vez 
descargado, se puede copiar en la máquina virtual simplemente arrastrando el archivo en el 
escritorio de Windows Server 2003. 
Para iniciar la instalación hacer doble clic en el archivo ejecutable, en este caso jdk-6u14-
windows-i586.exe. El asistente de instalación se iniciará y aparecerá en la pantalla (ver Figura 
20-128). 
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Figura 20-128 Contrato de licencia de Java JDK. Clic en Accept para continuar. 
 
Figura 20-129 Listado de componentes que se instalarán por defecto. Se pueden desactivar aquellos 
que no se quieran instalar. Clic en Next para continuar. 
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Figura 20-130 Esperar a que el proceso de instalación termine. 
 
Figura 20-131 Instalación de Java JRE. Se puede modificar la ruta de instalación haciendo clic en Change. Clic en 
Next para continuar, y esperar a que el proceso de instalación termine. 
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Figura 20-132 Proceso de instalación finalizado. Clic en Finish para cerrar el asistente. 
Ahora se buscarán las actualizaciones de Windows disponibles a través del sitio web Windows 
Update. Para ello, ejecutar el navegador Internet Explorer haciendo doble clic en el icono 
disponible en el escritorio de Windows Server 2003. Para ir al sitio de Windows Update, 
seleccionar la opción Windows Update del menú Herramientas del navegador. 
El navegador abrirá la página de actualizaciones de Windows. Si es la primera vez que se 
accede a Windows Update, se pedirá instalar los controles ActiveX correspondientes. Indicar 
que sí, y automáticamente se instalarán. Una vez realizada la instalación, o si ya estaban 
instalados, aparecerá una página como la de la Figura 20-133. 
Para encontrar las actualizaciones hacer clic en el botón Personalizada. El proceso de 
búsqueda se iniciará, éste puede tardar unos minutos en finalizar. Cuando finalice, aparecerá 
un listado con las actualizaciones disponibles para instalar, seleccionar aquellas que se quieran 
instalar. 
Una vez seleccionadas las actualizaciones, éstas se pueden instalar haciendo clic en el enlace 
Instalar las actualizaciones del menú izquierdo. Al hacer clic, se mostrará un listado con las 
actualizaciones que se van a instalar finalmente. Para iniciar el proceso de instalación, hacer 
clic en el botón Instalar las actualizaciones de la parte superior de la página, y 
automáticamente se ejecutará el asistente de instalación (ver Figura 20-134). El asistente 
descargará los archivos pertinentes y aplicará las actualizaciones. Cuando el proceso finalice, 
mostrará una página como la de la Figura 20-135, en la cual se especifican las actualizaciones 
instaladas correctamente y pedirá reiniciar el sistema (ir al menú Inicio > Apagar, seleccionar 
la opción Reiniciar y clic en el botón Aceptar). 
 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS Anexo 
234 
 
 
 
Figura 20-133 Sitio Microsoft Windows Update. Clic en el botón Personalizada para buscar actualizaciones. 
 
Figura 20-134 Proceso de instalación de las actualizaciones seleccionadas. 
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Figura 20-135 Actualizaciones realizadas correctamente. Se pide reiniciar el sistema. 
Para terminar el proceso de creación de la máquina virtual plantilla, se liberará espacio y se 
desfragmentará el disco. 
Para liberar espacio en disco, ir a Mi PC haciendo doble clic en el icono del escritorio. Luego, 
hacer clic con el botón derecho del ratón encima de Disco local (C:) y seleccionar la opción 
Propiedades. Aparecerá una ventana como la de la Figura 20-136, en la cual se muestra la 
ocupación del disco local C. Hacer clic en el botón Liberar espacio en disco para iniciar el 
Liberador de espacio en disco. Una vez iniciado, activar todas las casillas de la lista que aparece 
y hacer clic en el botón Aceptar para liberar espacio. 
Sin movernos de la ventana de Propiedades, hacer clic en la pestaña Herramientas (ver Figura 
20-137). Para desfragmentar el disco, hacer clic en el botón Desfragmentar ahora para iniciar 
el Desfragmentador de Disco. Una vez ejecutado, activar el volumen C: de la lista y hacer clic 
en el botón Desfragmentar para iniciar el proceso de desfragmentación del disco. Esperar a 
que finalice el proceso. 
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Figura 20-136 Ventanas de Mi PC, Propiedades de Disco local (C:) y Liberador de espacio en disco para (C:). 
 
Figura 20-137 Ventanas de Mi PC, Propiedades de Disco local (C:) y Desfragmentador de disco. 
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Una vez finalizada la creación de la máquina virtual plantilla, ésta se clonará para crear el resto 
de máquinas necesarias. Para realizar el proceso de clonación, se necesita el VMware 
Workstation ejecutado y la máquina virtual plantilla apagada. Hacer clic en el botón Clone this 
virtual machine para iniciar el asistente de clonación como se puede ver en la Figura 20-138. 
 
Figura 20-138 VMware con el asistente de clonación iniciado para clonar la máquina virtual plantilla. 
Clic en Siguiente para continuar. 
 
Figura 20-139 Seleccionar la opción The current state in the virtual 
machine, ya que se va a clonar el estado actual de la máquina virtual. 
Clic en Siguiente para continuar. 
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Figura 20-140 Seleccionar la opción Create a full clone para crear 
una clonación completa sin depender de la máquina actual. 
Clic en Siguiente para continuar. 
 
Figura 20-141 Establecer el nombre de la nueva máquina virtual. En este caso, se va a crear la máquina donde se 
instalará Oracle posteriormente. También se puede definir la ruta donde se guardará la nueva máquina haciendo 
clic en el botón Browse. Clic en Siguiente para continuar. 
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Figura 20-142 Esperar a que el proceso de clonación termine. 
 
Figura 20-143 Proceso de clonación terminado. 
Clic en Close para cerrar el asistente. 
Una vez finalizado el proceso de clonación, la nueva máquina virtual ya se puede utilizar. Como 
se puede ver en la Figura 20-144, ésta tiene las mismas características que la máquina virtual 
plantilla. Podemos encenderla haciendo clic en el botón . El sistema 
operativo se cargará automáticamente, y a partir de entonces se podrá instalar el resto de 
software necesario para completar el entorno de pruebas. 
Para obtener el resto de máquinas virtuales se ha repetido el proceso de clonación explicado, y 
ahora se dispone de un total de cinco máquinas virtuales que conforman los entornos de 
prueba: una máquina para instalar Oracle Database 11g (ROLAP), otra para instalar Microsoft 
SQL Server 2008 (MOLAP), otra para instalar Alterian Engine (Basado en columnas), otra para 
QlikView (Basado en el modelo asociativo) y finalmente otra para instalar la herramienta 
cliente Cognos. 
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En los siguientes apartados se describen los pasos para terminar de instalar el software 
necesario en cada máquina virtual. 
 
Figura 20-144 Panel de configuración de la nueva máquina virtual clonada. 
20.5 Instalación de Oracle Database 11g 
En este apartado se muestran los pasos seguidos para instalar el sistema de bases de datos 
Oracle Database 11g, que se va a utilizar como representante de la arquitectura ROLAP. 
Para proceder a la instalación, se debe tener VMware Workstation ejecutado y seleccionar la 
máquina virtual donde se quiere instalar el software. En este caso, para realizar la instalación 
de Oracle, se dispone de una imagen ISO. Sólo hace falta configurar el dispositivo de CD-ROM 
de la máquina virtual para que la reconozca (seguir los pasos de la página 215 y ver Figura 
20-100 de la página 216), e iniciar la máquina virtual. Además, para que Oracle Database 
funcione correctamente es recomendable configurar el adaptador de red en modo Host-only 
con una dirección IP estática. 
Una vez el sistema operativo esté abierto, proceder a ejecutar el asistente de instalación de 
Oracle. Para ello, ir a Mi PC haciendo doble clic en el icono del escritorio, abrir el contenido de 
la unidad de CD-ROM y ejecutar el archivo setup.exe, como se puede ver en la Figura 20-145. 
Se iniciará el asistente de instalación de Oracle.  
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Figura 20-145 Ventanas de Mi PC y contenido del CD-ROM. 
Ejecutar el archivo setup.exe para iniciar la instalación de Oracle. 
 
Figura 20-146 Asistente de instalación de Oracle. En este caso, se ha decidido realizar la instalación básica de la 
versión Enterprise Edition. Seleccionar la opción Instalación Básica, establecer el directorio de instalación, 
escoger el tipo de instalación Enterprise Edition, y desactivar la casilla Crear Base de Datos Inicial. Clic en 
Siguiente para continuar. 
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Figura 20-147 Comprobación de los requisitos del sistema para realizar la instalación. 
Si todo es correcto, clic en Siguiente. 
 
Figura 20-148 Resumen de los compontes que se van a instalar. 
Clic en Instalar para iniciar el proceso de instalación. 
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Figura 20-149 Esperar a que el proceso de instalación termine. 
 
Figura 20-150 Fin de Instalación de Oracle Database 11g. 
Clic en Salir para cerrar el asistente de instalación. 
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Figura 20-151 Clic en Sí para confirmar que se quiere cerrar el asistente. 
Una vez finalizada la instalación de Oracle Database 11g, ya se puede ejecutar mediante los 
accesos directos que se encuentran en el menú Inicio > Programas > Oracle -  
OraDb11g_home1. 
En este caso, después de la instalación también se ha ejecutado el Liberador de espacio en 
disco y se ha desfragmentado el disco para optimizar el espacio que ocupa la máquina virtual. 
Para ejecutar estas herramientas se pueden seguir los pasos de la página 235. 
20.6 Instalación de Microsoft SQL Server 2008 Enterprise Edition 
En este apartado se muestran los pasos seguidos para instalar el sistema de bases de datos 
Microsoft SQL Server 2008 Enterprise Edition, que se va a utilizar como representante de la 
arquitectura MOLAP. 
Para proceder a la instalación, se debe tener VMware Workstation ejecutado y seleccionar la 
máquina virtual donde se quiere instalar el software. En este caso, para realizar la instalación 
de SQL Server, también se dispone de una imagen ISO. Sólo hace falta configurar el dispositivo 
de CD-ROM de la máquina virtual para que la reconozca (seguir los pasos de la página 215 y 
ver Figura 20-100 de la página 216) e iniciar la máquina virtual. 
Una vez el sistema operativo esté abierto, es muy importante asegurarse de que la 
actualización MS XML 6 Service Pack 2 (KB954459) no está instalada en el sistema operativo, 
ya que de lo contrario, SQL Server no se instalará. Para ello, ir al menú Inicio > Configuración > 
Panel de Control, y hacer clic en el icono Agregar o quitar programas para ver qué programas 
están actualmente instalados. Si la actualización mencionada aparece en la lista, seleccionarla 
y hacer clic en el botón Quitar, para desinstalarla siguiendo las instrucciones del asistente de 
desinstalación. Si no aparece, se puede proceder directamente a instalar SQL Server 2008. 
Después de efectuar esta comprobación, se procederá a ejecutar el asistente de instalación de 
SQL Server. Para ello, ir a Mi PC haciendo doble clic en el icono del escritorio, y hacer doble clic 
encima del icono de la unidad de CD-ROM (ver Figura 20-152). 
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Figura 20-152 Para iniciar la instalación desde el CD-ROM, ir a Mi PC y hacer doble clic en la unidad de CD 
correspondiente. 
 
Figura 20-153 Se requiere instalar algunos componentes en el sistema operativo antes de instalar SQL Server. 
Hacer clic en el botón Aceptar para instalarlos. 
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Figura 20-154 Asistente para la instalación de actualizaciones de software. Clic en el botón Siguiente. 
 
Figura 20-155 Seleccionar la opción Acepto, para aceptar el contrato de licencia. 
Clic en el botón Siguiente. 
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Figura 20-156 Esperar a que el proceso de actualización finalice. 
 
Figura 20-157 El proceso de actualización ha finalizado. Clic en el botón Finalizar para cerrar el asistente. 
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Figura 20-158 La instalación de componentes requiere reiniciar el sistema. Clic en el botón Aceptar para 
reiniciarlo. 
Una vez se ha reiniciado el sistema, se continuará con la instalación de SQL Server 2008. Ir a Mi 
PC y volver a hacer doble clic en la unidad de CD-ROM para iniciar el Centro de instalación de 
SQL Server (ver Figura 20-159). Hacer clic en Instalación que aparece en el menú izquierdo, y a 
continuación, pulsar en el enlace Nueva instalación independiente de SQL Server o agregar 
características a una instalación existente. El Programa de Instalación de SQL Server 2008 se 
iniciará automáticamente. 
 
Figura 20-159 Centro de instalación de SQL Server. Hacer clic en Instalación que aparece en el menú izquierdo, y a 
continuación, pulsar en el enlace Nueva instalación independiente de SQL Server o agregar características a una 
instalación existente para iniciar el Programa de Instalación de SQL Server 2008. 
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Figura 20-160 Comprobación de las Reglas auxiliares del programa de instalación. 
Clic en el botón Aceptar para continuar. 
 
Figura 20-161 Introducir la clave de producto. Clic en el botón Siguiente. 
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Figura 20-162 Activar la casilla Acepto los términos de licencia para aceptar el contrato de licencia. 
Clic en el botón Siguiente. 
 
Figura 20-163 Instalación de los Archivos auxiliares del programa de instalación. 
Clic en el botón Instalación para instalarlos. 
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Figura 20-164 Esperar a que el proceso de instalación termine. 
 
Figura 20-165 Comprobación de las Reglas auxiliares del programa de instalación. 
Clic en el botón Siguiente para continuar. 
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Figura 20-166 Seleccionar los componentes que se desean instalar, y establecer el directorio de instalación. 
Clic en el botón Siguiente. 
 
Figura 20-167 Establecer el nombre y directorio de la instancia del servidor. 
En este caso, se han dejado las opciones por defecto. Clic en el botón Siguiente. 
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Figura 20-168 Resumen de los Requisitos de espacio en disco. Clic en el botón Siguiente. 
 
Figura 20-169 Configuración del servidor. Establecer los nombres de cuenta de usuario  
y el tipo de inicio para cada servicio. Clic en el botón Siguiente. 
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Figura 20-170 Configuración del Motor de base de datos. Establecer la configuración deseada, en este caso, se ha 
configurado el modo de autenticación mixto y se ha especificado el usuario actual como usuario administrador de 
SQL Server (haciendo clic en Agregar usuario actual). Clic en el botón Siguiente. 
 
Figura 20-171 Configuración de Analysis Services. Establecer la configuración deseada, en este caso, se ha 
establecido el usuario actual como usuario administrador de Analysis Services (haciendo clic en Agregar usuario 
actual). Clic en el botón Siguiente. 
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Figura 20-172 Configuración de Reporting Services. Establecer la configuración deseada, en este caso, se ha 
seleccionado la opción Instalar la configuración predeterminada del modo nativo. Clic en el botón Siguiente. 
 
Figura 20-173 Informes de errores y de uso. Se han desactivado las dos casillas para no 
informar sobre errores. Clic en el botón Siguiente. 
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Figura 20-174 Comprobación de las Reglas de instalación. Clic en el botón Siguiente. 
 
Figura 20-175 Resumen de los componentes que se van a instalar. 
Clic en el botón Instalación para iniciar el proceso de instalación. 
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Figura 20-176 Esperar a que el proceso de instalación termine. 
 
Figura 20-177 Instalación terminada. Clic en el botón Siguiente. 
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Figura 20-178 Clic en el botón Cerrar para cerrar el asistente de instalación. 
Después de la instalación, se han aplicado las actualizaciones del sistema disponibles mediante 
el sitio web Windows Update. Para instalar las actualizaciones, seguir los mismos pasos de las 
páginas 233-235, referentes a las actualizaciones realizadas después de instalar Microsoft 
Windows Server 2003 en la máquina virtual utilizada como plantilla. 
Además, se ha instalado el Service Pack 1 de Microsoft SQL Server 2008 disponible a través del 
Centro de Descargas de Microsoft (http://www.microsoft.com/downloads). A continuación se 
muestran los pasos seguidos para instalarlo. 
Para llevar a cabo la instalación, se ha copiado el archivo ejecutable SQLServer2008SP1-
KB968369-x86-ESN.exe en el escritorio de la máquina virtual donde se ha instalado Microsoft 
SQL Server 2008. Una vez copiado, iniciar la instalación haciendo doble clic en el archivo, el 
Programa de instalación de la revisión de SQL Server 2008 se iniciará automáticamente. 
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Figura 20-179 Copiar el fichero SQLServer2008SP1-KB968369-x86-ESN.exe en el escritorio de la máquina virtual de 
Microsoft SQL Server 2008. Una vez copiado, iniciar la instalación del Service Pack haciendo doble clic en el 
archivo, el Programa de instalación de la revisión de SQL Server 2008 se iniciará automáticamente. 
 
Figura 20-180 Comprobación de los requisitos de instalación. 
Clic en el botón Siguiente para continuar. 
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Figura 20-181 Activar la casilla Acepto los términos de licencia para aceptar el contrato de licencia. 
Clic en el botón Siguiente. 
 
Figura 20-182 Seleccionar los componentes que se desean actualizar. 
Clic en el botón Siguiente. 
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Figura 20-183 Se comprobarán los archivos en uso. Esperar a que el proceso termine. 
 
Figura 20-184 Una vez el proceso de comprobación ha terminado, hacer clic en el botón Siguiente. 
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Figura 20-185 Resumen de los componentes que se van a actualizar. 
Clic en el botón Actualizar para iniciar el proceso de actualización. 
 
Figura 20-186 Esperar a que el proceso de actualización termine. 
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Figura 20-187 El proceso de actualización ha terminado. 
Clic en el botón Siguiente. 
 
Figura 20-188 Clic en el botón Cerrar para cerrar el asistente de actualización. 
Una vez terminada la instalación de Microsoft SQL Server 2008, ya se puede ejecutar mediante 
los accesos directos que se encuentran en el menú Inicio > Programas > Microsoft SQL Server 
2008. 
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Finalmente, se ha ejecutado el Liberador de espacio en disco y se ha desfragmentado el disco 
para optimizar el espacio que ocupa la máquina virtual. Para ejecutar estas herramientas se 
pueden seguir los pasos de la página 235. 
20.7 Instalación de Alterian Engine 
En este apartado se muestran los pasos seguidos para instalar el sistema de bases de datos 
Alterian Engine, que se va a utilizar como representante de la arquitectura basada en 
columnas. 
Para proceder a la instalación se debe tener VMware Workstation ejecutado y seleccionar la 
máquina virtual donde se quiere instalar el software. En este caso, se disponen de nueve CD-
ROMs para realizar la instalación de Alterian Engine. Es necesario tener instalado previamente 
Microsoft Office 97 o una versión posterior. 
Una vez el sistema operativo esté abierto, introducir el primer CD-ROM en la unidad, e ir a Mi 
PC haciendo doble clic en el icono del escritorio. Posteriormente, hacer doble clic encima del 
icono de la unidad de CD-ROM (ver Figura 20-189). En el primer disco, se encuentra el archivo 
de instalación del controlador de la llave USB que contiene la licencia de Alterian. Dentro del 
CD-ROM, abrir la carpeta 0-HASP_driver_setup y ejecutar el archivo hdd32.exe. 
 
Figura 20-189 Instalación del controlador de la llave USB. Ir a Mi PC haciendo doble clic en el icono del escritorio, 
y a continuación, hacer doble clic encima del icono de la unidad de CD-ROM. Abrir la carpeta 0-
HASP_driver_setup y ejecutar el archivo hdd32.exe. 
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Figura 20-190 Seleccionar el idioma y hacer clic en el  botón OK. 
 
Figura 20-191 Asistente de instalación de HASP Device Drivers. Clic en el botón Next. 
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Figura 20-192 Seleccionar la opción I accept the license agreement y hacer clic en el botón Install. 
 
Figura 20-193 Esperar a que el proceso de instalación termine. 
 
Figura 20-194 El controlador se ha instalado correctamente. 
Clic en el botón Finish para cerrar el asistente. 
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Ahora introducir el segundo disco en la unidad de CD-ROM, que contiene la instalación de 
Alterian Suite 2.3 SP3a. Dentro de la unidad, abrir la carpeta 1.0-Suite 2.3 SP3a SE y ejecutar el 
archivo Alterian_Suite.exe haciendo doble clic (ver Figura 20-195). 
 
Figura 20-195 Abrir la carpeta 1.0-Suite 2.3 SP3a SE y ejecutar el archivo Alterian_Suite.exe haciendo doble clic. 
  
Figura 20-196 Asistente de instalación de Alterian Suite 2.3 SP3a. Clic en el botón Next. 
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Figura 20-197 Clic en el botón Next. 
 
Figura 20-198 Introducir el nombre completo y el nombre de la compañía. Clic en el botón Next. 
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Figura 20-199 Establecer el directorio de instalación de Alterian. En este caso, se ha dejado el directorio por 
defecto. Si se quiere modificar, hacer clic en el botón Browse. Clic en el botón Next para continuar. 
 
Figura 20-200 Escoger la versión de Alterian Suite. En este caso, se ha seleccionado la versión English (UK). 
Clic en el botón Next. 
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Figura 20-201 Escoger el tipo de instalación, en este caso, se ha elegido la instalación completa seleccionando la 
opción Complete. Clic en el botón Next. 
 
Figura 20-202 Configuración de la base de datos de demostración. Establecer el directorio donde se copiarán los 
ficheros de la base de datos. En este caso, se han mantenido las opciones por defecto. Clic en el botón Next. 
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Figura 20-203 Clic en el botón Next para iniciar el proceso de instalación. 
 
Figura 20-204 Esperar a que el proceso de instalación termine. 
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Figura 20-205 La instalación ha terminado. Clic en el botón Finish para cerrar el asistente. 
Seguidamente, introducir el tercer CD-ROM en la unidad. Éste contiene la actualización de 
Alterian Engine a la versión 3.1 SP2. Dentro de la unidad, abrir la carpeta 2.0-Engine 3.1 SP2 y 
ejecutar el archivo Alterian Engine 3.1 SP2.exe haciendo doble clic (ver Figura 20-206). 
 
Figura 20-206 Abrir la carpeta 2.0-Engine 3.1 SP2 y ejecutar el archivo Alterian Engine 3.1 SP2.exe haciendo doble 
clic. 
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Figura 20-207 Asistente de instalación de Alterian Engine 3.1 SP2. Clic en el botón Next. 
 
Figura 20-208 Clic en el botón Next. 
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Figura 20-209 Introducir el nombre completo y el nombre de la compañía. Clic en el botón Next. 
 
Figura 20-210 Escoger la versión de Alterian Engine. Debe ser la misma que 
en la primera instalación, en este caso, English (UK). Clic en el botón Next. 
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Figura 20-211 Establecer el mismo directorio donde se encuentra Alterian Suite instalado. 
Clic en el botón Next. 
 
Figura 20-212 Escoger el tipo de instalación, en este caso, se ha elegido la instalación completa seleccionando la 
opción Complete. Clic en el botón Next. 
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Figura 20-213 Activar la casilla Overwrite existing repository settings, y hacer clic en el botón Next. 
 
Figura 20-214 Clic en el botón Next para iniciar el proceso de instalación. 
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Figura 20-215 Esperar a que el proceso de instalación termine. 
 
Figura 20-216 La instalación ha terminado. Clic en el botón Finish para cerrar el asistente. 
A continuación, introducir el cuarto disco en la unidad, que contiene una actualización crítica 
para Alterian Engine. Dentro de la unidad, abrir la carpeta 2.1-Engine 3.1 SP2 HF01 y ejecutar 
el archivo Alterian Engine 3.1 SP Hotfix1 Build 8194.exe haciendo doble clic (ver Figura 20-217). 
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Figura 20-217 Abrir la carpeta 2.1-Engine 3.1 SP2 HF01 y ejecutar el archivo Alterian Engine 3.1 SP Hotfix1 Build 
8194.exe haciendo doble clic. 
 
Figura 20-218 Asistente de instalación de la actualización para Alterian Engine. Clic en el botón Next. 
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Figura 20-219 Clic en el botón Next. 
 
Figura 20-220 Clic en el botón Next para iniciar el proceso de instalación. 
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Figura 20-221 Esperar a que el proceso de instalación termine. 
 
Figura 20-222 La instalación ha terminado. Clic en el botón Finish para cerrar el asistente. 
Después de aplicar la actualización de Alterian Engine, introducir el quinto disco en la unidad, 
que contiene la instalación de Alterian Analytical Reporting. Dentro de la unidad, abrir la 
carpeta 3.0-AR 2.0 SP1 y ejecutar el archivo Alterian_Analytical_Reporting.msi haciendo doble 
clic (ver Figura 20-223). 
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Figura 20-223 Abrir la carpeta 3.0-AR 2.0 SP1 y ejecutar el archivo Alterian_Analytical_Reporting.msi haciendo 
doble clic. 
 
Figura 20-224 Asistente de instalación de Alterian Analytical Reporting 2.0 SP1. Clic en el botón Next. 
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Figura 20-225 Clic en el botón Next. 
 
Figura 20-226 Activar la casilla Import reports added during the installation into Studio. 
Clic en el botón Next. 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS Anexo 
283 
 
 
 
Figura 20-227 Esperar a que el proceso de instalación termine. 
  
Figura 20-228 La instalación ha terminado. Clic en el botón Finish para cerrar el asistente. 
Una vez terminada la instalación de la herramienta Alterian Analytical Reporting, introducir el 
sexto disco en la unidad, que contiene una actualización crítica para la herramienta de análisis 
Alterian Data Discovery and Visualization. Dentro de la unidad, abrir la carpeta 3.1-Alterian 
DDV2 Hotfix 4160 y ejecutar el archivo Alterian_DDV.msi haciendo doble clic (ver Figura 
20-229). 
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Figura 20-229 Abrir la carpeta 3.1-Alterian DDV2 Hotfix 4160 y ejecutar el archivo Alterian_DDV.msi haciendo 
doble clic. 
 
Figura 20-230 Asistente de instalación de la actualización de Alterian DDV. Clic en el botón Next. 
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Figura 20-231 Escoger el tipo de instalación, en este caso, se ha elegido la instalación completa seleccionando la 
opción Complete. Clic en el botón Next. 
 
Figura 20-232 Desactivar la casilla Suppress import of reports added during this installation. 
Clic en el botón Next. 
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Figura 20-233 Esperar a que el proceso de instalación termine. 
 
Figura 20-234 La instalación ha terminado. Clic en el botón Finish para cerrar el asistente. 
Después de aplicar la actualización, introducir el séptimo disco en la unidad, que contiene una 
actualización de la herramienta Alterian Marketing Suite. Dentro de la unidad, abrir la carpeta 
4.0-AMS2.0 y ejecutar el archivo Alterian_Marketing_Suite_Update.msi haciendo doble clic 
(ver Figura 20-235). 
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Figura 20-235 Abrir la carpeta 4.0-AMS2.0 y ejecutar el archivo Alterian_Marketing_Suite_Update.msi haciendo 
doble clic. 
 
Figura 20-236 Asistente de instalación de la actualización de Alterian Marketing Suite. 
Clic en el botón Next. 
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Figura 20-237 Escoger el tipo de instalación. En este caso, se va instalar un servidor de Alterian, y por lo tanto, 
seleccionar la opción Server / Standalone. Introducir el nombre de usuario administrador de Alterian y la 
contraseña asociada. Tratándose de una instalación desde cero, el usuario administrador por defecto es SYSTEM 
(en mayúsculas) y la contraseña es password (en minúsculas). Clic en el botón Next. 
 
Figura 20-238 Seleccionar la opción I accept the license agreement, y activar 
las casillas de las herramientas que se quieren instalar. Clic en el botón Next. 
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Figura 20-239 Clic en el botón Next para iniciar el proceso de instalación. 
 
Figura 20-240 Aparecerá este mensaje. Clic en el botón Sí. 
 
 
Figura 20-241 Esperar a que el proceso de instalación termine. 
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Figura 20-242 La instalación ha terminado. Clic en el botón Finish para cerrar el asistente. 
A continuación, introducir el octavo disco en la unidad, que contiene una actualización crítica 
de la herramienta Alterian Marketing Suite. Dentro de la unidad, abrir la carpeta 4.1-AMS2.0 
HF 01 y ejecutar el archivo AMSU 2.0 HF01.exe haciendo doble clic (ver Figura 20-243). 
 
Figura 20-243 Abrir la carpeta 4.1-AMS2.0 HF 01 y ejecutar el archivo AMSU 2.0 HF01.exe haciendo doble clic. 
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Figura 20-244 Asistente de instalación de la actualización de Alterian Marketing Suite. 
Clic en el botón Next. 
 
Figura 20-245 Establecer el mismo directorio donde se encuentra Alterian Suite instalado. 
Clic en el botón Next. 
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Figura 20-246 Clic en el botón Next para iniciar el proceso de instalación. 
 
Figura 20-247 Esperar a que el proceso de instalación termine. 
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Figura 20-248 La instalación ha terminado. Clic en el botón Finish para cerrar el asistente. 
Una vez aplicada la actualización, introducir el noveno y último disco en la unidad, que 
contiene la actualización Alterian Spanish Kit 3.0. Dentro de la unidad, abrir la carpeta Spanish 
Kit y ejecutar el archivo setup.exe haciendo doble clic (ver Figura 20-249). 
 
Figura 20-249 Abrir la carpeta Spanish Kit y ejecutar el archivo setup.exe haciendo doble clic. 
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Figura 20-250 Alterian Spanish Kit 3.0. Clic en el enlace Nueva Instalación. 
 
Figura 20-251 Asistente de instalación de la actualización Alterian Spanish Kit para Alterian Marketing Suite. 
Clic en el botón Siguiente. 
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Figura 20-252 Esperar a que el proceso de instalación termine. 
 
Figura 20-253 La instalación ha terminado. Clic en el botón Finalizar para cerrar el asistente. 
Una vez terminada la instalación, se va a comprobar si se ha instalado Alterian correctamente. 
Para iniciarlo, ir al menú Inicio > Programas > Alterian Suite y hacer clic en el icono Alterian 
Studio. Recordar que para ejecutar la aplicación Alterian Studio es necesario tener conectada 
la llave USB con la licencia de Alterian. 
 
Figura 20-254 Icono de la aplicación Alterian Studio. 
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Al ejecutar la aplicación, se requiere introducir el nombre de usuario y la contraseña 
correspondiente. En este caso, todavía no se ha creado ningún otro usuario, por lo tanto se 
accederá con la cuenta de administrador. En el campo de texto User, introducir el nombre de 
usuario SYSTEM, y en el campo Password, la contraseña password (en minúsculas). Una vez 
introducidos, hacer clic en el botón OK (ver Figura 20-255). Si todo es correcto, y se han 
seguido los pasos de instalación descritos, la aplicación Alterian Studio se abrirá 
automáticamente (ver Figura 20-256). 
 
Figura 20-255 En el campo de texto User, introducir el nombre de usuario SYSTEM, y en el campo Password, la 
contraseña password (en minúsculas). Finalmente, hacer clic en el botón OK. 
 
Figura 20-256 Pantalla de inicio de la aplicación Alterian Studio. 
Finalmente, después de comprobar que se ha instalado correctamente, se ha ejecutado el 
Liberador de espacio en disco y se ha desfragmentado el disco para optimizar el espacio que 
ocupa la máquina virtual. Para ejecutar estas herramientas se pueden seguir los pasos de la 
página 235. 
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20.8 Instalación de QlikView 
En este apartado se muestran los pasos seguidos para instalar la aplicación de análisis QlikView 
versión 9.0, que se va a utilizar como representante de la arquitectura OLAP basada en el 
modelo asociativo. 
Para proceder a la instalación, se debe tener VMware Workstation ejecutado e iniciar la 
máquina virtual donde se quiere instalar el software. Una vez el sistema operativo esté 
abierto, se debe copiar el archivo de instalación QvSetupRedist_Spa.exe, arrastrándolo en el 
escritorio de la máquina virtual donde se quiere instalar. Para iniciar la instalación, hacer doble 
clic en el archivo ejecutable y seguir las instrucciones del asistente de instalación. 
 
Figura 20-257 Escritorio de Windows de la máquina virtual con el archivo de instalación QvSetupRedist_Spa.exe 
copiado. 
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Figura 20-258 Asistente de instalación de QlikView. 
Clic en el botón Siguiente para continuar con la instalación. 
 
Figura 20-259 Seleccionar la ubicación, en este caso, Spain. 
Clic en el botón Siguiente para continuar. 
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Figura 20-260 Seleccionar la opción Acepto el contrato de licencia, 
y hacer clic en el botón Siguiente para continuar. 
 
Figura 20-261 Introducir el nombre completo y la organización. 
Clic en el botón Siguiente para continuar. 
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Figura 20-262 Establecer la ruta de instalación de la aplicación. Si se desea modificar la ruta por defecto, clic en el 
botón Examinar para cambiarla. Clic en el botón Siguiente para continuar. 
 
Figura 20-263 Seleccionar el tipo de instalación que se desea efectuar. En este caso, se ha seleccionado la opción 
Completa. Clic en el botón Siguiente para continuar. 
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Figura 20-264 Clic en Siguiente para iniciar el proceso de instalación. 
 
Figura 20-265 Esperar a que termine el proceso de instalación. 
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Figura 20-266 Instalación finalizada. Clic en Finalizar para cerrar el asistente. 
Para comprobar que la instalación se ha realizado con éxito, se puede ejecutar la aplicación 
mediante el icono de la Figura 20-267, que se encuentra en el menú Inicio > Programas > 
QlikView. Una vez iniciado, el programa mostrará la página de inicio de la Figura 20-268. 
 
Figura 20-267 Icono de la aplicación QlikView. 
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Figura 20-268 Interfaz de la aplicación QlikView mostrando la Página de Inicio. 
Finalmente, después de comprobar que la aplicación se ha instalado correctamente, se ha 
ejecutado el Liberador de espacio en disco y se ha desfragmentado el disco para optimizar el 
espacio que ocupa la máquina virtual. Para ejecutar estas herramientas se pueden seguir los 
pasos de la página 235. 
20.9 Carga del modelo de datos en Microsoft SQL Server 
20.9.1 Proceso seguido para realizar la carga del modelo de datos 
En este apartado se describe el proceso de carga del modelo de datos en Microsoft SQL Server. 
La importación de datos se realiza con el asistente de importación accesible a través de la 
aplicación SQL Server Management Studio. La aplicación se ejecuta mediante el icono de la 
Figura 20-269, ubicado en el menú Inicio > Programas > Microsoft SQL Server 2008. 
 
Figura 20-269 Icono de la aplicación SQL Server Management Studio. 
Una vez ejecutada, aparecerá la ventana de inicio de sesión de la Figura 20-270. Se deben 
introducir las credenciales correspondientes para conectarse al servidor de SQL Server 
deseado. Después de introducirlas, hacer clic en el botón Conectar para establecer la 
conexión. 
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Figura 20-270 Introducir el nombre del servidor, el nombre de usuario y la contraseña. Clic en el botón Conectar 
para establecer conexión con el servidor. 
El siguiente paso es crear una nueva base de datos donde se almacenarán los datos que se van 
a cargar. Para crearla, simplemente hacer clic con el botón derecho del ratón encima de la 
carpeta Base de datos, aparecerá un menú contextual. Hacer clic en la opción Nueva base de 
datos (ver Figura 20-271). 
 
Figura 20-271 Hacer clic con el botón derecho del ratón encima de la carpeta Base de datos. 
Clic en la opción Nueva base de datos. 
A continuación, en el campo de texto Nombre de la base de datos, introducir el nombre de la 
nueva base de datos. En este caso, la configuración de los archivos de la base de datos se 
dejará por defecto, aunque si se desea se puede modificar. Hacer clic en el botón Aceptar para 
crear la nueva base de datos (ver Figura 20-272). 
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Figura 20-272 En el campo de texto Nombre de la base de datos, introducir el nombre 
de la nueva base de datos , y a continuación, hacer clic en el botón Aceptar. 
Una vez creada la nueva base de datos, se procederá a la importación de los datos a partir de 
los ficheros de texto de que se dispone. Para iniciar el Asistente para importación y 
exportación de SQL Server, hacer clic con el botón derecho del ratón encima del nombre de la 
base de datos que se acaba de crear, aparecerá un menú contextual. Ir a la opción Tareas, y en 
el submenú que aparece, hacer clic en la opción Importar datos..., para iniciar el asistente de 
importación (ver Figura 20-273 y Figura 20-274). En la ventana del asistente, hacer clic en el 
botón Siguiente. 
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Figura 20-273 Hacer clic con el botón derecho del ratón encima del nombre de la base de datos que se acaba de 
crear. En el menú contextual, ir a la opción Tareas, y hacer clic en la opción Importar datos… para iniciar el 
asistente de importación. 
 
Figura 20-274 Asistente para importación y exportación de SQL Server. 
Clic en el botón Siguiente para continuar. 
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El siguiente paso es escoger el origen de datos. En este caso, se debe seleccionar la opción 
Origen de archivo plano del campo desplegable Origen de datos, y a continuación, hacer clic 
en el botón Examinar, situado al lado del campo de texto Nombre de archivo (ver Figura 
20-275). Aparecerá un cuadro de diálogo para poder seleccionar el archivo que se desea 
cargar. Una vez elegido, hacer clic en el botón Abrir (ver Figura 20-276). 
 
 
Figura 20-275 Seleccionar la opción Origen de archivo plano del campo desplegable Origen de datos, y a 
continuación, hacer clic en el botón Examinar, situado al lado del campo de texto Nombre de archivo. 
 
Figura 20-276 Seleccionar el archivo a cargar, y hacer clic en el botón Abrir. 
 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS Anexo 
308 
 
 
Los archivos de texto con los datos tienen el nombre de las columnas en la primera fila del 
fichero, por eso, se debe activar la casilla Nombres de columna de la primera fila de datos, 
para que al cargar, se nombren automáticamente los campos (ver Figura 20-277). Además, los 
campos están delimitados por el carácter de barra vertical |. Hacer clic en la opción Columnas 
y asegurarse que el carácter delimitador que aparece en el campo desplegable Delimitador de 
columnas es efectivamente Barra vertical {|} (ver Figura 20-278). 
 
 
Figura 20-277 Activar la casilla Nombres de columna de la primera fila de datos. 
El próximo paso es establecer correctamente el tipo de datos de cada una de las columnas del 
fichero de texto a cargar. Para ello, hacer clic en la opción Avanzadas, y para cada uno de los 
nombres de columnas que aparecen en la lista, definir las propiedades DataType y 
OutputColumnWidth (ver Figura 20-279). En el apartado 20.9.2 Descripción de las tablas, hay 
una tabla donde aparece el tipo de todas las columnas para establecer los valores correctos de 
estas dos propiedades. 
Una vez todas las columnas se hayan definido con el tipo correcto, hacer clic en el botón 
Siguiente para continuar con el asistente.  
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Figura 20-278 Seleccionar la opción Columnas para asegurarse que en el campo desplegable Delimitador de 
columnas está seleccionada la opción Barra vertical {|}. 
 
Figura 20-279 Hacer clic en la opción Avanzadas, y para cada uno de los nombres de columnas que aparecen en la 
lista, definir las propiedades DataType y OutputColumnWidth. Clic en el botón Siguiente para continuar con el 
asistente. 
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El siguiente paso es establecer la base de datos de destino donde se efectuará la carga de 
datos. En este caso, por defecto se mantiene la base de datos específica que se ha creado para 
cargar los datos al principio del proceso (ver Figura 20-280). Hacer clic en el botón Siguiente 
para pasar al próximo paso del asistente. 
 
Figura 20-280 Establecer la base de datos de destino de los datos a cargar. En este caso, se mantiene la base de 
datos que se ha creado para efectuar la carga. 
A continuación, el asistente pregunta en qué tabla de la base de datos de destino se desea 
cargar los datos. En este caso, se ha dejado la opción por defecto, de forma que los datos se 
cargaran en una nueva tabla con el mismo nombre del fichero de texto desde donde se 
efectuará la carga (ver Figura 20-281). 
Ahora se comprobarán las asignaciones de columnas. Para ello, haciendo clic en el botón 
Editar asignaciones…, se abrirá la ventana Asignaciones de columnas. En la ventana, aparece 
un listado con la correspondencia entre las columnas del fichero origen y las columnas de la 
tabla de destino que se va a crear (ver Figura 20-282). Simplemente comprobar que las 
columnas Origen y Destino concuerdan, y además, que las propiedades Tipo, Aceptación de 
valores nulos y Tamaño están bien establecidas de acuerdo con los valores de la tabla del 
apartado 20.9.2 Descripción de las tablas. 
Una vez comprobado que las asignaciones son correctas, hacer clic en el botón Aceptar y se 
vuelve a la ventana del asistente. En ella, hacer clic en el botón Siguiente para pasar al próximo 
paso del asistente. 
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Figura 20-281 Establecer la tabla de destino donde se cargarán los datos. En este caso, se mantiene la opción por 
defecto. Hacer clic en el botón Editar asignaciones. 
 
Figura 20-282 Comprobar que las columnas Origen y Destino concuerdan, y que los valores de las propiedades 
Tipo, Aceptación de valores nulos y Tamaño son correctos. Si todo es correcto, hacer clic en el botón Aceptar. Se 
vuelve a la ventana del asistente, clic en el botón Siguiente para continuar. 
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El asistente ofrece diferentes opciones de ejecución para el proceso de importación. En este 
caso, se han mantenido la opción Ejecutar inmediatamente activada por defecto, de forma 
que se ejecutará la importación tras finalizar con el asistente (ver Figura 20-283). Hacer clic en 
el botón Siguiente para continuar. 
 
 
Figura 20-283 Opciones de ejecución del proceso de importación. En este caso, se ha mantenido activada por 
defecto la opción Ejecutar inmediatamente. Hacer clic en el botón Siguiente para continuar. 
En el siguiente paso, aparece un resumen de las acciones que se llevarán a cabo con la 
importación de datos (ver Figura 20-284). Al hacer clic en el botón Finalizar, se ejecutará 
automáticamente el proceso de importación (ver Figura 20-285).  
Cuando el proceso se haya completado con éxito, ya que puede tardar unos minutos en 
finalizar, hacer clic en el botón Cerrar para cerrar el asistente de importación. En caso de que 
se haya producido algún error, se puede revisar el informe de tareas haciendo clic en el botón 
Informe > Ver informe para conocer el mensaje de error concreto. 
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Figura 20-284 Hacer clic en el botón Finalizar para ejecutar el proceso de importación. 
 
Figura 20-285 Esperar a que el proceso de importación termine, y a continuación, 
hacer clic en el botón Cerrar para cerrar el asistente. 
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20.9.2 Descripción de las tablas 
Nombre del campo 
Propiedades avanzadas del archivo de texto Asignaciones de columnas 
DataType 
Output 
Column 
Width 
Tipo 
Aceptación 
de valores 
NULL 
Tamaño 
 
Descripción de la tabla OPPA_DIM_CAT_PATOLOGIES 
COD_PS_TX cadena Unicode (DT_WSTR) 6 nvarchar Sí 6 
ATR_DESCPS_TX cadena Unicode (DT_WSTR) 60 nvarchar Sí 60 
COD_AGRPS_TX cadena Unicode (DT_WSTR) 3 nvarchar Sí 3 
ATR_AGRDESCPS_TX cadena Unicode (DT_WSTR) 60 nvarchar Sí 60 
COD_NIVINT_TX cadena Unicode (DT_WSTR) 4 nvarchar Sí 4 
ATR_DESCNIVINT_TX cadena Unicode (DT_WSTR) 169 nvarchar Sí 169 
COD_CAPITOL_TX cadena Unicode (DT_WSTR) 2 nvarchar Sí 2 
ATR_DESCCAPITOL_TX cadena Unicode (DT_WSTR) 109 nvarchar Sí 109 
 
Descripción de la tabla OPPA_DIM_CODIS_ATC 
COD_ATC_TX cadena Unicode (DT_WSTR) 7 nvarchar Sí 7 
COD_GRUPANATOMIC_TX cadena Unicode (DT_WSTR) 1 nvarchar Sí 1 
ATR_DESCGRUPANATOMIC_TX cadena Unicode (DT_WSTR) 120 nvarchar Sí 120 
COD_GRUPTERAPEUTIC_TX cadena Unicode (DT_WSTR) 3 nvarchar Sí 3 
ATR_DESCGRUPTERAPEUTIC_TX cadena Unicode (DT_WSTR) 120 nvarchar Sí 120 
COD_SUBGRUPARMAC_TX cadena Unicode (DT_WSTR) 4 nvarchar Sí 4 
ATR_DESCSUBGRUPFARMAC_TX cadena Unicode (DT_WSTR) 120 nvarchar Sí 120 
COD_SUBGRUPQUIMIC_TX cadena Unicode (DT_WSTR) 5 nvarchar Sí 5 
ATR_DESCSUBGRUPQUIMIC_TX cadena Unicode (DT_WSTR) 120 nvarchar Sí 120 
COD_SUBSTFARMA_TX cadena Unicode (DT_WSTR) 7 nvarchar Sí 7 
ATR_DESCSUBSTFARMA_TX cadena Unicode (DT_WSTR) 120 nvarchar Sí 120 
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Descripción de la tabla OPPA_DIM_CRONIC 
ATR_MEDAGCR_TX cadena Unicode (DT_WSTR) 16 nvarchar Sí 16 
ATR_DESCCRONIC_TX cadena Unicode (DT_WSTR) 16 nvarchar Sí 16 
 
Descripción de la tabla OPPA_DIM_EDAT 
COD_FRANJA_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
ATR_FRANJA_TX cadena Unicode (DT_WSTR) 5 nvarchar Sí 5 
COD_CICLEVITAL_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
ATR_CICLEVITAL_TX cadena Unicode (DT_WSTR) 9 nvarchar Sí 9 
 
Descripción de la tabla OPPA_DIM_ESTR_ORG_METGE 
COD_SECTOR_TX cadena Unicode (DT_WSTR) 4 nvarchar Sí 4 
COD_NUMCOL_TX cadena Unicode (DT_WSTR) 9 nvarchar Sí 9 
ATR_NOMMETGE_TX cadena Unicode (DT_WSTR) 40 nvarchar Sí 40 
ATR_ESPECIALITACOL_TX cadena Unicode (DT_WSTR) 5 nvarchar Sí 5 
COD_UP_TX cadena Unicode (DT_WSTR) 5 nvarchar Sí 5 
ATR_CODISCSUP_TX cadena Unicode (DT_WSTR) 4 nvarchar Sí 4 
ATR_DESCUP_TX cadena Unicode (DT_WSTR) 50 nvarchar Sí 50 
COD_SAP_TX cadena Unicode (DT_WSTR) 2 nvarchar Sí 2 
ATR_DESCSAP_TX cadena Unicode (DT_WSTR) 40 nvarchar Sí 40 
COD_AMBIT_TX cadena Unicode (DT_WSTR) 2 nvarchar Sí 2 
ATR_DESCAMBIT_TX cadena Unicode (DT_WSTR) 40 nvarchar Sí 40 
 
Descripción de la tabla OPPA_DIM_ESTR_ORGANITZATIVA 
COD_CIPPAC_TX cadena Unicode (DT_WSTR) 13 nvarchar Sí 13 
COD_CIPPAC_NR entero con signo de cuatro bytes (DT_I4)  integer Sí  
COD_SECTOR_TX cadena Unicode (DT_WSTR) 4 nvarchar Sí 4 
ATR_SEXEPAC_TX cadena Unicode (DT_WSTR) 1 nvarchar Sí 1 
ATR_EDATPAC_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
COD_FRANJA_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
ATR_DATANAIXPAC_DT marca de hora de base de datos [DT_DBTIMESTAMP]  datetime Sí  
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COD_NUMCOL_TX cadena Unicode (DT_WSTR) 9 nvarchar Sí 9 
ATR_NOMMETGE_TX cadena Unicode (DT_WSTR) 40 nvarchar Sí 40 
ATR_ESPECIALITACOL_TX cadena Unicode (DT_WSTR) 5 nvarchar Sí 5 
COD_UP_TX cadena Unicode (DT_WSTR) 5 nvarchar Sí 5 
ATR_CODISCSUP_TX cadena Unicode (DT_WSTR) 4 nvarchar Sí 4 
ATR_DESCUP_TX cadena Unicode (DT_WSTR) 50 nvarchar Sí 50 
COD_SAP_TX cadena Unicode (DT_WSTR) 2 nvarchar Sí 2 
ATR_DESCSAP_TX cadena Unicode (DT_WSTR) 40 nvarchar Sí 40 
COD_AMBIT_TX cadena Unicode (DT_WSTR) 2 nvarchar Sí 2 
ATR_DESCAMBIT_TX cadena Unicode (DT_WSTR) 40 nvarchar Sí 40 
 
Descripción de la tabla OPPA_DIM_MEDICAMENT 
COD_MED_NR entero con signo de cuatro bytes (DT_I4)  integer Sí  
ATR_DESCMED_TX cadena Unicode (DT_WSTR) 100 nvarchar Sí 100 
ATR_APORTMED_TX cadena Unicode (DT_WSTR) 1 nvarchar Sí 1 
ATR_SITMED_TX cadena Unicode (DT_WSTR) 2 nvarchar Sí 2 
ATR_GENERIC_TX cadena Unicode (DT_WSTR) 1 nvarchar Sí 1 
MET_PREUREFMED_NR flotante (DT_R4)  real Sí  
MET_PREUMED_NR flotante (DT_R4)  real Sí  
MET_PREUCOMMED_NR flotante (DT_R4)  real Sí  
ATR_TIPUSMED_TX cadena Unicode (DT_WSTR) 40 nvarchar Sí 40 
ATR_VALINTMED_TX cadena Unicode (DT_WSTR) 17 nvarchar Sí 17 
COD_LABMED_TX cadena Unicode (DT_WSTR) 4 nvarchar Sí 4 
ATR_DESCLABMED_TX cadena Unicode (DT_WSTR) 40 nvarchar Sí 40 
ATR_VALSANMED_TX cadena Unicode (DT_WSTR) 1 nvarchar Sí 1 
ATR_VIAADMMED_TX cadena Unicode (DT_WSTR) 4 nvarchar Sí 4 
ATR_INDCANMMED_TX cadena Unicode (DT_WSTR) 10 nvarchar Sí 10 
DAT_NRUNITATSMED_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
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Descripción de la tabla OPPA_DIM_PRINCIPI_ACTIU 
COD_PA_TX cadena Unicode (DT_WSTR) 6 nvarchar Sí 6 
ATR_DESCPA_TX cadena Unicode (DT_WSTR) 40 nvarchar Sí 40 
 
Descripción de la tabla OPPA_DIM_SEXE 
COD_SEXE_TX cadena Unicode (DT_WSTR) 1 nvarchar Sí 1 
ATR_SEXE_TX cadena Unicode (DT_WSTR) 4 nvarchar Sí 4 
 
Descripción de la tabla OPPA_FACT_PRESCRIPCIO_ACTIVA 
COD_SECTOR_TX cadena Unicode (DT_WSTR) 4 nvarchar Sí 4 
COD_PRESACT_NR entero con signo de cuatro bytes (DT_I4)  integer Sí  
ATR_DATAPRES_DT marca de hora de base de datos [DT_DBTIMESTAMP]  datetime Sí  
ATR_PERIODICITAT_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
ATR_PERIODICITATMAX_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
ATR_DARRERRECEPTA_DT marca de hora de base de datos [DT_DBTIMESTAMP]  datetime Sí  
COD_CIPPAC_TX cadena Unicode (DT_WSTR) 13 nvarchar Sí 13 
COD_NUMCOLPRES_TX cadena Unicode (DT_WSTR) 9 nvarchar Sí 9 
ATR_TIPUSTRACT_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
ATR_NUMPROD_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
COD_MED_NR entero con signo de cuatro bytes (DT_I4)  integer Sí  
ATR_PRODOFORM_TX cadena Unicode (DT_WSTR) 1 nvarchar Sí 1 
ATR_DURADAPRES_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
MET_FREQPRES_NR entero con signo de cuatro bytes (DT_I4)  integer Sí  
MET_NUMPRES_NR flotante (DT_R4)  real Sí  
MET_QUANPRES_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
MET_NUMENVPROD_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
MET_NUMDISPPRES_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
ATR_TIPUSRECEP_TX cadena Unicode (DT_WSTR) 1 nvarchar Sí 1 
ATR_RESIDUAL_NR entero con signo de cuatro bytes (DT_I4)  integer Sí  
ATR_DATAFIPRES_DT marca de hora de base de datos [DT_DBTIMESTAMP]  datetime Sí  
ATR_DATADARRERRECPRES_DT marca de hora de base de datos [DT_DBTIMESTAMP]  datetime Sí  
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MET_NUMRECEP_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
ATR_PERIODICITATPRESES_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
ATR_SINCRONIA_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
MET_UNITATS_TX cadena Unicode (DT_WSTR) 2 nvarchar Sí 2 
MET_QUANTITATTOTAL_NR entero con signo de dos bytes (DT_I2)  smallint Sí  
MET_COSTTRACTAMENT_NR flotante (DT_R4)  real Sí  
MET_COSTDIARITRACTAMENT_NR flotante (DT_R4)  real Sí  
ATR_MEDAGCR_TX cadena Unicode (DT_WSTR) 16 nvarchar Sí 16 
COD_PAPRINCIPAL_TX cadena Unicode (DT_WSTR) 6 nvarchar Sí 6 
COD_PSMOTIUPRES_TX cadena Unicode (DT_WSTR) 6 nvarchar Sí 6 
COD_ATC7_TX cadena Unicode (DT_WSTR) 7 nvarchar Sí 7 
COD_ATC5_TX cadena Unicode (DT_WSTR) 5 nvarchar Sí 5 
COD_ATC4_TX cadena Unicode (DT_WSTR) 4 nvarchar Sí 4 
COD_ATC3_TX cadena Unicode (DT_WSTR) 3 nvarchar Sí 3 
ATR_DESCFORMAFARMA_TX cadena Unicode (DT_WSTR) 40 nvarchar Sí 40 
COD_PAPRINCIPAL_NR entero con signo de cuatro bytes (DT_I4)  integer Sí  
COD_CIPPAC_NR entero con signo de cuatro bytes (DT_I4)  integer Sí  
 
Descripción de la tabla OPPA_FACT_PS 
COD_SECTOR_TX cadena Unicode (DT_WSTR) 4 nvarchar Sí 4 
COD_CIPPAC_TX cadena Unicode (DT_WSTR) 13 nvarchar Sí 13 
COD_PS_TX cadena Unicode (DT_WSTR) 6 nvarchar Sí 6 
COD_CIPPAC_NR entero con signo de cuatro bytes (DT_I4)  integer Sí  
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20.9.3 Construcción del cubo MOLAP 
En este apartado se describen muy brevemente los pasos generales que se han seguido para 
construir el cubo MOLAP en Microsoft SQL Server. La herramienta específica para generar y 
gestionar los cubos MOLAP en SQL Server es Analysis Services, que permite al usuario 
construirlos mediante la interfaz Microsoft Visual Studio. 
El primer paso que se ha realizado es crear en el Visual Studio un nuevo proyecto de Analysis 
Services. A continuación, se ha definido un nuevo origen de datos, que conecta con la base de 
datos ODS donde se almacenan los datos que se han cargado anteriormente en el servidor SQL 
Server. 
Después se ha definido una nueva Vista de origen de datos con la que, de manera gráfica, se 
han relacionado las nueve tablas de dimensión del modelo con las dos tablas de hecho del 
modelo, concretamente OPPA_FACT_PRESCRIPCIO_ACTIVA (Prescripció Activa) y 
OPPA_FACT_PS (Problemes de Salut Actius). Básicamente, se han incluido las tablas que 
formaran parte del cubo MOLAP, y que se analizará en la fase de pruebas. En la Figura 20-286 
se muestra una parte de la Vista de origen de datos que se ha definido. 
 
Figura 20-286 Parte de la Vista de origen de datos que se ha definido. 
Una vez se han relacionado todas las tablas, se ha construido el cubo con la ayuda del 
Asistente para Cubos de Visual Studio. En él se han especificado las dimensiones del cubo y los 
grupos de medida que se generarán, concretamente se ha decidido realizar un recuento de 
pacientes distintos en las dos tablas de hecho. 
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En la Figura 20-287 se muestra el diseño del cubo que se ha construido. Se puede distinguir en 
color amarillo las tablas de hecho y las dimensiones en color azul. 
 
Figura 20-287 Diseño del cubo que se ha construido. 
Teniendo en cuenta las jerarquías de las perspectivas de negocio del esquema de datos, que se 
especifican en el apartado 9.3.1 Estructura y jerarquía de las perspectivas de negocio, se han 
editado las dimensiones del cubo que ha creado automáticamente el asistente, para definir 
correctamente las jerarquías y las relaciones entre los atributos de cada dimensión. En la 
Figura 20-288 se muestra la jerarquía definida para la dimensión Codis ATC. 
Después de definir las jerarquías de todas las dimensiones, se ha generado el cubo. En la 
Figura 20-289 se muestra un ejemplo del cubo procesado, realizado mediante el Examinador 
de Visual Studio. 
Con la finalidad de realizar las pruebas de consulta, y para que se pueda acceder al cubo desde 
la herramienta Report Studio de Cognos, se ha creado una conexión a Analysis Services, y se ha 
publicado la estructura del cubo en el servidor mediante el Framework Manager del mismo 
Cognos. 
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Figura 20-288 Jerarquía definida para la dimensión Codis ATC. 
 
Figura 20-289 Examinando el cubo generado. 
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20.10 Carga del modelo de datos en Oracle Database 11g 
20.10.1 Proceso seguido para realizar la carga del modelo de datos 
En este apartado se describe el proceso de carga del modelo de datos en Oracle Database. El 
método que se utilizará para cargar los datos en este caso es mediante scripts, aunque 
también se puede utilizar la herramienta Oracle Warehouse Builder. Antes de proceder a la 
carga, es necesario realizar dos pasos previos. El primero de ellos es configurar el listener 
donde se van recibir las peticiones al servidor Oracle, y el segundo, es crear la base de datos 
donde se albergarán los datos. 
Para proceder a configurar los puertos, se utilizará la herramienta Net Manager que incluye el 
propio SGBD; ir al menú Inicio > Programas > Oracle - OraDb11g_home1 > Herramientas de 
Configuración y de Migración y hacer clic en el icono de la aplicación Net Manager para 
iniciarla. Una vez iniciada la aplicación, desplegar el árbol de Configuración de Red de Oracle 
del servidor Local y seleccionar el nodo Listeners. Para crear un nuevo listener, hacer clic en el 
botón  (ver Figura 20-291). En la ventana que aparece, introducir el nombre del nuevo 
listener; introducirlo y hacer clic en el botón Aceptar (ver Figura 20-292). 
 
Figura 20-290 Icono de la herramienta Net Manager. 
 
Figura 20-291 Desplegar el árbol de Configuración de Red de Oracle del servidor Local, seleccionar el nodo 
Listeners, y hacer clic en el botón + para crear un nuevo listener. 
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Figura 20-292 Establecer el nombre del nuevo listener. Clic en el botón Aceptar. 
En el siguiente paso, hacer clic en el botón Agregar Dirección (ver Figura 20-293). A 
continuación, establecer el puerto de conexión al servidor, por defecto el puerto 1521, y 
finalmente ir al menú Archivo y hacer clic en la opción Guardar Configuración de Red (ver 
Figura 20-294). 
 
Figura 20-293 Hacer clic en el botón Agregar Dirección. 
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Figura 20-294 Establecer el puerto de conexión al servidor, por defecto el 1521, e ir al menú Archivo y hacer clic 
en la opción Guardar Configuración de Red. 
Antes de crear la base de datos, es muy importante iniciar el listener del servidor. Para ello, ir 
al menú Inicio > Programas > Accesorios y hacer clic en el icono de Símbolo del sistema. En la 
línea de comandos ejecutar la siguiente instrucción: #> lsnrctl start 
 
Figura 20-295 En la línea de comandos, ejecutar la instrucción #> lsnrctl start. 
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Mediante el Asistente de Configuración de Base de Datos, se va a crear la base de datos donde 
se cargarán los datos. Para iniciarlo, ir al menú Inicio > Programas > Oracle - 
OraDb11g_home1 > Herramientas de Configuración y de Migración y hacer clic en el icono 
Asistente de Configuración de Base de Datos. 
Una vez iniciado el asistente, se van a seguir las instrucciones de pantalla para la creación de la 
base de datos. 
 
Figura 20-296 Icono del Asistente de Configuración de Bases de Datos. 
 
Figura 20-297 Asistente de Configuración de Base de Datos. Clic en el botón Siguiente para continuar. 
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Figura 20-298 Seleccionar la opción Crear Base de Datos, y hacer clic en el botón Siguiente. 
 
Figura 20-299 Seleccionar la opción Almacén de Datos, y hacer clic en el botón Siguiente. 
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Figura 20-300 Establecer el Nombre de la Base de datos Global y el nombre de la instancia de Oracle (SID) en los 
campos de texto correspondientes. En este caso, se ha introducido el nombre orcl en los dos campos. 
 
Figura 20-301 Opciones de Gestión. En este caso, se han dejado las opciones por defecto. 
Clic en el botón Siguiente. 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS Anexo 
328 
 
 
 
Figura 20-302 Credenciales de Base de Datos. En este caso, para simplificar, se ha decidido utilizar la misma 
contraseña para todas las cuentas. Para ello, seleccionar la opción Usar la Misma Contraseña Administrativa para 
Todas las Cuentas, introducir la contraseña deseada, y hacer clic en el botón Siguiente. 
 
Figura 20-303 Opciones de Almacenamiento. Seleccionar la opción 
Sistema de Archivos y hacer clic en el botón Siguiente. 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS Anexo 
329 
 
 
 
Figura 20-304 Ubicaciones de Archivos de Base de Datos. En este caso, 
se han dejado las opciones por defecto. Clic en el botón Siguiente. 
 
Figura 20-305 Configuración de Recuperación. En este caso, se 
han dejado las opciones por defecto. Clic en el botón Siguiente. 
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Figura 20-306 Contenido de la Base de Datos. En este caso, se 
han dejado las opciones por defecto. Clic en el botón Siguiente. 
Como se va utilizar la herramienta Cognos como cliente para realizar las pruebas de análisis, es 
necesario establecer el juego de caracteres UTF para la base de datos. En el siguiente paso, ir a 
la pestaña Juegos de Caracteres (ver Figura 20-307), y seleccionar la opción Usar Unicode 
(AL32UTF8). En la lista Juego de Caracteres Nacional seleccionar cualquier juego UTF 
disponible; en este caso, se ha seleccionado la opción AL16UTF16. En el resto de pestañas se 
han dejado las opciones por defecto. Hacer clic en el botón Siguiente para continuar. 
 
Figura 20-307 Parámetros de Inicialización. Ir a la pestaña Juego de Caracteres y seleccionar la opción Usar 
Unicode (AL32UTF8). En la lista Juego de Caracteres Nacional seleccionar cualquier juego UTF disponible; en este 
caso, se ha seleccionado la opción AL16UTF16. En el resto de pestañas se han dejado las opciones por defecto. 
Clic en el botón Siguiente. 
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Figura 20-308 Valores de Seguridad. En este caso, se han dejado las opciones por defecto. 
Clic en el botón Siguiente. 
 
Figura 20-309 Tares de Mantenimiento Automáticas. En este caso, 
se han dejado las opciones por defecto. Clic en el botón Siguiente. 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS Anexo 
332 
 
 
 
Figura 20-310 Almacenamiento en la Base de Datos. En este caso, 
se han dejado las opciones por defecto. Clic en el botón Siguiente. 
 
Figura 20-311 Activar la casilla Crear Base de Datos, y hacer clic en el botón Terminar. 
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Figura 20-312 Resumen de la configuración de la base de datos que se va a crear. 
Clic en el botón Aceptar para confirmar su creación. 
 
Figura 20-313 Esperar a que el proceso de creación termine. 
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Figura 20-314 El proceso de creación ha terminado. Clic en el botón Salir para cerrar el Asistente. 
Después de crear la base de datos, se procederá a la carga de los datos mediante la generación 
de unos scripts de carga con la herramienta SQL Developer de Oracle. Aunque esta 
herramienta se incluye en la instalación de Oracle, en este caso, se ha descargado de la web de 
de Oracle (http://www.oracle.com/technology/software/products/sql/index.html) la última 
versión 1.5.4 que corrige errores importantes. 
Para iniciar SQL Developer, ir al menú Inicio > Programas > Oracle - OraDb11g_home1 > 
Desarrollo de Aplicaciones y hacer clic en el icono SQL Developer. Como es la primera vez que 
se inicia, requiere que se establezcan algunos parámetros de configuración, como la ruta 
donde se encuentra instalado el JDK (ver Figura 20-316). Hacer clic en el botón Browse, y en el 
cuadro de diálogo, seleccionar el fichero ejecutable java.exe del JDK (ver Figura 20-317). En 
este caso, el fichero se encuentra en el directorio C:\Archivos de 
programa\Java\jdk1.6.0_13\bin. Una vez seleccionado, hacer clic en el botón Abrir. 
 
Figura 20-315 Icono de SQL Developer. 
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Figura 20-316 Establecer la ruta donde se encuentra instalado el JDK. 
Para ello, hacer clic en el botón Browse. 
 
Figura 20-317 Buscar donde se encuentra el fichero ejecutable java.exe del JDK, en este caso, se encuentra en la 
ruta C:\Archivos de programa\Java\jdk1.6.0_13\bin. Seleccionar el fichero, y hacer clic en el botón Abrir. 
 
Figura 20-318 Una vez establecida la ruta del fichero java.exe, hacer clic en el botón Ok. 
 
Figura 20-319 Clic en el botón No. 
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Figura 20-320 Activar todas las casillas para asociar los ficheros a la herramienta SQL Developer. 
Clic en el botón Aceptar. 
Ahora vamos a crear una nueva conexión con el servidor Oracle. Para ello, en el panel de 
conexiones hacer clic con el botón derecho del ratón encima del nodo Conexiones para que 
aparezca el menú contextual de la Figura 20-321. Hacer clic en la opción Nueva Conexión.  
 
Figura 20-321 Para crear una nueva conexión, hacer clic con el botón derecho del ratón encima del nodo 
Conexiones, y en el menú contextual que aparece, hacer clic en la opción Nueva Conexión. 
En la ventana de Nueva Conexión a Base de Datos (ver Figura 20-322), introducir el nombre de 
la conexión sys_orcl en el campo de texto Nombre de Conexión, introducir el nombre de 
usuario administrador SYS (en mayúsculas) en el campo Usuario y la contraseña en el campo 
correspondiente. Además, activar la casilla Guardar Contraseña para que la herramienta no 
solicite la contraseña del usuario cada vez que se inicie la conexión con el servidor. Como se 
trata de un usuario administrador, se debe seleccionar la opción SYSDBA de la lista 
desplegable Rol. A continuación, introducir en los campos correspondientes, el nombre del 
host (localhost), el número de puerto que se ha establecido cuando se ha creado el listener del 
servidor (1521) y el SID de la instancia del servidor (orcl). Una vez completados los campos, 
hacer clic en el botón Guardar para guardar la configuración, y finalmente hacer clic en el 
botón Conectar para iniciar la conexión. 
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Figura 20-322 Establecer los parámetros de la conexión con el servidor. Hacer clic en el botón Guardar, y 
finalmente, hacer clic en el botón Conectar para iniciar la conexión. 
Después de iniciar la conexión, se va a crear un tablespace independiente para almacenar los 
datos que se cargarán posteriormente. El tablespace se guardará en el fichero 
ODS_DBF_FILE.DBF de la unidad de disco F:\ de la máquina virtual, para que esté aislado del 
sistema operativo, y además se configurará para que tenga un tamaño inicial de 4000 MB y 
crezca 100MB cada vez que se necesite más espacio, sin ningún límite de tamaño del fichero. 
Para crear el tablespace, introducir el siguiente script en la ventana del editor (ver Figura 
20-323), y hacer clic en el botón  para ejecutarlo: 
CREATE SMALLFILE TABLESPACE "ODS_TABLESPACE" 
 DATAFILE 'F:\BD ORACLE\ODS_DBF_FILE.DBF' SIZE 4000M 
 AUTOEXTEND ON NEXT 100M MAXSIZE UNLIMITED LOGGING EXTENT MANAGEMENT 
 LOCAL SEGMENT SPACE MANAGEMENT AUTO DEFAULT NOCOMPRESS; 
 
 
Figura 20-323 Introducir el script en la ventana del editor y hacer clic en el botón Ejecutar script. 
Ahora se va a crear un repositorio de migración que se va utilizar para cargar los datos 
procedentes de Microsoft SQL Server, mediante los scripts que se van a generar más adelante. 
Para ello, primero se debe crear un nuevo usuario que se denominará MWREP, mediante el 
siguiente script. Introducirlo en la ventana del editor (ver Figura 20-324), y hacer clic en el 
botón  para ejecutarlo: 
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CREATE USER MWREP 
 INDENTIFIED BY mwrep 
 DEFAULT TABLESPACE USERS 
 TEMPORARY TABLESPACE TEMP; 
 
GRANT CONNECT, RESOURCE, CREATE SESSION, CREATE VIEW TO MWREP; 
 
 
Figura 20-324 Introducir el script en la ventana del editor y hacer clic en el botón Ejecutar script. 
Después de crear el nuevo usuario, se va a definir una nueva conexión con éste. En el panel de 
conexiones hacer clic con el botón derecho del ratón encima del nodo Conexiones para que 
aparezca el menú contextual de la Figura 20-325. Hacer clic en la opción Nueva Conexión. 
 
Figura 20-325 Para crear la nueva conexión con el usuario MWREP, hacer clic con el botón derecho del ratón 
encima del nodo Conexiones, y en el menú contextual que aparece, hacer clic en la opción Nueva Conexión. 
En la ventana de Nueva Conexión a Base de Datos (ver Figura 20-326), introducir el nombre de 
la conexión mwrep_orcl en el campo de texto Nombre de Conexión, en el campo Usuario 
introducir el nombre de usuario MWREP (en mayúsculas) que se acaba de crear, y en el campo 
Contraseña, la contraseña mwrep (en minúsculas), y además, activar la casilla Guardar 
Contraseña. Una vez completados el resto de campos, hacer clic en el botón Guardar para 
guardar la configuración, y finalmente hacer clic en el botón Conectar para iniciar la conexión. 
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Figura 20-326 Establecer los parámetros de conexión con las credenciales del nuevo usuario MWREP. Hacer clic 
en el botón Guardar, y finalmente, hacer clic en el botón Conectar para iniciar la conexión. 
Una vez establecida la conexión con el servidor, se va a crear el repositorio de migración de 
datos. Para ello, en el panel de conexiones, hacer clic con el botón derecho del ratón encima 
de la conexión mwrep_orcl. En el menú contextual que aparece, ir a la opción Repositorio de 
Migración, y hacer clic en la opción Associate Migration Repository del submenú (ver Figura 
20-327). 
 
Figura 20-327 Para crear el repositorio de migración, en el panel de conexiones, hacer clic con el botón derecho 
del ratón encima de la conexión mwrep_orcl. En el menú contextual que aparece, ir a la opción Repositorio de 
Migración, y hacer clic en la opción Associate Migration Repository del submenú. 
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Figura 20-328 Esperar a que el proceso de creación termine. 
 
Figura 20-329 El proceso de creación ha terminado. Clic en el botón Cerrar. 
 
Figura 20-330 Clic en el botón Aceptar. 
En el siguiente paso, se van a crear los scripts necesarios para capturar la estructura de la base 
de datos procedente de Microsoft SQL Server. Para ello, ir al menú Migración > Captura fuera 
de Línea de Base de Datos de Terceros, y hacer clic en la opción Crear Archivos de Comandos 
de Captura de Base de datos (ver Figura 20-331). En la ventana que aparece, hacer clic en el 
botón Examinar para definir el directorio donde se crearán los scripts de captura (ver Figura 
20-332). 
 
Figura 20-331 Para crear los scripts de captura, ir al menú Migración > Captura fuera de Línea de Base de Datos de 
Terceros, y hacer clic en la opción Crear Archivos de Comandos de Captura de Base de datos. 
 
Figura 20-332 Clic en el botón Examinar para establecer 
el directorio donde se crearán los scripts de captura. 
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Figura 20-333 Seleccionar el directorio donde se desea que se creen los scripts. Una vez seleccionado, hacer clic 
en el botón Seleccionar. 
 
Figura 20-334 En la lista desplegable Plataforma, seleccionar el sistema origen de datos. En este caso, el sistema 
origen será Microsoft SQL Server 2008, pero SQL Developer aún no lo soporta, pero se puede utilizar Microsoft 
SQL Server (2005) sin ningún problema. 
 
Figura 20-335 Los ficheros de captura se han generado correctamente. 
Estos archivos se deben copiar en la máquina virtual de Microsoft SQL Server 2008, donde 
primero se capturará la estructura de la base de datos, y posteriormente, se extraerán los 
datos. 
Una vez se hayan copiado los archivos en la máquina virtual de SQL Server, ir al menú Inicio > 
Programas > Accesorios, y hacer clic en el icono Símbolo del sistema (ver Figura 20-336). 
Situarse en el directorio donde se han copiado los archivos de captura y ejecutar la siguiente 
instrucción con los valores correspondientes de los argumentos: 
#> OMWB_OFFLINE_CAPTURE.BAT userSQLSvr passSQLSvr dbName hostSQLSvr 
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Figura 20-336 Situarse en el directorio donde se han copiado los archivos de captura. Escribir la instrucción 
anterior con los valores correspondientes de los argumentos, y pulsar Entrar para ejecutarla. 
Después de que se haya ejecutado el script, éste habrá capturado la estructura de la base de 
datos de SQL Server que se ha solicitado, en este caso, la base de datos ODS. Ahora, se deben 
copiar todos los archivos y directorios que ha creado el script, para pasarlos de nuevo a la 
máquina virtual de Oracle Database 11g. 
En el siguiente paso, SQL Developer debe cargar la estructura capturada. Para ello, ir al menú 
Migración > Captura fuera de Línea de Base de Datos de Terceros, y hacer clic en la opción 
Cargar Salida de Archivo de Comandos de Captura de Base de Datos (ver Figura 20-337). En el 
cuadro de diálogo que aparece, buscar el directorio donde se encuentran los ficheros 
traspasados a la máquina virtual de Oracle, seleccionar el fichero sqlserver2005.ocp, y hacer 
clic en el botón Abrir (ver Figura 20-338), para que SQL Developer procese el fichero (ver 
Figura 20-339). Una vez procesado, clic en el botón Cerrar. 
 
Figura 20-337 Para cargar la estructura capturada, ir al menú Migración > Captura fuera de Línea de Base de 
Datos de Terceros, y hacer clic en la opción Cargar Salida de Archivo de Comandos de Captura de Base de Datos. 
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Figura 20-338 Buscar el directorio donde se encuentran los ficheros traspasados a la máquina virtual de Oracle, 
seleccionar el fichero sqlserver2005.ocp, y hacer clic en el botón Abrir. 
 
Figura 20-339 SQL Developer ha procesado el archivo de captura. 
Clic en el botón Cerrar. 
En el panel Modelos Capturados, situado en la parte izquierda de la pantalla, se puede 
observar la estructura de la base de datos capturada (ver Figura 20-340). 
El siguiente paso es definir correctamente la asignación de datos (o equivalencia de tipos entre 
sistemas) antes de convertir el modelo al sistema Oracle. Para ello, hacer clic con el botón 
derecho del ratón encima del nodo SQLServer2005, y en el menú contextual, hacer clic en la 
opción Definir Asignación de Datos. En la ventana que aparece (ver Figura 20-341), comprobar 
que la correspondencia entre tipos es correcta, sino hacer las modificaciones pertinentes. 
Finalmente, hacer clic en el botón Aplicar. 
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Figura 20-340 Estructura de la base de datos capturada. Para definir la asignación de datos, hacer clic con el botón 
derecho del ratón encima del nodo SQLServer2005, y en el menú contextual que aparece, hacer clic en la opción 
Definir Asignación de Datos. 
 
Figura 20-341 Comprobar que la correspondencia de tipos es correcta, sino hacer los cambios pertinentes. 
Terminada la comprobación, hacer clic en el botón Aplicar. 
Una vez la correspondencia de tipos es correcta, se procederá a convertir la estructura 
capturada a Oracle. Para ello, hacer clic con el botón derecho del ratón encima del nodo 
SQLServer2005, y en el menú contextual que aparece, hacer clic en la opción Convertir a 
Modelo Oracle. Terminado el proceso de conversión, hacer clic en el botón Cerrar (ver Figura 
20-342).  
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Figura 20-342 Para convertir la estructura capturada a Oracle, hacer clic con el botón derecho del ratón encima 
del nodo SQLServer2005, y en el menú contextual que aparece, hacer clic en la opción Convertir a Modelo Oracle. 
Terminado el proceso de conversión, hacer clic en el botón Cerrar. 
En el panel de Modelos Convertidos, situado a la izquierda de la pantalla, se puede ver el 
modelo convertido a Oracle. Antes de crear las tablas en la base de datos Oracle, se cambiará 
el nombre del esquema convertido. Para ello, hacer clic con el botón derecho del ratón encima 
del nodo dbo_ODS, y en el menú contextual, hacer clic en la opción Cambiar Nombre de 
Esquema (ver Figura 20-343). En la ventana que aparece, introducir el nombre deseado para el 
esquema, en este caso, ODS. Hacer clic en el botón Aceptar para aplicar el cambio de nombre 
(ver Figura 20-344). 
      
Figura 20-343 Modelo convertido a Oracle. Para cambiar el nombre del esquema, hacer clic con el botón derecho 
del nodo dbo_ODS, y en el menú contextual que aparece, hacer clic en la opción Cambiar Nombre de Esquema. 
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Figura 20-344 Introducir el nombre deseado para el esquema, 
y hacer clic en el botón Aceptar para aplicar el cambio. 
Ahora se procederá a la creación de las tablas del modelo convertido a Oracle. Para ello, hacer 
clic con el botón derecho del ratón encima del nodo Converted:SQLServer2005, y en el menú 
contextual que aparece, hacer clic en la opción Generar (ver Figura 20-345). Terminado el 
proceso de generación, hacer clic en el botón Cerrar (ver Figura 20-346). 
 
Figura 20-345 Para crear las tablas del modelo convertido a Oracle, hacer clic con el botón derecho del ratón 
encima del nodo Converted:SQLServer2005, y en el menú contextual que aparece, hacer clic en la opción 
Generar. 
 
Figura 20-346 El proceso de generación ha terminado. Clic en el botón Cerrar. 
En la ventana del editor de SQL Developer, aparecerá el script generado para la creación de las 
tablas (ver Figura 20-347). El script, aparte de crear las tablas, también dará de alta el usuario 
ODS (contraseña ODS) para poder acceder al esquema. 
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En el script se debe realizar una pequeña modificación para que el esquema utilice el 
tablespace que se ha creado anteriormente. Básicamente, donde aparece DEFAULT 
TABLESPACE USERS, se debe cambiar por DEFAULT TABLESPACE ODS_TABLESPACE. 
Además, se debe seleccionar la conexión sys_orcl en el desplegable que aparece en la parte 
superior derecha del editor, y que se utilizará para crear las tablas. Finalmente, ejecutar el 
script con el botón . 
 
Figura 20-347 Script generado para la creación de las tablas. Cambiar DEFAULT TABLESPACE USERS por DEFAULT 
TABLESPACE ODS_TABLESPACE para que se utilice el tablespace creado al principio. Se debe seleccionar la 
conexión sys_orcl en el desplegable que aparece en la parte superior derecha del editor. Finalmente, ejecutar el 
script haciendo clic en el botón Ejecutar script. 
Una vez el proceso de creación de las tablas ha finalizado, se generarán los scripts para poder 
exportar los datos que se encuentran en Microsoft SQL Server 2008, para posteriormente 
cargarlos en Oracle Database. Para ello, hacer clic con el botón derecho del ratón encima del 
nodo Converted:SQLServer2005, y en el menú contextual, hacer clic en la opción Generar 
Archivos de Comandos de Movimiento de Datos (ver Figura 20-348). En la ventana que 
aparece, hacer clic en el botón Seleccionar Directorio para establecer el directorio donde se 
desea que se creen los scripts de carga (ver Figura 20-349). Después de seleccionar el 
directorio deseado, hacer clic en el botón Seleccionar (ver Figura 20-350). Posteriormente, 
hacer clic en el botón Aceptar (ver Figura 20-351), y una vez los ficheros se han creado, hacer 
clic en el botón Cerrar (ver Figura 20-352). 
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Figura 20-348 Para generar los scripts de carga de datos, hacer clic con el botón derecho del ratón encima del 
nodo Converted:SQLServer2005, y en el menú contextual que aparece, hacer clic en la opción Generar Archivos 
de Comandos de Movimiento de Datos. 
 
Figura 20-349 Hacer clic en el botón Seleccionar Directorio para establecer el directorio donde se desea que se 
creen los scripts de carga de datos. 
 
Figura 20-350 Seleccionar el directorio deseado, y hacer clic en el botón Seleccionar. 
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Figura 20-351 Clic en el botón Aceptar. 
 
Figura 20-352 Los scripts de carga se han creado correctamente. 
Clic en el botón Cerrar. 
Los ficheros generados se deben copiar en la máquina virtual de SQL Server, para poder 
exportar los datos de la base de datos ODS, y posteriormente cargarlos en Oracle Database. 
Después de copiar los ficheros, se procederá a la exportación de los datos. Primeramente, se 
debe editar el fichero oracle_ctl.bat con cualquier editor de texto (por ejemplo, el Bloc de 
notas), para sustituir la cadena <Username>/<Password> que aparece en el script, por la 
cadena ODS/ODS. Una vez se han sustituido todas las ocurrencias, guardar el fichero. 
A continuación se muestra el fichero oracle_ctl.bat modificado: 
REM set NLS_DATE_FORMAT=Mon dd YYYY HH:mi:ssAM 
REM set NLS_TIMESTAMP_FORMAT=Mon dd YYYY HH:mi:ffAM 
REM set NLS_LANGUAGE=<insert the language of your database here 
e.g., US7ASCII> 
set NLS_NUMERIC_CHARACTERS=., 
 
sqlplus ODS/ODS < pre_load.sql 
 
sqlldr ODS/ODS control=Oracle\ODS.OPPA_DIM_CAT_PATOLOGIES.ctl 
log=ODS.OPPA_DIM_CAT_PATOLOGIES.log 
 
sqlldr ODS/ODS control=Oracle\ODS.OPPA_DIM_CODIS_ATC.ctl 
log=ODS.OPPA_DIM_CODIS_ATC.log 
 
sqlldr ODS/ODS control=Oracle\ODS.OPPA_DIM_CRONIC.ctl 
log=ODS.OPPA_DIM_CRONIC.log 
 
sqlldr ODS/ODS control=Oracle\ODS.OPPA_DIM_EDAT.ctl 
log=ODS.OPPA_DIM_EDAT.log 
 
sqlldr ODS/ODS control=Oracle\ODS.OPPA_DIM_ESTR_ORG_METGE.ctl 
log=ODS.OPPA_DIM_ESTR_ORG_METGE.log 
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sqlldr ODS/ODS control=Oracle\ODS.OPPA_DIM_ESTR_ORGANITZATIVA.ctl 
log=ODS.OPPA_DIM_ESTR_ORGANITZATIVA.log 
 
sqlldr ODS/ODS control=Oracle\ODS.OPPA_DIM_MEDICAMENT.ctl 
log=ODS.OPPA_DIM_MEDICAMENT.log 
 
sqlldr ODS/ODS control=Oracle\ODS.OPPA_DIM_PRINCIPI_ACTIU.ctl 
log=ODS.OPPA_DIM_PRINCIPI_ACTIU.log 
 
sqlldr ODS/ODS control=Oracle\ODS.OPPA_DIM_SEXE.ctl 
log=ODS.OPPA_DIM_SEXE.log 
 
sqlldr ODS/ODS control=Oracle\ODS.OPPA_FACT_PRESCRIPCIO_ACTIVA.ctl 
log=ODS.OPPA_FACT_PRESCRIPCIO_ACTIVA.log 
 
sqlldr ODS/ODS control=Oracle\ODS.OPPA_FACT_PS.ctl 
log=ODS.OPPA_FACT_PS.log 
 
sqlplus ODS/ODS < post_load.sql 
Figura 20-353 Fichero oracle_ctl.bat modificado. 
También se debe editar el fichero unload_script.bat, para sustituir los elementos <Username>, 
<Password> y <ServerName> que aparecen en el script, por los valores correspondientes. Una 
vez se han sustituido todas las ocurrencias, guardar el fichero. 
A continuación se muestra el fichero unload_script.bat modificado: 
bcp "ODS.dbo.OPPA_DIM_CAT_PATOLOGIES" out 
"[ODS].[dbo].[OPPA_DIM_CAT_PATOLOGIES].dat" -q -c -CRAW -t "<EOFD>" 
-r "<EORD>" -Usa -Peveris –Slocalhost 
 
bcp "ODS.dbo.OPPA_DIM_CODIS_ATC" out 
"[ODS].[dbo].[OPPA_DIM_CODIS_ATC].dat" -q -c -CRAW -t "<EOFD>" -r 
"<EORD>" -Usa -Peveris –Slocalhost 
 
bcp "ODS.dbo.OPPA_DIM_CRONIC" out 
"[ODS].[dbo].[OPPA_DIM_CRONIC].dat" -q -c -CRAW -t "<EOFD>" -r 
"<EORD>" -Usa -Peveris –Slocalhost 
 
bcp "ODS.dbo.OPPA_DIM_EDAT" out "[ODS].[dbo].[OPPA_DIM_EDAT].dat" -q 
-c -CRAW -t "<EOFD>" -r "<EORD>" -Usa -Peveris –Slocalhost 
 
bcp "ODS.dbo.OPPA_DIM_ESTR_ORG_METGE" out 
"[ODS].[dbo].[OPPA_DIM_ESTR_ORG_METGE].dat" -q -c -CRAW -t "<EOFD>" 
-r "<EORD>" -Usa -Peveris –Slocalhost 
 
bcp "ODS.dbo.OPPA_DIM_ESTR_ORGANITZATIVA" out 
"[ODS].[dbo].[OPPA_DIM_ESTR_ORGANITZATIVA].dat" -q -c -CRAW -t 
"<EOFD>" -r "<EORD>" -Usa -Peveris –Slocalhost 
 
bcp "ODS.dbo.OPPA_DIM_PRINCIPI_ACTIU" out 
"[ODS].[dbo].[OPPA_DIM_PRINCIPI_ACTIU].dat" -q -c -CRAW -t "<EOFD>" 
-r "<EORD>" -Usa -Peveris –Slocalhost 
 
bcp "ODS.dbo.OPPA_DIM_MEDICAMENT" out 
"[ODS].[dbo].[OPPA_DIM_MEDICAMENT].dat" -q -c -CRAW -t "<EOFD>" -r 
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"<EORD>" -Usa -Peveris –Slocalhost 
 
bcp "ODS.dbo.OPPA_DIM_SEXE" out "[ODS].[dbo].[OPPA_DIM_SEXE].dat" -q 
-c -CRAW -t "<EOFD>" -r "<EORD>" -Usa -Peveris –Slocalhost 
 
bcp "ODS.dbo.OPPA_FACT_PRESCRIPCIO_ACTIVA" out 
"[ODS].[dbo].[OPPA_FACT_PRESCRIPCIO_ACTIVA].dat" -q -c -CRAW -t 
"<EOFD>" -r "<EORD>" -Usa -Peveris –Slocalhost 
 
bcp "ODS.dbo.OPPA_FACT_PS" out "[ODS].[dbo].[OPPA_FACT_PS].dat" -q -
c -CRAW -t "<EOFD>" -r "<EORD>" -Usa -Peveris –Slocalhost 
 
Figura 20-354 Fichero unload_script.bat modificado. 
Ahora se procederá a la ejecución del fichero unload_script.bat, que es el encargado de 
exportar los datos de la base de datos ODS en ficheros de texto. Para ello, ir al menú Inicio > 
Programas > Accesorios, y hacer clic en el icono Símbolo del sistema. Situarse en el directorio 
donde se encuentran los scripts editados, y a continuación, ejecutar la siguiente instrucción 
(ver Figura 20-355): 
#> unload_script.bat 
 
Figura 20-355 Situarse en el directorio donde se encuentran los scripts editados, y ejecutar la instrucción              
#> unload_script.bat.  
Dependiendo del volumen de datos, este proceso puede durar unos minutos. Una vez la 
exportación de datos ha terminado, se deben copiar todos los archivos y directorios que se 
encuentran en la carpeta de los scripts, para pasarlos de nuevo a la máquina virtual de Oracle 
Database. 
Después de realizar la copia, finalmente se procederá a la carga de los datos en la base de 
datos de Oracle Database. Para ello, ir al menú Inicio > Programas > Accesorios, y hacer clic en 
el icono Símbolo del sistema. Situarse en el directorio donde se encuentran los archivos que se 
acaban de copiar, y a continuación, ejecutar la siguiente instrucción (ver Figura 20-356): 
#> oracle_ctl.bat 
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Figura 20-356 Situarse en el directorio donde se encuentran los archivos que se acaban de copiar y ejecutar la 
instrucción #> oracle_ctl.bat. 
Cuando se hayan cargado los datos, se comprobará que el proceso se ha realizado 
correctamente. Para ello, en SQL Developer se debe crear una nueva conexión con las 
credenciales del usuario ODS (contraseña ODS, en mayúsculas), para probar que el usuario 
tiene acceso al servidor. 
Una vez establecida la conexión, desplegar el nodo Tablas de la conexión que se acaba de 
crear para el usuario ODS (en este caso, ods_orcl), para ver que existen todas las tablas del 
modelo. 
Para ver los datos que contienen, hacer clic en el nodo de cualquiera de ellas, por ejemplo 
OPPA_DIM_CAT_PATOLOGIES, y posteriormente hacer clic en la pestaña Datos (ver Figura 
20-357). Si se hace clic en la pestaña Columnas (ver Figura 20-358), se puede ver en detalle los 
campos que forman la tabla seleccionada. Para cada tabla, comprobar que el tipo de cada 
campo concuerda con el especificado en el apartado 20.10.3 Descripción de las tablas. 
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Figura 20-357 Para ver los datos cargados en cualquiera de las tablas, desplegar el nodo Tablas de la conexión 
actual, y seleccionar por ejemplo OPPA_DIM_CAT_PATOLOGIES. Finalmente, hacer clic en la pestaña Datos. 
 
Figura 20-358 Hacer clic en la pestaña Columnas, para conocer en detalle los campos que forman la tabla 
seleccionada. 
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20.10.2 Construcción del modelo de datos ROLAP en Cognos 
Después de cargar los datos en el sistema Oracle Database, en este apartado se describen muy 
brevemente los pasos generales que se han seguido para construir el modelo de datos ROLAP 
en Cognos (definir el mapeo OLAP – modelo físico de la base de datos). Fundamentalmente se 
han utilizado dos herramientas de Cognos: el Framework Manager, para definir las 
dimensiones y jerarquías de atributos; y el Report Studio, para realizar las pruebas de consulta. 
Primeramente, se ha creado una conexión para poder acceder a los datos almacenados en el 
servidor Oracle. Desde la herramienta Framework Manager, se ha importado la estructura de 
tablas cargadas en el apartado anterior, y éstas se han relacionado entre ellas. En la  Figura 
20-359 se muestra el Esquema de Tablas con las relaciones definidas. 
 
Figura 20-359 Esquema de Tablas con las relaciones definidas en el Framework Manager. 
Posteriormente, teniendo en cuenta las jerarquías de las perspectivas de negocio del esquema 
de datos, que se especifican en el apartado 9.3.1 Estructura y jerarquía de las perspectivas de 
negocio, se han definido cada una de las dimensiones del modelo con las respectivas jerarquías 
de atributos. 
Finalmente, se ha definido la medida Número de Pacientes Distintos, y se publicado el modelo 
en un paquete, para que sea accesible desde la herramienta Report Studio, con el objetivo de 
poder efectuar las pruebas de consulta. 
En la Figura 20-360 se pueden observar las dimensiones y la medida Número de Pacientes 
Distintos creadas con el Framework Manager. 
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Figura 20-360 Dimensiones y medida creadas con el Framework Manager. 
20.10.3 Descripción de las tablas 
Nombre del campo Data Type Nullable 
 
Descripción de la tabla OPPA_DIM_CAT_PATOLOGIES 
COD_PS_TX NVARCHAR2(6 CHAR) Yes 
ATR_DESCPS_TX NVARCHAR2(60 CHAR) Yes 
COD_AGRPS_TX NVARCHAR2(3 CHAR) Yes 
ATR_AGRDESCPS_TX NVARCHAR2(60 CHAR) Yes 
COD_NIVINT_TX NVARCHAR2(4 CHAR) Yes 
ATR_DESCNIVINT_TX NVARCHAR2(169 CHAR) Yes 
COD_CAPITOL_TX NVARCHAR2(2 CHAR) Yes 
ATR_DESCCAPITOL_TX NVARCHAR2(109 CHAR) Yes 
 
Descripción de la tabla OPPA_DIM_CODIS_ATC 
COD_ATC_TX NVARCHAR2(7 CHAR) Yes 
COD_GRUPANATOMIC_TX NVARCHAR2(1 CHAR) Yes 
ATR_DESCGRUPANATOMIC_TX NVARCHAR2(120 CHAR) Yes 
COD_GRUPTERAPEUTIC_TX NVARCHAR2(3 CHAR) Yes 
ATR_DESCGRUPTERAPEUTIC_TX NVARCHAR2(120 CHAR) Yes 
COD_SUBGRUPARMAC_TX NVARCHAR2(4 CHAR) Yes 
ATR_DESCSUBGRUPFARMAC_TX NVARCHAR2(120 CHAR) Yes 
COD_SUBGRUPQUIMIC_TX NVARCHAR2(5 CHAR) Yes 
ATR_DESCSUBGRUPQUIMIC_TX NVARCHAR2(120 CHAR) Yes 
COD_SUBSTFARMA_TX NVARCHAR2(7 CHAR) Yes 
ATR_DESCSUBSTFARMA_TX NVARCHAR2(120 CHAR) Yes 
 
Descripción de la tabla OPPA_DIM_CRONIC 
ATR_MEDAGCR_TX NVARCHAR2(16 CHAR) Yes 
ATR_DESCCRONIC_TX NVARCHAR2(16 CHAR) Yes 
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Descripción de la tabla OPPA_DIM_EDAT 
COD_FRANJA_NR NUMBER(5,0) Yes 
ATR_FRANJA_TX NVARCHAR2(5 CHAR) Yes 
COD_CICLEVITAL_NR NUMBER(5,0) Yes 
ATR_CICLEVITAL_TX NVARCHAR2(9 CHAR) Yes 
 
Descripción de la tabla OPPA_DIM_ESTR_ORG_METGE 
COD_SECTOR_TX NVARCHAR2(4 CHAR) Yes 
COD_NUMCOL_TX NVARCHAR2(9 CHAR) Yes 
ATR_NOMMETGE_TX NVARCHAR2(40 CHAR) Yes 
ATR_ESPECIALITACOL_TX NVARCHAR2(5 CHAR) Yes 
COD_UP_TX NVARCHAR2(5 CHAR) Yes 
ATR_CODISCSUP_TX NVARCHAR2(4 CHAR) Yes 
ATR_DESCUP_TX NVARCHAR2(50 CHAR) Yes 
COD_SAP_TX NVARCHAR2(2 CHAR) Yes 
ATR_DESCSAP_TX NVARCHAR2(40 CHAR) Yes 
COD_AMBIT_TX NVARCHAR2(2 CHAR) Yes 
ATR_DESCAMBIT_TX NVARCHAR2(40 CHAR) Yes 
 
Descripción de la tabla OPPA_DIM_ESTR_ORGANITZATIVA 
COD_CIPPAC_TX NVARCHAR2(13 CHAR) Yes 
COD_CIPPAC_NR NUMBER(10,0) Yes 
COD_SECTOR_TX NVARCHAR2(4 CHAR) Yes 
ATR_SEXEPAC_TX NVARCHAR2(1 CHAR) Yes 
ATR_EDATPAC_NR NUMBER(5,0) Yes 
COD_FRANJA_NR NUMBER(5,0) Yes 
ATR_DATANAIXPAC_DT TIMESTAMP(6) Yes 
COD_NUMCOL_TX NVARCHAR2(9 CHAR) Yes 
ATR_NOMMETGE_TX NVARCHAR2(40 CHAR) Yes 
ATR_ESPECIALITACOL_TX NVARCHAR2(5 CHAR) Yes 
COD_UP_TX NVARCHAR2(5 CHAR) Yes 
ATR_CODISCSUP_TX NVARCHAR2(4 CHAR) Yes 
ATR_DESCUP_TX NVARCHAR2(50 CHAR) Yes 
COD_SAP_TX NVARCHAR2(2 CHAR) Yes 
ATR_DESCSAP_TX NVARCHAR2(40 CHAR) Yes 
COD_AMBIT_TX NVARCHAR2(2 CHAR) Yes 
ATR_DESCAMBIT_TX NVARCHAR2(40 CHAR) Yes 
 
Descripción de la tabla OPPA_DIM_MEDICAMENT 
COD_MED_NR NUMBER(10,0) Yes 
ATR_DESCMED_TX NVARCHAR2(100 CHAR) Yes 
ATR_APORTMED_TX NVARCHAR2(1 CHAR) Yes 
ATR_SITMED_TX NVARCHAR2(2 CHAR) Yes 
ATR_GENERIC_TX NVARCHAR2(1 CHAR) Yes 
MET_PREUREFMED_NR FLOAT Yes 
MET_PREUMED_NR FLOAT Yes 
MET_PREUCOMMED_NR FLOAT Yes 
ATR_TIPUSMED_TX NVARCHAR2(40 CHAR) Yes 
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ATR_VALINTMED_TX NVARCHAR2(17 CHAR) Yes 
COD_LABMED_TX NVARCHAR2(4 CHAR) Yes 
ATR_DESCLABMED_TX NVARCHAR2(40 CHAR) Yes 
ATR_VALSANMED_TX NVARCHAR2(1 CHAR) Yes 
ATR_VIAADMMED_TX NVARCHAR2(4 CHAR) Yes 
ATR_INDCANMMED_TX NVARCHAR2(10 CHAR) Yes 
DAT_NRUNITATSMED_NR NUMBER(5,0) Yes 
 
Descripción de la tabla OPPA_DIM_PRINCIPI_ACTIU 
COD_PA_TX NVARCHAR2(6 CHAR) Yes 
ATR_DESCPA_TX NVARCHAR2(40 CHAR) Yes 
 
Descripción de la tabla OPPA_DIM_SEXE 
COD_SEXE_TX NVARCHAR2(1 CHAR) Yes 
ATR_SEXE_TX NVARCHAR2(4 CHAR) Yes 
 
Descripción de la tabla OPPA_FACT_PRESCRIPCIO_ACTIVA 
COD_SECTOR_TX NVARCHAR2(4 CHAR) Yes 
COD_PRESACT_NR NUMBER(10,0) Yes 
ATR_DATAPRES_DT TIMESTAMP(6) Yes 
ATR_PERIODICITAT_NR NUMBER(5,0) Yes 
ATR_PERIODICITATMAX_NR NUMBER(5,0) Yes 
ATR_DARRERRECEPTA_DT TIMESTAMP(6) Yes 
COD_CIPPAC_TX NVARCHAR2(13 CHAR) Yes 
COD_NUMCOLPRES_TX NVARCHAR2(9 CHAR) Yes 
ATR_TIPUSTRACT_NR NUMBER(5,0) Yes 
ATR_NUMPROD_NR NUMBER(5,0) Yes 
COD_MED_NR NUMBER(10,0) Yes 
ATR_PRODOFORM_TX NVARCHAR2(1 CHAR) Yes 
ATR_DURADAPRES_NR NUMBER(5,0) Yes 
MET_FREQPRES_NR NUMBER(10,0) Yes 
MET_NUMPRES_NR FLOAT Yes 
MET_QUANPRES_NR NUMBER(5,0) Yes 
MET_NUMENVPROD_NR NUMBER(5,0) Yes 
MET_NUMDISPPRES_NR NUMBER(5,0) Yes 
ATR_TIPUSRECEP_TX NVARCHAR2(1 CHAR) Yes 
ATR_RESIDUAL_NR NUMBER(10,0) Yes 
ATR_DATAFIPRES_DT TIMESTAMP(6) Yes 
ATR_DATADARRERRECPRES_DT TIMESTAMP(6) Yes 
MET_NUMRECEP_NR NUMBER(5,0) Yes 
ATR_PERIODICITATPRESES_NR NUMBER(5,0) Yes 
ATR_SINCRONIA_NR NUMBER(5,0) Yes 
MET_UNITATS_TX NVARCHAR2(2 CHAR) Yes 
MET_QUANTITATTOTAL_NR NUMBER(5,0) Yes 
MET_COSTTRACTAMENT_NR FLOAT Yes 
MET_COSTDIARITRACTAMENT_NR FLOAT Yes 
ATR_MEDAGCR_TX NVARCHAR2(16 CHAR) Yes 
COD_PAPRINCIPAL_TX NVARCHAR2(6 CHAR) Yes 
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COD_PSMOTIUPRES_TX NVARCHAR2(6 CHAR) Yes 
COD_ATC7_TX NVARCHAR2(7 CHAR) Yes 
COD_ATC5_TX NVARCHAR2(5 CHAR) Yes 
COD_ATC4_TX NVARCHAR2(4 CHAR) Yes 
COD_ATC3_TX NVARCHAR2(3 CHAR) Yes 
ATR_DESCFORMAFARMA_TX NVARCHAR2(40 CHAR) Yes 
COD_PAPRINCIPAL_NR NUMBER(10,0) Yes 
COD_CIPPAC_NR NUMBER(10,0) Yes 
 
Descripción de la tabla OPPA_FACT_PS 
COD_SECTOR_TX NVARCHAR2(4 CHAR) Yes 
COD_CIPPAC_TX NVARCHAR2(13 CHAR) Yes 
COD_PS_TX NVARCHAR2(6 CHAR) Yes 
COD_CIPPAC_NR NUMBER(10,0) Yes 
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20.11 Carga del modelo de datos en Alterian Engine 
20.11.1 Proceso seguido para realizar la carga del modelo de datos 
En este apartado se describe el proceso de carga del modelo de datos en Alterian Engine. El 
sistema de bases de datos dispone de una herramienta, denominada Alterian iLoader, que es 
específica para llevar a cabo las cargas de datos mediante la configuración de unos scripts. 
Para ejecutar Alterian iLoader, hacer clic en el icono de la Figura 20-361, ubicado en el menú 
Inicio > Programas > Alterian Suite > Utilities. Recordar que para poder ejecutar la 
herramienta es necesario tener conectada la llave USB con la licencia de Alterian. 
 
Figura 20-361 Icono de la herramienta Alterian iLoader. 
Una vez ejecutada la herramienta, el primer paso es indicar donde se almacenarán los distintos 
scripts de configuración de la carga de datos. Para ello, en la pestaña Configure hacer clic en el 
botón New Config para crear una nueva configuración de carga, y a continuación establecer un 
nombre a la nueva configuración rellenando el campo de texto Script Set Name (ver Figura 
20-362). 
 
Figura 20-362 Situarse en la pestaña Configure. A continuación, hacer clic en el botón New Config para crear una 
nueva configuración. Finalmente, establecer un nombre a la nueva configuración rellenando el campo de texto 
Script Set Name. 
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El siguiente paso es establecer y crear la estructura de directorios donde se guardarán los 
distintos ficheros que forman los scripts de configuración. Hacer clic en el botón Create 
Directory , y a continuación, seleccionar el directorio raíz donde se desea que se cree la 
estructura de directorios. Se debe hacer clic en el botón Ok para confirmar la selección (ver 
Figura 20-363). En este caso, se ha establecido el directorio raíz por defecto C:\Archivos de 
programa\Alterian\ETL\iLoaderClient. Para la creación de los ficheros, hacer clic en el botón 
Create Default Files   , y confirmar su creación (ver Figura 20-364). 
 
 
Figura 20-363 Establecer el directorio raíz donde se creará la estructura de directorios para guardar los scripts de 
carga. Clic en el botón Create Directory Structure, seleccionar el directorio raíz, y finalmente hacer clic en el botón 
Ok. 
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Figura 20-364 Crear los scripts de carga iniciales haciendo clic en el botón Create Default Files, y a continuación, 
confirmar su creación. 
El siguiente paso es introducir la contraseña de la cuenta de usuario SYSTEM de Alterian 
Engine, establecida durante la instalación. La contraseña se debe escribir en MAYÚSCULAS en 
el campo de texto Alterian Engine Password, tal y como se muestra en la Figura 20-365. Antes 
de continuar con el proceso de carga de datos, se debe guardar la configuración haciendo clic 
en el botón Save Config. Es muy importante asegurarse que se ha guardado correctamente. 
 
Figura 20-365 Introducir la contraseña de la cuenta de usuario SYSTEM en el campo de texto Alterian Engine 
Password (en MAYÚSCULAS). Clic en el botón Save Config para guardar la configuración. 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS Anexo 
362 
 
 
El siguiente paso es configurar los scripts para que carguen los ficheros de datos deseados. 
Primeramente, hacer clic en la pestaña Scripts para ver la estructura y ficheros por defecto que 
se han creado. Como se puede ver en la Figura 20-366, la estructura está formada por distintas 
carpetas, y dentro, se encuentran los ficheros de configuración. La carpeta más importante es 
Control, que contiene el script de inicialización de la carga.  
Ahora se procederá a la configuración para cargar los ficheros con los datos, y para ello, 
seleccionar la carpeta Control, y a continuación, hacer clic en el botón Importers. Al hacer clic 
en el botón Importers, aparecerá el asistente de importación de datos. En este caso, se van a 
cargar los datos a partir de los ficheros de texto de que se dispone, y por lo tanto, se deberá 
utilizar el conector de ficheros de texto seleccionando la opción Text Importer del campo 
desplegable Source Type (ver Figura 20-367). A continuación, se construirá la cadena de 
conexión haciendo clic en el botón que aparece al lado derecho del campo de texto 
Connection Information; se abrirá el importador de ficheros de texto. En la ventana del 
importador, se debe especificar el fichero de texto que se quiere importar haciendo clic en el 
botón  que aparece a la derecha del campo de texto File Path. Al hacer clic en el botón, 
aparecerá un cuadro de diálogo para seleccionar el fichero que se desea importar. Una vez 
escogido el fichero, hacer clic en el botón Abrir del cuadro de diálogo (ver Figura 20-368). 
 
Figura 20-366 Seleccionar la carpeta Control, y a continuación, clic en el botón Importers. 
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Figura 20-367 Seleccionar la opción Text Importer del campo desplegable Source Type, y a continuación, hacer clic 
en el botón “…” que aparece al lado derecho del campo de texto Connection Information; se abrirá el asistente 
Text File Import. Hacer clic en el botón “…” que aparece al lado del campo de texto File Path para seleccionar el 
archivo que se desea cargar. 
 
Figura 20-368 Seleccionar el fichero de texto que se desea cargar. Una vez escogido, hacer clic en el botón Abrir. 
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Una vez escogido el archivo a cargar, se debe activar la casilla First row contains headers para 
indicar que en la primera fila del archivo se encuentran los nombres de los campos de la tabla, 
seleccionar la opción Delimited file, y además, especificar el carácter barra vertical | como 
separador de campo, seleccionado la opción PIPE del campo desplegable Field delimiter. 
Después, hacer clic en el botón Next (ver Figura 20-369). 
 
Figura 20-369 Activar la casilla First row contains headers, seleccionar la opción Delimited file, y durante, 
seleccionar la opción PIPE del campo desplegable Field delimiter. Clic en el botón Next para continuar. 
Al hacer clic en el botón Next del asistente de importación, aparece un listado con los campos 
de la tabla. Junto con el nombre de cada campo, también se especifica el tipo, posición, 
tamaño y formato del campo. Se debe comprobar que el tipo, el tamaño y formato son 
correctos, ya que Alterian intenta detectar esta información a partir de los datos, pero muchas 
veces no lo hace correctamente. En los apartados comprendidos entre el apartado 20.11.3 y el 
apartado 20.11.13, se incluye la descripción completa de cada una de las tablas a cargar, de 
esta forma se pueden establecer los valores correctos. 
En la Figura 20-370, aparece el listado de campos de la tabla OPPA_DIM_CAT_PATOLOGIES, 
cuyos datos se cargan a partir del fichero OPPA_DIM_CAT_PATOLOGIES.txt. La descripción 
completa de la tabla se puede encontrar en el apartado 20.11.3 Descripción y script de carga 
de la tabla OPPA_DIM_CAT_PATOLOGIES. 
Una vez comprobado que el listado de campos es correcto, hacer clic en el botón Done del 
asistente para cerrarlo. 
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Figura 20-370 Comprobar que el listado de campos de la tabla es correcto. 
Una vez comprobado, clic en el botón Done para cerrar el asistente. 
Al hacer clic en el botón Done, se vuelve a la ventana Import Wizard. Ahora se debe especificar 
la base de datos y tabla de destino donde se van a cargar los datos. Para ello, establecer el 
nombre de la base de datos y el nombre de la tabla de destino en los campos de texto 
Database Name y Table Name respectivamente (ver Figura 20-371). Se ha seguido la 
convención de que el nombre de la tabla corresponde al nombre del fichero de texto que se 
está cargando. 
Además, asegurarse que la opción REFRESH está seleccionada en el campo desplegable Update 
Method. En el caso de que en la base de datos de destino ya existiera una tabla con el nombre 
especificado, la opción REFRESH borrará primero la tabla y luego la volverá a crear para cargar 
los nuevos datos. Aparte de la opción REFRESH, también existen las opciones APPEND y 
UPDATE. La opción APPEND no borra la tabla en caso de que ya existiera, simplemente añade 
los registros a la tabla existente. La opción UPDATE, tampoco borra la tabla existente, sino que 
añade los registros nuevos y actualiza los datos de los registros que ya existen; esta opción 
requiere especificar, en el campo de texto Key Name, el nombre del campo que actúa como 
clave primaria de la tabla. 
Finalmente, hacer clic el botón Generate para generar el script de carga de la tabla. Una vez se 
haya generado, aparecerá el mensaje de la Figura 20-372, hacer clic en Aceptar, y a 
continuación hacer clic en el botón Close para cerrar el asistente de importación. 
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Figura 20-371 Especificar el nombre de la base de datos y la tabla de destino en los campos de texto Database 
Name y Table Name respectivamente. Asegurarse que está seleccionada la opción REFRESH en el campo 
desplegable Update Method. Finalmente, hacer clic en el botón Generate, confirmar el mensaje de generación y 
hacer clic en el botón Close. 
 
Figura 20-372 El script de carga ha sido generado. Clic en el botón Aceptar. 
Una vez cerrado el asistente de importación, se vuelve a la ventana principal de Alterian 
iLoader. Ahora, es muy importante guardar el script haciendo clic en el botón Save Script. 
Si se desea configurar el script para cargue más archivos, repetir el proceso seguido para cada 
uno de ellos. Antes de que se vuelva a hacer clic en el botón Importers para configurar una 
nueva carga de datos (procedentes de un archivo de texto o no), es muy importante 
asegurarse que la carpeta Control está seleccionada, y que el script actual se ha guardado 
haciendo clic en el botón Save Script. 
Una vez realizada la configuración, si se selecciona la carpeta Control, el script de carga tendrá 
un aspecto parecido al de la Figura 20-373. Dentro de la carpeta Control se encuentra el script 
de carga específico para cada una de las tablas que se cargarán. Tanto el script Control, como 
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los scripts específicos de cada una de las tablas, deberían coincidir con los scripts 
correspondientes de los apartados comprendidos entre el apartado 20.11.2 y el apartado  
20.11.13. 
 
Figura 20-373 Ventana de Alterian iLoader con los scripts de carga ya configurados. Es importante guardarlos 
haciendo clic en el botón Save Script. 
Después de configurar los scripts, ya se puede ejecutar el proceso de carga. Para ello, hacer clic 
en la pestaña Loader, y a continuación hacer clic en el botón Run para iniciar el proceso de 
carga (ver Figura 20-375). 
Una vez el proceso se ha completado (ver Figura 20-376), se puede cerrar la herramienta 
Alterian iLoader haciendo clic en el botón X. Si se desea, se puede comprobar que los datos se 
han cargado correctamente ejecutando el programa Alterian Studio desde el icono de la Figura 
20-374, ubicado en el menú Inicio > Programas > Alterian Suite. Recordar que para ejecutar la 
aplicación Alterian Studio es necesario tener conectada la llave USB con la licencia de Alterian. 
 
Figura 20-374 Icono de la aplicación Alterian Studio. 
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Figura 20-375 Para ejecutar el proceso de carga, situarse en la pestaña Loader, y a continuación, hacer clic en el 
botón Run. 
 
Figura 20-376 El proceso de carga se ha completado. Se puede cerrar el Alterian iLoader haciendo clic en el botón 
X. 
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El último paso es definir las relaciones necesarias entre las diferentes tablas para poder 
realizar las consultas. Para ello, en el Alterian Studio, ir a la opción SETUP de la pantalla inicial, 
y hacer doble clic en la opción Database Links (ver Figura 20-377). 
Para crear una relación entre dos tablas a través de un campo, primero es necesario 
seleccionar la opción Field to Field. En la primera lista desplegable, seleccionar el nombre de la 
tabla origen, y en la segunda lista, seleccionar el nombre del campo origen. De forma análoga, 
en la tercera lista desplegable, seleccionar el nombre de la tabla destino, y en la cuarta lista, 
seleccionar el nombre del campo destino. Finalmente, hacer clic en el botón Create Link para 
crear la relación entre las dos tablas (ver Figura 20-378). Se debe repetir este paso para crear 
el resto de relaciones. 
 
Figura 20-377 Para crear las relaciones entre las tablas, hacer clic en la opción SETUP de la pantalla inicial de 
Alterian Studio, y posteriormente hacer doble clic en la opción Database Links. 
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Figura 20-378 Seleccionar la opción Field to Field. En la primera lista desplegable, seleccionar el nombre de la 
tabla origen, y en la segunda lista, seleccionar el nombre del campo origen. En la tercera lista desplegable, 
seleccionar el nombre de la tabla destino, y en la cuarta lista, seleccionar el nombre del campo destino. 
Finalmente, hacer clic en el botón Create Link para crear la relación entre las dos tablas. 
 
Figura 20-379 El enlace se ha creado correctamente. Se debe repetir el paso anterior para crear el resto de 
relaciones. 
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20.11.2 Script de carga Control 
DO_PRELOADSCRIPT=TRUE 
DO_TABLELOADSCRIPT=TRUE 
DO_LINKSCRIPT=TRUE 
DO_METADATASCRIPT=TRUE 
DO_POSTLOADSCRIPT=TRUE 
DO_NEWTABLESONLY=FALSE 
ENABLE_ROLLBACK=FALSE 
 
BEGIN TABLE_DECLARATION 
 format = BESPOKE ,GdtServer.GdtFactory , GDT_IMPORT 
 ,AdspText.AdspTextImport ,ODS , 
 ,AdspTextFormat=DELIMITED;AdspTextRecordWidth=8;AdspTextFieldDelimite
 r=PIPE;AdspFieldQualifer=";AdspTextRecordDelimiter=Carriage 
 return/Line feed;AdspTextSkipRow=1;AdspTextFieldsPerRec=1; 
 ,C:\Datos\OPPA_DIM_CAT_PATOLOGIES.txt 
 scriptfile = OPPA_DIM_CAT_PATOLOGIES.txt 
 datfile =  
 type = REFRESH 
 Width = 8 
 Date = 22062009 
END TABLE_DECLARATION 
 
BEGIN TABLE_DECLARATION 
 format = BESPOKE ,GdtServer.GdtFactory , GDT_IMPORT 
 ,AdspText.AdspTextImport ,ODS , 
 ,AdspTextFormat=DELIMITED;AdspTextRecordWidth=11;AdspTextFieldDelimit
 er=PIPE;AdspFieldQualifer=";AdspTextRecordDelimiter=Carriage 
 return/Line feed;AdspTextSkipRow=1;AdspTextFieldsPerRec=1; 
 ,C:\Datos\OPPA_DIM_CODIS_ATC.txt 
 scriptfile = OPPA_DIM_CODIS_ATC.txt 
 datfile =  
 type = REFRESH 
 Width = 11 
 Date = 22062009 
END TABLE_DECLARATION 
 
BEGIN TABLE_DECLARATION 
 format = BESPOKE ,GdtServer.GdtFactory , GDT_IMPORT 
 ,AdspText.AdspTextImport ,ODS , 
 ,AdspTextFormat=DELIMITED;AdspTextRecordWidth=11;AdspTextFieldDelimit
 er=PIPE;AdspFieldQualifer=";AdspTextRecordDelimiter=Carriage 
 return/Line feed;AdspTextSkipRow=1;AdspTextFieldsPerRec=1; 
 ,C:\Datos\OPPA_DIM_CRONIC.txt 
 scriptfile = OPPA_DIM_CRONIC.txt 
 datfile =  
 type = REFRESH 
 Width = 11 
 Date = 22062009 
END TABLE_DECLARATION 
 
 
BEGIN TABLE_DECLARATION 
 format = BESPOKE ,GdtServer.GdtFactory , GDT_IMPORT 
 ,AdspText.AdspTextImport ,ODS , 
 ,AdspTextFormat=DELIMITED;AdspTextRecordWidth=4;AdspTextFieldDelimite
 r=PIPE;AdspFieldQualifer=";AdspTextRecordDelimiter=Carriage 
 return/Line feed;AdspTextSkipRow=1;AdspTextFieldsPerRec=1; 
 ,C:\Datos\OPPA_DIM_EDAT.txt 
 scriptfile = OPPA_DIM_EDAT.txt 
 datfile =  
 type = REFRESH 
 Width = 4 
 Date = 22062009 
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END TABLE_DECLARATION 
 
BEGIN TABLE_DECLARATION 
 format = BESPOKE ,GdtServer.GdtFactory , GDT_IMPORT 
 ,AdspText.AdspTextImport ,ODS , 
 ,AdspTextFormat=DELIMITED;AdspTextRecordWidth=11;AdspTextFieldDelimit
 er=PIPE;AdspFieldQualifer=";AdspTextRecordDelimiter=Carriage 
 return/Line feed;AdspTextSkipRow=1;AdspTextFieldsPerRec=1; 
 ,C:\Datos\OPPA_DIM_ESTR_ORG_METGE.txt 
 scriptfile = OPPA_DIM_ESTR_ORG_METGE.txt 
 datfile =  
 type = REFRESH 
 Width = 11 
 Date = 22062009 
END TABLE_DECLARATION 
 
BEGIN TABLE_DECLARATION 
 format = BESPOKE ,GdtServer.GdtFactory , GDT_IMPORT 
 ,AdspText.AdspTextImport ,ODS , 
 ,AdspTextFormat=DELIMITED;AdspTextRecordWidth=11;AdspTextFieldDelimit
 er=PIPE;AdspFieldQualifer=";AdspTextRecordDelimiter=Carriage 
 return/Line feed;AdspTextSkipRow=1;AdspTextFieldsPerRec=1; 
 ,C:\Datos\OPPA_DIM_ESTR_ORGANITZATIVA.txt 
 scriptfile = OPPA_DIM_ESTR_ORGANITZATIVA.txt 
 datfile =  
 type = REFRESH 
 Width = 11 
 Date = 22062009 
END TABLE_DECLARATION 
 
BEGIN TABLE_DECLARATION 
 format = BESPOKE ,GdtServer.GdtFactory , GDT_IMPORT 
 ,AdspText.AdspTextImport ,ODS , 
 ,AdspTextFormat=DELIMITED;AdspTextRecordWidth=16;AdspTextFieldDelimit
 er=PIPE;AdspFieldQualifer=";AdspTextRecordDelimiter=Carriage 
 return/Line feed;AdspTextSkipRow=1;AdspTextFieldsPerRec=1; 
 ,C:\Datos\OPPA_DIM_MEDICAMENT.txt 
 scriptfile = OPPA_DIM_MEDICAMENT.txt 
 datfile =  
 type = REFRESH 
 Width = 16 
 Date = 22062009 
END TABLE_DECLARATION 
 
BEGIN TABLE_DECLARATION 
 format = BESPOKE ,GdtServer.GdtFactory , GDT_IMPORT 
 ,AdspText.AdspTextImport ,ODS , 
 ,AdspTextFormat=DELIMITED;AdspTextRecordWidth=2;AdspTextFieldDelimite
 r=PIPE;AdspFieldQualifer=";AdspTextRecordDelimiter=Carriage 
 return/Line feed;AdspTextSkipRow=1;AdspTextFieldsPerRec=1; 
 ,C:\Datos\OPPA_DIM_PRINCIPI_ACTIU.txt 
 scriptfile = OPPA_DIM_PRINCIPI_ACTIU.txt 
 datfile =  
 type = REFRESH 
 Width = 2 
 Date = 22062009 
END TABLE_DECLARATION 
 
BEGIN TABLE_DECLARATION 
 format = BESPOKE ,GdtServer.GdtFactory , GDT_IMPORT 
 ,AdspText.AdspTextImport ,ODS , 
 ,AdspTextFormat=DELIMITED;AdspTextRecordWidth=2;AdspTextFieldDelimite
 r=PIPE;AdspFieldQualifer=";AdspTextRecordDelimiter=Carriage 
 return/Line feed;AdspTextSkipRow=1;AdspTextFieldsPerRec=1; 
 ,C:\Datos\OPPA_DIM_SEXE.txt 
 scriptfile = OPPA_DIM_SEXE.txt 
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 datfile =  
 type = REFRESH 
 Width = 2 
 Date = 22062009 
END TABLE_DECLARATION 
 
BEGIN TABLE_DECLARATION 
 format = BESPOKE ,GdtServer.GdtFactory , GDT_IMPORT 
 ,AdspText.AdspTextImport ,ODS , 
 ,AdspTextFormat=DELIMITED;AdspTextRecordWidth=39;AdspTextFieldDelimit
 er=PIPE;AdspFieldQualifer=";AdspTextRecordDelimiter=Carriage 
 return/Line feed;AdspTextSkipRow=1;AdspTextFieldsPerRec=1; 
 ,C:\Datos\OPPA_FACT_PRESCRIPCIO_ACTIVA.txt 
 scriptfile = OPPA_FACT_PRESCRIPCIO_ACTIVA.txt 
 datfile =  
 type = REFRESH 
 Width = 39 
 Date = 22062009 
END TABLE_DECLARATION 
 
BEGIN TABLE_DECLARATION 
 format = BESPOKE ,GdtServer.GdtFactory , GDT_IMPORT 
 ,AdspText.AdspTextImport ,ODS , 
 ,AdspTextFormat=DELIMITED;AdspTextRecordWidth=4;AdspTextFieldDelimite
 r=PIPE;AdspFieldQualifer=";AdspTextRecordDelimiter=Carriage 
 return/Line feed;AdspTextSkipRow=1;AdspTextFieldsPerRec=1; 
 ,C:\Datos\OPPA_FACT_PS.txt 
 scriptfile = OPPA_FACT_PS.txt 
 datfile =  
 type = REFRESH 
 Width = 4 
 Date = 22062009 
END TABLE_DECLARATION 
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20.11.3 Descripción y script de carga de la tabla 
OPPA_DIM_CAT_PATOLOGIES 
Descripción de la tabla OPPA_DIM_CAT_PATOLOGIES 
Nombre del campo Tipo Tamaño Formato 
COD_PS_TX TEXT 6  
ATR_DESCPS_TX TEXT 60  
COD_AGRPS_TX TEXT 3  
ATR_AGRDESCPS TEXT 60  
COD_NIVINT_TX TEXT 4  
ATR_DESCNIVINT_TX TEXT 169  
COD_CAPITOL_TX TEXT 2  
ATR_DESCCAPITOL_TX TEXT 109  
 
Table = [ODS].[OPPA_DIM_CAT_PATOLOGIES] 
SourceTable =[1 COD_PS_TX  0 6 0   
1   ATR_DESCPS_TX 0 60 1   
1   COD_AGRPS_TX  0 3 2   
1   ATR_AGRDESCPS_TX 0 60 3   
1   COD_NIVINT_TX 0 4 4   
1   ATR_DESCNIVINT_TX 0 169 5   
1   COD_CAPITOL_TX 0 2 6   
1   ATR_DESCCAPITOL_TX 0 109 7   
1   ] 
Key =  
BEGIN TABLE_DEFINITION 
 COD_PS_TX, TEXT, 0, 6 
 ATR_DESCPS_TX, TEXT, 1, 60 
 COD_AGRPS_TX, TEXT, 2, 3 
 ATR_AGRDESCPS_TX, TEXT, 3, 60 
 COD_NIVINT_TX, TEXT, 4, 4 
 ATR_DESCNIVINT_TX, TEXT, 5, 169 
 COD_CAPITOL_TX, TEXT, 6, 2 
 ATR_DESCCAPITOL_TX, TEXT, 7, 109 
END TABLE_DEFINITION 
20.11.4 Descripción y script de carga de la tabla 
OPPA_DIM_CODIS_ATC 
Descripción de la tabla OPPA_DIM_CODIS_ATC 
Nombre del campo Tipo Tamaño Formato 
COD_ATC_TX TEXT 7  
COD_GRUPANATOMIC_TX TEXT 1  
ATR_DESCGRUPANATOMIC_TX TEXT 120  
COD_GRUPTERAPEUTIC_TX TEXT 3  
ATR_DESCGRUPTERAPEUTIC_TX TEXT 120  
COD_SUBGRUPARMAC_TX TEXT 4  
ATR_DESCSUBGRUPFARMAC_TX TEXT 120  
COD_SUBGRUPQUIMIC_TX TEXT 5  
ATR_DESCSUBGRUPQUIMIC_TX TEXT 120  
COD_SUBSTFARMA_TX TEXT 7  
ATR_DESCSUBSTFARMA_TX TEXT 120  
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Table = [ODS].[OPPA_DIM_CODIS_ATC] 
SourceTable =[1 COD_ATC_TX   0 7 0   
1   COD_GRUPANATOMIC_TX  0 1 1   
1   ATR_DESCGRUPANATOMIC_TX 0 120 2  
1   COD_GRUPTERAPEUTIC_TX 0 3 3  
1   ATR_DESCGRUPTERAPEUTIC_TX 0 120 4  
1   COD_SUBGRUPARMAC_TX  0 4 5   
1   ATR_DESCSUBGRUPFARMAC_TX 0 120 6  
1   COD_SUBGRUPQUIMIC_TX 0 5 7  
1   ATR_DESCSUBGRUQUIMIC_TX 0 120 8  
1   COD_SUBSTFARMA_TX  0 7 9  
1   ATR_DESCSUBSTFARMA_TX 0 120 10  
1   ] 
Key =  
BEGIN TABLE_DEFINITION 
 COD_ATC_TX, TEXT, 0, 7 
 COD_GRUPANATOMIC_TX, TEXT, 1, 1 
 ATR_DESCGRUPANATOMIC_TX, TEXT, 2, 120 
 COD_GRUPTERAPEUTIC_TX, TEXT, 3, 3 
 ATR_DESCGRUPTERAPEUTIC_TX, TEXT, 4, 120 
 COD_SUBGRUPARMAC_TX, TEXT, 5, 4 
 ATR_DESCSUBGRUPFARMAC_TX, TEXT, 6, 120 
 COD_SUBGRUPQUIMIC_TX, TEXT, 7, 5 
 ATR_DESCSUBGRUQUIMIC_TX, TEXT, 8, 120 
 COD_SUBSTFARMA_TX, TEXT, 9, 7 
 ATR_DESCSUBSTFARMA_TX, TEXT, 10, 120 
END TABLE_DEFINITION 
20.11.5 Descripción y script de carga de la tabla OPPA_DIM_CRONIC 
Descripción de la tabla OPPA_DIM_CRONIC 
Nombre del campo Tipo Tamaño Formato 
ATR_MEDAGCR_TX TEXT 16  
ATR_DESCCRONIC_TX TEXT 16  
 
Table = [ODS].[OPPA_DIM_CRONIC] 
SourceTable =[1 ATR_MEDAGCR_TX 0 16 0   
1   ATR_DESCCRONIC_TX 0 16 1   
1   ] 
Key =  
BEGIN TABLE_DEFINITION 
 ATR_MEDAGCR_TX, TEXT, 0, 16 
 ATR_DESCCRONIC_TX, TEXT, 1, 16 
END TABLE_DEFINITION 
20.11.6 Descripción y script de carga de la tabla OPPA_DIM_EDAT 
Descripción de la tabla OPPA_DIM_EDAT 
Nombre del campo Tipo Tamaño Formato 
COD_FRANJA_NR INTEGER 6  
ATR_FRANJA_TX TEXT 5  
COD_CICLEVITAL_NR INTEGER 6  
ATR_CICLEVITAL_TX TEXT 9  
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Table = [ODS].[OPPA_DIM_EDAT] 
SourceTable =[1 COD_FRANJA_NR 1 6 0   
1   ATR_FRANJA_TX 0 5 1   
1   COD_CICLEVITAL_NR 1 6 2   
1   ATR_CICLEVITAL_TX 0 9 3   
1   ] 
Key =  
BEGIN TABLE_DEFINITION 
 COD_FRANJA_NR, INTEGER, 0, 6 
 ATR_FRANJA_TX, TEXT, 1, 5 
 COD_CICLEVITAL_NR, INTEGER, 2, 6 
 ATR_CICLEVITAL_TX, TEXT, 3, 9 
END TABLE_DEFINITION 
20.11.7 Descripción y script de carga de la tabla 
OPPA_DIM_ESTR_ORG_METGE 
Descripción de la tabla OPPA_DIM_ESTR_ORG_METGE 
Nombre del campo Tipo Tamaño Formato 
COD_SECTOR_TX TEXT 4  
COD_NUMCOL_TX TEXT 9  
ATR_NOMMETGE_TX TEXT 40  
ATR_ESPECIALITACOL_TX TEXT 5  
COD_UP_TX TEXT 5  
ATR_CODISCSUP_TX TEXT 4  
ATR_DESCUP_TX TEXT 50  
COD_SAP_TX TEXT 2  
ATR_DESCSAP_TX TEXT 40  
COD_AMBIT_TX TEXT 2  
ATR_DESCAMBIT_TX TEXT 40  
 
Table = [ODS].[OPPA_DIM_ESTR_ORG_METGE] 
SourceTable =[1 COD_SECTOR_TX  0 4 0   
1   COD_NUMCOL_TX  0 9 1   
1   ATR_NOMMETGE_TX  0 40 2   
1   ATR_ESPECIALITACOL_TX 0 5 3  
1   COD_UP_TX   0 5 4   
1   ATR_CODISCSUP_TX  0 4 5   
1   ATR_DESCUP_TX  0 50 6   
1   COD_SAP_TX   0 2 7   
1   ATR_DESCSAP_TX  0 40 8   
1   COD_AMBIT_TX   0 2 9   
1   ATR_DESCAMBIT_TX  0 40 10   
1   ] 
Key =  
BEGIN TABLE_DEFINITION 
 COD_SECTOR_TX, TEXT, 0, 4 
 COD_NUMCOL_TX, TEXT, 1, 9 
 ATR_NOMMETGE_TX, TEXT, 2, 40 
 ATR_ESPECIALITACOL_TX, TEXT, 3, 5 
 COD_UP_TX, TEXT, 4, 5 
 ATR_CODISCSUP_TX, TEXT, 5, 4 
 ATR_DESCUP_TX, TEXT, 6, 50 
 COD_SAP_TX, TEXT, 7, 2 
 ATR_DESCSAP_TX, TEXT, 8, 40 
 COD_AMBIT_TX, TEXT, 9, 2 
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 ATR_DESCAMBIT_TX, TEXT, 10, 40 
END TABLE_DEFINITION 
20.11.8 Descripción y script de carga de la tabla 
OPPA_DIM_ESTR_ORGANITZATIVA 
Descripción de la tabla OPPA_DIM_ESTR_ORGANITZATIVA 
Nombre del campo Tipo Tamaño Formato 
COD_CIPPAC_TX TEXT 13  
COD_CIPPAC_NR INTEGER 11  
COD_SECTOR_TX TEXT 4  
ATR_SEXEPAC_TX TEXT 1  
ATR_EDATPAC_NR INTEGER 6  
COD_FRANJA_NR INTEGER 6  
ATR_DATANAIXPAC_DT DATETIME 19 CCYY MM DD HH:MM:SS 
COD_NUMCOL_TX TEXT 9  
ATR_NOMMETGE_TX TEXT 40  
ATR_ESPECIALITACOL_TX TEXT 5  
COD_UP_TX TEXT 5  
ATR_CODISCSUP_TX TEXT 4  
ATR_DESCUP_TX TEXT 50  
COD_SAP_TX TEXT 2  
ATR_DESCSAP_TX TEXT 40  
COD_AMBIT_TX TEXT 2  
ATR_DESCAMBIT_TX TEXT 40  
 
Table = [ODS].[OPPA_DIM_ESTR_ORGANITZATIVA] 
SourceTable =[1 COD_CIPPAC_TX  0 13 0   
1   COD_CIPPAC_NR  1 11 1   
1   COD_SECTOR_TX  0 4 2   
1   ATR_SEXEPAC_TX  0 1 3   
1   ATR_EDATPAC_NR  1 6 4   
1   COD_FRANJA_NR  1 6 5   
1   ATR_DATANAIXPAC_DT  7 19 6   
1 CCYY MM DD HH:MM:SS   
   COD_NUMCOL_TX  0 9 7   
1   ATR_NOMMETGE_TX  0 40 8   
1   ATR_ESPECIALITACOL_TX 0 5 9  
1   COD_UP_TX   0 5 10   
1   ATR_CODISCSUP_TX  0 4 11   
1   ATR_DESCUP_TX  0 50 12   
1   COD_SAP_TX   0 2 13   
1   ATR_DESCSAP_TX  0 40 14   
1   COD_AMBIT_TX   0 2 15   
1   ATR_DESCAMBIT_TX  0 40 16   
1   ] 
Key =  
BEGIN TABLE_DEFINITION 
 COD_CIPPAC_TX, TEXT, 0, 13 
 COD_CIPPAC_NR, INTEGER, 1, 11 
 COD_SECTOR_TX, TEXT, 2, 4 
 ATR_SEXEPAC_TX, TEXT, 3, 1 
 ATR_EDATPAC_NR, INTEGER, 4, 6 
 COD_FRANJA_NR, INTEGER, 5, 6 
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 ATR_DATANAIXPAC_DT, DATETIME, 6, 19 , "CCYY MM DD HH:MM:SS" 
 COD_NUMCOL_TX, TEXT, 7, 9 
 ATR_NOMMETGE_TX, TEXT, 8, 40 
 ATR_ESPECIALITACOL_TX, TEXT, 9, 5 
 COD_UP_TX, TEXT, 10, 5 
 ATR_CODISCSUP_TX, TEXT, 11, 4 
 ATR_DESCUP_TX, TEXT, 12, 50 
 COD_SAP_TX, TEXT, 13, 2 
 ATR_DESCSAP_TX, TEXT, 14, 40 
 COD_AMBIT_TX, TEXT, 15, 2 
 ATR_DESCAMBIT_TX, TEXT, 16, 40 
END TABLE_DEFINITION 
20.11.9 Descripción y script de carga de la tabla 
OPPA_DIM_MEDICAMENT 
Descripción de la tabla OPPA_DIM_MEDICAMENT 
Nombre del campo Tipo Tamaño Formato 
COD_MED_NR INTEGER 11  
ATR_DESCMED_TX TEXT 100  
ATR_APORTMED_TX TEXT 1  
ATR_SITMED_TX TEXT 2  
ATR_GENERIC_TX TEXT 1  
MET_PREUREFMED_NR REAL 24 6 
MET_PREUMED_NR REAL 24 6 
MET_PREUCOMMED_NR REAL 24 6 
ATR_TIPUSMED_TX TEXT 40  
ATR_VALINTMED_TX TEXT 17  
COD_LABMED_TX TEXT 4  
ATR_DESCLABMED_TX TEXT 40  
ATR_VALSANMED_TX TEXT 1  
ATR_VIAADMMED_TX TEXT 4  
ATR_INDCANMMED_TX TEXT 10  
DAT_NRUNITATSMED_NR INTEGER 6  
 
Table = [ODS].[OPPA_DIM_MEDICAMENT] 
SourceTable =[1 COD_MED_NR   1 11 0   
1   ATR_DESCMED_TX  0 100 1   
1   ATR_APORTMED_TX  0 1 2   
1   ATR_SITMED_TX  0 2 3   
1   ATR_GENERIC_TX  0 1 4   
1   MET_PREUREFMED_NR  2 24 5   
1  6  MET_PREUMED_NR  2 24 6   
1  6  MET_PREUCOMMED_NR  2 24 7   
1  6  ATR_TIPUSMED_TX  0 40 8   
1   ATR_VALINTMED_TX  0 17 9   
1   COD_LABMED_TX  0 4 10   
1   ATR_DESCLABMED_TX  0 40 11   
1   ATR_VALSANMED_TX  0 1 12   
1   ATR_VIAADMMED_TX  0 4 13   
1   ATR_INDCANMMED_TX  0 10 14   
1   DAT_NRUNITATSMED_NR  1 6 15   
1   ] 
Key =  
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BEGIN TABLE_DEFINITION 
 COD_MED_NR, INTEGER, 0, 11 
 ATR_DESCMED_TX, TEXT, 1, 100 
 ATR_APORTMED_TX, TEXT, 2, 1 
 ATR_SITMED_TX, TEXT, 3, 2 
 ATR_GENERIC_TX, TEXT, 4, 1 
 MET_PREUREFMED_NR, REAL, 5, 24 , " 6" 
 MET_PREUMED_NR, REAL, 6, 24 , " 6" 
 MET_PREUCOMMED_NR, REAL, 7, 24 , " 6" 
 ATR_TIPUSMED_TX, TEXT, 8, 40 
 ATR_VALINTMED_TX, TEXT, 9, 17 
 COD_LABMED_TX, TEXT, 10, 4 
 ATR_DESCLABMED_TX, TEXT, 11, 40 
 ATR_VALSANMED_TX, TEXT, 12, 1 
 ATR_VIAADMMED_TX, TEXT, 13, 4 
 ATR_INDCANMMED_TX, TEXT, 14, 10 
 DAT_NRUNITATSMED_NR, INTEGER, 15, 6 
END TABLE_DEFINITION 
20.11.10 Descripción y script de carga de la tabla 
OPPA_DIM_PRINCIPI_ACTIU 
Descripción de la tabla OPPA_DIM_PRINCIPI_ACTIU 
Nombre del campo Tipo Tamaño Formato 
COD_PA_TX TEXT 6  
ATR_DESCPA_TX TEXT 40  
 
Table = [ODS].[OPPA_DIM_PRINCIPI_ACTIU] 
SourceTable =[1 COD_PA_TX  0 6 0   
1   ATR_DESCPA_TX 0 40 1   
1   ] 
Key =  
BEGIN TABLE_DEFINITION 
 COD_PA_TX, TEXT, 0, 6 
 ATR_DESCPA_TX, TEXT, 1, 40 
END TABLE_DEFINITION 
20.11.11 Descripción y script de carga de la tabla OPPA_DIM_SEXE 
Descripción de la tabla OPPA_DIM_SEXE 
Nombre del campo Tipo Tamaño Formato 
COD_SEXE_TX TEXT 1  
ATR_SEXE_TX TEXT 4  
 
Table = [ODS].[OPPA_DIM_PRINCIPI_ACTIU] 
SourceTable =[1 COD_PA_TX  0 6 0   
1   ATR_DESCPA_TX 0 40 1   
1   ] 
Key =  
BEGIN TABLE_DEFINITION 
 COD_PA_TX, TEXT, 0, 6 
 ATR_DESCPA_TX, TEXT, 1, 40 
END TABLE_DEFINITION 
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20.11.12 Descripción y script de carga de la tabla 
OPPA_FACT_PRESCRIPCIO_ACTIVA 
Descripción de la tabla OPPA_FACT_PRESCRIPCIO_ACTIVA 
Nombre del campo Tipo Tamaño Formato 
COD_SECTOR_TX TEXT 4  
COD_PRESACT_NR INTEGER 11  
ATR_DATAPRES_DT DATETIME 19 CCYY MM DD HH:MM:SS 
ATR_PERIODICITAT_NR INTEGER 6  
ATR_PERIODICITATMAX_NR INTEGER 6  
ATR_DARRERRECEPTA_DT DATETIME 19 CCYY MM DD HH:MM:SS 
COD_CIPPAC_TX TEXT 13  
COD_NUMCOLPRES_TX TEXT 9  
ATR_TIPUSTRACT_NR INTEGER 6  
ATR_NUMPROD_NR INTEGER 6  
COD_MED_NR INTEGER 11  
ATR_PRODOFORM_TX TEXT 1  
ATR_DURADAPRES_NR INTEGER 6  
MET_FREQPRES_NR INTEGER 11  
MET_NUMPRES_NR REAL 24 6 
MET_QUANPRES_NR INTEGER 6  
MET_NUMENVPROD_NR INTEGER 6  
MET_NUMDISPPRES_NR INTEGER 6  
ATR_TIPUSRECEP_TX TEXT 1  
ATR_RESIDUAL_NR INTEGER 11  
ATR_DATAFIPRES_DT DATETIME 19 CCYY MM DD HH:MM:SS 
ATR_DATADARRERRECPRES_DT DATETIME 19 CCYY MM DD HH:MM:SS 
MET_NUMRECEP_NR INTEGER 6  
ATR_PERIODICITATPRESES_NR INTEGER 6  
ATR_SINCRONIA_NR INTEGER 6  
MET_UNITATS_TX TEXT 2  
MET_QUANTITATTOTAL_NR INTEGER 6  
MET_COSTTRACTAMENT_NR REAL 24 6 
MET_COSTDIARITRACTAMENT_NR REAL 24 6 
ATR_MEDAGCR_TX TEXT 16  
COD_PAPRINCIPAL_TX TEXT 6  
COD_PSMOTIUPRES_TX TEXT 6  
COD_ATC7_TX TEXT 7  
COD_ATC5_TX TEXT 5  
COD_ATC4_TX TEXT 4  
COD_ATC3_TX TEXT 3  
ATR_DESCFORMAFARMA_TX TEXT 40  
COD_PAPRINCIPAL_NR INTEGER 11  
COD_CIPPAC_NR INTEGER 11  
 
Table = [ODS].[OPPA_FACT_PRESCRIPCIO_ACTIVA] 
SourceTable =[1 COD_SECTOR_TX   0 4 0 
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1   COD_PRESACT_NR   1 11 1  
1   ATR_DATAPRES_DT   7 19 2  
1 CCYY MM DD HH:MM:SS   
   ATR_PERIODICITAT_NR   1 6 3  
1   ATR_PERIODICITATMAX_NR  1 6 4  
1   ATR_DARRERRECEPTA_DT  7 19 5  
1 CCYY MM DD HH:MM:SS   
   COD_CIPPAC_TX   0 13 6  
1   COD_NUMCOLPRES_TX   0 9 7  
1   ATR_TIPUSTRACT_NR   1 6 8  
1   ATR_NUMPROD_NR   1 6 9  
1   COD_MED_NR    1 11 10  
1   ATR_PRODOFORM_TX   0 1 11  
1   ATR_DURADAPRES_NR   1 6 12  
1   MET_FREQPRES_NR   1 11 13  
1   MET_NUMPRES_NR   2 24 14  
1 6  MET_QUANPRES_NR   1 6 15  
1   MET_NUMENVPROD_NR   1 6 16  
1   MET_NUMDISPPRES_NR   1 6 17  
1   ATR_TIPUSRECEP_TX   0 1 18  
1   ATR_RESIDUAL_NR   1 11 19  
1   ATR_DATAFIPRES_DT   7 19 20  
1 CCYY MM DD HH:MM:SS   
   ATR_DATADARRERRECPRES_DT  7 19 21  
1 CCYY MM DD HH:MM:SS   
   MET_NUMRECEP_NR   1 6 22  
1   ATR_PERIODICITATPRESES_NR  1 6 23  
1   ATR_SINCRONIA_NR   1 6 24  
1   MET_UNITATS_TX   0 2 25  
1   MET_QUANTITATTOTAL_NR  1 6 26  
1   MET_COSTTRACTAMENT_NR  2 24 27  
1  6  MET_COSTDIARITRACTAMENT_NR 2 24 28  
1  6  ATR_MEDAGCR_TX   0 16 29  
1   COD_PAPRINCIPAL_TX   0 6 30  
1   COD_PSMOTIUPRES_TX   0 6 31  
1   COD_ATC7_TX    0 7 32  
1   COD_ATC5_TX    0 5 33  
1   COD_ATC4_TX    0 4 34  
1   COD_ATC3_TX    0 3 35  
1   ATR_DESCFORMAFARMA_TX  0 40 36  
1   COD_PAPRINCIPAL_NR   1 11 37  
1   COD_CIPPAC_NR   1 11 38 
  
1   ] 
Key =  
BEGIN TABLE_DEFINITION 
 COD_SECTOR_TX, TEXT, 0, 4 
 COD_PRESACT_NR, INTEGER, 1, 11 
 ATR_DATAPRES_DT, DATETIME, 2, 19 , "CCYY MM DD HH:MM:SS" 
 ATR_PERIODICITAT_NR, INTEGER, 3, 6 
 ATR_PERIODICITATMAX_NR, INTEGER, 4, 6 
 ATR_DARRERRECEPTA_DT, DATETIME, 5, 19 , "CCYY MM DD HH:MM:SS" 
 COD_CIPPAC_TX, TEXT, 6, 13 
 COD_NUMCOLPRES_TX, TEXT, 7, 9 
 ATR_TIPUSTRACT_NR, INTEGER, 8, 6 
 ATR_NUMPROD_NR, INTEGER, 9, 6 
 COD_MED_NR, INTEGER, 10, 11 
 ATR_PRODOFORM_TX, TEXT, 11, 1 
 ATR_DURADAPRES_NR, INTEGER, 12, 6 
 MET_FREQPRES_NR, INTEGER, 13, 11 
 MET_NUMPRES_NR, REAL, 14, 24 , "6" 
 MET_QUANPRES_NR, INTEGER, 15, 6 
 MET_NUMENVPROD_NR, INTEGER, 16, 6 
 MET_NUMDISPPRES_NR, INTEGER, 17, 6 
 ATR_TIPUSRECEP_TX, TEXT, 18, 1 
 ATR_RESIDUAL_NR, INTEGER, 19, 11 
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 ATR_DATAFIPRES_DT, DATETIME, 20, 19 , "CCYY MM DD HH:MM:SS" 
 ATR_DATADARRERRECPRES_DT, DATETIME, 21, 19 , "CCYY MM DD HH:MM:SS" 
 MET_NUMRECEP_NR, INTEGER, 22, 6 
 ATR_PERIODICITATPRESES_NR, INTEGER, 23, 6 
 ATR_SINCRONIA_NR, INTEGER, 24, 6 
 MET_UNITATS_TX, TEXT, 25, 2 
 MET_QUANTITATTOTAL_NR, INTEGER, 26, 6 
 MET_COSTTRACTAMENT_NR, REAL, 27, 24 , " 6" 
 MET_COSTDIARITRACTAMENT_NR, REAL, 28, 24 , " 6" 
 ATR_MEDAGCR_TX, TEXT, 29, 16 
 COD_PAPRINCIPAL_TX, TEXT, 30, 6 
 COD_PSMOTIUPRES_TX, TEXT, 31, 6 
 COD_ATC7_TX, TEXT, 32, 7 
 COD_ATC5_TX, TEXT, 33, 5 
 COD_ATC4_TX, TEXT, 34, 4 
 COD_ATC3_TX, TEXT, 35, 3 
 ATR_DESCFORMAFARMA_TX, TEXT, 36, 40 
 COD_PAPRINCIPAL_NR, INTEGER, 37, 11 
 COD_CIPPAC_NR, INTEGER, 38, 11 
END TABLE_DEFINITION 
20.11.13 Descripción y script de carga de la tabla OPPA_FACT_PS 
Descripción de la tabla OPPA_FACT_PS 
Nombre del campo Tipo Tamaño Formato 
COD_SECTOR_TX TEXT 4  
COD_CIPPAC_TX TEXT 13  
COD_PS_TX TEXT 6  
COD_CIPPAC_NR INTEGER 11  
 
Table = [ODS].[OPPA_FACT_PS] 
SourceTable =[1 COD_SECTOR_TX 0 4 0   
1   COD_CIPPAC_TX 0 13 1   
1   COD_PS_TX  0 6 2   
1   COD_CIPPAC_NR 1 11 3   
1   ] 
Key =  
BEGIN TABLE_DEFINITION 
 COD_SECTOR_TX, TEXT, 0, 4 
 COD_CIPPAC_TX, TEXT, 1, 13 
 COD_PS_TX, TEXT, 2, 6 
 COD_CIPPAC_NR, INTEGER, 3, 11 
END TABLE_DEFINITION 
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20.12 Carga del modelo de datos en QlikView 
20.12.1 Proceso seguido para realizar la carga del modelo de datos 
En este apartado se describe el proceso de carga del modelo de datos en la aplicación 
QlikView, y con el que se realizaran las distintas pruebas. QlikView permite a los usuarios 
desarrollar aplicaciones de análisis de datos procedentes de distintas fuentes, previamente 
cargados mediante un script. Cada aplicación dispone de un único script para realizar la carga, 
y cada vez que éste se ejecuta, los datos que actualmente se encuentran en la aplicación en 
desarrollo se borran de ésta, y se cargan los nuevos datos especificados en el script. La ventaja 
es que en QlikView no es necesario hacer ningún proceso de tratamiento previo en los datos, 
ya que una vez cargados, relaciona las tablas automáticamente por los campos comunes, de 
forma que los datos están listos para analizar. 
QlikView dispone del Editor de Script para configurar el script de carga, que se puede acceder a 
él mediante la opción Editor de Script del menú Archivo. En la Figura 20-380 se muestra el 
aspecto de la ventana del Editor de Script. En este caso, el modelo a cargar se encuentra en 
formato de ficheros planos. Para configurar la carga, hacer clic en el botón de Ficheros Planos 
del Editor, y aparecerá el cuadro de diálogo de la Figura 20-381, para poder seleccionar los 
ficheros de texto correspondientes al modelo. 
 
Figura 20-380 Ventana del Editor de Script. Clic en el botón Ficheros Planos para seleccionar los ficheros de texto 
que contienen los datos del modelo. 
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Figura 20-381 Seleccionar los ficheros de texto a cargar. Clic en el botón Abrir una vez se hayan seleccionado. 
Automáticamente se iniciará el Asistente de Archivo, desde el cual se configura la carga de 
cada uno de los ficheros seleccionados en el paso anterior. En este caso, todos los ficheros son 
de tipo delimitado, utilizan como separador el carácter de barra vertical |, e incluyen las 
etiquetas con el nombre de cada columna. Por lo tanto, se debe seleccionar la opción 
Delimitado en el marco Tipos de Archivos; seleccionar el carácter | como separador, mediante 
la opción <Personalizar…> del cuadro desplegable Separador (ver Figura 20-383); y 
posteriormente, seleccionar la opción Etiquetas Incluidas del cuadro desplegable Etiquetas. 
 
Figura 20-382 Asistente de Archivo. 
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Figura 20-383 Para establecer el carácter | como separador, seleccionar la opción <Personalizar…> del cuadro 
desplegable Separador. En la lista de la ventana Selector de Delimitador, seleccionar el carácter |, y hacer clic en 
el botón Aceptar para confirmar la selección. 
En el mismo Asistente de Archivo, se muestra una parte del conjunto de datos que contiene el 
fichero actual. Una vez los datos aparezcan correctamente (ver Figura 20-384), se puede cerrar 
el asistente haciendo clic en el botón Finalizar. Aunque éste ofrece más funcionalidades al 
usuario mediante el botón Siguiente, en este caso, no se requiere realizar ninguna acción más 
sobre los datos. 
Como se ha seleccionado más de un archivo para cargar, mientras queden ficheros a 
configurar, al hacer clic en el botón Finalizar se volverá a iniciar el Asistente de Archivo. Se 
deben repetir los mismos pasos descritos anteriormente para cada uno de los ficheros. 
ESTUDIO COMPARATIVO DE BASES DE DATOS ANALÍTICAS Anexo 
386 
 
 
 
Figura 20-384 Una vez configuradas las opciones de carga para el fichero actual, 
hacer clic en Finalizar para cerrar el asistente. 
Una vez se hayan configurado las opciones de carga para todos los ficheros, ya se dispone del 
script necesario para cargar el modelo en la aplicación de QlikView (ver Figura 20-385). En el 
apartado 20.12.2 Script de carga utilizado para la primera carga de los datos, se incluye el 
script de carga completo. 
 
Figura 20-385 Editor de Script con el script de configuración para la carga de los ficheros. 
Clic en el botón Aceptar para cerrar el editor. 
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Para proceder a la carga de los datos es necesario cerrar el Editor de Script, haciendo clic en 
Aceptar. Para iniciar el proceso, simplemente se debe hacer clic en la opción Ejecutar Script 
del menú Archivo. Si la aplicación en desarrollo todavía no se ha guardado en un fichero, 
aparecerá un mensaje, como el de la Figura 20-386, advirtiendo que se debe guardar antes de 
iniciar el proceso de carga de datos; si éste es el caso, hacer clic en el botón Aceptar, y a 
continuación, aparecerá un cuadro de diálogo con el cual se puede especificar donde se desea 
guardar la aplicación. Si ya estaba guardada previamente, o se acaba de guardar después de 
aparecer el mensaje de advertencia, el proceso de ejecución del script se iniciará 
automáticamente (ver Figura 20-387). 
Una vez el proceso de carga haya finalizado, hacer clic en el botón Cerrar. Se puede ver el 
esquema de tablas resultante, mediante la opción Visor de tablas del menú Archivo (ver 
Figura 20-388). 
 
Figura 20-386 Mensaje que advierte que se debe guardar antes de iniciar el proceso de carga de datos. Clic en el 
botón Aceptar, y a continuación, aparecerá un cuadro de dialogo para guardar la aplicación en un fichero. Una 
vez guardada, se iniciará el proceso de ejecución del script automáticamente. 
 
Figura 20-387 Transcurso de ejecución del script. Una vez cargados los datos, hacer clic en el botón Cerrar. 
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Figura 20-388 Esquema de tablas resultante.
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El proceso de carga puede llegar a ser muy lento dependiendo del volumen de datos a cargar 
en la aplicación, y más pesado resulta si se deben recargar los datos con frecuencia. QlikView 
dispone de un tipo de fichero de datos optimizado llamado QVD,  que permite realizar cargas 
bastante más rápidas respecto a otros métodos de carga como son los ficheros de texto. Cada 
fichero QVD está pensado para almacenar los datos de una única tabla, y su creación es muy 
sencilla, basta con añadir al final del script de carga unas líneas de código. 
A continuación, se muestran las líneas de código utilizadas para crear los ficheros QVD, y que 
en este caso, se han añadido al script de carga original que se ha generado mediante el 
asistente (el script resultante se puede ver en el apartado 20.12.2 Script de carga utilizado 
para la primera carga de los datos): 
STORE OPPA_DIM_CAT_PATOLOGIES INTO  
C:\DatosQVD\OPPA_DIM_CAT_PATOLOGIES.qvd; 
STORE OPPA_DIM_CODIS_ATC INTO C:\DatosQVD\OPPA_DIM_CODIS_ATC.qvd; 
STORE OPPA_DIM_CRONIC INTO C:\DatosQVD\OPPA_DIM_CRONIC.qvd; 
STORE OPPA_DIM_EDAT INTO C:\DatosQVD\OPPA_DIM_EDAT.qvd; 
STORE OPPA_DIM_ESTR_ORGANITZATIVA INTO  
C:\DatosQVD\OPPA_DIM_ESTR_ORGANITZATIVA.qvd; 
STORE OPPA_DIM_MEDICAMENT INTO C:\DatosQVD\OPPA_DIM_MEDICAMENT.qvd; 
STORE OPPA_DIM_PRINCIPI_ACTIU INTO  
C:\DatosQVD\OPPA_DIM_PRINCIPI_ACTIU.qvd; 
STORE OPPA_DIM_SEXE INTO C:\DatosQVD\OPPA_DIM_SEXE.qvd; 
STORE OPPA_FACT_PRESCRIPCIO_ACTIVA INTO  
C:\DatosQVD\OPPA_FACT_PRESCRIPCIO_ACTIVA.qvd; 
STORE OPPA_FACT_PS INTO C:\DatosQVD\OPPA_FACT_PS.qvd;  
 
Así pues, se ha aprovechado la primera ejecución del script que carga los datos, para generar 
los ficheros QVD al final del proceso, y de esta forma, las próximas cargas se realizarán mucho 
más rápido. 
Para configurar el script que carga los datos desde los ficheros QVD, se deben seguir los 
mismos pasos que se han descrito anteriormente para cargar desde los ficheros de texto, pero 
esta vez, a la hora de escoger los ficheros a cargar, seleccionar los archivos QVD creados. En la 
Figura 20-389, se muestra el Asistente de Archivo para los ficheros de tipo QVD, y que aparece 
después de hacer clic en el botón Abrir del cuadro de diálogo donde se seleccionan los ficheros 
a cargar. 
Cuando aparece el asistente de archivo, simplemente hacer clic en el botón Finalizar, ya que 
en este caso, los ficheros QVD no necesitan ningún tipo de configuración especial para la 
carga. Al hacer clic en Finalizar, de nuevo aparecerá el Asistente de Archivo para el siguiente 
fichero seleccionado, y por lo tanto, se debe volver a hacer clic en el botón Finalizar hasta 
completar el proceso. 
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Figura 20-389 Aspecto del Asistente de Archivo para los ficheros de Tipo QVD. 
Ahora se dispone de un nuevo script de carga de datos a partir de los ficheros QVD generados. 
Se puede ver el script completo en el apartado 20.12.3 Script de carga de los archivos QVD 
optimizados. 
De forma análoga al proceso de carga a partir de los ficheros de texto, el siguiente paso es 
ejecutar el script. Para ello, hacer clic en el botón Aceptar del Editor de Script, y a 
continuación, seleccionar la opción Ejecutar Script del menú Archivo. Una vez terminada la 
carga, ahora mucho más rápida, la aplicación de QlikView dispone de los datos con los que se 
realizarán las pruebas. 
20.12.2 Script de carga utilizado para la primera carga de los datos 
SET ThousandSep='.'; 
SET DecimalSep=','; 
SET MoneyThousandSep='.'; 
SET MoneyDecimalSep=','; 
SET MoneyFormat='#.##0,00 €;-#.##0,00 €'; 
SET TimeFormat='h:mm:ss'; 
SET DateFormat='DD/MM/YYYY'; 
SET TimestampFormat='DD/MM/YYYY h:mm:ss[.fff]'; 
SET MonthNames='ene;feb;mar;abr;may;jun;jul;ago;sep;oct;nov;dic'; 
SET DayNames='lun;mar;mié;jue;vie;sáb;dom'; 
 
LOAD COD_PS_TX,  
 ATR_DESCPS_TX,  
 COD_AGRPS_TX,  
 ATR_AGRDESCPS_TX,  
 COD_NIVINT_TX,  
 ATR_DESCNIVINT_TX,  
 COD_CAPITOL_TX,  
 ATR_DESCCAPITOL_TX 
FROM C:\Datos\OPPA_DIM_CAT_PATOLOGIES.txt 
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(txt, codepage is 1252, embedded labels, delimiter is '|', msq); 
 
LOAD COD_ATC_TX,  
 COD_GRUPANATOMIC_TX,  
 ATR_DESCGRUPANATOMIC_TX,  
 COD_GRUPTERAPEUTIC_TX,  
 ATR_DESCGRUPTERAPEUTIC_TX,  
 COD_SUBGRUPARMAC_TX,  
 ATR_DESCSUBGRUPFARMAC_TX,  
 COD_SUBGRUPQUIMIC_TX,  
 ATR_DESCSUBGRUQUIMIC_TX,  
 COD_SUBSTFARMA_TX,  
 ATR_DESCSUBSTFARMA_TX 
FROM C:\Datos\OPPA_DIM_CODIS_ATC.txt 
(txt, codepage is 1252, embedded labels, delimiter is '|', msq); 
 
LOAD ATR_MEDAGCR_TX,  
 ATR_DESCCRONIC_TX 
FROM C:\Datos\OPPA_DIM_CRONIC.txt 
(txt, codepage is 1252, embedded labels, delimiter is '|', msq); 
 
LOAD COD_FRANJA_NR,  
 ATR_FRANJA_TX,  
 COD_CICLEVITAL_NR,  
 ATR_CICLEVITAL_TX 
FROM C:\Datos\OPPA_DIM_EDAT.txt 
(txt, codepage is 1252, embedded labels, delimiter is '|', msq); 
 
LOAD COD_CIPPAC_TX,  
 COD_CIPPAC_NR AS COD_CIPPAC_NR_EO,  
 COD_SECTOR_TX,  
 ATR_SEXEPAC_TX AS COD_SEXE_TX,  
 ATR_EDATPAC_NR,  
 COD_FRANJA_NR, 
 ATR_DATANAIXPAC_DT,  
 COD_NUMCOL_TX,  
 ATR_NOMMETGE_TX,  
 ATR_ESPECIALITACOL_TX,  
 COD_UP_TX,  
 ATR_CODISCSUP_TX,  
 ATR_DESCUP_TX,  
 COD_SAP_TX,  
 ATR_DESCSAP_TX,  
 COD_AMBIT_TX,  
 ATR_DESCAMBIT_TX 
FROM C:\Datos\OPPA_DIM_ESTR_ORGANITZATIVA.txt 
(txt, codepage is 1252, embedded labels, delimiter is '|', msq); 
 
LOAD COD_MED_NR,  
 ATR_DESCMED_TX,  
 ATR_APORTMED_TX,  
 ATR_SITMED_TX,  
 ATR_GENERIC_TX,  
 MET_PREUREFMED_NR,  
 MET_PREUMED_NR,  
 MET_PREUCOMMED_NR,  
 ATR_TIPUSMED_TX,  
 ATR_VALINTMED_TX,  
 COD_LABMED_TX,  
 ATR_DESCLABMED_TX,  
 ATR_VALSANMED_TX,  
 ATR_VIAADMMED_TX,  
 ATR_INDCANMMED_TX,  
 DAT_NRUNITATSMED_NR 
FROM C:\Datos\OPPA_DIM_MEDICAMENT.txt 
(txt, codepage is 1252, embedded labels, delimiter is '|', msq); 
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LOAD COD_PA_TX,  
 ATR_DESCPA_TX 
FROM C:\Datos\OPPA_DIM_PRINCIPI_ACTIU.txt 
(txt, codepage is 1252, embedded labels, delimiter is '|', msq); 
 
LOAD COD_SEXE_TX,  
 ATR_SEXE_TX 
FROM C:\Datos\OPPA_DIM_SEXE.txt 
(txt, codepage is 1252, embedded labels, delimiter is '|', msq); 
 
LOAD COD_SECTOR_TX,  
 COD_PRESACT_NR,  
 ATR_DATAPRES_DT,  
 ATR_PERIODICITAT_NR,  
 ATR_PERIODICITATMAX_NR,  
 ATR_DARRERRECEPTA_DT,  
 COD_CIPPAC_TX,  
 COD_NUMCOLPRES_TX,  
 ATR_TIPUSTRACT_NR,  
 ATR_NUMPROD_NR,  
 COD_MED_NR,  
 ATR_PRODOFORM_TX,  
 ATR_DURADAPRES_NR,  
 MET_FREQPRES_NR,  
 MET_NUMPRES_NR,  
 MET_QUANPRES_NR,  
 MET_NUMENVPROD_NR,  
 MET_NUMDISPPRES_NR,  
 ATR_TIPUSRECEP_TX,  
 ATR_RESIDUAL_NR,  
 ATR_DATAFIPRES_DT,  
 ATR_DATADARRERRECPRES_DT,  
 MET_NUMRECEP_NR,  
 ATR_PERIODICITATPRESES_NR,  
 ATR_SINCRONIA_NR,  
 MET_UNITATS_TX,  
 MET_QUANTITATTOTAL_NR,  
 MET_COSTTRACTAMENT_NR,  
 MET_COSTDIARITRACTAMENT_NR,  
 ATR_MEDAGCR_TX,  
 COD_PAPRINCIPAL_TX AS COD_PA_TX,  
 COD_PSMOTIUPRES_TX,  
 COD_ATC7_TX AS COD_ATC_TX,  
 COD_ATC5_TX,  
 COD_ATC4_TX,  
 COD_ATC3_TX,  
 ATR_DESCFORMAFARMA_TX,  
 COD_PAPRINCIPAL_NR,  
 COD_CIPPAC_NR AS COD_CIPPAC_NR_PA 
FROM C:\Datos\OPPA_FACT_PRESCRIPCIO_ACTIVA.txt 
(txt, codepage is 1252, embedded labels, delimiter is '|', msq); 
 
LOAD COD_SECTOR_TX,  
 COD_CIPPAC_TX,  
 COD_PS_TX,  
 COD_CIPPAC_NR AS COD_CIPPAC_NR_PS 
FROM C:\Datos\OPPA_FACT_PS.txt 
(txt, codepage is 1252, embedded labels, delimiter is '|', msq);  
 
STORE OPPA_DIM_CAT_PATOLOGIES INTO  
C:\DatosQVD\OPPA_DIM_CAT_PATOLOGIES.qvd; 
STORE OPPA_DIM_CODIS_ATC INTO C:\DatosQVD\OPPA_DIM_CODIS_ATC.qvd; 
STORE OPPA_DIM_CRONIC INTO C:\DatosQVD\OPPA_DIM_CRONIC.qvd; 
STORE OPPA_DIM_EDAT INTO C:\DatosQVD\OPPA_DIM_EDAT.qvd; 
STORE OPPA_DIM_ESTR_ORGANITZATIVA INTO  
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C:\DatosQVD\OPPA_DIM_ESTR_ORGANITZATIVA.qvd; 
STORE OPPA_DIM_MEDICAMENT INTO C:\DatosQVD\OPPA_DIM_MEDICAMENT.qvd; 
STORE OPPA_DIM_PRINCIPI_ACTIU INTO  
C:\DatosQVD\OPPA_DIM_PRINCIPI_ACTIU.qvd; 
STORE OPPA_DIM_SEXE INTO C:\DatosQVD\OPPA_DIM_SEXE.qvd; 
STORE OPPA_FACT_PRESCRIPCIO_ACTIVA INTO  
C:\DatosQVD\OPPA_FACT_PRESCRIPCIO_ACTIVA.qvd; 
STORE OPPA_FACT_PS INTO C:\DatosQVD\OPPA_FACT_PS.qvd; 
20.12.3 Script de carga de los archivos QVD optimizados 
SET ThousandSep='.'; 
SET DecimalSep=','; 
SET MoneyThousandSep='.'; 
SET MoneyDecimalSep=','; 
SET MoneyFormat='#.##0,00 €;-#.##0,00 €'; 
SET TimeFormat='h:mm:ss'; 
SET DateFormat='DD/MM/YYYY'; 
SET TimestampFormat='DD/MM/YYYY h:mm:ss[.fff]'; 
SET MonthNames='ene;feb;mar;abr;may;jun;jul;ago;sep;oct;nov;dic'; 
SET DayNames='lun;mar;mié;jue;vie;sáb;dom'; 
 
LOAD COD_PS_TX,  
 ATR_DESCPS_TX,  
 COD_AGRPS_TX,  
 ATR_AGRDESCPS_TX,  
 COD_NIVINT_TX,  
 ATR_DESCNIVINT_TX,  
 COD_CAPITOL_TX,  
 ATR_DESCCAPITOL_TX 
FROM C:\DatosQVD\OPPA_DIM_CAT_PATOLOGIES.qvd (qvd); 
 
LOAD COD_ATC_TX,  
 COD_GRUPANATOMIC_TX,  
 ATR_DESCGRUPANATOMIC_TX,  
 COD_GRUPTERAPEUTIC_TX,  
 ATR_DESCGRUPTERAPEUTIC_TX,  
 COD_SUBGRUPARMAC_TX,  
 ATR_DESCSUBGRUPFARMAC_TX,  
 COD_SUBGRUPQUIMIC_TX,  
 ATR_DESCSUBGRUQUIMIC_TX,  
 COD_SUBSTFARMA_TX,  
 ATR_DESCSUBSTFARMA_TX 
FROM C:\DatosQVD\OPPA_DIM_CODIS_ATC.qvd (qvd); 
 
LOAD ATR_MEDAGCR_TX,  
 ATR_DESCCRONIC_TX 
FROM C:\DatosQVD\OPPA_DIM_CRONIC.qvd (qvd); 
 
LOAD COD_FRANJA_NR,  
 ATR_FRANJA_TX,  
 COD_CICLEVITAL_NR,  
 ATR_CICLEVITAL_TX 
FROM C:\DatosQVD\OPPA_DIM_EDAT.qvd (qvd); 
 
LOAD COD_CIPPAC_TX,  
 COD_CIPPAC_NR AS COD_CIPPAC_NR_EO,  
 COD_SECTOR_TX,  
 ATR_SEXEPAC_TX AS COD_SEXE_TX,  
 ATR_EDATPAC_NR,  
 COD_FRANJA_NR, 
 ATR_DATANAIXPAC_DT,  
 COD_NUMCOL_TX,  
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 ATR_NOMMETGE_TX,  
 ATR_ESPECIALITACOL_TX,  
 COD_UP_TX,  
 ATR_CODISCSUP_TX,  
 ATR_DESCUP_TX,  
 COD_SAP_TX,  
 ATR_DESCSAP_TX,  
 COD_AMBIT_TX,  
 ATR_DESCAMBIT_TX 
FROM C:\DatosQVD\OPPA_DIM_ESTR_ORGANITZATIVA.qvd (qvd); 
 
LOAD COD_MED_NR,  
 ATR_DESCMED_TX,  
 ATR_APORTMED_TX,  
 ATR_SITMED_TX,  
 ATR_GENERIC_TX,  
 MET_PREUREFMED_NR,  
 MET_PREUMED_NR,  
 MET_PREUCOMMED_NR,  
 ATR_TIPUSMED_TX,  
 ATR_VALINTMED_TX,  
 COD_LABMED_TX,  
 ATR_DESCLABMED_TX,  
 ATR_VALSANMED_TX,  
 ATR_VIAADMMED_TX,  
 ATR_INDCANMMED_TX,  
 DAT_NRUNITATSMED_NR 
FROM C:\DatosQVD\OPPA_DIM_MEDICAMENT.qvd (qvd); 
 
LOAD COD_PA_TX,  
 ATR_DESCPA_TX 
FROM C:\DatosQVD\OPPA_DIM_PRINCIPI_ACTIU.qvd (qvd); 
 
LOAD COD_SEXE_TX,  
 ATR_SEXE_TX 
FROM C:\DatosQVD\OPPA_DIM_SEXE.qvd (qvd); 
 
LOAD COD_SECTOR_TX,  
 COD_PRESACT_NR,  
 ATR_DATAPRES_DT,  
 ATR_PERIODICITAT_NR,  
 ATR_PERIODICITATMAX_NR,  
 ATR_DARRERRECEPTA_DT,  
 COD_CIPPAC_TX,  
 COD_NUMCOLPRES_TX,  
 ATR_TIPUSTRACT_NR,  
 ATR_NUMPROD_NR,  
 COD_MED_NR,  
 ATR_PRODOFORM_TX,  
 ATR_DURADAPRES_NR,  
 MET_FREQPRES_NR,  
 MET_NUMPRES_NR,  
 MET_QUANPRES_NR,  
 MET_NUMENVPROD_NR,  
 MET_NUMDISPPRES_NR,  
 ATR_TIPUSRECEP_TX,  
 ATR_RESIDUAL_NR,  
 ATR_DATAFIPRES_DT,  
 ATR_DATADARRERRECPRES_DT,  
 MET_NUMRECEP_NR,  
 ATR_PERIODICITATPRESES_NR,  
 ATR_SINCRONIA_NR,  
 MET_UNITATS_TX,  
 MET_QUANTITATTOTAL_NR,  
 MET_COSTTRACTAMENT_NR,  
 MET_COSTDIARITRACTAMENT_NR,  
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 ATR_MEDAGCR_TX,  
 COD_PAPRINCIPAL_TX AS COD_PA_TX,  
 COD_PSMOTIUPRES_TX,  
 COD_ATC7_TX AS COD_ATC_TX,  
 COD_ATC5_TX,  
 COD_ATC4_TX,  
 COD_ATC3_TX,  
 ATR_DESCFORMAFARMA_TX,  
 COD_PAPRINCIPAL_NR,  
 COD_CIPPAC_NR AS COD_CIPPAC_NR_PA 
FROM C:\DatosQVD\OPPA_FACT_PRESCRIPCIO_ACTIVA.qvd (qvd); 
 
LOAD COD_SECTOR_TX,  
 COD_CIPPAC_TX,  
 COD_PS_TX,  
 COD_CIPPAC_NR AS COD_CIPPAC_NR_PS 
FROM C:\DatosQVD\OPPA_FACT_PS.qvd (qvd); 
 
