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Utilisation des longues focales lors des prises de vues stéréoscopiques




Nous analysons la problématique du changement de focale
lors des prises de vues stéréoscopiques pour le cinéma ou
la télévision 3D. Ces changements affectent deux éléments
importants de l’affichage de la scène filmée : la rondeur
des objets et la limite de divergence oculaire. Chaque élé-
ment détermine un entraxe des caméras. Selon la configu-
ration, cet entraxe peut être différent et incompatible, d’au-
tant plus que les focales sont longues. En pratique ce phé-
nomène restreint l’utilisation des très longues focales lors
des tournages. Afin de permettre son utilisation, nous pro-
posons une solution basée sur l’utilisation de 3 caméras.
Mots Clef
Cinéma stéréoscopique, Disparity Mapping, rondeur, di-
vergence oculaire, distance focale.
Abstract
We study the behavior of the rendered 3D scene when chan-
ging the focal length of a binocular acquisition system.
Changing the focal length impacts two main features of
the rendered scene : the roundness factor and the eye di-
vergence. Each feature implies an interaxial distance bet-
ween the cameras. In some cases those two distances are
different and incompatible. The bigger the focal length, the
bigger the incompatibility. In practice this leads to a res-
triction on the size of the focal length used for 3d acqui-
sition. To allow the use of the big focal length lenses we
propose a method based on 3 cameras.
Keywords
Stereoscopic cinema, disparity mapping, roundness factor,
eye divergence, focal length.
1 Introduction
La création de contenu 3D est en plein essor. Néanmoins,
certains usages du tournage de films 2D ne sont pas faci-
lement transposables lors de l’acquisition 3D. Les longues
focales en sont un exemple. Les longues focales sont sou-
vent utilisées pour « se rapprocher de l’action » quand il
est physiquement impossible d’approcher la caméra. Le
sport ou les documentaires animaliers constituent des bons
exemples où les longues focales sont souvent utilisées.
Nous analysons les effets de son utilisation et proposons
des pistes pour résoudre le problème.











Cl, Cr centre optique caméra centre optique œil
P point scène physique point 3D perçu
Ml, Mr points image de P points écran
b entraxe caméras interoculaire humain
H distance de convergence distance à l’écran
W largeur plan convergence taille écran
Z profondeur réelle profondeur perçue
d disparité gauche-droite (en fraction de W )
FIG. 1 – Paramètres décrivant la géométrie du tournage et
celle de l’affichage.
Nous pouvons formaliser le processus de capture d’une
scène 3D et son affichage dans la salle de projection
comme une transformation de l’espace 3D T : R3 → R3
qui dépend des paramètres d’acquisition et d’affichage. Ces
paramètres sont détaillés sur la Fig. 1 [1]. Dans notre étude,
nous nous intéressons aux déformations de la profondeur.
La profondeur perçue Z ′, en fonction des paramètres de












Deux éléments importants lors de l’affichage de la scène
sont d’éviter la divergence oculaire et d’assurer la rondeur
souhaité du sujet filmé. Nous étudions ensuite ses relations
avec les paramètres H et W .
2.1 Rondeur d’un élément
La rondeur d’un élément ρ est définie comme le rapport




tion de largeur apparente ∂X
′
∂X
[1]. Si on se place dans le













Si on veut garder une rondeur constante sur le sujet, b doit




H = kH. (3)
2.2 Divergence oculaire










2.3 Problématique du changement de focale
Lors d’un changement de focale, les paramètres d’ac-
quisition sont modifiés. Si l’objet reste à la même dis-
tance (H →), un incrément de focale fera diminuer W :
(H →,W ↓). Si l’objet s’éloigne (H ↑), on peut aug-
menter la focale pour le garder avec la même taille sur
l’écran (W →) : (H ↑,W →). Ou si l’objet s’approche
(H ↓,W →).
Les contraintes (3) et (4) dépendent des paramètres H et
W respectivement. Et la modification de la focale donne
des brond et bdiv incompatibles :
– Si (H ↑, W →) ⇒ (brond ↑, bdiv →)
– Si (H →, W ↓) ⇒ (brond →, bdiv ↓)
Le rapport entre brond et bdiv est proportionnel au rapport
entre H et W . Dans le cas des très longues focales ce der-
nier peut facilement atteindre 50 : 1, impliquant une forte
incompatibilité entre les entraxes théoriques.
2.4 Travaux antérieurs
Bien que la problématique des longues focales n’ait pas été
traitée explicitement, dans la littérature plusieurs auteurs
ont traité le problème du disparity mapping [2, 3, 4]. Il
s’agit de modifier la disparité des éléments de la scène pour
éviter la divergence oculaire, leur donner la rondeur désirée
ou encore d’autres effets artistiques. Dans ces méthodes,
on retrouve une fonction φ(d) : R → R qui transforme
la disparité originale d’une paire stéréoscopique en celle
souhaitée.
Devernay et al. [1] traitent le problème de changement de
taille d’écran et proposent une méthode de rendu basée
sur l’interpolation de points de vues. Lang et al. [3] pro-
posent une méthode de warp d’image basée sur des indices
de saillance[6], afin de respecter les parties de l’image qui
vont attirer l’attention visuelle. Tan, Lau et al. [4] s’ins-
pirent fortement de [3] mais proposent d’utiliser des élé-
ments haut niveau (droites et plans) plutôt que la saillance.
Ils obtiennent des très bons résultats visuels. Dans cet ar-
ticle, ils appliquent une transformation de disparité avec un
rapport 2 :1, qu’ils considèrent déjà comme une grande dé-
formation. Dans toutes les méthodes proposées, φ(d) n’in-
troduit jamais des déformations de l’image équivalentes à
l’utilisation des longues focales.
Dans le cas d’images de synthèse, Neuman [5] propose
une technique dite multi-rigging. Cette méthode utilise plu-
sieurs configurations de caméras pour faire plusieurs ren-
dus stéréoscopiques de chaque élément de la scène, puis
les mélanger. Il a donc la possibilité de faire un rendu avec
bdiv et un avec brond, puis composer le résultat en une seule
image finale en utilisant l’information de profondeur de sa
scène.
2.5 Approche proposée
Pour la prise de vues réelle nous proposons une méthode
analogue à [5] utilisant trois caméras : la première et la
deuxième avec un entraxe bdiv (eq. 4), et la première et la
troisième avec un entraxe brond (eq. 3). À partir de ces trois
images, nous cherchons à composer l’image qui respectera
à la fois la règle des infinis et la rondeur du sujet.
Quand on veut générer une image à partir d’autres images
il faut calculer la transformation de chaque image vers
l’image finale, puis mélanger ces images transformées.
Les fonctions de transformation géométriques requièrent
le plus souvent une connaissance, même approximative,
de la géométrie de la scène. Nous aimerons étudier com-
ment mélanger les images en s’inspirant sur des approches
provenant de deux problématiques bien étudiées : les mé-
thodes de rendu basées image [7] et les méthodes variation-
nelles du domaine de la super-résolution [8].
Buheler et al.[9] proposent des directives pour la syn-
thèse de nouveaux points de vue à partir d’un ensemble
d’images. Dans son cas, la géométrie est toujours fixe.
Nous souhaitons proposer un cadre unifié qui englobe [9]
et qui prenne en compte les possibles variations de la géo-
métrie, en nous basant sur des mesures des déformations
des images originales.
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