Max-point tolerance graphs (MPTG) was introduced by Catanzaro et al. in 2017 as a generalization of interval graphs. This graph class has many practical applications in human genome-wide study as well as in signal processing for networks. The same graph class was also studied in the name of p-BOX(1) graphs by Soto and Caro in 2015. In our paper we consider a natural subclass of max-point tolerance graphs namely, proper maxpoint tolerance graphs (proper MPTG) where intervals associated to the vertices are not contained in each other properly. We present the first characterization theorem for this graph class by defining certain linear ordering on the vertex set. We prove proper max-point tolerance graphs are asteroidal triple free and are perfect by nature.
In 2015 Soto and Caro [15] introduced a new graph class, namely p-BOX graphs where each vertex corresponds to a box and a point within it in the d-dimensional Euclidean space. Any two vertices are adjacent if and only if the intersection of their corresponding boxes contains both the corresponding points. When the dimension is one the graph class is denoted by p-BOX (1) . In 2017 this dimension one graphs are studied independently by Catanzaro et al. [3] , but with a different name, max-point tolerance graphs (MPTG) where each vertex u ∈ V corresponds to a pair of an interval and a point (I u , p u ), where I u is an interval on the real line and p u ∈ I u , such that uv is an edge of G if and only if {p u , p v } ⊆ I u ∩ I v . More specifically each pair of intervals can "tolerate" a non-empty intersection without forming an edge until at least one distinguished point is not contained in the intersection. Then G is said to be represented by {(I v , p v )|v ∈ V }.
They characterize MPTG by giving a linear ordering to its vertex set [3] . MPTG graphs have a number of practical applications in [3] human genome studies for DNA scheduling and in modelling of telecommunication networks for sending and receiving messages. In [13] we study central-max point tolerance graph (which is basically a subclass of MPTG) by taking p u as the center point of I u for each u ∈ V and obtained many important relations of this graph class with subclasses of max tolerance graph.
A natural and well studied subclass of interval graphs is the class of proper interval graphs where no interval contains other properly. This graph class has various characterization in terms of linear ordering of its vertices, consecutive ones's property of its associated augmented adjacency matrix, forbidden graph structure (K 1,3 ) etc [7] . Surprisingly proper interval graphs are same as unit interval graphs [2] where each interval possesses same length. So the very next the most natural question which comes up in our mind what will be the characterization of MPTG when the intervals are proper.
In this paper we introduce proper-max-point tolerance graph (proper MPTG). It is a MPTG where no interval is contained in other. We find this graph class to be asteroidal triple free and perfect in its nature. We obtain the first characterization theorem of this graph class by introducing certain linear ordering on its vertex set, which can be an independent interest of study for proper MPTG's. Interestingly interval graphs form a strict subclass of proper MPTG. Unit-max-point tolerance graph (unit MPTG) is an MPTG where all the intervals have equal length. We show proper MPTG is same as unit MPTG. We also able to seperate max tolerance graph class with MPTG in our paper. In Conclusion Section we show relations between proper MPTG and some known subclasses of MPTG and max tolerance graph.
Preliminaries
Let G = (V, E) be a simple undirected graph. We call a matrix as augmented adjacency matrix of G if we replace all principal diagonal elements of the adjacency matrix of G by one. [7] . The following characterization of MPTG is known: Theorem 2.1. [3, 13] Let G = (V, E) be a simple undirected graph. Then the following are equivalent. 1 . G is an MPTG.
There is an ordering of vertices of G such that the following condition holds:
For any x < u < v < y, xv, uy ∈ E =⇒ uv ∈ E. (4 point condition)
(2.1)
3. There is an ordering of vertices of G such that for any u < v, u, v ∈ V , uv ∈ E =⇒ uw ∈ E for all w > v or, wv ∈ E for all w < u. If the vertices of G satisfy any of the above conditions with respect to a vertex ordering, then we call the ordering as MPTG ordering of G. One can verify that MPTG orderings need not be unique for G.
Max tolerance graphs having interval representation where no interval is properly contained in other is said to be proper max tolerance graph.
Observation 2.2. Let G be a proper max tolerance graph. Then there exist a vertex ordering (≺ * ) for which the following holds
Proof. Let G = (V, E) be a proper max tolerance graph with interval I i = [a i , b i ] and tolerance t i for each vertex v i ∈ V . Then arranging the intervals according to the increasing order of their left endpoints one can show b 2 − a 3 = b 2 − a 4 + a 4 − a 3 > t 2 as a 4 > a 3 and
is a contradiction. Hence the result follows. In [13] we see that the graph G 2 in Example 2.6 of [13] is a max tolerance graph which is not a MPTG and thus we have shown MPTG and max tolerance graphs are not same. By the following Lemmas we can able to conclude that both of the graph classes are incomparable.
Lemma 2.4. K m,n when m, n > 13 is not a max tolerance graph.
Proof. We assume on contrary K m,n for m, n > 13 is a max tolerance graph with interval representation
. . , y n } be the partite sets and E be the edge set of K m,n .
Claim 1 First we show no two intervals from same partite set can contain an interval from other partite set. We assume on contrary I x1 , I x2 contain I y1 . As
Claim 2 Now we show there always exist three vertices from each partite set for which their corresponding intervals are not contained in each other. Note that V 1 , V 2 are posets with respect to the interval containment relation. Hence if our claim is not true, as m, n ≥ 13 (we need just 7)then each poset must contain a totally ordered subset of cardinality at least 3. Let the totally ordered set be I x3 ⊆ I x2 ⊆ I x1 .
We will show there can not be two intervals from V 2 which intersect I x1 in its same end (left or right).
On contrary let I y1 and I y2 intersect I x1 in its left end and
Hence it follows that |I y1 ∩ I y2 | ≥ t y1 , t y2 which is a contradiction as y 1 , y 2 are nonadjacent. The same is true for I x2 also. Now as n > 13 there must exist atleast n − 2 intervals corresponding to vertices of V 2 properly contained in I x1 and I x2 which is not possible due to Claim 1. We note we just needed m, n ≥ 7 in the above proof.
From Claim 2 we can always choose three vertices A = {x 1 , x 2 , x 3 } from V 1 and using induction on V 1 \ A Proof. We assign proper MPTG representation Proof. In K n,m label the vertices in the first partite set with v 1 , . . . , v n and the vertices in the second partite set with w 1 , . . . , w m . We get proper MPTG representation of K n,m by defining Proof. Let G = (V, E) be a caterpillar with spine vertices s 1 , s 2 , . . . , s k and additional vertices a 1 , a 2 , . . . , a j . Let a ki−1+1 , . . . , a ki be the vertices adjacent to spine vertex s i where 1 ≤ i ≤ k, k 0 = 0 and 1 ≤ k i ≤ j. From [12] we get to know that interval graphs are AT-free. It was proved in [3] that interval graphs form a strict subclass of MPTG. But there are certain MPTG's which are not AT-free. (see Figure 1 ) But interestingly in the following proposition we note that the class of proper MPTG's are asteroidal triple free. is not adjacent to any vertex of P 1 (P 2 ) where P 1 = (x, v 1 , . . . , v n = v), P 2 = (x, u 1 , . . . , u m = u). Let p u , p v occur in same side of p x on real line (say p u < p v < p x ). Now if p u k < p v for all 1 ≤ k < m, then p u1 < p v in particular. Now as u 1 , x are adjacent and 
which is not true as the intervals are proper. Hence we are done from Theorem 3.5.
Hence we can conclude from above Lemma that all trees are not proper MPTG although they are all MPTG from [15] . Proof. proper MPTG's are AT-free graphs from Lemma 3.6, hence C n , n ≥ 6 can not belong to the class of PMPTG as {v 1 , v 3 , v n−1 } forms an asteroidal triple in C n , n ≥ 6.
On contrary let
If p 2 < a 5 then a 1 < a 5 from above. Now as v 4 , v 5 are adjacent,
But as v 1 v 3 / ∈ E, p 3 must be greater than b 1 as if p 3 < a 1 then p 3 < a 4 from above which imply p 3 / ∈ I 4 , i.e; v 3 , v 4 become nonadjacent which is a contradiction. Note that p 3 < b 5 as otherwise I 3 ⊃ I 5 (as a 3 < p 2 < a 5 ) which is a contradiction as the intervals are proper. Thus in this case v 3 , v 5 become adjacent which is a contradiction. Hence
is not true as the intervals are proper. Now if p 3 < a 5 , p 3 must be less than a 1 otherwise v 1 , v 3 becomes adjacent from above which is not true. This imply
(Note p 4 can not be greater than b 1 as in that case
But as v 2 v 5 / ∈ E, a 5 > p 2 and hence a 5 > a 1 . As the intervals are proper b 1 < b 5 . Hence
can not be greater than b 5 . Hence p 3 < a 5 . Thus we get b 1 < b 3 < b 5 from above relation which helps us to conclude a 1 < a 3 < p 3 < a 5 < p 5 < p 1 which imply p 3 ∈ I 1 which can not be true 
is an interval on real line and p i is a point within the interval I i . Order the vertex set V according to increasing order of p i 's.
Then the following holds.
contradicts that the intervals are proper. Hence the result follows. 4 ] which is again a contradiction as the intervals are proper. Hence the result follows.
which is again a contradiction as the intervals are proper. Hence the proof holds.
which is again a contradiction as the intervals are proper. Hence the result follows.
If the vertices of an undirected graph G = (V, E) satisfy condition 2 of Theorem 2.1 and all the conditions of Lemma 3.11 with respect to a vertex ordering then we call the ordering as proper MPTG ordering of V . Let σ be such an ordering and A * (G) = (a i,j ) be the augmented adjacency matrix of G. From Theorem 2.1 it is clear that G is an MPTG with respect to σ. Below we define a order relation ≺ among the right end points (say b i ) of each interval associated to every vertex (say v i ) of G where vertices are arranged in σ order in A * (G).
Let R 1 , R 2 be two partial order relations defined on the set {b i |i ∈ V }. For i < j in A * (G) we define, b j R 1 b i if there exists some k 2 > j such that a j,k2 = 0 1 and a i,k2 = 1 (3.1) b j R 2 b i if there exists some k 1 < i such that a k1,i = 0 2 and a k1,j = 1.
(3.2)
Now we define a order ' ≺' between b i 's in the following way. For i < j,
In first two cases condition 1 of Lemma 3.11 and in last case condition 3 of Lemma 3.11 gets contradicted. In following Lemma we will show ≺ is a total order. 
Several cases may arise depending on occurrence of i 1 , i 2 , i 3 in σ.
which is not true. But again contradiction arises from condition 2 applying on vertices
Moreover we get a k1,k = 1 applying (2.1) on vertices {k ′ 1 , k 1 , k, i 2 }. Thus we get contradiction applying condition 2 on vertices
can not be less than k 1 as in that case (2.1) gets contradicted for vertices {k The verification of other cases are also long and rigorous. Therefore we put them in Appendix 4.
Canonical sequence construction of a proper MPTG
From above lemma it is clear that looking at the adjacencies of A * (G) one can find a total order ≺ between all b i 's in such a way so that they can be put together in a single sequence P 1 . Next we arrange a i 's in a single sequence (say P 2 ) in the same order. Let |V | = n.
We now combine a i , b i , p i 's in a single canonical sequence P by following rule.
1. First place all p i 's according to the occurrence of i's in a proper MPTG ordering σ on the real line.
2. Now starting from the last element of P 2 until the first element is reached we place a i 's on real line in following way.
First place a αn between p (αn)1−1 and p (αn)1 . Next we place a αn−1 , . . . , a α k+1 using induction. Now for a α k if (α k ) 1 ≥ (α k+1 ) 1 then place a α k just before a α k+1 , place a α k between p (α k ) 1 −1 and p (α k ) 1 otherwise where (α i ) 1 is the first column containing one in α i th row in A * (G).
3. Next starting from first element of P 1 till the last element is reached we place b i 's on real line by following rule.
First place b α1 between p (α1)2 and p (α1)2+1 . Next we inductively place b α1 , . . . , b α k−1 . Now for b α k if (α k ) 2 ≤ (α k−1 ) 2 then place b α k just after b α k−1 , place b α k between p (α k ) 2 and p (α k ) 2 +1 otherwise where (α i ) 2 is the last column containing one in α i th row in A * (G).
One can verify from above construction of the sequence P that if there are more than one b i (a i )'s between two p i 's then they are arranged according as their occurrence in P 1 (P 2 ) respectively. Again it is easy to check that the order of the sequences P 1 , P 2 get reserved in P .
We now present the main theorem of our paper which characterize a proper max point tolerance graph. Conversely Let G satisfies (2.1) and conditions of Lemma 3.11 with respect to some vertex ordering (say σ) of V . Let the augmented adjacency matrix of G, i.e; A * (G) is arranged in σ. We attach three variables a i , b i , p i with each vertex i ∈ V . Now looking at the adjacencies of the vertices in A * (G) we define an order relation ≺ among b i 's as described in (3.1), (3.2), (3.3), (3.4) . Moreover in Lemma 3.12 we prove ≺ as a total order. Next we construct sequences P 1 (P 2 ) consists of b i (a i ) as described in section 3.1. Then we construct the canonical sequence P which is basically a combined sequence containing all a i , b i , p i 's. Now we associate numbers 1 to 3n to P starting from first element of it and define I i = [ā i ,b i ] and p i =p i whereā i ,b i ,p i denote the numbers associated to a i , b i , p i in P . In the following we prove {(I i , p i )|i ∈ V } will actually give proper MPTG representation of G. First we show a i < b i for each i in P . From construction of P one can easily check that each a i is placed left to p i1 and each b i is placed right to p i2 where i 1 , i 2 denote columns containing first and last one in i th row of A * (G). Now as p i1 ≤ p i ≤ p i2 in P , a i < b i . Now as b i , a i 's are arranged in P 1 , P 2 in same order and they individually keep their orderings intact in P , no interval can be contained in other. Hence the intervals {I i |i ∈ V } are proper with respect to our given representation. Moreover
Characterization of proper MPTG
Next we verify that with respect to the representation ([a i , b i ], p i ), A * (G) satisfy all its adjacency relations which will lead us to conclude that G is a proper MPTG.
a j ≺ a i in P 2 ) then as (j) 2 ≥ j, b j > p j in P . Again (i) 1 ≤ i imply a i < p i . Now as the order of the elements of P 1 , P 2 remain intact in P we get p i , p j ∈ I i ∩ I j .
Now let for i < j, a i,j = 0 is up open. Then there exist some k > j such that a i,k = 1. From condition 1 of Lemma 3.11 a j,k = 1. Note that b i ≺ b j in P 1 from (3.1). Now as (i) 2 ≥ k > j, b i > p k > p j . We will show a j > p i in P in this case. For this it is sufficient to show if there exist some l ∈ V such that a j ≺ a l in P 2 then (l) 1 > i.
On contrary lets assume a j ≺ a l for some l such that (l) 1 ≤ i. Several cases may arise depending upon the occurrence of l in A * (G). Note that l can not be equal to i as a i ≺ a j in P 2 . Again l = k otherwise b l R 2 b j imply b l ≺ b j from (3.1). Then a l ≺ a j in P 2 which contradicts our assumption. Next if l < i then a l,j = 0 as a i,j = 0 is up open, which imply b l ≺ b j in P 1 and hence a l ≺ a j in P 2 which is again a contradiction. Now we consider the case when i < l < j. As (l) 1 ≤ i, a i,l become one from (2.1) applying on vertices {(l) 1 , i, l, k}. Now if b j R 1 b l then there exist k 2 > j such that a j,k2 = 0, a l,k2 = 1. Note that k 2 > k as otherwise (2.1) get contradicted for vertices {l, j, k 2 , k}. One can verify now that condition 2 of Lemma 3.11 get contradicted for vertices {i, l, j, k, k 2 }. Again if b j R 2 b l then there exist some k 1 < l such that a k1,l = 0, a k1,j = 1. If i < k 1 < l then {i, k 1 , l.j} contradict (2.1). Hence k 1 < i. But in this case also (2.1) gets contradicted for vertices
then there exist k 2 > j and k 1 < l such that a j,k2 = 0, a k ′ ,k2 = 1, a k1,l = 0, a k1,k ′ = 1. Note that k 2 must be greater than k otherwise (2. If l > j then if (l) 1 < i, a (l)1,j = 0 as a i,j = 0 is up open. This imply b l R 2 b j from (3.2) i.e; b l ≺ b j . Thus we get a l ≺ a j , which is a contradiction. Again for (l) 1 = i we get similar contradiction.
Hence for any l, a j ≺ a l in P 2 imply (l) 1 > i. Thus from our above claim p i < a j in P is established. Hence we are done.
We assume on contrary existence of some k satisfying b k ≺ b i and (k) 2 ≥ j. Note that k can not be greater than j as in that case a i,k becomes zero (as a case (ii) Again if b k R 2 b i then there exist some k 1 < i such that a k1,i = 0, a k1,k = 1. From condition 1 of Lemma 3.11, a i,k = 1. We will show in this case p i < a j . For this we assume on contrary a j ≺ a l for some l ∈ V such that (l) 1 ≤ i. In the following paragraph we note some important observations which we vastly use for rest of the proof of this case.
Observations For l < j, a l,j = 1. As b l ≺ b j , a l,j can not be zero in this case. For i < l, k 1 < (l) 1 ≤ i. If (l) 1 < k 1 then a (l)1,i becomes zero as a k1,i = 0 is up open which imply b l R 2 b i from (3.2) and hence b l ≺ b j from Lemma 3.12 as b i ≺ b j , which contradicts our assumption. Hence k 1 < (l) 1 ≤ i. Next we show a k,j = 1.
For l < j if we assume on contrary if a k,j = 0 then (k) 2 > j. Hence (2.1) gets contradicted for vertices {l, k, j, (k) 2 }. Again when j < l, a (l)1,j = 1 clearly as otherwise b l R 2 b j , i.e, b l ≺ b j follows from (3.2) and the fact k 1 < (l) 1 < i which contradicts our assumption. Again for i < l < j, a i,l = 1. Note that a k,l = 1 follows from (2.1) applying on vertices {(l) 1 , k, l, (k) 2 }. Now if we assume on contrary a i,l = 0 then (l) 1 < i. Now if i < l < k then (2.1) gets contradicted for vertices {(l) 1 , i, l, k}. Again when k < l < j condition 2 of Lemma 3.11 gets contradicted for vertices {k 1 , (l) 1 , i, k, l}. Hence a i,l = 1.
subcase (i) Now if l < k 1 then a l,i = 0 as a k1,i = 0 is up open, which imply b l ≺ b i . Now as b i ≺ b j and ' ≺'
is a total order from Lemma 3.12 we get b l < b j and hence a l ≺ a j which contradicts our assumption.
subcase (ii) Now we consider the case when k 1 < l < i. One can verify now that condition 2 of Lemma 3.11 gets contradicted for vertices {k 1 , l, i, k, j}.
subcase (iii) Next we consider the case i < l < k. If b j R 1 b l then there exist k ′ 2 > j such that a j,k ′ 2 = 0, a l,k ′ 2 = 1. Now applying condition 4 of Lemma 3.11 on vertex set {k 1 , i, l, k, j, k 
In this case first we show case a i,k ′ = 1. If l < k ′ < k then applying (2.1) on vertices {k 
Then there exist k 2 > k, k 1 < i such that a k,k2 = 0, a k ′ ,k2 = 1, a k1,i = 0, a k1,k ′ = 1. If k 2 < j then (2.1) gets contradicted for vertices {k ′ , k, k 2 , (k) 2 } as (k) 2 ≥ j. With similar type logic one can show j = (k) 2 . Hence k 2 > j. Note that a i,k = 1 in this case otherwise condition 3 of Lemma 3.11 gets contradicted for vertices {k 1 , i, k ′ , k, k 2 }. We now show p i < a j . For this we assume on contrary a j ≺ a l for some l satisfying (l) 1 ≤ i. The following observations will lead us to the rest of the proof. Observations It is easy to check for l < j, a l,j = 1, for i < l, k 1 < (l) 1 ≤ i and a k,j = 1 similarly from observations of case (ii). Moreover for k ′ < l < j, a k ′ ,l = 1 follows from (2.1) applying on vertex set {(l) 1 , k ′ , l, k 2 }. Again for i < l < j, a i,l = 1. On contrary if a i,l = 0 then (l) 1 < i. Now if i < l < k ′ , (2.1) gets contradicted for vertices {(l) 1 , i, l, k ′ }. Again when k ′ < l < j condition 3 of Lemma 3.11 gets contradicted for vertices {k 1 , (l) 1 , i, k ′ , l}. Hence a i,l = 1.
Following previous subcase (i), subcase (ii), subcase (v) one can find similar contradiction just by
which contradicts our assumption. Again if l = j then k 1 < (l) 1 < i clearly. Thus condition 2 of Lemma 3.11 gets contradicted for vertices {k 1 , (l) 1 , i, k ′ , l}.
Hence only remaining case we consider here when k
Now if a k ′ ,j = 0 then condition 2 of Lemma 3.11 gets contradicted for vertices {k ′ , l, j, k 2 , k ′ 2 }. Hence a k ′ ,j becomes one which helps us to contradict 4 of Lemma 3.11 for vertices {k 1 , i, k ′ , l, j, k Figure 3 . We associate three variables a i , b i , p i with every i ∈ V where 1 ≤ i ≤ 7. Now we construct P 1 , P 2 sequences of endpoints b i , a i respectively according to the construction in section 3.1 looking at the adjacencies of G in A * (G). 
Thus we get the proper MPTG representation ([a i , b i ], p i ) of G from following a 2 a 1 a 5 a 6 a 4 p 1 a 3 p 2 p 3 b 2 a 7 p 4 b 1 p 5 b 5 p 6 b 6 p 7 b 4 b 3 b 7 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
From [3] we get to know interval graphs form a strict subclass of MPTG. We extend this result to the class of proper MPTG's. Proof. Arranging intervals according to the increasing order of left end points and ordering vertices with the same it is easy to check that G satisfies (2.1) and conditions of Lemma 3.11. Thus from Theorem 3.13 and the fact that C 4 is a proper MPTG (see Figure 2 ) but not an interval graph one can conclude the result.
In [2] we found proper interval graphs are same as unit interval graphs. Here we can also conclude a similar result for the class of proper MPTG's. Proposition 3.16. Let G = (V, E) be an undirected graph. Then the following are eqivalent:
and p v is a point within I v . Then one can construct the sequence P 1 , P 2 , P as described in section 3.1. Let P 1 : a k1 < . . . < a kn and P 2 : b k1 < . . . < b kn . Assign a k1 , b k1 with real values α 1 , α 1 + l in P . At i th step assign a ki , b ki with real values
After the assignment is done for all a ki , b ki where 1 ≤ i ≤ n we assign values for p i in P in such a way so that P still remains an increasing sequence. Now it is easy to check ([a ki , b ki ], p i ) give us unit MPTG representation as order of a i , b i , p i remain intact in P after assignment of values in above way.
(2) ⇒ (1) Converse is obvious.
The following Proposition will show that proper MPTG and proper max tolerance graphs are not comparable although both of them belong to the class of MPTG. Let {v 1 , . . . , v 6 } are vertices of C 6 occurred in circularly consecutive order in C 6 . It is easy to check from the adjacencies that C = {v 1 , v 5 , v 2 , v 4 } form a 4-cycle in C 6 . Then from Observation 2.2 one can find any circular ordering of
is the only possible proper max tolerance ordering of C 6 . Now consider the first ordering v 1 v 5 v 2 v 4 . Applying (2.2) repeatedly one can show neither v 3 nor v 6 can occur prior to v 1 or after v 4 . But as v 1 , v 6 and v 3 , v 4 are nonadjacent v 3 , v 6 can not sit together within v 1 , v 4 . Therefore contradiction arises. In other cases one can find similar contradiction.
Conclusion
We have proved in previous section that interval graphs ⊂ proper MPTG. Again From proposition 3.17 we get to know proper MPTG and proper max tolerance graphs are not comparable. Next we find G 1 in Figure 1 
Figure 4: Hierarchy between subclasses of max tolerance graph and MPTG
Now if b i1 R 2 b i2 then there exists some k 1 < i 2 such that a k1,i2 = 0, a k1,i1 = 1. Now if a k1,i3 = 1 then b i3 R 2 b i2 from (3.2) i.e; b i3 ≺ b i2 which is a contradiction. Hence a k1,i3 = 0, which imply b i1 R 2 b i3 , i.e; b i1 ≺ b i3 . Now if b i1 R 1 b k and b k R 2 b i2 for some k ∈ V such that i 2 < k < i 1 . Then there exists k 2 > i 1 and k 1 < i 2 such that a i1,k2 = 0, a k,k2 = 1, a k1,i2 = 0, a k1,k = 1. Now when i 2 < k < i 3 , if a i3,k2 = 0 then b i3 R 1 b k which imply b i3 ≺ b i2 from (3.3) as b k R 2 b i2 which is a contradiction. Hence a i3,k2 = 1 and from (3.1) it follows b i1 R 1 b i3 , i.e; b i1 ≺ b i3 . Now when i 3 < k < i 1 , if a k1,i3 = 1 then b i3 R 2 b i2 from (3.2), i.e; b i3 ≺ b i2 which is a contradiction. Hence a k1,i3 = 0 which imply b k R 2 b i3 which helps us to conclude b i1 ≺ b i3 from (3.3) as
In this case we assume on contrary b i3 ≺ b i1 . Let b i3 R 1 b i1 . Then there exists k 2 > i 3 such that a i3,k2 = 0, a i1,k2 = 1. Now if a i2,k2 = 1 then b i3 R 1 b i2 from (3.1) imply b i3 ≺ b i2 which is a contradiction. Again if a i2,k2 = 0 then b i2 R 1 b i1 imply b i2 ≺ b i1 which is also a contradiction. Now if b i3 R 2 b i1 then there exists some k 1 < i 1 such that a k1,i1 = 0, a k1,i3 = 1. Now if a k1,i2 = 0 then b i3 R 2 b i2 from (3.2) imply b i3 ≺ b i2 which is a contradiction. Again if a k1,i2 = 1 then b i2 R 2 b i1 imply b i2 ≺ b i1 which is again a contradiction. Now let b i3 R 1 b k and b k R 2 b i1 for some k ∈ V such that i 1 < k < i 3 . Then there exist k 2 > i 3 and k 1 < i 1 such that a i3,k2 = 0, a k,k2 = 1, a k1,i1 = 0, a k1,k = 1. Now when i 1 < k < i 2 then if a i2,k2 = 1 then b i3 R 1 b i2 from (3.1) imply b i3 ≺ b i2 which is not true. Again if a i2,k2 = 0 then b i2 R 1 b k from (3.1) which helps us to conclude
Then there exist k 2 > i 2 such that a i2,k2 = 0, a i3,k2 = 1. Now if a i1,k2 = 1 then b i2 R 1 b i1 from (3.1) which imply b i2 ≺ b i1 which is a contradiction. Hence a i1,k2 = 0 which imply b i1 R 1 b i3 . Hence b i1 ≺ b i3 . If b i2 R 2 b i3 then there exist k 1 < i 3 such that a k1,i3 = 0, a k1,i2 = 1. If A k1,i1 = 0 then b i2 R 2 b i1 from (3.2), i.e; b i2 ≺ b i1 which is a contradiction. Hence a k1,i1 = 1 which imply b i1 R 2 b i3 i.e; b i1 ≺ b i3 . If b i2 R 1 b k and b k R 2 b i3 for some k ∈ V such that i 3 < k < i 2 . Then there exist k 2 > i 2 , k 1 < i 3 such that a i2,k2 = 0, a k,k2 = 1, a k1,i3 = 0, a k1,k = 1. If a i1,k2 = 1 then b i2 R 1 b i1 from (3.1) which imply b i2 ≺ b i1 which is a contradiction. Hence a i1,k2 = 0 which imply b i1 R 1 b k which helps us to conclude b i1 ≺ b i3 from (3.3) as b k R 2 b i3 .
Then there exist some k 2 > i 1 such that a i1,k2 = 0, a i2,k2 = 1. Now if b i2 R 1 b i3 then there exist some k 
for some k ∈ V such that i 3 < k < i 2 then there exist k Now let b i1 R 2 b i2 . Then there exists some k 1 < i 2 such that a k1,i2 = 0, a k1,i1 = 1. If i 3 < k 1 < i 2 then a i3,i2 becomes zero as a k1,i2 = 0 is up open which imply b i3 ≺ b i2 which is a contradiction. Hence k 1 < i 3 . Now if b i2 R 1 b i3 then there exists k 2 > i 2 such that a i2,k2 = 0, a i3,k2 = 1. Note that k 2 > i 1 otherwise (2.1) gets contradicted for the vertices {i 3 , i 2 , k 2 , i 1 }. Note that if a k1,i3 = 1 then condition 2 of gets contradicted for vertices {k 1 , i 3 , i 2 , i 1 , k 2 }. Again if a k1,i3 = 0 then b i1 R 2 b i3 from (3.2), i.e; b i1 ≺ b i3 . Now if b i2 R 2 b i3 then there exist some k ′ 1 < i 3 such that a k ′ 1 ,i3 = 0, a k ′ 1 ,i2 = 1. If k ′ 1 < k 1 then (2.1) gets contradicted for the points {k ′ 1 , k 1 , i 2 , i 1 }. If k 1 < k ′ 1 < i 3 then a k1,i3 becomes zero as a k ′ 1 ,i3 = 0 is up open which imply b i1 R 2 b i3 from (3.2), i.e; b i1 ≺ b i3 . Now if b i2 R 1 b k and b k R 2 b i3 for some k ∈ V such that i 3 < k < i 2 , then there exist some k
