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ABSTRACT
Classical T Tauri stars are pre-main-sequence objects that undergo simultaneous accretion, wind outflow, and
coronal X-ray emission. The impact of plasma on the stellar surface from magnetospheric accretion streams is
likely to be a dominant source of energy and momentum in the upper atmospheres of these stars. This paper
presents a set of models for the dynamics and heating of three distinct regions on T Tauri stars that are affected
by accretion: (1) the shocked plasmas directly beneath the magnetospheric accretion streams, (2) stellar winds
that are accelerated along open magnetic flux tubes, and (3) closed magnetic loops that resemble the Sun’s
coronal active regions. For the loops, a self-consistent model of coronal heating was derived from numerical
simulations of solar field-line tangling and turbulent dissipation. Individual models are constructed for the
properties of 14 well-observed stars in the Taurus-Auriga star-forming region. Predictions for the wind mass
loss rates are, on average, slightly lower than the observations, which suggests that disk winds or X-winds may
also contribute to the measured outflows. For some of the stars, however, the modeled stellar winds do appear
to contribute significantly to the measured mass fluxes. Predictions for X-ray luminosities from the shocks and
loops are in general agreement with existing observations. The stars with the highest accretion rates tend to
have X-ray luminosities dominated by the high-temperature (5–10 MK) loops. The X-ray luminosities for the
stars having lower accretion rates are dominated by the cooler accretion shocks.
Subject headings: accretion, accretion disks — stars: coronae — stars: mass loss — stars: pre-main sequence
— turbulence — X-rays: stars
1. INTRODUCTION
Nearly all low-mass stars exhibit magnetic activity and
some kind of mass outflow. Young stars add to this already
complex situation by also undergoing accretion along a sub-
set of the magnetic field lines that connect the star and its
surrounding disk. Out of the many unanswered questions re-
garding star formation and early stellar evolution, many of
them share the need to better understand coronal heating and
the three-dimensional magnetohydrodynamic (MHD) inter-
play between winds and accretion. These physical processes
are key to determining how rapidly the stars rotate, how active
the stars appear from radio to X-ray wavelengths, and how the
stars affect nearby planets.
For classical T Tauri stars (CTTS), there are several pos-
sible explanations of how and where outflows arise, includ-
ing extended disk winds, compact X-winds, impulsive erup-
tions, and stellar winds that bypass the accretion disk alto-
gether (see, e.g., Paatz & Camenzind 1996; Ferreira et al.
2006; Shu et al. 2007; Casse et al. 2007; Gómez de Castro &
Verdugo 2007; Edwards 2009; Aarnio et al. 2009; Romanova
et al. 2009; Krasnopolsky et al. 2009). It is of definite in-
terest to determine how much of the observed mass loss can
be explained solely with stellar winds, since outflows that are
“locked” to the surface are capable of removing excess an-
gular momentum from the star (Matt & Pudritz 2005, 2007,
2008). In addition, there appear be multiple source regions
of ultraviolet (UV) and X-ray activity, such as flares, accre-
tion shocks on the stellar surface, and closed loops that may
resemble the Sun’s coronal active regions (e.g., Feigelson &
Montmerle 1999; Kastner et al. 2002; Stassun et al. 2006,
2007; Argiroffi et al. 2007; Güdel et al. 2007b; Jardine 2008).
Much of the research devoted to improving our understand-
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ing of coronal heating and wind acceleration has been focused
on the Sun. After many decades of high-resolution observa-
tions, analytic studies, and numerical simulations, it seems in-
creasingly clear that closed magnetic loops in the solar corona
are heated by intermittent reconnection events that are driven
by the convective stressing of the loop footpoints (e.g., As-
chwanden 2006; Klimchuk 2006). However, the open field
lines that connect the Sun to interplanetary space are most
likely energized by the dissipation of waves and turbulent mo-
tions that originate at the surface and then propagate outwards
(Tu & Marsch 1995; Cranmer 2002; Suzuki 2006; Kohl et al.
2006). Self-consistent models of turbulence-driven coronal
heating and solar wind acceleration have begun to succeed in
reproducing a wide range of observations without the need
for ad hoc free parameters (Rappazzo et al. 2007, 2008; Cran-
mer et al. 2007; Cranmer 2009). Such progress on the solar
front provides a fruitful opportunity to better understand the
fundamental physics of coronal heating, accretion, and wind
acceleration in young stars.
The goal of this paper is to continue the construction and
testing of self-consistent models for the atmospheric heat-
ing and wind acceleration of CTTS. The starting point for
this work is an existing methodology developed by Cranmer
(2008) for computing the properties of T Tauri stellar winds.
These models incorporated a new physical mechanism for
how the mid-latitude accretion streams can influence the po-
lar outflow. The inhomogeneous impact of accreting material
was suggested to generate strong MHD turbulence and waves
that propagate over the stellar surface to energize the launch-
ing points of the stellar wind streams. However, these models
were created only for an idealized evolutionary sequence of a
one solar mass (M∗ = 1M⊙) star, and they dealt only with the
polar wind. Both the mass loss rates and the X-ray fluxes pre-
dicted by Cranmer (2008) were lower than typical observed
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values for T Tauri stars by at least an order of magnitude. It
is clear that these models need to be adapted to a more “real
world” situation that encompasses both (1) actual measured
parameters of individual T Tauri stars, and (2) a more com-
prehensive treatment of both the open and closed magnetic
field structures on the stellar surface.
Section 2 discusses the specific CTTS stars selected for this
study and summarizes some of the most salient fundamen-
tal properties derived from observations. Section 3 outlines
the methodology used to estimate the magnetic field geome-
tries, the accretion stream dynamics, and the properties of
impact-generated waves for each modeled stellar case. The
next three sections describe how the plasma properties in three
main accretion-driven surface regions are computed. Section
4 deals with the acceleration of the stellar wind from the polar
regions. Section 5 deals with the localized “hot spot” heat-
ing at the accretion shocks. Section 6 deals with the dis-
tributed heating in low-latitude coronal loops. Then Section 7
compares the modeled X-ray luminosities from the accretion
shocks and coronal loops to existing observations. Finally,
Section 8 contains a brief summary of the major results and
discusses how the process of testing and refining the theoreti-
cal models should be improved in future work.
2. STELLAR SAMPLE: TAURUS-AURIGA MOLECULAR CLOUD
The main purpose of this paper is to test a range of proposed
physical processes in T Tauri stellar atmospheres by creating
models of specific well-observed stars. The stars in the sam-
ple must be chosen on the basis of having as many measure-
ments of relevant quantities as possible to constrain the mod-
els. The Taurus-Auriga star-forming region was chosen be-
cause of its relative proximity, its large number of low-mass
pre-main-sequence stars, and its high level of X-ray activity
(see, e.g., Güdel et al. 2007a). These stars have not only mul-
tiple measurements of their mass accretion rates (Hartigan et
al. 1995; Hartmann et al. 1998; Gullbring et al. 1998; White
& Ghez 2001), but also empirical determinations of the wind
mass loss rates, accretion-spot filling factors, and magnetic
field strengths.
Table 1 lists 14 stars in Taurus-Auriga that have pub-
lished measurements of both the accretion rate M˙acc and the
accretion-spot filling factor δ. Since there were two indepen-
dent determinations of the fundamental stellar parameters and
the accretion rates, each star is listed with two rows that cor-
respond to the two separate sets of observations. Differences
between the two rows convey a sense of the measurement un-
certainties. The first row uses tabulated ages t, masses M∗,
radii R∗, and luminosities L∗ from Hartigan et al. (1995),
which is denoted HEG. The second row uses tabulated re-
sults from Hartmann et al. (1998), which is denoted HCGD.
Measurements of other quantities, taken from elsewhere in
the literature, are duplicated in both rows for each star. In a
way, the full list of rows in Table 1 corresponds to 28 quasi-
independent empirical stellar data points that can be compared
with the theoretical models.
Note that the stellar ages determined by HEG seem to be
systematically younger, and the accretion rates larger, than
those computed by HCGD. These two effects are likely to
be related to one another, since they are both derived (in
part) from the stellar luminosity. HEG generally reports
higher luminosities, which puts the stars “higher up” in the
Hertzsprung-Russell diagram (i.e., implies they are younger)
and also gives larger absolute values for the accretion lumi-
nosity. Gullbring et al. (1998) discussed these discrepancies
FIG. 1.— Selection of derived stellar properties for the stars listed in Table
1. (a) Base-10 logarithm of surface gravity plotted against effective temper-
ature (open circles), compared with the approximate position of the zero-
age main sequence (gray band). (b) Stellar photon luminosity (filled circles)
and accretion luminosity (open circles), both in units of the solar luminosity,
shown as a function of age.
in terms of differences in how the interstellar reddening is es-
timated, how the radiative transfer calculations are done, and
how the magnetospheric geometry is taken into account.
Figure 1 illustrates some stellar properties derived from the
information given in Table 1. As in many of the plots in this
paper, straight lines join together the independent determina-
tions of quantities for each star that were computed from the
HEG and HCGD pairs of rows in Table 1. The effective tem-
perature Teff and surface gravity g = GM∗/R2∗ were computed
assuming spherical symmetry. The accretion luminosity Lacc
was estimated as GM∗M˙acc/R∗, which ignores an order-unity
correction factor for the free-fall from the inner edge of the
disk (see Gullbring et al. 1998). Several points in these plots
that show anomalous values deserve some extra mention.
1. The hottest star in the sample, with Teff = 5207 K,
corresponds to the HEG measurement for GM Aur.
The HEG luminosity is about 2.3 times larger than the
HCGD luminosity, which could account for both the
larger effective temperature and its younger age. Other
sources (e.g., Gullbring et al. 1998) report a luminosity
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TABLE 1
MEASURED STELLAR PROPERTIES
log (age)a B∗ log M˙acca log M˙wind
Object (yr) M∗/M⊙a R∗/R⊙a L∗/L⊙a (G) (M⊙/yr) (M⊙/yr) δ
AA Tau 5.81 0.38 1.8 0.6457 2780 –6.9 –9.1 0.006
5.98 0.53 1.74 0.7079 2780 –8.48 –9.1 0.006
BP Tau 5.78 0.45 1.9 0.8710 2170 –6.8 . . . 0.007
5.79 0.49 1.99 0.9333 2170 –7.54 . . . 0.007
CY Tau 6.27 0.58 1.4 0.4677 1160 –8.2 –10.0 0.041
6.32 0.42 1.63 0.4898 1160 –8.12 –10.0 0.041
DE Tau 4.74 0.24 2.7 1.0471 1120 –6.5 –9.2 0.040
5.02 0.25 2.45 0.8710 1120 –7.58 –9.2 0.040
DF Tau 3.74 0.17 3.9 2.0417 2900 –5.9 –8.3 0.023
5.09 0.27 3.37 1.3490 2900 –6.91 –8.3 0.023
DK Tau 5.30 0.38 2.7 1.6982 2640 –6.4 –8.5 0.002
5.56 0.43 2.49 1.4454 2640 –7.42 –8.5 0.002
DN Tau 5.65 0.42 2.2 1.0715 2000 –7.5 –9.4 0.005
5.69 0.38 2.09 0.8710 2000 –8.46 –9.4 0.005
DO Tau 5.21 0.31 2.4 1.1220 1989b –5.6 –7.5 0.088
5.63 0.37 2.25 1.0000 2164b –6.84 –7.5 0.088
DS Tau 6.54 1.28 1.6 1.3490 2714b –6.6 . . . 0.005
6.58 0.87 1.36 0.5754 3119b –7.89 . . . 0.005
GG Tau 4.82 0.29 2.8 1.4791 1240 –6.7 –9.1 0.014
5.63 0.44 2.31 1.2589 1240 –7.76 –9.1 0.014
GI Tau 5.11 0.30 2.5 1.1749 2730 –6.9 –9.4 0.004
6.09 0.71 1.48 0.8511 2730 –8.02 –9.4 0.004
GM Aur 5.06 0.52 1.6 1.6982 2220 –7.6 . . . 0.001
5.95 0.52 1.78 0.7413 2220 –8.02 . . . 0.001
HN Tau 6.86 0.72 1.1 0.2754 3860b –7.7 –8.34c 0.009
7.48 0.81 0.76 0.1905 4198b –8.89 –8.34c 0.009
UY Aur 4.93 0.29 2.6 1.3183 1858b –6.6 –8.2 0.010
5.52 0.42 2.60 1.0471 2273b –7.18 –8.2 0.010
a For each star, the values in the first row come from Hartigan et al. (1995); values in the second row
come from Hartmann et al. (1998). All logarithms are base-10.
b Mean magnetic fields for these stars were estimated by scaling with the equipartition field strength in
photosphere (see the text).
c The mass loss rate from Hartigan et al. (1995) was replaced with a slightly lower revised value from
Hartigan et al. (2004).
that agrees better with the HCGD value, and thus it may
be wise to ignore the HEG properties for this star.
2. The coolest and lowest-gravity star in Figure 1(a) is DF
Tau. The HEG measurement has a slightly low grav-
ity (logg = 2.49) when compared to other stars of simi-
lar age, but the HCGD measurements also indicate that
its gravity is lower than average (logg = 2.81). The
two sources agree about DF Tau being young (in age)
and large (in radius), but the HEG value of the age
(logt = 3.74) appeared to involve extrapolation beyond
the range of ages used in the pre-main-sequence tracks
of D’Antona & Mazzitelli (1994). Although this may
have yielded an incorrect age, it does not affect the anal-
ysis of this paper, since the ages are not used as input
parameters for any of the models.
3. There are two data points in Figure 1(b) with Lacc ≫ L∗.
The HEG measurement of DO Tau (at logt = 5.21) ex-
hibits the largest accretion rate of the sample in both
sets of measurements, as well as the largest mass out-
flow rate and the largest value of δ. Thus, DO Tau ap-
pears to be a genuinely active object. The other star
with a large accretion luminosity is the HEG measure-
ment of DS Tau (at log t = 6.54). Its accretion rate is
typical, but it has an anomalously high ratio of M∗/R∗.
HCGD also list DS Tau as the most massive star of this
sample, but by less of a wide margin.
It should also be noted that the spread of measured ages for
both the HEG and HCGD samples may be closely related to
the episodic nature of the accretion. Intermittently variable
accretion has been shown recently by Baraffe et al. (2009) to
produce a realistic spread of luminosities, such that a popula-
tion of stars with identical ages t ≈ 1 Myr may be interpreted
(via standard evolutionary tracks) to have an age spread of as
much as 10 Myr. In any case, the ages reported in Table 1 are
used in this paper only to organize the data in graphical form,
and not as inputs to the models.
The accretion rates given in Table 1 show a large degree of
intrinsic scatter, even for stars of similar age and mass (see
also Muzerolle et al. 2003; Calvet et al. 2004; Nguyen et
al. 2009). In the earliest stages of star formation, this scat-
ter may be the result of an inhomogeneous cluster environ-
ment (Pfalzner et al. 2008). For CTTS, however, this obser-
vational scatter is also likely to be the result of time variabil-
ity in the three-dimensional pattern of magnetospheric accre-
tion streams that connect the star and its surrounding disk. In
any case, the observed values of M˙acc represent snapshots of
the accretion that should ideally be paired with simultaneous
measurements of the wind’s mass loss rate and X-ray activity.
The observations used in this paper are not tightly constrained
to be exactly contemporaneous, but in many cases the sub-
stantial uncertainty in these values lessens the importance of
this issue.
The fraction of stellar surface area δ covered by accre-
tion streams was computed for each star by Calvet & Gull-
bring (1998). They compared observed and modeled spec-
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tral energy distributions (i.e., Balmer and Paschen continua)
to match both the total accretion energy flux and the emit-
ting area on the stellar surface. There was no clear trend
with age in these determinations of δ, nor was there in the
earlier measurements of Valenti et al. (1993). It is important
to note that both other observational diagnostics (Costa et al.
2000; Batalha et al. 2002; Donati et al. 2007) as well as some
simulations (Romanova et al. 2004) have given rise to larger
accretion-spot filling factors up to 10% or more. It is possible
that these diagnostics may probe not just the magnetic flux
tubes filled by the densest clumps, but also larger surrounding
volumes that are energized by nearby accretion impacts (see
also Brickhouse et al. 2009).
The surface magnetic field strengths B∗ shown in Table 1
were measured by Johns-Krull (2007) via the Zeeman broad-
ening of several Ti I lines in the infrared. Only 10 of the 14
stars were observed, and for the other four we estimated their
photospheric field strengths by assuming a mean level of par-
titioning between gas pressure and magnetic pressure (see be-
low).
The mass loss rates M˙wind given in Table 1 were computed
by HEG from the properties of high-velocity blueshifted
emission components in forbidden lines such as [O I] λ6300
(see also Kwan & Tademaru 1995; Hartigan et al. 2004).
These values have uncertainties of up to an order of magni-
tude. HEG reported only upper limits for BP Tau, DS Tau,
and GM Aur, and these are not included in Table 1. It is un-
certain whether these measured “jet” outflows originate on the
stellar surface or in the accretion disk (see, e.g., Paatz & Ca-
menzind 1996; Calvet 1997; Ferreira et al. 2006; Azevedo et
al. 2007; Fendt 2009). If the empirical mass loss rates repre-
sent measurements of the outflow far from the stellar surface,
then it is possible that they probe the sum of the mass fluxes
from winds rooted both on the star and in the disk. In that
case, these rates can be assumed to be tentative upper bounds
for the stellar wind component.
The 28 sets of fundamental parameters from Table 1 were
used to compute the photospheric mass densities ρ∗ at the sur-
faces of the T Tauri stars. The relevant criterion is that the
Rosseland mean optical depth should have a value of approx-
imately one (i.e., τR ≈ κRρ∗H∗ = 1) at the stellar photosphere.
The scale height H∗ is defined for simplicity as
H∗ =
c2s
γg
=
kBTeff
gmH
(1)
where cs is the sound speed, g is the surface gravity, γ = 5/3
for an adiabatic gas, kB is Boltzmann’s constant, and mH is
the mass of a hydrogen atom. The Rosseland mean opacity
κR was interpolated as a function of temperature and density
from the tables of Ferguson et al. (2005). Figure 2 shows
these derived photospheric densities along with other densi-
ties measured higher in the accretion streams that are defined
below.
For each star with a measured magnetic field strength,
the magnetic pressure B2∗/8pi was compared to the photo-
spheric gas pressure P∗ = ρ∗kBTeff/mH. The equipartition field
strength Beq is defined as the field strength required to produce
a magnetic pressure equal to the gas pressure. For the 10 stars
(i.e., 20 rows of Table 1) for which this comparison could be
made, the resulting values of the ratio B∗/Beq ranged between
0.79 and 4.26. The mean value of the ratio was 2.084 and
its standard deviation was 0.90. Thus, for the remaining four
stars without magnetic field measurements, the magnetic field
FIG. 2.— Mass densities, plotted as a function of age, at the stellar pho-
tosphere (filled circles), at the accretion shock (crosses), and averaged over
clumps and inter-clump regions in the accretion streams (open circles).
strength was estimated using this mean value B∗ = 2.084Beq.
3. PROPERTIES OF ACCRETION STREAMS AND WAVES
During the CTTS phase, accretion of matter is believed to
occur via supersonic ballistic infall along magnetic flux tubes
that thread the inner disk (see Lynden-Bell & Pringle 1974;
Uchida & Shibata 1984; Camenzind 1990; Königl 1991).
The models developed in this paper make use of the idea
that the accretion streams are likely to be highly unstable
and time-variable, and thus much of the gas deposited onto
the star is expected to be in the form of intermittent clumps
(e.g., Gullbring et al. 1996; Safier 1998; Bouvier et al. 2003,
2004, 2007; Stempels 2003; Giardino et al. 2007). Although
most of the observed CTTS photometric variability appears
to be related to rotation of accretion streams and spots (with
timescales of days), there is also persistent low-level hour-
timescale variability that may reflect the internal clumpiness
of the streams. Cranmer (2008) predicted that the number of
accretion-related flux tubes on the stellar surface is likely to be
of order 102, such that if Poisson-like statistics dominated the
distribution of clumps, the relative variability would be only
of order 10%. This is within the realm of the observed hour-
timescale variability (see, e.g., Rucinski et al. 2008; Nguyen
et al. 2009).
As described by Scheurwater & Kuijpers (1988) and Cran-
mer (2008), the impact of each clump is expected to gener-
ate MHD waves and turbulence on the stellar surface. When
these fluctuations propagate across the surface, they spread
out the kinetic energy of accretion and inject some of it into
the star’s global magnetic field. This analysis neglects possi-
ble additional motions that could be driven by instabilities in
the accretion shock itself (e.g., Chevalier & Imamura 1982;
Mignone 2005). For strong enough magnetic fields on CTTS
surfaces, these instabilities appear to be suppressed (Koldoba
et al. 2008). However, in some simulations there are long-
term transitions between periods of stability and instability
(Romanova et al. 2008).
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The dynamical properties of accretion streams are modeled
here assuming ballistic infall—from the inner edge of the ac-
cretion disk—along field lines described by an axially sym-
metric dipole (e.g., Calvet & Hartmann 1992; Muzerolle et al.
2001). Although we know that the actual magnetic fields of
T Tauri stars can have non-dipolar components (Donati et al.
2007; Gregory et al. 2008), the dipole assumption allows rep-
resentative geometrical properties of the streams to be calcu-
lated easily. In the absence of explicit specification below, the
parameters and methods used to model the accretion streams
are the same as those of Cranmer (2008).
The field lines that thread the disk intercept the equatorial
plane between inner and outer radii rin and rout. The loca-
tion of the inner radius (also called the truncation radius) is
specified here using Königl’s (1991) assumption of pressure
balance between the accretion stream and the stellar magnetic
field, with
rin = 0.5
(
B4∗R12∗
2GM∗M˙2acc
)1/7
. (2)
The outer radius can be computed if we know the fraction of
the stellar surface δ that is covered by the accretion streams.
For a dipole field, these quantities satisfy√
1 − R∗
rout
= δ +
√
1 − R∗
rin
. (3)
A field line that intersects the disk at a radius r > rin encoun-
ters the stellar surface at a colatitude θ, where sin2 θ = R∗/r.
Thus, the radii rin and rout correspond to surface colatitudes
θin and θout, respectively.
For the stellar properties listed in Table 1, the ratio rin/R∗
ranges between 1.3 and 8. These values correspond roughly
to the highest and lowest accretion rates, respectively. The
ratio rout/rin ranges between 1.006 and 1.81 (with a median
value of 1.066). The mean colatitudes of the accretion streams
range from about 20◦, for the oldest stars with the lowest ac-
cretion rates, to 60◦, for the youngest stars with highest accre-
tion rates. The fractional surface area covered by the “polar
caps” δpol (i.e., the regions between colatitudes 0 and θout on
each pole) does not vary significantly with age, and its mean
value for all of the stars is about 0.15. The fractional surface
area covered by the equatorial band of closed magnetic fields
(i.e., δequ = 1 − δ − δpol) has an average value of about 0.83.
Although these numbers depend on the assumption of dipole
symmetry, they are more empirically grounded than the mod-
els of Cranmer (2008). In that paper, both the ratio rout/rin
and the surface field strength B∗ were specified as arbitrary
constants, but here they are based on specific measurements
for each star.
The accreting gas is accelerated from rest at the inner edge
of the disk to a ballistic free-fall speed at the stellar surface,
vff =
[
2GM∗
R∗
(
1 − R∗
rin
)]1/2
. (4)
This expression slightly underestimates the mean free-fall ve-
locity, since the streams actually come from all radii between
rin and rout. The free-fall speeds at the stellar surface range
between 100 and 600 km s−1, and they increase with increas-
ing age roughly as t0.22 because of a similar behavior in the
stellar escape speed.
In the models of Cranmer (2008) it was assumed that the
free-fall speed vff is identical to the speed of infalling clumps
vc that occupy the accretion streams. Here, however, the wider
range of stellar properties and accretion rates (in Table 1) ne-
cessitates a closer look at that assumption. Scheurwater &
Kuijpers (1988) found that the optimal situation was for the
clump’s ram pressure to be larger than the gas pressure in the
stream, but smaller than the magnetic pressure. When these
conditions are not met, the clumps may be decelerated (with
vc < vff). Considering only the “stopping power” of a large
ambient gas pressure, equation (64) of Scheurwater & Kui-
jpers (1988) gave an upper-limit clump speed of
vc ≤
(
2
3
rc
R∗
ρc
ρ0
)1/2
vff (5)
where rc ≈ R∗(θin − θout)/2 is the radius of a representative
spherical clump at the surface, ρc is the density interior to
each clump, and ρ0 is the ambient density between clumps in
the accretion streams. The Cranmer (2008) models did not
depend explicitly on the ratio ρc/ρ0, but here it needs to be
computed.
A first estimate of the density contrast of supersonically ac-
celerated clumps may involve the fact that such features could
easily form shocks in the accretion streams. In that case, the
maximum density contrast would be of order (γ+1)/(γ−1)≈
4, with γ = 5/3 for an adiabatic gas. However, Elmegreen
(1990) showed that MHD waves can form in this kind of
infall-dominated region and lead to the occurrence of collid-
ing nonlinear wave packets. These can efficiently clear out the
gas from the inter-clump regions and thus enhance the density
contrast up to factors of order 100. Note that if we assumed
that ρc/ρ0 →∞, the upper limit in equation (5) would never
be applied. On the other hand, assuming too low a value for
the density contrast ratio would lead to an unrealistic over-
application of this limit. Thus, a conservative approach would
be to use a value for this ratio that may err on the side of being
too large. In the absence of other information, the trial value
of 100 was chosen. This ends up reducing vc below vff in the
majority of cases (20 out of 28) by about a factor of two, and
allowing vc = vff in the other 8 cases.
The other possible deceleration effect involves a compari-
son between the clump’s ram pressure and the magnetic pres-
sure of the accretion stream. The theoretical development of
Scheurwater & Kuijpers (1988) and Cranmer (2008) assumed
that the passage of a clump does not disrupt the mean mag-
netic field in the stream. However, if a clump’s ram pressure
begins to exceed the local magnetic pressure, MHD instabil-
ities may occur that further decelerate the clump to a point
where it can no longer disrupt the field. Thus, for each star,
we made sure that vc never exceeds half of the intra-clump
Alfvén speed B0/(4piρc)1/2 (see equation [1] of Scheurwater
& Kuijpers 1988). This further reduction was applied in 10
out of the 28 cases, and the final saturated values of vc were
found to range between about 30 and 530 km s−1.
The accretion streams are assumed to be stopped at the lo-
cation where the ram pressure,
Pram =
ρv2c
2
=
vcM˙acc
8piδR2∗
, (6)
is balanced by the gas pressure of the undisturbed stellar at-
mosphere (e.g., Hartmann et al. 1997; Calvet & Gullbring
1998). This paper uses a new algorithm to estimate the den-
sity ρram at which this balance occurs. The approximation
given by Cranmer (2008)—who used the notation ρsh for this
quantity—assumed that the ram pressure balance occurs well
above the photosphere, such that the temperature has reached
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its minimum value of approximately ∼ 0.84Teff (for radiative
equilibrium in a gray atmosphere). However, larger accretion
rates imply that the accretion shock may penetrate deeper into
higher-temperature regions. The new prescription uses a gray
atmosphere relation for temperature versus optical depth (Mi-
halas 1978), with
T 4 =
3
4
T 4eff
(
τ +
2
3
)
(7)
and the height dependence of the optical depth τ is approxi-
mated via hydrostatic equilibrium and a constant opacity; i.e.,
τ (z)≈ κρ(z)H∗. In this case, the ram pressure balance condi-
tion is given by
Pram = 0.84P∗e−zram/H∗
(
1 + e−zram/H∗
)1/4
(8)
where zram is the height of ram pressure balance that must
be solved for numerically. Once zram has been determined,
the density at this height is given straightforwardly by ρram =
ρ∗e
−zram/H∗
. The approximate version given in equation (10) of
Cranmer (2008) is equivalent to ignoring the final exponential
term in equation (8) above. Figure 2 shows ρram for the stars
modeled in this paper. Note that the shock penetrates below
the photosphere (ρram >ρ∗) for only two of the 28 data points;
these are the HEG values of DF Tau and DK Tau.
The energy in Alfvén waves released on the stellar surface
from a single clump impact was given by Scheurwater & Kui-
jpers (1988) as
EA = 0.06615
ρc
ρ0
(
vc
VA
)3
mcv
2
c (9)
where mc is the mass in the clump and the Alfvén speed
VA is defined as that of the ambient medium, with VA =
B0/(4piρ0)1/2. Because these equations are applied near the
stellar surface, the magnetic field strength in the accretion
stream B0 is assumed to be equal to B∗. Cranmer (2008)
worked out the conversion from a single clump’s wave energy
yield to the time-steady amplitude of Alfvén waves (from the
continuous accretion of many clumps) at the north and south
poles of a star with a dipole field geometry. Using equations
(19)–(22) of Cranmer (2008), the transverse velocity ampli-
tude of waves in the polar photosphere can be written as
v⊥∗ = 0.5145
(
〈ρ〉ρramδ
ρcρ∗∆θ
)1/2
v3c
B2∗/(4piρc)
(10)
where ∆θ = (θin − θout)(θin + θout) and the time-averaged mean
density in the accretion streams is
〈ρ〉 =
M˙acc
4piδR2∗vc
. (11)
This quantity is intermediate between ρ0 and ρc, and it is plot-
ted in Figure 2 for the 28 stellar data points. The total flux of
Alfvén waves at the pole is given by FA = ρ∗v2⊥∗VA∗, where
VA∗ = B∗/(4piρ∗)1/2. The fluxes of waves that reach other
regions on the stellar surface (away from the poles) are dis-
cussed in Sections 4 and 6.
Figure 3 shows the Alfvén wave velocity amplitude for each
star as a function of the accretion rate. Also shown is the con-
tinuous relationship for the idealized evolutionary sequence
of a 1 M⊙ star from Cranmer (2008). The wave amplitudes
derived for the current stellar sample are generally lower than
those from Cranmer (2008). Part of this is due to the new
FIG. 3.— Photospheric velocity amplitudes of Alfvén waves induced by
magnetospheric accretion, plotted as a function of the accretion rate. Wave
velocities were computed at the north and south poles for the stars listed in
Table 1 (open circles) and for the model evolutionary sequence of a 1 M⊙
star from Cranmer (2008) (dotted line).
models taking into account the two ram-pressure-deceleration
effects that were discussed above. Also, it should be noted
that the average stellar mass for the stars in Table 1 is less
than 1 M⊙, so even the unmodified free-fall speeds vff were
generally lower than those of Cranmer (2008).
4. STELLAR WINDS FROM POLAR REGIONS
For several decades, MHD waves have been studied as
likely sources of energy and momentum for accelerating
winds from cool stars (see, e.g., Hollweg 1978; Hartmann &
MacGregor 1980; DeCampli 1981; Wang & Sheeley 1991;
Airapetian et al. 2000; Falceta-Gonçalves et al. 2006; Suzuki
2007). The models of polar T Tauri winds developed by Cran-
mer (2008) involved two sources for the MHD waves at the
photosphere: (1) convection-generated waves that propagate
up from the interior, and (2) accretion-generated waves of the
form discussed in Section 3. The Alfvén waves were assumed
to propagate up the open field lines, dissipate via an MHD tur-
bulent cascade, and heat the plasma over an extended range
of distance. The resulting winds that had low (solar-type)
mass loss rates were driven by a combination of coronal gas
pressure and wave pressure. The high mass-loss winds of the
youngest stars, however, were radiatively cooled to chromo-
spheric (T ∼ 104 K) temperatures and thus were dominated
by wave pressure. This paper makes the assumption that the T
Tauri stars of Table 1 correspond to the latter physical regime
of cool, wave-driven winds.
It was not possible to simply apply the cool-wind modeling
technique of Cranmer (2008) in this paper. That methodology
depended on knowing the exact values for several parameters
that cannot be reliably estimated for the present database of T
Tauri stars. For example, many of the details of the numerical
wind models depended on the photospheric filling factor of
magnetic flux tubes. The models of Cranmer (2008) used a
low filling factor that is appropriate for the present-day Sun,
T TAURI ACCRETION-DRIVEN CORONAL HEATING 7
but possibly not for young CTTS. Furthermore, the analytic
young-star model described in Sections 5.2 and 5.3 of Cran-
mer (2008) relied on an empirical extrapolation of the Alfvén
wave amplitude at the critical point from the numerical mod-
els of older stars in the evolutionary sequence. The general
cool wave-driven wind theory of Holzer et al. (1983) thus
needed to be reanalyzed and adapted for the observational
stellar sample discussed above.
Before discussing the wind model, however, there is one
modification of the lower boundary condition on v⊥∗ that
should be specified. Equation (10) gives the photospheric
Alfvén wave amplitude at the north or south pole of the mag-
netic stellar dipole. Using this value would give the properties
of the stellar wind only over the poles. But in order to com-
pute the total mass loss rate M˙wind that comes from the open
fields spanning the two polar cap regions, we decided to aver-
age over these polar caps. The wave flux from equation (10)
is thus multiplied by the following correction factor
Cpol =
1
δpol
∫ θout
0
dθ sinθ FA(θ)
FA(0) . (12)
The expressions given in Section 3.4 of Cranmer (2008) are
required to compute the latitude dependent wave flux FA(θ).
The polar value of v⊥∗ is multiplied by C1/2pol to produce the
mean value for the entire polar-cap region.
Figure 4 illustrates the relevant geometry and how Cpol
varies as a function of the mean polar-cap latitude (θin +
θout)/2. Note that the application of this correction factor
gives rise to slightly larger wave amplitudes than those shown
in Figure 3. The averaging over the entire polar cap includes
points on the stellar surface that are closer to the accretion ring
which have larger local wave amplitudes. However, the mag-
nitude of the Cpol correction factor is never far from unity, and
thus it gives rise to only a relatively small change in v⊥∗. It is
included here for consistency with the use of a corresponding
equatorial correction factor Cequ that is more important when
computing the properties of the closed low-latitude loops (see
Section 6).
The calculation of the stellar wind’s mass loss rate largely
follows the development of Holzer et al. (1983). Two key as-
sumptions are: (1) that the Alfvén wave amplitudes are larger
than the sound speeds in the wind, and (2) that there is negli-
gible wave damping between the stellar surface and the wave-
modified “critical point” of the flow. A third assumption from
Holzer et al. (1983)—which was initially not applied but later
found to be valid—is that the stellar wind is sub-Alfvénic at
the critical point (i.e., that the wind speed is much smaller than
VA at the critical point). A first round of numerical models
was constructed without the third assumption. These models
integrated the equation of motion up and down from the crit-
ical point, and used an iteration technique to determine the
true critical point radius rcrit. However, the resulting values of
rcrit always remained close to the numbers given by equation
(35) of Holzer et al. (1983), in which all three of the above
assumptions were applied. This expression,
rcrit
R∗
≈ 1 + 3
2
(
d lnA
d lnr
)
−1
, (13)
was thus used in the models described below, where A(r) de-
scribes how the cross-sectional area of the open magnetic flux
tubes varies with distance. For a dipole geometry over the
poles, A ∝ r3 and rcrit ≈ 1.5R∗. The current models assume
FIG. 4.— (a) Modeled magnetic field geometry, showing inner and outer
equatorial radii rin and rout between which accretion takes place, as well as
fractional areas on the stellar surface subtended by accretion streams (δ),
open-field polar caps (δpol), and equatorial closed-field loops (δequ). (b) Cor-
rection factors for photospheric Alfvén wave fluxes plotted versus the mean
colatitude θ of accretion streams on the surface. Cpol and Cequ specify ratios
of surface-averaged wave flux (with the averages taken over the polar and
equatorial regions, respectively) to the wave flux at the poles.
that the filling factor of magnetic flux tubes at the photosphere
is unity (see, e.g., Saar 2001).
Once the critical point radius is known, it becomes possi-
ble to use the same kinds of arguments as used in Section
5.3 of Cranmer (2008) to estimate the wind velocity and den-
sity at the critical point, and thus to compute the mass loss
rate. There are three unknown quantities and three equations
to constrain them. The three unknowns are the critical point
values of the wind speed u, density ρ, and wave amplitude v⊥.
The first equation is the constraint that the right-hand side of
the time-steady momentum equation must sum to zero at the
critical point of the flow (see, e.g., Parker 1958, 1963). For
the conditions described above, this gives
GM∗
r2crit
=
3u2crit
rcrit
(14)
and it is solved straightforwardly for ucrit. The second and
third equations are, respectively, the definition of the critical
point velocity (in the “cool” limit of zero gas pressure)
u2crit =
v2
⊥
4
(
1 + 3MA
1 + MA
)
(15)
and the conservation of wave action
ρv2⊥VA(1 + MA)2A = constant (16)
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where MA = u/VA is the Alfvén Mach number (see, e.g.,
Jacques 1977). The constant in equation (16) is known for
each star because the conditions at the photosphere are known
(and it is also valid to assume MA → 0 there as well). The
wave amplitude v⊥ in equations (15) and (16) is evaluated at
the critical point, where the conservation of wave action gives
rise to much larger values than those at the photosphere (i.e.,
v⊥≫ v⊥∗).
The fact that VA itself depends on the density makes it dif-
ficult to find an explicit analytic solution for ρcrit. Instead, the
model code used here starts with a reasonable initial guess
and solves equations (13)–(16) iteratively until consistency is
reached. The resulting iterated values for v⊥ at the critical
point range between 85 and 425 km s−1. In all cases, these
Alfvén wave amplitudes are larger than the sound speeds in
a cool chromospheric wind. The resulting values for ρcrit
span more than five orders of magnitude between 10−18 and
4× 10−13 g cm−3.
The stellar wind’s mass loss rate was determined by apply-
ing the equation of mass conservation and taking into account
that the open fields over the polar caps have widened by the
time that the wind reaches rcrit. For a dipole geometry, a rough
estimate of this widening factor is δcrit ≈ δpol(rcrit/R∗)3. How-
ever, for two out of the 28 cases from Table 1, this approxi-
mation gives a number greater than 1. For these two cases the
value of δcrit was simply assumed to be 1. Thus, the mass loss
rate is estimated as M˙wind = 4pir2critδcritucritρcrit.
Table 2 gives the resulting mass loss rates for the 28 stars
in the observational database, and Figure 5(a) plots the ra-
tio M˙wind/M˙acc as a function of age. The observationally de-
termined mass loss rates from blueshifted [O I] λ6300 lines
(HEG) are also shown, as are the model results for the ideal-
ized evolutionary sequence of a 1 M⊙ star (Cranmer 2008).
Of the 22 cases (11 stars) where it is possible to compare di-
rectly with measured mass loss rates, 7 of the computed val-
ues are within an order of magnitude of the observed rates.
The majority of the cases (17 out of 22) have lower modeled
rates than the observations, and only 5 have higher values.
For all 22 cases, the median value of the ratio of modeled to
measured M˙wind is 0.08. As discussed further below, this im-
plies that the outflows probed by the [O I] diagnostic may be
dominated by the disk wind component, which is not modeled
here.
Figure 5(b) compares the input flux of Alfvén waves at
the photosphere with the computed energy flux of the stellar
wind. The Alfvén wave flux FA = Fwave was defined in Section
3, and the wind’s energy flux is estimated to be
Fwind ≈
Lwind
4piR2∗
=
GM∗M˙wind
4piR3∗
. (17)
The above quantity includes only the energy required to lift
the wind out of the star’s gravity well, and not to acceler-
ate it up to its asymptotic terminal speed. Thus it is not the
total energy flux of the wind. Note also that equation (17)
does not use any of the polar-cap area factors defined above
(e.g., δpol or δcrit) because the wind luminosity Lwind is pre-
sumably defined at an infinite distance where the flux tubes
have opened up to fill most of the circumstellar volume. How-
ever, as long as a consistent definition is used for the various
quantities plotted in Figure 5(b), they can be compared with
one another fairly.
The fact that the modeled values of Fwind show a clear cor-
relation with Fwave in Figure 5(b) is not surprising, since these
winds are assumed to be wave-driven. The dashed curve, from
FIG. 5.— (a) Stellar wind mass loss rates, normalized by the accretion rates
for each star, plotted versus age. (b) Energy flux in the stellar wind plotted
against the energy flux in Alfvén waves on the stellar surface. The model
calculations of this paper (open circles) are compared with the HEG obser-
vations (filled circles) and the modeled evolutionary sequence of Cranmer
(2008) (dashed line).
the evolutionary sequence of Cranmer (2008), also shows a
similar correlation.1 The wind fluxes from Cranmer (2008)
are generally lower than those computed in this paper because
the former models used a relatively small filling factor for the
magnetic flux tubes at the photosphere. Smaller filling factors
lead to more dilution of the wave energy between the surface
and the critical point of the wind, and thus to less energy de-
position overall.
In Figure 5(b), the model data points appear to be subdi-
vided into two groups, with a diving line around Fwind ≈ 106
erg cm−2 s−1. The group with the larger wind fluxes has a
lower limit that is close to the lower limit of the observed val-
ues. Out of the 28 cases, 20 of the modeled wind fluxes fall
into this upper group, and only 8 are in the group that falls
well short of the observationally constrained wind fluxes. At
first glance, this may appear inconsistent with the fact that
approximately 77% of the data points shown in Figure 5(a)
(i.e., 17 out of 22) have modeled ratios M˙wind/M˙acc that are
1 The dip in the curve at intermediate wave fluxes between 1010 and 1011
erg cm−2 s−1 is most likely due to the effects of heat conduction and radiative
losses extracting a fraction of the available energy that was liberated by MHD
turbulence; see Section 5.1 of Cranmer (2008).
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TABLE 2
MODELED WIND, SHOCK, & CORONAL LOOP PROPERTIES
log M˙wind log Tsh log npost 〈L〉 log Tmaxa log nTRa log ntopa
Object (M⊙/yr) (K) (cm−3) (Mm) (K) (cm−3) (cm−3) αRa
AA Tau –8.61 5.163 15.04 28.9 6.99 13.60 10.61 1.74
–13.66 5.892 13.27 18.6 6.75 12.86 10.11 1.98
BP Tau –9.10 4.986 15.01 27.0 6.91 13.36 10.45 1.77
–9.50 5.662 14.14 25.6 6.90 13.32 10.42 1.80
CY Tau –12.24 6.170 12.76 12.3 6.57 12.32 9.75 1.95
–12.79 5.982 12.80 22.0 6.58 12.35 9.78 1.97
DE Tau –8.90 5.125 14.29 94.4 6.82 13.09 10.27 1.77
–12.19 5.583 13.20 74.3 6.70 12.72 10.02 1.96
DF Tau –7.50 5.194 14.90 235.2 7.16 14.11 10.95 1.68
–11.68 5.521 13.86 105.4 7.00 13.63 10.63 1.95
DK Tau –9.55 4.305 15.84 52.0 7.00 13.63 10.63 1.82
–10.04 5.053 14.90 41.5 6.97 13.54 10.57 1.85
DN Tau –9.55 5.416 14.36 34.5 6.90 13.32 10.42 1.81
–13.46 5.585 13.36 35.6 6.73 12.81 10.08 1.98
DO Tau –8.70 4.916 15.00 58.2 6.95 13.49 10.53 1.74
–11.62 5.745 13.59 40.5 6.86 13.21 10.34 1.93
DS Tau –9.79 4.810 15.37 7.9 6.88 13.25 10.38 1.80
–9.78 5.955 14.12 7.4 6.90 13.32 10.42 1.81
GG Tau –8.96 4.997 14.51 84.8 6.85 13.16 10.32 1.77
–10.13 5.835 13.40 41.9 6.77 12.92 10.16 1.84
GI Tau –8.28 5.100 15.09 62.1 7.05 13.77 10.72 1.72
–10.52 5.767 14.10 10.0 6.87 13.24 10.37 1.86
GM Aur –10.56 4.594 15.41 18.2 6.87 13.23 10.36 1.85
–10.64 4.992 14.92 19.6 6.84 13.16 10.31 1.89
HN Tau –9.01 6.176 14.13 6.4 6.96 13.51 10.55 1.76
–13.41 6.570 13.06 2.2 6.70 12.73 10.03 1.98
UY Aur –8.53 5.008 14.85 73.8 6.95 13.48 10.53 1.73
–9.37 5.637 14.12 46.6 6.95 13.46 10.52 1.81
a Coronal loop quantities are presented for the most-probable loop length 〈L〉 and the models that
use the iterated value of αR from equation (25).
lower than the observed ratios. However, the 77% fraction
was computed by comparing each model data point individ-
ually with its corresponding observation. The corresponding
29% fraction above (8 models out of 28 that under-predict the
observations) was found by examining the overall distribution
of points in Figure 5(b) and not matching up the results for
each star. Also, the wind flux does not depend strongly on the
accretion rate, but M˙acc appears explicitly in the denomina-
tor of the ratio shown in Figure 5(a). The measured accretion
rates show a large intrinsic range of variability that influences
the overall statistical agreement or disagreement between the
models and observations.
As also found by Cranmer (2008), many of the predicted
mass loss rates fall below those determined from the [O I] ob-
servations of HEG. However, the level of limited agreement
with the data is interesting, because the measured mass loss
rates are widely believed to sample the much larger-scale disk
wind or X-wind. It is thus possible that, for some stars, stellar
winds may contribute to observational signatures that are typ-
ically associated only with bipolar jets rooted in the accretion
disk.
It is evident from Figure 5(a) that the pair of models for a
given star (i.e., the models for the HEG and HCGD values of
the observed parameters) can have drastically different pre-
dictions for the stellar wind properties. For many of the stars,
the observational uncertainties drive the uncertainties in the
models. Thus, it is worthwhile to ask which of the measured
parameters are most responsible for these large discrepancies.
Since the modeled Fwind is well correlated with Fwave, one can
use equations (6)–(11) in Section 3 to work out an approxi-
mate scaling relation for how Fwave depends on the empirical
input parameters.2 If one also assumes Fwind ∝ F1.87wave (see Fig-
ure 5(b)), then equation (17) can be used to estimate
M˙wind ∝
(
M˙acc
B∗δ
)5.62
v9.37c
M∗R8.24∗
, (18)
where it was found that the angular factor ∆θ is roughly pro-
portional in magnitude to δ, and small variations in the stellar
ρ∗ and Teff are neglected. The two most sensitive factors are
the infalling clump speed vc (which is related to the freefall
speed vff) and the stellar radius R∗. However, the accretion
rate M˙acc, the accretion spot filling factor δ, and the surface
magnetic field strength B∗ are also non-negligible contribu-
tors. It is difficult to isolate just one or two of the observations
in, e.g., Table 1, that if improved would drastically improve
the model predictions.
It is also possible that the theoretical mass fluxes have been
underestimated systematically. For example, the efficiency
of conversion from the kinetic energy of infalling clumps to
MHD wave energy on the stellar surface (equation 9) was
computed by Scheurwater & Kuijpers (1988) in the “far-field”
limit. This approximation neglects energy near the base of
the accretion stream that is transient in nature, or is associ-
ated with possible shocks, or is the result of center-to-edge
inhomogeneities in the streams (see, e.g., Romanova et al.
2004). The actual efficiency thus may be larger than was as-
sumed in equation (9). Also, if the stellar magnetic field has
2 Doing this makes the implicit assumption that the accretion-driven wave
amplitude dominates the interior convection-driven wave amplitude. As in
Cranmer (2008), the latter was assumed to remain equal to the present-day
Sun’s value of 0.255 km s−1. Figure 3 shows that only a few of the cases mod-
eled in this paper have their total wave amplitude affected by this convection-
driven component.
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strong high-order multipole components (i.e., departures from
a dipole), the surface may be peppered with a more evenly
spread distribution of accretion spots than is assumed here.
This would mean that the launching regions of the stellar wind
may, on average, be closer to the nearest accretion spots, and
thus the flux of MHD waves in these regions may be larger.
X-ray emission from the winds of T Tauri stars is generally
considered to be negligible when compared with that of the
nearby accretion shocks and closed-field coronal loops (see
Figure 13 of Cranmer 2008). This is similar to the case of dark
“coronal holes” on the surface of the Sun (e.g., Noci 1973;
Zirker 1977; Cranmer 2009). In open-field regions containing
an accelerating stellar wind, the density and pressure cannot
build up to the higher levels found in more confined and static
regions. The energy budget of the wind is thus dominated by
the kinetic energy lost in the outflow itself, and comparatively
little is left over for radiation at UV and X-ray wavelengths.
This paper thus does not compute the X-ray fluxes from these
polar open-field regions.
5. ACCRETION SHOCKS
The impact of magnetospheric accretion streams onto the
stellar surface generates standing shocks. As the infall speeds
are decelerated at the shock, both the temperature and den-
sity increase. There is also a postshock cooling zone, over
which the density continues to increase but the temperature
decreases back down to the undisturbed atmospheric value.
These regions have been suggested as potential sources of
soft X-rays for T Tauri stars (e.g., Lamzin 1999; Kastner et
al. 2002; Grosso et al. 2007; Robrade & Schmitt 2007). Al-
though the surface areas of these spots are believed to be small
(δ∼ 0.01), the ballistic impact speeds are high enough to gen-
erate temperatures of order 105–106 K.
The model of accretion shocks described here is a simpli-
fied version of similar one-dimensional models in the litera-
ture (Gullbring 1994; Calvet & Gullbring 1998; Günther et
al. 2007; Sacco et al. 2008). Near the stellar surface, the
magnetic field is assumed to be oriented radially, and we ig-
nore any structure or dynamics transverse to the field. The
preshock velocity and density in the accretion streams are
given by v1 = vc and ρ1 = 〈ρ〉. The immediate postshock con-
ditions v2 and ρ2 are computed from the standard Rankine-
Hugoniot conditions (Landau & Lifshitz 1959) using an adi-
abatic ratio of specific heats γ = 5/3. The determination of
the shock height, with respect to the undisturbed stellar atmo-
sphere, is described in Section 3.
Because the speed of infalling clumps vc is not necessarily
highly supersonic, it is necessary to use the complete version
of the shock-jump condition for the temperature,
c22 =
5kBTsh
3〈m〉 =
(5v21 − c21)(v21 + 3c21)
16v21
(19)
where c1 is the sound speed in the accretion stream, c2 is the
postshock sound speed, and 〈m〉 ≈ 0.6mH is the mean particle
mass used here in order to more accurately determine Tsh. We
estimate c1 = 13.8 km s−1, which is consistent with a temper-
ature in the accretion streams of ∼8000 K (see, e.g., Martin
1996; Muzerolle et al. 2001). The commonly used approxi-
mate version of equation (19) results when c1 → 0.
Table 2 shows the postshock temperature Tsh and postshock
number density npost = ρ2/mH for the 28 empirical stellar cases
studied here. For these stars, the postshock temperatures
range between about 0.02 and 4 MK. There is a trend with
age that can be described roughly by
Tsh ≈ 5.2× 105
(
t
1 Myr
)0.42
K , (20)
although there is substantial spread around this power-law
variation especially at the youngest ages. It is important to
note that the median value of Tsh is only 0.33 MK, and that
there are only 3 out of 28 cases with Tsh ≥ 1 MK. This is
lower than the typical values of 2–3 MK that have been in-
ferred from soft X-ray observations associated with accretion
shocks (e.g., Robrade & Schmitt 2007). It is possible that
the reductions in the clump infall speed below the ballistic
free-fall speed (vc < vff) described in Section 3 were over-
estimated. However, had these deceleration factors been ne-
glected, the resulting models would have produced an unreal-
istically strong level of X-ray emission that disagrees with the
observations (see Section 7).
The physical depth and structure of the postshock cooling
zone were computed using the analytic model of Feldmeier et
al. (1997). This model assumes that the radiative cooling rate
(Qrad = nenHΛ(T )) exhibits a power-law temperature depen-
dence of Λ∝ T −1/2. The cooling zone has a vertical thickness
given by equation (9) of Feldmeier et al. (1997), which can be
expressed as
∆z = 0.407
( v2
50 km s−1
)4( ρ2
10−10 g cm−3
)
−1
km . (21)
For the T Tauri stars studied here, the thickness of the cooling
zone ranges from about 10 cm (for the youngest stars) to 100
km (for the oldest stars). The spatial dependence of density,
temperature, and velocity in the cooling zone is specified by
equations (8)–(11) of Feldmeier et al. (1997), and the shapes
of these curves are reasonably close to those from numeri-
cal models that used more recent calculations of the radiative
cooling rates (e.g., Calvet & Gullbring 1998; Günther et al.
2007).
Figure 6 illustrates how the temperature and density vary
across the shock, within the postshock cooling zone, and
down to the stellar photosphere. The example shown here
corresponds to the HCGD values of AA Tau. The “bottom”
of the cooling zone is defined as the height zram at which the
undisturbed atmosphere reaches a density of ρram. The shock
itself sits at a height∆z = 2.8 km above the bottom of the cool-
ing zone, and the photosphere is about 2200 km (or∼ 3.1H∗)
below it.
The predicted X-ray emission associated with the accre-
tion shocks is discussed in Section 7. Note that the mod-
els presented here ignore any photoionization heating of the
preshock regions upstream of the impact site (see, e.g., Cal-
vet & Gullbring 1998). The temperatures that are reached in
existing models of preshock plasma appear to be low enough
to not affect determinations of the X-ray emission. However,
future models may need to include a self-consistent treatment
of photoionization in order to accurately predict the UV emis-
sion from these regions.
6. CLOSED CORONAL LOOPS
Young low-mass stars exhibit several observational signa-
tures of magnetic activity that are similar to the Sun’s. It
has been suggested that the hottest components of observed
T Tauri X-rays (T ≈ 10–30 MK) come from stellar analogues
of coronal loops and active regions (e.g., Linsky 1985; Hart-
mann & Noyes 1987; Preibisch 1997; Stassun et al. 2006,
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FIG. 6.— Example accretion shock structure for the HCGD values of AA
Tau. The temperature (a) and mass density (b) in the vicinity of the shock
and postshock cooling zone are shown. The stellar photosphere is labeled by
a filled circle, and the base of the cooling zone is defined by zram = 0 (dotted
line). The nonuniform abscissa coordinates are required to resolve the various
spatial scales in one plot.
2007; Robrade & Schmitt 2007). In this section, models of
this kind of activity are described. These models utilize re-
cent developments in the theory of turbulent coronal heating
in closed-field regions. The accretion-driven enhancements in
photospheric MHD waves (which are important for powering
the polar winds) are assumed to be responsible for increased
energization at the footpoints of the closed loops.
6.1. Loop Geometry and Heating Rates
The model of stellar coronal heating described below as-
sumes a time-steady distribution of loops without large-scale
flows along them. In contrast, high-resolution solar obser-
vations show that the closed-field corona is both highly time
variable and full of motion (e.g., Aschwanden 2006; Warren
& Winebarger 2007; Patsourakos & Klimchuk 2008). The
distribution of magnetic field strengths in the solar corona
may even be fractal in nature (Stenflo 2009), and the observed
loops are probably collections of many smaller unresolved
threads. This paper does not attempt to simulate the full range
of microflaring and nanoflaring heating events that make up
such a dynamic corona. Instead, the “turbulence language”
FIG. 7.— Simplified portrayal of the assumed coronal loop geometry.
Quantities at the photosphere are labeled with subscript ∗. Quantities at the
flux-tube merging height have subscript 0. Quantities at the transition region
have subscript TR. For the T Tauri stars modeled in this paper the photo-
sphere and merging height are identical to one another, and thus the “trum-
pet” shaped regions between the photosphere and merging height do not oc-
cur. Magnetic field B and turbulence correlation length λ⊥ are assumed to
be constant everywhere above the merging height. The rapid drop in density
from the merging height to the TR is illustrated by a gradient in grayscale
shading.
used here is designed to describe a statistical average over
the large number of small-scale impulsive heating events that
must be present.
Figure 7 illustrates the adopted geometry for a representa-
tive coronal loop and defines the plasma properties at several
key heights. The photospheric values of the magnetic field
B∗, density ρ∗, and turbulence correlation length λ⊥∗ (see be-
low) are considered to be known for each star. In general,
the photospheric magnetic field is fragmented into small flux
concentrations surrounded by regions of much weaker field
strength. As height increases, the strong field in the con-
centrations weakens and the cross-sectional area of the flux
tube increases. Eventually the flux tubes widen to the point of
merging with their neighbors and the magnetic field from the
concentrations fills the entire volume above that height. For
the Sun, the filling factor f∗ of strong (∼ 1.5 kG) flux tubes
in the photosphere ranges between about 0.001 and 0.1, de-
pending on the region. The “merging height” where the flux
tubes fill the volume on the Sun tends to occur in the low chro-
mosphere (Cranmer & van Ballegooijen 2005). However, for
T Tauri stars with saturated magnetic activity, we will assume
f∗ = 1 (see Saar 2001), and thus the merging height is assumed
to be identical to the photosphere.3
In Figure 7, the plasma properties at the merging height
are labeled with subscript 0. Above the merging height, the
closed magnetic flux tubes that fill the corona are modeled
as semicircular (i.e., half-torus) loops with constant poloidal
radius r⊥ and half-length L. The conservation of magnetic
flux (∇·B = 0) thus demands that the magnetic field strength
B0 is constant along each loop. Observed solar loops tend to
have such a constant cross section, but this may be related to
their internal structure as collections of thinner twisted strands
3 It should be made clear that the filling factor f∗ applies only to the non-
accreting regions of the stellar surface. The other filling factor discussed in
this paper (i.e., the surface fraction covered by accretion streams, δ) has no
direct solar analogue.
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(e.g., Klimchuk 2006). The sharp transition region (TR) be-
tween the cool chromosphere and the hot corona occurs above
the merging height. As far as the coronal loop models are con-
cerned, the TR is the effective lower boundary condition. The
temperature at the base of the TR is assumed to be a constant
value of 104 K, and the density and pressure at that location
are outputs of the coronal heating model.
This paper uses a general phenomenological expression for
the coronal heating rate that was derived from analytic and
numerical studies of MHD turbulence. The basic idea is that
the photospheric waves (which are produced by both internal
convection and the accretion impacts) cause a random shuf-
fling of the magnetic field lines that thread the surface. Mag-
netic energy in the field is increased via the twisting, shear,
and braiding of the field lines (e.g., Parker 1972). Treating
this transport and dissipation of magnetic energy as a type of
“turbulent cascade” has been found to be useful in parame-
terizing the eventual coronal heating (van Ballegooijen 1986;
Galsgaard & Nordlund 1996; Gómez et al. 2000; Rappazzo et
al. 2008). The expression for the volumetric heating rate is
Q = ρv
3
⊥
λ⊥
(
λ⊥VA
v⊥L
)α
(22)
where λ⊥ is a transverse length scale that represents an ef-
fective correlation length for the largest eddies in the turbu-
lent cascade (see also Hollweg 1986; Chae et al. 1998; Cran-
mer et al. 2007). The turbulent eddies are treated as Alfvén
waves that counterpropagate along the loops with equal (i.e.,
“balanced”) amplitudes in the two directions along the field.
Specifically, the Alfvén wave velocity amplitude v⊥ and the
correlation length λ⊥ are taken at the merging-height foot-
points of the flux tubes. The density ρ and Alfvén speed VA
vary with position along the loops.
The magnitude of the Alfvén wave activity on the surface
must be modified from the values given by equation (10).
That expression gives the photospheric wave amplitude at the
poles, but here we need to evaluate the amplitude averaged
over the equatorial band of closed magnetic fields. The same
numerical code described in Section 4 was used to compute
a correction factor that takes account of this geometrical ef-
fect. The dimensionless Cequ factor is defined similarly to
Cpol (equation [12]), but the integration is taken from θin to
the equator (θ = pi/2), and it is normalized by δequ. Figure 4
shows how Cequ varies as a function of the mean latitude of the
accretion streams. In contrast to Cpol, which always is larger
than one, Cequ may be less than or greater than one. When the
accretion rings are near the poles, the wave power that reaches
the pole can be much larger than the average taken over the
(large) equatorial band. However, when the accretion rings
are near the equator, the wave power that reaches the pole is
significantly diminished below that which remains near the
equator.
Some additional comments on the form of equation (22)
are necessary. The first part of the heating rate (ρv3
⊥
/λ⊥) is
a cascade energy flux that is identical to that derived by von
Kármán & Howarth (1938) and Kolmogorov (1941) for hy-
drodynamic turbulence. There may be an order-unity constant
that multiplies this quantity (see, e.g., Hossain et al. 1995;
Pearson et al. 2004), but this is neglected here for simplicity.
The quantity in parentheses in equation (22) is a ratio of the
cascade timescale τc = λ⊥/v⊥ to the Alfvén wave transit time
along the loop τA = L/VA. This factor is a uniquely MHD phe-
nomenon and does not appear in hydrodynamic turbulence.
When the wave transit time is faster than the cascade time, the
nonlinear interactions between turbulent eddies become more
infrequent because “wave packets” do not spend as much time
interacting with one another (Kraichnan 1965). Thus, the pro-
cess of building up a power-law spectrum of eddy scales is
less efficient when τA ≪ τc. In open flux tubes, this gives
rise to an overall reduction of the heating rate because the
waves/eddies can escape easily. However, in closed-field re-
gions, the waves bounce back and forth between the two ends
of the loop and do not escape. A lowering of the cascade ef-
ficiency leads to a slower buildup of the turbulent magnetic
energy. This longer buildup eventually provides a larger out-
put of heat than would be the case with just the von Kármán
term (see, e.g., van Ballegooijen 1986).
The exponent α in equation (22) describes the effec-
tively subdiffusive nature of the cascade in a coronal plasma.
The wave-packet interactions discussed above are somewhat
muted by various MHD effects such as scale-dependent dy-
namic alignment (Boldyrev 2005), and these nonlinearities
modify the efficiency of the coupling between eddies. The
case α = 0 corresponds to pure hydrodynamic turbulence.
Phenomenological expressions used for open field lines in the
solar wind (e.g., Oughton et al. 2006; Cranmer et al. 2007)
correspond to α = −1 in the limit of τA ≪ τc. For coronal
loops, various models of MHD turbulence have found α = 1.5
(Gómez et al. 2000), α = 2 (van Ballegooijen 1986; van Bal-
legooijen & Cranmer 2008), as well as a continuum of values
between 1.5 and 2 that depends on the Alfvén speed and the
wave amplitude (Rappazzo et al. 2007, 2008). In this paper
we explore only this latter range of values (1.5≤α≤ 2) as be-
ing appropriate for closed magnetic loops energized by stellar
turbulence.
6.2. Results for Empirical Loop Distributions
For each of the 28 stellar data points from Table 1, we cre-
ated a distribution of 100 loop lengths that spans the full range
of possible values for L. The absolute minimum value Lmin
is defined geometrically as the smallest possible toroidal ra-
dius at which the “hole” in the torus shrinks to zero size (i.e.,
Lmin = pir⊥/2). To estimate the poloidal radius r⊥, it is as-
sumed that both horizontal length scales in the photosphere
(r⊥ and λ⊥) are proportional to the photospheric scale height
(see, e.g., Robinson et al. 2004). Estimated solar values for
r⊥ = 200 km and λ⊥ = 75 km (Cranmer et al. 2007) are scaled
linearly with the ratio of the stellar to solar values of H∗. The
maximum value for the loop length is assumed to reach up to
the inner edge of the accretion disk; i.e., Lmax = rin − R∗.
It should be noted that the precise definitions of the above
limits Lmin and Lmax are relatively unimportant. We found that
the smallest loops in this distribution are likely to be “sub-
merged” below the transition region, and thus they would nei-
ther be heated to coronal temperatures nor contribute to the
X-ray emission. Also, the largest loops are expected to appear
so infrequently that they should not contribute significantly to
the disk-averaged X-ray emission (see below). Determining
the effective lower limit length for which loops are submerged
in the chromosphere is done approximately by first ignoring
all loops with L < zTR. The height of the transition region is
estimated via hydrostatic equilibrium,
zTR ≈ Heff ln
(
ρ0/ρTR
)
, (23)
and the effective scale height Heff takes account of both gas
pressure and wave pressure support: Heff = (c2s + v2⊥∗)/γg. For
loops with L > zTR, we take account of partial submerging
by multiplying the expected X-ray fluxes by the quantity (1 −
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zTR/L). For each stellar case in which the shortest loops are
canceled out, the minimum loop length Lmin is redefined as
zTR.
In some models of T Tauri star coronal heating (e.g., Ryan
et al. 2005; Jardine et al. 2006), the longest loops are often
modeled as being unstable to “breaking open” into the stel-
lar wind. In many of these models, the gas pressure in loops
increases with increasing loop length L, and thus the longest
loops may have an internal gas pressure that exceeds the sur-
rounding magnetic pressure. However, as described below,
the use of equation (22) for the heating rate gives rise to an in-
verse dependence between loop gas pressure and loop length.
The shortest loops are thus the ones most liable to have gas
pressure exceed magnetic pressure, but in the present models
this does not occur.
The probability distribution N(L) of loop lengths across the
stellar surface is assumed to be a power-law function of loop
length, with N(L) ∝ L−ε and a sharp cutoff below Lmin. Vari-
ous solar measurements have constrained the value of the ex-
ponent ε to be approximately 2.5 (Aschwanden et al. 2000,
2008; Close et al. 2003). The models below use ε = 2.5 as a
fiducial baseline, but they also vary it as a free parameter to
evaluate the sensitivity to this assumption. The distribution is
normalized such that the equatorial band of closed magnetic
field is completely covered by loops. The total surface area
available for loops is assumed to be given by 4piδequR2∗.
For a power-law number distribution of loop lengths, the
largest loops (at the upper end of the distribution) do not con-
tribute strongly to any star-averaged quantities. The most
probable value of the loop length found on the surface can
be estimated from the first moment of the distribution,
〈L〉 =
∫
dL N(L) L∫
dL N(L) (24)
and for a power-law distribution with a sharp cutoff below
Lmin, the most probable loop length is 〈L〉 = Lmin(ε−1)/(ε−2).
For ε = 2.5, 〈L〉 = 3Lmin. Since we find that Lmax is typically
a factor of 102–104 larger than Lmin, it is clear that the short-
est loops tend to dominate any observable star-averaged prop-
erties of the corona. Table 2 gives the most probable loop
lengths for all 28 stellar cases.
For a given loop length L and an assumed value of the α ex-
ponent in equation (22), it is possible to solve for the temper-
ature and density along each loop. The formulae of Martens
(2008) were found to provide the most general way of taking
account of a heating rate that depends on the spatially vary-
ing plasma properties. Because VA ∝ ρ−1/2, there is an over-
all density dependence of the heating rate, with Q ∝ ρ1−α/2.
When α = 2 the heating rate is constant along the loop, but
when α < 2 the heating is concentrated at the higher-density
footpoints. Using the parameterization of Martens (2008),
this proportionality is described as Q∝ P1−α/2/T 1−α/2. Equa-
tions (28)–(30) of Martens (2008) then provide solutions for
the peak temperature Tmax and the pressure PTR at the base of
the transition region. Neither the density ρTR nor the Alfvén
speed VA,TR at the base of the transition region are known at
the outset, but they need to be specified in equation (22) in
order to determine the heating rate. Thus, the numerical code
used to compute these properties iterates to consistency on
ρTR and VA,TR from an initial estimate.
Because of the large scale heights associated with a hot
corona, the loop models have been constructed under the as-
sumption that gas pressure remains constant along the length
FIG. 8.— Temperature (solid line) and number density (dashed line) plot-
ted as a function of position along a representative coronal loop. Distance
is shown in units of the half-length L, which for this example is the most-
probable length 〈L〉 = 18.6 Mm for the HCGD values of AA Tau. This model
utilized the iterated coronal heating exponent αR = 1.98 (see Table 2).
of each loop (see, however, Serio et al. 1981; Aschwanden
& Schrijver 2002). Equation (25) of Martens (2008) is solved
for T (z) along the loop, and the constraint of constant pressure
provides the density profile ρ(z) = n(z)mH. Figure 8 shows
an example of the temperatures and number densities along
a loop having the most probable length 〈L〉. As in Figure 6,
this plot shows the coronal properties for the HCGD values
of AA Tau. The loop geometry has been “unfolded” in Fig-
ure 8 such that the two photospheric endpoints occur at z = 0
and z = 2L. All plasma quantities were computed between the
transition region height zTR and the loop apex (z = L), and we
assumed symmetry such that both sides of the loop have equal
properties.
In addition to computing model coronal loops for constant
values of α, another set of models was constructed with a
parameter-dependent choice for α inspired by the results of
Rappazzo et al. (2008). In a set of numerical MHD turbulence
simulations for solar coronal loops, Rappazzo et al. (2008)
found that α should depend on the ratio R of the footpoint
turbulence amplitude to the coronal Alfvén velocity. Using
the definition of the α exponent from equation (22), their nu-
merical results have been fit with the following approximate
relation,
αR ≈
2 + 420R
1 + 280R (25)
where R = v⊥0/VA,TR and we use the variable name αR to
refer specifically to the iterated4 model value given by equa-
tion (25). It is important to note that the exponent α that is
defined here differs from the similarly named exponent used
by Rappazzo et al. (2008). If the latter is renamed β, then
α = (2β + 3)/(β + 2), and the direct fit of the Rappazzo et al.
(2008) results yielded βR ≈ (140R)−1. In any case, equation
(25) spans a range of possible values between 1.5 and 2. In the
4 Note that equation (25) depends on VA,TR, which is known for a given
loop model only after the iteration process described above. The loop models
constructed with a variable αR thus involved an additional round of iteration
in order to find the most self-consistent parameters.
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loop models computed for this paper, the ratio R spans sev-
eral orders of magnitude between about 10−5 and 10−2. Since
there are 28 stellar cases and 100 possible loop lengths for
each case, there were eventually 2800 individual values of
the “preferred” αR exponent. For this large set of values, the
mean value of αR was found to be 1.868, with a standard devi-
ation of 0.101 about that mean. For a given star, as L increases
so does αR.
Table 2 shows example solutions for Tmax, αR, the basal
number density nTR = ρTR/mH, and the number density at the
peak of the loop ntop. These models are shown for the pre-
ferred case of α = αR and for the most probable loop lengths
〈L〉 as defined above. It is evident that the loop heating rate
given by equation (22) provides hot coronal emission with
peak temperatures of order 5–10 MK at densities around 1010
cm−3. Figure 9 also shows how Tmax and ntop vary as a func-
tion of loop length and α for an example stellar case (the HEG
values of GM Aur). There is generally more coronal heating
for larger values of the α exponent.
The variation of the coronal heating properties with loop
length L seen in Figure 9 can be understood from the basic
scaling relations of Martens (2008). Once the parameter de-
pendence of the heating rate is taken into account, the loop-
top temperature varies as Tmax ∝ L(2−α)/(3+2α). This exponent
varies from 1/12 (for α = 1.5) to zero (for α = 2). This scal-
ing is less sensitive to loop length than the classical propor-
tionality derived by Rosner et al. (1978) for a constant heat-
ing rate (Tmax ∝ L4/7Q2/7). The basal loop pressure scales
as PTR ∝ L(3−5α)/(3+2α), and the exponent varies between –3/4
and –1 for the allowed range of α values. In this case, the
scaling with loop length is in the opposite sense as Rosner et
al. (1978), who found that PTR ∝ L5/7Q6/7 for a constant Q.
For the turbulent heating models of this paper, the fact that
PTR decreases with increasing L means that the shortest loops
are the ones most in danger of having their gas pressure ex-
ceed their magnetic pressure. For the 28 stellar cases, though,
the ratio of gas pressure to magnetic pressure (for the shortest
coronal loops in each case) ranges from about 10−4 to 10−2.
Thus, the equatorial coronal loops modeled here do not ap-
pear to be unstable to breaking open into a stellar wind.
Finally, it is useful to confirm the validity of the adopted
heating rate and loop modeling procedure by applying rep-
resentative values for well-observed solar loops. The Sun’s
photospheric filling factor for strong-field magnetic flux tubes
is much smaller than unity. Here we assume f∗ = 0.05, which
is consistent with a mean field strength at the merging height
of about 70 G. This corresponds to a weak active region or
small sunspot. At the merging height, the transverse foot-
point velocity amplitude v⊥ ≈ 1 km s−1, and the correlation
length λ⊥ ≈ 350 km. Taking the typical value α = 1.9 for a
representative loop with L = 50 Mm, the iteration process de-
scribed above gives rise to realistic values for the basal Alfvén
speed VA,TR ≈ 900 km s−1, the transition region number den-
sity nTR ≈ 3×1010 cm−3, and the peak temperature Tmax ≈ 1.2
MK. The temperature is slightly on the low side for an active
region, but it is consistent with much of the fine loop structure
observed in the extreme UV by TRACE (Lenz et al. 1999; As-
chwanden 2006). Applying a loop length distribution with
ε = 2.5 and computing the surface average of the energy flux
(F ∼ QL), this solar model gives a mean value of 5× 106 erg
cm−2 s−1. This is in the middle of the empirically allowed
range for active region loops (e.g., Withbroe & Noyes 1977).
FIG. 9.— Parametric plots of (a) loop-top temperature Tmax and (b) loop-top
number density ntop versus loop length L. Results are shown for a range of
possible values of the coronal heating exponent α for an example stellar case
(the HCGD values for GM Aur). Colors and labels show results computed
for specific constant values of α, and the thick black curve denotes models
created with the iterated values of αR from equation (25). Dotted portions of
each curve denote loops submerged below the TR, which are assumed not to
contribute to X-ray emission.
7. X-RAY LUMINOSITIES
The accretion shocks (Section 5) and coronal loops (Section
6) are both expected to give rise to significant X-ray emission.
Their total X-ray luminosities LX are estimated here and com-
pared with existing observations. The calculations of X-ray
flux are done under the optically thin assumption that all ra-
diation escapes from the emitting regions. The absorption by
intervening material is not taken into account because that has
been shown to be sensitively dependent on both the assumed
magnetic geometry and the observer’s orientation (e.g., Gre-
gory et al. 2007). Future work should include these effects
and compute time-dependent X-ray light curves for observers
at a range of inclinations.
The emissivity of each volume element of plasma was
treated using version 5.2.1 of the CHIANTI atomic database
(Dere et al. 1997; Landi et al. 2006). The models used a stan-
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FIG. 10.— (a) Normalized X-ray efficiencies for the ROSAT PSPC (dashed
line) and for the medium thickness filter on XMM-Newton’s EPIC-pn camera
(solid line). (b) Temperature dependence of optically thin radiative loss func-
tions computed for the ROSAT bandpass (dashed line), the XMM bandpass
(solid line), and for all photons (dotted line).
dard solar abundance mixture (Grevesse & Sauval 1998) and
collisional ionization balance (Mazzotta et al. 1998) to com-
pute the emissivity as a function of wavelength over the X-ray
bandpasses of interest. This provided a bandpass-dependent
radiative loss rate (QX = n2eΛX(T )) that was then used to sum
up the contributions of the emitting volume elements. For
structures near the surfaces of the stars, it is valid to estimate
the X-ray luminosity as
LX = 4piδR2∗
∫
dz [ne(z)]2ΛX[T (z)] , (26)
where the fraction δ is used for the accretion shock regions
and it is replaced by δequ for the equatorial coronal loop re-
gions.
Figure 10 shows the relevant X-ray response functions and
their associated radiative loss rates. Two observational band-
passes are discussed in this paper. The first is that of the
ROSAT Position Sensitive Proportional Counter (PSPC), with
the X-ray efficiency function specified by Judge et al. (2003).
The sensitivity is nonzero between about 0.1 and 2.4 keV,
with a minimum around 0.3 keV that separates the hard and
soft bands. The second bandpass shown is that of the XMM-
Newton European Photon Imaging Camera (EPIC), and Fig-
ure 10(a) shows the sensitivity function for the medium thick-
ness filter on the EPIC-pn camera (e.g., Dahlem & Schartel
1999; Strüder et al. 2001). Figure 10(b) shows the result of
folding the optically thin emissivities computed with CHI-
ANTI through the two response functions, as well as the full
radiative loss curve that includes photons of all wavelengths
(see, e.g., Raymond et al. 1976; Schmutzler & Tscharnuter
1993).
Table 3 lists the observed and predicted X-ray luminosi-
ties for a variety of cases. The ROSAT observations were
taken from Neuhäuser et al. (1995). Two of the measurements
listed under the ROSAT column (for DF Tau and GM Aur)
were made with the Einstein Imaging Proportional Counter
(IPC) which has a similar X-ray bandpass as the ROSAT PSPC
(Damiani et al. 1995). The XMM-Newton measurements were
reported by Güdel et al. (2007a). For the 4 out of 14 stars for
which there are firm observations from both telescopes, the
ratios of XMM to ROSAT luminosities range between 1.9 and
3.5. The curves in Figure 10(b) show a similar range of en-
hancement for temperatures between about 20 and 120 MK.
The representative example of a solar coronal loop dis-
cussed at the end of Section 6 can be used to help confirm
the validity of the theoretical X-ray luminosity estimates. For
this example, using the ROSAT bandpass and integrating over
the full loop-length distribution yielded LX = 1.5× 1027 erg
s−1, or a ratio LX/L⊙ = 4× 10−7. This is inside the observed
range of variability for the Sun (Judge et al. 2003).
Figure 11 shows the ratios LX/L∗ for the 28 stellar cases,
computed using the ROSAT bandpass for both the accretion
shock models and a representative set of coronal loop models
(i.e., the optimized case of α = αR). Table 3 also lists the pre-
dicted LX values for these models, as well as the correspond-
ing XMM bandpass luminosities. Loop model results are also
given (for the ROSAT bandpass only) for the cases of fixed
values of α = 1.5 and 2. Figure 11(a) shows the modeled X-
ray luminosities for the accretion shock models. These values
span a much wider range than the observations. The youngest
stars that generally have the highest accretion rates (but lowest
values of vc and Tsh) tend to have negligibly small predicted
values of LX from the accretion shocks. Figure 11(b) shows
the predicted X-ray luminosities from the coronal loops, and
these appear to fall more closely within the observed range of
values.
Note from Table 3 that the modeled XMM luminosities
for the accretion shock models are typically lower than the
ROSAT bandpass values. Apart from one outlier (the HCGD
value of HN Tau), nearly all of the modeled stellar cases have
ratios of XMM to ROSAT LX between 0.07 and 0.6. For the
coronal loop models, however, this ratio spans a higher range
between about 0.6 and 1.7. The values less than 1 apply only
for models that use α . 1.6, and for the optimized models
that use α = αR the range of XMM to ROSAT ratios is 1.3 to
1.5. This is consistent with the fact that most of the loop-top
temperatures Tmax are between about 5 and 10 MK (see Figure
10(b)). In any case, these ratios are well below the observed
range of 1.9 to 3.5. This may indicate that the present models
underestimate the coronal temperatures.
In order to assess the relative contributions from accretion
shocks and coronal loops, Figure 12 shows the modeled X-
ray luminosities (again just using the ROSAT bandpass) as a
function of the stellar accretion rate. In this plot, we follow
Drake et al. (2009) and plot the residual X-ray luminosity, in
which the general trend for higher-mass stars to have a larger
LX has been first removed. The mean mass dependence has
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TABLE 3
OBSERVED AND MODELED X-RAY LUMINOSITIESa
Observed Modeled
Shocks Shocks Loops, α = 1.5 Loops, α = 2 Loops, α = αR Loops, α = αR
Object ROSAT XMM (ROSAT) (XMM) (ROSAT) (ROSAT) (ROSAT) (XMM)
AA Tau 29.642 30.094 26.775 26.094 29.071 30.777 29.871 30.013
29.642 30.094 29.579 28.962 26.231 29.254 29.100 29.249
BP Tau 29.849 30.135 25.488 24.838 26.031 28.344 27.999 28.132
29.849 30.135 29.465 28.760 25.615 28.211 28.000 28.144
CY Tau <29.797 29.288 30.693 30.462 27.857 29.833 29.120 29.266
<29.797 29.288 30.257 29.750 25.972 28.710 28.513 28.663
DE Tau <29.458 . . . 26.936 26.265 29.856 31.672 30.734 30.908
<29.458 . . . 28.966 28.262 27.498 30.444 30.218 30.371
DF Tau 29.810 . . . 28.096 27.405 28.784 30.958 30.248 30.396
29.810 . . . 29.243 28.532 28.539 30.814 30.157 30.302
DK Tau <29.348 29.962 . . . b . . . b 28.407 30.458 29.689 29.835
<29.348 29.962 25.635 24.982 25.960 28.995 28.863 29.011
DN Tau 29.751 30.063 27.942 27.221 28.637 30.447 29.606 29.750
29.751 30.063 28.098 27.395 27.205 29.860 29.505 29.652
DO Tau <29.316 . . . 26.033 25.368 28.119 30.093 29.348 29.493
<29.316 . . . 30.596 29.889 27.562 29.706 29.050 29.195
DS Tau <29.877 . . . 23.213 22.477 29.394 31.136 30.248 30.393
<29.877 . . . 30.394 29.852 28.306 30.449 29.612 29.766
GG Tau <29.029 . . . 25.730 25.081 29.060 30.629 29.650 29.798
<29.029 . . . 30.075 29.405 26.708 29.313 28.956 29.099
GI Tau 29.382 29.921 26.491 25.827 28.820 30.641 29.814 29.958
29.382 29.921 29.523 28.819 28.597 30.682 29.976 30.120
GM Aur 29.750 . . . 17.593 16.452 28.633 30.490 29.609 29.754
29.750 . . . 24.557 23.908 28.518 30.500 29.674 29.822
HN Tau <29.709 . . . 31.208 30.986 28.751 30.609 29.605 29.748
<29.709 . . . 30.790 30.921 28.757 30.626 29.673 29.816
UY Aur <29.403 . . . 25.957 25.307 28.119 30.323 29.524 29.669
<29.403 . . . 29.688 28.985 27.825 30.097 29.461 29.608
a All X-ray luminosities are listed as base-10 logarithms of LX in units of erg s−1.
b Postshock temperature Tsh was too low to generate significant X-ray emission; see Figure 10.
been taken from the Chandra COUP data sample (Preibisch
et al. 2005), with
log L¯X(M∗) = 30.34 + 1.13log(M∗/M⊙) . (27)
Figure 12 shows the individual LX contributions from accre-
tion shocks and coronal loops for each stellar case, as well as
their sum. The totals generally fall within the range of ob-
served values (shown as an irregular blue polygon). Of the
28 stellar cases shown in Figure 12, 8 of them have X-ray lu-
minosities that are clearly dominated by the accretion shocks
(i.e., they have more than a 75% relative contribution from the
shock emission) and 16 are clearly dominated by the coronal
loops (with more than a 75% contribution from the loops).
The 4 remaining cases have a rough balance between the two
components; these correspond to the HCGD values of BP Tau,
DE Tau, GI Tau, and UY Aur. Figure 12 shows that, generally,
the highest values of M˙acc correspond to the cases dominated
by coronal loops. The stars with the lowest accretion rates are
the ones with LX dominated by the accretion shocks.
The recent study of Drake et al. (2009) indicated the exis-
tence of an anticorrelation between accretion rate and X-ray
luminosity for some T Tauri stars. This appears to be consis-
tent with the well-known trend for WTTS (weak-lined T Tauri
stars, which are not accreting) to be more X-ray bright than
accreting CTTS (e.g., Neuhäuser et al. 1995; Flaccomio et al.
2003a,b; Telleschi et al. 2007; Briggs et al. 2007). However,
neither the observational data nor the model results shown in
Figure 12 yield such an anticorrelation. If one examines just
the modeled coronal loop LX values, it is clear that there tends
to be a positive correlation with accretion rate. This makes
sense since the coronal heating is largely driven by MHD tur-
bulence excited in the accretion streams. The X-ray luminosi-
ties associated with the accretion shocks are roughly anticor-
related with accretion rate. When the two components are
summed, however, these effects largely cancel each other out,
and the result is little to no correlation with accretion rate. Of
course, the present sample does not span the wider range of
ages and accretion rates that one would find when comparing
WTTS and CTTS.
Another way to assess the validity of the models is to per-
form a direct star-by-star χ2 analysis of the differences be-
tween the observed and modeled X-ray luminosities. This
analysis uses the summed LX from both the accretion shock
and coronal loop regions for each stellar case. Also, only the
most definitive observations are used. Only the 6 ROSAT ob-
servations with firm measurements (e.g., AA Tau, BP Tau,
DF Tau, DN Tau, GI Tau, and GM Aur) and the 2 XMM mea-
surements that exist for stars having only ROSAT upper limits
(e.g., CY Tau and DK Tau) are used in this analysis. This re-
sults in 8 stars (or 16 unique model data points) to compare
with the observations. The χ2 statistic computed for a given
set of models is defined as
χ2 =
1
σ2
∑(
logLX,obs − logLX,model
)2
, (28)
where σ = 0.5 dex was adopted as the logarithm of a repre-
sentative observational uncertainty (see, e.g., Neuhäuser et al.
1995) and the above sum is taken over the 16 data points.
Each term in the sum uses the appropriate bandpass for each
of the LX values; i.e., each term compares either ROSAT ob-
servations to ROSAT-bandpass models, or XMM observations
to XMM-bandpass models.
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FIG. 11.— Individual results for LX/L∗ shown as a function of age, cor-
responding to (a) the accretion shock models and (b) coronal loop models
computed with the optimized α = αR exponents. Model values computed
with the ROSAT bandpass (open circles) are compared against direct ROSAT
observations (filled circles) and upper limits (downward arrows).
The χ2 quantity defined in equation (28) constrains the
probability that the observed and modeled data sets are in
agreement with one another. Assuming normally distributed
uncertainties, this probability is given by Press et al. (1992) as
P ≡ Q(χ2|ν) = 1
Γ(ν/2)
∫ ∞
χ2/2
e−tt (ν/2)−1dt , (29)
where ν is the effective number of degrees of freedom, which
we take as 16 (the number of data points), and Γ(x) is the
complete Gamma function. When χ2 ≪ ν the above proba-
bility approaches unity (i.e., the modeled luminosities are a
good match to the observed luminosities), and when χ2 ≫ ν
the above probability is negligibly small.
Figure 13 shows the results of several calculations of the
above probability. Because there were no real free parame-
ters to vary for the accretion shock models, all of the models
shown in Figure 13 vary either the coronal-loop heating ex-
ponent α or the loop number distribution exponent ε. When
α was varied (keeping ε fixed at its standard value of 2.5), the
highest probability of agreement with the observations was
FIG. 12.— Residual X-ray luminosity (i.e., deviation of LX from the mean
observational trend with stellar mass L¯X(M∗)) shown as a function of mass
accretion rate. Model results include individual luminosities from the ac-
cretion shocks (crosses), the coronal loop models computed with optimized
αR (squares), and the sum of these two components (red filled circles). The
approximate region subtended by the ROSAT observations is illustrated by a
blue polygon.
FIG. 13.— Computed probabilities of agreement between X-ray observa-
tions and the modeled total (shock plus loop) values of LX for a set of 8 well-
observed stars. Models are shown that vary the coronal heating exponent α
(solid curves) and those that vary the loop number distribution exponent ε
(dashed curve). For clarity, the single histogram corresponding to the opti-
mized αR models is placed to the right of the other models that assume a
range of constant α exponents (i.e., the plotted abscissa value for this case
was chosen arbitrarily).
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clearly found for the optimized case of α =αR. This model re-
sulted in a reduced χ2/ν = 1.22, which corresponds to a prob-
ability of 24%. For fixed values of α, the exponent was varied
between 1.5 and 2 with an increment of 0.05. The highest-
probability model of these was α = 1.75, with a reduced χ2/ν
of 1.77 and a probability of about 3%.
Varying the loop-length number distribution exponent ε
was also done by keeping α fixed at a value of 1.8. As ε
increases, the shortest loops in the distribution are weighted
more strongly. Thus, higher values of ε produce more X-ray
emission from cooler and denser regions, and lower values of
ε produce emission from hotter and more tenuous regions. For
each star, LX for the entire distribution of loops decreases as
ε increases. Figure 13 shows the resulting probabilities for a
grid of models computed for a range of ε between 1 and 4 with
an increment of 0.25. The most successful model of these was
for ε = 2.75, with only a marginally better probability than for
the standard value of 2.5 (i.e., both of these models are near
the peak of the probability curve).
Finally, another set of models was computed to address the
concerns raised in Section 5 about a possible overestimation
of the deceleration experienced by accreting clumps. The
postshock temperatures Tsh shown in Table 2 are generally
lower than the typically reported range of 2–3 MK for CTTS
accretion shocks. Thus, it is possible that the clump speed vc
has been reduced too much below the ballistic free-fall speed
vff by the effects discussed in Section 3. A set of accretion
shock and coronal loop models were thus computed under the
assumption that no deceleration occurs (i.e., that vc = vff). The
resulting X-ray luminosities from the accretion shock regions
were substantially larger than in the standard models, with
11 out of the 28 stellar cases experiencing more than a factor
of 100 increase in LX (with 6 of these 11 having more than
a factor of 104 increase), and only 6 other cases exhibiting
no change in LX. The photospheric Alfvén wave amplitudes
for these models were significantly larger than in the standard
models, and thus the coronal-loop heating was larger. Loop
models with α = 1.75 (which is the best-fitting model with
constant α in Figure 13) yielded an increase in LX of fac-
tors of order 2–6 for 10 of the 28 models and either equal
or slightly lower luminosities for 8 of the 28 cases. Sum-
ming the shock and loop model luminosities and performing
the χ2 comparison with the observations, as described above,
yielded a substantially decreased probability of agreement for
these “undecelerated” models, with P = 9× 10−5 for the case
of α = 1.75 and ε = 2.5. This is a reduction in probability
from the corresponding standard model (see above) of about
a factor of 300. Similar results for other values of α lead to
the conclusion that some degree of clump deceleration is nec-
essary for optimal agreement with observed X-rays.
8. DISCUSSION AND CONCLUSIONS
The primary aim of this paper has been to explore and test
a set of physical processes that may be responsible for pro-
ducing stellar winds and coronal X-ray activity in accreting
T Tauri stars. A key new aspect of this work is the self-
consistent generation of plasma heating and wind accelera-
tion (via MHD waves and turbulence) for a database of well-
observed CTTS in the Taurus-Auriga region. Scheurwater
& Kuijpers (1988) and Cranmer (2008) suggested that inho-
mogeneous accretion can give rise to enhanced MHD wave
amplitudes across the stellar surface. In this paper, the con-
sequences of these turbulent motions were studied further
and applied to both wave-driven wind models and footpoint-
shaking models for coronal loops. By and large, the predicted
X-ray luminosities from a combination of accretion shocks
and hot loops agrees reasonably well with existing observa-
tions. The resulting mass loss rates for polar CTTS winds
tend to be lower than those derived from measurements. This
indicates that disk winds or X-winds (i.e., outflows not rooted
to the stellar surface) may be responsible for many of those
measurements. However, in several of the modeled cases the
stellar winds do appear to contribute significantly to the mea-
sured mass loss rates.
The models presented above have shown that it is plausi-
ble to assume that the accretion energy is sufficient to drive
CTTS stellar winds and coronal X-ray emission. However,
this cannot explain the even stronger X-ray emission from
WTTS, which are believed to not be accreting at all. Even if
the lower X-ray fluxes of CTTS were the result of absorption
in the accretion columns (e.g., Gregory et al. 2007), the rel-
atively unattenuated X-rays of WTTS should not be explain-
able by accretion-driven phenomena. Here it was assumed
that the accretion-driven component of surface MHD turbu-
lence dominates the intrinsic convection-driven component.
Young, rapidly rotating stars are suspected of having more
vigorous convective motions, higher internal dynamo activ-
ity, and more frequent magnetic flux emergence than older
stars such as the Sun (e.g., Montalbán et al. 2004; Ballot et
al. 2007; Holzwarth 2007; Brown et al. 2008; Käpylä et al.
2009). Rapid rotation can also give rise to complex field-line
motions that lead to propeller-driven outflows, collimated jets,
or “magnetic towers” (Blandford & Payne 1982; Lynden-Bell
2003; Ustyugova et al. 2006; Romanova et al. 2009). More
accurate models must include these kinds of effects.
In this paper, an attempt was made to reduce the number
of freely adjustable parameters by as much as possible. For
example, although the accretion shock model (Section 5) de-
pends on many assumptions about the magnetic geometry and
the form of the radiative cooling function, it does not contain
any truly ad hoc free parameters. The coronal loop model
(Section 6) utilizes a state-of-the-art parameterization for the
heating that comes from MHD turbulent dissipation, and the
best value for the α exponent in that parameterization turns
out to be one that has been fit from a series of numerical sim-
ulations (e.g., equation [25]). However, all of the models pre-
sented in this paper do depend on various assumptions that
had to be made about the clumpiness of the accreting gas, and
about how these clumps may be decelerated as they fall from
the inner edge of the disk. Future models of inhomogeneous
accretion should focus on improving our understanding of the
dynamics of individual clumps.
The use of a rotationally aligned dipole magnetic field in
this paper is a shortcoming that should be remedied in fu-
ture models. In fact, there has been much work done recently
to create three-dimensional models of CTTS magnetospheres
(e.g., Koldoba et al. 2002; Romanova et al. 2003, 2004, 2008;
Gregory et al. 2006, 2009; Long et al. 2007, 2008). Such
models can naturally include the effects of X-ray absorption
by the accretion columns and the dynamics of disk winds or
X-winds. Still, many of these models utilize relatively simple
approximations for the conservation of internal energy. Their
realism and predictive power could be improved by including
the effects of MHD waves and turbulence as described above.
Thus, it is possible that the most useful results of this paper
may not be the specific model results, but instead the general
methodology for wave generation and coronal heating that can
be inserted into more advanced simulations.
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In addition to improving the physical models of the stellar
plasmas, it will also be important to model the emergent radia-
tion more accurately. For X-rays, the simulation of bandpass-
integrated luminosities (Section 7) is only the beginning of
the story. There is a great deal of diagnostic information in
the X-ray spectrum that can be used to constrain the proper-
ties of the various plasma components. Recent X-ray spec-
tral analyses are beginning to reveal that there may be other
distinct emitting regions in addition to the three studied in
this paper (e.g., winds, accretion shocks, and coronal loops).
One of these other classes includes transient phenomena such
as strong flares, eruptions, and other outcomes of large-scale
magnetic reconnection (e.g., Giardino et al. 2006; Kastner et
al. 2006; Aarnio et al. 2009). Another newly discovered re-
gion appears to be filled with cooler and lower-density coro-
nal plasma than is in the dominant coronal loops (Brickhouse
et al. 2009). These regions may be turbulent “boundary lay-
ers” that surround the accretion spots and are magnetically
connected to both the shocked plasma and the loops (see also
Hujeirat & Papaloizou 1998).
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