A new generic object recognition (GOR) method for robot perception is proposed in this paper, based on multi-feature fusion of two-dimensional (2D) and 3D scale invariant feature transform descriptors drawn from 2D images and 3D point clouds. The trained support vector machine is utilized to construct multi-category classifiers that recognize the objects. According to our results, this new GOR approach achieves higher recognition rates than classical methods tested, even when one has large intra-class variations, or high inter-class similarities of the objects. Simulation results demonstrate the effectiveness and efficiency of the proposed GOR approach.
Introduction
Finding the object for robots according to the natural language description depends on the ability of generic object recognition (GOR) in real-world applications, which plays a significant role in computer vision and artificial intelligence with applications in intelligent monitoring, robotics, medical image processing, etc. [1] - [3] . Unlike specific object recognition (SOR) [4] , [5] , GOR is much more difficult to be accomplished. The generic features of objects express the common properties in the same class, but help to make difference between classes, which need to be found out, instead of defining characteristics of particular category as used in SOR methods. Currently, most techniques for GOR are focused on local feature extraction algorithms on 2D images, typically the 2D SIFT (scale invariant feature transform) descriptors [6] , [7] . However, 2D images have loss of the 3D information of the objects and are susceptible to change due to various external illumination conditions. To overcome this drawback, 3D SIFT descriptors based on volumes [3] , [8] - [12] , and point cloud model [13] - [15] have been proposed recently by a few researchers. Point cloud model of object obtained from the depth images depends on the geometry of the objects, but has nothing to do with the brightness and reflection features of the objects. Therefore, it is very important for 3D SIFT descriptors based on point cloud model to recognize generic object when a robot moves in unknown environments.
In this paper, to further increase the rate of recognition and improve the performance of GOR, we propose a new method for GOR on the basis of feature fusion of 2D and 3D SIFT descriptors. Its main novelties include: (1) the 3D SIFT feature descriptor from the point cloud representation model is improved; (2) the improved 3D SIFT feature descriptor is applied to GOR; (3) 2D and 3D SIFT features are fused together to accomplish the algorithm of GOR.
The rest of paper is organized as follows. The recognition algorithm is described in detail in Section 2 and its program procedure is given in Section 3. Section 4 evaluates the performance of this new method on real data sets. Conclusions with perspectives are summarized in Section 5.
New GOR Method
This new method of GOR that consists of three main steps (features extraction and representation, features fusion, and classifier design) is presented in detail in this section.
Features Extraction and Representation

2D SIFT Descriptor
In 1999, Lowe [6] presented for the first time a new method to extract keypoints of objects in images and described their local features to make GOR, e.g., in computer vision applications. The method was improved in [7] and extended to 3D by other researchers (see next paragraph). 1
The feature description of the object drawn from a training image is then used to identify the presence (if any) of the object in real (usually cluttered) observed scene. To obtain good object recognition performance, a 2D SIFT [16] , [17] was proposed to warranty that the features extracted (i.e., the keypoints) from the training image are detectable under changes in image orientation, scale, noise, and illumination, and even if partial object occlusions occur in the observed scene. This is because Lowe's SIFT feature descriptor is invariant to uniform scaling, orientation, and partially invariant to illumination changes and robust to local geometric (affine) distortion. The stable keypoints locations of SIFT are provided by the detection of scale space extrema in the difference-of-Gaussian (DoG) function D(x, y, σ) convolved with the image I(x, y), more precisely [7] .
The local extreme points of D(x, y, σ) functions (DoG images) define the set of keypoint candidates (the SIFT descriptor). Once all the keypoints are determined, one must assign a consistent orientation based on local image properties, from which the keypoint descriptor can be represented, hence achieving invariance to image rotation. For this, the scale of the keypoint is used to choose the Gaussian-blurred image L with the closest scale. The keypoint descriptor is created by computing at first the gradient magnitude m(x, y) and its orientation θ(x, y) at each pixel (x, y) in the region around the keypoint in this Gaussian-blurred image L as follows [7] :
. A set of orientation histograms is created on 4 × 4 pixel neighbourhoods with eight directions (bins) each. These histograms are computed from magnitude and orientation values of samples in a 16 × 16 region around the keypoint such that each histogram contains samples from a 4 × 4 sub-region of the original neighbourhood region. The magnitudes are weighted by a Gaussian function with σ equal to one half the width of the descriptor window. The descriptor then becomes a 128D feature vector because there are 4 × 4 = 16 histograms each with eight directions. This vector is therefore normalized to unit length to enhance invariance to affine changes in illumination. Additionally, a threshold of 0.2 is applied to reduce the effects of non-linear illumination, and the vector is again normalized. The simplest method to find the best candidate match for each keypoint would consist in identifying its nearest neighbour based on Euclidean distance metric in the database of keypoints from training images.
3D SIFT Descriptor
The previous 2D SIFT descriptor working with pixels has been extended to 3D using volumes in different manners [3] , [8] - [12] . In this paper, we adopt the 3D SIFT for point cloud inspired by [8] , [15] . However, all the methods require same functional steps as for 2D SIFT, that is (1) keypoints detection; (2) keypoints orientation; and (3) descriptor representation. We present these steps in detail in the next subsections.
Keypoint detection
The scale space of a 3D input point cloud is defined as a 4D function L(x, y, z, σ) = G(x, y, z, kσ) * P (x, y, z) obtained by the convolution of a 3D variable-scale centred Gaussian kernel G(x, y, z, σ), σ = 3 √ 2, with the input point P (x, y, z), where:
Extending Lowe's approach [7] , the candidate keypoints in 4D scale space are taken as the local extrema (maxima or minima) of the multi-scale DoG defined by:
To find extrema of the multi-scale DoG function, each sample point is compared to its 27 + 26 + 27 = 80 neighbours, where 26 neighbours belong to the current scale and 27 neighbours in the scale above and below. A keypoint is chosen only if it is larger than all of its neighbours or smaller than all of them. To eliminate the bad candidate keypoints having low contrast, one uses a thresholding method to remove the erroneous points. A contrast threshold is applied on D(x, y, z, k i σ) to eliminate all the candidate keypoints below a chosen threshold value τ (τ = 0.5 in our simulations).
Keypoint Orientations
Similarly, for 2D SIFT, once all the keypoints are determined in 3D, one may assign a consistent orientation based on local points properties, from which the keypoint descriptor can be represented, hence achieving invariance to object rotation. For this, the 2D histogram is calculated by gathering statistics of the angles between the neighbouring points and their centre. The keypoint descriptor is created by computing at first the gradient magnitude m(x, y, z) and its orientations θ(x, y, z) (azimuth angle) and ϕ(x, y, z) (elevation angle) between each point (x, y, z) in the region around the keypoint and their centre (x c , y c , z c ) as follows:
In 3D point cloud, each point has two values representing the orientation of the region, as shown in Fig. 1 , whereas in 2D case each pixel had only one direction of the gradient. Extending Lowe's approach in 3D case, to find the keypoint orientations, we construct a weighted histogram for the 3D neighbourhood around each candidate keypoint, which can be achieved by multiple methods. In this work, a 2D histogram is produced by grouping the angles in bins which divide θ and ϕ into 10 deg angular bins. A regional Gaussian weighting of e −(2d/Rmax) 2 for the points whose magnitude is d is applied to the histogram, where R max represents the max distance from the centre. The sample points at a distance greater than R max are ignored. The histogram is smoothed using a Gaussian filter to limit the effect of noise. The dominant azimuth α and elevation β of the keypoint are determined by the peaks of the 2D histogram. To enhance robustness, peaks in the histogram within 80% of the largest peak are also retained as possible secondary orientations.
Descriptor Representation
Each keypoint p is described by its location p[x p , y p , z p ] t , scale σ p , and orientation angles α p and β p . The descriptor representation associated with a keypoint p is based on the local spatial characteristics around it to describe its features. To ensure rotation invariance of the descriptor, the k-points p
around the keypoint of interest p are transformed (rotated) in the dominant orientation of p by the following transformation:
Before the normal vector n at the keypoint in the k-points neighbourhood is calculated according to the routine available in the open point cloud library [18] . For each (rotated) point p i (i = (1, . . . , k)) in the k-points neighbourhood of the keypoint p, we calculate the vector pp i , the magnitude m, angles θ and ϕ according to (6) . The angle δ between n and pp i is given by:
Therefore, a keypoint p with its neighbour p i is represented by the 4-tuple (m, θ, ϕ, δ). To reduce the computational effort, instead of dividing the neighbourhood into n × n sub-regions (with n = 4 as in Lowe's 2D SIFT descriptor), we take directly the entire neighbourhood, which means that we have n = 1. The histogram used to generate the 3D descriptor at the keypoint p is derived by splitting (θ, ϕ, δ) space into 45 deg bins, and adding up the number of points with the Gaussian weighting of e −(2m/R max ) 2 . As a result, the dimension of our 3D SIFT The 2D and 3D SIFT descriptors summarize efficiently the useful information contained in 2D images and 3D point clouds. Instead of working directly with whole images and point clouds, it is usually more interesting (in terms of computational burden reduction) to work directly with 2D and 3D SIFT descriptors, particularly, if real-time object recognition is necessary. Generally, the objects characterized by 2D and 3D SIFT descriptors have different number of keypoints, which makes the feature fusion problem for object recognition very challenging. For example, for a simple object like an apple, we can obtain 45 keypoints using 3D SIFT descriptor and 38 keypoints using 2D SIFT descriptor. To overcome this problem, we adopt the bag of words (BoW) model [19] to gather the statistics of the 2D and 3D SIFT descriptors to describe the objects.
BoW Model for Features Vector
In the BoW feature model, the feature descriptors of all the interest points are quantized by clustering them into a pre-specified number of clusters (i.e., K = 300). Instead of using k-means algorithm as in [2] , we use the k-means++ method [20] which selects more effectively the initial cluster centres to complete this step. The resultant cluster centres are now called visual words, while the collection of these cluster centres is referred to as the visual word vocabulary. Once our vocabulary is computed, the descriptors are matched to each visual word based on the Euclidean distance and the frequency of the visual words in image and in point cloud is accumulated into a histogram, which is the BoW feature vector of the image and of the point cloud. So each object in 2D image and in 3D point cloud is described by a 1 × 300 BoW-based feature vector denoted respectively BoW 2D and BoW 3D . These two BoW-based feature vectors will be used for feeding the trained support vector machine (SVM) classifiers to get the final object recognition.
Classifier Design
Once the object description is completed, SVMs are trained to learn object categories and to perform the object classification. SVM is a supervised and discriminative machine learning method providing usually good performance. Through offline training of pre-limited samples, we seek a compromise between model complexity and learning ability, to obtain a satisfied discriminant function [21] . Linear SVM classifier is applied for its efficiency, which is a typical classifier for two categories problems. In plenty of real-world applications, we are face to multi-category classification problems and use trained 1V1 SVMs between classes to set up a multi-category classifier. The training 3 process is accomplished as follows: for training samples belonging to the ith category, we make a pairwise SVM training with respect to all the other classes. Thus, we achieve C 2 n = n(n − 1)/2 1V1 SVM classifiers for training samples of n categories.
Features Fusion Strategies
When the two BoW-based feature vectors of the object to be recognized have been computed from 2D and 3D SIFT descriptors, we have to use them to achieve the object recognition thanks to the trained SVM classifiers from the BoW-based features vectors of known objects of our database. In this paper, we mainly present the direct feature-level fusion strategy. This feature-level fusion is for feeding SVM classifiers in training phase before making object recognition in testing phase. With this strategy we combine (fuse) directly the two BoW-based feature vectors BoW 2D and BoW 3D to get a 1 × 600 vector BoW 2D,3D Δ = [BoW 2D , BoW 3D ], and we feed the trained (global) SVM classifiers with the fused vector to get the final recognition. The principle of our method based on this strategy is summarized in Fig. 2 .
The Procedure of Our New GOR Method
This section focuses on the algorithm procedure of our new GOR method. The GOR process mainly includes the training phase and the testing phase.
The Training Phase
This training phase consists of the following steps: a. For any object to be trained, we extract its 2D and 3D SIFT descriptors associated with each keypoint. N 2D 2D SIFT descriptors of size 1 × 128 are available, if one has extracted N 2D keypoints from the 2D image under training, and we get N 3D 3D SIFT descriptors of size 1 × 128 if one has extracted N 3D keypoints from the 3D point cloud under training. b. The visual words vocabulary of 2D SIFT descriptors center 2D = {center 2Dl , l= 1, 2, . . . , K} is obtained by k-means++ clustering algorithm [20] from the N 2D 2D SIFT descriptors. Similarly, we can obtain the visual words vocabulary of 3D SIFT center 3D = {center 3Dl , l = 1, 2, . . . , K}, K representing the number of cluster centres. 
The Testing Phase
This testing phase consists of the following steps: a. For any object to classify, we extract its 2D and 3D SIFT descriptors associated with each keypoint. b. From the N 2D 2D SIFT descriptors of size 1 × 128, we compute 1 × 300 BoW feature vectors BoW 2D , and from the N 3D 3D SIFT descriptors of size 1 × 128, we compute 1 × 300 BoW feature vectors BoW 3D thanks to the BoW model representation [19] . c. The direct feature-level fusion is done by stacking the BoW-based feature vectors BoW 2D and BoW 3D to get a 1 × 600 vector BoW 2D,3D [BoW 2D , BoW 3D ]. d. The direct feature-level fusion/the decision-level fusion is carried out. e. The object is associated with the category (or class) having the largest probability, i.e.:
4. Simulation Results
The Experimental Set-up
We evaluate the proposed recognition algorithm on a largescale multi-view object data set collected using an RGB-D camera [22] . This data set contains colour, depth images,and point clouds of 300 physically distinct everyday objects taken from different viewpoints. The objects belong to 1 of 51 categories and contain three viewpoints. To test the recognition ability of our features, we test category recognition on objects that were not present in the training set. At each trial, we randomly choose one test object from each category and train classifiers on the remaining objects. Randomly choose 100 training samples and 60 test samples for each category. The object recognition rate (ORR) is calculated using (8):
where n r is the number of objects correctly recognized and N is the total number of test samples. 
Experiment Results and Analysis
Robustness to Intra-class Variation and Interclass Similarities
In this study, we compare the ORR performances in different classes having high similarity (e.g., apple and tomato) and in the same class but having strong variation (e.g., pitcher object) as in Figs. 3 and 4 . We evaluate the accuracy of point feature histograms RGB (PFHRGB), 2D SIFT, 3D SIFT, and the feature-level fusion of 2D and 3D SIFT under the same conditions. Training and testing samples are the same as in the first experiment. Our simulation results are given in Table 1 . Summarized in Table 1 , using 3D SIFT increases the ORR of 3.05% with respect to 2D SIFT. This shows that introduction of the depth information improves the quality of object recognition. Three different objects of the pitcher class are illustrated in Fig. 4 , where there are great differences within such class. 3D SIFT achieves ORR with 96.67% accuracy, much superior to the 70% obtained by PFHRGB. Apple and tomato displayed in Fig. 3 look highly similar even if they belong to two distinct classes. 3D SIFT provides much better ORR than other descriptors. As given in Table 1 , our GOR method based on featurelevel fusion of 2D and 3D SIFT offers better robustness to intra-class variations and inter-class similarities, and 3D SIFT reaches higher accuracy than other single descriptors.
Robustness to Angle of View
In this experiment, we evaluate the performance of our GOR method when applied under different observation conditions, more precisely when the objects are observed under three very distinct angles of view (30, 45 and 60 deg). Training samples are the same as Experiment 4.2.1. By randomly selecting 60 objects from each view to be as the test samples, for each view, there are 360 test samples from six categories. The experimental results are illustrated in Fig. 5 .
From Fig. 5 , it is observed that ORR with 3D SIFT is relatively accurate and stable in comparison with PFHRGB descriptor. The direct feature-level fusion strategy (with ORR > 90%) offers far better ORR than using the best Figure 5 . ORR performances under three angles of view. 
Robustness to Size Scaling
The training samples are the same as in the first experiment. To evaluate the robustness of our method to size scaling (zooming), the test samples are zoomed out to 1/2, 1/3, and 1/4, which are respectively listed in Table 2 .
It demonstrates in Table 2 that our GOR method with fusion is superior to the algorithm based on single descriptor. However, the ORR of each feature descriptor decreases. Especially when zoomed to 1/4, the accuracy of ORR with 2D SIFT is only 46.94%. The main reason is that part of the images, such as apple (whose original size is only 84 × 82) after scaling, reduces the number of useful keypoints. The feature-level fusion algorithm still provides an averaged ORR of 63.05%.
Conclusion
In this paper we have proposed a new GOR method for robot perception based on 2D and 3D SIFT descriptors that calculate multiple feature vectors combined with different strategies, and feed SVM classifier for making object recognition. Our performance evaluation based on open real data sets has demonstrated the superiority of our new 3D SIFT descriptor adapted for point cloud with respect to the existing 3D features such as PFHRGB. Our GOR method based on feature fusion of 2D and 3D SIFT functions better than the one using best single feature. As future research work, we would like to reduce the computational time needed for feature extraction and description by realizing GPU-based implementation while allowing still good recognition rate and explore more feature fusion strategies to improve recognition performances. Since 1993, he is senior research scientist in the Information Modeling and Processing Dept. at the French Aerospace Lab. His current research interests include estimation theory, and information fusion (IF) and plausible reasoning with applications to MS-MTT, defence and security, robotics, and risk assessment. He has published three books and more than a hundred of papers in conferences and journals on tracking and information fusion. He is the co-founder with Florentin Smarandache of DSmT (Dezert-Smarandache Theory) of information fusion based on belief functions.
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