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DEFORMATIONS OF FUNCTIONS ON SURFACES BY ISOTOPIC
TO THE IDENTITY DIFFEOMORPHISMS
SERGIY MAKSYMENKO
Abstract. Let M be a compact surface and P be either R or S1. For a smooth
map f : M → P denote by S(f) the group of diffeomorphisms h of M preserving
f , i.e. satisfying the relation f ◦ h = f , and let S ′(f) be its subgroup consisting
of diffeomorphisms isotopic to the identity via isotopies that are not necessarily f -
preserving. The groups pi0S(f) and pi0S ′(f) can be regarded as analogues of mapping
class group for f -preserving diffeomorphisms. The paper describes precise algebraic
structure of the group pi0S ′(f) and some of its subgroups and quotients for a large class
of smooth maps f : M → P containing all Morse maps, where M is orientable and
distinct from 2-sphere and 2-torus. In particular, it is shown that pi0S ′(f) is solvable.
1. Introduction
Let M be a smooth compact not necessarily connected surface, P be either the real
line R or the circle S1, and f : M → P be a smooth map. A diffeomorphism h : M →M
is said to be f -preserving whenever f ◦ h = f , which is equivalent to the assumption
that h leaves invariant each level-set , f−1(c), c ∈ P , of f .
Let F(M,P ) be the subspace of C∞(M,P ) consisting of maps f satisfying the follow-
ing two axioms:
Axiom (B) The map f takes a constant value at each connected component of ∂M and
has no critical points in ∂M .
Axiom (L) For every critical point z of f the germ of f at z is smoothly equivalent1
to a germ at 0 ∈ R2 of some non-zero homogeneous polynomial fz : R2 → R without
multiple factors.
Figure 1.1 below describes possible singularities satisfying Axiom (L). In particular,
since the polynomial ±x2 ± y2 (non-degenerate singularity) is homogeneous and has no
multiple factors, we see that F(M,P ) contains an open and everywhere dense subset
Morse(M,P ) consisting of maps with non-degenerate singularities only.
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1Suppose A1, A2, B1, B2 are smooth manifolds, a1 ∈ A1 and a2 ∈ A2 are two points, and let f1 :
A1 → B1 and f2 : A2 → B2 are smooth (C∞) maps. Then the germ of f1 at a1 is smoothly (resp.
topologically) equivalent to the germ of f2 at a2 whenever there exist germs of diffeomorphisms (resp.
homeomorphisms) h : (A1, a1)→ (A2, a2) and φ : (B1, f1(a1))→ (B2, f2(b2)) such that φ ◦ f1 = f2 ◦ h.
If in this case φ is the germ of the identity map, that is f1 = f2 ◦h, then the germ of f1 at a1 is smoothly
(resp. topologically) right equivalent to the germ of f2 at a2. If the germ of f1 at a1 is (smoothly
or topologically) equivalent to a germ of a map g : (Rn, 0) → (Rm, 0), then g will be called a local
representation of f1 at a1.
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2 SERGIY MAKSYMENKO
Denote by D(M) the group of all C∞ diffeomorphisms of M endowed with C∞-
topology, and let Did(M) be its identity path component, so it consists of h ∈ D(M)
isotopic to idM . Let also S(f) be the group of all f -preserving diffeomorphisms, S ′(f) =
S(f)∩Did(M), and Sid(f) be the identity path component of S(f) being also the identity
path component of S ′(f).
The present paper is devoted to study of the group of f -preserving diffeomorphisms
up to f -preserving isotopies for all f ∈ F(M,P ). More precisely, we will describe
the algebraic structure of homotopy groups pi0S ′(f) ∼= S ′(f)/Sid(f) being analogues
of mapping class group pi0D(M) ∼= D(M)/Did(M) for isotopic to identity f -preserving
diffeomorphisms, see §5.
This kind of problems is motivated by significant progress in classifications of Hamil-
tonian dynamical systems of small degrees of freedom initiated by A. Fomenko [9], [10].
Classification of different kinds of Morse functions on surfaces was given in many pa-
pers, see e.g. A. Bolsinov, S. Matveev, A. Fomenko [4], A. Bolsinov, A. Fomenko [3],
A. Oshemkov [45], E. Kulinich [23], V. Manturov [44], V. Sharko [53], [55], S. Maksy-
menko [25], A. Prishlyak [48], [49], V. Arnold [1], [2]. Connected components of the space
of Morse maps Morse(M,P ) were independently computed for P = R by H. Zieschang
(unpublished), S. Matveev published in the paper by E. Kudryavtseva [18], V. Shar-
ko [54], and for P = S1 by the author in [24], [27]. Cobordism groups of Morse functions
on surfaces were calculated by K. Ikegami and O. Saeki [14], and B. Kalmar [16].
The group pi0S ′(f) was studied by the author [29], [36], [35], and by E. Kudryavt-
seva [20], [21] in connection with another interpretation which we will now describe.
For a closed subset X ⊂ M let D(M,X) be the subgroup of D(M) consisting of
diffeomorphisms fixed on X and Did(M,X) be its identity path component. Notice
that D(M,X) acts from the right on C∞(M,P ) as follows: if f ∈ C∞(M,P ) and h ∈
D(M,X), then the result of the action of h on f is the composition map f ◦h : M → P .
Let
S(f,X) = {h ∈ D(M,X) | f ◦ h = f}, O(f,X) = {f ◦ h | h ∈ D(M,X)}
be respectively the stabilizer and orbit of f . Endow D(M) and C∞(M,P ) with the C∞
Whitney topologies. Then they induce certain topologies on the stabilizers and orbits of
maps f ∈ C∞(M,P ). Let also Sid(f,X) be the identity path component of S(f,X) and
Of (f,X) be the path component of O(f,X) containing f . If X = ∅, then we will omit
X from notation. From this point of view the group of f -preserving diffeomorphisms is
the stabilizer S(f). Denote also
S ′(f,X) = S(f) ∩ Did(M,X).
Theorem 1.1. [29], [31], [36], [40]. Let M be a connected compact surface, f ∈ F(M,P ),
and X be a union of finitely many connected components of some level-sets of f and some
critical points of f . Then the following statements hold.
(1) The map p : D(M,X) → O(f,X) defined by p(h) = f ◦ h is a locally trivial
principal S(f,X)-fibration. In particular, the restriction p : Did(M,X)→ Of (f,X) is a
locally trivial principal S ′(f,X)-fibration.
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(2) If M is orientable, f is Morse and has no saddles, and X is finite with χ(M) ≥
|X|, then the group Sid(f,X) is homotopy equivalent to the circle. In all other cases,
Sid(f,X) is contractible.
(3) If Sid(f,X) is contractible, then pikD(M,X) ∼= pikO(f,X) ∼= pikM for k ≥ 3,
pi2O(f,X) = 0, and we have the following short exact sequence
(1.1) 1→ pi1Did(M,X) p1−−→ pi1O(f,X)→ pi0S ′(f,X)→ 1.
If χ(M) < |X|, group Did(M,X) is contractible as well, and (1.1) yields an isomorphism
pi1Of (f,X) ∼= pi0S ′(f,X).
(4) Of (f,X) = Of (f,X ∪ V ) for any union of certain boundary components V of M .
(5) If V is a union of some boundary components of M and either χ(M) < 0 or both
∂M and V are non-empty, then the inclusion i : S ′(f, ∂M) ⊂ S ′(f, V ) is a homotopy
equivalence.
(6) Suppose f is generic, i.e. it is Morse and each critical level set of f contains
exactly one critical point. If M = S2 and f has exactly two critical points being local
extremes, then Of (f) is homotopy equivalent to S2. Otherwise, if M = S2 or RP 2, then
Of (f) is homotopy equivalent to SO(3)× (S1)k for some k ≥ 0. In all other cases Of (f)
is homotopy equivalent to (S1)k for some k ≥ 0.
(7) If f is Morse and has exactly n critical points, then Of (f) is homotopy equivalent
to a certain covering space of the n-th configuration space of M , which in turn is homo-
topy equivalent to some (possibly non-compact) (2n − 1)-dimensional CW-complex. In
particular, pi1Of (f) is a subgroup of the n-th braid group Bn(M) of M .
Proof. Statement (1) follows from F. Sergeraert [52], see also Remark 1.5 below for the
case X = ∅. The results of [52] were extended in [29, §11] to the case when f is Morse
and X is the set Σf of critical points of f . Finally, in [40, Theorem 2.2] statement (1)
was deduced for all f ∈ F(M,P ) and X satisfying assumption of the theorem.
Statement (2) is a consequence of a series of papers [33], [28], [37], [39] on diffeomor-
phisms preserving orbits of flows. It is stated in [29, Theorem 1.3], [39, Theorem 3.7],
and [36, Theorem 3] for X = ∅ or Σf , and in [40, Theorem 2.1] for all other cases of X.
See §6 and Theorem 6.4 below describing the orientable case.
Statement (3) is a direct consequence of the exact sequence of homotopy groups of the
fibration p and the description of the homotopy types of the groups Did(M), see e.g. [56],
[6], [7], [12].
Statement (4) is a simple consequence of (1) and is proved in [40, Corollary 2.1].
Statement (6) is established in [29, Theorems 1.5(3) & 1.9], and statement (7) is showed
in [31].
(5) Since the identity path components of S ′(f, ∂M) and S ′(f, V ) are contractible, it
suffices to show that i induces an isomorphism between the corresponding pi0-groups. As
O(f, V ) = O(f, ∂M) due to (4), we get from (3) the following isomorphisms: pi0S ′(f, ∂M) ∼=
pi1Of (f, ∂M) = pi1Of (f, V ) ∼= pi0S ′(f, V ). 
E. Kudryavtseva [19], [20], [21], computed homotopy types of spaces Morse(M,R)
for orientable surfaces M , and, rediscovering many arguments from [29], obtained, in
particular, the following result generalizing (6) of Theorem 1.1:
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Theorem 1.2. [19], [20], [21]. Let M be a connected orientable surface and f ∈
Morse(M,R). Suppose χ(M) < |Fix(S ′(f))| (which holds e.g. if χ(M) < 0 or if f
is generic and has at least one saddle critical point). Then Of (f) has the homotopy type
of the quotient (S1)k/G of (S1)k by a free action of some finite group G if M 6= S2, and
the homotopy type of ((S1)k/G)× SO(3) if M = S2.
Moreover, in [22] she also described the homotopy types of the spaces of smooth func-
tions f with prescribed local singularities of Aµ-types, µ ∈ N, without any restrictions,
as well as the homotopy types of orbits O(f) of such f .
The group G from Theorem 1.2 is trivial in generic case, so that result extends state-
ment (6) of Theorem 1.1 to non-generic case2. In fact G can be regarded as the group of
automorphisms of Kronrod-Reeb graph of f generated by diffeomorphisms from S ′(f).
We will describe the algebraic structure of the groups pi0S ′(f), G, and the quotient map
pi0S ′(f)→ G for all f ∈ F(M,P ) in the case when M is orientable and distinct from the
sphere S2 and torus T 2, see Theorems 5.4, 5.6, 5.7 and 5.8. As a consequence we will get
that these groups are solvable, see Theorem 5.13, and that pi0S ′(f,X) is crystallographic.
The latter fact is another motivation of studying groups pi0S ′(f,X).
Class F(M,P ). Notice that, every real homogeneous polynomial fz : R2 → R splits
into a product fz = L1 · · ·Lp · Q1 · · ·Qq, where each Li(x, y) = aix + biy is a linear
2 The papers [20] and [21] use terminology and notation different from [29] and this is probably the
reason of such an overlapping of results.
To be precise, E. Kudryavtseva, [20], [21], studied the orbit, denoted by [f ], of a function f ∈
Morse(M,R) with respect to the left-right action of the product group D+(R) × D(M) on C∞(M,R)
defined by (φ, h)f = φ ◦ f ◦ h. The orbit of f with respect to the action of the identity path component
D+(R)×Did(M) of D+(R)×D(M) is denoted by [f ]isot and is called the isotopy class of f . Then [21,
Theorem 2.6 C)], in particular, claims that in the case χ(M) < |Fix(S ′(f))| the orbit [f ]isot is homotopy
equivalent to
(
(S1)k/Γ[f ]
)× R, where Γ[f ] is a certain finite group freely acting on torus (S1)k, and R
is defined as follows: R := SO(3) if M = S2, R := T 2 if M = T 2, R := S1 if M = S1 × I or M = D2,
and R is a point if χ(M) < 0. In fact the isotopy class [f ]isot is a path component of [f ], since by
F. Sergeraert [52], the mapping p : D+(R) × D(M) → [f ] defined by p(φ, h) = φ ◦ f ◦ h is a Serre
fibration.
Evidently, Of (f) ⊂ [f ]isot. Moreover, by [30, Theorem 1.5] for all f ∈ F(M,R) this inclusion of
the right orbit Of (f) into the corresponding left-right orbit [f ]isot is a homotopy equivalence. Thus
Of (f) is homotopy equivalent to
(
(S1)k/Γ[f ]
)×R as well.
However, as one can show (see below), the group Θ∗ defined by [21, §3.2, Eq (22)] and playing
the main role in the appearance of torus (S1)k is exactly the same as the group pi0D+(∆f ) of [29] and
denoted by pi0∆(f) in the present paper. The generators of this group are isotopy classes of Dehn
twists in S(f) along special regular components of level-sets of f corresponding to “internal” edges of
Kronrod-Reeb graph of f , cf. [29, §6, Theorem 6.2] and [21, §3.2].
Let S(f)H be the subgroup of S(f) consisting of diffeomorphisms isotopic to idM in the class of
f -preserving homeomorphisms. In other words, S(f)H is the identity path component of S(f) with
respect to C0 (i.e. compact open) topology, while Sid(f) is the identity path component of S(f) with
respect to C∞ topology. Then Sid(f) ⊂ Sid(f)H . Moreover, by [29, Remark 1.4] Sid(f) = Sid(f)H .
It then follows that the group Γ˜[f ]isot defined in [21, §3.2, Eq (37)] as S ′(f)/Sid(f)H is the same as
the group pi0S ′(f) = S ′(f)/Sid(f) being also the kernel of the homomorphism i0 : pi0S(f) → pi0D(M)
induced by inclusion, see [29, §8-9], [35], [40].
Finally, the group Γ[f ] acting on the torus (denoted by G in Theorem 1.2) is defined by [21, §3.2,
Eq (32)] and coincides with the group G defined in [29, §9]. This group will be denoted by G′(f) in the
present paper.
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function and each Qj(x, y) = cjx
2 + djxy+ ejy
2 is an irreducible over R quadratic form.
The assumption that fz has no multiple factors means that Li/Li′ 6= const for i 6= i′,
and Qj/Qj′ 6= const for j 6= j′. In particular, it also follows that the origin 0 ∈ R2 is an
isolated critical point of fz.
It is known that every germ of a smooth isolated singularity f : (C, 0) → (R, 0) is
topologically equivalent to a germ g : (C, 0)→ (R, 0) of the form:
(1.2) g(z) =
{
|z|2, if 0 ∈ C is a local extreme of f , [5],
Re(zm), otherwise, [50].
In the second case the critical point 0 ∈ C is called a saddle. For m = 1 we will also
call this point a quasi-saddle. Topological structure of level-set of f ∈ F(M,P ) near
its critical point and comparison with level sets of simple singularities A − D − E is
presented in Figure 1.1.
a) local extreme b) quasi-saddle, c) saddle, d) saddle,
m = 1 m = 2 m = 3
A+2k−1 : ±(x2k + y2) A2k : ±(x2k+1 + y2) A−2k−1 : ±(x2k − y2) D−2k : x2y − y2k−1
D+2k : x
2y + y2k−1 D2k+1 : ±(x2y + y2k)
E6 : ±(x3 + y4) E7 : x3 + xy3
E8 : x
3 + y5
Figure 1.1. Topological structure of level-sets of homogeneous polyno-
mials without multiple factors and simple singularities A−D − E.
Let S+(fz) be the group of germs of orientation preserving diffeomorphisms h of
(R2, 0) such that fz ◦ h = fz. In particular h(0) = 0, and so we have a natural Jacobi
homomorphism
J : S+(fz) −→ GL+(R, 2)
associating to each h ∈ S+(fz) its Jacobi matrix J(h) at 0.
Let also L(fz) be the subgroup of GL+(2,R) preserving fz, that is the group of ori-
entation preserving linear isomorphisms A : R2 → R2 such that fz(Au) = fz(u) for all
u ∈ R2. Since every such A can be regarded as a diffeomorphism of R2 with J(A) = A,
we see that L(fz) ⊂ J(S+(fz)).
Lemma 1.3. [32, Lemma 6.2]. We have that L(fz) = J(S+(fz)). Moreover, after a
proper linear change of coordinates in R2 and replacing if necessary fz with −fz, we can
assume that fz has the following properties.
(i) If z is a non-degenerate local extreme, then fz(x, y) = x
2 + y2 and L(fz) = SO(2).
(ii) If z is a non-degenerate saddle, then fz(x, y) = xy and L(fz) = {
(
t−1 0
0 t
) | t 6= 0}.
(iii) In all other cases there exists m ≥ 1 such that L(fz) is a finite cyclic subgroup of
SO(2) of order m generated by the rotation by 2pi/m. This number m will be called
the symmetry index of z.
(iv) If deg fz is even, e.g. if z is a degenerate local extreme, then m is even.
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Remark 1.4. Suppose z is a local extreme of f and γ : I → S+(fz) is a continuous
map with respect to Ck-topology, k ≥ 1, on S+(fz). This in particular implies that the
Jacobi matrix of J(γ(t)) of γ(t) at 0 is continuous in t. Hence if z is a non-degenerate
local extreme of f , then by (i) of Lemma 1.3 J(γ(t)) can be arbitrary matrix from SO(2).
However, if z is a degenerate local extreme, then by (iii) of Lemma 1.3 J(γ(t)) can take
only finitely many values, whence J(γ(t)) must be the same for all t. A consequence
of this difference between non-degenerate and degenerate local extremes is reflected in
Theorem 5.7.
Remark 1.5. Let C0(R2) be the algebra of germs of C∞ functions (R2, 0)→ (R, 0) and
J(fz) =
{
α ∂fz
∂x
+β ∂fz
∂y
| α, β ∈ C0(R2)
}
be the Jacobi ideal of fz in C0(R2) generated by
partial derivatives of fz. Then the codimension over R of J(fz) in C0(R2) is called the
codimension of the singularity of fz:
codimfz := dimR C0(R2)/J(fz).
A well-known result of J. Tougeron [57] claims that every singularity of finite codimension
k is smoothly equivalent to its Taylor polynomial of degree k + 1. In particular, all
singularities satisfying Axiom (L) have finite codimension, [36, Lemma 12].
Say that a smooth function f : M → R on a compact connected manifold M is
of finite codimension, if it has only finitely many critical points and all of them have
finite codimensions. By F. Sergeraert [52], if f is of finite codimension, then its orbit
OMP (f) with respect to the left-right action of D(M)×D(P ) is a Fre´chet submanifold
of C∞(M,P ). Therefore it has the homotopy type of a certain CW-complex and its
topological type is completely determined by its homotopy type, [46]. Moreover, the
natural map p : D(M) × D(P ) → OMP (f) defined by p(h, φ) = φ ◦ f ◦ h is a locally
trivial fibration.
In [29, §11] the author extended the above result of F. Sergeraert to maps from man-
ifolds with boundary into R and S1 satisfying Axiom (B) and their orbits with respect
to the right action of D(M) on C∞(M,P ). This allowed to obtain the description of the
homotopy types of Sid(f) and Of (f) mentioned above.
The developed technique splits into two parts: analytical and topological. The analyt-
ical part consists of solving special integral functional equations, see (6.1), denote them
(E), for each type of singularity. The topological part is based on existence of solutions
of (E) and on the topological structure of level-sets near those singularities. Hence if
one could solve (E) for certain class X of singularities (which was done in [26], [33], [28],
[39] for singularities from Axiom (L)), then the results of this paper could be extended
to maps M → P satisfying (B) and having only singularities from class X .
Notice that singularities from Axiom (L) topologically include all isolated singularities.
Moreover, the degree of fz (and therefore the codimension of its singularity) can be
arbitrary large. Therefore one may hope that the results of this paper could be extended
to all maps M → P of finite codimensions.
2. Algebraic preliminaries
Let A1
α1−→ A2 α2−→ · · · αk−→ Ak+1 and B1 β1−→ B2 β2−→ · · · βk−→ Bk+1 be two sequences of ho-
momorphisms of groups. We will say that they are isomorphic if there are isomorphisms
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γi : Ai → Bi making commutative the following diagram:
A1
α1−−−→ A2 α2−−−→ · · · αk−−−→ Ak+1
γ1
y∼= γ2y∼= γk+1y∼=
B1
β1−−−→ B2 β2−−−→ · · · βk−−−→ Bk+1
Given n sequences of homomorphisms Ai1
αi1−→ Ai2
αi2−→ · · · α
i
k−→ Aik+1, i = 1, . . . , n, their
product is the sequence
n∏
i=1
Ai1
α11×···×αn1−−−−−−→
n∏
i=1
Ai2
α12×···×αn2−−−−−−→ · · · α
1
k×···×αnk−−−−−−→
n∏
i=1
Aik+1.
More generally, one can define in an obvious way isomorphisms and products of iso-
morphisms for commutative diagrams of arbitrary fixed type not only for chains of
homomorphisms.
Recall that a group G splits into a direct product of its subgroups G1, . . . , Gk if
G1, . . . , Gk generate G, Gi ∩ Gj = {e} for i 6= j, and gigj = gjgi for all gi ∈ Gi,
gj ∈ Gj, i 6= j. In this case the map ψ :
∏k
i=1Gi → G, ψ(g1, . . . , gk) = g1 · · · gk, is an
isomorphism.
A group G splits into a semidirect product A o Z of its subgroups A and Z if A and
Z generate G, A is normal in G, A ∩ Z = {e}. In this case the we have the following
commutative diagram with exact rows3:
(2.1) A 
 a7→(a,e) // Ao Z
ψ∼=

(a,z)7→z
// // Z
∼=

A 
 // G
q // // G/A
where A o Z is a semidirect product corresponding to the action of Z on A by con-
jugations, that is A o Z is a Cartesian product A × Z with the operation defined by
(a, y)(b, z) = (ayby−1, yz), ψ : Ao Z → G is given by ψ(a, z) = az, and q : G→ G/A is
a quotient homomorphism yielding an isomorphism of Z onto G/A.
In particular, if η : G → H is an epimorphism admitting a section, i.e. a homo-
morphism s : Z → G such that η ◦ s = idZ , then G splits into a semidirect product
ker(η)o s(Z).
Also if η : G→ Z is an epimorphism onto the groups Z of integers, then it always has
a section: just take any g ∈ G with η(g) = 1, and put s(n) = gn. Then G ∼= ker(η)o Z
is a Cartesian product of sets ker(η)× Z with the following multiplication:
(2.2) (a,m)(b, n) =
(
agmbg−m, m+ n
)
.
Definition 2.1. For a group G and m ≥ 1 let
G o
m
Z := G× · · · ×G︸ ︷︷ ︸
m
o Z
3 Throughout the paper ↪→ means a “monomorphism” and → an “epimorphism”.
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be the semidirect product Gm o Z corresponding to the non-effective action of Z on
Gm by cyclic shifts of coordinates to the left. Thus G o
m
Z is a cartesian product of sets
Gm × Z with the following operation:
(2.3) (a0, . . . , am−1, k)(b0, . . . , bm−1, l) = (a0bk, a1bk+1, · · · , ambk−1, k + l),
where all indices are taken modulo m. Let also
G o Zm := G× · · · ×G︸ ︷︷ ︸
m
o Zm
be the standard wreath product of G and Zm, i.e. the semidirect product Gm o Zm
corresponding to the effective action of Zm on Gm by cyclic shifts of coordinates to the
left. Evidently, G o
1
Z ∼= G× Z and G o Z1 = G.
Also for a short exact sequence A ↪
α−−→ B β−−→ C and m ≥ 1 we have an exact sequence
Am ×mZ ↪ α′−−→ B o
m
Z β
′−−→ C o Zm, where α′(a1, . . . , am,mk) = (α(a1), . . . , α(am),mk)
and β′(b1, . . . , bm, n) = (β(b1), . . . , β(bm), nmodm).
Recall that a groupG is called solvable if it has a finite increasing sequence of subgroups
1 = G0 C G1 C · · · C Gn = G such that Gi is normal in Gi+1 and the quotient Gi+1/Gi
is abelian. It is well known and is easy to check that in a short exact sequence of groups
1 → A → B → C → 1 if any two groups are solvable, then so is the third one. In
particular, if A,B are solvable and m ≥ 1, then A × B, A o Zm, and A o
m
Z are solvable
as well.
3. f-adapted subsets and their f-regular neighborhoods
Let X ⊂ M be a compact submanifold. If X is connected and dimX < dimM ,
then one can define its closed tubular or regular neighborhood, e.g. [13, Chapter 4]. If
dimX = dimM , so X is a subsurface, then by a regular neighborhood of X ⊂ M we
will mean a union of X with mutually disjoint regular neighborhoods of its boundary
components. A regular neighborhood of an arbitrary submanifold is a union of mutually
disjoint regular neighborhoods of its connected components.
Lemma 3.1. Let UX be a regular neighborhood of X, and Z be another submanifold
disjoint from UX . Then the inclusion i : D(M,Z ∪ UX) ⊂ D(M,Z ∪X) is a homotopy
equivalence.
In particular, the induced homomophism i0 : pi0D(M,Z ∪ UX) → pi0D(M,Z ∪ X) is
injective, which means that if h ∈ D(M,Z ∪UX) is isotopic to idM rel. Z ∪X, then h is
also isotopic to idM rel. Z ∪ UX . 
This lemma seems to be well-known and follows from ambient isotopy extension the-
orem for smooth submanifolds and contractibility of the space of tubular neighborhoods
of a submanifold X in a manifold M , see [11, Chapter A, Proposition 31]. The latter
fact is an adaptation of the proof of uniqueness theorem for tubular neighborhoods of
submanifolds presented in [13, Chapter 4, Theorem 5.3]. In fact, we will use only that
the last statement Lemma 3.1 which can be established easier.
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Let f ∈ F(M,P ), c ∈ P , and X be a connected component of the corresponding level
set f−1(c). We will call X regular if it contains no critical points of f . Otherwise, X
will be called critical . In this case X will also be called extremal whenever it consists of
a unique point (being therefore a local extreme of f), and non-extremal otherwise.
Evidently, a regular component is a submanifold of M diffeomorphic to the circle. On
the other hand, due to Axiom (L), see also Figure 1.1, a critical component X has a
structure of a 1-dimensional CW-complex whose 0-cells are critical points of f belonging
to X. Notice that if X contains only quasi-saddles of f , see Figure 1.1 b), then it is a
smooth submanifold of M diffeomorphic to the circle, however it is nevertheless critical
as a connected component of a level set of f .
Definition 3.2. cf. [40] Let f ∈ F(M,P ). A compact submanifold X ⊂M will be called
f -adapted if each of its connected components is either
(1) a regular component of a level-set of f , or
(2) a compact subsurface whose boundary consists of regular components of some
level-sets of f .
In particular, when all connected components of X have dimension 2, then X will be
called an f -adapted subsurface. In this case the restriction f |X : X → P satisfies Ax-
ioms (B) and (L), that is f |X ∈ F(X,P ).
Example 3.3. A (not necessarily disjoint) union of finitely many f -adapted subman-
ifolds, a connected component of an f -adapted submanifold, and the submanifolds ∅,
M , ∂M are f -adapted. If [a, b] ⊂ P is a closed segment such that a and b are regular
values of f , then f−1[a, b] is f -adapted.
Let X ⊂ M be a connected f -adapted submanifold. Then by an f -regular neighbor-
hood of X we will mean an arbitrary connected f -adapted subsurface U such that U \X
contains no critical points of f .
More generally, letX =
k∪
i=1
Xi be a disjoint union of connected f -adapted submanifolds
Xi. For each i = 1, . . . , k take any f -regular neighborhood Ui of Xi such that Ui∩Uj = ∅
for i 6= j. Then their union U = k∪
i=1
Ui, will be called an f -regular neighborhood of X.
Evidently, each f -regular neighborhood is regular.
4. Groups ∆(f) and G(f)
Denote by ∆(f) the normal subgroup of S(f) consisting of diffeomorphisms h satis-
fying the following two conditions:
1) h leaves invariant every connected component of each level-set of f ;
2) if z is a degenerate local extreme of f , so, in particular, h(z) = z, then the tangent
map Tzh : TzM → TzM is the identity.
For a closed subset X of M define the following groups:
D(M,X) := {h ∈ D(M) | h is fixed on X},
Dnb(M,X) := {h ∈ D(M) | h is fixed on some neighborhood of X},
Did(M,X) := {h ∈ D(M,X) | h is isotopic to idM rel. X},
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and intersections with ∆(f) and S(f):
(4.1)
∆(f,X) := ∆(f) ∩ D(M,X), S(f,X) := S(f) ∩ D(M,X),
∆nb(f,X) := ∆(f) ∩ Dnb(M,X), Snb(f,X) := S(f) ∩ Dnb(M,X),
∆′(f,X) := ∆(f) ∩ Did(M,X), S ′(f,X) := S(f) ∩ Did(M,X),
∆′nb(f,X) := ∆
′(f) ∩ Dnb(M,X), S ′nb(f,X) := S ′(f) ∩ Dnb(M,X),
where we follow the notation convention that X is omitted if it is empty. In particular,
∆′(f) = ∆(f) ∩ Did(M).
Lemma 4.1. cf. [29, Lemma 3.4] Every group of (4.1) is normal in S(f,X).
The groups ∆′(f,X), ∆(f,X), S ′(f,X) are unions of path components of S(f,X). In
particular, Sid(f,X) is the identity path component of each of these groups.
Similarly, the groups ∆′nb(f,X), ∆nb(f,X), and S ′nb(f,X) are also normal in Snb(f,X)
and are unions of path connected components of Snb(f,X).
Proof. Normality of the corresponding groups is easy and we leave it for the reader.
We will now prove that ∆(f,X) is a union of path components of S(f,X). Let γ :
I → S(f,X) be a continuous path such that γ(0) ∈ ∆(f,X). We should show that
γ(t) ∈ ∆(f,X) for all t.
Let c ∈ P and K be a connected component of f−1(c). Since f ◦ γ(t) = f , it follows
that γ(t)(f−1(c)) = f−1(c). But K is an open-closed subset of f−1(c) and γ(0)(K) = K,
therefore γ(t)(K) = K for all t due to the continuity of γ.
Moreover, it follows from Remark 1.4 and assumption γ(0) ∈ ∆(f,X) that the tangent
maps Tzγ(t) = Tzγ(0) = idTzM for each degenerate local extreme z of f . Hence γ(t) ∈
∆(f,X). Thus ∆(f,X) is a union of path components of S(f,X).
Since Did(M,X) is a path component of D(M,X), it follows that the intersections
S ′(f,X) and ∆′(f,X) with Did(M,X) are unions of path components of S(f,X) as
well. The proofs for ∆′nb(f,X), ∆
′(f,X), and S ′nb(f,X) are similar. 
Lemma 4.1 implies that pi0∆(f,X) can be regarded as a normal subgroup of pi0S(f,X).
Consider the corresponding factor group:
G(f,X) :=
S(f,X)
∆(f,X)
=
S(f,X)
Sid(f,X)
/ ∆(f,X)
Sid(f,X) =
pi0S(f,X)
pi0∆(f,X)
.
It can be interpreted as the group of automorphisms of the Kronrod-Reeb graph of f
induced by diffeomorphisms from S(f,X), see e.g. [17], [51], [3], [36]. However we will
not use this interpretation. Notice that for any two closed subsets X ⊂ Y of M we have
the following commutative diagram of homomorphisms:
(4.2)
∆(f, Y ) 
 //

S(f, Y )

// // G(f, Y )
Γ(Y,X)

∆(f,X) 
 // S(f,X) // // G(f,X)
whose rows are exact, the left square consists of natural inclusions, and Γ(Y,X) is the
induced homomorphism of the corresponding quotients.
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Similarly, one can define the groups
G′(f,X) :=
S ′(f,X)
∆′(f,X)
, Gnb(f,X) :=
Snb(f,X)
∆nb(f,X)
, G′nb(f,X) :=
S ′nb(f,X)
∆′nb(f,X)
,
and the corresponding homomorphisms Γ′(Y,X), Γnb(Y,X), Γ′nb(Y,X).
Lemma 4.2. For any closed subsets X ⊂ Y the homomorphisms Γ(Y,X), Γ′(Y,X),
Γnb(Y,X), Γ
′
nb(Y,X) are injective.
Proof. Our statement is a direct consequence of the following simple relations:
∆(f, Y ) = ∆(f,X) ∩ S(f, Y ), ∆nb(f, Y ) = ∆nb(f,X) ∩ Snb(f, Y ),
∆′(f, Y ) = ∆′(f,X) ∩ S ′(f, Y ), ∆′nb(f, Y ) = ∆′nb(f,X) ∩ S ′nb(f, Y ).
Their verification is straightforward and we leave them for the reader. 
5. Main results
Suppose M is orientable and distinct from S2 and torus T 2, f ∈ F(M,P ), and V ⊂M
be an f -adapted submanifold. Our aim is to describe up to isomorphism the following
short exact sequence
(5.1) pi0∆
′(f, V ) ↪→ pi0S ′(f, V ) → pi0G′(f, V ),
and study certain related subgroups and quotients.
We will prove that (5.1) can be expressed in an explicit way via the corresponding
groups of the restriction of f onto certain subsurfaces {Xi} being only 2-disks (Lem-
mas 5.2, 5.3, and Theorems 5.4, 5.5, 5.6, 5.7, 5.8). Moreover, those disks are defined
explicitly and the above results can therefore be applied to each of the restrictions f |Xi
as well. Notice that each of those restriction has smaller number of critical points than
f . Hence for computation of (5.1) one can use an induction on the total number |Σf | of
critical points of f , see Example 5.10 below. The initial inductive step is provided by
Theorems 5.6 and 5.7 describing the case of functions with minimal number of critical
points on D2 and S1 × [0, 1].
In a series of papers [41], [43], [42], [8] the case of torus was also reduced to the cases
M = D2 or S1× I. Thus the remained open problems are to compute (5.1) for functions
on 2-sphere, projective plane, Mo¨bius band, and Klein bottle.
Releasing the boundary. The first statement establishes relations between the
groups in (5.1) for empty and non-empty V ⊂ ∂M .
Lemma 5.1. Let M be a connected compact surface, f ∈ F(M,P ), V be a non-empty
union of several boundary components of M , and j0 : pi0S ′(f, V ) → pi0S ′(f) be the
homomorphism induced by natural inclusion j : S ′(f, V ) ⊂ S ′(f).
(I) Then we have an isomorphism of the following exact sequences:
(5.2)
1 // pi1Did(M) p1 //
α ∼=

pi1Of (f)
β ∼=

∂ // pi0S ′(f) // 1
1 // ker(j0) // pi0S ′(f, V ) j0 // pi0S ′(f) // 1
where the upper one is (1.1).
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(II) If χ(M) < 0, and thus Did(M) is contractible, then j0 is an isomorphism.
(III) Otherwise, χ(M) ≥ 0, so M is either a 2-disk, or an annulus, or a Mo¨bius band,
and
ker(j0) ∼= pi1Did(M) ∼= Z.
(a) Suppose M = S1 × [0, 1] and V = ∂M . Let τi ∈ ∆(f, ∂M), i = 0, 1, be a
Dehn twist along S1 × i, chosen so that τ0 ◦ τ−11 is isotopic to idM relatively to
∂M . Then ker(j0) is generated by isotopy class of τ0 ◦ τ−11 ∈ pi0∆′(f, ∂M).
(b) In all other cases, V is one boundary component and ker(j0) is generated
by isotopy class of a Dehn twist τ ∈ ∆(f, V ) = ∆′(f, V ) along ∂V .
(IV) We also have the following commutative diagram:
(5.3)
ker(j0) _

ker(j0) _

// {1}
 _

pi0∆
′(f, V )

  // pi0S ′(f, V )
j0

λV // // G′(f, V )
∼= Γ′(V,∅)

pi0∆
′(f) 
 // pi0S ′(f) λ // // G′(f)
Lemma 5.1 will be proved in §8. It suggests to describe up to isomorphism all the
diagram (5.3) which actually reduces to the description of the following inclusions of
normal subgroups:
(5.4) ker(j0) ↪→ pi0∆′(f, V ) ↪→ pi0S ′(f, V ),
since, by (5.3),
pi0∆
′(f) ∼= pi0∆
′(f, V )
ker(j0)
, pi0S ′(f) ∼= pi0S
′(f, V )
ker(j0)
, G′(f, V ) ∼= pi0S
′(f, V )
pi0∆′(f, V )
.(5.5)
Non-connected surfaces. The next Lemma 5.2 reduces the problem to the case
when M is connected. It will be proved in §9.
Lemma 5.2. Let M be a compact possibly non-connected surface, f ∈ F(M,P ), V be an
f -adapted submanifold, and R be an f -regular neighborhood of V . Let also X1, . . . , Xp
be all the connected components of M \R and X∂i = Xi ∩ R, so X∂i consists of some
boundary components of Xi. Then the short exact sequence (5.1) is isomorphic with the
sequence:
(5.6)
p∏
i=1
pi0∆
′(f |Xi , X∂i ) ↪→
p∏
i=1
pi0S ′(f |Xi , X∂i ) →
p∏
i=1
G′(f |Xi , X∂i ),
being the product of sequences of type (5.1) over the pairs (f |Xi , X∂i ), i = 1, . . . , p.
Null-homotopic maps. The following simple lemma reduces the case of null-
homotopic maps f ∈ F(M,S1) to maps into R. We leave it for the reader.
Lemma 5.3. Let M be a connected compact surface, f : M → S1 be a null-homotopic
map, p : R → S1 be the universal covering map, and f˜ : M → R be any lifting of f , so
f = p ◦ f˜ .
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(1) f ∈ F(M,S1) if and only if f˜ ∈ F(M,R).
(2) A submanifold X ⊂M is f -adapted if and only if X is f˜ -adapted.
(3) ∆′(f,X) = ∆′(f˜ , X) and S ′(f,X) = S ′(f˜ , X). 
In particular, if M is one of the surfaces: 2-disk, annulus, 2-sphere, projective plane
or Mo¨bius band, then one can assume that P = R.
Surfaces of negative Euler characteristics. Theorem 5.4 below furhter reduces
description of (5.1) to the case when χ(M) ≥ 0. It extends [35, Theorem 1.7] and we
will sketch its proof in §10.
Let X be an f -adapted submanifold, RX be its f -regular neighborhood and D1, . . . , Dq
be all the connected components of M \RX diffeomorphic with a 2-disk. Then the union
(5.7) NX := RX ∪D1 ∪ . . . ∪Dq
will be called a canonical neighborhood NX of X (corresponding to RX), see [15].
Theorem 5.4. cf. [35] Let M be a compact connected surface (possibly non-orientable)
with χ(M) < 0, f ∈ F(M,P ), and V ⊂ ∂M be an f -adapted submanifold. Let also K
be the union of all non-extremal critical components of level sets of f whose canonical
neighborhoods have negative Euler characteristic, see (5.7), R be an f -regular neighbor-
hood of K, X1, . . . , Xk be all the connected components of M \R, and X∂i = Xi∩(R∪V ),
i = 1, . . . , k. Then
(1) each Xi is diffeomorphic either with a 2-disk or an annulus or a Mo¨bius band;
(2) the exact sequence (5.1) for (f, V ) is isomorphic to the product of exact sequences (5.1)
for the pairs (f |Xi , X∂i ), i = 1, . . . , k.
Cutting a collar. The following statement allows to cut an f -adapted collar of a
boundary component. We will prove it in §13.
Theorem 5.5. Let M be a not necessarily orientable connected compact surface with
boundary, V be connected component of ∂M , and f ∈ F(M,P ). Suppose there exists
a regular component W of some level set of f separating M and let B and A be the
connected components of M \W . Assume that V ⊂ A and let X ⊂ A \ W be an f -
adapted submanifold, see Figure 5.1. If A is an annulus, then there are the following
homotopy equivalences:
∆′(f,X ∪ V ) ' ∆′(f |B, X ∪W ) × ∆′(f |A, V ),
S ′(f,X ∪ V ) ' S ′(f |B, X ∪W ) × S ′(f |A, V ).
In particular, the exact sequence (5.1) for (f,X ∪ V ) is isomorphic with the product of
exact sequences (5.1) for the pairs (f |B, X ∪W ) and (f |A, V ).
Figure 5.1.
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Maps without saddles. The following two theorems describe (5.1) for maps on
annulus and 2-disk without saddle points and non-empty V . The case of empty V will
be considered at the end of this section.
Theorem 5.6. Let (A, V ) = (S1 × I, S1 × 0).
1) If f ∈ F(A,P ) has no critical points, then
(a) pi0S ′(f, V ) is trivial, whence so are all the groups in (5.1);
(b) pi0S(f, ∂A) = Z.
2) For each f ∈ F(A,P ) the inclusions
∆′(f, ∂A) ⊂ ∆′(f, V ), S ′(f, ∂A) ⊂ S ′(f, V )(5.8)
are homotopy equivalences, whence exact sequences (5.1) for (f, V ) and (f, ∂A) are
isomorphic.
Theorem 5.7. Suppose f ∈ F(D2, P ) has a unique critical point z being therefore a local
extreme, and let V = ∂D2.
1) If z is non-degenerate, then (5.1) consists of unit groups.
2) If z is degenerate of symmetry index m, then (5.1) is isomorphic with
(5.9) mZ ↪→ Z → Zm.
These theorems are reformulations of results established in different papers by the
author, [29], [34], [38]. We will present in §11-12 a unified approach to their proofs.
That method will then be extended to the general case in Theorem 5.8 which will be
proved in §15.
Functions on D2 and S1 × I with saddle points. Suppose (M,V ) is one of the
pairs (D2, ∂D2) or (S1×I, S1×0). Then D(M,V ) = Did(M,V ), since the group D(M,V )
is connected, see [56], [12]. Hence
(5.10) S ′(f, V ) = S(f, V ) ∩ Did(M,V ) = S(f, V ) ∩ D(M,V ) = S(f, V ).
Similarly, ∆′(f, V ) = ∆(f, V ).
Let K be the “closest” to V non-extremal critical component of f . More precisely, K
is a unique critical component of a level set of f such that the connected component of
M \K containing V includes no critical points of f , see Figure 5.2. Then h(K) = K for
all h ∈ S(f, V ).
Let c = f(K) ∈ P and ε > 0. Denote by RK the connected component of f−1[c −
ε, c+ ε] containing K. Decreasing ε we can assume that RK ∩∂M = ∅ and that RK \K
contains no critical points of f . Then RK is an f -regular neighborhood of K being
invariant with respect to S(f, V ).
Let Z = {Z0, . . . , Zk} be the family of all connected components of M \RK enumber-
ated so that V ⊂ Z0. It will be convenient to use the following notation, see Figure 5.2:
Z∂i := Zi ∩RK ,
∆Zi := pi0∆(f |Zi , Z∂i ), SZi := pi0S(f |Zi , Z∂i ), GZi := G(f |Zi , Z∂i ),(5.11)
for i = 0, . . . , k, where one may also put the sign ′ due to (5.10), and let
λZi : SZi −→ GZi = SZi/∆Zi
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be the corresponding quotient homomorphisms.
It follows that every h ∈ S(f, V ) interchanges elements of Z and so we have a natural
action of S(f, V ) on Z. Let S(Z) = {h ∈ S(f, V ) | h(Zi) = Zi for all i = 0, . . . , k} be
the kernel of non-effectiveness of that action. Hence we have an effective action of the
group S(f, V )/S(Z) on Z. Let
• X0, X1, . . . , Xa ∈ Z be fixed points of S(f, V )/S(Z), that is all the connected com-
ponents of M \RK invariant with respect to S(f, V );
• Y1, . . . , Yb be all other elements of Z, see Figure 5.2.
(a) (b)
Figure 5.2.
Notice that every connected component of ∂M is S(f, V )-invariant, since S(f, V ) con-
sists of isotopic to idM diffeomorphisms. Hence the above action has fixed elements
(containing boundary components of M), and therefore we will always choose enumer-
ation so that X0 = Z0. Moreover, a ≥ 1 for M = S1 × [0, 1], and in this case we will
assume that S1 × 1 ⊂ X1. It also follows that Yj ∩ ∂M = ∅, j = 1, . . . , b.
Theorem 5.8. 1) S(f, V )/S(Z) ∼= Zm for some m ∈ N and its action on Z is
semifree, i.e. free on the set {Yi}bi=1 of non-fixed elements of Z. In particular, m di-
vides b and that free Zm-action has exactly c = b/m orbits.
2) Exactly one of the following three possibilities holds.
(A) All elements of Z are S(f, V )-invariant, so S(f, V ) = S(Z), m = 1, and in this
case (5.1) is isomorphic with
(5.12)
( k∏
i=1
∆Zi
)
× Z ↪−→
( k∏
i=1
SZi
)
× Z λ−−→
k∏
i=1
GZi ,
where λ(x1, . . . , xa, l) =
(
λZi(x1), . . . , λZa(xa)
)
, xi ∈ SZi.
(B) X0 is a unique fixed element of Zm and m > 1. Then for any Y1, . . . , Yc ∈ Z
belonging to mutually distinct Zm-orbits the sequence (5.1) is isomorphic with
(5.13)
( c∏
j=1
∆Yj
)m
×mZ ↪−→
( c∏
j=1
SYj
)
o
m
Z λ−−→
( c∏
j=1
GYj
)
o Zm,
where λ({yij}, k) = ({λYj(yij)}, kmodm), yij ∈ SYj , k ∈ Z.
(C) Otherwise, m > 1 as well, and there precisely two fixed elements of Zm: X0
and X1. Moreover, for any Y1, . . . , Yc ∈ Z belonging to mutually distinct Zm-orbits the
sequence (5.1) is isomorphic with
∆X1 ×
( c∏
j=1
∆Yj
)m
×mZ ↪−→ SX1 ×
( c∏
j=1
SYj
)
o
m
Z
λXi×λ−−−−−→ GX1 ×
( c∏
j=1
GYj
)
o Zm,
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being the product of the sequence (5.13) for (f |X0∪RK , V ) and the sequence (5.1) for
(f |X1 , X∂1 ).
3) In general, there are f -adapted mutually disjoint 2-disks {Yi,j}j=1,...,ni=1,...,ci for some n ∈
N, ci ∈ N, and numbers m1, . . . ,mn ∈ N such that (5.1) for (f, V ) is isomorphic with a
product of exact sequences:
(5.14)
n∏
i=1
(( ci∏
j=1
∆Yi,j
)mi ×miZ) ↪→ n∏
i=1
(( ci∏
j=1
SYi,j
)
o
mi
Z
)
→
n∏
i=1
(( ci∏
j=1
GYi,j
)
o Zmi
)
and possibly a sequence (5.9): mZ ↪→ Z→ Zm for some even m ≥ 2.
Furthermore, let Ei be the unit element of the group
( ci∏
j=1
∆Yi,j
)mi
, i = 1, . . . , n. If the
sequence (5.1) for (f, V ) is isomorphic with (5.14), then ker(j0) ∼= Z is generated by
(E1,m1,E2,m2, . . . ,Ek,mk) ∈
n∏
i=1
(( ci∏
j=1
∆Yi,j
)mi ×miZ).
Otherwise, when (5.1) is a product of (5.9) and (5.14), ker(j0) ∼= Z is generated by
(m,E1,m1,E2,m2, . . . ,Ek,mk) ∈ mZ ×
n∏
i=1
(( ci∏
j=1
∆Yi,j
)mi ×miZ).
Remark 5.9. Formally (A) is a particular case of (B) for m = 1. Also Theorems 5.6
and 5.7 can also be regarded as “degenerate” particular cases of Theorem 5.8.
(D) Indeed, suppose M = D2 and K is a unique critical point of f which is also a
degenerate local extreme of symmetry index m (being an even number), so we have case
2) of Theorem 5.7. Let RK be a f -regular neighborhood of K. Then X0 = M \RK
is connected. So “formally”, Z = {X0}, all other Xi and Yj are empty , and thus the
groups SXi and SYj are trivial. Nevertheless, the action of S(f, V ) on the tangent space
TKM reduces to an effective action of Zm, see (iii) of Lemma 1.3. In this case due to
Theorem 5.7 the sequence (5.1) is isomorphic with (5.9): mZ ↪→ Z→ Zm having a form
of (5.13) for trivial groups SYj .
(E) Supose M is a cylinder and f has no critical points (Theorem 5.6). Then we can
formally think that K is empty, so “no Xi and Yi are defined”, and by Theorem 5.6 the
sequence (5.1) is trivial: {1} ↪→ {1} → {1}.
(F) Suppose M = D2 and K is a unique critical point of f which is also a non-
degenerate local extreme (case 1 of Theorem 5.7). This is similar to (D) but now the ac-
tion of S(f, V ) on the tangent directions to K in TKM is transitive, see (i) of Lemma 1.3,
so we have no “local invariants”, and by Theorem 5.7 the sequence (5.1) is trivial again:
{1} ↪→ {1} → {1}. Thus, roughly speaking, “a non-degenerate local extreme behaves
like a boundary component with respect to the stabilizer of a function”.
The above statements allow easily to compute the groups ker(j0), pi0∆
′(f, V ), pi0S ′(f, V ),
pi0G
′(f, V ) for arbitrary function f ∈ F(M,P ) and a collection V of boundary compo-
nents of M whenever we know “discrete symmetries of f” and M is connected, orientable
and distinct from S2 and T 2.
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Example 5.10. For instance, let f ∈ F(D2,R) be a function having two critical values
1 and 2 such that K = f−1(1) contains a unique non-degenerate saddle, f−1(2) consists
of two degenerate local extremes, and the germs of f at these extremes are smoothly
right equivalent and have symmetry index m, see Figure 5.3a). Let RK = f
−1[0.5, 1.5],
and X0, Y01 and Y11 be the connected components of D2 \RK . By 2) of Theorem 5.7
the sequence (5.1) for (f |Y01 , ∂Y01) is isomorphic with mZ ↪→ Z → Zm. Notice that
a) b) c)
Figure 5.3.
symmetrical properties of f imply there are h ∈ S ′(f, ∂D2) interchanging Y01 and Y11.
Therefore the action of S ′(f, ∂D2) on the set {Y01, Y11} of non-invariant connected com-
ponents of D2 \RK reduces to a free action of Z2. Thus we have a situation described
in the case (B) of Theorem 5.8 with m = 2 and c = 1 orbit. Hence the sequence (5.1)
for (f, ∂D2) is isomorphic with
(5.15) mZ×mZ× 2Z ↪→ Z o
2
Z → Zm o Z2
and ker(j0 : pi0S ′(f, ∂D2)→ pi0S ′(f)) is generated by element (0, 0, 2) ∈ mZ×mZ× 2Z.
Example 5.11. To illustrate once again such a recursive character of calculations
consider another function f ∈ F(D2,R) having three critical values 1, 2 and 3 such
that K = f−1(1) contains a unique non-degenerate saddle, f−1(2) contains two non-
degenerate saddles, f−1(3) consists of 4 degenerate local extremes, and the germs of f at
these extremes are mutually smoothly right equivalent and have symmetry index m, see
Figure 5.3b). Let RK = f
−1[0.5, 1.5], and X0, Y01 and Y11 be the connected components
of D2 \RK . By the construction the restriction of f to Y01 is “the same” as the function
from previous example, and so the sequence (5.1) for (f |Y01 , Y01) is (5.15). Again the ac-
tion of S ′(f, V ) on the set {Y01, Y11} of non-invariant connected components of D2 \RK
reduces to a free action of Z2 with one c = 1 orbit. Hence the sequence (5.1) for (f, ∂D2)
is isomorphic with
((mZ)2 × 2Z)2 × 2Z ↪→ (Z o
2
Z) o
2
Z → (Zm o Z2) o Z2
and ker(j0) is generated by element ((0, 0, 0), (0, 0, 0), 2) ∈ ((mZ)2 × 2Z)2 × 2Z.
Notice that each of the intermediate graphs Γ in Figure 5.3 is obtained by shrinking
every connected component of every level-set of f into a point. It is called the Kronrod-
Reeb graph of f , e.g. [17], [51], [3], [55]. Say that a vertex v of Γ is free with respect to
an f -adapted submanifold V ⊂ ∂M , if v corresponds either to a boundary component
belonging to ∂M \V or to a non-degenerate local extreme of f . Also, an edge e of Γ will
be called internal with respect to V if both of its vertices are not free. Then one can
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see that the rank of pi0∆
′(f, ∂D2) equals the number of internal edges of Γ with respect
to ∂D2, while the rank of pi0∆
′(f) is one less, since we allow diffeomorphisms non-fixed
on ∂D2 and this cancels out the lower edge corresponding to ∂D2, see [29, Theorem 6.2]
and [36, Theorem 5] for details.
Example 5.12. Let f : D2 → R be a Morse function whose critical components of
level sets are shown in Figure 5.3c). Thus it is a union of two f -adapted annuli A1,
A2 and an f -adapted disk A3. Assume also that f takes the same value at all local
extremes belonging to the same Ai, i = 1, 2, 3. In this case one easily checks that the
sequence (5.1) for (f, ∂D2) is isomorphic with
(Z4 × 4Z)× (Z6 × 6Z)× 2Z ↪→ (Z o
4
Z)× (Z o
6
Z)× Z λ−−→ Z4 × Z6 × Z2,
where λ(x1, x2, x3, x4, k, y1, y2, y3, y4, y5, y6, l,m) = (kmod 4, lmod 6, mmod 2), and ker(j0)
is generated by (0, 0, 0, 0, 4; 0, 0, 0, 0, 0, 0, 6; 1) ∈ (Z4 × 4Z)× (Z6 × 6Z)× 2Z.
Theorem 5.13. Let M be an orientable compact surface distinct from S2 and T 2, so
either ∂M 6= ∅ or χ(M) < 0. Let also f ∈ F(M,P ) and V be a union of boundary
components of M . Then the groups
O = pi1Of (f) = pi1Of (f, V ), SV = pi0S ′(f, V ), G = pi0G′(f) ∼= pi0G′(f, V ),
are finitely generated and solvable and ∆V = pi0∆
′(f, V ) is free abelian of finite rank.
Moreover, O is crystallographic, i.e. it has a free abelian subgroup of finite index.
Proof. Since Did(M,V ) and ker(j0) are either {1} or Z, and G = SV /∆V , it follows
from (5.2) that it suffices only to prove solvability of SV and ∆V for the case V 6= 0.
1) Suppose that M is a 2-disk or an annulus. We will use an induction on the total
number k of critical points of f .
If k is minimal, i.e. k = 0 for M = S1×I and k = 1 for M = D2, then by Theorems 5.6
and 5.7 each of the groups ∆V and SV is either {1} or Z and so it is free abelian of finite
rank, and, in particular, solvable.
For non-minimal k, by Theorem 5.8, there are f -adapted subsurfaces X1, . . . , Xq of
M such that, ∆V ∼=
∏a
α=1 Aα × Z, and SV ∼= B0 ×
(
(
∏b
β=1Bβ) o
m
Z
)
, where each Aα,
Bβ is either trivial or corresponds to some pair (f |Xi , X∂i ). But the number of critical
components of level sets of f |Xi is less than k, whence, by induction, each Aα is free
abelian of finite rank, and each Bβ is finitely generated and solvable. This implies the
corresponding properties for ∆V and SV .
2) If χ(M) < 0, then by Theorem 5.4 ∆V , SV are finite direct products of the corre-
sponding groups from case a). Hence they are finitely generated, SV is solvable, and ∆V
is free abelian.
Finally, as ∂M 6= ∅ or χ(M) < 0, we have an isomorphism O ∼= S∂M , and the latter
group is crystallographic as it contains a free abelian group ∆∂M of finite index |G|. 
Remark 5.14. The statement that pi0∆
′(f) is free abelian is proved in [29, Theorem 6.2]
for Morse maps and in [36, Theorem 5] for all f ∈ F(M,P ), and the statement that
pi1Of (f) is crystallographic is contained in [29, Eq. (1.6)] and [36, Theorem 1].
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6. Shifts along orbits of flows
In order to make the paper as self-contained as possible, we will present short proofs
of some results obtained in [26]. Let M be a smooth manifold and F be a smooth vector
field on M tangent to ∂M and generating a global flow F : M × R → M . For each
smooth function α : M → R let F (α) be the Lie derivative of α with respect to F and
Fα : M →M be the map defined by
(6.1) Fα(x) = F(x, α(x)), x ∈M.
We will call Fα the shift along orbits of F via the function α, and α will in turn be called
a shift function for Fα.
Lemma 6.1. [26]. The following statements hold.
(i) Let U be an open subset of M and h : U → M be a Ck map, k ≥ 0, such that
h(ω ∩ U) ⊂ ω for each orbit ω of F, z ∈ U be a non-singular point of F , i. e. F (z) 6= 0,
and a ∈ R be such that h(z) = F(z, a). Then there exists an open neighborhood V of z
and a unique Ck function α : V → R such that α(z) = a and h(x) = F(x, α(x)) for all
x ∈ V . Moreover, h is a local diffeomorphism at z if and only if 1 + F (α)(z) 6= 0.
(ii) Suppose U ⊂ M is an open connected subset containing no singular points of F ,
and α, β : U → R are continuous functions such that F(x, α(x)) = F(x, β(x)) for all
x ∈ U . If α(z) = β(z) for some z ∈ U , then α = β on all of U .
(iii) Suppose all orbits of F are non-singular and non-closed, and h : M → M is a
Ck map, k ≥ 0, such that h(ω) = ω for each orbit of F. Then there exists a unique Ck
function α : M → R such that h = Fα.
(iv) Consider the following convex set of smooth functions:
(6.2) Θ(F ) = {α ∈ C∞(M,R) | F (α)(x) > −1 for all x ∈M}.
Suppose M is compact and let α ∈ C∞(M,R). Then a map Fα is a diffeomorphism of
M preserving orientation of orbits of F if and only if α ∈ Θ(F ).
(v) Let α ∈ Θ(F ) and µ : M → [0, 1] be a C∞ function such that F (µ) = 0, i.e. µ is
constant along orbits of F . Then µα ∈ Θ(F ) as well. Thus if Fα is a diffeomorphism,
then Fµα is also a diffeomorphism.
In particular, tα ∈ Θ(F ) for all t ∈ [0, 1] and so the family of maps Ftα, t ∈ [0, 1], is
an orbit preserving isotopy between idM = F0 and Fα.
Proof. (i) First suppose that a = 0, and so h(z) = z. As F (z) 6= 0, there are lo-
cal coordinates (x1, . . . , xm) on some neighborhood U of z in which z = 0, F =
∂
∂x1
,
and F(x1, . . . , xm, t) = (x1 + t, x2, . . . , xm) for all sufficiently small (x1, . . . , xm, t). Let
V ⊂ U be a connected open neighborhood of z such that h(V ) ⊂ U . Since h pre-
serves orbits of F being straight lines parallel to x1-axis, it follows that h(x1, . . . , xm) =
(q(x1, . . . , xm), x2, . . . , xm), for some unique C
k function q : V → R such that q(z) = 0.
Define α : V → R by α(x) = q(x)− x1. Then h(x) = F(x, α(x)).
Moreover, the Jacobian of h at z equals to ∂q
∂x1
(z) = 1 + ∂α
∂x1
(z) = 1 +F (α)(z) and the
latter expression does not depend on a particular choice of local coordinates at z. Hence
h is a local diffeomorphism at z iff 1 + F (α)(z) 6= 0.
Also notice that h preserves orientation of orbits at z iff 1 + F (α)(z) > 0.
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Suppose a 6= 0. Then h′ = F−a ◦ h satisfies the assumptions of (i) with a = 0, and
so h′(x) = F(x, α′(x)) for a unique Ck function α′ : V → R. Let α = a + α′. Then
h(x) = Fa ◦ F(x, α′(x)) = F(x, a + α(x)) = F(x, α(x)) for all x ∈ V . Moreover, h is
a local diffeomorphism at z iff h′ is so, that is when 1 + F (α′)(z) 6= 0. But F (α) =
F (a+ α′) = F (α′), so h is a local diffeomorphism at z iff 1 + F (α)(z) 6= 0.
(ii) Let A = {x ∈ U | α(x) = β(x)}. Then A is a non-empty closed subset of U .
Moreover, A is open due to (i). Since U is connected, A = U .
(iii) Let x ∈ M . Since its orbit if non-closed there exists a unique number α(x) ∈ R
such that h(x) = F(x, α(x)). Then it follows from (i) that the function α : M → R is of
the same differentiability class as h.
(iv) If Fα is a diffeomorphism preserving orientation of orbits, then we get from (i)
1 + F (α) > 0, that is α ∈ Θ(F ). Conversely, suppose α ∈ Θ(F ). Then by (i) Fα is a
local diffeomorphism preserving orientation of orbits, so it suffices to show that h is a
bijection. This is trivial for singular points. If ω is a closed orbits, then Fα : ω → ω is a
local diffeomorphism (i.e. a covering map) homotopic to idω, whence Fα|ω is a bijection.
Finally, if ω is a non-closed orbit, then Fα : ω → ω is a proper (as M is now compact)
monotone function, and so it is a bijection as well.
(v) If F (α) > −1 and F (µ) = 0, then F (µα) = µF (α) + F (µ)α = µF (α) > −1, since
0 ≤ µ ≤ 1. 
Hamiltonian-like flows for f ∈ F(M,P ). Till the end of this section assume that M
is an orientable compact surface, f ∈ F(M,P ) and Σf is the set of critical points of f .
Definition 6.2. A smooth vector field F on M will be called Hamiltonian-like for f if
the following conditions hold true.
(a) F (z) = 0 if and only if z is a critical point of f .
(b) F (f) ≡ 0 everywhere on M .
(c) Let z be a critical point of f . Then there exist a local representation of f at
z as a homogeneous polynomial g : (R2, 0) → (R, 0) without multiple factors (as in
Axiom (L)) such that in the same coordinates (x, y) near the origin 0 in R2 we have that
F = −g′y ∂∂x + g′x ∂∂y .
Condition (b) means that f is constant along orbits of F . Then it follows from (a)
and Axiom (B) that the orbits of F are critical points of f , regular components of level
sets of f being closed orbits of F , and connected components of the sets K \ Σf , where
K runs over all critical components of level-sets of f , see Figure 6.1.
f
M
P
Figure 6.1. Orbits of a Hamiltonian-like vector field
By [29, Lemma 5.1] or [36, Lemma 16] every f ∈ F(M,P ) admits a Hamiltonian-like
vector field. For the proof take the Hamiltonian vector field F for f with respect to any
symplectic form ω on M , and then properly change F near each critical point of f in
accordance with (c) of Definition 6.2.
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Let F be a Hamiltonian-like vector field for f . Since F is tangent to ∂M , F generates
a flow F : M ×R→M which will also be called Hamiltonian-like for f . Then condition
(b) is equivalent to the assumption that f ◦Ft = f for all t ∈ R, that is Ft ∈ S(f). More
generally, f ◦ Fα = f for all α ∈ C∞(M,R).
Lemma 6.3. Let X ⊂ M be a closed subset, and α ∈ Θ(F ) be such that α = 0 on X.
Then Fα ∈ Sid(f,X).
Proof. By (v) of Lemma 6.1 {Ftα}t∈[0,1] is an isotopy between idM = F0 and Fα in S(f).
But tα = 0 on X for all t ∈ [0, 1], hence Ftα is fixed on X, and so Fα ∈ Sid(f,X). 
Theorem 6.4. [29, Theorem 1.3], [36, Theorem 3]. Let F : M × R → M be the flow
generated by some Hamiltonian vector field F , and ϕF : Θ(F ) → Sid(f) be the map
defined by ϕF (α) = Fα. If f has at least one saddle or a degenerate local extreme, then
ϕF is a homeomorphism with respect to C
∞ topologies and Sid(f) is contractible (because
Θ(F ) is convex).
Otherwise, there is θ ∈ Θ(F ) such that ϕF can be represented as a composition
ϕF : Θ(F )
quotient−−−−−→ Θ(F )/{nθ}n∈Z homeomorphism−−−−−−−−−−→ Sid(f)
of the quotient map by the closed discrete subgroup Z = {nθ}n∈Z of Θ(F ) and a home-
omorphism of the quotient of Θ(F ) by Z onto Sid(f). In particular, ϕF is an infinite
cyclic covering map and Sid(f) is homotopy equivalent to the circle. 
7. Simplification of diffeomorphisms from S(f)
In what follows we will assume that f ∈ F(M,P ), F is a Hamiltonian vector field for
f , F is the flow generated by F , and X is an f -adapted submanifold , so each connected
component of X is either a regular component of some level-set of f or an f -adapted
subsurface.
If V is another f -adapted submanifold of M , then we will denote by S(f, V ;X) the
subset of S(f, V ) consisting of diffeomorphisms h for which there exists a C∞-function
αh : X → R such that αh = 0 on V ∩X and h(x) = F(x, αh(x)) for all x ∈ X. Denote
∆(f, V ;X) = ∆(f) ∩ S(f, V ;X). Then we have natural inclusions:
∆(f, V ∪X) ⊂ ∆(f, V ;X), S(f, V ∪X) ⊂ S(f, V ;X),
since for h ∈ S(f, V ∪X), one can take αh to be the zero function on X.
The aim of this section is to give sufficient conditions under which the above inclusions
are homotopy equivalences. In other words, if h ∈ S(f, V ) has a shift-function αh on X
vanishing on V ∩ X, then under some assumptions it can be deformed in S(f, V ) to a
diffeomorphism h′ fixed on V ∪X as well. This is a kind of a “simplification” of h in its
isotopy class in pi0S(f, V ).
Lemma 7.1. cf. [29, Lemma 4.14] Let A ⊂ S(f) be a subset. Suppose that there exists
a continuous map γ : A → C∞(X,R) such that
h(x) = F
(
x, γ(h)(x)
)
, h ∈ A, x ∈ X.
Then for every pair of f -regular neighborhoods U and N of X such that U ⊂ IntN there
exists a continuous map β : A → Θ(F ) ⊂ C∞(M,R) such that
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a) β(h) = γ(h) on X for each h ∈ A;
b) h(x) = F
(
x, β(h)(x)
)
for each h ∈ A and x ∈ U ;
c) β(h) = 0 on M \N for each h ∈ A;
d) if W ⊆ U is either an f -regular neighborhood of X or W = X, then for each h ∈ A
fixed on W and such that γ(h) ≡ 0, we have that β(h) = 0 on W as well.
Moreover, the homotopy
H : A× I → S(f), H(h, t) = Ht(h) = (Ftβ(h))−1 ◦ h(7.1)
has the following properties.
(1) H0 = idA;
(2) let h be the same as in d), then Ht(h) is fixed on W as well as h, i.e.
Ht(h)
(A ∩ S(f,W ) ∩ γ−1(0)) ⊂ S(f,W ) ;
(3) H1(A) ⊂ S(f, U).
Proof. First notice that there exists a C∞ function µ : M → [0, 1] with the following
properties: µ = 0 on some neighborhood of M \N , µ = 1 on some neighborhood of
U , and F (µ) = 0, see Figure 7.1. Indeed, for every connected component T of N \ X,
Figure 7.1.
there exists a diffeomorphism σT : T → S1 × [0, 1] such that σ−1T (S1 × t) is a regular
component of some level-set of f , σT (∂N ∩ T ) = S1 × 0, σT (X ∩ T ) = S1 × 1, and
σT (U ∩ T ) = S1 × [εT , 1] for some εT > 0.
Fix any C∞ function µT : [0, 1] → [0, 1] such that µT = 0 on [0, εT/3] and µT = 1 on
[2εT/3, 1]. Let also p : S
1 × [0, 1]→ [0, 1] be the projection onto the second coordinate,
that is p(φ, t) = t. Then µ : M → [0, 1] can be defined by the following rule: µ = 0 on
M \N , µ = 1 on U , and µ|T = µT ◦ p ◦ σT for every connected component T of N \X.
It follows from (i) of Lemma 6.1 that for each h ∈ A the function γ(h) : X → R
uniquely extends to a C∞ function γ˜(h) : N → R such that h(x) = F(x, γ˜(h)(x)) for
x ∈ N . Moreover, by the formulas for such extension presented in (i) of Lemma 6.1 the
correspondence h 7→ γ˜(h) is a continuous map γ˜ : A → C∞(N,R).
Then the map β : A → C∞(M,R) can be defined as follows: if h ∈ A, then
β(h)(x) =
{
µ(x)γ˜(h)(x), x ∈ N,
0, x ∈M \N.
Indeed, evidently, β is continuous. Moreover, since µ = 1 on U , it follows that
• β(h) = γ˜(h) on U , and so F(x, β(h)(x)) = F(x, γ˜(h)(x)) = h(x) for x ∈ U ;
• β(h) = 0 on M \N .
Also since h|N is a diffeomorphism preserving orientation of orbits of F on N , it follows
from from (iv) of Lemma 6.1 that F (γ˜(h)) > −1 on N . But µ is constant along orbits
of F , whence by (v) of Lemma 6.1 F (β(h)) > −1 on all of M , that is β(h) ∈ Θ(F ).
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It remains to check properties of the homotopy H. Let h ∈ A.
(1) H0(h) = F
−1
0 ◦ h = h, so H0 = id.
(2) Suppose h is fixed on W and γ(h) ≡ 0. First we will show that β(h) = 0 on W as
well. This is trivial if W = X as by assumption β(h) = γ(h) on X.
Assume that W ⊆ U is a f -regular neighborhood of X. Then
h(x) = F(x, β(h)(x)) = x = F(x, 0)
for all x ∈ W . Since β(h) = γ(h) = 0 on X, it follows from (ii) of Lemma 6.1 applied to
each connected component of W that β(h) ≡ 0 on W \ Σf . But W \ Σf is dense in W ,
therefore β(h) ≡ 0 on all of W .
Now for all x ∈ W we have that Ht(h)(x) = (Ftβ(h))−1 ◦ h(x) = F0(x) = x.
(3) Let x ∈ U . Since h(x) = Fβ(h)(x) = F
(
x, β(h)(x)
)
, it follows that
H1(h)(x) = (Fβ(h))
−1 ◦ h(x) = x,
and so H1(h) ∈ S(f, U). 
Corollary 7.2. cf. [40, Corollary 6.1] Let U be an f -regular neighborhood of X. Then
the following inclusions are homotopy equivalences:
S(f, U) ⊂ Snb(f,X) ⊂ S(f,X),(7.2)
∆(f, U) ⊂ ∆nb(f,X) ⊂ ∆(f,X),(7.3)
S ′(f, U) ⊂ S ′nb(f,X) ⊂ S ′(f,X),(7.4)
∆′(f, U) ⊂ ∆′nb(f,X) ⊂ ∆′(f,X).(7.5)
Proof. It suffices to prove that (7.2) are homotopy equivalences. Let N be an f -regular
neighborhood of U . Then N is also an f -regular neighborhood of X.
Let also γ : S(f,X) → C∞(X,R) be the constant (and therefore continuous) map
into the zero function, that is γ(h) = 0 for all h ∈ S(f,X).
Then due to Lemma 7.1 applied to the pair U ⊂ N there exists a homotopy H :
S(f,X) × I → S(f,X) such that H0 = id, Ht(S(f,W )) ⊂ S(f,W ) for any f -regular
neighborhood W ⊆ U of X, and H1(S(f,X)) ⊂ S(f, U). This means that H is a
deformation of S(f,X) into S(f, U) which leaves spaces S(f, U) and Snb(f,X) invariant.
Hence the inclusions (7.2) are homotopy equivalences.
Let us show that the inclusions (7.3)-(7.5) are also homotopy equivalences. By Lemma 4.1
the spaces in each column of (7.3)-(7.5) consist of path components of the correspond-
ing spaces of (7.2), whence Ht leaves invariant each of those nine spaces for all t ∈ I.
Therefore it suffices to check that in each row H1 maps the third space into the first one.
Due to Lemma 3.1 the inclusion i : D(M,U) ⊂ D(M,X) induces a monomorphism
i0 : pi0D(M,U)→ pi0D(M,X), which means that
(7.6) Did(M,U) = Did(M,X) ∩ D(M,U).
Therefore
H1(∆(f,X)) ⊂ S(f, U) ∩∆(f,X) = S(f) ∩ D(M,U) ∩ ∆(f) ∩ D(M,X)
= ∆(f) ∩ D(M,U) =: ∆(f, U),
H1(S ′(f,X)) ⊂ S(f, U) ∩ S ′(f,X) = S(f) ∩ D(M,U) ∩ Did(M,X)
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(7.6)
=== S(f) ∩ Did(M,U) =: S ′(f, U),
H1(∆
′(f,X)) ⊂ S(f, U) ∩∆′(f,X) = S(f) ∩ D(M,U) ∩ ∆(f) ∩ Did(M,X)
= ∆(f) ∩ Did(M,U) =: ∆′(f, U).
Thus all the inclusions (7.3)-(7.5) are homotopy equivalences. 
Corollary 7.3. Let V be an f -adapted submanifold and X be a connected f -adapted
subsurface containing at least one saddle critical point of f . Then the inclusions
∆(f, V ∪X) ⊂ ∆(f, V ;X), S(f, V ∪X) ⊂ S(f, V ;X)(7.7)
are homotopy equivalences.
Proof. First we prove that the second inclusion is a homotopy equivalence. By The-
orem 6.4 the map ϕ : Θ(F |X) → Sid(f |X), ϕ(α) = Fα, is a homeomorphism. Let
γ : S(f, V ;X)→ C∞(V ∪X,R) be a continuous map defined by
γ(h)|X = ϕ−1(h|X), γ(h)|V = 0.
Then h(x) = F(x, γ(h)(x)) for all x ∈ V ∪X.
We claim that if h ∈ S(f, V ∪X), then γ(h) = 0. Indeed, since X contains a saddle
point z of f , it follows from the structure of level-sets of f near z, see Figure 1.1, that
F has a non-closed orbit. As h is fixed on X, we have that
x = h(x) = F(x, 0) = F(x, γ(h)(x))
for all x ∈ X. Then by (ii) of Lemma 6.1 it follows that γ(h)|X ≡ 0, whence γ(h) ≡ 0
on all of V ∪X.
Let H : S(f, V ;X)× I → S(f, V ;X) be a homotopy from Lemma 7.1 constructed for
γ and any pair U and N of f -regular neighborhoods for X. Then H0 = id,
Ht(S(f, V ∪X)) ⊂ S(f, V ∪X)
since γ(h) = 0 for all h ∈ S(f, V ∪X), and H1(S(f, V ;X)) ⊂ S(f, V ∪X). Thus H is a
deformation of S(f, V ;X) into S(f, V ∪X) which leaves S(f, V ∪X) invariant. Therefore
the inclusion S(f, V ∪X) ⊂ S(f, V ;X) is a homotopy equivalence.
Moreover, for each h ∈ S(f, V ;X) we have that Ht(h) = gt ◦h, for some gt ∈ Sid(f) ⊂
∆(f), t ∈ I. Therefore if h ∈ ∆(f, V ;X) = ∆(f) ∩ S(f, V ;X), then Ht(h) ∈ ∆(f) ∩
S(f, V ;X) as well. This implies that the restriction of H to ∆(f, V ;X) × I is also
a deformation of ∆(f, V ;X) into ∆(f, V ∪ X) and so the first inclusion in (7.7) is a
homotopy equivalence as well. 
Let K be a non-extremal critical component of some level-set of f , RK be an f -
regular neighborhood of K, D1, . . . , Dq be all the connected components of M \RK
diffeomorphic with a 2-disk, and NK = RK∪D1∪. . .∪Dq be the corresponding canonical
neighborhood of K, see (5.7).
Regard K as a topological graph possibly with loops and multiple edges (i.e. a one-
dimensional CW-complex), so that the vertices of K are critical points of f being also
fixed points of F, and the edges of K are certain non-closed orbits of F.
Lemma 7.4. [29], [36], [35] 1) Let h ∈ S(f) be such that h(K) = K. Consider the
following conditions on h:
DEFORMATIONS OF FUNCTIONS ON SURFACES 25
(i) h preserves every boundary component of RK with its orientation;
(ii) h preserves at least one edge of K with its orientation;
(iii) h fixes every vertex of K and preserves every edge of K with its orientation;
(iv) h|RK = Fα for some function α ∈ Θ(F |RK );
(v) h|RK ∈ Sid(f |RK ).
Then we have the following implications: (v)⇔(iv)⇔(iii)⇔(ii)⇒(i).
2) If either h ∈ Did(M), that is h ∈ S ′(f) = S(f) ∩ Did(M), or RK can be embedded
into R2, then all the above conditions are equivalent.
3) If χ(NK) < 0, then for each h ∈ S ′(f) we have that h(K) = K and conditions
(i)-(v) hold for h.
Proof. 1) Equivalence (v)⇔(iv) follows from Theorem 6.4. Implication (iv)⇒(iii) holds
because Fα preserves all orbits of F in RK with their orientation, and in particular this
holds for vertices and edges of K. Implications (iii)⇒(ii)⇒(i) are trivial, and (ii)⇒(iii)
is proved in [29, Claim 7.1.1].
The converse implication (iii)⇒(iv) is very technical and is established in [29, Lemma 6.4]
for Morse functions and in [36, Claim 1] for functions from F(M,P ). We will just briefly
indicate the arguments. Since every edge e of K is a non-closed orbit of F, it follows
that the values of α on e are uniquely defined.
Then α uniquely extends to RK \ Σf so that h(x) = F(x, α(x)) for all x ∈ RK \ Σf .
Indeed, let p : R˜K → RK be the universal cover of RK and F˜ be the lifting of the flow F
on R˜K . One deduces from (iii) that h|RK is homotopic to idRK via a homotopy preserving
orbits of F. This implies that h lifts to a diffeomorphism h˜ of R˜K preserving orbits of
F˜. But since each closed and non-constant orbit of F in RK is not null-homotopic, it
follows that all orbits of F˜ are either constant or non-closed. Hence there exists a unique
function α˜ : R˜K \ p−1(Σf ) → R such that h˜(z) = F˜(z, α˜(z)) for all z ∈ R˜K \ p−1(Σf ).
By (i) of Lemma 6.1 this function is C∞. Moreover, as h˜ commutes with covering
transformations, α˜ is invariant with respect to them and therefore it induces a unique
C∞ function on RK \ Σf being the required extension of α.
The principal problem is to show that α can be defined on K ∩ Σf to become C∞ on
all of RK . This is proved in [26] for non-degenerate critical points, and extended in [33]
and [28] to singularities of homogeneous polynomials R2 → R without multiple factors.
2) The implication (i)⇒(ii) is also nontrivial and established in [29, Theorem 7.1] under
assumption that either h ∈ Did(M) or RK can be embedded into R2. A similar statement
is proved in E. Kudryavtseva [21, Lemma 3.3] under assumption that h trivially acts on
the homologies of M .
3) The statement that h(K) = K for all h ∈ S ′(f) and condition (i) are proved [35]
for all h ∈ S ′(f) under assumption χ(NK) < 0 by extending a technique developed in
the paper [15] by W. Jaco and P. Shalen on deformations of incompressible subsurfaces.
Together with 2) this implies all other conditions (ii)-(v). 
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8. Proof of Lemma 5.1
Evidently, (II) is a direct consequence of (I). To prove other statements, let us recall
a description of generators of pi1Did(M) in non-trivial cases, e.g. [12], and definitions of
homomorphisms p1 and ∂.
If D2 = {|z| ≤ 1} is the unit 2-disk in C, then pi1Did(D2) is generated by the isotopy
Φ : D2 × I → D2 given by Φ(z, t) = ze2piit and regarded as a loop in Did(D2).
Let A = S1×I be an annulus. Then the isotopy Ψ : A×I → A, Ψ(z, s, t) = (ze2piit, 1),
is a loop in Did(A) generating pi1Did(A).
Finally, define ξ : A → A by ξ(z, t) = (−z, 1 − t). Then ξ is an orientation reversing
involution without fixed points and the quotient M o¨ = A/ξ is a Mo¨bius band. Evidently,
Ψt commutes with ξ for all t ∈ I, and so it induces a certain isotopy Ψˆ of M o¨ which can
be regarded as a loop in Did(M o¨). That loop generates pi1Did(M o¨) = Z.
Now let γ : I → D(M) be a loop at idM , that is γ(0) = γ(1) = idM . Then p1([γ]) ∈
pi1Of (f) is the homotopy class of the loop {f ◦ γ(t)}t∈I .
Also let ω : I → Of (f) be a loop at f , that is ω(0) = ω(1) = f . As p : Did(M) →
Of (f) is a locally trivial fibration, ω lifts to a path ωˆ : I → D(M) such that ωˆ(0) = idM
and ω(t) = p(ωˆ(t)) = f ◦ ωˆ(t), t ∈ I. In particular, f ◦ ωˆ(1) = ω(1) = f , that is
ωˆ(1) ∈ S ′(f). Then ∂([ω]) ∈ pi0S ′(f) is the isotopy class of ωˆ(1).
(I) Existence of the middle vertical isomorphism β follows from (2) and (3) of Theo-
rem 1.1:
β : pi1Of (f) ≡ pi1Of (f, V )
∂∼= pi0S ′(f, V ).
Let us define α. Let γ : I → Did(M) be a loop at idM , that is γ(0) = γ(1) = idM ,
and ω = p ◦ γ : I → Of (f) as above. Since Of (f) = Of (f, V ), and the restriction map
p : Did(M,V ) → Of (f, V ) is a locally trivial fibration, it follows that ω lifts to some
other path ωˆ : I → Did(M,V ) such that ωˆ(0) = idM and f ◦ ωˆ(t) = f ◦ γ(t) for all t ∈ I.
Hence f ◦ γ(t) ◦ ωˆ(t)−1 = f , that is γ(t) ◦ ωˆ(t)−1 ∈ S(f).
In particular, since γ(0) ◦ ωˆ(0)−1 = γ(1) = idM and ωˆ(t) ∈ Did(M,V ), it follows that
ωˆ(1)−1 = γ(1) ◦ ωˆ(1)−1 ∈ Sid(f) ∩ Did(M,V ).
Thus ωˆ(1) is fixed on V but is isotopic to idM via f -preserving isotopy which is not
necessary fixed on V . Hence its isotopy class in pi0S ′(f, V ) belongs to ker(j0). On
easily checks that the correspondence [γ] 7→ [ωˆ(1)−1] is a well defined homomorphism
α : pi1D(M) → ker j0 making commutative diagram (5.2). Whence by five lemma α is
an isomorphism.
(III) Notice that in order to obtain α([γ]) we apply a modified f -preserving isotopy
{γ(t) ◦ ωˆ(t)−1}t∈I ⊂ Sid(f). Properly changing ωˆ(t) via technique of Lemma 7.1 one can
make the above isotopy to be fixed outside arbitrary small neighborhood of V . Hence
ωˆ(1) will then be a product of Dehn twists along connected components of V also isotopic
to idM relatively V . Together with the above description generators of pi1Did(M) this
implies description of ker(j0) in (III). We leave the details to the reader.
(IV) Since ∆′(f, V ) = ∆′(f)∩S ′(f, V ), it follows that j0 maps pi0∆′(f, V ) onto pi0∆′(f).
Moreover, it follows from (II) and (III) that ker(j0) ⊂ pi0∆′(f, V ). This implies dia-
gram (5.3). We leave the deails for the reader.
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9. Proof of Lemma 5.2
Let M1, . . . ,Ma be all the connected components of M and Vi = V ∩Mi. Since every
h ∈ S ′(f |Mi , Vi) is isotopic to the identity, it preserves each Mi. This implies that the
sequence (5.1): pi0∆
′(f, V ) ↪→ pi0S ′(f, V )→ pi0G′(f, V ) is isomorphic with a product of
sequences of the same types corresponding to the pairs (f |Mi , Vi), i = 1, . . . , a.
Notice that Ri = R∩Mi is an f -regular neighborhood of Vi. Moreover, every connected
component of M \R coincides with a unique connected component of Mi \Ri for some
i. Therefore it suffices to assume that M is connected.
Then, by Corollary 7.2, the sequence (5.1) will not be changed after replacing V with
its f -regular neighborhood R and putting the subscript “nb”, that is (5.1) is isomorphic
due to Lemma 4.1 with
(9.1) pi0∆
′
nb(f,R) ↪−→ pi0S ′nb(f,R) −→ G′nb(f,R).
By definition each h ∈ S ′nb(f,R) is fixed on some neighborhood of R, whence (9.1) is
isomorphic with
p∏
i=1
pi0∆
′
nb(f |Xi , X∂i ) ↪−→
p∏
i=1
pi0S ′nb(f |Xi , X∂i ) −→
p∏
i=1
G′nb(f |Xi , X∂i ).
Now again by Corollary 7.2 one can remove subscripts “nb” back.
10. Sketch of proof of Theorem 5.4
This theorem is an extension of [35, Theorem 1.7]. For the completeness of exposition
we will just indicate principal arguments and establish (2) for orientable case only. Non-
orientable case can be deduced from orientable by passing to the oriented double covering
of M using technique from [29, §4.1].
Let f ∈ F(M,P ), V ⊂ ∂M be an f -adapted submanifold, and ξ = {Ki}i=1,...,a be all
the non-extremal critical components of level sets of f whose canonical neighborhoods
have negative Euler characteristic. For each i = 1, . . . , a fix an f -regular neighborhood
Ri of Ki such that Ri ∩Rj = ∅ for i 6= j, and let Ni be a canonical neighborhood of Ki
corresponding to Ri. Then χ(Ri) ≤ χ(Ni) < 0, since Ni is obtained from Ri by attaching
2-disks. Now by [35, Lemma 3.3 and Eq. (3.2)]
Ni ∩Nj = ∅, i 6= j, χ(M) =
a∑
i=1
χ(Ni).(10.1)
As χ(M) < 0, it follows from (10.1) that ξ is non-empty, [35, Lemma 3.7].
Let R =
a∪
i=1
Ri, Y = V ∪ R, X1, . . . , Xk be all the connected components of M \ Y ,
and X∂i = Xi ∩ Y . We should show that X1, . . . , Xk satisfy statement of Theorem 5.4.
(1) We need to show that χ(Xi) ≥ 0 for all i = 1, . . . , k, which will imply that each
Xi is either a 2-disk or an annulus or a Mo¨bius band . Suppose χ(Xi) < 0 for some i.
Then applying (10.1) to f |Xi , we would get that Xi contains some Kj with χ(Nj) < 0
which is impossible.
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(2) As mentioned above we will assume that M is orientable. Since the sequence (5.1)
is exact, the third term is uniquely determined by the inclusion map pi0∆
′(f, V ) ↪→
pi0S ′(f, V ). Therefore it suffices to describe the latter map up to isomorphism.
Let F be a Hamiltonian-like flow for f . Since χ(Ni) < 0, it follows from 3) of
Lemma 7.4 that h(Ki) = Ki for all h ∈ S ′(f, V ), and by (iv) of that lemma, h has
a shift-function γh : R → R with respect to F. In other words, S ′(f, V ) ⊂ S(f, V ;R). It
easily follows that S ′(f, V ) = S(f, V ;R) ∩ Did(M,V ). Hence by Corollaries 7.2 and 7.3
the following inclusions are homotopy equivalences:
V := ∆nb(f, Y ) ∩ Did(M,V ) ⊂ ∆′(f, V ),
U := Snb(f, Y ) ∩ Did(M,V ) ⊂ S ′(f, V ).
Therefore it suffices to describe the inclusion pi0V ↪→ pi0U .
Notice that we have a natural isomorphism
α : Snb(f, Y )→
k∏
i=1
Snb(f |Xi , X∂i ), α(h) =
(
h|X1 , . . . , h|Xk).
It is also easy to see that α(∆nb(f, Y )) ⊂
k∏
i=1
∆nb(f |Xi , X∂i ). We claim that
α(V) =
k∏
i=1
∆′nb(f |Xi , X∂i ), α(U) =
k∏
i=1
S ′nb(f |Xi , X∂i ).(10.2)
Due to Corollary 7.2 one can omit the subscript “nb” when passing to pi0 groups. This
will imply that pi0V ↪→ pi0U is isomorphic with
pi0 α(V) =
k∏
i=1
pi0∆
′(f |Xi , X∂i ) ↪−→ pi0 α(U) =
k∏
i=1
pi0S ′(f |Xi , X∂i )
and will complete Theorem 5.4.
Let us prove (10.2). Renumbering {Xi}i=1,...,k one can assume that there exist c ≤ d
such that
(Xi, X
∂
i ) is diffeomorphic with

(D2, ∂D2), i = 1, . . . , c,
(S1 × I, S1 × 0), i = c+ 1, . . . , d,
(S1 × I, ∂(S1 × I)), i = d+ 1, . . . , k.
Then for 1 ≤ i ≤ d we have that D(Xi, ∂Xi) is connected, whence it coincides with
Did(Xi, ∂Xi), and so
∆nb(f |Xi , X∂i ) = ∆′nb(f |Xi , X∂i ), Snb(f |Xi , X∂i ) = S ′nb(f |Xi , X∂i ).
Let γi ⊂ Xi, i = d+ 1, . . . , k, be the curve corresponding to S1 × 12 , and τi be a Dehn
twist along γi supported in Xi. Then {γi}i=d+1,...,k are mutually disjoint. Moreover, every
connected component Z of M \ ∪ki=d+1Xi is a union of the form Nj ∪ Xi1 ∪ · · · ∪ Xim ,
where il ≤ d for all l = 1, . . . ,m. Hence χ(Z) < 0. Therefore by [47] the Dehn twists
{τi}i=1,...,k generate a free abelian subgroup T ∼= Zk−d of pi0D(M,V ).
Now let h ∈ U . Then the restriction h|Xi is isotopic in D(Xi, X∂i ) to idXi for i ≤ d and
to τmii for some mi ∈ Z if i = d+ 1, . . . , k. In other words, [h] ∈ T ⊂ pi0D(M,V ). But h
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is also isotopic to idM relatively V . Hence mi = 0 for all i = d+ 1, . . . , k, and therefore
h|Xi ∈ Did(Xi, ∂Xi) for i = d+ 1, . . . , k. This proves (10.2) and completes Theorem 5.4.
11. Proof of Theorem 5.6
Let (A, V,W ) = (S1×I, S1×0, S1×1), f ∈ F(A,P ), F : A×R→ A be a Hamiltonian
like flow for f , and F˜ : R×I×R→ R×I be the induced flow on R×I, so Ft ◦p = p◦ F˜t
for all t ∈ R.
Let also p : R× I → A be the universal covering map given by p(y, s) = (e2piiy, s), and
ξ : R× I → R× I, ξ(y, s) = (y+ 1, s), be the “shift” generating the group Z of covering
transformations. Due to Lemma 5.3 we may consider the case P = R only.
1) Suppose f ∈ F(A,R) has no critical points. Then one can assume that
f(x, s) = s, F(x, s, t) = (xe2piit, s), F˜(y, s, t) = (y + t, s)
for x ∈ S1, s ∈ I, y, t ∈ R.
(a) To prove that pi0S(f, V ) = 0, we will show that for each h ∈ S(f, V ) there exists
a C∞ function γ : A → R such that γ = 0 on V and h = Fγ ∈ Sid(f, V ). Hence
S(f, V ) = Sid(f, V ), and so pi0S(f, V ) = S(f, V )/Sid(f, V ) = 0.
Notice that each h ∈ S(f, V ) lifts to a unique diffeomorphism h˜ : R× I → R× I fixed
on R × 0, commuting with ξ, and such that p ◦ h˜ = h ◦ p. In particular, h˜ preserves
horizontal lines R× s, whence one can write
h˜(y, s) =
(
y + α(y, s), s
)
= F˜α(y,s)(y, s),(11.1)
for a unique C∞ function α : R× I → R such that α = 0 on R× 0.
Since h˜ ◦ ξ = ξ ◦ h˜, it follows that
(11.2)
h˜ ◦ ξ(y, s) = h˜(y + 1, s) = h˜(y + 1 + α(y + 1, s), s),
ξ ◦ h˜(y, s) = h˜(y + α(y, s), s) = h˜(y + α(y, s) + 1, s),
that is α(y + 1, s) = α(y, s) for all x ∈ R. In other words, α ◦ ξ = α and so it induces a
unique C∞ function γ : A→ R such that γ ◦ p = α.
Hence h = Fγ. Indeed, if z
′ = p(z) ∈ A for some z ∈ R× I, then
(11.3)
h(z′) = h ◦ p(z) = p ◦ h˜(z) = p ◦ F˜α(z)(z) =
= Fα(z) ◦ p(z) = Fγ◦p(z) ◦ p(z) = Fγ(z′)(z′).
(b) We should show that pi0S(f, ∂A) = Z. Since W := S1 × 1 is a periodic orbit of F
of period 1, it follows that h = Fγ is fixed on W if and only if γ takes on W a constant
integer value. Moreover, h ∈ Sid(f, ∂A) if and only if γ(W ) ≡ 0.
One easily checks that the map ψ : S(f, ∂A) → Z, ψ(h) = γ(W ), is an epimorphism
and ker(ψ) = Sid(f, ∂A). Hence
pi0S(f, ∂A) = S(f, ∂A)/Sid(f, ∂A) = S(f, ∂A)/ ker(ψ) = image(ψ) = Z.
2) Let f ∈ F(A,R) be an arbitrary function. We ahve to show that the inclusions (5.8):
∆′(f, ∂A) ⊂ ∆′(f, V ) and S ′(f, ∂A) ⊂ S ′(f, V ) are homotopy equivalences.
Lemma 11.1. There exists a continuous map γ : S(f, V )→ C∞(W,R) such that
(1) h(x) = F(x, γ(h)(x)) for all x ∈ W ;
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(2) γ(h) ≡ 0 if and only if h ∈ S ′(f, ∂A);
Proof. It will be convenient to assume that F˜(x, 1, t) = (x + t, 1), so in particular W is
a periodic orbit of F of period 1.
Let h ∈ S ′(f, V ) and h˜ : R × I → R × I be its unique lifting fixed on R × 0 and
such that p ◦ h˜ = h ◦ p. Then similarly to (11.1) one can write the restriction of h˜ to
R× 1 = p−1(W ) by
h˜(y, 1) = (y + α(y), 1) = F˜α(y)(y, 1), y ∈ R,
for a unique C∞ function α : R→ R. Moreover as in (11.2) one deduces from h˜◦ξ = ξ◦h˜,
that α(y+1) = α(y) for all y ∈ R. Hence α induces a unique C∞ function γ(h) : W → R
such that γ(h) ◦ p = α. Finally, as in (11.3) one shows that h(x) = F(x, γ(h)(x)) for all
x ∈ W . This proves (1).
(2) Notice that h ∈ S ′(f, V ) belongs to S ′(f, ∂A) if and only if the lifting h˜ is fixed
on R× 0, which means that α ≡ 0, and so γ(h) ≡ 0 as well. 
Let U and N be two f -regular neighborhoods of W with U ⊂ IntN . Then by
Lemma 7.1 there exists a homotopy H : S(f, V )× I → S(f, V ) such that
H0 = idS(f,V ), H1(S(f, V )) ⊂ S(f, U ∪ V ) ⊂ S(f, ∂A).
We claim that H deforms S(f, V ) into S(f, ∂A) so that S(f, ∂A) and ∆(f, V ) remain
invariant. These statements are contained in Lemma 11.2 below and obviously imply
that the inclusions (5.8) ∆′(f, ∂A) ⊂ ∆′(f, V ) and S ′(f, ∂A) ⊂ S ′(f, V ) are homotopy
equivalences.
Lemma 11.2. The following inclusions hold:
(i) H1(S(f, V )) ⊂ S ′(f, ∂A);
(ii) Ht(S ′(f, ∂A)) ⊂ S ′(f, ∂A), t ∈ I,
(iii) Ht(∆(f, V )) ⊂ ∆(f, V ), t ∈ I;
Proof. Let h ∈ S(f, V ) and h˜ be its unique lifting fixed on R×0. Then by formula (7.1),
Ht(h) = (Ftβ(h))
−1 ◦h, where β(h) : A→ R is a certain C∞ extension of γ(h) being zero
on A \N and such that h = Fβ(h) on U .
Notice that F˜β(h)◦p is a lifting of Fβ(h) fixed on R× 0, that is
p ◦ F˜β(h)◦p(z)(z) = Fβ(h)◦p(z)(p(z)) = Fβ(h) ◦ p(z)
for each z ∈ R × I. Therefore h˜t = (F˜tβ(h)◦p)−1 ◦ h˜ is a unique lifting of Ht(h) fixed on
R× 0.
(i) It follows that F˜β(h)◦p = h˜ on p−1(U ∩ A), whence h˜1 = (F˜β(h)◦p)−1 ◦ h˜ is fixed on
p−1(U ∩ A) and in particular on R× 1. Therefore H1(h) ∈ S ′(f, ∂A).
(ii) If h ∈ S ′(f, ∂A), so γ(h) = 0 due to (2) of Lemma 11.1, then β(h)|W = 0 and so
Ht(h)|W = h|W = idW . Hence Ht(h) ∈ S ′(f, ∂A) for al t ∈ I.
(iii) Since Ftβ(h) ∈ Sid(f, V ) ⊂ ∆(f, V ), we see that Ht(h) = (Ftβ(h))−1 ◦ h belongs to
∆(f, V ) for all h ∈ ∆(f, V ). 
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12. Sketch of proof of Theorem 5.7
Let H = R × [0,+∞) and p : H → C be the map defining polar coordinates, that is
p(φ, r) = re2piiφ. Then p is a “branched” covering over 0 ∈ C and the map ξ : H → H,
ξ(φ, r) = (φ+1, r), generates the group of covering transformations and satisfies p◦ξ = p.
Let D2 = {|z| ≤ 1} ⊂ C be the unit disk in the complex plane and f ∈ F(D2,R) be a
function having a unique critical point being therefore a local extreme.
1) Suppose f is Morse. Then due to Morse Lemma and Lemma 5.3 one can assume
that f : D2 → R is defined by the formula f(x, y) = x2 + y2. Hence F : D2 × R → D2,
F(z, t) = ze2piit, is a Hamiltonian like flow for f and it lifts to a flow F˜ : H × R → H,
F˜(φ, r, t) = (φ+ t, r), satisfying p ◦ F˜t = Ft ◦ p and ξ ◦ F˜t = F˜t ◦ ξ for all t ∈ R. Notice
that p−1(D2) = R× [0, 1].
Similarly to the proof of (a) of Theorem 5.6, to verify that pi0S(f, ∂D2) = 0, it suffices
to show that for each h ∈ S(f, ∂D2) there exists a C∞ function γ : D2 → R such that
γ = 0 on V and h = Fγ ∈ Sid(f, ∂D2).
Let h ∈ S(f, ∂D2). Then h|IntD2 lifts to a unique diffeomorphism h˜ of R× (0, 1] fixed
on R × 1 and such that p ◦ h˜ = h ◦ p and ξ ◦ h˜ = h˜ ◦ ξ on R × (0, 1]. In particular,
h˜(φ, r) = (φ+ α(r, φ), r) for some C∞ function α : R× (0, 1]→ R vanishing on R× 1.
Moreover, as h is C∞ and by Lemma 1.3 the Jacobi matrix J(h) of h at 0 belongs to
SO(2), one easily shows that there exists a real number s ∈ R such that h˜ can be defined
on R× 0 by the formula h˜(φ, 0) = (φ+ s, 0), to give a C∞ diffeomorphism of R× [0, 1].
In particular, α extends to a C∞ function on R × [0, 1] by α(φ, 0) = s. Moreover, α
yields a continuous function α : D2 → R which is C∞ on D2 \ 0, vanishes on ∂D2, and
satisfies h(z) = ze2piiγ(z) = Fγ(z)(z) and γ(0) = s, cf. (11.3). Then by [26, Lemma 31] γ
is in fact C∞ on all of D2.
2) Similarly to the case 1) using Axiom (L) and Lemma 5.3 one can reduce the situation
to the case when f = g|D, where g : R2 → R is a homogeneous polynomial without
multiple factors, such that 0 is a degenerate minimum of g of symmetry index m and
D = g−1[0, 1]. Due to Lemma 1.3 one may assume that the image L(f) of Jacobi
homomorphism J : S(f, ∂D) → GL(2,R) consists of rotations by angles 2pik/m for
k = 0, . . . ,m− 1.
We should describe the inclusions ker(j0) ↪→ pi0∆(f, ∂D) ↪→ pi0S(f, ∂D) up to iso-
morphism. In the previous proofs we considered diffeomorphisms preserving concentric
circles. This gave simple formulas for isotopies of such diffeomorphisms. Now the situa-
tion is much harder as the level-sets of f are just simple closed curves wrapping around
the origin and having very complicated forms. However, one may adapt the above tech-
nique to the present case as follows.
Let F = −f ′y ∂∂x + f ′x ∂∂y be the Hamiltonian vector field for f and F : D × R→ D be
the flow generated by F . Then the orbits of F are level-sets of f and every h ∈ S(f)
preserves these orbits. Denote
D˜ = p−1(D), Q = D \ 0, Q˜ = p−1(Q) = D˜ \ (0× R), ∂Q˜ = p−1(∂D).
Since F is a polynomial vector field of degree ≥ 2 and F (0) = 0, it easily follows that F
lifts to a ξ-invariant C∞ vector field F˜ = A ∂
∂r
+B ∂
∂φ
on D˜ vanishing on 0×R. Therefore
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F˜ yields a flow F˜ : D˜ × R → D˜ fixed on 0 × R and such that p ◦ F˜t = Ft ◦ p and
ξ ◦ F˜t = F˜t ◦ ξ for all t ∈ R.
For each z ∈ Q let θ(z) be its period with respect to F. One easily checks that the
correspondence z 7→ θ(z) is a C∞ function θ : Q→ (0,+∞) such that
(12.1) ξ(y) = F˜
(
y, θ ◦ p(y)), y ∈ Q˜.
This formula expresses the fact that moving each point of Q once around 0 along its
F-orbit corresponds to the covering transformation ξ of the covering space Q˜.
Lemma 12.1. cf.[34, Theorem 2.3(4)] There is an epimorphism η : S(f, ∂D)→ Z such
that
ker(η) = Sid(f, ∂D), ∆(f, ∂D) = η−1(mZ).(12.2)
Hence the sequence (5.1) for (f, ∂D2) is isomorphic with mZ ↪→ Z→ Zm.
Proof. Let h ∈ S(f, ∂D) and h˜ : D˜ → D˜ be a unique lifting of h fixed on ∂Q˜. As J(h) is
a rotation by an integer multiple of 2pi/m, we have simillarly to 1) that there exists an
integer number η(h) ∈ Z such that h˜ extends to a C∞-diffeomorphism of D˜ by setting
h˜(0, φ) =
(
0, φ+η(h)/m
)
, φ ∈ R. One easily checks that the correspondence h 7→ η(h) is
a continuous homomorphism η : S(f, ∂D)→ Z. Notice also that the following conditions
for h ∈ S(f, ∂D) are equivalent:
(a) J(h) = E, (b) h ∈ ∆(f, ∂D), (c) η(h) ≡ 0 mod m.(12.3)
This implies that ∆(f, ∂D) = η−1(mZ).
On the other hand, as h˜ preserves orbits of F˜ in Q˜ and they are non-closed, we get
from (iii) of Lemma 6.1 that there exists a unqiue C∞ function α : Q˜ → R such that
h˜(y) = F˜(y, α(y)) for y ∈ Q˜, α ◦ ξ = α, and α = 0 on ∂Q˜, cf. (11.3). Hence α yields
a unique C∞ function γ : Q → R such that γ = 0 on ∂D and h(z) = F(z, γ(z)) for all
z ∈ Q.
However, in general, the corresponding function α can not be even continuously ex-
tended to all of D˜, and therefore γ can not be extended to a C∞ function on D.
Proof that ker(η) = Sid(f, ∂D). As η is continuous, Sid(f, ∂D) ⊂ ker(η). Conversely, if
h ∈ ker(η), then by [34, Theorem 2.3(4)] γ extends to a C∞ function on all of D. Hence
h = Fγ and γ = 0 on ∂D. Then by Lemma 6.3 h = Fγ ∈ Sid(f, ∂D2).
Proof that η is surjective. Fix any C∞ function µ : [0, 1] → [0, 1] such that µ = 1 on
[0, 0.2] and µ = 0 on [0.8, 1], and define the following C∞ map
(12.4) g : D → D, g(z) =
{
F
(
z, (µ ◦ f(z)) · θ(z)), z 6= 0,
0, z = 0.
As Fθ = idQ is a diffeomorphism and µ ◦ f is constant along orbits of F, it follows
from (v) of Lemma 6.1 that g ∈ S(f, ∂D). One easily checks that η(g) = 1, whence η is
onto. Geometrically, gm is a Dehn twist along ∂D. 
DEFORMATIONS OF FUNCTIONS ON SURFACES 33
13. Proof of Theorem 5.5
Notice that h(A) = A for all h ∈ S ′(f,X ∪ V ). Let U and N be two f -regular
neighborhoods of W with U ⊂ IntN . Since N ∪A is an annulus, it is orientable, and so
one can construct a Hamiltonian like flow F for f |N∪A on N ∪ A.
Then using notation of the proof of 2) of Theorem 5.6, we have a continuous map
γ˜ = r ◦ γ : S ′(f,X ∪ V ) r−→ S(f |A, V ) γ−−→ C∞(W,R),
where r is the “restriction to A” map, and γ is defined in Lemma 11.1 for f |A. This map
satisfies the following conditions:
(1) h(x) = F(x, γ˜(h)(x)) for all x ∈ W ;
(2) γ˜(h) ≡ 0 iff and only if h|A ∈ S ′(f |A, ∂A).
Then again by Lemma 7.1 we have a homotopy H : S ′(f,X ∪ V ) × I → S ′(f,X ∪ V )
defined by Ht(h) = (Ftβ(h))
−1 ◦h, where β(h) : A→ R is a certain C∞ extension of γ(h)
being zero on A \N and such that h = Fβ(h) on U . This homotopy has the property
that
H0 = idS′(f,X∪V ), H1(S ′(f,X ∪ V )) ⊂ S(f,X ∪ U ∪ V ).
Lemma 13.1. The following inclusions hold:
(i) H1(S(f,X ∪ V )) ⊂ S ′(f,X ∪ U ∪ V );
(ii) Ht(S ′(f,X ∪ U ∪ V )) ⊂ S ′(f,X ∪ U ∪ V ), t ∈ I,
(iii) Ht(∆(f,X ∪ V )) ⊂ ∆(f,X ∪ V ), t ∈ I;
Proof. (i) Since U is an f -regular neighborhood of W we have an isomorphism
ψ : S ′(f,X ∪ U ∪ V ) ∼= S ′(f |B, X ∪ (U ∩B)) × S ′(f |A, (U ∩ A) ∪ V )
defined by ψ(h) = (h|B, h|A).
Hence it suffices to check that
H1(h)|B ∈ S ′(f |B, X ∪ (U ∩B)), H1(h)|A ∈ S ′(f |A, (U ∩ A) ∪ V )
for each h ∈ S(f,X ∪ V ). To simplify notation denote h1 = H1(h). Since h1 ∈ S(f) one
should verify that
h1|B ∈ Did(B,X ∪ (U ∩B)), h1|A ∈ Did(A, (U ∩ A) ∪ V ).(13.1)
Notice that h1|A ∈ Did(A, ∂A) due to (i) of Lemma 11.2. In particular, h1|A is isotopic
to idA rel. ∂A = W ∪ V , whence by Lemma 3.1 h1|A is isotopic to idA rel. (U ∩A) ∪ V ,
i.e. h1|A ∈ Did(A, (U ∩ A) ∪ V ). This proves the second inclusion in (13.1).
In particular, one can deform h1 rel. B∪U∪V in D(M, (U∪A)∪V ) to a diffeomorphism
h2 fixed on U ∪ A. Hence h1|B = h2|B and h2 ' h1 ' h ' idM are isotopic rel. X ∪ V .
Since U ∪A is a regular neighborhood of V , and h2 is fixed on X ∪U ∪A and isotopic to
idM rel. X ∪ V , it again follows from Lemma 3.1 that there exists an isotopy {gt}t∈[0,1]
rel. X ∪ U ∪ A between g0 = h2 and g1 = idM .
As A ⊂ U ∪ A ⊂ N ∪ A are annuli, there is a diffeomorphism ψ : B → M fixed on
B \N and such that ψ(U ∩B) = U ∪A. Then {ψ−1 ◦ gt ◦ψ}t∈[0,1] is an isotopy between
h2|B = h1|B and idB rel. X ∪ (U ∩B), so h1|B ∈ Did(B,X ∪ (U ∩B)).
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(ii) If h ∈ S ′(f,X ∪ U ∪ V ), then γ˜(h) = 0. Since h is fixed on U , it follows that
β(h)|U = 0, whence Ht(h) is fixed on X ∪ U ∪ V , and so Ht(h) ∈ Did(M,X ∪ U ∪ V ).
Statement (iii) can be proved by the same arguments as (iii) of Lemma 11.2. 
Now we get the following homotopy equivalences (') and homeomorphisms (∼=):
S ′(f,X ∪ V ) Lemma 13.1' S ′(f,X ∪ U ∪ V ) Cor. 7.2' S ′nb(f,X ∪ U ∪ V ) ∼=
∼= S ′nb(f |B, X ∪ (U ∩B))× S ′nb(f |A, (U ∩ A) ∪ V )
Cor. 7.2'
' S ′(f |B, X ∪W )× S ′(f |A, ∂A)
2) of Theorem 5.6' S ′(f |B, X ∪W )× S ′(f |A, V ),
and due to (iii) of Lemma 11.2 a similar statement holds for ∆′(f,X ∪ V ). Theorem 5.5
is completed. 
14. Epimorphism η : S(f, V )→ Z
Suppose now that M is orientable. Let K˜ be the union of all critical components
of all level sets of f and Z be the connected component of M \ K˜ containing V . Then
K = Z\Z is a critical component of some level sets of f , and Q = Z\Σf is diffeomorphic
with (S1 × [0, 1]) \A, where A is a finite subset of S1 × 1, see Figure 14.1. Denote by n
the number of intervals in (S1 × 1) \ A. Evidently, they correspond to the edges of K.
Let c = f(K) and RK be connected component of f
−1[c−ε, c+ε] containing K, where
ε > 0 is so small that RK \K contains no critical points and no boundary components
of M . Also denote X0 = Q \RK .
Let Q˜ = (R × [0, 1]) \ (Z × 1), p : Q˜ → Q be the universal covering map for Q,
ξ : Q˜ → Q˜ be the diffeomorphism generating the group Z of covering transformations,
and Ji = (i, i+ 1)× 1 for i ∈ Z. Then ξ(Ji) = Ji+n, i ∈ Z.
Fix a Hamiltonian like flow F for f . Then Q is invariant with respect to F, whence
there exists a lifting F˜ : Q˜× R→ Q˜ of F|Q×R such that F˜t ◦ ξ = Ft ◦ p for all t ∈ R.
Let µ : M → [0, 1] be any C∞ function such that µ = 1 near V , µ = 0 on M \ X0,
and µ is constant along regular components of level sets of f . Then τ = Fµ ∈ S(f, V )
is a Dehn twist around V supported in X0, and τ˜ = F˜µ◦p : Q˜→ Q˜ is its lifting fixed on
R× 0.
Figure 14.1.
Lemma 14.1. Suppose K is not a local extreme of f . Then there exists an epimorphism
η : S(f, V )→ Z and m ∈ N such that η(τ) = m
(1) S(f, V ;RK ∪X0) = ker(η);
(2) S(f, V ;RK) = η−1(mZ).
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Proof. Let h ∈ S(f, V ). Then h lifts to a unique diffeomorphism h˜ : Q˜ → Q˜ fixed on
R× 0. Moreover, h˜ preserves the order of intervals {Jk}k∈Z, and so there exists a unique
number η˜(h) ∈ Z such that h˜(Jk) = Jk+η˜(h) for all k ∈ Z. One easily checks that the
correspondence h 7→ η˜(h) is a continuous homomorphism η˜ : S(f, V )→ Z.
Moreover, it is easy to see that τ˜ = ξ near Q˜∩ (R× 1), whence η˜(τ) = n > 0. Thus η˜
is a non-trivial homomorphism, so image(η˜) = lZ for some l ∈ N. Hence one can define
an epimorphism η : S(f, V ) → Z by η = η˜/l. Then, in particular, n = ml for some
m ∈ N, and η(τ) = m.
(1) Since for each h ∈ S(f, V ;RK ∪ X0), its lifting h˜ is the identity, we see that
η(h) = 0, and so S(f, V ;RK ∪X0) ⊂ ker(η).
Conversely, suppose η˜(h) = 0, so h˜(Jk) = Jk for all k ∈ Z. Then h˜ preserves orbits
of F˜, and similarly to (11.3) h|Q = Fγ for a unique C∞ function γ : Q → R such that
γ|V = 0. Since K contains saddle points of f , we get from Theorem 6.4 that h|RK = Fβ
as well for a unique C∞ function β : RK → R. Therefore γ = β on RK ∩ Q. Extend γ
to RK ∪Q by γ|RK = β. Then h|RK∪X0 = Fγ and γ|V = 0, that is h ∈ S(f, V ;RK ∪X0).
Hence ker(η) ⊂ S(f, V ;RK ∪X0) as well.
(2) Let h ∈ S(f, V ). Then η˜(h) = kn = kml for some k ∈ Z if and only if h
preserves each edge in Q∩K, which by Lemma 7.4 is equivalent to the assumption that
there exists a unique C∞ function β : RK → R such that h|RK = Fβ. In other words,
η−1(mZ) = η˜−1(nZ) = S(f, V ;RK). 
15. Proof of Theorem 5.8
Let (M,V ) be either (D2, ∂D2) or (S1 × I, S1 × 0), f ∈ F(M,P ) be a map having at
least one saddle critical point. Recall that K is the “closest” to V critical component
of some level set of f , RK a S(f, V )-invariant f -regular neighborhood of K, and Z =
{Z0, . . . , Zk} is the collection of all connected components of M \RK .
1) Since M is embeddable into R2, it follows from the equivalence of conditions (i)
and (iv) of Lemma 7.4 that
S(f, V ;RK) = {h ∈ S(f, V ) | h(Zi) = Zi, i = 0, . . . , k} =: S(Z).
Let also η : S(f, V )→ Z be the epimorphism constructed in Lemma 14.1. Then
S(f, V )
S(Z) =
S(f, V )
S(f, V ;RK) =
η
(S(f, V ))
η
(S(f, V ;RK)) = Z/mZ = Zm.
Proof that the action of Zm on Z is semifree. Pinch every boundary component W
of M into a point zW and denote the obtained surface (being a 2-sphere) by M˜ . Notice
that there is a CW-partition Θ of M˜ whose 0-cells are critical points of f belonging
to K, 1-cells are connected components of K \ Σf , and the 2-cells of Θ are connected
components of M˜ \K. These 2-cells are in 1-1 correspondence with elements of Z.
Let h ∈ S(f, V ). As h(K) = K, it follows that h yields a homeomorphism h˜ of M˜
permuting cells of Θ. Suppose h˜(e) = e for some cell e of Θ. Then e is (+)-invaraint
with respect to h˜ if either dim e = 0 or h˜ preserves orientaion of e. Otherwise, e is
(−)-invariant . Denote by σh the corresponding permutation of cells of Θ and let p be
its period.
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Lemma 15.1. If σh is a non-trivial permutation, then it has precisely two fixed cells.
Moreover, the action of the cyclic group 〈σih〉i=0,...,p−1 ∼= Zp on Θ is semifree. In particu-
lar, the action of h on Z reduces to a semifree action of Zp.
Proof. Let e be a cell of Θ such that h˜(e) = e. We claim that e is (+)-invariant.
Indeed, for dim e = 2 this follows from the assumption that h preserves orientaion of M ;
for dim e = 1 from the assumptions that h preserves orientation of M and f ; and for
dim e = 0 this holds by definition.
By [35, Proposition 5.4] either all cells of Θ are (+)-invariant or the number of (+)-
invariant cells equals the Lefschetz number L(h) of h˜. As h˜ preserves orientation of
the sphere M˜ , it is homotopic to idM˜ , and therefore L(h˜) = χ(M˜) = 2. Thus if σh is
nontrivial, then it has precisely two fixed cells, say e1, e2.
Let us show that the action of 〈σih〉 on Θ is semifree, i.e. all non-unit elements have
the same fixed point set. If p = 1, then that group is trivial, and its action is even free.
Assume that p ≥ 2. Then for i = 1, . . . , p − 1 the permutation σih is non-trivial and by
the same arguments as above it has precisely two fixed cells. But it already fixes e1, e2,
since σh does so. Hence σ
i
h has the same fixed point set as σh, and so the action of 〈σh〉
on Θ is semifree.
In particular, 〈σh〉 acts semifree on the set of 2-cells of Θ being in 1-1 correspondence
with element of Z. Hence the action of h on Z reduces to a semifree action of Zp. 
Now choose any g ∈ S(f, V ) with η(g) = 1. Then every h ∈ S(f, V ) yields the same
permutation on Z as gη(h) modm, and so g generates the group Zm of permutations on Z
induced by S(f, V ). Hence by Lemma 15.1 the group Zm acts semifree.
2) We need to compute the sequence (5.1) for the pair (f, V ). Notice that the epimor-
phism η : S(f, V ) → Z from Lemma 14.1 induces an epimorphism η0 : pi0S(f, V ) → Z,
whence pi0S(f, V ) splits into a semidirect product ker(η0)o Z. By Lemma 14.1
ker(η0) ∼= pi0 ker(η) = pi0S(f, V ;RK ∪X0) ∼= pi0S(f,RK ∪X0) ∼= pi0Snb(f,RK ∪X0).
Furthermore, Snb(f,RK ∪X0) evidently splits into direct product of subgroups
Snb(f,RK ∪X0) ∼=
k∏
j=1
Snb(f,M \ Zj),
Hence we get an isomorphism α :
(∏k
j=1 pi0Snb(f,M \ Zj)
)
o Z ∼= pi0S(f, V ) given by:
α
(
[h1], . . . , [hk], p
)
= [h1 ◦ · · · ◦ hk ◦ gp],
where g ∈ S(f, V ) is any diffeomorphism such that η(g) = 1, p ∈ Z, hi ∈ Snb(f,M \Zj),
and [hi] ∈ pi0Snb(f,M \ Zj) is the corresponding isotopy class of hi, i = 1, . . . , k. One
easily checks that
α
(( k∏
j=1
pi0∆nb(f,M \ Zj)
)
×mZ
)
= pi0∆(f, V ).
DEFORMATIONS OF FUNCTIONS ON SURFACES 37
For completeness notice that the operation in
(∏k
j=1 pi0Snb(f,M \ Zj)
)
o Z is defined
by: ( k∏
j=1
[ai], p
)( k∏
j=1
[bi], q
)
=
( k∏
j=1
[ai ◦ gp ◦ bi ◦ g−p], p+ q
)
.
Thus we need to describe the inclusion
(15.1)
( k∏
j=1
pi0∆nb(f,M \ Zj)
)
×mZ ⊂
( k∏
j=1
pi0Snb(f,M \ Zj)
)
o Z.
Notice that the restriction homomorphism rj : Snb(f,M \ Zj) → Snb(f |Zj , Z∂j ) defined
by rj(h) = h|Zj is an isomorphism of topological groups, whence we get isomorphisms
(15.2)
pi0∆nb(f,M \ Zj) ∼= pi0∆nb(f |Zj , Z∂j ) =: ∆Zj ,
Snb(f,M \ Zj) ∼= Snb(f |Zj , Z∂j ) =: SZj ,
whence (15.1) reduces to
(15.3)
( k∏
j=1
∆Zj
)
×mZ ⊂
( k∏
j=1
SZj
)
o Z.
(A) Suppose all the connected components Z0, Z1, . . . , Zk of M \RK are invariant
with respect to all h ∈ S(f, V ). This means that m = 1. Then τ commutes with each
∆(f,M \Zj), and η(τ) = m = 1. Therefore the semidirect products in (15.1) and (15.3)
are direct, whence the sequence (5.1) for the pair (f, V ) coincides with (5.12).
(B) Suppose X0 is a unique element of Z invariant with respect to all h ∈ S(f, V ),
i.e. fixed with respect to the semifree action of Zm. Then all other elements of Z can be
enumerated as follows:
(15.4)
Y0,1 Y1,1 · · · Ym−1,1
Y0,2 Y1,2 · · · Ym−1,2
· · · · · · · · · · · ·
Y0,c Y1,c · · · Ym−1,c
so that for any g ∈ S(f, V ) with η(g) = 1 we have that g(Yi,j) = Yi+1,j, where the first
index is taken modulo m and c is the number of non-fixed Zm orbits. In other words g
cyclically shifts columns of (15.4).
Lemma 15.2. There exists g ∈ S(f, V ) such that η(g) = 1 and gm ∈ Sid(f). For every
such g we have that [gm] = [τ ] in pi0S(f, V ).
Proof. Fix a Hamiltonian like flow for f and take any q ∈ S(f, V ) with η(q) = 1. Then
η(qm) = m, i.e. qm ∈ S(f, V ;RK). The latter means that qm|RK = Fα for some C∞
function α : RK → R. Since F on RK has non-closed non-singular orbits, it follows
that such α is unique. Also, as X0 is an annulus being an f -adapted subsurface without
critical points of f , and α is defined on X∂0 = X0 ∩ RK , it easily follows that α extends
to a unique C∞ function on X0 ∪RK such that qm|X0∪RK = Fα.
Applying Lemma 7.1 to the one-element set A = {qm} (or [29, Lemma 4.14] to qm)
we get that qm is isotopic in S(f) to a diffeomorphism h fixed on some neighborhood of
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X0 ∪RK , and so h−1 ◦ qm ∈ Sid(f). Since Sid(f) is a normal subgroup of S(f), it follows
that qi ◦ h−1 ◦ qm−i ∈ Sid(f) for each i = 0, . . . ,m − 1. Hence by Theorem 6.4 there
exists a unique C∞ function βi : M → R such that qi ◦ h−1 ◦ qm−i = Fβi . Moreover,
as qi ◦ h−1 ◦ qm−i = qm on X0 ∪ RK , it follows from (ii) of Lemma 6.1 that α = βi on
X0 ∪ RK for all i. Hence we get a C∞ function γ : M → R given by γ = α on X0 ∪ RK
and γ = βi on Yi,j. Now define g ∈ S(f, V ) by
Figure 15.1. Diffeomorphism g
g(x) =

q(x), x ∈ X0 ∪RK ∪
m−2⋃
i=0
c⋃
j=1
Yi,j,
h−1 ◦ q(x), x ∈
c⋃
j=1
Ym−1,j,
see Figure 15.1. Then the restriction gm|Yi,j is the composition of the following maps:
gm|Yi,j : Yi,j q−→ Yi+1,j q−→ · · · q−→ Ym−1,j︸ ︷︷ ︸
qm−i+1
h−1◦q−−−−→ Y0,j q−→ Y1,j q−→ · · · q−→ Yi,j︸ ︷︷ ︸
qi
,
whence
gm(x) =
{
qm(x) = Fα(x) = Fγ(x), x ∈ X0 ∪RK ,
qi ◦ h−1 ◦ q ◦ qm−i+1(x) = Fβi(x) = Fγ(x), x ∈ Yi,j.
As g = q on X0 ∪RK , we see that η(g) = η(q) = l. Moreover, gm = Fγ ∈ Sid(f).
Now let g ∈ S(f, V ) be any element such that η(g) = 1 and gm ∈ Sid(f). We should
show that [gm] = [τ ] in pi0S(f, V ).
By Theorem 6.4 gm = Fα for some C
∞ function α : M → R. Moreover, as η(gm) =
η(τ) = m, we also have that g−m ◦ τ ∈ ker(η) = S(f,RK ∪ X0). Since X0 is a f -
regular neighborhood of V , we get from Lemma 7.1 that gm is isotopic in S(f, V ) to a
diffeomorphism h supported in X0. Hence h is isotopic rel. M \X0 to τ k for some k ∈ Z.
Therefore kη(τ) = η(h) = η(gm) = η(τ) = m, it follows that k = 1. In other words, we
have the following isotopies in S(f, V ): gm ' h ' τ , and so [gm] = [τ ]. Lemma 15.2 is
completed. 
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Fix g ∈ S(f, V ) constructed in Lemma 15.2. One easily checks that there is the
following commutative diagram
(m−1∏
i=0
c∏
j=1
pi0∆nb(f,M \ Yi,j)
)
×mZ   (15.1) //
∼=β

(m−1∏
i=0
c∏
j=1
pi0Snb(f,M \ Yi,j)
)
o Z
∼=β
( c∏
j=1
pi0∆nb(f,M \ Y0,j)
)m
×mZ   //
( c∏
j=1
pi0∆nb(f,M \ Y0,j)
)
o
m
Z
whose vertical arrows are isomorphisms defined by
β


h0,1 h1,1 · · · hm−1,1
h0,2 h1,2 · · · hm−1,2
· · · · · · · · · · · ·
h0,c h1,c · · · hm−1,c
 , n
 =
=


h0,1
h1,1
· · ·
hm−1,1
 ,

g−1 ◦ h0,1 ◦ g
g−1 ◦ h1,1 ◦ g
· · ·
g−1 ◦ hm−1,1 ◦ g
 , . . . ,

g−m+1 ◦ h0,c ◦ gm−1
g−m+1 ◦ h1,c ◦ gm−1
· · ·
g−m+1 ◦ hm−1,c ◦ gm−1
 , n
 ,
where hi,j ∈ Snb(f,M \ Yi,j) and g−j ◦ hi,j ◦ gj ∈ Snb(f,M \ Y0,j) should be regarded as
their isotopy classes [hi,j] and [g
−j ◦hi,j ◦gj] in the corresponding pi0-groups. We removed
brackets just to simplify the notation.
Evidently, the upper row of that diagram coincides with (15.1) being the same as
pi0∆(f, V ) ⊂ pi0S(f, V ), and the lower row is a part of (5.13). Together with isomor-
phisms (15.2) this implies that the sequence (5.1) for (f, V ) is isomorphic with (5.13).
(C) Suppose m > 1 and Zm has more that one fixed element in Z. Then it follows
from Lemma 15.1 that there precisely two such elements, X0 and X1.
i) First consider the case when f |X1 has no critical points, so by 1) of Theorem 5.6
the corresponding sequence for (f |X1 , X∂1 ) consists of unit groups. Moreover, one easily
checks that all the arguments of case (B), in particular Lemma 15.2, hold, and the se-
quence (5.1) for (f, V ) is isomorphic with (5.13), and therefore with the product of (5.13)
with the sequence of trivial groups.
ii) Assume now that X1 contains critical points of f . Denote A1 = M \X1. Then
A1 is an annulus, and by Theorem 5.5 the sequence (5.1) for (f, V ) is isomorphic to
the product to such sequences for (f |A1 , V ) and (f |X1 , X∂1 ). Moreover, (f |A1 , V ) satisfies
assumption i), and so the sequence (5.1) for (f |A1 , V ) is isomorphic with (5.13). Also by
Theorem 5.6 it is also isomorphic with the corresponding sequence for (f |A1 , ∂A1).
3) In the general case one can find finitely many f -adapted subsurfaces A1, . . . , An
such that Ai is an annulus for 1 = 1, . . . , n− 1, and An is either a 2-disk or an annulus,
V ⊂ A1, Vi := Ai ∩ Ai+1 is a unique common boundary component of Ai and Ai+1,
and each Ai contains some critical points of f . One can also assume that the collection
{Ai}i=1,...,n has maximal possible number of elements.
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Then by the case (C) the sequence (5.1) for (f, V ) is isomorphic to the product of the
corresponding sequences for (f |Ai , ∂Ai), and each of those sequences is given by either
by Theorem 5.7 or by the cases 1) or 2) of the present Theorem 5.8.
Thus it remains to describe the inclusion ker(j0) ⊂ pi0∆(f, V ). Let τ1,+ ∈ ∆(f) be a
Dehn twist along V1 supported in IntA1, and for each i = 2, . . . , n let τi,−, τi,+ ∈ ∆(f)
be Dehn twists along Vi such that
• supp τi,− ⊂ IntAi−1, supp τi,+ ⊂ IntAi;
• the restriction τi,+ ◦ τ−1i+1,−|Ai , i = 2, . . . , n− 1, is isotopic to idAi relatively to ∂Ai
and represents the element (Ei,mi) ∈
( ci∏
j=1
∆Yi,j
)mi ×miZ ∼= pi0∆′(f |Ai , ∂A);
• the restriction τn,+|Ai represents (En,mn) ∈
( cn∏
j=1
∆Yn,j
)mn×mnZ ∼= pi0∆′(f |An , ∂A).
Notice that by (III) of Lemma 5.1 the isotopy class τ1,+ in ∆(f) generates the kernel of
the map pi0S ′(f, V1)→ pi0S ′(f). But
τ1,+ = τ1,+ ◦ (τ−12,− ◦ τ2,+) ◦ · · · ◦ (τ−1n,− ◦ τn,+) =
= (τ1,+ ◦ τ−12,−) ◦ (τ2,+ ◦ τ3,−) ◦ · · · ◦ (τn−1,+ ◦ τ−1n,−) ◦ τn,+,
whence τ1,+ represents
{ n∏
i=1
(Ei,mi)
}
k∈Z
∈
n∏
i=1
(( ci∏
j=1
∆Yi,j
)mi ×miZ) ∼= pi0∆′(f, V1). We
leave the details for the reader. Theorem 5.8 is completed. 
Acknowledgement. The author is grateful to Bogdan Feshchenko for useful discus-
sions.
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