In four-dimensional variational data assimilation (4D-Var), the model equations are treated as strong constraints on an optimization problem. In reality, the model does not represent the system behaviour exactly and errors arise due to physical approximations, discretization, variability of physical parameters, and inaccuracy of initial and boundary conditions. Errors are also inherent in observation due to inaccuracies in the direct measurement and mapping of the state (model) space onto the observational space or vice versa. The purpose of this work is to define these errors, in particular the discretization and projection errors, and to formulate a canonical problem to study their impact on the quality of the data assimilation process and resulting predictions.
Introduction
Geophysical problems have two basic properties that should be kept in mind while seeking their numerical solution. First, they are irreducibly non-linear. Consequently, they do not possess global properties such as proper modes of linear models, nor do they have any asymptotic or periodic solutions. However, they do possess local existence and uniqueness properties, which hold in the neighbourhood of an initial state that is consistent with the given data/observation. Second, every geophysical state is unique. Therefore, a model cannot be validated by a single observation/data set. Validation requires an ensemble of independent observations (experiments).
Model and observation
The numerical forecast of geophysical flows is composed of three key elements-a mathematical model (and its discretized version), observation/data, and their statistics. These elements may be considered as heterogeneous representations of the same object/situation, and in the process known as data assimilation, they are combined together to obtain the initial condition/state, (i) Model errors due to the physical approximations underlying the primary model and/or auxiliary model that parametrizes subgrid scale phenomena.
(ii) Discretization errors due to the discretization of the model equations and incomplete iterative convergence involved in the numerical solution process.
(iii) Projection error due to the mapping of the state space on to the observational space.
(iv) Errors due to the indeterminacy of initial conditions; specifically, errors due to the initial guess (in other words, errors in the background term).
(v) Errors in observation/data resulting from the limitations of measurement tools and techniques or sampling errors.
Although the aforesaid errors are, in principle, independent, they are nevertheless intricately coupled as the mathematical model (barring analytical solutions) has to be discretized on a finite grid (or projected on to a finite dimensional space). The data assimilation process further entails interaction between these errors, which propagate through the trajectory and affect prediction. The problem of accounting for 'model error' (different from the definition given above) in variational data assimilation began to receive increasing attention in the last decade (Dalcher and Kalnay, 1987; Deber, 1989; Griffith and Nichols, 2000; Nicolis, 2003) . Studies on predictability in meteorological models have shown that the impact of 'model error' on forecast is indeed significant. In their studies, Dalcher and Kalnay (1987) have extended Lorenz's parametrization by including the effect of error growth due to model deficiencies. Their results lead to the conclusion that the predictability limit of a forecast might be extended by two or three days if the 'model errors' are reduced or eliminated, if possible. There is, however, a lack of quantitative information on 'model error' in such forecast models.
The purpose of the ongoing research is to identify some of these errors and quantify their impact on the data assimilation process and, consequently, on prediction. The theoretical framework proposed here can deal with improving prediction by controlling these errors. In the interest of space and time, this work is confined to discretization and projection errors.
In the section that follows, we recall the general equations of four-dimensional variational data assimilation (4D-Var) in the continuous form. Next, we develop the procedure for error control in the data assimilation process. In Section 4, we formulate the canonical problem governed by Burgers equation with a force term, which makes it a relevant test case for geophysical application. In Section 5, we describe the discretization scheme and solution verification. Section 6 discusses the influence of model resolution and projection error on data assimilation. It also includes the influence of observation resolution on data assimilation. Section 7 illustrates the error control procedure in the case of the canonical Burgers problem. The final section summarizes the results and provides some conclusions.
Data assimilation: variational approach

Basic technique
For the sake of simplicity, we consider a problem where both the model and the observation are continuous with respect to space and time. The statistical structure of the fields will not be directly taken into account. An extension to a situation closer to operational reality is technically straightforward. The flow is described by a state variable u ∈ H, a Hilbert space, and it satisfies the semi-discrete model equation
where x is the spatial variable, and t is the time. The cost function comprises two terms; the first term is the background term (also called the regularization term in optimal control terminology), which represents the difference between the initial condition and the background; the second term represents the discrepancy between the solution of the model u and the observation X obs :
where U 0 is the background of the initial condition U, the observation X obs ∈ H obs = L 2 (0, T ; H), and the observational operator H maps H to H obs . The observation is assimilated by the minimization of J with respect to U. The minimization can be realized by the quasiNewton method. The gradient of the cost function needed in the minimization process is obtained by introducing the adjoint variable P ∈ H as the solution of the adjoint model defined by (Le Dimet and Talagrand, 1986 
Backward integration of the adjoint model permits one to compute the gradient of the cost function J with respect to the input U:
It is important to point out that eqs (1), (3) and (4) form the optimality system (OS), which contains all of the available information: the model, the observation and the statistics through the choice of the metric. It must be considered as a generalized model and sensitivity studies should be carried out on the OS rather than on the model itself, especially if one is looking for sensitivity with respect to observational error.
Error control
Our error control approach is similar to that of Derber (1989) . The spatially discrete state variable satisfies
where E(x, t) is the error term. For the sake of simplicity, we assume that the model is perfect. Then we seek the optimal U and E, which minimize
In principle, the optimal E satisfies ∇ E J(U, E) = 0. To this end, we introduce the adjoint model,
which yields after some basic manipulation,
We assume that the error E lies in some subspace E of H. Let X i , 1 ≤ i ≤ K < N, be a base of E and φ j (t), 1 ≤ j ≤ L, be some base in time. Then the model, including the error term, takes the form
where ε ij are constants to be determined. The cost function can be reformulated as
The last term in the definition of the cost function, is a penalty or regularization term. The optimality condition is obtained by using the same adjoint model as written in eq. (3). The integration of the adjoint model gives the optimality condition:
and
Choice of the bases
Equation (5) is the finite-difference analogue of the model equation, where an approximate expression for the error is (Warming and Hyett, 1974 )
Specifically, the error term results from the discretization of the convection terms (first-order derivatives). If the discretization scheme is formally of first order, the highest order of numerical dissipation error is proportional to ∇ 2 u and the numerical dispersion error is proportional to ∇ 3 u. If one would like to control the numerical dissipation error to obtain optimal initial conditions (so that numerical diffusion does not overwhelm the molecular diffusion), one may choose the eigenfunctions of the Laplacian operator as the basis functions X i . If there is no a priori knowledge of the error, the eigenvectors of the error covariance matrix may be chosen as the basis. In general a model has several sources of error, which can be combined as follows.
where the bases X n i , i = 1, 2, . . . are appropriately chosen for the pertinent source of error. A similar analysis can be carried out on the choice of the function φ i , which should be chosen according to the characteristic time scales of the model. A wavelet discretization could be useful in this regard (Paun et al., 2003) .
Formulation of canonical problem
The numerical solution of the model equations includes discretization error, which depends on the order of the numerical scheme. The discretization error is quantified by a scalar parameter h, which is a measure of grid size, and an error bound of the form R.h p , which can be obtained by a numerical analysis of the scheme.
The estimation of the prediction error, which is the deviation of a solution of the model from the observation, is carried out in the space of observation H obs , into which the solution space H is projected by the observational operator H, as defined above. Obviously, H depends on the space of the discrete solution. At first, it would appear that as the size of h decreases, the prediction should improve. That is, as the grid is refined, the discretization error decreases, thus improving the prediction. Should it improve? In order to shed some light on this question, we consider the Burgers equation, which ''. . . is the simplest mathematical formulation of the competition between convection and diffusion" (Burgers, 1948; Platzman, 1964; Benton and Platzman, 1972) . Specifically for the concrete data assimilation problem, we consider a generalized Burgers equation:
Here μ is the coefficient of viscosity (presently set to 0.001), and the coefficient a(x) and the source term f(x) are defined in the Appendix A, where the exact solution is also derived. [Burgers equation has been considered in the context of data assimilation by Leredde et al. (1998) , Uboldi and Kamachi (2000) , to mention a few.] The cost function is defined by
Here s is the observation time level, and K s is the observation number at time level s; U 0 is the background, and X k s is the kth component of the observation at time t s ; H is the observational operator, which maps the state space on to the observational space. In other words, H maps the state variable u defined on the grid points to the observational sites where the observation variable is defined. W 1 and W 2 are weights related to the error covariance matrix of the background field and the observation. The more accurate the background field (or observations), the larger W 1 (or W 2 ) is. In practical applications, the background is usually obtained through the integration of the model for a period up to the initialization time, and W 1 is, therefore, related to the inverse of the error covariance matrix of the model.
Here, we specify the background as the exact initial condition (A8) contaminated by noise characterized by a Gaussian distribution with mean zero and variance σ . Since the optimal solution that minimizes the objective function depends only on the ratio W 2 /W 1 , we set W 1 to unity without loss of generality. The determination of W 2 is more complex, as it is related not only to the observation and model errors but also to the projection error (due to the mapping of the model variables at grid points to the observational sites). For simplicity, we assume that the theoretical model is perfect. A set of observations X obs are generated from the exact solution at t = 0 and 1 on a uniform grid with step size h = 0.02, and they are, therefore, error free. The observational operator H is simply an interpolation operator, and W 2 is influenced only by the discretization error and the projection error (due to interpolation). Since the observation is accurate, it is reasonable to assume that the projection error dominates when the grid resolves the solution with sufficient accuracy. We assume that W 2 = 10.
Discretization scheme and solution verification
In the following, M denotes the total number of grid points (so that the spatial step is x = 2/(M − 1)) and u n j denotes the numerical solution of u at (j x, n t). Central difference is used for spatial discretization, and the Euler scheme is employed for time discretization (Richtmyer and Morton, 1967) . We choose t = 0.005 to satisfy the CFL condition, t ≤ min { x/u, ν x 2 /u}. Verification of the forward solution. The exact initial condition is employed. Root mean square error (RMSE) of the numerical solution with respect to the exact solution at time t = n t is defined as
where u ex (x, t) is the exact solution of the forced Burgers eq. (A8). Figure 1 displays the evolution of the RMSE of the numerical solution with different model resolutions. It is noted that the RMSE decreases with increasing model resolution, as it should. Figure 2 plots four snapshots of both the exact and numerical solutions of various resolutions at times t = 0, 1, 2 and 5. Notice that as the number of grid points increases to 31, the numerical solution fairly captures the flow structures such as the crests and troughs, but not the amplitudes nor some of the finer structures. With a further increase in the number of grid points to 51 and beyond, the numerical solution agrees extremely well with the exact one. In order to have an idea of the relative significance of the individual terms of the Burgers equation-non-linear convection 
, and
Figure 3 illustrates the evolution of S i /S, i = 1, 2, 3, 4 and S = S 1 + S 2 + S 3 + S 4 . It is observed that in the present Burgers model, diffusion initially dominates. As time evolves, the solution becomes relatively smooth, and the linear advection term and the external force both become significant. Convection, although not very strong, plays an important role throughout the integration period. Linear tangent model and adjoint code verification. Given the background U 0 of the initial condition, the minimization of the cost function, eq. (10), is carried out by the L-BFGS method (see Gilbert and Lemaréchal, 1989; Liu and Nocedal, 1989) . The gradient of the cost function, required by the L-BFGS scheme, is obtained through the backward integration of the adjoint of the tangent linear model (TLM) of the original one. Two correctness checks on both the TLM code and its adjoint (ADJ) code are performed. First, we check if the equality (which is the definition of the adjoint operator):
is satisfied for any incrementŨ 0 of the initial condition U. Here A represents the tangent linear approximation of the modified Burgers eq. (9) along with its solution u, and A T its adjoint. We choose M = 101 andŨ 0 to be one tenth of the exact initial condition (A8). The numerical result is that
indicating 14-digit accuracy on a 32-bit machine. The second check considers the formula,
Observations are made at two instants-first at the initial time t = 0 and second at the end of the assimilation period t = 1. (Including observations in between 0 and 1 influences the results insignificantly.) There are 99 observational sites, which are uniformly distributed in the domain (−1, 1). For the gradient check we take the background as 1.1 times the exact initial value plus a Gaussian noise with mean zero and variance 0.3. The convergence results of D(α) indicate seven-digit accuracy. Finally, the L-BFGS method is employed for the minimization process. An example of the convergence history of both the cost function and its gradient norm for M = 101, and σ = 0.003 is listed in Table 1 . This minimization method is very effective in that the cost function almost reaches its limit in the first five iterations, and the iterations thereafter only fine-tune it. In the following we choose the maximum number of iterations to be 50. 
Optimal model resolution
In this section, we address the question of whether or not there is an optimal resolution for the model given observations with a certain resolution. To that end, we assume that observation/data is available at 99 sites uniformly distributed in the interval (−1, 1) at times t = 0 and 1. This observation/data is obtained from the exact solution and, hence, is error-free. We assume that the background U 0 is the exact initial condition (A8) contaminated by Gaussian noise with mean zero and variance σ . The only errors present are discretization and projection errors. The time window for data assimilation is set to 1, and the forecast time is t = 5. Equation set (9) is solved varying the resolution (number of discretization points). Optimal resolution is the optimal number of grid points, for which the discretization error represented by the RMSE (defined in (11)) of the numerical solution at t = 0 (or at t = 1) is minimal. Two different cases are considered: the first case is to determine the influence of the model resolution on the accuracy of data assimilation, and the second case is to determine the influence of projection/interpolation error on data assimilation.
Influence of model resolution on data assimilation
The observational operator H is assumed to be a linear interpolation operator, and the spatial resolution is varied from M = 31 to 201 grid points in the interval (−1, 1). Let us first examine the influence of the quality of the background, as determined by the error variance σ on the optimal solution (i.e. the solution with an optimal initial condition that is obtained from the data assimilation procedure). Figure 4 shows the RMSE of the optimal solution (with reference to the exact solution) versus the model resolution (the number of grid points) for perturbation variances σ = 0.1, 0.025, 0.0025 and 0.00025. A local minimum for RMSE at the initial time is observed (see Fig. 4 ). This local RMSE minimum is found to occur at M = 101 when the grid points of the discretized model coincide with the observational sites, resulting in zero projection/interpolation error. In other words, observational information is optimally absorbed by the data assimilation process when the model resolution matches that of the observation. Moreover, it is observed in Fig. 4 that when the model resolution is coarse, the RMSE does not decrease with deceasing σ . This indicates that the optimal initial condition is not sensitive to the background when the observational sites are farther apart than the grid points whereon the model is discretized. As the model resolution increases beyond that of the observation, the RMSE quickly decreases with decreasing σ . This indicates that the optimal initial condition is sensitive to the background when the model resolution is finer than that of the observation. The reason is that when the model resolution is coarse, the minimization problem is overdetermined, and, therefore, the observations, if of good quality, determine the optimal initial condition uniquely. When the model resolution increases further, the minimization problem may become under-determined. Consequently there may exist many local minima of the cost function. Therefore, the optimal initial condition is sensitive to the background. To illustrate the relationship between the optimal initial condition and the model resolution, we plot in Figs. 5-7 the exact solution, the optimal initial condition and the background for σ = 0.025 and 0.0025 at model resolutions of M = 31, 101 and 201, respectively. It is observed that for M = 31, that is, the model resolution is coarser than that of the observation, the optimal initial condition for σ = 0.025 is almost the same as that for σ = 0.0025, indicating that it is insensitive to the amplitude of the error in the background. It represents the structure of the exact initial condition well, but deviates from the exact one in amplitude. For M = 101, that is, the model resolution matches that of the observations, the optimal initial condition, independent of the background, corresponds well with the observations. For M = 201, the model resolution is finer than that of the observation, and the optimal initial condition for σ = 0.025 is quite different from that for σ = 0.0025, implying its insensitivity to the background. In the case σ = 0.025, the optimal initial condition agrees well with the exact solution at the grid points where there is observational data, while it depends on the background when there are no observations.
Influence of observation resolution on data assimilation
To investigate the influence of observation resolution, we carry out the data assimilation experiments (9) with fixed model resolution of 51 grid points and 101 grid points, and increase the resolution of observation from 49 through 99 to 199 grid points. The results on the RMSE of the numerical solutions on 51-and 101-point grids at times t = 0 and t = 1 are reported in Tables 2 and 3 , respectively. The background field is the exact initial condition perturbed by Gaussian noise with mean zero and variance σ = 0.025 (the second and the third row) and σ = 0.0025 (the fourth and the fifth row). Table 2 shows that with the model resolution fixed at 51 grid points, increasing the resolution of observation does not translate into improved assimilation. However, with the model resolution fixed at 101 (see Table 3 ), increasing the observation resolution results in improved assimilation. It implies (see Fig. 4 ) that if the solution is sufficiently resolved (the 101 grid point case), the high density observations improves assimilation and affects it adversely otherwise. 
Influence of projection/interpolation error on data assimilation
In the previous section, it was noted that the optimal initial condition is influenced by the projection error through the linear interpolation used to map the state space on to the observational space. Linear interpolation may entail significant errors when there are large gradient variations. Lagrange non-linear interpolation may then be appropriate to reduce the projection/interpolation error. In this case, we choose the observational operator H as a fourth-order non-linear Lagrange interpolation operator. Figure 8 shows the RMSE of the interpolation of exact solutions with different resolution to the observations at times t = 0 and 1. It is observed that the RMSE associated with Lagrange interpolation is less than the RMSE by linear interpolation. Moreover, for M = 101 and 201, there are no projection/interpolation errors since the model grid points coincide with the observational sites. The closer the resolution is to the observation, the less is the projection/interpolation error. Figure 9 plots the RMSE of the optimal initial condition (with reference to the exact one) for different interpolation operators and variances σ = 0.025 and 0.0025. The RMSE is reduced when Lagrange interpolation is used, especially when the number of grid points is less than, but close to, M = 101. Moreover, when the model resolution approaches that of the observation, the RMSE reaches a local minimum. This substantiates the existence of the optimal resolution of the model no matter what kind of interpolation is used.
The jump in the RMSE at M = 61 and 81 in Fig. 9 needs further explanation (see also Fig. 4 ). It is due to the fact that the optimal initial condition is achieved by minimization of the cost function, while the RMSE is used as a measure of the quality of optimal initial condition. The former mainly concerns the mismatch between the model solution with the observation at the observational sites, while the latter concerns the mismatch of the model solution with the exact one at the model grid points. Figure 10 plots the portion of the mismatch of the model solution with the observation at the observational sites
It is seen that no such jumps are observed at M = 61 and 81. The observation, the optimal initial conditions by linear interpolation and the fifth-order Lagrange interpolation are plotted in Fig. 11 at the observational sites. Using a fifth-order Lagrange interpolation for the operator H, in comparison to linear interpolation, yields a better optimal initial condition.
Error control: Illustrative example
The error control methodology in Section 3 is applied to the canonical Burgers problem (9) whose spatially discrete version [the so-called modified equation (Warming and Hyett, 1974) 
Here
∂x p ] where ε(p) denotes the coefficient of the pth spatial derivative. As the Burgers equation is discretized by a formally second-order accurate scheme, in order to control the dominant numerical diffusion error, the discretization error E can be expanded as
where X j are the eigenvectors of the fourth-order operator [
. To control the total discretization error, it should be expanded in terms of the appropriate eigenvectors of the error covariance matrix. These eigenvectors can be computed by the Monte Carlo approach: the model is integrated with many samples of initial conditions, which are obtained from the exact one superimposed by Gaussian noise with zero mean and variance σ = 0.075. Here 9999 samples are used to approximate the covariance matrix; its eigenvectors X j are obtained using LAPACK; and the parameter vector ε = (ε 1 , ε 2 , . . . , ε Jmax ) is determined by the 4D-Var approach with the cost function defined by eq. (8), where α = 0. Figure 12 plots the evolution of the RMSE of the numerical solution of the modified Burgers equation (with reference to the exact one). The results in Fig. 12a correspond to the error term E being represented by the eigenvectors associated with the first 10, 20 and 29 largest eigenvalues, while in Fig. 12b they correspond to the eigenvectors associated with the first 10, 20 and 29 smallest eigenvalues of the fourth-order derivative operator with homogeneous Dirichlet boundary conditions. It is observed that the eigenvectors corresponding to the smallest eigenvalues better represent the discretization error, implying that the discretization error is related to small scales of the flow. The results are further improved if we approximate E by
where N t is the number of subintervals of the time domain (0,T), and φ i (t) is piecewise constant on the temporal domain (0, 1):
(24) Figure 13 illustrates the result with N t = 5 and T = 1. The RMSEs are greatly reduced throughout the entire assimilation window, especially in the middle. Finally, it is pointed out that since all of the independent eigenvectors of either the fourth-order derivative operator or the error covariance matrix form a complete basis of the solution space, they should represent the same error term if all of the eigenvectors of either operator are used. There is no need to combine them to correct the error.
Summary and conclusions
In summary we make the following remarks.
(i) When the model resolution is coarse relative to observation, both the discretization error and the projection error are relatively large. Although the observation improves the initial condition through the data assimilation process, the optimal initial condition still deviates from the true one, and it is found to be insensitive to the background.
(ii) With an increase in model resolution, the model and projection errors naturally decrease. The optimal initial condition is obtained under the balance between the error statistics of the background and the observation. There exists a local minimum of the RMSE (with reference to the true one) of the optimal initial condition, that is, there is an optimal resolution of the model which permits effective use of observation.
(iii) When the model resolution increases further beyond that of the observation, the optimal initial condition becomes sensitive to the background, that is, the error of the background dominates in the data assimilation process.
(iv) Prediction can be improved by controlling errors represented by additional terms in the model equation. If we have some a priori knowledge of error behaviour (as in the case of discretization error), then the model can be augmented with appropriate correction terms to reduce this error. In the absence of any such knowledge, the error can be represented by the eigenfunctions of the error covariance matrix. solution is not sufficiently resolved high density of observation degrades the data assimilation process and prediction.
The sensitivity of the optimal initial condition to the background can be explained as follows. When the model resolution is relatively coarse, the minimization problem is 'overdetermined.' The observation itself, if its quality is good enough, can determine the optimal initial condition without knowledge of the background. However, if the model resolution is finer than that of the observation, the minimization problem is 'underdetermined.' The observation alone does not suffice to determine the optimal initial condition and the background assumes some importance.
The canonical equation dealt with in this study is a convectiondiffusion equation with a forcing term, which is supposed to model external forces in meteorological/oceanographical applications stemming from the solar radiation, the topography, or the air/sea flux exchange, etc. It precludes baroclinic instability, and as such its applicability to such situations is rather limited. Discretization normally introduces diffusion and dispersion errors into any instability wave analysis thereby dissipating its energy and affecting its phase velocity (e.g. see Zang et al., 1989) . Although the model is simple and the observations synthetic and uniformly distributed, the conclusions of this study should hold. These conclusions based on the ideal situation represent the bottom line, and these trends will become more pronounced in a real situation.
Observational error can be included in the present analysis. However, it requires a second-order adjoint formulation, which is the subject of our continuing work.
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Appendix A: Exact solution of burgers equation
The classical Burgers equation (Burgers, 1948; Platzman, 1964; Benton and Platzman, 1972) ,
has a solution u(x, t) = −2μ 
Assume that the solution of the heat equation is of the form 
In a real situation, there is always some external force in the weather/climate model, stemming from the solar radiation, the topography, or the air/sea flux exchange, etc. To incorporate external force in our model, we rewrite the Hopf-Cole transformation:
where a(x) is a known function. The corresponding Burgers equation is 
Specifically, we set N = 3, k 1 = 2, k 2 = 5, k 3 = 11, C 1 = 5, C 2 = 1, C 3 = 2, C = 8.1, l 1 = 2, l 2 = 5, α 1 = 0.02, α 2 = 0.015
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and μ = 0.001. The solution of (A6) is u ex (x, t) = 0.02 sin(2πx) + 0.015 sin(5πx)
where n1(t), n2(t), n3(t), d1(t), d2(t) and d3(t) are defined as follow.
n1(t) = 10 exp(−0.004π 2 t) sin (2πx) n2(t) = 5 exp(−0.025π 2 t) sin(5πx) n3(t) = 22 exp(−0.121π 2 t) sin(11πx) d1(t) = 8.1 + 5 exp(−0.004π 2 t) cos (2πx) d2(t) = exp(−0.025π 2 t) cos(5πx) d3(t) = 2 exp(−0.121π 2 t) cos(11πx).
It is easy to verify that u(x, t) satisfies the zero Dirichlet boundary condition. The exact initial state is U (x) = u ex (x, 0) = 0.02 sin(2πx) + 0.015 sin(5πx) + 0.002π 10 sin(2πx)+5 sin(5πx)+22 sin(11πx) 8.1+5 cos(2πx)+cos(5πx)+2 cos(11πx).
(A11)
