By means of continuation theorem of coincidence degree theory, we study a kind of Liénard equation with a deviating argument as follows
Introduction
The problems of periodic solutions for second order ordinary differential equation have been extensively studied [1] [2] [3] [4] [5] [6] . In recent years, some results on the existence of periodic solutions of delay differential equation have appeared by applying continuation theorem, see Refs. [7] [8] [9] [10] [11] . In [7] , Huang and Xiang studied the following type of Duffing equation with a single constant deviating argument
x (t) + g x(t − τ ) = p(t).
(1)
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Under a one-sided boundedness condition imposed on g(x) and xg(x) > 0, |x| > M, the authors obtained a periodic solution for Eq. (1) . In [9] , Ma studied a kind of delay Duffing equation of the type
He established several criteria to guarantee the existence of periodic solutions of Eq. (2) by assuming M = sup x∈R |g(x)| < ∞. Lu [11] discussed the existence of periodic solutions for a kind of second order differential equation with two deviating arguments
x (t) = f t, x t − τ 0 (t) x (t) + β(t)g x t − τ (t) + p(t).
However, the domain of function g(x) in [7] [8] [9] [10] [11] is the space R of real numbers. The purpose of this article is to investigate the existence of periodic solutions for nonautonomous equation with a deviating argument
where f (x), g(x) are continuous on a given bounded interval, e(t) is a continuous periodic function with period T > 0, τ (t, x) ≡ τ (t + T , x), ∀x ∈ R. As far as we know, there are few papers to deal with such a problem. By using continuation theorem of coincidence degree theory and some new analysis techniques, we obtain some new results on the existence of periodic solutions of Eq. (4). The conditions imposed on function g(x) and the methods to estimate a priori bounds of periodic solution are different from those of [7] [8] [9] [10] [11] . The domain of definition of function g(x) and f (x) in this paper is only a bounded interval, and our results are related to the deviating argument τ (t, x(t)).
Main lemmas
} with the norm ϕ = max{|ϕ| 0 , |ϕ | 0 }. Clearly, C T and C 1 T are two Banach spaces. We also define the operator L as follows.
and let
Then L P has a unique continuous pseudo-inverse
where
Proof.
and for ∀t ∈ ∆ 2 ,
From (7) and (8), we find
So it follows from (9) that
As
it follows from (11) that
Substituting it into (9), we have
The conclusion of Lemma 1 immediately follows from (10) and (12) . ✷ Throughout this paper, we denote that 
Clearly, l T . So by applying Lemma 1, for ∀x ∈ C 1 T we have
Lemma 2 [12] . Let X and
If all the following conditions hold:
Main results

Theorem 1. Let
where g d = max |x| d |g(x)|.Further, we assume that the following conditions hold.
are continuous on S M and there exists a constant L > 0 such that
Then Eq. (4) has a T -periodic solution for
Proof. Consider the auxiliary equation as follows
Obviously, g 1 (x) satisfies condition (1), and
It is easy to see that Eq. (16) is equivalent to following operator equation.
Let
Integrating two sides of Eq. (19) on the interval [0, T ], we have
By the integral mean value theorem, we know that there is a constant ξ ∈ [0, T ] such that
It follows from (17) that
Let k be a constant and t 0 ∈ [0, T ] such that ξ − τ (ξ, x(ξ)) = kT + t 0 . Thus,
On the other hand, multiplying two sides of Eq. (19) with x(t) and integrating them over [0, T ], together with E(0) = E(T ) = 0, we find
x(t)e(t) dt
= T 0 x(t)g 1 x(t) dt + T 0
x (t)E(t) dt
By applying Lemma 1 and (14), we obtain
and Hölder inequality yields
Substituting (22)- (25) into (21), we have
As σ < T −1/2 , it follows from (15) that √ 2 LT l < 1. Hence,
According to the definition of σ, δ, we find
Again by (19), we have
where f 1M , g 1M and f M are defined similarly as g d . Noting that
If we set Ω = {x:
it is easy to see that
From (5) and (18), we can verify that N is L-compact on Ω. By applying Lemma 2, Eq. (16) has a T -periodic solution x = x * (t) ∈ Ω. Taking into account the definition of g 1 (x) and |x * | 0 M, we can easily find x = x * (t) is a T -periodic solution of Eq. (4). ✷ Corollary 1. Suppose that the following conditions hold.
(2 ) There is a constant d > 0 such that
Proof. Let
As lim y→+∞ σ (y) = T −1/2 , it follows that there is a constant M > 0 such that
which yields that
Meanwhile, it is easy to see that if the condition (1 ) and (2 ) hold, then the condition (1) and (2) of Theorem 1 is also satisfied. Thus, the conclusion of Corollary 1 immediately follows from Theorem 1. ✷
Theorem 2. Assume there are three constants
Further, assume that the following conditions hold.
Proof. Considering the following equation
where f 1 (x) and g 1 (x) are defined in the same way as in the proof of Theorem 1. Let x(t) be an arbitrary T -periodic solution of Eq. (28), then from the proof of Theorem 1, we know that
Multiplying the two sides of Eq. (28) with x (t) and integrating them over [0, T ], we have
From the condition of |f (x)| > a, x ∈ S M , it is easy to see that |f 1 (x)| > a, ∀x ∈ R. Thus, by (30)
Using Lemma 1 and (14), we find
Substituting (32) into (31), we have
That is
The remainder of the proof is the same as in the proof of Theorem 1. ✷ Corollary 2. Suppose that the following conditions hold.
and there are two constants L > 0 and a > 0 such that |f (x)| a, ∀x ∈ R and
As applications, we list the following examples Example 1. Consider
where Using Theorem 1, we know that Eq. (33) has a 1-periodic solution.
Example 2. Consider the following equation.
x (t) + f x(t) x (t) + g x t − ( √ 6 − 2)π 1 + x 2 (t) sin t = cos t, f (x) = 2 √ 3 π,
Thus, M can be chosen as 1/2, a = 2 √ 3 π . So
t) .
By using Theorem 2, we obtain that Eq. (34) has a 2π -periodic solution.
Remark. It is easy to see from Eqs. (33) and (34) that the functions g(x) and f (x) are only defined on bounded interval [−1/2, 1/2] and the results are related to the deviating argument, which is different from those of papers [7] [8] [9] [10] [11] .
