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UN MODE`LE SEMI-STABLE DE LA VARIE´TE´ DE SIEGEL DE GENRE 3
AVEC STRUCTURES DE NIVEAU DE TYPE Γ0(p)
par
Alain Genestier
0. — Introduction
La varie´te´ de Siegel S(g,N, p)C = Hg/(Γ0(p) ∩ Γ(N)) (ou` Hg est le demi-espace de
Siegel de genre g,N est un entier supe´rieur ou e´gal a` 3, p est un entier premier ne divisant
pasN et ou` les sous groupes Γ0(p) et Γ(N) du groupe symplectique Sp(2g,Z) sont forme´s
respectivement des matrices triangulaires infe´rieures modulo p et des matrices congrues
a` l’identite´ modulo N) admet un mode`le entier naturel S(g,N, p) sur Z[1/N ] (cf. [dJ1]
et aussi [CN] ou [R] pour des cas analogues), qui est lisse au-dessus de SpecZ[1/Np].
Lorsque g > 1, le mode`le S(g,N, p) n’est pas semi-stable en la place de mauvaise
re´duction p. Dans ce travail, nous allons cependant construire pour de petites valeurs
de g (g = 2 ou 3) une ”re´solution semi-stable” S˜(g,N, p) de S(g,N, p), c’est a` dire
un morphisme propre S˜(g,N, p) −→ S(g,N, p) qui sera un isomorphisme au-dessus de
SpecZ[1/Np] et dont la source sera semi-stable en p.
Lorsque g vaut 2, la re´solution semi-stable S˜(2, N, p) que nous obtiendrons a de´ja`
e´te´ construite par de Jong en utilisant une autre approche, et son re´sultat est alors
le´ge`rement plus pre´cis que le noˆtre (cf. [dJ2] et la remarque 2 qui suit notre the´ore`me
4.1). En revanche, outre le re´sultat de´ja` obtenu pour g ≤ 3, la me´thode que nous
utiliserons donne l’espoir de construire une re´solution semi-stable de S(g,N, p) pour tout
g ; elle permet aussi d’obtenir un mode`le semi-stable de certaines varie´te´s de Shimura
unitaires (cf. les remarques qui suivent les the´ore`mes 2.4.2 et 4.1).
Nous allons maintenant donner une ide´e de la construction de notre re´solution semi-
stable.
Le mode`le local Mg de Rapoport-Zink, qui est localement pour la topologie e´tale
isomorphe a` S(g,N, p)Zp , est de´fini en termes d’alge`bre line´aire (cf. le paragraphe 1) et
est donc plus simple a` utiliser que S(g,N, p).
Nous construirons alors (pour g ≤ 3) une re´solution semi-stable L˜g −→ Mg du
mode`le local Mg. Plus pre´cise´ment, le mode`le local s’envoie naturellement vers la
grassmannienne L des sous-modules lagrangiens du Zp-module symplectique ”standard”
V0 = Zp (muni de la forme symplectique (1.2)) et ce morphisme est birationnel (a`
un petit de´tail pre`s, cf. (2.3)). Nous construirons en fait (pour tout g) une suite
d’e´clatements L˜g −→ Lg. Le the´ore`me suivant (cf. the´ore`me 2.4.2) fournira alors la
re´solution semi-stable de´sire´e.
THE´ORE`ME. — Lorsque g ≤ 3, le Zp-sche´ma L˜g est semi-stable et l’application
birationnelle L˜g 99KMg est en fait un morphisme.
2Le paragraphe 3 sera consacre´ a` la de´monstration de ce the´ore`me.
Dans le dernier paragraphe, nous verrons comment la re´solution semi-stable L˜g −→
Mg, qui est e´quivariante sous l’action du sche´ma en groupes des syme´tries du mode`le
local, induit une re´solution semi-stable de S(g,N, p)Zp .
Je remercie B. H. Gross qui m’a propose´ de rechercher un mode`le semi-stable de
S(3, N, p) ; je le remercie aussi pour l’atmosphe`re agre´able et stimulante que j’ai trouve´e
a` Harvard durant les trois mois qu’il m’a permis d’y passer. Mes remerciements vont
aussi a` A. J. de Jong, avec qui j’ai eu d’inte´ressantes conversations et qui m’a donne´
acce`s a` certains de ses manuscrits non publie´s, et a` M. Rapoport pour une enrichissante
discussion que nous avons eue a` Orsay, qui m’a confirme´ l’inte´reˆt de la construction
(2.4.1) (cf. les remarques sur les varie´te´s de Simura unitaires et leurs mode`les locaux
qui suivent les deux the´ore`mes de cet article). Je remercie finalement G. Laumon, qui
m’a incite´ a` re´diger cet article.
1. — Rappels sur le mode`le local
1.1. — On va d’abord rappeler la de´finition du sche´ma de modules des varie´te´s
abe´liennes principalement polarise´es de dimension g avec structures de niveau de type
Γ(N) ∩ Γ0(p). On en donnera ensuite une formulation e´quivalente plus commode.
Il re´sulte de [GIT] qu’il existe un Z[1/N ]-sche´ma quasi-projectif S(g,N, p) dont
l’ensemble des points a` valeurs dans tout Z[1/N ]-sche´ma noethe´rien S est l’ensemble
des classes d’isomorphie de quadruplets (A, λ, η,H•), ou`
– A est un S-sche´ma abe´lien de dimension relative g
– λ est une polarisation principale de A
– η : (Z/NZ)g ⊕ (µN )
g −→ A[N ] est un isomorphisme symplectique (on munit
(Z/NZ)g⊕ (µN )
g de la forme biline´aire alterne´e a` valeurs dans µN de´finie par la dualite´
de Cartier entre les sche´mas en groupes finis Z/NZ et µN , et A[N ] de l’accouplement
de Weil de´fini par λ).
– H• = (H1 ⊂ · · · ⊂ Hg) est un drapeau de sous-sche´mas en groupes finis localement
libres de A[p] tel que Hi soit isotrope pour l’accouplement de Weil et d’ordre p
i.
Dans la suite de cet article, il sera plus commode d’utiliser la variante de pre´sentation
suivante (cf. [dJ1], proposition 1.7) : l’ensemble S(g,N, p)(S) est aussi celui des classes
d’isomorphie de quadruplets (A0
α
→ A1
α
→ · · ·
α
→ Ag, λ0, λg, η), ou`
– Ai est un S-sche´ma abe´lien de dimension relative g
– α : Ai −→ Ai+1 est une isoge´nie de degre´ p
– λ0 et λg sont respectivement des polarisations principales de A0 et Ag et rendent
le diagramme
A0
α
→ · · ·
α
→ Ag
pλ0
y λg y
tA0
tα
← · · ·
tα
← tAg
commutatif
3– η : (Z/NZ)g ⊕ (µN )
g −→ A0[N ] est un isomorphisme symplectique
(on ve´rifie l’e´quivalence de ces deux de´finitions en prenant A0 = A et Ai = A/Hi).
1.2. — Le sous groupe d’Iwahori de Sp(2g,Qp) forme´ des matrices triangulaires
infe´rieures modulo p est le groupe des points entiers d’un certain Zp-sche´ma en groupes
affine et lisse I, de fibre ge´ne´rique Sp(2g)Qp, dont on rappelera d’abord une construction.
On de´finira ensuite un I-torseur T (g,N, p) au-dessus de S(g,N, p)Zp .
Soient V le Qp-espace vectoriel Q
2g
p et (ei)1≤i≤2g la base canonique de V . On munit
V de la forme alterne´e < ,> de´finie comme suit :
< x, y >= txJy
pour tout couple x, y de vecteurs dans Q2gp , ou`
J =
(
O K
−K 0
)
et K ∈ GL(g,Zp) est la matrice de la permutation (g, g− 1, · · · , 1) (les matrices J et K
sont donc antidiagonales.
Soit d’autre part la suite de Zp-re´seaux (Vi)1≤i≤g de´finie par
Vi = Π
−iZ2gp
pour tout i ∈ Z, ou` Π est la matrice(
0 p
Id2g−1 0
)
On note α : Vi →֒ Vi+1 l’inclusion e´vidente et π : Vi
∼
−→ p−1Vi == Vi+2g l’isomorphisme
de pe´riodicite´ (de´fini par la multiplication par p−1). La forme alterne´e < ,> induit des
formes alterne´es non de´ge´ne´re´es
< ,>ig= p
i < ,> : Vig × Vig −→ Zp (i ∈ {0, 1}).
Soit I le Zp-sche´ma en groupes des automorphismes du syste`me (V0
α
→ · · ·
α
→ Vi
α
→
· · ·
α
→ Vg , < , >0 , < , >g). Il re´sulte de ([dJ1], proposition 3.6) ou de ([RZ], theorem
3.16) que le sche´ma en groupes I est lisse sur Zp ; ce sche´ma en groupes est aussi celui
de´fini par la chambre (V0 ⊂ · · · ⊂ Vi ⊂ · · · ⊂ Vg) de l’immeuble de Bruhat-Tits de
Sp(2g,Qp) (voir par exemple [T], 3.4 et 3.7).
Soient (A0
α
→ A1
α
→ · · ·
α
→ Ag, λ0, λg, η) le quadruplet universel au-dessus de
S(g,N, p) et πi : Ai −→ S(g,N, p) le morphisme structural. Le premier faisceau
de cohomologie de de Rham
Mi = R
1π(g−i)∗(Ω
·
Ai/S(g,N,p)
)
est alors un OS(g,N,p)-module localement libre de rang 2g ; les morphismes α et les
polarisations λ• induisent respectivement des morphismes α : Mi −→ Mi+1 et des
4formes symplectiques < , >• sur M0 et Mg. Il re´sulte de ([dJ1], proposition 3.6)
(ou de [RZ], theorem 3.16) que le syste`me ((Mi)1≤i≤g, α, < , >•) est, localement
pour la topologie e´tale sur S(g,N, p)Zp, isomorphe a` l’image re´ciproque du syste`me
((Vi)1≤i≤g, α, < , >•). Le I-torseur T (g,N, p) au-dessus de S(g,N, p)Zp est alors
simplement celui des isomorphismes des deux syste`mes :
T (g,N, p) = Isom (((Mi)1≤i≤g, α, < , >•), ((Vi)1≤i≤g, α, < , >•)S(g,N,p)).
1.3. — Le OS(g,N,p)-module localement libre de rang g
ωi = π(g−i)∗(Ω
1
Ai/S(g,N,p)
)
est localement un facteur direct de Mi. Les sous-modules ω0 et ωg sont respectivement
isotropes pour < , >0 et < , >g ; on a de plus α(ωi) ⊂ ωi+1 =.
Rapoport et Zink (cf. [R] ou [RZ]) introduisent alors le Zp-sche´ma Mg de´fini par
Mg(R) = {(ωi ⊂ Vi ⊗Zp R)0≤i≤g | ωi est un sous R-module localement
facteur direct de rang g de Vi ⊗Zp R,
les sous-modules ω0 et ωg sont isotropes
et on a α⊗R (ωi) ⊂ ωi+1}
pour toute Zp-alge`bre commutative R. La filtration de Hodge (ωi ⊂ Mi)0≤i≤g associe´e
a` l’objet universel
(A0
α
→ A1
α
→ · · ·
α
→ Ag, λ0, λg, η, ϕ• : (V•)T (g,N,p) −→M•)
sur T (g,N, p) induit un point (ϕ−1i (ωi) ⊂ (Vi)T (g,N,p))0≤i≤g ∈ Mg(T (g,N, p)), et donc
un morphisme f : T (g,N, p) −→Mg.
Conside´rons le diagramme
T (g,N, p)
S(g,N, p)Zp
pr
Mg
f
 ✠ ❅❘
Les Zp-sche´mas Mg et S(g,N, p)Zp sont tous deux de dimension relative g(g+1)/2. Par
ailleurs, il re´sulte de la the´orie des de´formations des varie´te´s abe´liennes que le morphisme
f est lisse (cf. [Me], [RZ], 3. 29 ou [dJ1], proposition 4.5). A. J. de Jong en tire alors le
corollaire suivant (cf. [dJ1], corollary 4.7).
PROPOSITION 1.3.1. — Pour tout point ge´ome´trique s : Spec k −→ S(g,N, p)Zp , il
existe un point ge´ome´trique m : Spec k −→ Mg et un isomorphisme de Zp-sche´mas
Vs
∼
−→ Vm, ou` Vs (resp. Vm) est un voisinage e´tale de s (resp. m) dans S(g,N, p) (resp.
Mg). On peut de plus prendre m = f(t), ou` t est n’importe quel point ge´ome´trique de
T (g,N, p) au-dessus de s. 
Remarque : pour une autre de´monstration de cet e´nonce´, voir aussi ([RZ], proposition
3. 33).
La proposition suivante implique alors que les sche´mas S(g,N, p) et Mg sont locale-
ment Zp-isomorphes.
5PROPOSITION 1.3.2. — Le morphisme f est surjectif.
De´monstration : Le morphisme f est lisse et I-e´quivariant, et son image est donc un
ouvert I-invariant de Mg. Cet ouvert contient la fibre ge´ne´rique de Mg (qui est forme´e
d’une seule orbite sous I ⊗Zp Qp), et son comple´mentaire est donc un ferme´ de la fibre
spe´ciale de Mg. Conside´rons maintenant le point m0 ∈Mg(Fp) de´fini par
ωi = [e
′
g+1, · · · , e
′
2g] , ∀0 ≤ i ≤ g
(ou` l’on note e′j = Π
−iej ∈ Vj et [e
′
g+1, · · · , e
′
2g] le sous Fp espace vectoriel de Vi ⊗Zp Fp
engendre´ par e′g+1, · · · , e
′
2g). La proposition (1.3.2) re´sulte alors du lemme suivant.
LEMME 1.3.3. —
1) Le point m0 appartient a` l’image du morphisme f .
2) Le point m0 appartient a` tout ferme´ I ⊗Zp Fp-invariant de la fibre spe´ciale de Mg.
De´monstration du lemme : 1) (cf. [dJ1,§5]). Soit E une courbe elliptique supersin-
gulie`re sur F¯p, munie de αp →֒ E et prenons Ai = (E/αp)
i × Eg−i. On de´finit les
morphismes α : Ai −→ Ai+1 de manie`re e´vidente et on munit A0 et Ag de la polari-
sation produit. Il est facile de ve´rifier que cec¸i de´finit un point s0 de S(g,N, p)(F¯p) et
que pour tout t0 ∈ S(g,N, p)(F¯p) au-dessus de s0, on a f(t0) = m0 (on conside`re ic¸i m0
comme un point de Mg(F¯p) ; le point m0 est invariant sous l’action de I ⊗Zp F¯p de sorte
qu’il suffit de choisir un point t0 au-dessus de s0).
2) Soit Vi le Fp[t]-module T
−i Fp[t]
2g, ou` l’on note
T =
(
0 t
Id2g−1 0
)
.
On de´finit des morphismes α : Vi →֒ Vi+1, π : Vi
∼
−→ t−1Vi+2g et des formes alterne´es
< , >ig ; Vig×Vig −→ Fp[t] de manie`re analogue a` ceux de (1.2). On a une identification
naturelle Vi/tVi
∼
−→ Vi⊗Zp Fp compatible aux morphismes α, π, et aux formes alterne´es
< , >ig. Conside´rons alors la suite de OMg [t]-re´seaux (Ωi ⊂ OMg [t, t
−1]2g)0≤i≤g de´finie
par Ωi = T
−g(Vi ⊗Fp OMg −→ Vi ⊗Zp OMg )
−1(ωi). Ceci de´finit un plongement de
Mg ⊗Zp Fp dans la varie´te´ de drapeaux affine B˜ (cf. [KL,§5]) de Sp(2g)Fp (la fibre
spe´ciale de Mg est alors une ge´ne´ralisation naturelle des sous-sche´mas Xi de [KL, 5.2] :
en remarquant que T g est une racine carre´e de t.Id2g, la fibre spe´ciale de Mg est alors
le sche´ma X1/2). Le groupe I ⊗Zp Fp est naturellement un quotient de l’ind-groupe
alge´brique note´ B˜ dans [KL] et le plongement Mg →֒ B˜ que nous venons de de´crire est
alors B˜-e´quivariant. Son image est donc une re´union finie de sous-varie´te´s de Schubert
ge´ne´ralise´es, et la deuxie`me partie du lemme re´sulte alors de [KL, 5.2] (la B˜-orbite
{m0} ⊂ B˜, qui correspond a` l’unite´ du groupe de Weyl affine de Sp(2g), est incluse dans
toutes les sous-varie´te´s de Schubert). Ceci termine la de´monstration du lemme 1.3.3, et
donc aussi celle de la proposition 1.3.2. 
De meˆme que Rapoport et Zink (cf. [R] ou [RZ]), nous appelerons mode`le local le
sche´ma Mg.
62. — Une re´solution semi-stable du mode`le local (pour g= 2 ou 3)
2.1. — On note G le Zp-sche´ma en groupes Sp(V0, < , >0) ; on note respectivement
P et B les paraboliques qui stabilisent le sous-module isotrope [eg+1, · · · , e2g] et le
drapeau isotrope [e2g] ⊂ [e2g−1, e2g] ⊂ · · · ⊂ [eg+1, · · · , e2g] (lorsque S est une partie
de V = Q2gp , [S] de´signe le Zp-module engendre´ par S). Le sche´ma en groupes B n’est
autre que celui des matrices triangulaires infe´rieures de Sp(2g)Zp et P est le parabolique
de Siegel e´vident contenant ce sous-groupe de Borel.
On note Lg la grassmannienne des sous-modules lagrangiens de V0, de´finie par
Lg(R) = {ω0 ⊂ V0 ⊗Zp R | ω0 est un sous R-module isotrope
et localement facteur direct de rang g de V0 ⊗Zp R}
pour toute Zp-alge`bre commutative R. C’est un sche´ma lisse de dimension relative
g(g + 1)/2 sur Zp. La grassmannienne Lg est munie d’une action localement transitive
du sche´ma en groupes G ; le stabilisateur du point ω0 = [eg+1 · · · e2g] n’est autre que P ,
de sorte que Lg peut aussi eˆtre vue comme le quotient G/P .
2.2. — Nous allons maintenant faire quelques rappels (inspire´s de [LS] et de [MS])
sur les cellules de Schubert et les sous-varie´te´s de Schubert de la grassmannienne Lg.
Soit D• = (0) = D2g ⊂ D2g−1 ⊂ · · · ⊂ D0 = V0 le drapeau de´fini par
Di = [ei+1, ei+2, · · · , e2g] (de sorte que D• est fixe par B et que rgZp(Di) = 2g − i).
Lorsque S = {λ1, · · · , λg} (ou` l’on suppose que λ1 < λ2 < · · · < λg) est une partie a` g
e´le´ments de {1, · · · , 2g}, soit CS le sous-sche´ma localement ferme´ de Lg de´fini par
CS(R) = {(ω0 ⊂ V0) ∈ Lg(R) | localement sur SpecR pour la topologie
de Zariski, il existe une base (si)1≤i≤g
de ω0 telle que si soit une section (locale)
de Di−1 engendrant le module inversible Di−1/Di}
pour toute Zp-alge`bre commutative R ; on dit que CS est la cellule de Schubert associe´e
a` S (cf. par exemple [LS]). Le sche´ma CS est non vide si et seulement si S est une
partie totalement isotrope (c’est a` dire telle que [ei , i ∈ S] soit totalement isotrope) de
{1, · · · , 2g} ; le sche´ma CS est alors la B-orbite du point de Lg de´fini par le sous-module
[ei , i ∈ S] de V0. On de´finit la varie´te´ de Schubert LS associe´e a` S comme l’adhe´rence
sche´matique de la cellule de Schubert CS (cf. par exemple [LS]).
La proposition suivante re´sume quelques proprie´te´s des cellules et des varie´te´s de
Schubert (pour une de´monstration, cf.par exemple [LS]).
PROPOSITION 2.2.1. —
1) Toutes les orbites de Lg sous l’action de B sont en fait de la forme CS, et on a
donc une stratification localement ferme´e B-e´quivariante
Lg =
∐
S
CS
ou` S parcourt l’ensemble L des parties totalement isotropes de {1, · · · , 2g}.
72) La varie´te´ de Schubert LS a alors une stratification localement ferme´e induite de
la forme LS =
∐
S′ CS′ , ou` S
′ de´crit une partie LS de L. En particulier, on a LS′ ⊂ LS
si et seulement si S′ ∈ LS.
3) La partie LS est en fait constitue´e des parties totalement isotropes S
′ =
{λ′1, · · · , λ
′
g} ∈ L (dont on a range´ les e´le´ments λ
′
i dans l’ordre croissant) telles que
λi ≤ λ
′
i , ∀i.
4) Le Zp-sche´ma CS est isomorphe a` un espace affine A
ℓ(S)
Zp
. Cet espace affine est de
dimension
ℓ(S) = r(g + 1)−
r∑
i=1
λi ,
ou` l’on note r le nombre d’e´le´ments de S ∩ {1, · · · , g}. 
Exemples : on a pour g = 2 et g = 3 les deux diagrammes suivants
L{3,4}−−→L{2,4}−−→L{1,3}−−→L{1,2} = L2
L{1,4,5}
L{4,5,6}−−→L{3,5,6}−−→L{2,4,6} L{1,3,5}−−→L{1,2,4}−−→L{1,2,3} = L3
L{2,3,6}
 ✒
❅❘  ✒
❅❘
ou` les fle`ches figurent des immersions ferme´es de codimension 1 (de sorte que la
dimension relative de LS sur Zp n’est autre que la distance de LS au sommet le plus
a` gauche du graphe). En fait, le premier de ces deux diagrammes n’est autre que le
sous-diagramme
L{4,5,6}−−→L{3,5,6}−−→L{2,4,6}−−→L{2,3,6}
du second.
2.3. — On note Gri la grassmannienne des sous-modules (localement facteurs directs)
de rang g de Vi. On conside`re le morphisme
δ : Lg ⊗Zp Qp −→
∏
0≤i≤g
Gri ⊗Zp Qp
de´fini par
δ(ω0) = (ω0 ⊂ V ⊗Qp R == Vi ⊗Zp R)0≤i≤g
8pour toute Qp-alge`bre commutative R. L’image de δ est un sous-sche´ma localement
ferme´ deMg ⊂
∏
0≤i≤g Gri et on noteraMg son adhe´rence de Zariski. L’action naturelle
du sche´ma en groupes I sur Mg stabilise Mg et de´finit donc une action de I sur Mg.
La projection sur le facteur Gr0 de´finit un morphisme I-e´quivariant pr0 : Mg −→ Lg
(on fait agir I sur Lg via le morphisme I −→ G e´vident.
Remarques : 1) La fibre ge´ne´rique de l’immersion ferme´e tautologique Mg →֒ Mg
est un isomorphisme. Le sche´ma Mg est donc la ”platification” du sche´ma Mg (i.e. le
sche´ma obtenu a` partir de Mg en supprimant la p-torsion ; cette ope´ration est un cas
(tre`s) particulier de [GR, 5.2]). En fait, Rapoport et Zink conjecturent que le sche´ma
Mg est de´ja` plat (cf. les trois lignes qui pre´ce`dent le paragraphe 3.36 de [RZ]).
2) L’ope´ration de platification de la remarque pre´ce´dente est locale pour la topologie
e´tale, et Mg est donc aussi un mode`le local pour le platifie´ de S(g,N, p).
2.4. — Lorsque g ≥ 2, le sche´ma Mg n’est pas semi-stable. En fait, la fibre spe´ciale
de Mg n’est pas un diviseur a` croisements normaux et lorsque g ≥ 3, Mg n’est meˆme
pas localement d’intersection comple`te.
On aimerait disposer d’une ”re´solution semi-stable I-e´quivariante M˜g −→ Mg de
Mg”, c’est a` dire d’un morphisme de Zp-sche´mas M˜g −→Mg , I-e´quivariant et propre,
dont la fibre ge´ne´rique est un isomorphisme et dont la source M˜g est semi-stable (par
quoi l’on entend que, localement pour la topologie e´tale, celle c¸i est Zp-isomorphe
a` SpecZp[t1, · · · , tn]/(t1 · · · tr − p)). Pour g = 2 ou 3, nous allons effectivement en
construire une.
Remarquons tout d’abord que par composition avec le morphisme I-e´quivariant
pr0 : Mg −→ Lg (2.3), la re´solution semi-stable I-e´quivariante M˜g −→ Mg de´sire´e
va induire un morphisme propre I-e´quivariant M˜g −→ Lg, dont la fibre ge´ne´rique
sera un isomorphisme. Ceci sugge`re de construire M˜g a` partir de Lg a` l’aide d’une
suite d’e´clatements I e´quivariants. Nous allons donc construire, pour tout g, une suite
d’e´clatements I-e´quivariants L˜g −→ Lg. Nous verrons ensuite que pour g = 2 ou 3,
le candidat L˜g fournit une re´solution semi-stable I-e´quivariante L˜g −→ Mg et me´rite
donc le nom de M˜g.
Construction 2.4.1. — On note LS = LS ⊗Zp Fp la fibre spe´ciale de LS. Lorsque
0 ≤ i ≤ g(g + 1)/2, on note Li = {S ∈ L | l(S) = i} l’ensemble des S tels que la
sous-varie´te´ de Schubert LS ⊂ Lg soit de dimension relative i sur Fp. La construction
de M˜g va alors se faire en plusieurs e´tapes.
Etape 1 : on e´clate Lg le long de l’unique sous-varie´te´ de Schubert de dimension nulle,
L{g+1,···,2g}, de sa fibre spe´ciale. On obtient ainsi un Zp-sche´ma L˜≤0
Etape 2 : on e´clate L˜≤0 le long du transforme´ strict de l’unique sous-varie´te´ de
Schubert de dimension 1, L{g,g+2,···,2g}, de la fibre spe´ciale de Lg. On obtient ainsi un
Zp-sche´ma L˜≤1
...
Etape i : lorsque S ∈ Li−1, notons (LS )˜≤i−2 le transforme´ strict de LS par la
chaˆıne d’e´clatements L˜i−2 −→ · · · −→ L˜≤0 −→ Lg. On e´clate L˜i−2 le long de
9⋃
S∈Li−1
(LS )˜≤i−2. On obtient ainsi un Zp-sche´ma L˜≤i−1
...
Etape g(g + 1)/2 : on e´clate L˜≤g(g+1)/2−2 le long du transforme´ strict (par les
e´clatements pre´ce´dents) de l’unique sous-varie´te´ de Schubert de dimension g(g +
1)/2 − 1, L{1,···,g−1,g+1}, de la fibre spe´ciale de Lg. On obtient ainsi le Zp-sche´ma
L˜g = L˜≤g(g+1)/2−1.
Remarquons que les sous-sche´mas LS de Lg sont invariants sous l’action de I (ils
sont invariants sous l’action de BFp ⊂ GFp sur Lg). Le sche´ma L˜g qu’on vient de
construire est donc muni d’une action naturelle de I, pour laquelle le morphisme e´vident
pr : L˜g −→ Lg est I-e´quivariant. Ceci termine la construction.
Remarque : On de´montre que lorsque g ≤ 3, la re´union
⋃
S∈Li−1
(LS )˜≤i−2 est en fait
une union disjointe de varie´te´s lisses sur Fp. Les e´clatements qui interviennent dans la
construction ont alors tous des centres lisses.
Le the´ore`me suivant a de´ja` e´te´ annonce´ dans l’introduction.
THE´ORE`ME 2.4.2. — Supposons que l’entier g soit infe´rieur ou e´gal a` 3. Les proprie´te´s
suivantes sont alors ve´rifie´es.
1) Le Zp-sche´ma L˜g est semi-stable.
2) Il existe un (et un seul) morphisme R : L˜g −→Mg rendant le diagramme
L˜g
R
−−−−−−→ Mg
pr
y
Lg
pr
0
(cf. 2.3)
 
 
 
 
 ✠
commutatif. Ce morphisme R est de plus propre et I-e´quivariant. 
Lorsque g ≤ 3, nous noterons donc encore M˜g le sche´ma L˜g.
Remarques : 0) Le cas ou` g = 1 que nous n’avons pas mentionne´ jusqu’ic¸i est trivial
et la re´solution semi-stable obtenue est un isomorphisme.
1) Il semble naturel de se demander si l’e´nonce´ 2.4.2 reste vrai lorsqu’on supprime la
restriction g ≤ 3.
2) En utilisant le fait que L2 n’est autre que la sous-varie´te´ de Schubert L{2,3,6} de
L3, on voit qu’une preuve du the´ore`me (2.4.2) dans le cas ou` g = 2 est en fait ”contenue”
dans la preuve que nous donnerons pour g = 3.
La re´solution semi-stable M˜2 −→ M2 a d’autre part de´ja` e´te´ obtenue par de Jong
(cf. [dJ2]) par une autre me´thode. Plus pre´cise´ment, de Jong e´clate M2 le long d’une
composante irre´ductible de sa fibre spe´ciale (celle note´e Z00 dans [dJ1, §5] ; on peut
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aussi choisir Z11). On peut ve´rifier que la re´solution semi-stable ainsi obtenue co¨ıncide
avec la noˆtre.
3) Soit W0
α
→֒ W1
α
→֒ · · ·
α
→֒ Wn−1
α
→֒ Wn = p
−1W0 une chaˆıne de Zp-re´seaux dans
W = Qnp . Pour 1 ≤ r ≤ n− 1, conside´rons le sche´ma
MU(r,n−r) = {(ωi ⊂ Wi)i ∈
∏
0≤i≤n−1
Gr(r,Wi) | α(ωi) ⊂ ωi+1, ∀i}
(ou` on note Gr(r,Wi) la grassmannienne des sous-modules localement facteurs directs
de rang r de Wi), qui est lui aussi un mode`le local d’une varie´te´ de Shimura (pour
un groupe de similitudes unitaires, de type GU(r, n − r) en la place archime´dienne ,
de´fini par une extension quadratique de´ploye´e en p, et pour des structures de niveau
convenables ; pour plus de pre´cisions cf. [R, §3]).
La construction (2.4.1) admet dans ce cadre un analogue e´vident. L’analogue du
the´ore`me (2.4.2) est de´ja` connu lorsque r = 1 (ou r = n− 1)(le morphisme R est alors
un isomorphisme : cf. dans [BC] ou [R] l’expose´ de la construction de Deligne pour le
sche´ma formel Ω̂n). On peut e´galement ve´rifier cet analogue dans le cas particulier ou`
r = 2 et n = 4 (la de´monstration est semblable a` celle qui figure dans le paragraphe
suivant).
3. — De´monstration du the´ore`me 2.4.2
Nous nous contenterons de de´montrer ce the´ore`me dans le cas particulier ou` g vaut
3, qui est le plus difficile. Nous omettrons alors l’indice 3 de L3, M3, · · ·
3.1. — Soit B− le sous-sche´ma en groupes de G forme´ des matrices triangulaires
supe´rieures (B− est donc le le sche´ma en groupes de Borel oppose´ a` B). Soit x0 =
([e4, e5, e6] ⊂ V0) ∈ L(Zp) l’unique point de L{4,5,6}. La grosse cellule de Schubert
oppose´e L0 (cf. [MS]) est la B−-orbite B−x0 ⊂ L. C’est un sous-sche´ma ouvert de L,
qui s’identifie au translate´ de la cellule de Schubert ouverte C{1,2,3} par l’e´le´ment le
plus long J (cf. (1.2)) de W et est en particulier isomorphe a` l’espace affine A6Zp . Un
isomorphisme ”naturel” A6Zp
∼
−→ L0 s’obtient de la manie`re suivante. Conside´rons les
points de A6Zp comme des matrices syme´triques A = (a
j
i )1≤i,j≤3 . La matrice
(
A
K
)
(cf.
(1.2)) est alors de rang 3, et on ve´rifie aise´ment que son image de´finit un point de L0.
L’ouvert L0 contient le point x0, qui est adhe´rent a` toutes les cellules de Schubert CS .
L’ intersection CS ∩ L
0 est donc un ouvert non vide de CS ; en particulier L
0 rencontre
toutes les orbites de B. Le morphisme B×ZpL
0 −→ L de´fini par l’action (2.2) de B ⊂ G
sur L est donc surjectif. A fortiori, le morphisme I ⊂ G sur L est alors surjectif ; nous
dirons que l’ouvert L0 est I-saturant.
Pour ve´rifier la premie`re partie du the´ore`me (2.4.2) (la semi-stabilite´ de M˜), il suffit
manifestement de le faire au-dessus d’un ouvert I-saturant de L (ou de L˜≤i). Le lemme
suivant nous permettra de re´duire de meˆme la de´monstration de la deuxie`me partie de
ce the´ore`me a` celle d’un e´nonce´ concernant la restriction de M˜ au-dessus d’un ouvert
saturant de L˜≤i.
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LEMME 3.1.1. — Soient Γ un Zp-sche´ma en groupes lisse et X, Y, Z trois Zp-sche´mas
munis d’une action de Γ. Soient f : X −→ Z et g : Y −→ Z deux morphismes Γ-
e´quivariants. Supposons que le sche´ma X est re´duit, que le morphisme g est se´pare´ et
qu’il existe un ouvert dense de Z, d’image re´ciproque dense dans X, au-dessus duquel
g est une immersion.
Soient U un ouvert Γ-saturant de X et supposons qu’il existe un morphisme hU :
U −→ Y rendant le diagramme
U
hU−−−−−−−→ Y
f
y
Z
g
 
 
 
 
 ✠
commutatif (sous les hypothe`ses pre´ce´dentes, il existe au plus un tel morphisme).
Il existe alors un (et un seul) morphisme h : X −→ Y rendant le diagramme
X
h
−−−−−−−→ Y
f
y
Z
g
 
 
 
 
 ✠
commutatif. Le morphisme h est Γ-e´quivariant, et il est propre lorsque f est propre.
De´monstration : Notons v : V = Γ ×Zp U −→ X le morphisme de´fini par l’action
de Γ sur X et conside´rons le morphisme hV : V −→ Y de´fini par (γ, u) 7→ γ.hU (u).
Le morphisme v est couvrant pour la topologie f.p.q.c., et pour de´montrer qu’il existe
un morphisme h comme c¸i-dessus, il suffira donc de ve´rifier que les deux morphismes
hiV2 = hV ◦ pri : V2 = V ×X V −→ Y (i = 1, 2) co¨ıncident.
Il re´sulte de la commutativite´ du premier diagramme de l’e´nonce´ et de l’e´quivariance
des morphismes f et g que g ◦ hV = f ◦ v. On a donc de´ja` g ◦ h
1
V2
= g ◦ h2V2 . Soit Z
0 un
ouvert dense de Z au-dessus duquel g est une immersion ; lorsque T est un Z-sche´ma,
notons T 0 l’ouvert T ×Z Z
0 de T . Il re´sulte alors du fait que g0 est une immersion que
(h1V2)
0 = (h2V2)
0.
Le X-sche´ma V s’identifie (via (γ, u) 7→ (γ, γu)) a` un ouvert de Γ×Zp X , et le sche´ma
V2 s’identifie alors a` un ouvert de Γ×Zp Γ×Zp X . En particulier, V2 est re´duit et l’ouvert
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V 02 est dense dans V2. De l’identite´ (h
1
V2
)0 = (h2V2)
0 pre´ce´demment obtenue il re´sulte
alors que h1V2 = h
2
V2
(voir par exemple [Ha, II ex. 4.2]).
Le morphisme h que nous venons d’obtenir est Γ-e´quivariant par construction ; le fait
que h est propre lorsque f l’ est est un corollaire facile du crite`re valuatif de proprete´
(on rappelle que g est se´pare´). 
3.2. — Pour de´montrer le the´ore`me (2.4.2), nous utiliserons les deux e´tapes suivantes.
Etape 1 (cf. 3.3) Nous de´finirons un ouvert I-saturant Ui de L˜≤i et de´crirons
explicitement le sche´ma Ui (plus pre´cise´ment, nous donnerons en fait des e´quations
pour un (Gi+1m )Zp -torseur Ti au-dessus de Ui). Nous de´montrerons ensuite que Ui (ou,
ce qui revient au meˆme, Ti) est semi-stable en utilisant le lemme suivant.
LEMME 3.2.1. — Soient X un Zp-sche´ma semi-stable et Y un sous-sche´ma ferme´ de
la fibre spe´ciale X de X. Supposons que Y soit lisse sur Fp et que l’intersection de Y
et du lieu singulier X
sing
de X soit un diviseur a` croisements normaux (re´duit) dans
Y . L’e´clate´ X˜ de X le long de Y est alors lui aussi semi-stable.
De´monstration : Puisque l’e´nonce´ que l’on veut de´montrer est local pour la topologie
e´tale, on peut supposer que X est re´union de r diviseurs lisses Di et travailler sur un
voisinage d’un point ferme´ y de Y ∩D1 ∩ · · · ∩Dr. On peut aussi supposer que Y est
inclus dans Dr. On peut alors choisir des e´quations locales (ti = 0) de Di telles que∏
1≤i≤r ti = p et des e´quations locales tr+1 = · · · tr+m = 0 de Y (ou` m = codimD1 Y et
les tr+i sont des sections locales de OX ).
Le sche´ma Y ∩ D1 ∩ · · · ∩ Dr−1, qui est l’intersection dans Y des r − 1 branches
Y ∩Di (1 ≤ i ≤ r − 1) du diviseur a` croisement normaux X
sing
∩ Y , est lisse sur Fp. Il
re´sulte alors de ([S], IV. D. 2, Proposition 22) que t1, · · · , tr, tr+1, · · · , tr+m font partie
d’un syste`me re´gulier de parame`tres (t1, · · · , tn) de l’anneau local de X en y (ce dernier
est re´gulier, puisque X est semi-stable). Le morphisme
X −→ SpecZp[t1, · · · , tn]/(t1 · · · tr − p)
de´fini par ce syste`me est alors e´tale au voisinage de y. Quitte a` se localiser encore sur
X , on peut donc supposer que X = SpecZp[t1, · · · , tn]/(t1 · · · tr − p) et que Y est le
sous-sche´ma ferme´ de X d’e´quations tr = tr+1 = · · · tr+m = 0.
Nous allons maintenant de´crire explicitement cet e´clate´.
Conside´rons le sous-sche´ma ouvert U de SpecZp[λ, T1, · · · , Tn]/(λT1 · · ·Tr − p)
comple´mentaire du sous-sche´ma ferme´ d’e´quations Tr = Tr+1 = · · · = Tr+m = 0.
On munit U d’une action libre de Gm,Zp en faisant agir Λ ∈ Gm,Zp par la re`gle
λ 7→ Λ−1λ , Ti 7→ ΛTi (i ∈ [r, r +m]) , Ti 7→ Ti (i 6∈ [r, r +m]).
On de´finit d’autre part un morphisme U −→ X en envoyant ti sur λTi lorsque
i ∈ [r, r + m] et sur Ti lorsque i 6∈ [r, r + m]. Ce morphisme est manifestement
Gm,Zp -invariant et induit donc un morphisme U/Gm,Zp −→ X . Il re´sulte du fait que
t1, · · · , tr+m est une suite re´gulie`re que le morphisme U/Gm,Zp −→ X n’est autre que
X˜ −→ X et que le Gm,Zp -torseur U −→ U/Gm,Zp est celui de´fini par le OX˜ -module
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inversible O
X˜
(E) associe´ au diviseur exceptionnel E. (cf. [F], Ch IV theorem 2.2). Le
Zp sche´ma U est manifestement semi-stable, et donc X˜ = U/Gm,Zp aussi. 
Etape 2 (cf. 3.4) Nous construirons (pour i = 3, 4, 5) des morphismes
Ri : Ui −→ Gri−2 (cf. 2.3)
rendant commutatif le diagramme
Ui ⊗Qp
ri⊗Qp
−−−−−−→ Gri−2 ⊗Qpy
L ⊗Qp
δi
 
 
 
 
 
 ✠
(les produits tensoriels sont sur Zp ; δi est le compose´ pri ◦ δ, cf. 2.3). Les morphismes
Ri et le morphisme naturel U5 −→ L induiront alors un morphisme RU5 : U5 −→∏
0≤i≤3Gri, se factorisant par le sous-sche´ma ferme´ M puisque L˜≤5 est inte`gre. En
remarquant que la fibre ge´ne´rique du morphisme pr0 : M −→ L (cf 2.3) est un
isomorphisme, on applique alors le lemme (3.1.1) au diagramme commutatif e´vident.
On voit ainsi que la construction (3.4) de´montrera la deuxie`me partie du the´ore`me
(2.4.2).
Remarque : en utilisant d’une autre manie`re le lemme (3.1.1), on voit facilement que
les morphismes Ri admettent eux aussi un prolongement e´quivariant sur L˜≤i.
3.3. — Dans les calculs qui suivent, la manie`re de noter les coordonne´s sur l’e´clate´
sera calque´e sur celle employe´e dans la preuve du lemme 3.2.1.
3.3.0. — Soit U0 l’ouvert (I-saturant) L
0 ×L L˜≤0 de L˜≤0. Le sche´ma U0, qui est
l’e´clate´ de l’espace affine A6Zp (de coordonne´es (a
i
j)1≤i≤j≤3) le long de l’origine de sa
fibre spe´ciale, est alors le quotient par (Gm)Zp du Zp-sche´ma T0 suivant.
Le sche´ma T0 est le sous-sche´ma localement ferme´ de l’espace affine A
8
Zp
(de coor-
donne´es (λ0, P0, a
i
j[0])1≤i≤j≤3) obtenu en intersectant le sous-sche´ma ferme´ d’e´quation
λ0P0 = p avec l’ouvert comple´mentaire du sous-sche´ma ferme´ d’e´quations (P0 = a
i
j[0] =
0 , ∀i, j). L’ action de (Gm)Zp sur T0 provient par restriction de celle obtenue en faisant
ope´rer (Gm)Zp sur A
8
Zp
via l’inverse du caracte`re tautologique sur le premier facteur et
via le caracte`re tautologique sur les autres.
On ve´rifie sans difficulte´ (directement ou en utilisant le lemme 3.2.1) que U0 est
semi-stable.
3.3.1. — Le sous-sche´ma ferme´ L0{3,5,6} de L
0 a pour e´quations aij = 0 , ∀(i, j) 6= (3, 3).
Le transforme´ strict de sa fibre spe´ciale est donc le sous-sche´ma ferme´ de U0 de´fini par
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les e´quations P0 = a
i
j[0] = 0 , ∀(i, j) 6= (3, 3). Comme c¸i-dessus, l’e´clate´ U1 de U0 le long
de ce transforme´ strict est semi-stable et s’identifie au quotient par (Gm)
2
Zp
du sche´ma
T1 suivant.
Le sche´ma T1 est le sous-sche´ma localement ferme´ de l’espace affine A
9
Zp
(de
coordonne´es (λ0, λ1, P1, a
i
j[1])1≤i≤j≤3) obtenu en intersectant le sous-sche´ma ferme´
d’e´quation λ0λ1P1 = p avec l’ouvert comple´mentaire des sous-sche´mas ferme´s
d’e´quations respectives (P1 = a
i
j [1] = 0 , ∀(i, j) 6= (3, 3)) et λ1 = a
3
3[1] = 0. L’ action de
(Gm)
2
Zp
sur T1 provient de l’action sur A
9
Zp
de´finie par
(Λ0,Λ1), (λ0, λ1, P1, a
i
j[1] ((i, j) 6= (3, 3)), a
3
3[1]) 7→
(Λ−10 λ0,Λ
−1
1 λ1,Λ0Λ1P1,Λ0Λ1a
i
j [1],Λ
0a33[1]).
Soit U01 l’ouvert comple´mentaire du sous-sche´ma ferme´ d’e´quation a
2
3[1] = 0. A partir
du paragraphe (3.3.3) nous travaillerons au-dessus de cet ouvert, ce qui nous permettra
de simplifier l’e´criture de certains e´clatements. Pour pouvoir appliquer l’argument (3.2)
au-dessus des ouverts Ui = U
0
1 ×L˜≤1
L˜≤i, nous aurons alors besoin de savoir que que
ceux-c¸i sont I-saturants. Nous allons donc ve´rifier maintenant que l’ouvert U01 est I-
saturant.
Soient g1 , · · · , g5 ∈ I(Zp) les matrices suivantes. Pour 1 ≤ i ≤ 4, gi =(
γi 0
0 Ktγ−1i K
)
, ou`
γ1 =

 1 0 01 1 0
0 0 1

 , γ2 =

 1 0 00 1 0
1 0 1

 , γ3 =

 1 0 00 1 0
0 1 1

 , γ4 =

 1 0 01 1 0
1 0 1

 ;
la matrice g5 s’e´crit
(
Id3 N
0 Id3
)
, ou` N =

 0 0 0p 0 0
0 p 0

. On ve´rifie facilement que
l’action de ces cinq e´le´ments de I(Zp) sur L˜≤1 pre´serve U
′
1 et que les translate´s de U1
(qui sont respectivement les ouverts comple´mentaires des ferme´s d’e´quation a13+a
2
3 = 0,
a12 + a
2
3 = 0, a
2
2 + a
2
3 = 0, a
1
1 + a
1
2 + a
1
3 + a
2
3 = 0 et P0 + a
2
3 = 0) forment avec U1 un
recouvrement de U ′1. La surjectivite´ annonce´e en re´sulte imme´diatement.
Remarque : le sous-sche´ma ferme´ de T1 d’e´quation a
2
3[1] = 1 s’identifie bien suˆr a` U
0
1 .
Nous pre´fererons cependant conserver l’homoge´ne´ite´ des e´quations en n’utilisant pas
cette identification.
3.3.2. — Le sous-sche´ma ferme´ L0{2,4,6} de L
0 a pour e´quations p = a22a
3
3 − (a
2
3)
2 =
a1i = 0 , ∀i. Le transforme´ strict (L
0
{2,4,6})˜≤1 de sa fibre spe´ciale est donc le sous-sche´ma
ferme´ de U1 de´fini par les e´quations P1 = a
2
2[1]a
3
3[1]− λ1(a
2
3[1])
2 = a1i [1] = 0 , ∀i.
Pour de´montrer que l’e´clate´ U2 de U1 le long de (L0{2,4,6})˜≤1 est semi-stable, nous al-
lons maintenant ve´rifier les hypothe`ses du lemme 3.2.1 pour le couple ((L0{2,4,6})˜≤1, U1).
On voit aise´ment que, localement pour la topologie de Zariski sur (L0{2,4,6})˜≤1, l’une
au moins des deux quantite´s a22[1] et a
3
3[1] est inversible. La matrice jacobienne
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

∂/∂λ0
0
∂/∂λ1
0
∂/∂P1
1
(∂/∂a1i [1])1≤i≤3
0
∂/∂a22[1]
0
∂/∂a23[1]
0
∂/∂a33[1]
0
0 0 0 0 a33[1] −2λ1a
2
3[1] a
2
2[1]
0 0 0 Id3 0 0 0


des e´quations de (L0{2,4,6})˜≤1 est donc de rang maximum le long de (L0{2,4,6})˜≤1. Ceci
de´montre de´ja` que le sche´ma (L0{2,4,6})˜≤1 est lisse sur Fp. La matrice extraite obtenue
en oubliant ses deux premie`res colonnes est elle aussi de rang maximum, ce qui de´montre
aussi que U
sing
1 ∩ (L
0
{2,4,6})˜≤1 (qui a pour e´quation λ0λ1 = 0 dans (L0{2,4,6})˜≤1) est un
diviseur a` coisements normaux dans (L0{2,4,6})˜≤1.
Nous allons maintenant donner une description explicite du sche´ma U2, comme
quotient par (Gm)
3
Zp
du sche´ma T2 suivant.
Le sche´ma T2 est le sous-sche´ma localement ferme´ de l’espace affine A
11
Zp
(de
coordonne´es (λ0, λ1, λ2, P2, δ
1
1 [2], a
i
j[2]1≤i≤j≤3) obtenu en intersectant le sous-sche´ma
ferme´ d’e´quations
λ0λ1λ2P2 = p
λ2δ
1
1 [2] = a
2
2[2]a
3
3[2]− λ1(a
2
3[2])
2
avec l’ouvert comple´mentaire des sous-sche´mas ferme´s d’e´quations respectives
P2 = δ
1
1 [2] = a
1
i = 0 , ∀i
λ2 = a
2
2[2] = a
2
3[2] = 0
λ1 = a
3
3[2] = 0.
L’ action de (Gm)
3
Zp
sur T2 provient de l’action sur A
11
Zp
de´finie par
(Λ0,Λ1,Λ2) 7→
diag (Λ−10 , Λ
−1
1 , Λ
−1
2 , Λ0Λ1Λ2 , (Λ0Λ1)
2Λ2 , (Λ0Λ1Λ2).Id3 , (Λ0Λ1).Id2 , Λ0)
(la notation diag (x1, · · · , xn) de´signe la matrice diagonale d’e´le´ments x1, · · · , xn ; on
range les coordonne´es aij[2] par i croissants).
3.3.3. — Le sous-sche´ma ferme´ L0{2,3,6} de L
0 a pour e´quations a1i = 0 , ∀i. Le
transforme´ strict de sa fibre spe´ciale a donc pour e´quations P2 = a
1
i [2] = 0 , ∀i.
Soit δji le cofacteur de a
i
j dans la matrice A (cf. 2.1). Le sous-sche´ma ferme´ L
0
{1,5,6}
de L0 a pour e´quations δji = 0 , ∀i, j. On laisse au lecteur le soin de ve´rifier que le
transforme´ strict de sa fibre spe´ciale a alors pour e´quations P2 = δ
j
i [2] = 0 , ∀i, j, ou`
δ12 [2] = −
∣∣∣∣ a12[2] λ1a13[2]a32[2] a33[2]
∣∣∣∣ , δ13 [2] =
∣∣∣∣ a21[2] a22[2]a31[2] a32[2]
∣∣∣∣ , δ22 [2] =
∣∣∣∣ a11[2] λ1λ2a13[2]a31[2] a33[2]
∣∣∣∣ ,
δ23 [2] = −
∣∣∣∣ a11[2] λ2a12[2]a31[2] a32[2]
∣∣∣∣ et δ33 [2] =
∣∣∣∣ a11[2] λ2a12[2]a12[2] a22[2]
∣∣∣∣
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(avec les conventions aij [2] = a
j
i [2] et δ
i
j [2] = δ
j
i [2] pour i ≥ j).
L’intersection dans U2 des transforme´s stricts de L
0
{2,3,6} et L
0
{1,5,6} est vide (cf. la
premie`re des conditions ouvertes intervenant dans la de´finition de T2). Pour de´montrer
que l’e´clate´ de U2 le long de leur re´union est semi-stable, il suffit donc de ve´rifier que ces
deux transforme´s stricts ve´rifient les hypothe`ses du lemme 3.2.1. C’est ce ce que nous
allons faire maintenant.
Une matrice extraite (en n’oubliant que des colonnes) de la matrice jacobienne des
e´quations du transforme´ strict de L0{2,3,6} est


∂/∂P2
0
∂/∂δ11[2]
λ2
∂/∂a11[2]
0
∂/∂a12[2]
0
∂/∂a13[2]
0
∂/∂a22[2]
−a33[2]
∂/∂a33[2]
−a22[2]
1 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0


et, de meˆme que dans le paragraphe (3.3.2), la proposition a` ve´rifier re´sulte du fait
que, localement pour la topologie de Zariski sur (L0{2,3,6})˜≤2, l’une au moins des trois
quantite´s λ2, a
2
2[2], a
3
3[2] est inversible.
On ve´rifie facilement que
λ2a
1
3[2]δ
1
1 [2] + a
2
3[2]δ
1
2 [2] + a
3
3[2]δ
1
3 [2] = 0 ,
λ2a
1
2[2]δ
3
1 [2] + a
2
2[2]δ
3
2 [2] + a
3
2[2]δ
3
3 [2] = 0
et λ2a
1
3[2]δ
2
1 [2] + a
2
3[2]δ
2
2 [2] + a
3
3[2]δ
2
3 [2] = 0 .
Au-dessus de l’ouvert U01 les quantite´s δ
1
2 [2], δ
3
3 [2] et δ
2
2 [2] s’expriment alors en fonction
de δ11 [2], δ
1
3 [2] et δ
2
3 [2]. Les e´quations de´finissant le transforme´ strict de L
0
{1,5,6} dans
U02 = U2 ×U1 U
0
1 se re´sument donc a` P2 = δ
1
1 [2] = δ
1
3 [2] = δ
2
3 [2] = 0. La matrice


∂/∂a11[2]
0
∂/∂a12[2]
0
∂/∂a22[2]
−a33[2]
∂/∂λ1
(a23[2])
2
∂/∂P2
0
∂/∂δ11[2]
λ2
0 a23[2] −a
1
3[2] 0 0 0
−a23[2] λ2a
1
3[2] 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1


est alors une matrice extraite (en n’oubliant que des colonnes) de la matrice
jacobienne des e´quations de (L0{1,4,5})˜≤2 (vu comme quotient par (Gm,Zp)
3 d’un sous-
sche´ma localement ferme´ de l’espace affine ambiant A11Zp ⊃ T2 ⊃ T
0
2 = T2 ×U1 U
0
1 ).
Il re´sulte de´ja` du fait que a23[2])
2 est inversible que (L0{1,4,5})˜≤2 est lisse sur Fp. En
utilisant le fait que T 02 est re´union des ouverts comple´mentaires des ferme´s d’e´quations
respectives λ1 = 0 et a
3
3[2] = 0, on voit que l’e´quation λ0λ1λ2 = 0 de´finit un diviseur
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a` croisements normaux dans (L0{1,4,5})˜≤2, ce qui de´montre que (L0{1,4,5})˜≤2 ve´rifie lui
aussi les hypothe`ses du lemme 3.2.1.
Nous allons maintenant donner une description explicite de l’e´clate´ U3 de U
0
2 le long
des transforme´s stricts de L0{2,3,6} et L0{1,5,6}, comme quotient par (G
5
m)Zp du Zp-
sche´ma T3 suivant.
Le sche´ma T3 est le sous-sche´ma localement ferme´ de l’espace affine A
15
Zp
(de
coordonne´es (λ0, λ1, λ2, µ3, ν3, P3, δ
1
1 [3], δ
1
3[3], δ
2
3[3], a
i
j[3]1≤i≤j≤3) obtenu en intersectant
le sous-sche´ma ferme´ d’e´quations
λ0λ1λ2µ3ν3P3 = p
λ2ν3δ
1
1 [3] = a
2
2[3]a
3
3[3]− λ1(a
2
3[3])
2
ν3δ
1
3 [3] = a
1
2[3]a
2
3[3]− a
1
3[3]a
2
2[3]
ν3δ
2
3 [3] = −(a
1
1[3]a
2
3[3]− λ2µ3a
1
2[3]a
1
3[3])
avec l’ouvert comple´mentaire des sous-sche´mas ferme´s d’e´quations respectives
P3 = δ
1
1 [3] = δ
1
3 [3] = δ
2
3 [3] = 0
ν3P3 = a
1
i [3] = 0 , ∀i
µ3 = ν3δ
1
1 [3] = 0 (cf. 3.3.2)
a23[3] = 0
et λ1 = a
3
3[3] = 0.
On laisse au lecteur le soin d’expliciter l’action de (G5m)Zp .
3.3.4. — Le sous-sche´ma ferme´ L0{1,3,5} de L
0 a pour e´quations δi3 = 0 , ∀i. Le
transforme´ strict de L0{1,3,5} a alors pour e´quations P3 = δ
1
3 [3] = δ
2
3 [3] = 0 (on
rappelle que δ33 [2] s’exprime en fonction de δ
1
3 [2] et δ
2
3 [2], cf. 3.3.3). De meˆme que
dans le paragraphe 3.3.3, on ve´rifie que ce transforme´ strict (vu comme sous-sche´ma
ferme´ de U3) ve´rifie les hypothe`ses du lemme 3.2.1 (en n’oubliant que des colonnes, on
peut en fait extraire de la matrice jacobienne de ses e´quations une matrice d’une forme
analogue a` celle qu’on a e´crite lors de la ve´rification des hypothe`ses du lemme 3.2.1 pour
(L0{1,4,5})˜≤2).
L’e´clate´ U4 de U3 le long du transforme´ strict de L0{1,3,5} se de´crit explicitement
comme le quotient par (G6m)Zp du Zp-sche´ma T4 suivant.
Le sche´ma T4 est le sous-sche´ma localement ferme´ de l’espace affine A
16
Zp
(de coor-
donne´es (λ0, λ1, λ2, µ3, ν3, λ4, P4, δ
1
1 [4], δ
1
3[4], δ
2
3[4], a
i
j[4]1≤i≤j≤3) obtenu en intersectant
le sous-sche´ma ferme´ d’e´quations
λ0λ1λ2µ3ν3λ4P4 = p
λ2ν3δ
1
1 [4] = a
2
2[4]a
3
3[4]− λ1(a
2
3[4])
2
ν3λ4δ
1
3 [4] = a
1
2[4]a
2
3[4]− a
1
3[4]a
2
2[4]
ν3λ4δ
2
3 [4] = −(a
1
1[4]a
2
3[4]− λ2µ3a
1
2[4]a
1
3[4])
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avec l’ouvert comple´mentaire des sous-sche´mas ferme´s d’e´quations respectives
P4 = δ
1
3 [4] = δ
2
3 [4] = 0
λ4 = δ
1
1 [4] = 0
ν3λ4P4 = a
1
i [4] = 0 , ∀i
µ3 = ν3δ
1
1 [4] = 0 (cf. 3.3.2)
a23[4] = 0
et λ1 = a
3
3[4] = 0.
On laisse au lecteur le soin d’expliciter l’action de (G6m)Zp .
3.3.5. — Le sous-sche´ma ferme´ L0{1,2,4} de L
0 a pour e´quation de´tA = 0. Malheureuse-
ment, le transforme´ strict de sa fibre spe´ciale n’est pas le sous-sche´ma ferme´ d’e´quation
P4 = de´tA4 = 0, ou`
A4 =

 a11[4] λ2µ3a12[4] λ1λ2µ3a13[4]a21[4] a22[4] λ1a23[4]
a31[4] a
3
2[4] a
3
3[4]

 .
En effet, on ve´rifie aise´ment que −a23[4]de´tA4 = λ2ν
2
3λ4∆, ou`
∆ =
∣∣∣∣ δ11 [4] µ3δ12 [4]δ31 [4] δ32 [4]
∣∣∣∣ et δ12 [4] = −(a23[4])−1(λ2a13[4]δ11 [4] + λ4a33[4]δ13 [4]).
Le transforme´ strict de L0{1,2,4} est donc (a` priori) un sous-sche´ma ferme´ du sous-
sche´ma ferme´ (L0{1,2,4})˜
?
≤4 de U4 d’e´quations P4 = ∆ = 0. Nous allons maintenant
de´montrer que le couple ((L0{1,2,4})˜
?
≤4, U4) satisfait les hypothe`ses du lemme 3.2.1. Nous
en de´duirons ensuite que (L0{1,2,4})˜
?
≤4 est en fait le transforme´ strict (L0{1,2,4})˜≤4 de
L0{1,2,4} (de sorte que ce transforme´ strict ve´rifiera lui aussi les hypothe`ses du lemme
3.2.1).
La matrice


∂
∂a11[4]
0
∂
∂a12[4]
0
∂
∂a22[4]
−a33[4]
∂
∂a33[4]
−a22[4]
∂
∂λ1
(a23[4])
2
∂
∂δ11 [4]
λ2ν3
∂
∂δ23 [4]
0
∂
∂P4
0
0 −a23[4] a
1
3[4] 0 0 0 0 0
a23[4] −λ2µ3a
1
3[4] 0 0 0 0 0 0
0 0 0 µ3λ4(δ
1
3 [4])
2 0 δ23 [4] δ
1
1 [4] 0
0 0 0 0 0 0 0 1


est une matrice extraite (en n’oubliant que des colonnes) de la matrice jacobienne des
e´quations de (L0{1,2,4})˜
?
≤4. Le long du ferme´ d’e´quations δ
1
1 [4] = δ
2
3 [4] = 0, les quantite´s
µ3, λ4 et δ
1
3 [4] sont inversibles. Par conse´quent, localement pour la topologie de Zariski
sur (L0{1,2,4})˜
?
≤4, l’une au moins des entre´es de la quatrie`me ligne de cette matrice est
inversible. En raisonnant sur les trois premie`res lignes de cette matrice comme dans
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les paragraphes 3.3.3 et 3.3.4, cec¸i de´montre que (L0{1,2,4})˜
?
≤4 ve´rifie les hypothe`ses du
lemme 3.2.1.
Le comple´mentaire dans (L0{1,2,4})˜
?
≤4 du diviseur exceptionnel de U4 s’identifie a` a`
L0{1,2,4} − L0{1,3,5}. L’intersection de (L0{1,2,4})˜
?
≤4 avec le diviseur exceptionnel de U4
(qui a pour e´quation λ0λ1λ2µ3ν3λ4 = 0) est comme on vient de le voir un diviseur a`
croisements normaux dans (L0{1,2,4})˜
?
≤4 et est donc de comple´mntaire dense. Le sche´ma
(L0{1,2,4})˜
?
≤4 est donc l’adhe´rence sche´matique dans U4 de L0{1,2,4} − L0{1,3,5}, ce qui
de´montre que c’est bien le transforme´ strict de L0{1,2,4}.
On va maintenant de´crire explicitement l’e´clate´ U5 de U4 le long du transforme´ strict
de L0{1,2,4}, comme le quotient par (G
7
m)Zp du Zp-sche´ma T5 suivant.
Le sche´ma T5 est le sous-sche´ma localement ferme´ de l’espace affine A
18
Zp
(de
coordonne´es (λ0, λ1, λ2, µ3, ν3, λ4, λ5, P5,∆[5], δ
1
1[5], δ
1
3[5], δ
2
3 [5], a
i
j[5]1≤i≤j≤3) obtenu en
intersectant le sous-sche´ma ferme´ d’e´quations
λ0λ1λ2µ3ν3λ4λ5P5 = p
λ2ν3δ
1
1 [5] = a
2
2[5]a
3
3[5]− λ1(a
2
3[5])
2
ν3λ4δ
1
3 [5] = a
1
2[5]a
2
3[5]− a
1
3[5]a
2
2[5]
ν3λ4δ
2
3 [5] = −(a
1
1[5]a
2
3[5]− λ2µ3a
1
2[5]a
1
3[5])
λ5∆[5] = −a
2
3[5]
−1(δ11 [5]δ
3
2 [5] + µ3δ
3
1 [5](a
2
3[5])
−1(λ2a
1
3[5]δ
1
1 [5] + λ4a
3
3[5]δ
1
3 [5]))
avec l’ouvert comple´mentaire des sous-sche´mas ferme´s d’e´quations respectives
P5 = ∆5 = 0
λ5P5 = δ
1
3 [5] = δ
2
3 [5] = 0
λ4 = δ
1
1 [5] = 0
ν3λ4λ5P5 = a
1
i [5] = 0 , ∀i
µ3 = ν3δ
1
1 [5] = 0 (cf. 3.3.2)
a23[5] = 0
et λ1 = a
3
3[5] = 0.
On laisse au lecteur le soin d’expliciter l’action de (G7m)Zp .
3.4. — Nous allons maintenant construire des morphismes Ri : Ui −→ Gri−2 (pour
i = 3, 4, 5) prolongeant le morphisme R0i : Ui ⊗Zp Qp →֒ L˜≤i ⊗Zp Qp == L ⊗Zp Qp →֒
Gr0 ⊗Zp Qp == Gri−2 ⊗Zp Qp (cf. 2.2.2).
3.4.1. — Construction du morphisme R3.
On munit le Zp-module V1 de la base (Π
−1e1, · · · ,Π
−1e6) (cf. 1.1). Le morphisme R
0
3
est donc de´fini par l’image de la matrice Π .
(
A
K
)
. Conside´rons la matrice
M =


ν3P3 0 0
a11[3] λ0λ1λ2µ3a
1
2[3] λ0λ1λ2µ3a
1
3[3]
a21[3] λ0λ1a
2
2[3] λ0λ1a
2
3[3]
a31[3] λ0λ1a
3
2[3] λ0λ1a
3
3[3]
0 0 1
0 1 0

 .
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La matrice Π .
(
A
K
)
ne diffe`re de M que par sa premie`re colonne, qui est le produit de
celle de M par λ0λ1λ2µ3. Le morphisme R
0
i est donc encore de´fini par l’image de M .
Les mineurs ν3P3, a
1
1[3], a
2
1[3], a
3
1[3] de la matrice M ne s’annulent pas simultane´ment
sur le sche´ma T3 et l’image de la matrice M est donc un facteur direct de rang 3 du
Γ (T3,OT3)-module V1 ⊗Zp Γ (T3,OT3). Ceci de´finit un morphisme T3 −→ Gr1, et on
laisse au lecteur le soin de ve´rifier que celui-c¸i se factorise par le quotient T3 −→ U3.
Remarque : la construction pre´ce´dente peut de´ja` se faire sur l’e´clate´ U2,5 de U2 le
long du transforme´ strict de L0{2,3,6}
3.4.2. — Construction du morphisme R4.
On munit de meˆme le Zp-module V2 de la base (Π
−2e1, · · · ,Π
−2e6), de sorte que le
morphisme R04 est de´fini par l’image de la matrice Π
2 .
(
A
K
)
. Conside´rons la matrice
B0 =


0 p
p 0
a11 a
1
2
a21 a
2
2
a31 a
3
2


forme´e des deux premie`res colonnes et des cinq premie`res lignes de la matrice Π2 .
(
A
K
)
et notons W le sous Zp-module de V2 engendre´ par les cinq premiers vecteurs de la base
c¸i-dessus. L’image de la matrice B0 de´finit un morphisme b0 : U4 ⊗Zp Qp →֒ L
0 ⊗Zp
Qp −→ Gr (2,W )⊗Zp Qp et le dernier vecteur-colonne de la matrice Π
2 .
(
A
K
)
de´finit
un morphisme c3 : U4 −→ P(V2ˇ ) qui se factorise par l’ouvert comple´mentaire de P(W )ˇ.
La construction de R4 se rame`ne donc a` celle d’un morphisme b : U4 −→ Gr (2,W )
prolongeant b0 (on a alors R4 = b⊕ c3, avec un abus de notations e´vident). A son tour,
la construction du morphisme b se rame`ne a` celle d’un morphisme β : U4 −→ P(Λ
2W )ˇ
prolongeant le morphisme β0 : U4 ⊗Zp Qp −→ P(Λ
2W )ˇ ⊗Zp Qp induit par les
coordonne´es de Plu¨cker (on rappelle que le Zp-sche´ma U4 est plat par construction).
Le morphisme β0 est de´fini par les coordonne´es homoge`nes
m1,2 = −p
2, m1,3 = −pa
1
1,
m1,4 = −pa
2
1, m1,5 = −pa
3
1,
m2,3 = pa
2
1, m2,4 = pa
2
2,
m2,5 = pa
2
3, m3,4 = δ
3
3 ,
m3,5 = −δ
2
3 et m4,5 = δ
1
3 .
Soient
M1,2 = −λ2µ3ν3λ4P
2
4 , M1,3 = −λ2µ3P4a
1
1[4],
M1,4 = −λ2µ3P4a
2
1[4], M1,5 = −λ2µ3P4a
3
1[4],
M2,3 = λ2µ3P4a
2
1[4], M2,4 = P4a
2
2[4],
M2,5 = P4a
2
3[4], M3,4 = δ
3
3 [4],
M3,5 = −δ
2
3 [4] et M4,5 = δ
1
3 [4]
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(ou` l’on pose δ33 [4] = −a
3
2[4]
−1(λ2µ3a
1
2[4]δ
3
1 [4] + a
2
2[4]δ
3
2 [4])). On a alors
mi,j = (λ0λ1)
2λ2µ3ν3λ4Mi,j ,
et le morphisme β0 est donc encore de´fini par les coordonne´es homoge`nes Mi,j.
Le triplet (M2,5,M3,5,M4,5) ne s’annule jamais sur T4 (T4 est recouvert par les
ouverts comple´mentaires des trois ferme´s d’e´quations respectives δ13 [4] = 0, δ
1
3 [4] = 0 et
P4 = 0 et a
2
3[4] est inversible sur T4). Le 10-uplet (Mi,j)i,j de´finit donc un morphisme
T4 −→ P(Λ
2W )ˇ. On ve´rifie aise´ment que ce morphisme est invariant sous l’action
naturelle de (Gm)
6
Zp
sur T4. On obtient alors le morphisme β recherche´ par passage au
quotient.
3.4.3. — Construction du morphisme R5.
On munit de meˆme le Zp-module V3 de la base (Π
−3e1, · · · ,Π
−3e6), de sorte que le
morphisme R05 est de´fini par l’image de la matrice Π
3 .
(
A
K
)
=
(
pK
A
)
.
Le Zp-sche´ma U5 est plat (par construction), et la construction du morphisme R5 se
rame`ne donc a` celle d’un morphisme ρ5 : U5 −→ P(Λ
3V3 )ˇ prolongeant le morphisme
ρ05 : U5 ⊗Zp Qp −→ P(Λ
3V3 )ˇ⊗Zp Qp induit par les coordonne´es de Plu¨cker.
Le morphisme R05 est de´fini par les coordonne´es homoge`nes
m1,2,3 = −p
3 , m1,2,4 = −p
2a11 ,
m1,2,5 = p
2a21 , m1,2,6 = −p
2a31 ,
m1,3,4 = −m1,2,5 , m1,3,5 = p
2a22 ,
m1,3,6 = p
2a32 , m1,4,5 = pδ
3
3 ,
m1,4,6 = −pδ
2
3 , m1,5,6 = pδ
1
3 ,
m2,3,4 = m1,2,6 , m2,3,5 = −m1,3,6 ,
m2,3,6 = −p
2a33 , m2,4,5 = −m1,4,6 ,
m2,4,6 = −pδ
2
2 , m2,5,6 = pδ
1
2 ,
m3,4,5 = m1,5,6 , m3,4,6 = −m2,5,6 ,
m3,5,6 = pδ
1
1 et m4,5,6 = de´t A.
Soient
M1,2,3 = −λ1λ2µ
2
3ν3λ
2
4λ
2
5P
3
5 , M1,2,4 = −λ1λ2µ
2
3λ4λ5P
2
5 a
1
1[5] ,
M1,2,5 = −λ1λ2µ
2
3λ4λ5P
2
5 a
2
1[5] , M1,2,6 = −λ1λ2µ
2
3λ4λ5P
2
5 a
3
1[5] ,
M1,3,4 = −M1,2,5 , M1,3,5 = λ1µ3λ4λ5P
2
5 a
2
2[5] ,
M1,3,6 = λ1µ3λ4λ5P
2
5 a
3
2[5] , M1,4,5 = λ1µ3λ4P5δ
3
3 [5] ,
M1,4,6 = −λ1µ3λ4P5δ
2
3 [5] , M1,5,6 = λ1µ3λ4P5δ
1
3 [5] ,
M2,3,4 =M1,2,6 , M2,3,5 = −M1,3,6 ,
M2,3,6 = −µ3λ4λ5P
2
5 a
3
3[5] , M2,4,5 = −M1,4,6 ,
M2,4,6 = −µ3P5δ
2
2 [5] , M2,5,6 = µ3P5δ
1
2 [5] ,
M3,4,5 =M1,5,6 , M3,4,6 = −M2,5,6 ,
M3,5,6 = P5δ
1
1 [5] et M4,5,6 = ∆[5] ,
ou` l’on pose
δ12 [5] = −a
3
2[5]
−1(λ2a
1
3[5]δ
1
1 [5] + λ4a
3
3[5]δ
1
3 [5]) ,
δ22 [5] = −a
3
2[5]
−1(λ2µ3a
3
1[5]δ
1
2 [5] + λ4a
3
3[5]δ
3
2 [5])
et δ33 [5] = −a
3
2[5]
−1(λ2µ3a
1
2[5]δ
3
1 [5] + a
2
2[5]δ
3
2 [5]).
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On a mi,j,k = λ
3
0λ
2
1λ
2
2µ3ν
2
3λ4λ5Mi,j,k , et le morphisme ρ
0
5 est donc encore de´fini par les
coordonne´es homoge`nes Mi,j,k .
On va maintenant ve´rifier que le 20-uplet (Mi,j,k)i,j,k ne s’annule jamais sur T5, ce qui
terminera la construction (il est facile de voir que le morphisme T5 −→ P(Λ
3V3ˇ ) ainsi
de´fini est invariant sous l’action naturelle de (Gm)
7
Zp
sur T5 ; le morphisme ρ5 recherche´
s’obtient alors par passage au quotient).
Conside´rons le sous-sche´ma ferme´ Z de T5 d’e´quations Mi,j,k = 0 , ∀i, j, k et
supposons qu’il soit non vide. Le long de Z on a ∆[5] = 0 et P5 est donc
inversible ; l’annulation de M3,5,6 entraˆıne alors celle de δ
1
1 [5]. En particulier µ3
et λ4 sont donc inversibles le long de Z, et il re´sulte alors de l’annulation de
M1,4,6 , M1,5,6 , M2,4,6 , M2,5,6 et δ
1
1 [5] que δ
1
3 [5] = δ
2
3 [5] = 0 (on rappelle que T5
est recouvert par les ouverts comple´mentaires des deux ferme´s d’e´quations respectives
λ1 = 0 et a
3
3[5] = 0). Le long de Z, λ5P5 est donc inversible et il re´sulte alors de l’
annulation de M1,3,6 et M2,3,6 que λ1 = a
3
3[5] = 0, ce qui est la contradiction cherche´e.
4. — Application : construction d’un mode`le semi-stable de S(g,N, p)Qp
pour g ≤ 3
Dans ce paragraphe, g est un entier positif infe´rieur ou e´gal a` 3 (le cas g = 1 est
cependant trivial).
Conside´rons le produit fibre´
T˜ (g,N, p) = T (g,N, p)×Mg M˜g ,
ou` le morphisme T (g,N, p) −→ Mg est le morphisme f (1.3) et ou` le morphisme
M˜g −→Mg est la composition du morphisme R : M˜g == L˜g −→Mg de la deuxie`me
partie du the´ore`me (2.4.2) avec l’inclusion ferme´e Mg →֒ Mg (2.3). En utilisant le
the´ore`me (2.4.2) et le fait que f est lisse (cf. 1.3), on voit imme´diatement que le
morphisme T˜ (g,N, p) −→ T (g,N, p) est une re´solution semi-stable I-e´quivariante (cf.
2.4) de T (g,N, p).
L’action du sche´ma en groupes I sur T (g,N, p) est libre, et son action sur T˜ (g,N, p)
est donc a` fortiori libre. Conside´rons le quotient
S˜(g,N, p) = T˜ (g,N, p)/I
(qui est a` priori un espace alge´brique au sens de Knutson [Kn] ; nous verrons que pour
g = 2, ce quotient est en fait un sche´ma quasi-projectif). Le the´ore`me suivant re´sulte
alors visiblement de la proposition 1.3.2 et du the´ore`me 2.4.2.
THE´ORE`ME 4.1. — 1) Localement pour la topologie e´tale, l’espace alge´brique S˜(g,N, p)
est Zp-isomorphe a` M˜g. En particulier, S˜(g,N, p) est semi-stable.
2) Le morphisme S˜(g,N, p) −→ S˜(g,N, p) est une re´solution semi-stable (cf. 2.4). 
Remarques : 1) Lorsque g = 2 (resp. g = 3), la premie`re partie de ce the´ore`me revient
a` dire que S˜(g,N, p) est semi-stable et qu’il existe des points (ferme´s) de sa fibre spe´ciale
dont tout voisinage e´tale suffisamment petit est re´union de quatre (resp. sept) branches
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lisses. Puisque S˜(2, N, p) (resp. S˜(3, N, p)) est de dimension relative 3 (resp. 6) sur Zp,
le nombre 4 (resp. 7) est le maximum possible pour un espace alge´brique semi-stable.
2) A. J. de Jong a de´ja` construit par une autre me´thode une re´solution semi-stable
de S(2, N, p), dont la source est un sche´ma quasi-projectif (cf. [dJ2]). Cette re´solution
semi-stable co¨ıncide avec la noˆtre (cf. la remarque 2 suivant notre the´ore`me 2.4.2), et
en particulier S˜(2, N, p) est donc bien un sche´ma quasi-projectif.
3) On peut obtenir de la meˆme manie`re (cf. la remarque 3 suivant le the´ore`me 2.4.2)
un mode`le semi-stable de certaines varie´te´s de Shimura unitaires dont le groupe est de
type GU(2, 2) en la place archime´dienne.
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