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Abstract
Motivated by the success of the non-commutative scalar Grosse-Wulkenhaar model, a
non-commutative U⋆(1) gauge field theory including an oscillator-like term in the action
has been put forward in [1]. The aim of the current work is to analyze whether that
action can lead to a fully renormalizable gauge model on non-commutative Euclidean
space. In a first step, explicit one-loop graph computations are hence presented, and
their results as well as necessary modifications of the action are successively discussed.
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1 Introduction
One of the big challenges of the past decade has been the construction of renormalizable
quantum field theories (QFTs) on non-commutative space-time, usually plagued by the
infamous UV/IR mixing problem [2, 3, 4]. Only in very special cases has this task been
successful so far, namely in the case of scalar field theories formulated in even dimensional
θ-deformed Euclidean space: In fact, three such renormalizable models are known today1,
the first of which being the so-called Grosse-Wulkenhaar model [11, 12, 13]. In that model,
the action is supplemented by an oscillator-like term which modifies the propagator in such
a way that it becomes Langmann-Szabo invariant [14] (just like the modified action, in fact).
Motivated by the success of the Grosse-Wulkenhaar model, some non-commutative
gauge field models including similar oscillator-like terms in the action were put forward
in Refs. [1, 15, 16]. The current work mainly deals with loop calculations based on the
previous letter [1], aiming to clarify whether the action we proposed there can lead to a
renormalizable non-commutative gauge theory. In doing so, we find effective one-loop con-
tributions to the action showing great similarities to the so-called “induced gauge theories”
with oscillator terms which were put forward in [15, 16]. These findings lead us to the con-
clusion, that (even though we do not claim to have solved the many problems concerning
non-commutative gauge field theories in general, as was discussed in [17]) the implemen-
tation of a Grosse-Wulkenhaar oscillator term into gauge theories seems to be a promising
ansatz for a renormalizable non-commutative gauge theory. However, it also seems to be
necessary to do this in a gauge invariant manner, i.e. to consider an action derived by (or
motivated from) the “induced gauge theories”.
Our paper is organized as follows: Section 2 briefly reviews the action and its symmetries
followed by Section 3 where some one-loop results are presented. We finally compare the
effective action with the induced gauge theory of [15, 16] in Section 4 and discuss the
consequences.
1The other two renormalizable scalar models were introduced in references [5, 6] and developed further
in [7, 8, 9, 10].
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2 The non-commutative gauge field model with oscillator
term
In the simplest case of θ-deformed space-time, one considers a constant commutator [xµ ⋆, xν ] ≡
xµ ⋆ xν − xν ⋆ xµ = iθµν , i.e. a Heisenberg algebra for the space-time coordinates, realized
through the so-called Groenewold-Moyal ⋆-product [18, 19]. Considering four dimensional
Euclidean space, in Ref. [1] we proposed the following non-commutative U⋆(1) gauge field
action2 at tree-level:
Γ(0) = Sinv + Sm + Sgf ,
Sinv =
1
4
∫
d4xFµν ⋆ Fµν ,
Sm =
Ω2
4
∫
d4x
(
1
2
{x˜µ ⋆, Aν} ⋆ {x˜µ ⋆, Aν}+ {x˜µ ⋆, c¯} ⋆ {x˜µ ⋆, c}
)
=
=
Ω2
8
∫
d4x (x˜µ ⋆ Cµ) ,
Sgf =
∫
d4x
[
B ⋆ ∂µAµ −
1
2
B ⋆ B − c¯ ⋆ ∂µsAµ −
Ω2
8
c˜µ ⋆ s Cµ
]
, (1)
with
Fµν = ∂µAν − ∂νAµ − ig [Aµ ⋆, Aν ] ,
Cµ =
(
{{x˜µ ⋆, Aν} ⋆, Aν}+ [{x˜µ ⋆, c¯} ⋆, c] + [c¯ ⋆, {x˜µ ⋆, c}]
)
,
x˜µ =
(
θ−1
)
µν
xν . (2)
The field Aµ denotes the non-commutative generalization of a U(1) gauge field (hence the
notation U⋆(1) for the deformed algebra), and B is the multiplier field implementing a
non-linear gauge fixing3
δΓ(0)
δB
= ∂µAµ −B +
Ω2
8
(
[{x˜µ ⋆, c} ⋆, c˜µ]− {x˜µ ⋆, [c˜µ ⋆, c]}
)
= 0. (3)
Furthermore, we have an additional multiplier field c˜µ imposing on-shell BRST invariance of
the expression Cµ, Ω is a constant parameter and c, c¯ are the ghost/antighost, respectively.
The action (1) is invariant under the BRST transformations given by
sAµ = Dµc = ∂µc− ig [Aµ ⋆, c] , sc¯ = B,
sc = igc ⋆ c, sB = 0,
sc˜µ = x˜µ, s
2ϕ = 0 ∀ ϕ ∈ {Aµ, B, c, c¯, c˜µ} . (4)
Using these transformations, the action can be written succinctly as
Γ(0) =
∫
d4x
(
1
4
Fµν ⋆ Fµν + s
(
Ω2
8
c˜µ ⋆ Cµ + c¯ ⋆ ∂µAµ −
1
2
c¯ ⋆ B
))
. (5)
The properties of the appearing fields are summarized in Table 1, where g♯ denotes the ghost
number.
2Some other candidates for non-commutative gauge field theories without oscillator terms were in fact
presented in Refs. [20, 21, 22, 23, 24]. However, these will not be discussed here.
3Notice, that in the limit Ω→ 0 this becomes a Feynman gauge.
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Table 1: Properties of the fields.
Field Aµ c c¯ c˜µ B
g♯ 0 1 -1 -1 0
Mass dim. 1 0 2 1 2
Statistics b f f f b
By introducing external sources ρµ and σ for the non-linear BRST transformations, one
derives the Slavnov-Taylor identity
S(Γtot) =
∫
d4x
(
δΓtot
δρµ
⋆
δΓtot
δAµ
+
δΓtot
δσ
⋆
δΓtot
δc
+B ⋆
δΓtot
δc¯
+ x˜µ ⋆
δΓtot
δc˜µ
)
= 0 , (6)
with
Γtot = Γ
(0) + Γext ,
Γext =
∫
d4x (ρµ ⋆ sAµ + σ ⋆ sc) . (7)
Equation (6) describes the symmetry content with respect to (4). When taking its functional
derivative with respect to Aρ and c and then setting all fields to zero one arrives at
∂zµ
δ2Γtot
δAρ(y)δAµ(z)
=
∫
d4x
(
x˜µ
δ3Γtot
δc(z)δAρ(y)δc˜µ(x)
)
6= 0 . (8)
Usually one would expect to obtain the transversality condition for the one-particle ir-
reducible (1PI) two-point graph. However, in this case the oscillator term breaks gauge
invariance and hence transversality, as can bee seen from the equation above: Instead one
has a Ward identity relating the 1PI two-point graph to a three-point graph involving the
new field c˜µ. Graphically we can express this relation as depicted in Figure 1.
∂µ = x˜µ·
Figure 1: Ward identity replacing transversality
The bilinear parts of the action (1) lead to the following gauge field and ghost propagators
in momentum space:
GAµν(p, q) = (2π)
4KM (p, q)δµν ,
Gc¯c(p, q) = (2π)4KM (p, q) , (9)
where KM (p, q) denotes the so-called Mehler kernel
KM (p, q) =
ω3
8π2
∞∫
0
dα
1
sinh2(α)
exp
(
−ω4 coth
(
α
2
)
(p− q)2 − ω4 tanh
(
α
2
)
(p+ q)2
)
, (10)
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which is going to be responsible for improving the IR behaviour of the model. In the limit
ω = θΩ →∞ these propagators reduce to the usual ones, i.e.
lim
Ω→0
KM (p, q) =
1
p2
δ4 (p− q) .
This can be easily verified by integrating over one of the arguments in the Mehler kernel:
lim
Ω→0
∫
d4qKM (p, q) = lim
Ω→0
1
p2
(
1− e−
ω
2
p2
)
=
1
p2
. (11)
In the following sections we will discuss some one-loop properties of this model, but first some
comments are in order: In contrast to the usual situation, the multiplier field B appears in a
c˜Bc vertex (in addition to the BB and BA propagators). However, since the new multiplier
c˜µ does not propagate, it is impossible to build a graph including these additional Feynman
rules, but with only external gauge field legs. In fact, these are the types of graphs we are
going to concentrate on in the following, and hence the Feynman rules including the fields
B and c˜ are ignored for now.
3 One-loop computations
3.1 Power counting
Before starting the explicit calculations, we may derive estimations for the “worst case”,
i.e. the superficial degree of ultraviolet divergence, which via UV/IR mixing is directly
related to the degree of non-commutative IR divergence. We take into account the powers
of internal momenta k each Feynman rule contributes and also that each loop integral over
4-dimensional space increases the degree by 4. For example, the gauge boson propagator
usually behaves like 1/k2 for large k and therefore reduces the degree of divergence by
2, whereas each ghost vertex contributes one power of k to the numerator of a graph,
hence increasing the degree by one. However, in the present model all propagators, being
essentially Mehler kernels, depend on two momenta which additionally need to be integrated
in loop calculations. Taking into account these considerations for all Feynman rules we arrive
at
dγ = 4L− 6IA − 6Ic − 5IAB − 4IB + Vc + V3A + VeccA , (12)
where the I and V denote the number of the various types of internal lines and vertices,
respectively. The number of loop integrals L is given by
L = 2IA + 2Ic + 2IB + 2IAB − (Vc + V3A + V4A + VeccA + Vecc2A + VecBc + Vecc¯2c − 1) .
Furthermore, we take into account the relations
Ec/c¯ + 2Ic = 2Vc + VeccA + Vecc2A + VecBc + 3Vecc¯2c ,
EA + 2IA + IAB = Vc + 3V3A + 4V4A + VeccA + 2Vecc2A ,
EB + 2IB + IAB = VecBc ,
Ec˜ = VeccA + Vecc2A + VecBc + Vecc¯2c , (13)
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between the various Feynman rules describing how they (and how many) can be connected
to one another. The Ec/c¯, EA, Eec and EB denote the number of external lines of the
respective fields. Using these relations one can eliminate all internal lines and vertices from
the power counting formula and arrive at
dγ = 4− EA − Ec/c¯ − Ec˜ − 2EB . (14)
For the gauge boson self-energy we therefore expect the degree of divergence (UV and non-
commutative IR) to be at worst quadratically. Gauge invariance usually reduces the degree
of UV divergence to be merely logarithmic. However, due to the Ward identity (8) whose
right hand side is non-zero, the UV divergence will in fact be worse in our case, namely
quadratic.
3.2 Tadpole graphs
The two possible one-point functions (tadpoles) of this model at one-loop level are depicted
in Figure 2. According to the Feynman rules given in (10) and in Appendix A, the sum of
+
Figure 2: tadpole graphs
tadpole graphs is given by
Πµ(p) = 2ig
∫
d4k
∫
d4k′δ4
(
p+ k′ − k
)
sin
(
kp˜
2
)
KM (k, k
′)
[
2kµ + 3k
′
µ
]
, (15)
where the abbreviation p˜µ ≡ θµνpν has been introduced
4. In the following, we furthermore
assume that the deformation matrix (θµν) has the simple block-diagonal form
(θµν) = θ

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 , with θ ∈ R . (16)
Hence one has the identity p˜2 = θ2p2 which will significantly simplify calculations. Making
use of
sin
(
kp˜
2
)
=
∑
η=±1
η
2i
exp
(
iη
2
kp˜
)
, (17)
4Concerning notation, notice that while in x-space we use x˜µ ≡ (θ
−1)µνxν , in momentum space we have
p˜µ ≡ θµνpν (and likewise for all other momenta such as k˜µ or q˜µ).
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and considering “short” and “long” variables defined by u = k − k′ and v = k + k′ one
arrives at
Πεµ(p) =
gω3
28π2
∑
η=±1
∫
d4v [5vµ − pµ]
∞∫
ε
dα
ηe
iη
4
vp˜
sinh2 α
exp
(
−ω4
[
coth
(
α
2
)
p2 + tanh
(
α
2
)
v2
])
=
5igp˜µ
64
∞∫
ε
dα
cosh
(
α
2
)
sinh5
(
α
2
) exp [−1
4
coth
(α
2
)(
ω +
θ2
4ω
)
p2
]
, (18)
regularizing the integrals by introducing a UV cutoff ε = 1/Λ2. Now we consider the
following expansion:∫
d4p
(2π)4
Πεµ(p)
[
Aµ(0) + pν
(
∂pνAµ(p)
∣∣
p=0
)
+
pνpρ
2
(
∂pν∂
p
ρAµ(p)
∣∣
p=0
)
+
+
pνpρpσ
6
(
∂pν∂
p
ρ∂
p
σAµ(p)
∣∣
p=0
)
+ . . .
]
. (19)
All terms of even order (i.e. of order 0,2,4,. . . ) are zero for symmetry reasons. Of the other
terms, we now show that only the first two, namely orders 1 and 3, diverge in the limit
ε→ 0:
• order 1: ∫
d4p
(2π)4
pνΠ
ε
µ(p) =
∞∫
ε
dα
5igθµν
32π2ω3
(
1 + Ω
2
4
)3
sinh2(α)
=
5igθµν
32π2ω3
(
1 + Ω
2
4
)3 [1ε − 1 +O(ε)
]
. (20)
With the external field, we obtain a counter term of the form(
∂pνAµ(p)
∣∣
p=0
) ∫ d4p
(2π)4
pνΠ
ε
µ(p) =
=
5gΩ2
32π2ω
(
1 + Ω
2
4
)3 [1ε − 1 +O(ε)
] ∫
d4x x˜µAµ(x) . (21)
• order 3:∫
d4p
(2π)4
pαpβpγ
6
Πεµ(p) =
−5ig (δαβθµγ + δβγθµα + δαγθµβ)
24π2ω4
(
1 + Ω
2
4
)4 [ln ε+O(0)] , (22)
and with the external field we get the counter term(
∂pα∂
p
β∂
p
γAµ(p)
∣∣
p=0
) ∫ d4p
(2π)4
pαpβpγ
6
Πεµ(p) =
=
5g
8π2
Ω4(
1 + Ω
2
4
)4 [ln ε+O(0)] ∫ d4x x˜µx˜2Aµ(x) . (23)
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• order 5 and higher:
These orders are finite. The contribution to order 5 + 2n, n ≥ 0 is proportional to
∞∫
0
dα
sinhn α2
coshn+4 α2
=
4
(n+ 1)(n + 3)
. (24)
Notice, that all tadpole contributions would vanish in the limit Ω → 0 as expected. When
keeping Ω 6= 0, the two divergent terms can be removed by renormalization, i.e. by consid-
ering the appropriate counter terms given in Eqns. (21) and (23), respectively. Remarkably,
these terms are present in the induced action calculated in Refs. [15, 16]. The fact that
these graphs do not vanish also means that we need to find the correct vacuum for Ω 6= 0
by solving the equations of motion, which at the classical level read
δΓ(0)
δAν
=
(
−∆4 +Ω
2x˜2
)
Aν + ig [Aµ ⋆, Fµν ] + ig∂µ [Aµ ⋆, Aν ] + ig {∂ν c¯ ⋆, c}+
+ ∂ν(∂A)− ∂νB +
Ω2
8
(
{[Dνc ⋆, c˜µ] ⋆, x˜µ}+ [{Dνc ⋆, x˜µ} ⋆, c˜µ]
)
−
− ig
Ω2
8
(
{c ⋆, {x˜µ ⋆, {Aν ⋆, c˜µ}}}+ {c ⋆, {c˜µ ⋆, {x˜µ ⋆, Aν}}}
)
= 0, (25a)
δΓ(0)
δB
= ∂µAµ −B +
Ω2
8
(
[{x˜µ ⋆, c} ⋆, c˜µ]− {x˜µ ⋆, [c˜µ ⋆, c]}
)
= 0, (25b)
δΓ(0)
δc¯
=
(
−∆4 +Ω
2x˜2
)
c− ig
Ω2
8
(
{{x˜µ ⋆, c ⋆ c} ⋆, c˜µ}+ {x˜µ ⋆, {c˜µ ⋆, c ⋆ c}}
)
+ ig∂µ [Aµ ⋆, c] = 0, (25c)
δΓ(0)
δc
=
(
∆4 − Ω
2x˜2
)
c¯+
Ω2
8
(
{c˜µ ⋆, {x˜µ ⋆, B}}+ {x˜µ ⋆, {c˜µ ⋆, B}}
)
−
− ig [Aµ ⋆, ∂µc¯]−
Ω2
8
Dν
(
{x˜µ ⋆, {Aν ⋆, c˜µ}}+ {{x˜µ ⋆, Aν} ⋆, c˜µ}
)
+
+ ig
Ω2
8
(
[c ⋆, [c˜µ ⋆, {x˜µ ⋆, c¯}]]− [c ⋆, {x˜µ ⋆, [c¯ ⋆, c˜µ]}]
)
= 0, (25d)
δΓ(0)
δc˜µ
= −
Ω2
8
s Cµ = 0. (25e)
Finding solutions to these equations is the task of a work in progress5.
3.3 Two point functions at one-loop level
In this section we analyze the divergence structure of the gauge boson self-energy at one-
loop level. The relevant graphs are depicted in Figure 3. Explicitly, the sum of these graphs
is computed using the same techniques as in the previous section (except for the expansion
which is not necessary here). Once more we use long and short variables such as u = k− k′
and v = k + k′ and including their symmetry factors arrive at the following expressions for
5In fact, some work in this respect has been done in Refs. [25, 26] for the induced gauge theory case
without BRST ghosts.
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a) b) c)
Figure 3: Gauge boson self-energy — amputated graphs
the three separate graphs:
Πaµν = −
3g2δµν
8
∫
d4v KM (p− p
′, v)
[
sin
(
(v+p′)p˜
4
)
sin
(
(v+p)p˜′
4
)
+ sin
(
(v−p′)p˜
4
)
sin
(
(v−p)p˜′
4
) ]
, (26a)
Πbµν =
g2
8
∫
d4u d4v KM (u, v)KM (u+ p− p
′, v + p+ p′) sin
(
(v+u)p˜
4
)
sin
(
(v−u)p˜′
4
)
×
[
5
2(vµvν − uµuν) +
3
2(uµvν − vµuν) +
1
2p
′
µ(v + u)ν +
1
2(v − u)µpν
+ 2pµ(v − u)µ + 2(v + u)µp
′
ν + 2pµp
′
ν − 4p
′
µpν
+ δµν
(
v2−u2
2 +
p′(v+u)
2 +
(v−u)p
2 + 5pp
′
) ]
, (26b)
Πcµν =
−g2
16
∫
d4u d4vKM (u, v)KM (u+ p− p
′, v + p+ p′) (v + u)µ(v − u+ 2p
′)ν
× sin
(
(v+u)p˜
4
)
sin
(
(v−u)p˜′
4
)
, (26c)
where p and p′ denote the external momenta. In the limit Ω→ 0 one would expect a result
Πµν(p, p
′) = Πµν(p)δ
4(p− p′) where the transversality property pµΠµν = 0 holds. However,
due to Ω 6= 0 these properties are not fulfilled, i.e. transversality is broken and one cannot
split off a delta function. In order to reveal the divergence structure of the general result
without the “smeared out delta function”, we additionally integrate over p′. Finally, noticing
that the parameter integrals entering from the Mehler kernels (10), are dominated by the
region of small α, one also needs to approximate for α≪ 1 in order to extract the UV and
IR divergent terms. We hence arrive at
Πdivµν (p) =
g2δµν
(
1− 34Ω
2
)
4π2ω ε
(
1 + Ω
2
4
)3 + 3g2δµνΩ2
8π2p˜2
(
1 + Ω
2
4
)2 + 2g2p˜µp˜ν
π2(p˜2)2
(
1 + Ω
2
4
)2
+ logarithmic UV divergence . (27)
In the limit Ω→ 0 (i.e. ω →∞) this expression reduces to the usual transversal term
lim
Ω→0
Πdivµν (p) =
2g2
π2
p˜µp˜ν
(p˜2)2
+ logarithmic UV divergence , (28)
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which is quadratically IR divergent6 in the external momentum p and logarithmically UV
divergent. Notice that the general result (27), on the other hand, not only breaks transver-
sality due to the first two terms, but also has an ultraviolet divergence parameterized by ε,
whose degree of divergence is higher compared to the (commutative) gauge model without
oscillator term. Both properties are due to the term Sm in the action which breaks gauge
invariance (cf. Eqn. (8)).
3.4 Vertex corrections at one-loop level
The calculation of the vertex corrections generally proceeds along the lines of the previous
section. Due to the vast amount of terms, it is however useful to use a computer: In fact
we “taught” Wolfram MathematicaR© to perform exactly the same steps that we would have
done by hand. Hence, computing the graphs depicted in Fig. 4 (and approximating for
a) b) c)
Figure 4: One loop corrections to the 3A-vertex.
momentum conservation as in the previous subsections), one eventually finds a linear IR
divergence of the form:
Γ3A,IRµνρ (p1, p2, p3) =
−8ig3
π2 (4 + Ω2)3
3∑
i=1
[
16p˜i,µp˜i,ν p˜i,ρ
p˜4i
+
3Ω2
p˜2i
(δµν p˜i,ρ + δµρp˜i,ν + δνρp˜i,µ)
]
,
(29)
where p3 = −p1−p2. Once more, this expression is not transversal due to the non-vanishing
oscillator term parametrized by Ω. However, in the limit Ω → 0 transverality is recovered,
and (29) reduces to the well-known expression [29, 30, 31]
lim
Ω→0
V 1loopµνρ (p1, p2, p3) =
−2ig3
π2
3∑
i=1
[
p˜i,µp˜i,ν p˜i,ρ
p˜4i
]
. (30)
In the ultraviolet, the graphs of Fig. 4 diverge only logarithmically.
Additionally, one has of course also one-loop corrections to the 4A-vertex Γ4A,IRµνρσ . How-
ever, these show only a logarithmic divergence, as expected from the power counting (14).
4 Discussion
As already mentioned, the occurring UV counter terms of Section 3 are present in the
induced gauge action, e.g. [15, 16]. Let us compare the expressions in more detail here. The
6In fact, this term is consistent with previous results [27, 28, 29] calculated in the “na¨ıve” model, i.e.
without any additional non-local terms in the action.
10
induced (Euclidean) gauge action (in the notation of [15]) is given by
ΓI =
∫
d4x
{
3
θI
(
1− ρ2I
) (
µ˜2I − ρ
2
I
) (
X˜ν ⋆ X˜ν − x˜
2
)
+
3
2
(
1− ρ2I
)2((
X˜µ ⋆ X˜µ
)⋆2
−
(
x˜2
)2)
+
ρ4I
4
Fµν ⋆ Fµν
}
, (31)
where
ρI =
1− Ω2I
1 + Ω2I
, µ˜2I =
µ2IθI
1 + Ω2I
. (32)
The parameter µI denotes the mass of the scalar field
7. Through its coupling to Aµ, the
scalar field “induced” the effective one-loop action (31) above. The so-called covariant
coordinates X˜µ are furthermore defined as
X˜µ = x˜µ +Aµ . (33)
The first expression in the induced action (31) can be written as
3
θI
(
1− ρ2I
) (
µ˜2I − ρ
2
I
) (
X˜ν ⋆ X˜ν − x˜
2
)
=
3
θI
(
1− ρ2I
) (
µ˜2I − ρ
2
I
)
(2x˜νAν +Aν ⋆ Aν) . (34)
The first term of (34) has to be compared with the first expression in (21), whereas the sec-
ond one corresponds to the first term of the self energy (27). However, the exact coefficients
do not match. But since (21) and (27) only take one-loop effects into account this cannot
be expected. Due to technical difficulties, we did not calculate the logarithmic UV diver-
gences in all cases. Therefore, we can only compare the term proportional to x˜2(x˜A) given
in Eq.(23). The respective term in the induced action — stemming from the (X˜µ ⋆ X˜µ)
2
term — reads
6
(
1− ρ2I
)2
x˜2 (x˜A) . (35)
In conclusion, one can state that the induced gauge theory action of Refs. [15, 16] seems
to be the more fundamental one when considering non-commutative gauge theories with
Grosse-Wulkenhaar oscillator terms. The UV counter terms we have encountered here can
be nicely accommodated. However, these models exhibit non-trivial vacuum configurations
(which are discussed in e.g. [25, 32, 33]) due to non-vanishing tadpoles, and it is hence not
(yet) clear, how to do higher order loop calculations. Especially, a (highly desirable) general
proof of renormalizability will be very involved.
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A Vertices
The vertices used for the graphs in Section 3 are given by
V˜ 3Aρστ (k1, k2, k3) = 2ig(2π)
4δ4(k1 + k2 + k3) [(k3 − k2)ρδστ
+(k1 − k3)σδρτ + (k2 − k1)τδρσ ] sin
(
k1k˜2
2
)
, (36a)
V˜ 4Aρστǫ(k1, k2, k3, k4) = −4g
2(2π)4δ4(k1 + k2 + k3 + k4)
×
[
(δρτ δσǫ − δρǫδστ ) sin
(
k1k˜2
2
)
sin
(
k3k˜4
2
)
+(δρσδτǫ − δρǫδστ ) sin
(
k1k˜3
2
)
sin
(
k2k˜4
2
)
+(δρσδτǫ − δρτδσǫ) sin
(
k2k˜3
2
)
sin
(
k1k˜4
2
)]
, (36b)
V˜ cµ (q1, k2, q3) = −2ig(2π)
4δ4(q1 + k2 + q3)q3µ sin
(
q1q˜3
2
)
. (36c)
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