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Abstract
A supercritical bisexual Galton–Watson branching process with population-size-dependent mat-
ing is considered and some necessary and su1cient conditions for the almost sure and L1-
convergence of the suitably normalized process are given. Similar results for the underlying
sequences of females and males are provided.
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1. Introduction
The bisexual Galton–Watson branching process was introduced by Daley (1968) as
a modi;cation of the standard Galton–Watson branching process in which a sexual
reproduction schema is considered. This model has received attention in the literature
(see for example Alsmeyer and R<osler, 1996, Bagley, 1986, Bruss, 1984, Daley, 1968,
Daley et al., 1986, Gonz=alez and Molina, 1996, 1997, Gonz=alez et al., 2001, and
Molina et al., 1998). In Daley’s model mating is governed by one only deterministic
function L that does not depend on the generation. Recently, Molina et al. (2002) have
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introduced a bisexual Galton–Watson branching process where the number of couples
(mating units) formed in each generation depends on the size of the previous one. For
such a model, these authors provide the following mathematical de;nition:
Denition 1. A bisexual Galton–Watson process with population-size-dependent mat-
ing (BPSDM) is a bivariate sequence {(Fn;Mn)}∞n=1 de;ned recursively in the form:
Z0 = N; (Fn+1; Mn+1) =
Zn∑
i=1
(fni; mni);
Zn+1 = LZn(Fn+1; Mn+1); n= 0; 1; : : :
with the empty sum de;ned to be (0; 0) and where N is a positive integer, {(fni; mni):
i=1; 2; : : : ; n=0; 1; : : :} is a sequence of i.i.d. non-negative and integer-valued random
variables and {Lk}∞k=0 is a sequence of non-negative real functions with domain R+ ×
R+, integer-valued on the integers and such that Lk(x; y)6 xy for every x; y∈R+ and
k ∈Z+.
Intuitively, fni (mni) represents the number of females (males) originated by the
ith mating unit in the nth generation. Therefore Fn+1 and Mn+1 are, respectively, the
total number of females and males in the (n + 1)th generation which form Zn+1 =
LZn(Fn+1; Mn+1) mating units who reproduce independently through the same oJspring
distribution in each generation.
It can be easily proved that {(Fn;Mn)}∞n=1 and {Zn}∞n=0 are homogeneous Markov
chains. The arbitrary initial number of mating units plays an important role. Due to this
fact, it will be convenient to use the notation PN (·), EN [ · ] and VarN [ · ], respectively,
for P(·|Z0 = N ), E[ · |Z0 = N ] and Var[ · |Z0 = N ] when necessary.
In Molina et al. (2002), the classical condition of superadditivity, 2 usually imposed
to mating function in the bisexual Galton–Watson process literature, is extended by
considering the working hypothesis:
Condition A. The function L∗ :Z+ × R+ × R+ → R+ de;ned by L∗(k; x; y) = Lk(x; y)
is superadditive.
Moreover, su1cient conditions guaranteeing that the BPSDM veri;es the duality
extinction–explosion, typical of the branching processes, i.e.
PN (Zn → 0) + PN (Zn →∞) = 1; N = 1; 2; : : :
are provided. We will assume throughout that equality above holds.
Condition A implies that Lk , for k = 0; 1; : : : ; are non-decreasing in each argument.
The concept of mean growth rates per mating unit, introduced by Bruss (1984)
for the bisexual Galton–Watson process can also be extended in a natural form to a
BPSDM.
2 A function L :A ⊆ Rn → R is said to be superadditive if for every x1; : : : ; xk ∈A such that their sum
also belongs to A, L(
∑k
i=1 xi)¿
∑k
i=1 L(xi).
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Denition 2. For a BPSDM and every positive integer k we de;ne the mean growth
rate per mating unit as
rk := k−1E[Zn+1 |Zn = k] = k−1E
[
Lk
(
k∑
i=1
(fni; mni)
)]
:
Under Condition A, it is not di1cult to verify that for positive integers j, k
(j + k)rj+k¿ jrj + krk
so, using some results concerning superadditive functions, it is deduced that the asymp-
totic growth rate, namely r := limk→∞ rk exists and r = supk¿0 rk .
Denote by  = (1; 2) the reproduction mean vector, i.e. 1 := E[f01] and 2 :=
E[m01]. As it can be seen in the following result, proved in Molina et al. (2002), r
plays an important role in the answer to the extinction problem for a BPSDM.
Theorem 3. Assume a BPSDM satisfying Condition A, such that the mean vector 
is a positive interior point of R+ × R+ and limj→∞ j−1Lj(j)¡∞. Then
PN (Zn → 0) = 1; N = 1; 2; : : : if and only if r6 1:
This paper aims to continue the research for a BPSDM investigating its asymptotic
behaviour under Condition A. In Section 2, we establish necessary and su1cient condi-
tions for the almost sure and L1-convergence of the sequences {r−nZn}∞n=0, {r−nFn}∞n=1
and {r−nMn}∞n=1 to non-degenerate limits. The results obtained generalize those proved
in Gonz=alez and Molina (1996, 1997) for the supercritical bisexual Galton–Watson
process. In their proofs we have considered a similar methodology, suitably adapted to
a BPSDM, to that used by Klebaner (1984) for the asexual population-size-dependent
branching process (see also Klebaner, 1985). In order to allow a more comprehensible
reading, longer proofs are relegated to Section 3.
2. Asymptotic behaviour
In this section, we consider a BPSDM under Condition A and assume N large
enough to guarantee that the process survives with a positive probability. Under these
conditions, ;rstly, we investigate the limit behaviour of the sequence {Wn}∞n=0, with
Wn := r−nZn, n= 0; 1; : : : .
Theorem 4. There exists a non-negative and 3nite random variable W such that
{Wn}∞n=0 converges almost surely to W .
Proof. Taking into account that {Zn}∞n=0 is a Markov chain with stationary transition
probabilities and since r = supk¿0 rk , we have that {Wn}∞n=0 is a non-negative super-
martingale relative to the family of -algebras {Fn}∞n=0, where Fn := (Z0; : : : ; Zn),
n= 0; 1; : : : . In fact,
E[Wn+1 |Fn] = r−n−1E[Zn+1 |Zn] = r−n−1ZnrZn6 r−nZn =Wn a:s:
hence by the supermartingale convergence theorem the proof is completed.
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Note that if r61 then the process becomes extinct with probability 1 and
PN (W =0) = 1 for any N . Therefore, we shall focus on the case called supercritical,
i.e. r ¿ 1, and search for some conditions guaranteeing that W is a non-degenerate at
0 random variable.
In order to investigate the L1-convergence of {Wn}∞n=0 we de;ne k := r − rk , for
k =1; 2; : : : . It is clear that k¿ 0 for all k and limk→∞ k =0. In the following result
we provide a necessary condition for L1-convergence of {Wn}∞n=0.
Theorem 5. Suppose that {k}∞k=1 is non-increasing. If {Wn}∞n=0 converges in L1 to a
non-degenerate at 0 random variable, then
∑∞
k=1 k
−1k ¡∞.
Remark 6. Note that the previous theorem also holds if {k}∞k=1 is non-increasing from
certain k0 on.
The sequence {k}∞k=1 also determines if {EN [Wn]}∞n=0 has a positive limit.
Theorem 7. If {k}∞k=1 is a non-increasing sequence and
∑∞
k=1 k
−1k ¡∞ then
limn→∞ EN [Wn]¿ 0 for all N such that PN (Zn → 0)¡ 1.
Remark 8. Theorem 7 also holds if {k}∞k=1 is dominated by a non-increasing sequence
{Ck}∞k=1 such that
∑∞
k=1 k
−1Ck ¡∞.
Let us denote by
Rk := k−1 E[|Zn+1 − rZn‖Zn = k]; k = 1; 2; : : : : (1)
It is not too di1cult to prove that {Rk}∞k=1 converges to 0 and moreover it dominates
to {k}∞k=1. In fact, from (1),
Rk = k−1E
[∣∣∣∣∣Lk
(
k∑
i=1
(fni; mni)
)
− rk
∣∣∣∣∣
]
= E
[∣∣∣∣∣k−1Lk
(
k∑
i=1
(fni; mni)
)
− r
∣∣∣∣∣
]
and this converges to 0 because of the uniform integrability of the sequence {k−1×
Lk(
∑k
i=1 (fni; mni))}∞k=1 (see Molina et al., 2002, for details). On the other hand
k = k−1E
[
Lk
(
k∑
i=1
(fni; mni)
)]
− r =
∣∣∣∣∣E
[
k−1Lk
(
k∑
i=1
(fni; mni)
)
− r
]∣∣∣∣∣
6 E
[∣∣∣∣∣k−1Lk
(
k∑
i=1
(fni; mni)
)
− r
∣∣∣∣∣
]
= Rk; k = 1; 2; : : : :
From the sequence {Rk}∞k=1 we obtain this su1cient condition for the convergence of
{Wn}∞n=0 in L1.
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Theorem 9. If {Rk}∞k=1 is a non-increasing sequence and
∑∞
k=1 k
−1Rk ¡∞, then
{Wn}∞n=0 converges almost surely and in L1 to a non-degenerate at 0 random
variable.
Remark 10. Previous theorem also holds if {Rk}∞k=1 is dominated by a non-increasing
sequence {Ck}∞k=1 such that
∑∞
k=1 k
−1Ck ¡∞. For example, if Rk =O(log− k) with
¿ 1.
There is a close relation between almost sure and L1-convergence of {Wn}∞n=0 and
almost sure and L1-convergence of {r−nFn}∞n=1 and {r−nMn}∞n=1, respectively. This
relation is investigated in the next results.
Theorem 11. {r−nFn}∞n=1 (respectively {r−nMn}∞n=1) converges almost surely to
r−11W (respectively, to r−12W ), where W is the almost sure limit of {Wn}∞n=0.
Remark 12. It is clear that any condition guaranteeing the convergence of {Wn}∞n=0 to
a non-degenerate at 0 random variable, is also su1cient to guarantee the convergence
of {r−nFn}∞n=1 and {r−nMn}∞n=1 to a non-degenerate at 0 limits.
Theorem 13. The following statements are equivalent:
(i) {Wn}∞n=0 converges to W in L1.
(ii) {r−nFn}∞n=1 converges to r−11W in L1.
(iii) {r−nMn}∞n=1 converges to r−12W in L1.
3. Proofs
Proof of Theorem 5. We shall need the following auxiliary result which is proved as
a simple modi;cation of the proof of Theorem 1 in Klebaner (1984) using the fact
that {Wn}∞n=0 is a supermartingale relative to {Fn}∞n=0, with Fn := (Z0; : : : ; Zn).
Proposition 14. If W is non-degenerate at 0, then
∑∞
n=0 Zn ¡∞ almost surely on
{W ¿ 0}.
Let us prove the theorem. Suppose that {Wn}∞n=0 converges in L1 to a random variable
W such that PN (W ¿ 0)¿ 0. Obviously, this limit is almost surely equal to the limit
obtained in Theorem 4. We also assume that k ¿ 0, k = 1; 2; : : : ; otherwise the result
holds immediately.
Let ˆ(·) := 1I[0;1)(x)+ [x]I[1;∞)(x), where IA stands for the indicator function of set
A and [x] denotes the greatest integer less or equal than x. From Proposition 14 we de-
duce that
∑∞
n=0 Zn ¡∞ almost surely on {W ¿ 0}, and therefore
∑∞
n=0 ˆ(r
nWn)¡∞
almost surely on {W ¿ 0}.
Since ˆ(·) is a non-increasing function the rest of the proof runs as in Theorem 2
in Klebaner (1984).
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Proof of Theorem 7. We have that
E[Wn+1 |Fn] = r−n−1ZnrZn = r−1Wn(r − Zn) =Wn − r−1WnZn a:s:
therefore we deduce that
EN [Wn+1] = N − r−1
n∑
k=0
EN [WkZk ] n¿ 0: (2)
We de;ne the function (x) := ˆ(1)I[0;1)(x)+x−1[ˆ(1)+
∫ x
1 ˆ(t) dt]I[1;∞)(x), where ˆ(·)
is the function introduced in the previous proof.
It is obvious that limx→∞ (x) = 0 and moreover, applying Lemma 4.1 of Gonz=alez
and Molina (1997), it is veri;ed that k6 (k), (·) is non-increasing,
∑∞
k=1 k
−1(k)¡
∞ and the function x(x) is concave on (1;∞). Hence, there exists ¿ 0 such that if
x¿ , then (x)¡ 1.
Since
∑∞
k=1 k
−1(k) is ;nite, we deduce that
∑∞
n=1 (r
n)¡∞ and this implies
that
1¡
∞∏
n=0
(
1− 1
r
(rn)
)−1
¡∞: (3)
Taking into account that {Wn}∞n=0 is a supermartingale relative to {Fn}∞n=0, that
{EN [Wn]}∞n=0 is a monotonic non-increasing sequence bounded below by 0 and using
(2), the properties of the function (·) and Jensen’s inequality, we have
06 EN [Wn]− EN [Wn+1] = r−1EN [WnZn ]6 r−n−1EN [Zn(Zn)]
6 r−n−1EN [Zn](EN [Zn]) = r−1EN [Wn](rnEN [Wn]): (4)
From (3) and (4), the proof is completed using a similar reasoning to that one used
by Klebaner (1984, Theorem 5).
Proof of Theorem 9. Firstly, we must prove that {Wn}∞n=0 is a Cauchy sequence in L1.
EN [|Wn+1 −Wn|] = r−n−1EN [|Zn+1 − rZn|]
= r−n−1EN [ZnRZn ]: (5)
Applying Lemma 4.1 of Gonz=alez and Molina (1997) to {Rk}∞k=1, there exists a positive
real function h, with domain R+ non-increasing and such that Rk6 h(k),  (x) := xh(x)
is concave and
∑∞
n=1 n
−1h(n)¡∞. Then, from (5) and using Jensen’s inequality it
is veri;ed that
EN [|Wn+1 −Wn|]6 r−n−1EN [Znh(Zn)]6 r−n−1EN [Zn]h(E[Zn])
= r−1EN [Wn]h(EN [Wn]rn): (6)
On the other hand, since {Rk}∞k=1 dominates to {k}∞k=1, using Theorem 7 and consid-
ering Remark 8 it is veri;ed that limn→∞ EN [Wn]¿ 0, so there exists ¿ 0 such that
EN [Wn]¿ for all n. Taking into account that h(·) is non-increasing and EN [Wn]6N ,
we have from (6), that
EN [|Wn+1 −Wn|]6 r−1Nh(rn):
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To complete the proof it is su1cient to verify that
∑∞
n=1 EN [|Wn+1−Wn|] is convergent.
Now,
∞∑
n=1
EN [|Wn+1 −Wn|]6 r−1N
∞∑
n=1
h(rn)
and since
∑∞
n=1 n
−1h(n)¡∞, by Lemma 1 in Klebaner (1984) the series in the
right-hand side is convergent, so the proof is concluded.
Proof of Theorem 11. Let RFn+1 := r−n−1Fn+1 and
F˜n+1 := r−n−1
Zn∑
i=1
fniI{fni6rn} n= 0; 1; : : : :
It is veri;ed that
E[F˜n+1 |Fn] = r−n−1ZnE[f01I{f016rn}]
= r−1WnE[f01I{f016rn}] a:s: (7)
with Fn := (Z0; : : : ; Zn).
Since r ¿ 1, we also obtain that f01I{f016rn} converges almost surely to f01. Hence,
taking into account that f01I{f016rn}6f01 for all n and 1 ¡∞, by dominated con-
vergence theorem, E[f01I{f016rn}] converges to 1. Therefore, taking limits in (7) it is
obtained that:
E[F˜n+1 |Fn] converges to r−11W a:s: (8)
On the other hand, F˜n+1 − E[F˜n+1 |Fn] is a martingale increment. We will show that
it is L2-bounded. Since
Var[F˜n+1 |Fn] = r−2−2nZn Var[f01I{f016rn}] a:s:
we deduce,
VarN [F˜n+1 − E[F˜n+1 |Fn]]
=EN [Var[F˜n+1 |Fn]] = r−2−nEN [Wn] Var[f01I{f016rn}]
6Nr−2−n Var[f01I{f016rn}]6Nr
−2−n
∫ ∞
0
x2I[0; rn](x) dF(x);
where F(x) := P(f016 x), x∈R.
Therefore
∞∑
n=0
VarN [F˜n+1 − E[F˜n+1 |Fn]]6Nr−2
∫ ∞
0
x2
∞∑
n=0
r−nI[0; rn](x) dF(x)
= Nr−2
∫ ∞
0
x2O(x−1) dF(x)¡∞;
316 M. Molina et al. / Stochastic Processes and their Applications 112 (2004) 309–317
where the last equality is immediate because
∑∞
n=0 r
−nI[0; rn](x) = O(x−1). Hence,
applying the convergence theorem for martingales bounded in L2, we obtain that∑∞
n=0 (F˜n+1 − E[F˜n+1 |Fn]) converges almost surely and in L1. Then
lim
n→∞ (F˜n+1 − E[F˜n+1 |Fn]) = 0 a:s:
and making use of (8):
F˜n+1 converges to r−11W a:s:
To complete the proof, only rest to show that {F˜n}∞n=1 and { RFn}∞n=1 are equivalent
sequences, i.e. converge almost surely to the same limit. Indeed
∞∑
n=0
PN ( RFn+1 = F˜n+1) =
∞∑
n=0
PN (fni ¿ rn for some i = 1; : : : ; Zn)
=
∞∑
n=0
EN [P(fni ¿ rn for some i = 1; : : : ; Zn |Fn)]
6
∞∑
n=0
EN [ZnP(f01 ¿rn)]
=
∞∑
n=0
EN [Wn]rn
∫ ∞
0
I(rn;∞](x) dF(x)
6N
∞∑
n=0
∫ ∞
0
rnI(rn;∞](x) dF(x)
= N
∫ ∞
0
∞∑
n=0
rnI(rn;∞](x) dF(x)
= N
∫ ∞
0
O(x) dF(x)¡∞;
where the last equality is consequence of
∑∞
n=0 r
nI(rn;∞](x) = O(x).
In a similar way, we can prove the almost sure convergence of {r−nMn}∞n=1 to
r−12W , where W is the almost sure limit of {Wn}∞n=0.
Proof of Theorem 13. It is su1cient to prove that (i) and (ii) are equivalent. Let
RFn = r−nFn, n= 1; 2; : : : and suppose that (i) holds. By Theorems 4 and 11, {Wn}∞n=0
and { RFn}∞n=1 converge almost surely to W and r−11W , respectively.
On the other hand, taking into account (i) and
EN [ RFn+1] = r−11EN [Wn] (9)
we get that {EN [ RFn]}∞n=1 converges to r−11EN [W ]. Now, by ScheJ=e’s Lemma (see
Williams, 1991, p. 55), the convergence in L1 of { RFn}∞n=1 is obtained.
Reciprocally, suppose that (ii) holds. By Theorem 11 the L1-limit of { RFn}∞n=1 must
be r−11W , so {EN [ RFn]}∞n=1 converges to r−11EN [W ] and by (9), we obtain that
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{EN [Wn]}∞n=0 approaches to EN [W ]. Therefore, applying ScheJ=e’s Lemma again,
{Wn}∞n=0 converges in L1 to W and the proof is concluded.
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