Controlling the nodes in a distributed networking environment is not a trivial task, because there is no central entity that is aware of all the details. In this paper we present a solution that solves this issue in a testbed dedicated to research the streaming video distribution among mobile nodes. We designed a peer-to-peer overlay to support the control functions. We implement network coding function in the nodes, making possible to apply it to the video stream, increasing the robustness of the streaming service. We present the prototype of our solution and the performance evaluation of the service.
Introduction
The widespread use of mobile smartphones made possible the implementation of various testbeds to research distributed sensor networks. In our previous work we implemented a distributed mobile sensor testbed [1] . The sensors, which all are Near Field Communication (NFC) based, can be accessed only over the NFC short-range wireless links. Then the collected data is transmitted in a cooperative wireless mesh to the information consumer. The collectors are implemented by little vehicles carrying Android smartphones, responsible with running the logical and communication functions. The wireless mesh is created by the Android smartphones who participate in this data collection process. The communication in the wireless mesh is made robust by the introduction of network coding techniques. The control of the mobile nodes is supported by live streaming video. We also proposed several real-life scenarios that can be investigated in this testbed. The collector node (vehicle) of the testbed assures a dynamic yet controllable test environment for remote data acquisition from the sensors. Nevertheless, the collected data should be sent to the management center. The smartphones and their wireless interfaces form a dynamic, distributed and heterogeneous wireless mesh network. We need a reliable and distributed overlay organized on top of this mesh. Several research areas targeted such scenarios, starting from mobile ad hoc networks [2] , peer to peer overlays (including Distributed Hash Tables) [3] , Wireless Sensor Networks [4] [5] and recently Internet of Things [6] . Our scenario is unique in the sense that they carry sensory data (with low data volumes), are not dedicated to this task (the smartphones might be used for "regular" communication tasks by their users) and we have a dedicated management center as destination of the data. In order to be able to control our experiments, the dynamic nodes in the testbed (the vehicles) stream live video to the controller. In this paper we focus on the issues related to the organization of this live streaming video communication, as it has much stricter requirements than the sensory data collection. Note that solving these issues implicitly will solve the similar issues that occur during the forwarding of the sensory data. The resulting network is dynamic and we can improve robustness of the communication using network coding techniques [1] .
The above framework still lacks an automated and distributed coordination of its communication. In the given scenario it is a natural choice to separate the control and data path. Therefore we use a logical overlay that focuses on the coordination task (e.g. peer-to-peer), but does not affect the data forwarding function. An alternative would have been to go for ad hoc routing type of solution, which targets both the control and forwarding aspects of the communication.
Nowadays significant portion of the network traffic is generated by peer-topeer (P2P) applications [7] . The connections between the P2P applications form a virtual P2P network among them. In P2P paradigm the endpoints (peers) communicate directly with each other [3] . Typically the peer functionality is implemented by a software program, i.e. the P2P application. However, in another meaning a P2P network can be formed by computers connecting directly provided by network technology on a local area network without additional software. Direct connections provide more error-tolerance and scalability, however on the back side the administration is not easy, the resource usage is higher and the realization is difficult.
In this paper we analyze the possibility to create a peer-to-peer coordination system that supports the data forwarding in our scenario and which is based on the wireless interfaces available in current Android smartphones. We review the wireless interfacing alternatives in Android smartphones that are feasible in our scenarios. Then we discuss the available peer-to-peer platforms that are already tailored to Android devices. We introduce our solution, a simple yet robust coordination framework for data forwarding in the wireless mesh, we discuss the performance of our solution in the testbed and finally we conclude our paper.
WiFi interfaces in Android devices

A. Standard WiFi interface
The Android smartphones have several wireless interfaces. Apart of the various cellular technologies (GSM, EDGE, UMTS) they support short range communications (Bluetooth, NFC) and the de-facto wireless LAN standard of WiFi (802.11).
In our scenarios the wireless mesh should be flexible enough and robust in the dynamic environment. Therefore we eliminated the short range wireless protocols, because they would require a lot of attention to maintain the connectivity: during walking-speed movements there would be too much handover events, and the overhead associated with the management of them is prohibitive.
The wireless technology of choice is WiFi [8] . The Android SDK assures a complex API to handle WiFi related aspects [9] . Still, the WiFi based communication for Android smartphones requires the specification of an SSID, requiring a workaround to implement a wireless mesh in the testbed (practically we have to define a virtual overlay over Access Point based WiFi connections).
The legacy WiFi interface has the drawback that it requires an Access Point to be able to connect to a network. Note that ad hoc mode is not supported by Android, only for very few devices is possible to enable such communication mode, requires a lot of workaround to do so and still offers a limited feature set of the original ad hoc modes. Some of the Android smartphones can act as WiFi access points, but apart of being a resource consuming task, this is not suitable for seamless handover support.
B. Wifi Direct
As seen, from practical point of view, one of the major problems in setting up a testbed with Android based smartphones is the improper support of WiFi infrastructure-less mode. A new solution was proposed by the WiFi Alliance, the WiFi Direct. The WiFi Direct [10] (earlier also known as WiFi P2P) is a promising alternative, which at its maturity is able to offer seamless device-todevice WiFi connection, similar to the WiFi ad hoc mode. An appealing property of the WiFi Direct is that it can connect to legacy WiFi devices, as well. It defines the functions that enable the discovery, search and connection of/to other peers. It also supports the detection of the status of the connection and of the events discovered (e.g., dropped message, a newly discovered peer).
We tested the transfer rate with Google Nexus 4 smartphones. We transferred a 30 seconds media file between two phones multiple times, achieving 39.35 Mbit/sec average rate and 6.411 sec average download time.
Although these values are very good and allow a high quality streaming, there are serious problems, as well. The major drawback is that the handshake process lasts at least for 3 seconds in the case of applications available at the Google market (Google Play). We implemented wrappers to speed up this process, but we could not achieve faster connections than 1 second. Therefore it cannot be used for demonstration of real-time handovers.
Even if the WiFi Direct is not the technology of choice, the possibility to have true ad-hoc mode WiFi connection for Android devices is an appealing possibility. We will monitor the newer updates (including non-standard experimental ones, the so called "mods") and if it is possible we will integrate it in our testbed.
C. AllJoyn A different, promising technology is AllJoyn [11] , which offers a control overlay that hides different communication technologies. Thus it can assure the connectivity for devices in a heterogeneous networking environment. It supports various devices (mobile phones, tablets, laptops) and several operating systems (Linux, MS Windows, MacOS, Android). It hides the layer 2 networking technologies (WiFi, Ethernet, Bluetooth), offering a virtual layer 2 interface.
Theoretically, it would be the best choice to offer seamless handover capabilities in the testbed. Unfortunately, during field tests it turned out that it does not work. It cannot handle WiFi connections in flexible manner and it is not mature enough to provide seamless handovers. Based on the current development status, we decided not to use it in our testbed. We will continue to monitor the status of the development, because it would offer a possibility to focus on the network coding technology. If later releases will allow, we will use it in our testbeds.
Based on the above tests we came to the conclusion to keep the infrastructure mode WiFi communication in our testbed and focus on the logical overlay to emulate distributed communication scenarios.
Peer-to-peer communication modules for Android devices
A. JXTA There are only a few software libraries that are available for Java to implement P2P communication. The most popular is the JXSE, the Open Source Java implementation of the JXTA (an open source peer-to-peer protocol specification) protocols [12] . The goal of JXTA was to construct a technology that provides a simple and flexible solution for P2P computing over multiplatform environments. It contains a full P2P stack, providing Distributed Hash Table (DHT) , NAT traversal, service description language, and many services. JXTA peers create a virtual overlay network over an IP or non-IP network, hiding the underlying protocols from the applications.
JXTA defines two main categories of peers: edge peers and super-peers. The super-peers can be further divided into rendezvous and relay peers. Each peer has a well-defined role in the JXTA peer-to-peer model. Unfortunately, to use this library on Android platform is difficult, and the active development was ended in 2011.
B. Sip2Peer
Sip2Peer (S2P) [13] is a new project from the developers of PeerDroid. It builds on a new concept that is to extend older, traditionally used protocols to P2P paradigm. S2P uses the SIP (Session Initiation Protocol) as a basis. SIP is a signaling communications protocol, widely used for controlling multimedia communication sessions such as voice and video calls between two or more users over the Internet.
The Sip2Peer software library does not include P2P protocols, only provides an easy to use point-to-point SIP message channel between two nodes. Message types can be simply defined with JSON (JavaScript Object Notation) objects containing name/value pairs. A P2P network can be developed by software engineers using Sip2Peer as the underlying middleware.
C. AllJoyn
The AllJoyn software framework, introduced in the previous section that was previously regarded as an alternative for WiFi. It enables interoperability among connected products and software applications to build a dynamic network among them. AllJoyn is important for our goals regarding the coordination task, because it enables the discovery of devices in the neighborhood, connecting to them and communicate in ad-hoc mode. That is, Alljoyn not only provides a low-level communication protocol, but the higher level functions can solve problems for overlay networks as well. There can be many different applications of AllJoyn that uses the main features of the software framework: to publish, advertise services and being able to subscribe to them. The operation of these processes is helped by constructing a bus topology, hiding the internal procedures from the devices. To do so, the device only has to be able to connect to this bus.
Ring topology based peer-to-peer solution
The solution to support the coordination of data forwarding in our distributed wireless mesh is based on peer-to-peer paradigm, as introduced earlier in this paper. We designed a solution tailored to our needs, which is simpler than the P2P systems used for file transfer or VoIP communication. In our case we could assume that the wireless mesh is not partitioned. The layer 2 technology is the WiFi or WiFi Direct, detailed in Section 2. In the following we discuss the general conditions, and then we detail our proposal.
A. The peer-to-peer network topology
During the creation and maintenance of the peer-to-peer overlay we have to make sure that a logical (virtual) connection exists between the members of the overlay. This connection makes possible to distribute control data, manage the network (e.g., request some activity), and to coordinate the data forwarding, if needed.
We reviewed several alternatives for a peer-to-peer overlay implementation (see Section 3) and we selected the Sip2Peer, as the one that fits the most our needs. The AllJoyn is a heavy weight, complex framework and it is not mature enough. The development of JXTA framework seems that is abandoned, and its API is too complex. Sip2Peer is a much more focused project, with active support and an API that is easier to understand by developers of networking protocols and applications.
The addressing within the peer-to-peer overlay is not following the IP addressing scheme. Peers have a unique key that is kept during communication, irrespective of the physical position of the peer in the network. By this we also solved the IP addressing problem during IP mobility, as peers will not be identified based on their IP addresses. The self-organizing peer-to-peer overlay will take care to maintain the match between the key and the address. Every peer will have the same functionality, except the management center, which acts as an anchor. This will help us in managing the bootstrap process.
The proposed overlay is actually a virtual bi-directional ring, where each peer is connected to two of its neighbors. In order to increase the robustness of the overlay, a peer may store the connection data of more peers from the overlay, but the logical structure requires only the maintenance of the link to the preceding and following peer. The basic searching requires these connections, only.
B. The ring protocol
Every peer has a connection table, where it stores the information of its predecessor and next peer, and further on, the information of its r closest predecessors and next peers. Parameter r is the level of redundancy and it can be increased if the number of peers is higher. Note that we do not use the finger tables of Chord [14] , as we expect relatively few search requests and knowing that the random linear network coding based extension does not require a search for new nodes, it is enough to discover the physical neighbours only once.
The structure of the bi-directional ring is implicitly determined by the predecessor and next peer links. The ordering of the peers along the ring is made according to the simple ordering of their descriptors. For every peer in the connection table it has to know its identifier, a network layer identifier and a transport layer port number. 1 . shows a ring with 7 peers and with redundancy factor r = 2. This means that the peer on node A, apart of its nextPeer and prevPeer records has to maintain two more records in its connection table. Note that in our testbed based on our prototype implementation the number of member nodes will be of order of tens (limited by the available vehicles and smartphones in the testbed), thus this protocol will work with low r values.
The first node that wants to join the ring forms a ring with a single member, all of the members of its table being its own identifier. Then every new node will join this ring. In order to be able to join a ring, it suffices to know a single peer member of that overlay. Since the overlays are formed to serve the management center, it is a natural solution to use the management centers as bootstrap nodes that can be used to join the ring. The bootstrap information can be accessed from well-known places, can be written on the NFC tags [15] or can be distributed by the beacons.
The joining peer sends its information to the bootstrap peer and asks it to get the information of its new nextPeer and prevPeer. The joining peer initializes its connection table with these values, asks these two neighbours to update their tables and asks their connection tables. Based on that update it fills up its newly created connection table with the missing 2r-2 peer information, and notifies them about the new changes.
In the little example below we show the logs during the formation of a 3 peer network, as seen by the second peer (Table 1) . Peer 1 is the initial member, it creates the ring. Peer 2 joins shortly after, and is accepted by peer 1 (by sending the response_type message). Finally the third peer joins the ring, and it is accepted by the second peer. Once the peers joined the overlay, any peer can search, contact and send messages to any other peer within the overlay, based on their identifiers. When a peer has to send a message to another one, it compares the target identifier with the identifiers of the peers in its connection table. If there is a match, then it can send it directly. Otherwise it sends to that peer from its connection table, whose identifier is the closest to the target one. Then the peer which received this message, will execute the same steps, until it reaches the target. Anytime a message is forwarded, a timeout is set and if a peer receives the same message again, drops it (meaning that the destination was not found).
The main advantage of our solution is its simplicity and robustness. Also, because we do not store the availability information of lots of peers, we reduce the control overhead. The fact that we do not maintain information about peers further away in the ring makes the maintenance work of the ring simpler and faster. This was of particular interest, as in our dynamic scenario we cannot control the churn rate. We implemented the live video streaming and the bit-wise XOR based network coding in the nodes of the testbed (see Fig. 3.) . We used Google Nexus S smartphones as nodes, except for the receiver node. This latter one also has to run the decoding functions and was a more powerful Google Nexus 4 phone. The screenshot of the receiver node is shown in Fig. 2.b) (right) . We formed a partial butterfly topology with 5 nodes [1] (as shown in Fig. 4) , among which one was the encoder and one was the destination. The video streaming application is the same as presented in [1] , it was integrated in our implementation. The encoder takes incoming streams a and b, and performs a bit-wise XOR on them, the resulted packets being transmitted to the destination. We tested the quality of the video for different inter-packet arrival timeout values (upper bound of time difference between two consecutive packets at the receiver side). Note that in our case the video consisted of frame sequences. When the receiver did not receive enough packets to decode a frame, it could not playout anything -the viewer either saw the same frame as taken by the camera at the source, either nothing. The quality of experience resulted from the ratio of missed frames, not from the number of blurred or deteriorated image. A good technical parameter to assess the quality of transmission was the packet loss, and we evaluated this parameter during our experiments.
Evaluation of the proposed solution
The results of our experiments are summarized in Table 2 . It turned out that it is useless to set this parameter above 300 msec, because it results a very low quality video owing to the limited number of packets. For values lower than 100 msec, due to the delay variations in the network, the receiver simply cannot capture enough number of packets to decode the video. For 100 msec parameter value we observed 6.42-7.66 packet loss/sec, resulting in recognizable video content, but with low quality of experience. In our testbed the 200 msec parameter value yielded the best results: good perceived video quality, continuous playback and 1.26-3.74 packet loss/sec. These measurements validated our scenario and our implementation. In the following we conducted some tests to see how the testbed reacts to the failure of a node. Note that the most vulnerable point, which is worth protecting in our scenario is the encoding node.
If one or more node fail(s), causing the ring to be broken, but the communication among the active nodes is not affected, the streaming will be not interrupted. When the failure involves the encoding node (e.g., moves out of the WiFi range), then a new encoding node should be found with the help of the overlay. Once the new candidate is selected, the data path can resume (over this new encoding node) and the stream is re-established. We tested this scenario with 6 smartphones, the additional one playing the role of the new encoder. The overlay supported the replacement of the encoder node. The time required for this replacement consists of the notification time (the nodes have to realize that a new encoder must be called in) and the setup of the new path. This latter process lasts for a few milliseconds, as it involves an instantiation of a new DatagramSocket only.
The notification delay depends on the frequency of hello/keepalive messages and the timeout value until it waits for the answers on the hello requests. Based on our trials, the polled neighbors always responded within at least 2 seconds intervals -we selected this value as the upper bound for the timeout value. The lower bound was set for 0.5 seconds, as lower values than this frequently resulted in false alarms. Within these bounds the replacement of the failed encoder was successful.
Conclusion
We presented a simple, yet robust solution to control the distributed streaming video communication in our testbed. The robustness of the streaming service is increased by network coding. We proposed a simplified logical ring to form a peer-to-peer overlay and implemented it in our Android smartphones. We validated it in our testbed and analyzed its performance against the churn of the encoding node. 
