Abstract-In this paper we construct low-density parity-check (LDPC) codes from transversal designs with low error-floors over the additive white Gaussian noise (AWGN) channel. The constructed codes are based on transversal designs that arise from sets of mutually orthogonal Latin squares (MOLS) with cyclic structure. For lowering the error-floors, our approach is twofold: First, we give an exhaustive classification of so-called absorbing sets that may occur in the factor graphs of the given codes. These purely combinatorial substructures are known to be the main cause of decoding errors in the error-floor region over the AWGN channel by decoding with the standard sum-product algorithm (SPA). Second, based on this classification, we exploit the specific structure of the presented codes to eliminate the most harmful absorbing sets and derive powerful constraints for the proper choice of code parameters in order to obtain codes with an optimized error-floor performance.
I. INTRODUCTION
L DPC codes are linear block codes that potentially achieve the limit of Shannon's famous coding theorem and thus reveal excellent error-correcting properties under iterative decoding. An important and challenging task for designing LDPC codes is to lower the so-called error-floors. This phenomenon is a significant flattening of the bit-error-rate (BER) curve beyond a certain signal-to-noise-ratio (SNR). It has been discovered that error-floors are caused by special substructures in the code's factor (or Tanner) graph that act as internal states in which the iterative decoder can be trapped. Richardson [1] introduced the notion of trapping sets to describe such internal states for iterative decoders. Depending on the channel and the iterative decoding algorithm, trapping sets have quite different characteristics. Over the binary erasure channel (BEC), trapping sets have a purely combinatorial character and are known as stopping sets (e.g. [2] - [4] ), which completely determine the decoding performance over this channel [2] . For more complex non-erasure channels such as the AWGN channel, trapping sets have a more subtle nature and can not easily be described by a simple combinatorial notion such as stopping sets. However, a subclass of the occurring trapping sets over the AWGN channel with standard SPA decoding can be described by combinatorial objects called (fully) absorbing
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sets which has been introduced in [5] as special subgraphs of a code's factor graph. It has been demonstrated by extensive hardware simulations [5] , [6] that these entities are the main contributors to the error-floors over the AWGN channel under SPA decoding. It is therefore an important step to identify the dominant absorbing sets that may occur in the factor graph of an LDPC code and to eliminate the harmful ones in order to improve the decoding performance in the error-floor region. Recent papers have proposed methods to characterize and improve the absorbing set spectrum of certain LDPC codes [7] - [9] . For instance, the work of Dolecek et al. [7] provides an extensive analysis of the absorbing sets occurring in a family of array-based LDPC codes. We also emphasize [8] which presents a powerful approach to eliminate dominant absorbing sets in a wide class of circulant-based LDPC codes.
In the present paper, we exploit a special class of transversial designs that arise from cyclic-structured MOLS in order to design LDPC codes with low error-floors over the AWGN channel. These codes provide a simple setting to investigate and eliminate harmful absorbing sets in a closed algebraic form. In [10] we have demonstrated that this code family can also be utilized to generate LDPC codes with excellent decoding performances over the BEC by eliminating the smallest stopping sets. Moreover, we have shown that these codes possess quasi-cyclic structure and thus can be encoded with linear complexity via simple feedback shift registers [11] . Notice that codes based on transversal designs has been first considered and investigated in [12] and [13] in terms of partial geometries. It is worth noting here that absorbing sets are stable under bit-flipping decoding and thus also greatly contribute to the decoding failures over the binary symmetric channel (BSC). Therefore, our approach should also produce excellent LDPC codes over the BSC.
The paper is organized as follows: In Section II, we give a summarization of the theoretical concepts that are important for our purposes. In Section III, we elaborate a classification of the smallest absorbing set candidates that typically occur in the factor graph of LDPC codes based on transversal designs. In Section IV, we thoroughly describe the construction of LDPC codes that arise from sets of cyclic-structured MOLS and investigate the properties of these codes. Based on this class of codes and the absorbing set classification of Section III, we develop a method to eliminate harmful absorbing sets in Section V and present the main results in Section VI. In Section VII, we demonstrate the strength of our elimination technique by extensive simulations and conclude the paper in Section VIII.
II. PRELIMINARIES

A. Latin Squares
A Latin square L of order n is an array of n × n cells, where each row and each column contains every symbol of an n-set S exactly once [14] . Let L[x, y] denote the symbol at row x ∈ X and column y ∈ Y , where X and Y are nsets indexing the rows and columns of L, respectively. Two Latin squares L 1 and L 2 of order n are orthogonal, if they share a common row and column set X and Y , respectively, and if the ordered pairs (L 1 
B. Transversal Designs
A transversal design TD(k, n) of order (or group size) n and block size k is a triple (P, G, B), where (1) P is a set of kn points. (2) G is a partition of P into k classes of size n, called groups. (3) B is a collection of k-subsets of P, called blocks. (4) Every unordered pair of points from P is contained either in exactly one group or in exactly one block (cf. [14] ).
It follows from (1)-(4) that any point of P occurs in exactly n blocks and that |B| = n 2 . Furthermore, axiom (4) implies that every block of B consists of exactly one point per group.
Theorem 1: For k ≥ 3, the existence of a set of m := k − 2 mutually orthogonal Latin squares (MOLS) of order n is equivalent to the existence of a TD(k, n) [14] - [16] .
Proof: We will outline the proof of this known result, since it is important for the understanding of our paper. Let L 1 , . . . , L m be m MOLS with symbol sets S 1 , . . . , S m , and with common row and column sets X and Y , respectively. We may assume that the sets X, Y, S 1 , . . . , S m are pairwise disjoint, which can easily be achieved by renaming the elements. Then we obtain a TD(k, n) with points
This process can be reversed to recover a set of m = k − 2 MOLS from a TD(k, n) for k ≥ 3.
A transversal design, denoted by D, can be described by a binary |P| × |B| incidence matrix N (D) with rows indexed by the points of P, columns indexed by the blocks of B, and N (D) ij = 1, if the i-th point is in the j-th block 0, otherwise.
Example 1: Fig. 1 depicts the incidence matrix of the transversal design TD (4, 5) which is equivalent to the orthogonal Latin squares given in the same figure by using the correspondence detailed in the proof of Theorem 1. 
C. LDPC Codes from Transversal Designs
Let D denote a TD(k, n) with points P and blocks B. The incidence matrix N (D) can directly be used as the paritycheck matrix H of a TD LDPC code, such that the |P| = kn points correspond to the parity-check equations (rows of H) and the |B| = n 2 blocks correspond to the code bits (columns of H). The resulting TD LDPC code has block length N = n 2 , rate R ≥ (n − k)/n, and a parity-check matrix of column weight k and row weight n. The column weight k corresponds to the block size of D and the row weight n arises from the fact that every point is incident to exactly n blocks. The associated factor (or Tanner) graph of H is free of 4-cycles and has girth g = 6 (e.g. [12] ). Note that these codes were first considered in [12] as a subclass of codes from partial geometries.
D. Set Systems
A set system (P, B) consists of a point set P and a block set B which is a family of subsets of P. For a consistent representation, we only allow set systems where P = B such that each point must be contained in at least one block. The size of (P, B) is given by the number of blocks of B. The degree of a point is the number of blocks containing the point and by O(P) we mean the subset of points of P having odd degree. Two set systems (P, B) and (P , B ) are isomorphic, if there exists a bijection between P and P that maps B to B . Given a transversal design D with points P and blocks B, a set system (P, B) is called a configuration of D if P ⊆ P and B ⊆ B.
1 Every set system can be equivalently described by a matrix which allows a convenient representation of the system. More precisely, a set system is equivalent to a |P|×|B| matrix where the entry at (i, j) is one if the i-th point of P is in the j-th block of B, else zero.
E. New Concept: t-Colourings of Set Systems
Let Q := {1, . . . , t} be a set of t colours. A t-colouring of a set system (P, B) is a mapping ϕ : P → Q such that all points of a block of B are coloured with a different colour of Q. For each c ∈ Q, the set ϕ −1 (c) = {x ∈ P : ϕ(x) = c} is called a colour class. For any t-colouring ϕ, we use the ordered setφ = (ϕ −1 (1), ϕ −1 (2), . . . , ϕ −1 (t)) as a short notation of this colouring. If a set system has at least one t-colouring, we call it t-colourable. Clearly, there can be different t-colourings of a set system. Let (P, B) and (P , B ) be two set systems
. . 1 . 10 . . . 1 Fig. 2 . Matrix representation of a set system S with points P = {1, . . . , 10} (left) and the two non-isomorphic 4-colourings of S grouped by their colour classes. The dots represent zero-entries.
with t-colourings ϕ and ϕ , respectively. Then, (P, B, ϕ) and (P , B , ϕ ) are isomorphic, if there are bijections σ : P → P and π : Q → Q such that σ(B) = B with σ(B) = {σ(x) : x ∈ B} : B ∈ B and π(ϕ(x)) = ϕ (σ(x)).
Example 2: Let S = (P, B) be a set system with point set P = {1, . . . , 10} and block set B = {1, 2, 3, 4}, {1, 5, 6, 7}, {2, 5, 8, 9}, {3, 6, 8, 10} as depicted in Fig. 2 , and let Q = {1, 2, 3, 4} be a set of four colours. Then, there are two nonisomorphic 4-colourings of S,
3, x = 3, 7, 9 4, x = 4, 5, 10, 2 (4) = {4, 7, 9, 10} for the second colouring ϕ 2 . It can easily be seen that the points of any block of B are contained in different colour classes and thus are coloured uniquely within a block. The short notations of the colourings areφ 1 = ({1, 8}, {2, 6}, {3, 7, 9}, {4, 5, 10}) andφ 2 = ({1, 8}, {2, 6}, {3, 5}, {4, 7, 9, 10}), respectively.
F. Factor Graph of LDPC Codes
The parity-check matrix H of an LDPC code can be equivalently represented by its factor graph G H . More precisely, let G H = (V, F, E) denote a bipartite graph, where * the nodes V are associated with the rows of H, * the nodes F are associated with the columns of H, * the edge set E is given by the structure of H. In particular, an undirected edge e(i, j) ∈ E exists iff H ij = 1. The elements of V are called bit nodes, since they correspond to the code bits, and the elements of F are called check nodes, since they correspond to the parity-check equations of the code.
G. Absorbing Sets
Let G H = (V, F, E) be the factor graph of a given LDPC code with parity-check matrix H. For any subset X ⊆ V , let N F (X) be the set of neighboring check nodes of X in F , i.e., N F (X) := {y ∈ F : ∃x ∈ X, e(x, y) ∈ E}. We further subdivide N F (X) into the sets of check nodes with even and odd degrees, denoted by E(X) and O(X), respectively. Furthermore, we denote N E (X) as the set of adjacent edges of X in E, i.e., N E (X) := {e(x, y) ∈ E : x ∈ X}. Definition 1: An (a, b) absorbing set of G H , denoted by A, is a subset A ⊆ V with |A| = a and O(A) = b, such that each node of A has strictly fewer neighbors in O(A) than in E(A) [5] . We say that a is the size of the absorbing set and b is the syndrome. An (a, b) absorbing set is an (a, b) fully absorbing set if, in addition, all bit nodes in V \ A have strictly fewer neighbors in O(A) than in F \ O(A). An absorbing set A is elementary, if all check nodes of N F (A) have degree of at most 2. The induced subgraph of A, denoted by I(A), is a bipartite subgraph of G H consisting of the bit nodes A, the neighboring check nodes N F (A) and the adjacent edges N E (A).
Example 3: An example of a (4, 4) absorbing set is shown in Fig. 3 , where the bit nodes A are represented by black circles. The neighboring check nodes of odd degree O(A) are visualized by black squares and the neighboring check nodes with even degree E(A) are visualized by white squares. Observe that all bit nodes of A are connected with strictly more even-degree check nodes than odd-degree check nodes and thus fulfill the definition of an absorbing set.
III. CLASSIFICATION OF ABSORBING SET CANDIDATES IN LDPC CODES FROM TRANSVERSAL DESIGNS
Absorbing sets are known to be the main cause of decoding errors in the error-floor region of LDPC codes over the AGWN channel under SPA decoding. Therefore, it is an important step to identify and categorize the most harmful absorbing sets of an LDPC code. 2 In this section, we give an exhaustive classification of small absorbing set candidates that may occur in a TD LDPC code of column weight 3 and 4.
Absorbing sets are graph-based objects that has been established in the field of coding theory. However, they have a purely combinatorial nature and thus can be conveniently described from a combinatorial viewpoint. More precisely, let D be a transversal design of block size k with point set P and block set B and let C(D) be the corresponding TD LDPC code of column weight k based on D.
Lemma 1: An absorbing set A of C(D) can be equivalently described by a set system (P, B) which is a configuration of D, i.e., P ⊆ P and B ⊆ B. Then, (P, B) is called the set system representation of A.
Proof: By taking the points and blocks of D that correspond to the bit nodes and check nodes of I(A), respectively, we obtain a set system that is clearly a configuration of D.
Lemma 2: Any configuration (P, B) of D has a k-colouring that is induced by the groups of D.
Proof: Recall that D has k groups and that every block consists of exactly one point per group. By colouring all points of P that lie in the same group of D with the same colour and each group with a different colour, we obtain an k-colouring of (P, B) which is induced by D.
Let A be an absorbing set with set system representation (P * , B * ) and a k-colouring ϕ * induced by the groups of D. By considering any set system (P, B), we say that A is of type (P, B), if the set system is isomorphic to (P * , B * ). Moreover, by considering any k-colouring ϕ of (P, B), we say that A is of type (P, B, ϕ) if the triple is isomorphic to (P * , B * , ϕ * ). Obviously, (P, B) and (P, B, ϕ) may represent a large number of isomorphic absorbing sets of an LDPC code. Also notice that an absorbing set of type (P, B, ϕ) is automatically an absorbing set of type (P, B) but not vice versa.
Lemma 3: By considering an absorbing set of type (P, B) that occurs in any TD LDPC code of column weight k, the following combinatorial constraints must be valid: . Proof: Since (P, B) corresponds to a configuration of D, the constraints (A) and (B) directly follow from the axioms of a transversal design and (C) follows from Lemma 2. The constraint (D) is the combinatorial counterpart to the postulation of absorbing sets that each bit node of A has strictly fewer neighbors in O(A) than in E(A).
Definition 2: An absorbing set candidate is a set system that satisfies the constraints (A)-(D) of Lemma 3.
Absorbing set candidates can be considered as combinatorial patterns for absorbing sets independent of any code. By contrast, absorbing sets are inextricably linked with a concrete code since they are defined as subgraphs of the code's factor graph.
Theorem 2: Let A be an absorbing set of type (P, B, ϕ). For the case of k = 3 or 4, the absorbing set A is fully if and only if the points of O(P) are coloured with the same colour by ϕ, i.e., |{ϕ(x) : x ∈ O(P)}| ≤ 1.
Proof: We assume w.l.o.g. that (P, B) is the set system representation of A with induced colouring ϕ. If all points of O(P) are coloured with the same colour by ϕ, then all points of odd degree belong to the same group of D. We also know that every block of D has exactly one point per group and thus every block of B \ B intersects with at most one point of O(P). Hence, every block of B \ B has strictly fewer points in O(P) than in P \ O(P) such that A must be fully.
Conversely, if we assume that there are two points of O(P) with different colours (which means that they are contained in different groups of D), there must be a block in B that contains both points (cf. (4) of Subsection II-B). Since k = 3 or 4, this block must be in B \ B, otherwise it contradicts the definition of an absorbing set. Hence, this block contradicts the definition of a fully absorbing set.
A. Classification Process
In order to classificate the absorbing set candidates in TD LDPC codes based on transversal designs with block size k, we have written a program that outputs an exhaustive list of non-isomorphic set systems of block size k that satisfy the combinatorial constraints (A)-(D) of Lemma 3 (up to a given size of t blocks).
Approach: By starting with an empty set system, we successively extend the current system by a further block (in all possible ways) in compliance with some combinatorial rules that are necessary to build up an absorbing set candidate. If an extension fulfills all constraints of Lemma 3, we add it to the list of absorbing set candidates. We continue until a maximum number of t blocks is reached.
INPUT: * k: desired block size of the absorbing set candidates * t: maximum number of blocks OUTPUT: * O: The output list O fills up with all non-isomorphic absorbing set candidates of block size k and at most t blocks that may occur in any TD LDPC code of column weight k. The presence or absence of these absorbing sets finally depends on the specific structure of a concrete TD LDPC code. NOTATIONS AND INVARIANTS: * We denote the current set system by S.
* A set system (P , B ) is called an extension of S = (P, B), if P ⊆ P and B ⊆ B . * Let E , 1 ≤ ≤ t, be t global lists of non-isomorphic extensions of size that have already been processed. Note that the set systems collected in E are not necessarily absorbing set candidates. ALGORITHM: (1) Initialization: We start with an empty set system S. Define E = ∅ for 1 ≤ ≤ t and O = ∅. (2) Find extensions of S: We extend S by a further block of size k in all possible ways. Let S 1 , S 2 , . . . , S µ be the nonisomorphic extensions of S with the following restrictions: a) The constraints (A)-(C) of Lemma 3 must be valid. b) S must be connected, i.e, for any two distinct subsets of blocks (called components) there must be at least one point that is contained in both components. , we use a postfix {i} to determine an order. The dots represent zero-entries. Note that any violation of a) is irreparable by extending the set system such that the concerned extensions can be discarded. By contrast, the constraint b) is reparable by adding some new blocks properly such that the isolated components get connected. Nonetheless, we may discard unconnected set systems at this early stage since all extensions of these systems will be found by extending the blocks in a different order. All constraints therefore reduce the processing complexity. (3) For each extension S i do: a) Let be the number of blocks of S i . If S i is isomorphic to any set system of E , we discard S i and continue with the next extension, else we add
= t, we stop processing this extension, else we apply steps (2)- (3) 
IV. TD LDPC CODES BASED ON MOLS
WITH CYCLIC STRUCTURE For the remainder of the paper, we employ a special class of cyclic-structured MOLS that are ideally suited for constructing TD LDPC codes with excellent decoding performances. More precisely, the presented MOLS provide an algebraic approach for the investigation and elimination of harmful absorbing sets, leading to codes with low error-floors and thus to near-optimal performances over the AWGN channel via SPA decoding. In [10] , we have already used the same class of MOLS to produce powerful TD LDPC codes with improved stopping set distributions over the BEC.
A. Construction of Latin Squares with Cyclic Structure
We first need the following straightforward lemma, giving mutually orthogonal Latin squares isomorphic to Cayley addition tables (cf. [14] ):
Lemma 4: Let F q be the Galois field of any prime power order q. We obtain a Latin square L (α,β) q of order q and scale factors α, β ∈ F *
with row set, column set and symbol set X = Y = S = F q , respectively. If β = 1, we simply write
The cyclic nature of the Latin square can be comprehended by considering that each column is obtained from the previous one by adding the same difference to each element of the previous column modulo q. The same holds for the rows. In the remainder of the paper we consequently speak of cyclic Latin squares and of cyclic MOLS. 
B. Cyclic MOLS
where (φ i , 1) is a representative of the i-th class. The classes
We can use any m-subset of these MOLS (1 ≤ m ≤ q − 1) to build up a TD(m + 2, q) and thus to construct a TD LDPC code.
Proof: Since (u i , v i ) and (u j , v j ) for i = j are in different equivalence classes, it follows that u i v j = u j v i . Hence, the associated Latin squares are orthogonal by Lemma 5.
Example 4: Fig. 6 depicts the four equivalence classes over (F *
)
2 , where the members of the equivalence classes are represented by the associated Latin squares. The Latin squares of the first row, bordered by a dashed line, constitute a possible representative system of these classes and thus are MOLS.
be m cyclic MOLS with row, column and symbol sets
By applying the process given in the proof of Theorem 1, we obtain a transversal design (P, G, B) with point
be two MOLS with X = Y = S 1 = S 2 = F q . We obtain a transversal design with P = F q × {1, 2, 3, 4}, groups G = F q × {i} : i = 1, 2, 3, 4 and blocks B = {(x, 1), (y, 2), (x + y, 3), (2x + y, 3)} : x, y ∈ F q with all computations over F q . Both MOLS and the arising transversal design are visualized in Fig. 1 . An L m q -TD LDPC code has block length N = q 2 , rate R ≥ (q − m − 2)/q, and the code's parity-check matrix is regular with column weight m+2 and row weight q. We show in [10] that these codes have quasi-cyclic structure, leading to a low encoding complexity linear with the block length. The parity-check matrix of a quasi-cyclic L m q -TD LDPC code consists of (m+2)×q circulant submatrices (called circulants) of size q × q. For a more flexible code design, it is possible to use any grid of circulants to generate a wide spectrum of block lengths and code rates for any prime power order q [10] . For the rest of the paper, we consider only MOLS in reduced form as a consequence of Theorem 4. This simplification is reasonable in order to investigate the structural properties of the arising codes. However, it is possible to construct a quasicyclic LDPC code by the appropriate choice of another representative system as described in [10] , which allows encoding with low complexity.
Proof: It can easily be seen that the Latin square L ( αi) q can be obtained by reordering certain rows of L (αi) q and that this reordering is the same for each 1 ≤ i ≤ m. The simultaneous reordering of the rows of the given MOLS is equivalent to reorder the corresponding rows of the paritycheck matrix of C(D M ). Obviously, any reordering of the rows of a code's parity-check matrix does not change the code.
be a set of two cyclic MOLS of order 5. By Theorem 5, the sets
q -TD LDPC CODES The main target of the present paper is to eliminate harmful absorbing sets in L m q -TD LDPC codes in order to improve the error-floor performance of these codes. Due to the intricate nature of iterative decoders over the AWGN channel, the current understanding about the exact failure mechanism is far from complete. However, the harmfulness of absorbing sets can be based on several conjectures that are in accordance with simulative results and with the current level of knowlege. An (a, b) absorbing set is supposed to be harmful if * the size a is small, * the syndrome b is small compared to a, * the absorbing set is fully, and * the degrees of the variable nodes are small, in particular, the absorbing set is elementary. The absorbing set candidates obtained by the classification in Section III represent potentially harmful absorbing sets since they satisfy at least one of the conjectures listed above. We now demonstrate that some of these candidates can be avoided in L 
A. Describing Absorbing Sets by Linear Equation Systems
Let (P, B) be an absorbing set candidate from the classification of Section III and let ϕ 1 , . . . , ϕ τ be the non-isomorphic k-colourings of (P, B). For each k-colouring ϕ j , there exist (k!) possibilities to associate the k colours of Q = {1, . . . , k} with the k groups of G = {G 1 , . . . , G k }. More precisely, let π 1 , . . . , π k! be all possible bijections Q → G, called the colour-to-group mappings. As a short notation, we usê
In Table II , we explicitely list the short notations of all 24 colour-to-group mappings which will be important for the presentation of our results. For instance, fromπ 5 = (1, 4, 3, 2) we obtain
Theorem 6: An absorbing set of type (P, B, ϕ j ) occurs in C(D M ) if and only if there is an assignment of values from F q to the variables p 1 , . . . , p υ with υ := |P| and a colour-to-group mapping π such that (1) the point x ∈ P is associated with variable p x , (2) all elements of p x , ϕ j (x) : x ∈ P are unique, (3) for every block {x 1 , . . . , x k } ∈ B with (π (ϕ j (x 1 )) = G 1 , . . . , π (ϕ j (x k )) = G k the linear equations α i p x1 + p x2 − p xi+2 = 0 are satisfied over F q for i = 1, . . . , m. Proof: If there are values p 1 , . . . , p υ ∈ F q that satisfy (1)-(3), then the elements of p x , ϕ(x) : x ∈ P can be considered as points of the transversal design D M and the elements of {(p x1 , 1), . . . , (p x k , k)} : {x 1 , . . . , x k } ∈ B as blocks of D M .
The linear equations obtained by Theorem 6 lead to a homogeneous linear system over F q with unknown variables p 1 , . . . , p υ and coefficients depending on the scale factors α i . Let E be the coefficient matrix and p = (p 1 , . . . , p υ )
T be the column vector of the unknown variables. Every solution of Ep = 0 corresponds to an absorbing set of type (P, B, ϕ j ) with colour-to-group mapping π if the pairs p x , ϕ(x) : x ∈ P are unique. Conversely, if such a solution does not exist, there can not be any absorbing set of this type.
B. Elimination Process
Approach: The existence of any absorbing sets of type (P, B, ϕ j ) with colour-to-group mapping π in a code C(D M ) is equivalent to the existence of certain solutions of the linear equation system Ep = 0. We solve this system symbolically by a modified Gaussian elimination algorithm in dependence of the scale factors α i and the Galois field F q .
INPUT: * (P, B): absorbing set candidate of block size k OUTPUT: * C j : The process outputs the elimination constraints C j grouped by their k-colourings ϕ j , i.e., all absorbing sets of type (P, B, ϕ j ) can be eliminated if and only if C j = 1. Conversely, there exist absorbing sets of type (P, B, ϕ j ) if and only if C j = 0.
ALGORITHM:
(1) For every k-colouring ϕ j of (P, B), 1 ≤ j ≤ τ , and every colour-to-group mapping π , 1 ≤ ≤ (k!), do:
INPUT: * (P, B): absorbing set candidate of block size k * ϕ j : the j-th k-colouring of (P, B) * π : the -th colour-to-group mapping OUTPUT: * C j, : The output C j, is an elimination constraint such that all absorbing sets of type (P, B, ϕ j ) with colour-to-group mapping π can be eliminated if and only if C j, = 1.
NOTATIONS AND INVARIANTS:
* We denote the type (P, B, ϕ j ) with colour-to-group mapping π from now on as T . * The set Λ 0 contains all polynomials that are definitely zero, initialized by Λ 0 = {0}. * The set Λ + contains all polynomials that are definitely non-zero. Initially, we have 3
+ if u is not a prime power, and
The set Λ * contains all polynomials that may be zero or non-zero depending on the choice of the scale factors α i and F q . Consequently, it consists of all polynomials that are not in Λ 0 ∪ Λ + . * Let T be a rooted tree that consists of case nodes of the form (λ, v) C and elimination nodes of the form (λ, v) E , where λ ∈ Λ * , v ∈ {0, 1} and where 'C' and 'E' stands for case and elimination, respectively. The elimination 3 Note that the scale factors α i ∈ F * q of any MOLS are non-zero and unique by definition such that α i and any difference α i −α j with i = j are definitely non-zero. Furthermore, an entry that is equal to a prime power p i with i ≥ 1 can be zero if the underlying Galois field has characteristic p. Conversely, an entry that is not a prime power must be definitely non-zero. As an example, the term 6α 2 1 α 3 2 (α 1 − α 2 ) 2 is definitely non-zero.
nodes must be leafs. We say that a node is satisfied if Note that it depends on the choice of the scale factors α i , 1 ≤ i ≤ m and the choice of F q if a node is satisfied. ALGORITHM: (1) Build up an equation system Ep = 0 with the equations obtained by Theorem 6 for type T . Let E η be the upper right submatrix of the coefficient matrix E including the η-th row and column. We start with η = 1. Initialize the ouput tree T with an empty root node and and assume that this root node is trivially satisfied. (2) Find a column of E η with all entries from Λ 0 ∪ Λ + and with at least one entry from Λ + . If such a column does not exist, continue with step (3). Otherwise swap the rows and columns 4 of E in such a way that there is an entry of Λ + in the left top corner of E η . Then, apply row eliminations to E such that all other entries of the first column of E η become zero (except the first) and continue with (4). (3) Find the column of E η with the smallest positive number of entries in Λ * . If such a column does not exist, i.e., if all entries are from Λ 0 , continue with step (6). Otherwise, choose an entry λ ∈ Λ * of this column and do a case differentation. For this, split the current process into two subprocesses. For the first subprocess, * assume that λ = 0, * append the node (λ, 0) C to the current node of T, 5 * move λ to Λ 0 , and * continue with step (5). For the second subprocess, * assume that λ = 0, * append the node (λ, 1) C to the current node of T, * move λ to Λ + , and * continue with step (5) . Notice that the sets Λ 0 , Λ + and Λ * are process invariants that are stored for each subprocess separately, whereas T is stored as a global entity. (4) After every step search for linear equations of the form λ(p x1 − p x2 ) = 0 with ϕ(x 1 ) = ϕ(x 2 ) and λ ∈ Λ * . By choosing the scale factors α i and F q in such a way that λ = 0 over F q , it follows that (p x1 , ϕ(x 1 )) = (p x2 , ϕ(x 2 )) which violates the second condition of Theorem 6 for all possible solutions. Hence, we can eliminate all absorbing sets of type T . Consequently, we append the elimination node (λ, 1) E to the current node of T. For further processing, we start a new process and * assume that λ = 0, * remove the row of E that corresponds to the equation (which is trivially satisfied), * move λ to Λ 0 , and 4 If we swap rows of E, we must also swap the corresponding entries in p. 5 By the current node of T we mean the case node that has been inserted by the parent process. Initially, the current node is the root of T. * continue with step (5).
(5) Repeat step (2) with η := η + 1 until the matrix is in row echelon form. If the matrix is in row echelon form, we solve the system symbolically by back substitution such that all unknown variables depend on the scale factors α i and on some free variables if the system is underdetermined. We obtain symbolic expressions for p 1 , . . . , p υ . (6) Compute the symbolic differences p x1 − p x2 for all x 1 , x 2 ∈ P with ϕ(x 1 ) = ϕ(x 2 ) and evaluate under which conditions these differences are zero. More precisely, search for differences of the form p x1 − p x2 = λ(p x3 − p x4 ) = 0 with λ ∈ Λ * and x 3 , x 4 ∈ P \ {x 1 , x 2 }. For the case of λ = 0, the points (p x1 , ϕ(x 1 )) and (p x2 , ϕ(x 2 )) coincide for all possible solutions and thus, the obtained set system can not be of type T . Consequently, append the elimination node (λ, 0) E to the current node of T.
E be a path of T that ends up in an elimination node. Define (p) := n i=1 (λ i , v i ). Then, the absorbing sets of type T can be eliminated if (p) = 1. Let p 1 , . . . , p ξ be all paths of T that ends up in an elimination node. Define C j, := ξ i=1 (p i ). Then, the absorbing sets of type T can be eliminated if and only if C j, = 1. Finally, we simplify the elimination constraint C j, by using the following rules:
, where λ, λ ∈ Λ * , ε, ε ∈ Λ + , and v, v ∈ {0, 1}.
Example 7: Let (P, B) be the (4, 4) absorbing set candidate given by the points P = {1, . . . , 10} and blocks B = {1, 2, 3, 4}, {1, 5, 6, 7}, {2, 5, 8, 9}, {3, 6, 8, 10} . With 4-colouringφ 1 = ({1, 8}, {2, 6}, {3, 7, 9}, {4, 5, 10}) and colour-to-group mappingπ 5 = (1, 4, 2, 3 ) from Table II , we obtain the following system of linear equations over F q :
This system can also be described by the matrix equation
where the dots represent zeros. By applying step (2)- (5) of the elimination process, we obtain the coefficient matrix E in row ({1, 8}, {2, 5, 6}, {3, 4, 7}) ( * ) ωq = 3 (6, 2){2} ({1, 8, 9}, {2, 5, 6}, {3, 4, 7}) ( * ) ωq = 2 or 3 (6, 2){3} ({1, 6, 7}, {2, 5, 9, 10}, {3, 4, 8}) ( * ) ωq = 2 (6, 2){4} ({1, 6, 7}, {2, 5, 8}, {3, 4, 9, 10}) ( * ) ωq = 2 (6, 2){5} ({1, 6, 7, 10}, {2, 5, 8}, {3, 4, 9}) ( * ) ωq = 2 (6, 2){6} ({1, 6, 9, 10}, {2, 5, 8}, {3, 4, 7}) ( * ) always
({1, 6, 8}, {2, 5, 9, 10}, {3, 4, 7, 11}) no ({1, 7, 9, 10, 11}, {2, 4, 8}, {3, 5, 6}) ( * ) no ({1, 7, 8, 10}, {2, 4, 9, 11}, {3, 5, 6}) no ({1, 6, 8}, {2, 4, 9, 11}, {3, 5, 7, 10}) no (6, 4){6} ({1, 6, 8}, {2, 5, 9, 10}, {3, 4, 7, 11}) no ({1, 6, 9, 11}, {2, 4, 8}, {3, 5, 7, 10}) no (6, 6){1} ({1, 10, 11}, {2, 5, 7, 8}, {3, 4, 6, 9}) no (6, 6){2} ({1, 7, 9, 10}, {2, 5, 8, 11}, {3, 4, 6, 12}) no ({1, 7, 8, 11}, {2, 5, 9, 10}, {3, 4, 6, 12}) no ({1, 6, 8}, {2, 5, 9, 11, 12}, {3, 4, 7, 10}) no ({1, 6, 8}, {2, 4, 10}, {3, 5, 7, 9, 11, 12}) ( * ) no echelon form. The matrix equation is as follows:
Step (4) of the elimination process detects the linear equation of the form (2α 1 − α 2 )(p 9 − p 3 ) = 0 and hence, we have 2α 1 −α 2 = 0 or p 9 −p 3 = 0. By a proper choice of α 1 , α 2 and F q , we may ensure that 2α 1 − α 2 = 0 over F q and hence, it must hold that p 9 = p 3 . Their equality leads to a degraded set system where the two points 3 and 9 of P coincide. Therefore, we append the elimination node (2α 1 −α 2 , 1)
E to the root of T.
Step (6) does not find further elimination constraints. Finally, we obtain by step (7) that all absorbing sets of type (P, B, ϕ 1 ) with colour-to-group mapping π 5 can be avoided if and only if the elimination constraint C 1,5 := (2α 1 − α 2 , 1) is satisfied.
VI. MAIN RESULTS
This section summarizes the main results of our paper and describes how the potentially harmful absorbing sets of the classification of Section III can be eliminated in L m q -TD LDPC codes for the cases k = 3 and 4. When we refer to the smallest absorbing sets, we mean those with the smallest number of bit nodes and, among these, with the smallest syndrome.
A. Results for L 1 q -TD LDPC Codes of Column Weight k = 3 In Table I we give the possible elimination constraints of the smallest absorbing sets that may occur in L 1 q -TD LDPC codes of column weight k = 3. The given constraints depend on the characteristic ω q of the underlying Galois field F q .
* The smallest (3, 3) absorbing sets are unavoidable. * The smallest fully absorbing sets have size (4, 0) and can be eliminated by choosing F q such that ω q = 2. * The absorbing sets of size (4, 2) can be avoided by choosing F q such that ω q = 2. Hence, the (4, 0) and (4, 2) absorbing sets can not be eliminated simultaneously. * The absorbing sets of size 5 can not be avoided, but they are supposed to be harmless since they are non-fully and have relatively large syndromes. * The (6, 0){1} absorbing sets can be avoided by ω q = 2, whereas the (6, 0){2} absorbing sets can not be avoided. * The (6, 2){1} absorbing sets can be avoided by ω q = 3, the (6, 2){2} absorbing sets by ω q = 2 or 3 and the (6, 2){3}, (6, 2){4} and (6, 2){5} absorbing sets by ω q = 2. The (6, 2){6} absorbing sets do never occur. * The (6, 4){i} and (6, 6){i} absorbing sets can not be avoided, but they are supposed to be harmless due to their large syndrome. We conjecture that we obtain an excellent L 1 q -TD LDPC code by choosing F q in such a way that ω q = 2, since the most harmful (4, 0) absorbing sets can be eliminated and the absorbing sets of size (6, 0) can partially be avoided.
B. Results for L
In Fig. 7 we present the exact elimination constraints for the smallest absorbing sets that may occur in an L 2 q -TD LDPC code of column weight k = 4. The given constraints depend on the scale factors α 1 , α 2 and on the underlying Galois field F q with characteristic ω q and can be satisfied by a proper choice of these parameters.
* The smallest possible absorbing sets have size (4, 4) and can be eliminated if and only if the constraints C1-C4 of Table III are satisfied. The (6, 2){1} and (6, 2){3} absorbing sets can be simultaneously avoided since they contain a (4, 4) absorbing set. * The smallest possible fully absorbing sets have size (4, 4) and can be eliminated if and only if C4 is satisfied. * The smallest (fully) absorbing sets with syndrome 0 are of size (6, 0) and can be avoided if and only if the constraint C4 ∨ C16 is satisfied. Note, that (6, 0) absorbing sets correspond to codewords of minimum weight 6 and also define stopping sets of size 6. Hence, by avoiding these (IN SHORT NOTATION) π 1π2π3π4π5π6 (1, 2, 3, 4) (1, 2, 4, 3) (1, 3, 2, 4) (1, 3, 4, 2) (1, 4, 2, 3) (1, 4, 3, 2) π 7π8π9π10π11π12 (2, 1, 3, 4) (2, 1, 4, 3) (2, 3, 1, 4) (2, 3, 4, 1) (2, 4, 1, 3) (2, 4, 3, 1) π 13π14π15π16π17π18 (3, 1, 2, 4) (3, 1, 4, 2) (3, 2, 1, 4) (3, 2, 4, 1) (3, 4, 1, 2) (3, 4, 2, 1) π 19π20π21π22π23π24 (4, 1, 2, 3) (4, 1, 3, 2) (4, 2, 1, 3) (4, 2, 3, 1) (4, 3, 1, 2) (4, 3, 2, 1) entities, we also raise the minimum and stopping distance of the code. * The (5, 4) absorbing sets can be avoided if and only if the constraints C5-C7 are satisfied. The (6, 0) absorbing sets can be simultaneously avoided since they contain a (5, 4) absorbing set. * The fully (6, 2){2} and (6, 2){4} absorbing sets do never occur. * The fully (6, 4){1} absorbing sets can be avoided if and only if the constraint C8 ∨ C1 is satisfied. * The (6, 4){2} absorbing sets can be eliminated if and only if the constraints C4 and C8-C15 are satisfied. * The (6, 4){3} absorbing sets can be avoided if the constraints C16 and C18-C25 are satisfied. * The (6, 4){4} absorbing sets can be avoided if and only if the constraint C1 ∨ C2 ∨ C3 ∨ C8 is satisfied. * The (6, 6){1} absorbing sets can partially be eliminated if the constraints C1-C4 and C8 are satisfied. In particular, the fully (6, 6){1} absorbing sets can be avoided if and only if the constraint C4 is satisfied. * The (6, 6){2} absorbing sets can partially be eliminated if the conditions C1-C4 are satisfied, but the fully (6, 6){2} absorbing sets can not be avoided. We conjecture that we obtain an excellent L 2 q -TD LDPC code by choosing α 1 , α 2 and F q in such a way that the constraints C1-16 and C18-C25 are satisfied. In this case, the most harmful absorbing sets of size (4, 4), (5, 4), (6, 0) and (6, 2) are eliminated and absorbing sets of size (6, 4) and (6, 6) are partially avoided. 
VII. SIMULATION RESULTS
A. Absorbing Set Detections for L The column "total" counts the total number of absorbing set detections throughout the simulations and the columns "fully" and "elem." count the number of fully and elementary absorbing set detections, respectively. We also list the bit error rate (BER), the frame error rate (FER) and any violations of the constraints of Table III for each code. Note that there are some codes that are equal according to Theorem 5 and thus are listed in the same column. For
13 . For λ = 7, we obtain that
by Theorem 5. These codes clearly show the same decoding behaviour. Notice that the Latin squares of M 2 can be swapped without changing the code C(D M2 ), but since we have fixed the order of the MOLS by assigning the scale factors α 1 and α 2 , the swapping of the Latin squares has the effect of interchanging the roles of α 1 and α 2 . Hence, the codes C(D M1 ) and C(D M2 ) violate different elimination constraints although they are equivalent. In particular, the sets of constraints can be converted into each other by interchanging the roles of α 1 and α 2 . Now, by considering the simulation results in Table IV , we can make the following observations:
* If an (a, b) absorbing set has been detected frequently (say, more that 10 times), then it is fully. * If an (a, b) absorbing set has been detected frequently, then a large fraction of the detected absorbing sets are elementary. * The most harmful absorbing sets in this simulation are of size (6, 2) and (8, 0) which are fully and elementary. These absorbing sets can be avoided by satisfying C1-C3. * The conditions C4-C7 are not violated by any listed code such that there are no (5, 4) and (6, 0) absorbing sets. Fig. 5 . Each table is divided into subtables presenting all non-isomorphic 4-colouringsφ j of the candidate (in short notation). For each 4-colouring ϕ j , the subtable gives the exact constraints in order to eliminate the absorbings sets of type (P, B, ϕ j ) with colour-to-group mapping π in an L 2 q -TD LDPC code of column weight 4. The colour-to-group mappings are explicitely given in Table II and the referred constraints C1-C28 are listed in Table III . If the 4-colouring ϕ j is marked by an asterisk ( * ), then the absorbing sets of type (P, B, ϕ j ) are fully. The symbol ' ' means that the left-hand candidate is an extension of the right-hand candidate such that the elimination of the smaller candidate leads to the elimination of the extension. total fully elem. total fully elem. total fully elem. total fully elem. total fully elem. total fully elem. [1, 4] and [1, 10] seem to be the best choice among the codes with q = 13, since they avoid the most harmful (6, 2) and (8, 0) absorbing sets and reduce the number of (8, 2) absorbing sets. * Some types of absorbing sets can not be avoided simultaneously. For instance, by avoiding the (6, 2) and (8, 0) absorbing sets, some (10, 0) absorbing sets occur and vice versa. A general explanation is that the count of all nonisomorphic configurations of size t must sum up to Fig. 8 , we again employed the standard SPA decoder with a maximum of 50 iterations per codeword to demonstrate the performance of our optimized TD LDPC codes compared to similar codes known in the literature. Firstly, we can observe that our methods of eliminating absorbing sets achieve an enormous performance gain between the TD LDPC codes with well and badly chosen scale factors. Secondly, the optimized TD LDPC codes outperform some known LDPC codes based on the random PEG algorithm [17] , on a construction by Zhang et al. [18] and on the Lattice construction by Vasic and Milenkovic [19] .
VIII. CONCLUSION
In this paper we have demonstrated that the class of transversal designs based on cyclic-structured MOLS generates a wide range of quasi-cyclic LDPC codes with excellent decoding performances over the AWGN channel via SPA decoding, in particular with low error-floors. By investigating the presence or absence of absorbing sets in these codes, we have derived powerful constraints for the proper choice of code parameters in order to eliminate small and harmful absorbing sets. The presented constraints are derived for LDPC codes of column weight 3 and 4 but are also potentially beneficial for codes of higher column weights. Since absorbing sets are also known to be stable under bit-flipping decoders, the presented codes should also reveal excellent performances over the BSC via bit-flipping decoding. 29 } (bad choice) and {L (1) 29 , L (12) 29 } (good choice), respectively, compared to a random LDPC code constructed by the PEG algorithm [17] . 41 } (bad choice) and {L (1) 41 , L (9) 41 } (good choice), respectively, compared to a random LDPC code constructed by the PEG algorithm and a quasi-cyclic LDPC code constructed by Zhang et al. [18] . (c) Performance of two L 2 47 -TD LDPC codes based on the MOLS {L (1) 47 , L (2) 47 } (bad choice) and {L (1) 47 , L (5) 47 } (good choice), respectively, compared to a random LDPC code constructed by the PEG algorithm and an LDPC code based on the Lattice construction by Vasic and Milenkovic [19] . 41 } (bad choice) and {L (1) 41 , L (5) 41 , L (9) 41 } (good choice). Note that the scale factors α 1 = 1, α 2 = 5 and α 3 = 9 pairwise satisfy the constraints C1-C16 and C18-C25 as proposed in Subsection VI-C. Fig. 8 . Decoding performance of various TD LDPC codes over the AWGN channel with (−α 2 ), (2) with α 1 and adding both results, we obtain (y 1 − y 2 )(α 1 β 2 − α 2 β 1 ) = 0. It follows that y 1 = y 2 or α 1 β 2 = α 2 β 1 . The first condition can never be satisfied, since y 1 and y 2 represent two separate columns. Hence, the second condition must be satisfied.
2) If the Latin squares are orthogonal, then α 1 β 2 = α 2 β 1 : Again, we prove the contrapositive of this statement: Suppose that α 1 β 2 = α 2 β 1 . Lemma 4 , it follows that α 1 (x 1 − x 2 ) + β 1 (y 1 − y 2 ) = 0. By multiplicating with β 2 and replacing α 1 β 2 with α 2 β 1 , we obtain β 1 (α 2 (x 1 − x 2 ) + β 2 (y 1 − y 2 )) = 0. Since β 1 must be positive, it follows that α 2 (x 1 −x 2 )+β 2 (y 1 −y 2 ) = 0. Hence, α 2 x 1 + β 2 y 1 = α 2 x 2 + β 2 y 2 and thus L 
