A Geometric programming (GP) is a type of mathematical problem characterized by objective and constraint functions that have a special form. Many methods have been developed to solve large scale engineering design GP problems. In this paper GP technique has been used to solve multi-objective GP problem as a vector optimization problem. The duality theory for lexicographic geometric programming has been developed to solve the problems with posynomial in objectives and constraints.
Introduction
In many real-life optimization problems, multiple objectives have been taken into account, which may be related to the economical, social and environmental aspects of optimization problems. The multiple objectives are usually incommensurate and in conflict with one another. In general, a multiple objective optimization problem does not have a single solution that could optimize all objectives simultaneously. It never search for optimal solution but for efficient solution that can best suited compromise solution to all multiple objectives. Though the geometric programming technique due to Duffin et al. [3] helps to solve various types of nonlinear single objective posynomial problems but there are very few work have been made in this direction to solve multiple objective GP problems. Lexicographic optimization approach is one such technique to handle multiple objective GP problem. Several mathematical and game theoretic applications of nonlinear lexicographic optimizations are reported by Behringer [1] . Impressed upon the work of Behringer, Nijkamp [6] applied the lexicographic optimization technique in a land use problem for industrial activities in a newly created industrial area in a Rhine-delta region near Rotterdam. Application of linear lexicographic due to Isermann [4] and Turnovec [8] strengthen to handle scalar valued optimization problems. Biswal [2] used fuzzy programming [10] to solve multi-objective geometric problem where as lexicographic order and duality has been studied by Martinez [5] . In this paper we have applied lexicographic geometric programming technique to solve special type of multi-objective optimization problem.
The organization of the paper is as follows: Following introduction the definition of multi-objective geometric programming and lexicographic optimization have been discussed in Section-2 and 3 respectively. Definition of lexicographic geometric programming has been discussed in Section 4 and the numerical examples have been incorporated in Section 5. Finally the conclusion has been presented in Section 6.
Multi-objective geometric programming
A multi-objective geometric programming problem can be defined as: Find x = (x 1 , x 2 ,… ,x n )
T so as to 
Now the above optimization problem can be rewritten as:
which is called lexicographic geometric programming (LGP) problem. 
Lexicographic optimization problem
The problem of finding lexicographically minimum point of F with respect to X is called lexicographically minimizing problem which is denoted as :
Similarly a point X x ∈ is said to be lexicographically maximum point of F with respect to X if
and this problem is called lexicographically maximizing problem given by 
Lexicographic geometric Programming
The lexicographic multi-objective geometric programming defined by
where the functions are defined by (2.1), (2.2) and (2.3). Now we will prove the following theorem for the existence of unique optimal solution of the lexicographic optimization GP problem.
Theorem:-If the primal problem of the geometric programming is consistent and its dual program has a maximizing point with strictly positive components then the primal problem of geometric programming has a unique optimal solution if and only if the rank of its exponent matrix is equal to the number of columns.
Proof :-From the duality theorem due to Duffin [3] , we know that for each optimization point x * for the primal problem there exist a maximizing point w * of dual program which is given by the following equations. Step 1: At first the objective functions of the multi-objective GP problem are ranked according their priority. Let us assume that the first objective function is in priority one i.e. P 1 and the second objective function in priority 2 i.e. P 2 and so on, and p th objective function in priority p i.e P p .
Step 2: Then first objective function g 10 (x) is minimized subject to all the original constraints. Let the minimum of the first objective be ) 1 ( 10 g at x (1) . Then we move to step 3.
Step 3: Then the second objective function g 20 (x) is minimized subject to the original constraints with one additional constraint, i.e. (2) . Then we move to next step. 
