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.Abstract
Effect of Cracks on Elastic
Properties of Low Porosity
Rocks
by
Terrence Patrick Todd
Submitted to the Department of Earth and Planetary
Sciences on May 1, 1973, in partial
fulfillment of the requirements for the
degree of Doctor of Philosophy
Microcracks in terrestrial and lunar rocks significantly
alter elastic, thermal, and mechanical properties. The
degree to which microcracks alter physical properties of
low porosity rocks depends on the state of stress in the
rock (hydrostatic pressure, non-uniform stress, pore
pressure), the magnitude of various crack parameters
(directional distribution, volume, aspect ratio, connectib-
ility, etc.), the per cent saturation, and the physical
properties -of-pore fluids.
Various techniques have been employed to study, both
qualitatively and quantitatively, the effect of cracks on the
elastic properties of low porosity rocks. Elastic wave
velocities and static compressibility, measured as functions
of direction, indicate the presence of anisotropy, determine
symmetry patterns of non-uniform crack or mineral distributions,
and separate mineral from crack anisotropy. Elastic properties
measured under hydrostatic confining pressure illustrate
crack closure effects. Crack counting from thin section, or
photomicrographs of thin sections, give crack parameters and
directional information about cracks. Staining cracks
with dyes facilitates the observation of cracks in thin
section. Some crack parameters (e.g. the distribution
function of crack aspect ratios) are calculated directly from
theoretical expressions which present the particular parameter
in terms of elastic property values. Other crack parameters
(e.g. crack porosity) are measured directly. Acoustic
emission techniques give direct information about crack
closure, crack formation, phase transitions, twinning, and
other stress release mechanisms in rocks.
Different values of crack parameters are produced by
different cracking mechanisms. Cracks produced by natural
igneous processes or by thermal cycling are low aspect ratio
cracks present along grain boundaries and within individual
grains. Cracks produced by shock processes are higher aspect
ratio cracks. In particular, lunar rocks have cracks
characteristic of those produced by shock processes.
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Chapter 1
Introduction
INTRODUCTION
Microcracks occur along grain boundaries and within
individual grains in most low porosity rocks. The total
crack porosity is generally only a few tenths of one percent
of the total rock volume. But the effect of cracks on
altering elastic, thermal, and mechanical properties of
rocks is large, both in laboratory samples and in the field.
To interpret the physical properties of the terrestrial and
lunar crusts, we must understand, both qualitatively and
quantitatively, the effects of cracks on physical properties
of low porosity rocks.
We have used several techniques to measure crack
parameters (crack volume, length, aspect ratio, orientation,
etc.) and to study crack effects on physical properties.
For instance (1) elastic properties as functions of direction
determine the symmetry of non-uniform crack distributions
in rocks, (2) elastic properties under hydrostatic confining
pressure illustrate crack closure effects, (3) crack
counting from thin sections or photomicrographs of thin
sections give crack parameters and directional information
about cracks, (4) staining cracks with dyes facilitates
the observation of cracks in thin section, (5) theoretical
expressions give some crack parameters in terms of elastic
property values, (6) some crack parameters are measured
directly, and (7) acoustic emission techniques determine
crack parameters and source mechanisms. In chapters 2-6
we implement these methods to obtain information about
the effect of cracks on elastic properties of low porosity
rocks.
Ahisotropy in physical properties of rocks can arise
from preferred mineral oeientation, mineral layering,
non-hydrostatic stress, and anisotropy in crack distribution.
The measurement of shear waves of known polarization in
different directions in rocks is one method for studying
anisotropy in rocks. In chapter 2, Acoustic Double Refraction
in Low Porosity Rocks, we discuss the propagation of shear
waves in low porosity rocks.
In chapter 3, Toward a Quantitative Relationship Between
Elastic Properties and Cracks in Low Porosity Rocks, we
apply a technique for staining cracks and a statistical
method for counting cracks to obtain the directional
distribution of total crack length in rocks. We correlate
both directional variations in total crack length and
variations in the magnitude of total crack length with
variations in elastic properties.
When rocks are brought from high P-T conditions at depth
to surface conditions, stresses produced by the differences
in linear thermal expansion and linear compressibility
between pairs of mineral grains are sufficient to crack
most rocks. Rocks containing minerals with large expansions
relative to other minerals or anisotropy in expansion
(e.g. quartz) contain more cracks. Similarly, non-uniform
stress, shock events, large thermal fluctuations, or thermal
gradients crack rocks. In chapter 4, Unique Characterization
of Lunar Samples by Physical Properties, we discuss various
techniques for cracking rocks, and indicate what types of
cracks (in terms of crack parameters) are formed by each
cracking process. We apply the results specifically to
cracks in lunar rocks.
A complete knowledge of crack parameters is not sufficient
to determine elastic properties of cracked rocks; we must
also know the degree of saturation and the physical
properties of the saturant. For instance, we must know
if cracks are filled with air or water, if the saturant
is under pore pressure, if the saturant contains chemicals
which will affect physical properties, if saturation in
laboratory experiments is comparable to saturation in situ,
etc. In chapter 5, Effect of Dry Cracks, Saturated Cracks,
and Pore Pressure on the Elastic Properties of Low Porosity
Rocks, we discuss the effects of pore fluid saturants on
altering physical properties of low porosity rocks.
Perhaps the most direct methods for studying crack
formation, for obtaining crack magnitudes, for obtaining
crack locations, or in general, for quantitizing crack
information, are acoustic emission techniques. We have
used acoustic emission techniques to study stress release
(crack formation, crack closure, pore collapse, and possibly
phase transitions and twinning) occurring under hydrostatic
pressure, with uniaxial loading, and with thermal gradients.
We report and interpret these data in chapter 6, Acoustic
Emission.
In summary, this thesis presents several methods for
studying the effects of cracks on the elastic properties
of rocks. Each chapter applies one or more techniques to
a specific problem. Discussions of elastic, thermal, and
mechanical effects other than those due to cracks are
integrated with the discussion of crack effects in each
chapter. To make each chapter complete in itself, descriptions
of equipment and techniques, tables, figures and references
are included within the individual chapter. And the major
conclusions from each chapter are summarized in an abstract
at the begining of the chapter.
Chapter 2
Acoustic Double Refraction
in Low Porosity Rocks
ABSTRACT
Anisotropy in physical properties of rocks can arise
from preferred mineral orientation, mineral layering, non-
hydrostatic stress, and anisotropic crack distribution. For
instance, preferential orientation of olivine grains in dunites;
alternating layers in laboratory-sized samples of such mineral
pairs as olivine-feldspar, wollastonite-diopside, and garnet-
pyroxene; alternating layers of basalt flows and lunar
breccias; anisotropy in crack distribution of most granites;
and anisotropy in crack distribution induced by uniaxial
stress - all cause acoustic double refraction. We discuss,
both experimentally and theoretically, shear wave propagation
in these rock types, and indicate how the laboratory data may
be applied to the interpretation of the anisotropy observed
in the Earth's crust and upper mantle. We discuss the
possibility of elastic anisotropy in the Moon.
INTRODUCTION
Values of physical properties of rocks at effective
pressures below a few kilobars are determined primarily by
mineral content and the presence or absence of microcracks.
Preferred orientation of microcracks or individual minerals
causes anisotropy in physical properties. Mineral anisotropy
can be caused by alignment of individual grains or layering
of one or more minerals. Crack anisotropy can be naturally-
occurring or artificially-induced. The phenomenon of anisotropy
can be used to improve our understanding of the earth's crust
and upper mantle through a study of physical properties which
are sensitive to mineral orientation and crack distribution.
Elastic properties (i.e. shear and compressional velocities)
which can readily be measured in situ are such physical properties.
Thill et al. (1969) have shown that compressional
wave velocity is a particularly sensitive indicator of
mineral anisotropy and crack distribution in dry low porosity
rocks. They found that velocities in the Yule marble were
slowest parallel to a direction of distinct preferred
orientation of optic [00011 axes of calcite (the slow velocity
direction in single crystal calcite) and that velocities in
the Salisbury granite were lowest for a direction normal to
a plane containing a dense concentration of cracks in quartz
grains. However, there are certain inherent problems in
the use of their data to interpret compressional velocities
of rocks in situ. For instance, the compressional velocity
of low porosity rocks when saturated is typically 20-30% greater
than the same rocks when completely dry (Nur and Simmons, 1969b).
The degree of saturation in situ is generally not known, but
is probably near 100%. If saturation is complete, pore
pressure effects (Todd and Simmons, 1972) must be considered.
In addition, in order to determine anisotropy with compressional
waves, two perpendicular measurements of compressional velocity
are required. The two waves travel different paths, and
problems arise involving compositional variations between
the two propagation paths. It would be advantageous to
measure some physical property which would provide directional
information without having to cope with local values of, and
local variations in, percent saturation, pore pressure, and
,composition.
For a particular direction of propagation in elastically
anisotropic media, there can exist a quasi longitudinal wave
and two quasi shear waves. Particle motion of the three waves
are perpendicular to each other and generally neither parallel
nor perpendicular to the propagation direction. Although shear
waves with high signal to noise ratios can readily be produced
and monitored in laboratory experiments, shear waves with
equally high signal to noise ratios are extremely difficult to
obtain in the field. Shear waves, being late arrivals, are often
masked by noise due to compressional waves and surface waves.
However, when shear velocities can be measured in situ, they provide
more information about anisotropy than compressional wave velocities.
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The velocity difference between vertically and horizontally
polarized shear waves is explicitly related to the magnitude
and symmetry of mineral and crack anisotropy. The degree of
saturation has negligible effect on shear velocity at seismic
frequencies (Nur and Simmons, 1969b). Therefore the interpretation
of shear data in terms of the intrinsic physical properties of the
rock and crack distribution is the same regardless of the degree
of saturation. And because only one propagation path is used,
compositional variations along the path and the effect of pore
pressure do not change the magnitude of the difference between
the vertically and horizontally polarized waves. We conclude
that shear wave velocities on rocks in situ, holds high potential
for the study of rocks.
In laboratory studies, acoustic double refraction
(or the arrival of two shear waves of different velocities)
has previously been observed in single crystals (Simmons and
Birch, 1963), in rocks with stress-induced anisotropy in
crack distribution (Nur and Simmons, 1969a), and in rocks
with anisotropy in mineral orientation (Christensen and
Ramananantoandro, 1971). In addition, Simmons (1964) and
Tilman and Bennett (1972) report variations in shear velocity
with orientation that exceed 10% for several rocks, but they
do not discuss the origin of the anisotropy. We report new
data for double refraction in a granite having naturally
occurring crack anisotropy.
In situ double refraction has been observed in small
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scale refraction surveys over hundreds of meters (Jolly,
1956), and in large scale seismic studies over thousands of
kilometers (Byerly, 19381. On the basis of The laboratory
studies of acoustic double refraction we suggest that in situ
observations of double refraction can be used to study
anisotropy in the earth's crust and upper mantle, and to
determine the cause of anisotropy (mineral or crack).
SINGLE CRYSTALS
Consider a plane shear wave with known polarization P
incident on the surface of a single crystal with direction
cosines 24, k2, and £3. Wave propagation in the crystal is
described by the Christoffel equation (Hearmon, 1961)
Jr.. - 6. .pU2  = 0 (1)1J 1J
where r , the Christoffel stiffnesse, are related to the
elastic constants and depend on direction, p is 4ensity, and
u is velocity. The solution of this cubic equation for a
given direction shows that one compressional and two shear
waves can propagate. Hence the incident shear wave is resolved
into two shear waves that travel along the same path with
different velocities. The particle motions of the two waves
are perpendicular to each other, but generally not perpendicular
to the direction of propagation. The shear waves are quasi-
shear waves, having distinct energy flux vectors and different
velocities. The phenomenon is called acoustic double refraction
(Waterman- and Teutonico, 1957), and we shall use the abbreviation ADR.
In their measurement of the elastic constants of the
cubic crystal pyrite, Simmons and Birch (1963) observed ADR.
A shear wave polarized in the (111) direction was transmitted
along the (110) direction. If the displacement of the input
wave were in the (001) or (110) direction, only a single shear
arrival of velocity (C4 4/P) 1/2 or [(C11 - C1 2 )/2p]1/2, respectively,
would be visible. However, at the intermediate (l) polarization,
the motion of the input wave was rescLved into the two components,
recognized by Simmons and Birch as two distinct shear arrivals
(travelling with the above velocities) and a series of
reflections of the initial pulses.
Single crystal data can be used to illustrate the way in
which seismic anisotropy in rocks can be studied. Consider wave
propagation along the (110) direction of a cubic crystal. The
velocities are
[1/2(C11 + C12) + C44 1/2 (2)
V C44 1/2 (3)
sl -
C1 - C1211/2Vs2  2p (4)
and a measurement of the three velocities along this single
direction is sufficient to determine the full set of elastic
constants (C 11, C12, and C44). Similarly when shear waves
propagate through rock, any anisotropy causes a difference
in the shear velocities. Measurement of shear velocities therefore
gives information about the anisotropy.
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ANISOTROPY IN MINERAL ORIENTATION
Anisotropy in the elastic properties of many igneous
rocks is caused by a preferred orientation of individual
mineral grains in the rocks (Birch, 1960 and Brace, 1965).
For example, the intrinsic velocities of some ultrabasic
rocks are influenced by a preferred orientation of olivine
grains. Birch (1960, 1961) and Simmons (1964) noted
anisotropies in compressional and shear velocities of dunites
at high pressure.that exceeded 10%. Christensen (1966) and
Crosson and Lin (1971) correlated this anisotropy with preferred
orientation of olivine grains in two dunites; and Christensen
(1971) showed that this anisotropy exists in situ throughout the
Twin Sisters dunite in Washington State. Ernst (1935), Brothers
and Rodgers (1969), and numerous other authors showed a similar
preferred orientation of olivine fabric in many ultrabasic
nodules. In addition, through a series of high temperature
compression tests on dunite, peridotite, and olivine powder,
Ave'Lallement and Carter (1970), Carter et al. (1972), and Baker
and Carter (1972) have produced samples experimentally which
show preferred mineral orientation.
Acoustic double refraction, caused by mineral orientation,
has been documented by Christensen and Ramananantoandro (1971)
in a comprehensive study of the Twin Sisters dunite. Their
fabric diagrams for the Twin Sisters dunite show a distinct
concentration of olivine a axes, surrounded at 90* by girdles
of b and c axes. [Stonely (1949) termed this symmetry transverse
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anisotropy. For a comprehensive discussion of types of
anisotropy in rocks see Paterson and 7eiss (1961).] Due to
the large directional variations in compressional and shear
velocity in single crystal olivine (Verma, 1960), the anisotropy
in fabric in the Twin Sisters dunite causes acoustic double
refraction.
The anisotropy and double refraction of the Twin Sisters
dunite are attributed to mineral anisotropy because the anisotropy
remains at high pressures of 5-10 Kb where microcracks are
closed. Christensen and Ramananantoandro illustrated acoustic
double refraction in the Twin Sisters dunite by propagating a
shear wave normal to the a axis (the fast compressional velocity
direction) and rotating the polarization of the input and
receiving transducers through a series of angles from parallel
to the a axis (O*) to perpendicular to the a axis (90*). At 0*,
one distinct shear arrival was evident. As the polarization of
the transducers was rotated, the amplitude of this shear arrival
decreased, and reached zero at 90*; a second arrival of slower
velocity was then evident. At intermediate orientations both
arrivals were visible but of lower amplitude. The double refraction
is predicted from the theory of wave propagation in transversely
isotropic elastic media.
Stonely (1949) discussed wave propagation in a medium with
transverse anisotropy. The Christoffel equations are greatly
simplified for this symmetry. Let the velocities be V , Vsl' Vs2'
and let * the angle between the propagation direction and the
symmetry axi3. In Nur's (197.1) notation, the velocities are
(5)V= + B] 1/2
p _ 2p ]
1/2
sin2i + C1 31 3 cos 2 p11/2
A = Ci11 1 sin2j + C1 3 1 3 + C3333 COS2
B = [(C1111 -
+ 4(C1133
C1 313 )sin 2$ - (C3 3 3 3 - Ci13 3)cos2P 2
+ C 1 3 1 3 ) 2 sin2 $ cos2 4P1/2
and p is density. For propagation along the symmetry axis
the velocities are simply
C3333 1/2
V =
p p][12
V s
1/2
SV = 3 13
s2 L P J
and for propagation normal to the symmetry axis
VP= [C111j1/2Vp p
C 12 12 1/2
Vs 2 
-p
C 1313 1/ 2
,V 
=i P
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Vl
Vs
2
C12 12
(6)
(7)
where
(8)
(9)
($p = 0) ,
(10)
(11)
I
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For propagation normal to the concentration of a axes in
olivine, equation (11) applies. We note explicitly that two
distinct shear arrivals are predicted by the Christoffel
equation for all directions of propagation other than along
the symmetry axis.
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GEOMETRICAL ANISOTROPY - MINERAL LAYERING
A second source of anisotropy in igneous rocks is the
arrangement of the individual minerals; the particular
example of layering is most important in the earth. For
example, Uhrig and Van Melle (1955) found that the compressional
velocity normal to interbedded layers of clastic and carbonate
sediments was 10 to 20% less than that along the layers.
Bachus (1962) showed that this anisotropy was consistent
with the theory of wave propagation through layered media
in which the wavelength is much greater than the layer
thicknesses. Layering of rocks in situ include not only
sedimentary rocks but also basalt flows interbedded with
pyroclastics or soils, rhythmic layering of igneous bodies
typified by the Palisades Sill described by Walker (1969), and
compositional layering in metamorphic rocks. Large scale
mineral layering is recognized in the earth's crust as a 6 km/sec
layer above a 7 km/sec layer separated by the Conrad discontinuity.
Smaller scale mineral layering occurs as alternating layers
in lab samples of such mineral pairs as olivine-feldspar,
wollastonite-diopside, and garnet-pyroxene.
All rocks with mineral layering should exhibit double
refraction. The difference between the two shear arrivals
depends on the relative thickness of the layers with respect to
wavelength, and the properties of the individual layers.
The theory of wave propagation in layered media is well
developed (Brekhovskikh, 1960 and Backus, 1962). The velocities
of waves in layered media depend on several parameters,
including the elastic properties of the minerals in each layer,
layer thickness (d), and the wavelength (X) of the propagating
wave. For the short wave length limit, X<<d, the velocities
are simply time averages through the layers; velocities in each
layer can simply be calculated from the individual mineral elastic
constants. In this case, VSl = VS2. For the long wavelength
limit X>>d, the solution is more complex, but has been solved by
Backus (1962). The solution is similar to that for a transverse
isotropic medium (equations 5, 6, and 7) where the effective
elastic constants involve averages over the elastic constants
and densities of the individual layers. For propagation along
the layers, two pseudo-shear waves are predicted. The velocity
for polarization normal to the layering is always less than that
for polarization parallel to the layering. For X ~ d, the
solution is extremely complex. Thomson (1950) gives the solution
in terms of propagating matrices. Velocity solutions, requiring
complete specification of layer thickness and boundary conditions,
can be obtained numerically. Values of VSl and VS2 are
intermediate to those of the long and short wavelength limits.
Two pseudo-shear waves of different velocity again exist.
NATURALLY OCCURRING CRACK ANISOTROPY
The presence of microcracks in all low porosity rocks
significantly influences the values of elastic constants at low
confining pressures (i.e. Adams and Williamson, 1923; Birch, 1960;
Simmons, 1964; and Brace, 1965). An anisotropic distribution
of microcracks generates anisotropy in values of effective
elastic constants. Preferred orientations in crack distribution
can result from primary features such as preferred mineral
orientations (i.e., mica in a micaceous schist) where grain
boundaries, cleavage, etc. are open cracks or from an anisotropic
stress distribution acting on the rock after formation. For
instance, because of extension fracturing due to removal of
overburden pressure by erosion, most granites are more intensely
cracked in the horizontal plane than in any other plane (Jahns, 1943).
The Chelmsford granite (table 1) is a particularly good example
for both crack anisotropy resulting from stress fracturing and
mineral orientation of mica. Peng and Johnson (1972) noted
that cracks are preferentially oriented parallel to the horizontal
rift plane (R) relative to either the grain (G) or headgrain (H)
planes. The rift, grain, and headgrain are quarrying terms used
to describe the easiest, intermediate, and most difficult
directions for splitting. In the Chelmsford granite, the
rift is perpendicular to the grain but the headgrain can
be chosen at any angle relative to the rift or grain (Skehan
et al., 1964); in our sample the headgrain plane is normal to
both the rift and grain planes. The intense cracking parallel
to the rift is due to anisotropic stresses caused by the removal
of overburden material by erosion. There are secondary, but
much smaller, concentrations of cracks parallel to the grain and
headgrain planes (Peng and Johnson, 1972). Splitting parallel to
the grain plane is controlled by a concentration of microcracks
lying between 7* and 12* of the grain plane (Peng and Johnson,
1972), a preferred orientation of mica (and thus cleavage cracks
in mica) along the grain plane, and possible open cracks between
mica flakes and adjacent minerals. A less pronounced concentration
of cracks in the headgrain plane accounts for the ease of splitting
along the grain surface relative to the headgrain surface.
The effect of crack anisotropy on the linear static
compressibility of Chelmsford granite is illustrated in
figure 1. The sample used for these measurements was quarried
about 50 ft directly beneath - and oriented with respect to -
that of Peng and Johnson. The larger number of cracks perpendicular
to the rift is manifested by a much larger compressibility at low
pressures (about 130% at P = 0). At high pressure where cracks
are closed, the three linear compressibilities are the same. Peng
and Johnson noted similar behavior in the value of Young's modulus
for the Chelmsford granite.
An anisotropic crack distribution generates anisotropy
in effective elastic constants, and hence double refraction.
The phenomenon of double refraction is illustrated in figure 2
for the Chelmsford granite. A single sample was cored normal
to the grain plane, the ends of the sample were ground parallel
to ± 0.001 inches, and the sample dried for 24 hours at 70*C
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in a vacuum oven. The sample was then jacketed with thin
copper foil which was seated tightly to the sample at a
pressure of 5 Kb, and AC cut quartz transducers were fixed
with epoxy to the copper end pieces. Shown in figure 2 are
a series of tracings of received shear waves that propagated
perpendicular to the grain plane; polarization of the transducers
varied from normal to the headgrain plane (0*) to normal to the
rift plane (90*). Because the propagation direction is
normal to the grain plane (and hence the concentration of mica
flakes), shear waves of all polarizations are influenced in
the same way by the mica; thus the only parameter influencing
velocity differences is the anisotropy in crack distribution.
The wave forms are shown at confining pressures of 50, 250, and
2000 bars.
At low pressure, two distinct arrivals are evident;
a fast arrival for transducer polarization normal to the
headgrain (0*) and a slower arrival for transducer polarization
normal to the rift (90*). Both arrivals are visible at
intermediate angles. Because of the concentration of crack
poles parallel to the rift, the shear velocity normal to the
rift is less than that normal to the headgrain. Increasing
the pressure to 250 bars closes some fraction of the cracks
and reduces the velocity difference between the two shear
waves. At 2000 bars, most cracks are closed and double
refraction is barely visible. At still higher pressures only
one shear wave exists at all angles, 0* through 90*. Where
all cracks are closed, anisotropy no longer exists, and the cause
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of double refraction is removed.
The effect of crack anisotropy on velocities has been
treated theoretically by Nur (1971) by extending Walsh's (1965)
concept of penny-shaped cracks to orientational distributions.
Following the solutions given by Stonely (1949) for a transverse
isotropic medium, Nur obtained expressions similar to those
given in equations 5, 6, and 7 with the important difference
that now the effective elastic constants involve an integration
over crack parameters. If the crack distribution is anisotropic,
two pseudo shear waves exist; the shear velocity is lowest for
a direction normal to the greatest concentration of crack planes.
STRESS INDUCED CRACK ANISOTROPY
Crack anisotropy can be induced in rocks containing
microfractures by the application of a non-hydrostatic stress
field. The resulting anisotropy in crack distribution
causes anisotropy in physical properties. The variation in
compressional velocity induced by uniaxial stress has been
studied for concrete (Jones, 1952) and several low porosity
igneous rocks (Shimozuru, 1955; Tocher, 1957; Matsushima,
1960; Valarovich et al., 1963; Nur and Simmons, 1969a; and
Thill, 1972). Cracks oriented normal to the stress axis
are closed by a uniaxial stress; velocity therefore increases
with stress until stres-ses near the fracture strength (C) are
reached. At stresses near C, the large increase in crack
density causes the velocity to decrease slightly. On the
other hand, cracks aligned parallel to the stress axis are
relatively uneffected by the axial stress until new cracks
are formed (at stress about C/2); velocities therefore
only increase slightly with stress for stresses less than
C/2. At stresses near C/2 (for unconfined laboratory samples),
either new cracks begin to form parallel to the stress axis or
pre-existing cracks along the stress axis are opened further
(Brace et al., 1966). Therefore at stress greater than C/2, the
velocity normal to the stress axis decreases steadily with
increasing stress until the rock fractures. However, in the
earth dilatancy probably cannot occur because of confining
pressures. The anisotropy in stress values probably does not
exceed 100 to 200 bars for tectonic regions (Wyss and Molnar,
1972; Aki, 1967; and others). The critical observation is this:
cracks normal to the stress axis close but cracks parallel to the
stress axis are relatively unaffected by uniaxial stress. Thus
velocities increase parallel to the axis but are relatively
unaffected normal to the axis.
The effect on shear velocity of stress-induced anisotropy
in crack distribution has been studied by Nur and Simmons
(1969a). They used the Barre granite which is isotropic in
both physical properties and crack distribution, even at low
confining pressures. By applying a uniaxial stress, they
created a plane of low crack density (transverse anisotropy).
This symmetry is the same as that occurring naturally in the
Chelmsford granite. Their observations of induced double
refraction are therefore similar to those we have outlined
above for the Chelmsford granite.
The theoretically predicted effect of stress on the elastic
properties of rocks containing microcracks is included in
Nur's (1971) paper. Nur has derived expressions for velocities
under hydrostatic pressure, for velocities across axes of
uniaxial stress, and for velocities along axes of uniaxial
stress, in the Barre granite, and has found that his theory
adequately describes velocity variations under both hydrostatic
pressure and uniaxial stress. In particular, the observed
double refraction was well described by the theoretical expressions.
low
IN-SITU ANISOTROPY
In-situ velocity anisotropy has previously been reported.
Among the first to notice two distinct shear arrivals associated
with horizontally (SH) and vertically (SV) polarized shear waves,
travelling through the interior of the earth, were Neumann (1930)
and Byerlee (1934, 1938). For instance for an earthquake occurring
off the California coast in 1934, Byerlee (1938) noted an SV
arrival approximately 14 sec after the SH arrival on a
seismogram recorded in Massachusetts. This particular example
of double refraction in situ is difficult to interpret in
terms of anisotropy in the deep crust or upper mantle because
the path of propagation is extremely complex; east-west
variations in heat flow (Horai, 1969), velocity structure
(Herrin, 1969), and seismic attenuation (Solomon, 1972) are
evident across the continental block of North America. However,
the differences in SH and SV arrival times do suggest that
mineral anisotropy occurs in the upper mantle beneath the U.S.
This fact is further substantiated by McEvilly (1964) and
Brune (1969) who report anomalously low phase velocities for
Rayleigh waves (SV) when compared with phase velocities for
Love waves (SH) in the central U.S.
In addition to anisotropy in continental structure, seismic
anisotropy has also been reported in oceanic areas. In a number
of refraction surveys in the Pacific basin, Hess (1964),
Christensen (1969), Raitt et al. (1969), Raitt (1969), Keen
and Barret (1971), and others report azimuthal variations of
0.3 to 0.6 km/sec in compressional velocity. They
interpret this anisotropy in terms of preferred orientation of
olivine fabric. However, they have not yet measured shear
velocities. If anisotropy is present, it will cause double
refraction. Shear velocities therefore provide an additional
method for both verifying the existence of such anisotropy and
interpreting the anisotropy in terms of the elastic properties
of the upper mantle.
A particularly intriguing example of ADR has been reported
by Bentley (1972). During an ultrasonic velocity logging
experiment to depths of 1550 meters in the Antarctic ice sheet,
he noted anisotropies in compressional and shear velocities.
He attributed the anisotropy to one, and in some cases two,
directions of preferred orientation of the ice crystals. The
alignment of ice crystals is a common phenomenon throughout the
ice sheet in Antartica (Bentley, 1972). Kamb (1972) has shown
that the preferred orientation is stress induced.
There are several in situ observations of double refraction
caused by anisotropy in mineral layering and crack distribution.
For instance, Jolly (1956) has investigated the propagation of
SV and SH waves through a uniform section of shale. The shale,
having a dense concentration of horizontally oriented cracks, in
addition to mineral layering, provides an ideal transverse isotropic
medium. At shallow depths (<100 meters) the SV wave was
50-100% slower than the SH wave; the difference in the two
shear velocities decreased with depth. Crack orientation and
mineral layering evidently controlled the difference in the
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shear velocities at shallow depths.
Layering occurs on a larger scale across extensive
areas of the earth and lunar surfaces in the form of one or
more layers of basalts or breccias. In earthquake seismology,
one propagates shear waves of wave length on the order of
kilometers through the earth and moon. Shear waves travelling
through layers of such thickness should exhibit double
refraction. If the mare surface is covered with layered basalts
and breccias, two shear arrivals should be evident on seismograms
recorded from natural or manmade impacts on the lunar surface.
Any observed ADR can be used to study layered structure on the
lunar surface.
Because non-uniform stress causes anisotropy in crack
distribution and therefore anisotropy in compressional velocity,
Tocher (1957) suggested that compressional velocity measurements
near fault zones can be used to monitor stress changes. Eisler
(1969), Aki et al. (1970), Kanamori (1970), and others have
followed this suggestion and interpreted velocity changes in
situ in terms of stress built up. However, because of the
inherent problems (as previously mentioned) in interpreting
compressional velocity in terms of the degree of saturation,
pore pressure, and composition, extreme caution must be taken
in the interpretation of compressional data.
We suggest that the key to observing crack closure
under stress lies with shear velocity measurements at more
than one polarization. For instance, a number of authors
(Wyss and Molnar, 1972, and Aki, 1967) suggest that anisotropy
in stress values in excess of 100 to 200 bars is unlikely in the
crust. (The stress drops associated with earthquakes induced
by these stresses is one to two orders of magnitude less than
these stresses.) Using these stresses and the laboratory
data of Nur and Simmons (1969a) for stress induced shear velocity
anisotropy in granite, we should expect shear velocity anisotropy
of about 0.2 km/sec, or about 8% difference in the two shear
velocities at 200 bars. The corresponding velocity differences
for two compressional waves normal and parallel to the stress axis
is 13% at 200 bars. Although the SH and SV shear velocity
measurements are not quite as sensitive to anisotropy as are the
two perpendicular compressional velocity measurements, the
difference between the shear velocities along a single propagation
path, carry only information about anisotropy; the difference in
the SH and SV arrivals is not affected in any way by the percent
saturation, pore pressure, or compositional variation. Any
anisotropy is due solely to the closing of cracks in the rock;
a measurement of the difference between the SH and SV velocities
near a source of stress build-up, describes only the stress acting
on the rock.
DISCUSSION
We have considered the effects of crack and mineral anisotropy
on the propagation of shear waves through rocks in the laboratory
on samples chosen specifically for their anisotropy. How do
we apply the laboratory observations to the interpretation of
anisotropy in situ? For instance, if anisotropy is present in
both crack distribution and mineralogy, how do we separate the
two sources of anisotropy? To answer these questions, we
consider a simple example.
The Chelmsford granite contains both crack anisotropy
(i.e. cracks preferentially oriented parallel to the rift) and
mineral anisotropy due to mica orientation (parallel to the
grain). Both these sources of anisotropy influence shear velocities.
In figure 3 we have plotted the shear velocities for propagation
perpendicular to the headgrain and polarization normal to the rift
(V HR) and to the grain (V HG) planes. The value of V HR should
be most sensitive to the intense concentration of cracks in the
rift, the value of V HG should be sensitive to the mica concentration
in the grain. At low pressures cracks are open, and the effect of the
of the dense crack concentration in the rift dominates the effect
of mica orientation; thus VHR < V HG. At higher pressures the
cracks are closed and the effect of the intrinsically lower velocity
perpendicular to the mica cleavage dominates that of cracks; thus
VSHR V HG At low pressure the crack distribution is more
important in determining shear velocities; at high pressures cracks
are closed and the effect of mineral anisotropy dominates. Thus,
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measuring shear velocity under hydrostatic pressure separates
crack and mineral anisotropy.
Now consider the same experiment in situ, where the earth
acts as a pressure vessel. Jolly (1956) has measured shear
velocities in shale; shale is a prime example of a rock with
both crack and mineral anisotropy. Jolly found a large difference
(50-100%) in SH and SV velocities at shallow depths; the difference
decreased at greater depth. To interpret these results, consider
the effect on cracks and mineral layering due to the increase in
pressure with depth in the earth. Cracks close with depth
(pressures) but mineral layering is unaffected. The large
difference between SH and SV velocities near the surface is due
mainly to dense concentration of horizontally oriented cracks;
with depth the cracks close and the difference between SH and
SV velocities approaches the value expected solely for mineral
layering. Thus because the earth provides a graded pressure
scale with depth, we can carry out the same experiment in situ
that we did with Chelmsford granite in the laboratory. We can
therefore separate the sources of anisotropy.
It follows then that anisotropy for a given lithologic unit
which varies with depth is crack anisotropy. In the same way,
anisotropy which does not vary with depth is mineral anisotropy.
And finally, any anisotropy at depths where pressure is greater
than 1-2 Kb, is certainly mineral anisotropy, for at such pressure
all cracks are closed.
i
SUMMARY
Previously most authors (for instance Simmons, 1964) have
reported only one shear velocity for a given propagation direction
in rocks. It has now become evident that a single shear velocity value
does not fully describe shear wave propagation in a given direction
for anisotropic rocks. The difference in the two shear velocities
for waves having the same propagation path and perpendicular
polarizations can exceed 10%. Thus in rock samples with anisotropy
in crack and mineral distribution, more than a single shear
velocity measurement must be obtained in each propagation direction
in order that the velocities completely describe the elastic
behavior of the rock.
Recognizing the fact that shear velocities carry information
about anisotropy, crack and mineral anisotropy in the earth's
crust and mantle and in the lunar interior can be studied using
shear waves. In particular, much information can be
obtained from shear velocity measurements of mineral anisotropy
in the earth's upper mantle, mineral layering in terrestrial
and lunar volcanic rocks, naturally occurring crack anisotropy
in granites and shales, and stress induced crack anisotropy in
areas of the earth's crust under stress.
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Table 1: Description of Samples
Chelmsford Granite
Modal Analysis: % volume
Quartz 34.4
Microcline 36.3
Plagioclase 18.5
Muscovite 8.1
Biotite 0.9
Other 1.0
Density: 2.63 g/cc
Remarks: The modal analysis is an average from three
thin sections oriented in the rift, grain, and
headgrain (2700 points each).
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Figure 1. Linear static compressibility (Mb~) of Chelmsford
granite normal to the rift (R) , grain (G), and headgrain (H)
planes.
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Figure 2. Acoustic double refraction in Chelmsford granite.
Tracings of shear arrivals are shown at 50, 250, and 2000
bars for propagation normal to the grain, and transducer
polarization at a series of angles between the normal to
the headgrain (00) and the normal to the rift (90*
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Figure 3. Shear velocity normal to the headgrain plane as a
function of pressure to 5Kb in the Chelmsford granite.
Velocity profiles are shown for transducer polarization
normal to the grain (V HG) and rift (V HR) planes.
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Chapter 3
Toward a Qualitative Relationship
Between Elastic Properties
and Cracks in Low Porosity Rocks
ABSTRACT
The distribution function LA ()dD (total crack length per
unit area for cracks oriented between 6 + dO/2 and 0 - dO/2),
determined with our new technique, was used to relate the effects
of crack anisotropy and crack density to elastic properties of
low porosity rocks. The velocity variations caused by natural
crack anisotropy in the Chelmsford granite correlated well with
the distribution function. Artificial crack porosity was
produced by thermally cycling a suite of Westerly granite samples
in vacuum to different maximum temperatures. Higher temperatures
produced larger crack densities. The elastic properties and
crack density measured on the suite of samples showed that
variations in elastic properties could not be described by a
single crack parameter. However, two crack parameters [say
crack porosity and LA (M)dO] and the intrinsic elastic properties
of the aggregate composing the rock, determine uniquely the
elastic properties of crack filled rocks.
INTRODUCTION
At the high pressures and temperatures of the deep crust
and upper mantle, the grain surfaces in most rocks are probably in
solid contact with neighboring grains at sometime in their history.
When a rock is brought to the pressure and temperature conditions
near the surface of the earth, the differences in compressibilities
and thermal expansions between adjacent grains introduce some
degree of misfit, and hence porosity. In most crystalline
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igneous rocks, a large percentage of the total porosity exists in
the form of thin openings (microfractures) along grain boundaries
and within individual grains. The remainder of the porosity
exists as more equidimensional cavities or pores. Application
of one to two kilobars effective pressure, confining pressure
minus pore pressure, approximately restores solid contact between
surfaces separated by microfractures, but has little effect on
reducing the volume of the more spherically shaped pores. Because
the measured microfracture and pore pososities are of comparable
total volumes (Brace, 1965a), but the volume of a single micro-
fracture is much smaller than the volume of a pore, there are
substantially more microfractures than pores in most igneous rocks.
And because the effect of pressure on a microfracture of length a
and a pore of radius a changes values of elastic properties to
approximately the same extent (Walsh, 1965a), any effects of porosity
on elastic properties are due primarily to the presence of micro-
fractures. Several authors have studied recently the effects of
cracks on physical properties.
Adams and Williamson (1923) first recognized the importance
of cracks in increasing the static compressibility of various
rocks. Subsequently Birch (1960, 1961) and Simmons (1964) found
that the presence of cracks significantly decreased compressional
and shear velocities of rocks. The values of such other properties
as thermal conductivity (Walsh and Decker, 1966), permeability
(Brace et al., 1968), electrical resistivity (Brace and Orange,
1968), and fracture strength (Douglass and Voight, 1969) are
similarly influenced by the presence of cracks. Because cracks
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so significantly influence physical properties, anisotropy in
crack distri:ution causes anisotropy in physical properties beyond
what can be accounted for by intrinsic mineral anisotropy.
Birch (1960, 1961) first suggested that low pressure variations'
in compressional velocity of perpendicular cores was caused by
crack anisotropy. Thill et al. (1969) showed conclusively a
correlation between compressional velocity anisotropy and
microfractures in quartz in the Salisbury granite. Brace (1965b)
found that linear compressibility was greater when measured
normal to planes of large microfracture concentration, and
Peng and Johnson (1972) successfully correlated crack anisotropy
with compressive strength in the Chelmsford granite. These
authors have shown clearly that cracks influence physical
properties. It would be of prime importance if general relations
could be found between crack parameters and physical properties.
In several theoretical papers, Walsh (1965a,b,c), Nur (1971),
and Warren (1973) have considered the effect of pressure on elastic
properties of rocks containing microfractures. Walsh modelled
rocks as isotropic elastic materials containing dilute concentrations
of randomly oriented narrow cracks and calculated the effect of
pressure on static compressibility, on Young's modulus, and on
Poisson's ratio in low porosity rocks. Nur calculated effects of
stress and crack anisotropy on seismic velocities. Although the
theories were developed to calculate the elastic properties as
functions of pressure, the expressions contain sufficient informaticn
for some crack parameters to be calculated. For instance, total
crack porosity (Walsh, 1965a) and the distribution function for
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crack aspect ratios (Morlier, 1971) can be calculated from stress-
strain curves. However, the theoretical expressions depend on
still other crack parameters not readily obtainable. Therefore,
exact solutions for values of the elastic properties are
inherently difficult to obtain.
To study cracks in rocks, we would like to have values for
such parameters as crack length, crack aspect ratio, number of
cracks per unit area or volume, and the orientation of cracks.
These parameters are quite general and presumably, their
quantitative relationship to physical properties would hold from
one rock type to another (once the effect of intrinsic mineral
differences is removed). At present, because we cannot obtain these
parameters, we have searched for a crack parameter which, while
still, generally applicable to rocks, is qualitatively meaningful in
terms of physical properties of rocks, and is readily measureable.
Baldridge et al. (1973) have developed a method for obtaining the
crack parameter LA(e)de, the total crack length per unit area for
cracks lying between the angles e + dO/2 and 6 - d6/2. We will
illustrate the usefulness of LA(e)de for describing the effect
of (1) anisotropy in crack distribution and (2) density of cracks
on the elastic properties of two granites.
EXPERIMENTAL METHOD
The method of crack counting and the determination of crack
length per unit area [LA(6)dO], discussed thoroughly by
Baldridge et al. (1973), are summarized here. Rock voids are
impregnated with a mixture of furfuryl alcohol (C5H602 ) and
hydrochloric acid. After heating, a residue of carbon remains
which is clearly visible in thin secti)n. By superimposing an
array of parallel lines on the thin section, and counting the
number of crack intersections NL(6) for the array at given angles,
the number of cracks per unit length is obtained for a given
direction. Using the method of Hilliard (1962) NL(e) is
transformed into a distribution function LA(6), the total crack
length per unit area. LA(O)de, then gives the total crack length
for cracks oriented between e + dO/2 and LA = f LA(O)dO gives
0
the total crack length. Although we have not collected enough
data to apply rigorous statistical tests to our errors, from
several counts we believe we can assign an error of about ± 10%
to the values of LA(e)dO.
Velocities were measured with the standard pulse transmission
technique of Birch (1960, 1961). All samples are cylinders about
6.5 cm in length and 2.5 cm in diameter; the end faces are surface
ground parallel to ±0.002 cm. The Chelmsford granite samples
were dried in vacuum (< 1 torr) at 80*C for at least 12 hours before
measuring velocity. A series of cores of Westerly granite were
thermally cycled in vacuum to maximum temperatures (Tmax) between
108 and 953 0C. The heating and cooling were gradual over a 24-hour
period, with Tmax held constant for approximately 12 hours. Each
end piece cut from a core used for elastic property measurements
was subjected to the same thermal treatment as the core itself, and
then impregnated for use in the crack study. One MHz barium
titanate transducers were used to produce and receive the compressional
wave and the estimated error in compressional velocity is less than
1% throughout- the entire pressure range.
Compressibilities were measured on the same samples using
a method similar to that of Brace (1965a). Thin copper jackets
were seated on the samples to 5 Kb confining pressure. BLH Co.
constantanfoil guages (type FAE-50-12S6 with epoxy backing) were
then cemented with epoxy to the copper jackets, and again seated
to 5 Kb, prior to making a run. A correction of + 0.54 x 10~
bar-l (Brace, 1964) was added to each compressibility value to
compensate for the pressure effect on strain gauges. Strains
were measured point by point on a BLH type 120C strain indicator
(Baldwin-Lima-Hamilton Corp., Waltham, Mass.). At low pressure
where large strains are recorded, readings were taken every 25
to 50 bars; at high pressures where the strains are less and
almost linear with pressure, readings were taken every few
hundred bars. The estimated error in the compressibility
(slope of the strain-pressure curve) is 10% at low pressure
(0 to 0.5Kb) but 1% at higher pressures.
Velocity and compressibility measurements were made in a
simple piston-cylinder high pressure vessel. The pressure
medium was petroleum ether and pressure was measured on Heise
bourdon tube guages, accurate to 1%. All samples were dried
before jacketing. Pore pressures were therefore 1 bar, and
confining pressure equal to effective pressure for all measurements.
SAMPLE DESCRIPTIONS
Three Chelmsford granite samples were cored from a single
large block in mutually perpendicular directions defined by the
normals to the rift, grain, and headgrain planes. The rift,
grain, and headgrain are quarrying terms used to designate the
easiest, intermediate, and most difficult planes of splitting,
respectively (Skehan et al., 1964). A modal analysis for our
sample of the Chelmsford granite is given in table 1.
The Westerly granite samples were cored parallel to each
other from a single large block. All velocity and compressibility
measurements were made parallel to the length of the cores, so
that any angular crack or mineral anisotropy in the granite would
not affect elastic property measurements from core to core. For
example, the differences in the velocities of four cores dried at
100*C in vacuum were less than 1% at all confining pressures to 5 Kb.
In the thin sections for the heated Westerly granite cores,
no mineral alteration other than extensive micro-fracturing was
observed in the quartz, microcline, and plagioclase. The biotite
and muscovite were somewhat altered. If major mineral alteration
were present, it would appear as a difference in velocity values
at high pressure, where all cracks are closed. We found that all
5 Kb velocity values were within 1% of each other. We thus
assumed that little variations in mineralogy occurred from core
to core, and any differences in the values of velocity or
compressibility at low pressure was due entirely to the differences
in crack density. A modal analysis for the Westerly granite is
given in table 1.
ANISOTROPY IN CRACK DISTRIBUTION
To correlate the parameter LA(6)d6 with elastic properties
of rocks, we have applied our crack measuring technique to
the Westerly and the Chelmsford granites. For the
Chelmsford granite, we investigated the effect of naturally
occurring anisotropy in crack distribution on elastic properties.
For the Westerly granite, we studied the effects of artificially
induced cracks.
A previous study of crack anisotropy in the Chelmsford granite
(Peng and Johnson, 1972) showed that a primary preferred
orientation of microcracks exists parallel to the rift plane for
both transgranular cracks in quartz and feldspar grains and
for intergranular cracks along grain boundaries. Much smaller
secondary preferred orientations of microcracks occur parallel
to the grain and headgrain planes. As a result, the influence
of cracks on elastic properties measured normal to the rift is
substantially greater than that on elastic properties measured
normal to the grain or headgrain. Linear compressibility and
velocity normal to the rift (R), grain (G), and headgrain (H)
are plotted in figures 1 and 2, respectively, as a function of
confining pressure to 5 Kb. The dense concentration of cracks
in the rift is manifested by high compressibility and low velocity
normal to the rift at low pressure. At high pressure (>2 Kb)
cracks are closed, and all velocities and compressibilities are
equal to the intrinsic values. In addition, the total crack
volume for cracks lying in the rift plane is greater than that
in either the grain or headgrain. Extrapolating the linear
high pressure segment of the strain (AV/V) - pressure (P) curve
(from which the compressibilities ($) were calculated) to zero
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pressure, and using the relation derived by Walsh (1965)
no = AV /Vo - SP (1)
the total crack porosity (no) at zero pressure can be determined.
The contribution to total crack porosity for cracks lying in the
rift (.22%) is much greater than that for cracks lying in the
grain (.07%) or headgrain (.07%) planes.
We have measured LA (6) on the rift, grain, and headgrain
planes at 15* intervals and plotted the smoothed function in polar
form in figure 3. On the grain plane, the crack length per unit
area is two to three times greater for the direction normal to
the rift than for the direction normal to the headgrain. Similarly
on the headgrain plane, the crack length per unit area is two to
three times greater for the direction normal to the rift, than for
the direction normal to the grain. On the rift plane, only
minimal anisotropy is present. The error in NL (6), the number
of intersections per unit length in the direction e, is approximately
10%. To test for the significance of the anisotropy of LA
we increased NL(0) by 10% at its lowest value and decreased NL(O)
by 10% at its highest value (adding and subtracting proportionally
at intermediate values) and recalculated the value of LA(6)Ae.
No change in the orientation resulted on the grain or headgrain
planes, but a shift of approximately 90* in the maximum of
LA(O)AO occurred on the rift plane. We interpret these results
to mean that the distributions on the grain and headgrain planes
are real (i.e. much greater than can possibly be accounted for
by measurement error), and the preferred orientation on the rift
plane is weak and could be shifted by further measurements.
For the purpose of comparison of crack length with physical
properties in samples with crack anisotropy, we define a new
parameter L (e) equal to L (0 + /2). The distributionA A
function L- (0) is the total crack length perpendicular to
the direction e. LA (6)d0 describes those cracks across which
an elastic pulse travels, and across which strain guages are
placed for the purpose of measuring compressibility. Variations
in the value of LA (0)dO will therefore directly correlate with
variations in the value of elastic properties.
In figure 4, the values of [LA (6)A0] and compressional
velocity [Vp ()] have been plotted against 0 at 15* intervals
for each of the rift, grain, and headgrain planes. Large values
of L" ()Ae are mirrored by small values of velocity and vice versa.
In figure 5, the velocity data are plotted directly as a function
of Lt (M)A. The straight lines drawn through the data give
empirical relations between velocity anisotropy and crack length
on three planes of the Chelmsford granite. The accuracy of the
data does not warrant fitting the data to any curve other than a
straight line. The relations are not the same for each plane.
Therefore, LA (0)d alone is not sufficient to completely describe
velocity variations due to crack anisotropy. Other crack
parameters and a complete three dimensional description of
crack parameters are required to describe velocity variations
in rocks with anisotropy in crack distribution.
CRACK DENSITY
For Westerly granite, we have investigated the effect on
elastic properties of increasing crack density. Linear static
compressibility and compressional velocity for a series of
Westerly granite samples, thermally cycled to different temperatures
(T max), are shown in figure 6 and 7, respectively, as functions
of confining pressure to 2 Kb. The more intense concentration
of cracks at high Tmax is manifested at low pressure by high
compressibilities and low velocities. At high pressure (> 2 Kb)
most cracks are closed so that, in all but the most intensely
cracked sample (Tmax = 953*C), the compressibilities and
velocities of all samples are equal to the intrinsic values.
Again the total crack porosity for each sample (table 2) can be
determined using equation (1). There is only a small increase
in crack porosity of a few tenths of one percent over the first
500*C, but a much larger increase approaching 2% over the next
400 to 500*C. The primary causes of cracking are probably large
volume expansion of some mineral phases relative to others, and
anisotropic thermal expansion of some minerals; quartz and feldspar
especially show both large volume thermal expansions and large
anisotropy in thermal expansion. The large increase in cracking
after 500*C is possibly due to the large volume change near the
onset of the a - 0 transition in quartz (573*C), and the even
larger increase in cracking near Tmax = 900*C is possibly caused
by the $ quartz - $ tridymite transition (870*C). There are no
similar phase changes at Tmax < 1000*C for plagioclase or feldspar.
Biotite and muscovite are oxidized somewhat by high maximum
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temperature.
Measured values of LA(O)dO for three heated cores are
plotted against zero pressure velocity in figure 8. The value of
LA(e)de is an average of twelve measurements at 150 intervals
on a single thin section. LA(G)de represents the average crack
length per unit area for cracks oriented within a 15* segment.
Because a large number of measurements were made to determine each
LA(O)dO value, the error in these data for Westerly granite is
probably less than the 10% error assigned to the Chelmsford granite
data. Error bars for LA(O)de of about 5% are indicated. The
intrinsic velocity behavior has been eliminated by normalizing
all velocity values [V p(0)] to 10 Kb velocities [V p(10)]. Because
all cracks are closed at 10 Kb, velocities at 10 Kb should represent
intrinsic values. The parameter [V p(0)/V p(10)] should therefore
contain only information about the effect of cracks on velocity.
For instance for two completely different rock types having very
different values of V p(10) but identical crack distributions,
the value of V p(0)/V P(10) should be the same. A straight line
has been drawn through the data in figure 8; again the accuracy of
the data does not warrant fitting any curve other than a straight
line to the data.
In general, a decrease in velocity is evident for each
increase in the value of LA(e)de for the thermally cycled
Westerly granite samples. Figure 8 illustrates a general
relationship between compressional velocity and crack length.
Additional data using more samples, and more crack counts are
needed to determine the exact nature of the relation.
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DISCUSSION
Values given by Baldridge et al. (1973) for total crack
length (LA =2 8 .0 mm/mm ) and total number of cracks (NA 763)
2intersecting a 1 mm area of the Rutland quartzite are
sufficient to estimate total crack porosity of stained cracks
visible in thin section. Crack porosity of all cracks in
Rutland quartzite can be estimated independently from P-V
data (Brace, 1965). By comparing values for crack porosity
obtained using our technique with data obtained using Brace's
technique, we can estimate what fraction of cracks are stained
with dye. We can also estimate average crack radii and
average crack widths for cracks in the Rutland quartzite.
Following Hilliard (1962), the total crack surface area
per unit volume is
2 2
S =ALA 3u 35. 6 m3 (2)
mm mm
and the total number of cracks per unit volume is
Nv = 2a per mm3  (3)
where a is the average crack radius, assuming penny shaped
cracks. Using the relation
N17r a = S (4)
we obtain
a =3.0 x 10-2 mm (5)
The compressibility data of Brace (1965) for Rutland quartzite
imply that most cracks are closed by 1-2 kb pressure or that
the average aspect ratio (a) is about 10 . The average crack
thickness is therefore
c = 2aa = 6 x 10- 5 mm (6)
and total crack porosity is
-c = a3a 0.0004 ac (7)
mm
The data of Brace (1965) obtained from P-V curves imply nc
3 3is about 0.001 + 0.0005 mm /mm . Our rough calculations
therefore imply that, using our staining technique, we can
resolve with an optical microscope about half the cracks in
Rutland quartzite.
The data for the Rutland quartzite imply average crack
thicknesses are 6 x 10-5 mm, a dimension beyond the resolution
of the optical microscope. Most cracks are visible, however,
because the depth of field is a few microns, and we are
actually looking at the projection of a few microns width of
dye on the plane of focus of the microscope. Cracks oriented
normal to the plane of focus are probably not resolved by
the microscope. Cracks oriented parallel to the plane of focus
may also not be visible because the layer of dye may be too
thin.
Brace et al. (1972) have photographed Rutland quartzite
with a scanning electron microscope, and estimated crack
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lengths and widths. Their data indicate crack lengths and
widths are of the order of 10-2 mm and 10~4 mm, respectively.
Crack lengths and widths estimated from data obtained using
our technique agree with these direct measurements.
Empiricar Correlations Between Elastic Properties and Cracks
In a previous attempt to find relations between elastic
properties and crack parameters, Nur and Simmons (1969)
correlated compressional velocity, normallized to 10 kb values
[V (0)/V (10)], with crack porosity for a suite of terrestrial
p p
igneous rocks (fig. 9). Each of their samples had previously
been dried in vacuum at 50*C (i.e. Tmax = 50*C) prior to
velocity measurements. Their quoted errors are ± 0.0004 in
crack porosity and ± 0.03 km/sec in velocity. They found that
velocity was linearly proportional to crack porosity for
eight terrestrial rocks.
In fig.9 we have also plotted data for two thermally
cycled rocks, Westerly granite and Fairfax diabase. Data for
the diabase were reported by Todd et al. (1972). At low crack
porosities (T max=1080 C) our data for Westerly granite agrees
well with that of Nur and Simmons for their sample of Westerly
granite. The samples were collected from different locations
in the same quarry, but it is not known whether velocities
weremeasured in the same directions in each sample. At higher
crack porosities the curves for thermally cycled samples of
Westerly granite and Fairfax diabase differ substantially
from the path defined by the data of Nur and Simmons.
In fig. 9 we have also plotted data for intensely shocked
terrestrial and lunar rocks (Todd et al., 1973). These rocks
typically have large densities of microcracks and low velocities.
Because shocked rocks are intensely cracked, the pressure-strain
curves are more complicated for shocked rocks.than for unshocked
igneous rocks. For example, for most terrestrial igneous
rocks, the pressure-strain curve becomes linear by about 2 kb
(Brace, 1965a). For some shocked lunar rocks, however, the
strain has not become linear with pressure even at 30 kb
(Stephens and Lilly, 1971). The crack porosities are therefore
more difficult to estimate. The plotted crack porosities
represent lower bounds, and actually could be 10% greater.
For rocks 12002 and 12022 the crack porosities are probably
near .015 (Todd et al., 1973 and Stephens and Lilly, 1971); the
error may be as large as ± 0.005. Chung (1972) has reported
values for crack porosity of 0.005 for the same rocks extrapol-
ated from the same curves of Stevens and Lilly - we believe
that he has underestimated the crack porosity for these rocks.
The values for shocked rocks again do not fall on the curve
determined for terrestrial igneous rocks by Nur and Simmons.
Why do thermally cycled and shocked rocks not fall on the
line that so nicely fitted the suite of terrestrial rocks?
Apparently the source of the difference lies with the different
origins of the cracks. Consider first thermally induced
cracking. At low temperatures, cracks with. low aspect ratios
form. These cracks substantially reduce velocity values, while
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only slightly increasing crack porosity and LA. At higher
temperatures (Tmax > 514*C), the cracks formed tend to have
larger aspect ratios. Crack porosity and LA increase substan-
tially, but velocity, as a function of crack porosity, decreases
only slightly in this second region of cracking.
On the other hand, large shocks apparently shatter rocks
throughout. Velocities are lowered to the same values as
those of thermally cycled samples, but crack porosities are
substantially higher. Shocked rock data therefore falls to
the high crack porosity side of the curve defined by the data
of Nur and Simmons.
Most terrestrial igneous rocks are cooled under pressure
as they are brought to the surface of the earth. Thermal
expansions and compressibilities are played off against one
another, with the net effect being no excess in either low
aspect ratio cracks (as in thermally cycled rocks), or larger
aspect ratio cracks (as in shocked rocks).
We conclude then, that the cause of cracking in rocks is
important in determining the nature of the resulting crack
shapes. Even if crack porosities are the same, two different
crack distributions in different rocks do not generally affect
velocities in the same way. A linear relation between velocity
and crack porosity does not hold in general. We previously
drewthe same conclusion from the Chelmsford granite data.
Similar conclusions are implied by crack theories. For
instance, using expressions derived by Nur (1971) for isotropic
elastic media containing isotropic distributions of penny
shaped cracks of radius a and aspect ratios a (aa<ao2 ) , the
compressional velocity V (0) can be expressed in terms of the
p
intrinsic velocity V (0) of a rock with no cracks as follows:
pint
2
V P(0)1(8 a
V =- (8)
int 1+7a3 NV
where
a2
r
N-V N(a) da (9)
a1
and N(a) is the number of cracks per unit volume with aspect
ratio a. Expressions similar to equation (8) have been derived
for shear velocity (Nur, 1971) and static compressibility
(Walsh, 1965). The equations for elastic properties imply that
at least two crack parameters [e.g. a and NV in equation (8)]
are necessary to specify completely the values of elastic
properties of cracked rocks.
Elastic Properties of Cracked Rocks Calculated From Theory
Nur's (1971) equations for Young's modulus (E) and shear
modulus (y) of rocks containing isotropic distributions of
penny shaped cracks with radius a and aspec-t ratio a (ca 
_ 2
are
a2  66a
(1 + 7a 3 JN(a) da (10)
a2f3 C1 _ 1 1 + 7a JN(a) da (11)
0 ai
N(a) = (n(a,P,O) sini dedO (12)
Here n(a,$,O) is the number of cracks per unit volume with
aspect ratio a whose normals lie at angles $ and e. The number
of cracks with aspect ratio a [N(a)I is difficult to obtain,
but the volume of cracks with aspect ratio a [h(a)] can be
obtained from P-V data (Morlier, 1971). If v is Poisson's
ratio ahdf(P) crack porosity as a function of pressure
2
h(a) = - iTEP d n(P) (13)
4(1-v2) dP2
Using the simple relation between h(a) and N(a)
4 3h(a) = ra aN(a) (14)
we can express E and y in terms of h(a)
a,
1 1 (1 + 21 h (a) da (15)
E E 0 47r; a
a2
1_ l 1 +1h(a) da (16)
S 0  a 2
Following Morlier (1971) we calculated values for h(a) and
numerically computed compressional and shear velocity for
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Westerly and Chelmsford granites using (15) and (16). Curves
for h(a) vs a are given in figs. 10-12 and calculated velocities
are listed in table 3.
Because we have taken our P-V data in digital form, we are
limited in the accuracy to which we can determine h(a) at low
pressure (or low aspect ratio, a=P/E 0). Our good data (with
error bars of about 30%) occurs for a>2-3x10~ . Because the
resolution of h(a) is poor at low a, and because the contribution
to the integration over h(a)/a can be large at low a, the
moduli given by equations (15) and (16) vary significantly
with small variations in h(a) at low a. To illustrate this
effect, we have drawn three curves through the data for Westerly
granite (T max=108*C) in fig. 10; each curve could equally well
fit the data. Rocks having cracks with distribution function
B have large crack areas per unit volumes, and thus, low
velocities. Rocks with cracks having distribution function C
have a greater volume of cracks with high aspect ratios, less
crack area per unit volume, and consequently higher velocities.
Rocks with cracks having distribution function A have velocities
intermediate to those with cracks having distributions B and C.
The inaccuracy of the data is such that one can equally well
fit the data with a number of curves which yield calculated
velocities varying by 30% or more. We emphasize the poor
quality of the h(a) data, and consequently the inaccuracy in
the integration over h(a)/a.
In an effort to extrapolate the h(a) distribution to low
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aspect ratios, we have fitted the curves for h(a) in figs.
10-12 to curves defined by logarithmic normal distribution
functions (fig. 13). The h(a) for Westerly granite samples
appeared to follow logarithmic normal distribution functions
to a good approximation (i.e. when plotted on logarithmic
probability paper, the data followed a straight line) ; the
scatter in the Chelmsford granite data was greater, especially
at high aspect ratios. If h(a) obeys a logarithmic normal
distribution 2
(ln .)2
do 0 2a2
h(a) da = 2c e da (17)
(2r ) aa
and (ln a) 2
- 2
hTa) F 2ada = a) e da (18)
Ot (270) a 2
Using the substitution
x ln (19)
equation (18) reduces to
2
h a) (2cr 2
) h(a) da = +e dx (20)
2
2
c e
Letting a 1 = 0 and a = in equations (15) and (16) , the
expressions for E and yp reduce to
66d
a2
2
1+ 21 T c ) (22)
- 1 1 + -- Tjc (22)P 110 47r
We have used the parameters a and ( (table 4), as determined
from the straight lines drawn through the data in fig. 13, to
calculate velocities and compressibilities for Westerly and
Chelmsford granites. The values for elastic properties
calculated in this manner are slightly closer to experimental
values, but not substantially different from those values
calculated from direct numerical integration of equations (15)
and (16).
For the Westerly granite sample heated to 108*C, we
found that calculated compressional and shear velocities were
less, and compressibilities greater, than measured values. By
using a distribution function similar to curve C in fig. 10,
we could increase the velocity and decrease the compressibility
by a few percent. But within the constraints placed on the
values of h (a) by the data at intermediate a values, we could
not find a distribution h(a) capable of yielding velocities
equal to experimental values.
Nur's theory is derived for penny or disc shaped cracks; all
discs are assumed circular and the effect of elliptical or
elongated discs is not investigated. Wu (1966) shows that
inclusion shape plays an important role in determining elastic
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properties, and that the penny shaped inclusion gives by far
the most significant change in elastic properties. He shows,
for instance, that if porosity is less than 1%, the value of
Young's modulus for a solid containing disc shaped cracks can
be orders of magnitude less than that of the same solid with
discs deformed into needle shaped or elongated cracks of equal
porosity. Because all cracks in rocks are not penny shaped,
we believe Nur's theory overestimates the effect of cracks and
predicts low velocities.
In chapter 5 we discuss the effects of small amounts of
water on altering various physical properties. We show that
trace amounts of water in samples after heating to temperatures
as great as 500*C can significantly alter physical properties
such as the Q and electrical properties. Shear velocity is
independent of the percent saturation. Because the percent
difference between the measured and calculated values for shear
and compressional velocities are about equal, we conclude that
trace amounts of water in samples heated to 108*C or greater do
not affect compressional velocity.
For the Westerly granite sample heated to 953 0 C, calculated
velocities are greater than measured values. These results,
which contradict those expected from the above discussion
involving crack shape, are probably due to the poor resolution
of the h(a) data at low a. The curve which we used to calculate
VP, Vs, and 6 (fig. 11) shows a very low volume of cracks at
low aspect ratios. By adding a few percent porosity in the
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form of very low aspect ratio cracks, we could substantially
decrease calculated velocities and increase calculated
compressibilities.
For the sample heated to 514*C, the calculated values are
in fair agreement with the measured values. In view of the
disagreement between calculated and measured values for other
Westerly granite samples, the agreement for this sample is
probably coincidental, and does not imply, in general, good
agreement between theoretical and experimental values.
For chelmsford granite, we assumed axial symmetry about
an axis normal to the rift plane, and incorporated the
anisotropy in the L ()AO data into the integration of
equation (12) over * and 6. Experimental and theoretical
compressional velocity values normal to the rift and grain
(or headgrain) and at two intermediate angles are listed in
table 3. The calculated velocities are less than the
measured values., and much the same comments as applied to
the Westerly granite (Tmax=1080 C) sample also apply here.
The anisotropy in the L ()AO data as used in the velocity
calculations does predict the observed percent velocity
differences as a function of direction.
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Table 1
Description of Samples
Chelmsford Granite
Modal analysis (% of volume):
Quartz 34.4
Microcline 36.3
Plagioclase 18.5
Muscovite 8.1
Biotite 0.9
Chlorite 0.4
Epidote 0.6
Apatite 0.4
Opaque 0.1
Zircon trace
Carbonate trace
Garnet trace
Density: 2.62 g/cc
Remarks: The modal analysis is an average from three sections
oriented in the rift-, grain, and headgrain planes.
Table 1 continued
Westerly Granite
Modal analysis (% volume) (1) (2)
Quartz 27.5 28.3
Micorcline 35.4 35.0
Plagioclase 31.4 29.9
Muscovite 1.3 2.5
Biotite 3.2 3.1
Opaque 0.8 0.7
Other 0.4 0.5
Density; 2.60 g/cc
Remarks: The modal analysis (1) is an average of 16 thin
sections given by Chayes in Fairbairn et al. (1951). Modal
analysis (2) is from our thin section.
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Table 2
Crack porosity (n c for Westerly granite samples heated to
temperatures (T mx. Crack porosity was measured at room
temperature.
Tmax(*C) c
108 .14
319 .14
514 .16
701 .32
953 1.9
72a
Table 3. Theoretical and experimental values for velocities
and compressibilities of Westerly and Chelmsford granite.
Theoretical values (I) were calculated by numerically
integrating h(a)/a over a; theoretical values (II) were
calculated assuming h(a) obeys a logarithmic normal dis-
tribution.
Westerly Granite
T =108*C T =5140 C T =953*C
max max max
V experimental 4.41 2.79 -. 1.0
p
theoretical I 3.17 3.04 1.50
theoretical II - 3.46 3.33 1.58
Vs experimental 2.95 2.08 0.5
theoretical I 2.12 2.03 1.01
theoretical II 2.31 2.21 1.05
6 experimental 4.9 10.2 51
theoretical I 9.6 10.3 31
theoretical II 5.3 5.8 26
Chelmsford Granite
00 (IR) 30* 600 900 (.LG,H)
V experimental 2.90 3.24 3.72 3.94
p
theoretical A 1.67 1.79 2.08 2.45
theoretical B 2.15 -- -- 2.92
72b
Table 4: The parameters a and C describing the
logarithmic normal distribution h (a).
Westerly Granite
T = 108, 514*C
Tmax = 953*C
I t
.81
.42
2.28 x 10-3
3.24 x 10-3
Chelmsford Granite
Grain, Headgrain
Rift
t
.71
.69
1.28 x 10 -3
1.52 x 10-3
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Figure 1. Linear static compressibility for the Chelmsford
granite measured normal to the rift (R), grain (G), and
headgrain (H) planes to pressures of 5 Kb.
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Figure 2. Compressional velocity for the Chelmsford granite
measured normal to the rift (R), grain (G), and headgrain
(H) planes to pressures of 5 Kb.
PLANE OF RIFT
PLANE
GRAIN
Figure 3 (a). Total crack length per unit area. [LA(O)AO
integrated over 150 intervals for microcracks in Chelmsford
granite in the headgrain plane.
PLANE OF RIFT
PLANE OF
HEADGRAIN
Figure 3 (b). Total crack length per unit area [LA(e) A8]
integrated over 15* intervals for microcracks in Chelmsford
granite in the grain plane.
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Figure 3 (c). Total crack length per unit area [LA(e)AOJ
integraged over 15* intervals for microcracks in Chelmsford
granite in the rift plane.
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Figure 4 (a). Compressional velocity [Vp (0)] and total crack
length per unit area normal to the propagation direction
[LA (M)AO] integrated over 150 intervals for the Chelmsford
granite, measured at 150 intervals on the headgrain plane.
R, H, and G refer to the rift, headgrain, and grain planes
respectively.
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Figure 4 (b). Compressional velocity [V ()] and total crack
p
length per unit area normal to the propagation direction
[LA(e)MA] integrated over 15* intervals for the Chelmsford
granite, measured at 15* intervals on the grain plane.
R, H, and G refer to the rift, headgrain, and grain planes
respectively.
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Figure 4 (c). Compressional velocity [Vp (0)] and total crack
length per unit area normal to the propagation direction
[LA(0)A0] integrated over 15* intervals for the Chelmsford
granite, measured at 15* intervals on the rift plane.
R, H, and G refer to the rift, headgrain, and grain planes
respectively.
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Figure 5. Compressional velocity [Vp (6) ] as a function of total
crack length normal to the propagation direction [L (6)A0]
measured on the rift, grain, and headgrain planes of the
Chelmsford granite.
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dicular Westerly granite samples, thermally cycled to
different temperatures T m. Tmax is the maximum temper-
ature to which a samples was heated; all compressibilities
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Figure 9. Normalized compressional velocity [V p(0)/V p(10)]
as a function of crack porosity (N c) for terrestrial
igneous rocks, thermally cycled rocks, and shocked
terrestrial and lunar rocks. The data for the igneous
rocks are from Nur and Simmons(1969a). OL = Oak Hall
limestone, FD = Frederick diabase, RQ = Rutland quartzite,
TG = Troy granite, WD = Webatuck dolomite, WG = Westerly
granite, SG = Stone mountain granodiorite, CG = Casco
granite). The data for the thermally cycled rocks
(Fairfax diabase and Westerly granite) and the shocked
rocks are from Todd et al. (1973). Samples Ries 931,
Ries 934, and Ries 936 are shocked granitic rocks from
the Ries crater in Germany; samples 613 and 652 are
terrestrial breccias, samples 12002 and 12022 are lunar
basalts; samples 65015, 62295, and 68415 are lunar
gabbroic anorthosites, and samples 14318 and 10065 are
lunar breccias.
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Chapter 4
Unique Characterization of Lunar
Samples by Physical Properties
ABSTRACT
The measurement of compressional velocity, shear velocity,
static compressibility, and thermal expansion of (1) a suite of
shocked rocks from the Ries impact crater in Germany, (2) a suite
of samples cracked by thermal cycling to high temperatures, (3)
many terrestrial igneous rocks, and (4) lunar basalts, gabbroic
anorthosites, and breccias indicate that shock metamorphism is
the primary cause for values of physical properties of lunar
rocks being different from their intrinsic values. Large scale
thermal metamorphism, thermal cycling between temperatures of
lunar day and night, large thermal gradients, or thermal fatigue
could possibly cause minor cracking in the top few centimeters
of the lunar regolith, but are probably not important mechanisms
for extensively changing values of physical properties of lunar
rocks.
Values of physical properties as functions of depth or
radial distance from the center of large impact craters reflect
the intensity of the shock event. The profile for seismic
velocity versus depth over the first 25 km of the moon indicates
decreasing shock metamorphism with depth. A depth of 25 km
probably represents the maximum depth of shock metamorphism or
the depth at which shock-produced microfractures are closed or
annealed.
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INTRODUCTION
Basic differences exist between the values of physical
properties of lunar rocks and those of terrestrial rocks of
similar composition. For instance, thermal expansion, compres-
sional velocity, shear velocity, and static bulk modulus are
typically much lower than those of terrestrial rocks (Stephens
and Lilley, 1971; Todd et al., 1972; and Baldridge et al., 1972).
These differences have been attributed to intense microfracturing
in lunar rocks caused by large temperature fluctuations and
gradients on the lunar surface and to shock metamorphism.
When terrestrial rocks are transported from the high
pressures and temperatures of the lower crust or upper mantle
to the pressure-temperature conditions on the surface of the
earth, differences in linear thermal expansions and linear
compressibilities between constituent minerals introduce some
degree of misfit between grains and hence porosity. Rocks
containing minerals with large expansions relative to other
minerals or with anisotropy in expansion have higher crack poro-
sities (Nur and Simmons, 1970).
On the surface of the moon the presence of large thermal
gradients and temperature fluctuations between lunar day and
night can introduce crack porosity in lunar rocks (Thirumalai
and Demou, 1970). Thermally induced microseismic activity on
the moon (Duennebier and Sutton, 1972) also indicates that
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thermal energy does play an important role in the metamorphism
of lunar rocks; this thermal metamorphism can alter values of
physical properties of lunar rocks.
Shock metamorphism differs substantially from other meta-
morphic processes in the earth and moon. Regional thermal
metamorphism on earth generally occurs over millions of years,
throughout large regions of the earth, at pressures less than
10 kb and temperatures less than 103 *C. The rates of pressuri-
zation and heating are slow and chemical equilibrium is generally
approximated.
Shock metamorphism however occurs on a time scale of
microseconds, at pressures up to megabars, and at temperatures
up to 10 0 C. Shock metamorphism is usually a local surface
process. For very large impacts, the effects of shock meta-
morphism are not likely to reach more than a few tens of kilo-
meters depth. Because the rates of pressurization and heating
are extremely fast and of short duration, chemical equilibrium
cannot be attained. Shock metamorphism therefore introduces
crack patterns and mineralogy (e.g., glasses) distinctly different
from those produced by regional metamorphic or igneous processes
on earth (von Englehart and Stbffler, 1968 and Short, 1966).
Stoffler (1971) classifies shocked rocks on the basis of
six zones of increasing shock metamorphism. Rocks in zone 0 are
shocked to peak shock pressures sufficient to cause microfracturing
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but not phase changes. Rocks in zone 1 are shocked to pressu-
res within the two phase region of the Hugoniot. Such rocks
generally contain diaplectic (stress disordered) areas within
crystals of the constituent minerals, as well as other shock
deformational features (e.g. slip bands, mosaicism, etc.). In
zone 2, peak shock pressures are sufficient to reach the high
pressure phase region of the Hugoniot so that nearly amorphous
disorder (diaplectic glass) is produced. Zone 3 is characterized
by selective melting of some component minerals, and zone 4 by
melting of all component minerals. Rocks in zone 5 include all
materials condensed from rocks vaporized by the shock event.
This classification scheme is similar to that compiled by von
Englehart and Stoffler (1968) for the Ries impact crater in
Germany. Other classification schemes are those of Chao (1962),
Dence (1968), James (1969), and Short (1969).
In an effort to better understand how thermal cycling and
shock processes influence the values of physical properties of
lunar rocks, we have measured values for compressional velocity,
shear velocity, static compressibility, and thermal expansion
coefficient for several thermally cycled terrestrial rocks, for
a number of shocked rocks recovered from the Ries impact crater
in Germany, and for lunar breccias, basalts, and gabbroic anortho-
sites.
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EXPERIMENTAL METHOD
Velocities were measured using the standard pulse trans-
mission technique of Birch (1960, 1961). Sample preparation
and jacketing techniques are similar to those previously described
by Kanamori et al. (1970), Wang et al. (1971) and Todd et al.
(1972). Two faces of each sample were dry surface ground
parallel to +0.001 inches and the sample was dried for 4 hours
at 800C in a vacuum oven. A series of cores of Westerly granite
and Fairfax diabase were thermally cycled in vacuum to maximum
temperatures (T max) between 100 and 10000 C. The heating and
cooling were gradual over a 24 hour period (implying low thermal
gradients) with Tmax held constant for approximately 12 hours.
All elastic property measurement were made at room temperature.
Coaxially plated, 1 Mhz, barium titanate transducers were used
for P-waves, whereas AC-cut quartz transducers were used for shear
waves. The transducers were 0.5 inches in diameter and were bonded
to the samples with Duco cement. All samples were jacketed in
Sylgard, a rubbery electronic encapsulating material (Dow Corning
Corp.), to exclude the pressure medium (petroleum ether) from
the sample. Velocity measurements were made in a simple piston-
cylinder high-pressure vessel. The estimated accuracy of the
measurements for lunar and intensely shocked terrestrial rocks
is 2 - 3% for P-waves and 5% for shear waves. The accuracy is
lower than those normally obtained for terrestrial rocks because
of small sample size (1 - 2 cm3 ) and high attenuation at low
confining pressures.
Linear compressibilities were measured (when possible)
on the same samples on which velocity measurements were made.
A method similar to that of Brace (1965) was used. Strain
gauges (BLH Co. constantan foil-type FAE - 50 - 12S6) were
epoxied directly to the sample. The sample and gauge were
then jacketed in Sylgard, and the gauges seated to the sample
under 5 kb pressure, prior to a compressibility run. A cor-
rection of +0.54 x 10~ bar~1 (Brace, 1964) was added to each
compressibility value to compensate for the pressure effect on
the strain gauges. Strains were measured point by point on a
BLH type 120 C strain indicator (BLH Corp., Waltham, Mass.).
At low pressure where large strains are recorded, readings were
taken every 25 to 50 bars; at high pressures where strain chan-
ges are less and are approximately linear with pressure, readings
were taken every few hundred bars. Compressibility was measu-
red in one direction only, i.e., anisotropy was not investigated.
Reported volume compressibility values are simply three times
the linear compressibility. The estimated accuracy in the li-
near compressibility (slope of the strain - pressure curve)
ranges from 10% at pressures less than 1 kb to about 1 - 2% at
pressures greater than 1 kb.
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Thermal expansions were measured for the same rocks used
in velocity and compressibility measurements (when possible)
using a Brinkmann model TDlX dilatometer modified according to
Baldridge et al.(1972). The linear expansion was measured only
along the longest dimension of the samples, and anisotropy was
not investigated. The data for each rock were expressed as
relative expansion (AL/L0 ), fitted to a third degree polynomial,
adjusted to a reference temperature of 25*C and corrected for
the expansion of the fused quartz measuring system of the dilato-
meter. The dilatometer was calibrated with a core of monocrys-
talline quartz, cut parallel to the c-axix , using the data of
Buffington and Latimer (1926) and Kozu and Takane (1929) for the
expansions of quartz between 25*C and 6000 C. The uncertainty in
each AL measurement is about 2%.
Crack porosities were measured using the method of Walsh
(1965). The total crack porosity (nO) is obtained by extrapolating
linearly the high pressure segment of the strain (AV/V)-pressure
(P) curve to zero pressure.
AV
0
5 is the intrinsic compressibility at high pressure. All cracks
in unshocked terrestrial rocks are generally closed by 2 kb
confining pressure beyond which the strain-pressure is linear.
Extrapolating the linear portion of this curve to zero pressure
gives crack porosities accurate to +0.05. We infer that cracks
in shocked terrestrial rocks and lunar rocks are not all closed
by 5 kb confining pressure because at pressures less than 5 kb,
the strain-pressure curve is nowhere linear with pressure.
A linear extrapolation of the strain-pressure curve from 5 kb
to zero pressure provides a lower bound for crack porosity.
The true values could be as much as 10% higher. The data from
Stephens and Lilley (1971) can be used to provide better esti-
mates of crack porosities because their pressure range extended
above 5 kb to pressures as great as 40 kb.
The distribution function h(a) for aspect ratios of cracks
was calculated from Morlier's (1971) expression
IIE 2
h (a) E- I d 2 n (P) (2)
4(1-v ) dP
where E andv are Young's modulus and Poisson's ratio at pressure
P, respectively, and TI(P) is the crack porosity as a function of
pressure. The value of fl(P) is obtained by subtracting the actual
measured strain at pressure P from that predicted by a linear
extrapolation of the high pressure segment of the strain-pressure
curve. Values of Young's modulus and Poisson's ratio as func-
tions of pressure were estimated from shear and compressional
velocity data using the relations of infinitesimal elasticity.
Because dynamically calculated elastic properties differ somewhat
from statically calculated elastic properties (Simmons and Brace,
1965) and because the calculation of d2 TI possibly involves
dP
large errors, it should be emphasized that values for the dis-
tribution function are probably only accurate to within 20%.
EFFECT OF SHOCK METAMORPHISM ON PHYSICAL PROPERTIES
There have been relatively few measurements of physical
properties of shocked rocks despite the return to earth of
lunar samples, the recognition of an increasing number of ancient
impact craters on the earth's surface, and the interest in the
effects of large nuclear explosions on the deformation of rocks.
One set of data (Short, 1966) includes atmospheric pressure
values for compressional velocity, fracture strength, crack
densities, permeability, etc. for a suite of granodiorite samples
shocked to different peak pressures. Short's tamples were
selected from drill core taken at different depths in a borehole
drilled towards the center of the cavity produced by the Hardhat
nuclear explosion. The peak shock pressure for which he reports
data is about 45 kb. Rocks experiencing these peak shock pres-
sures are equivalent to rocks from zone 0 in Stoffler's (1971)
classification for shocked rocks. The effect of increased micro-
fracturing at higher shock pressures is clearly evident in Short's
data; compressional velocity and fracture strength decrease and
permeability increases as peak shock pressure increases. It is
improbable that any glass is present in the samples for which he
reports physical property measurements.
Velocities
*The complicated structure of the Ries impact crater in
Germany has been studied by Angenheister and Pohl (1969), using
the techniques of both reflection and refraction seismology.
Their velocity profiles show low velocities associated with
layers of post impact sediments, suevites, and breccias within
the 20 km wide impact crater. Velocities in the fractured
crystalline rock beneath the brecciated layers (1.7 km/sec)
increase steadily with depth until velocities equivalent to
those of the surrounding country rocks (3.2 km/sec) are reached
near 2 km depth. Velocity values in the cracked crystalline
rock surrounding the crater increase with radial distance and
reach values equivalent to those of surrounding unshocked rocks
at distances of 2 - 3 crater diameters. We infer from these
facts either (1) that 2 km may be the maximum depth at which
peak shock pressures were capable of cracking rocks beneath the
Ries crater (in which case shock metamorphism alters rock pro-
perties far more extensively with radial distance than with depth),
(2) that new cracks were formed, but pressures at 2 km are suf-
ficient to close them, or (3) that cracks are present at 2 km
but saturation is complete and velocity values are high (Nur and
Simmons, 1969), reaching values equal to those of the surrounding
country rock. However, it is improbable that the effects of an
impact, capable of producing a 20 km diameter crater, would only
extend to 2 km depth, and it is equally improbable that pressure
(less than 1 kb) at 2 km depth is capable of closing all the cracks
produced by the shock event. (Birch's (1960) data indicates that
pressures greater than 1 kb, and often approaching 2 kb, are
required to close all cracks in most igneous rocks.] We there-
fore conclude that the velocity increase with depth in the Ries
crateris due to saturation. In dry lunar craters, the velocity
increase would be much more gradual.
Our data for compressional velocity, shear velocity,
static compressibility, thermal expansion, and density of the
Ries samples are given in Tables 1 and 2. Compressional velo-
city-pressure profiles for four Ries samples are shown in figure
1. These four samples were chosen to illustrate the effect of
increasing shock metamorphism on elastic properties.
Ries sample 934 is a weakly shocked granite from zone 0.
Minor microfracturing has possibly occurred, but in thin section
there is little or no evidence of any shock metamorphism (figure
2). The velocity-pressure profile is very similar to that of
most terrestrial granites (compare with Birch, 1960). All cracks
are closed by 1 - 2 kb confining pressure and velocity reaches
intrinsic values near 2 kb.
Ries sample 936 is a more intensely shocked granite (inter-
mediate zone 0) which has been more extensively cracked than
sample 934. Again there is no evidence of glass in thin section.
The intense cracking is manifested by lower velocities at low
pressure. Cracks are closed and velocity values reach intrinsic
values near 4 kb. The intrinsic velocity is high, indicating
that no glass has been formed. The distribution of crack aspect
ratios and the total numbers of microcracks in sample 934 and 936
are signifigantly different because pressures as high as 4 kb are
required to completely close all cracks in sample 936, while only
2 kb were sufficient to close the cracks in sample 934. Cracks
of larger aspect ratio have been formed in sample 936. Because
the velocities of 936 are lower than the velocities of 934 at
pressures below 2 kb, sample 936 contains more cracks of low
aspect ratio.
Ries sample 931 is a diorite from zone 1. This sample
contains abundant microfractures and shock deformational features
(figure 2). The intense microfracturing and the presence of
glass cause low velocities throughout the entire 5 kb range.
Because the slope of the velocity-pressure profile is steep at
5 kb, intrinsic velocities are not reached at 5 kb. An even wider
distribution of crack aspect ratios exists in sample 931 than in
samples 936 or 934 because cracks are still not closed at this
pressure. The very low velocities near room pressure indicate
that cracks of low aspect ratio have been formed. At some pres-
sure greater than 5 kb where all cracks are closed, intrinsic
velocity values will be reached. Because the sample contains
some glass, these intrinsic velocities will be lower than those
of crystalline rock of similar composition. (Birch, 1960, shows
that the velocity of a diabase glass is about 10% less than the
intrinsic velocity of a crystalline diabasic rock of similar
composition.)
Ries sample 929 is a zone 3 or 4 glassy breccia. The breccia
is composed of 25% crystalline fragments in a matrix of glass.
Vesicles and flow structure (schlieren) are evident throughout
the sample. Low velocity values at low pressures are due to
the presence of the glass matrix, microcracks, and pores. Low
intrinsic velocity values are due to the presence of the glass
i
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matrix and pores. Intrinsic values of velocity are probably
not reached until pressures near 5 kb, indicating again, a wide
distribution of crack aspect ratios.
Thermal Expansion
Thermal expansion curves for the range 25 to 350*C are
shown in Figure 3 for Ries samples 936 and 934. The two samples
have quite different thermal expansion behaviour which we attri-
bute to the differences in microcracks. Note that compositions
(Table 3) are similar but that sample 936 contains more micro-
cracks, and also has a wide distribution of crack aspect ratios.
In Table 3 are listed the values of mean volume coefficient
of thermal expansion for each sample,
3AL
v LOAT (3)
calculated from the relative expansion data. Also listed in
Table 3 are the intrinsic values a (int) for the volume co-
efficient of thermal expansion expected for a crack free rock.
The a (int) are calculated from Turner's equation (Kingery,v
1960) for the coefficient of thermal expansion for a multiphase
aggregate.
a K V
a (int) = (4)
v ZK.V.
i 1
where a K., and V. are the volume coefficient of expansion,
the bulk modulus, and the volume fraction, respectively, of the
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.th phase. Values of the a. are from Skinner (1966) and
1-l
values for the K. are from Simmons and Wang (1971). Baldridge
et al. (1972) discuss the applicability of Turner's equation
to low porosity rocks.
The measured expansion coefficient av for the relatively
uncracked sample 934 is approximately equal to the intrinsic
expansion coefficient. However, av for the intensely cracked
sample 936 is about 17% less than av (int). We attribute the
difference between intrinsic and measured thermal expansion
coefficients in sample 936 to the presence of cracks produced
by shock processes. Apparently, the presence of large concen-
trations of cracks along grain boundaries and within individual
grains allows many grains to expand into the pore space without
contributing to the overall expansion of the aggregate.
We have not as yet been able to obtain satisfactory thermal
expansion data for glassy breccias from the Ries. However,
Baldridge et al.,(1972) have measured thermal expansion on
glassy (20% glass) lunar breccia 10046 and found that the measured
thermal expansion is approximately equal to the intrinsic value.
They attribute the agreement between measured and intrinsic
thermal expansion to the effect of glass. Because the glasses
have comparatively high thermal expansions, or the glasses tend
to cement grains together, thermal expansions of glassy breccias
are close to intrinsic values.
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Conclusions
Although we have illustrated the effects of increasing
shock metamorphism with data for compressional velocity and
thermal expansion, similar effects are seen in the data for
shear velocity and compressibility. We base our conclusions
on the data for all four parameters. We now summarize these
conclusions.
For rocks exposed to low shock pressures (zone 0 - 1)
the values of physical properties are influenced primarily by
the presence of microcracks produced by the shock event. The
new cracks formed by the shock contain both cracks with aspect
ratios similar to those found in typical igneous rocks (10~4 to
10- 3) and cracks of larger aspect ratios (10-3 to 10 -2). When
cracks are closed at high pressure, values of elastic properties
reach intrinsic values and are equal to those of unshocked rocks
at comparable pressures. For high shock pressures (zones 3 - 4),
the presence of glass and spherical pores lowers velocity values
below those expected for the crack free crystalline aggregate
(intrinsic values). The high microcrack density results in low
velocity values at low confining pressures.
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THERMAL EFFECTS ON PHYSICAL PROPERTIES
Ide (1937) first noted the importance of thermal cycling
as a process capable of altering values of physical properties
of low porosity igneous rocks. Ide, and later Todd et al. (1972)
found that progressive cycling to higher temperatures introduced
permanent decreases in the compressional velocity of rocks. The
decrease in compressional velocity is due not only to the forma-
tion of new cracks (as Ide suggested) but to the expulsion of
water from existing cracks in the rock. Todd et al. (1972)
showed that the temperature range over which each process
dominates can be separated readily on the basis of the attenuation
of elastic waves or, equivalently, the quality factor Q. The
value of Q should increase with loss of water but decrease with
cracking. The Q of Fairfax diabase and Westerly granite initially
increased 20 - 30% after thermal cycling to temperatures less
than 600*C and then sharply decreased by more than 50% after
cycling to temperatures above 600*C. The initial increase in
the value of Q was attributed to the expulsion of water from the
sample, and the sharp decrease near 600 0C was attributed to the
influence of cracking. Similar observations have been reported
by Kissell (1972).
Crack production is particularly striking for quartz-rich
rocks. For example, Nur and Simmons (1970) have found that
room-pressure values for compressional velocity in dry quartz-
rich rocks are particularly low compared to velocities of other
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igneous rocks. The low compressional velocity is due to high
crack porosities in quartz-rich rocks.
The intense cracking in quartz-rich rocks is caused by
stresses induced by the unique thermal expansion properties of
quartz (Figure 4). Quartz has both a large thermal expansion
relative to other minerals and a large anisotropy in expansion
(Kozu and Takane, 1929). The values parallel and perpendicular
to the c-axis are a = 0.00100C ~ and a = 0.0018*C~l
at 500C. Quartz also passes through the a- transition at
573*C and the -tridymite transition at 867 0C. The a- quartz
transition is reversible and the crystal can be recovered intact,
but a large volume expansion occurs just prior to the transition.
The quartz-tridymite transition is irreversible and the
crystal cannot be recovered without extensive cracking occuring.
The effect of quartz acting as an agent for cracking
thermally cycled rocks is particularly evident in the thermal
expansion data of Griffin and Demou (1972) for rocks cycled to
900 0 C. In quartz-rich rocks very large volume expansions were
recorded near the a-s quartz and S quartz-tridymite transitions.
Expansions for rocks not containing quartz were 3 to 4 times
less than those for quartz-rich rocks.
All our data for thermally cycled rocks are given in
Tables 1 and 2. We previously reported data (Todd et al., 1972)
for compressional and shear velocity of thermally cycled
Westerly granite and Fairfax diabase. Some of our data is
illustrated in Figures 5 and 6.
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Thermal Expansion
When a rock is cycled to temperatures sufficiently high
to cause cracking, the cracking is manifested by a permanent
length change after the sample is returned to room temperature.
Recycling the sample to the same temperature often introduces
further permanent length changes. The steady state, usually
reached after 4 - 5 cycles, represents the curve for which no
further permanent offset occurs.
In Figure 5, the expansion of the quartz-rich Barre
granite is shown as a function of temperature for three cycles
to different maximum temperatures. The cycles to maximum
temperatures of 426 and 534*C represent steady state expansion-
contraction curves; the cycle to maximum temperature of 570*C
represents only the decreasing temperature curve after two
cycles to 570 0C.
In the cycle to 426*C there was no permanent length change
> 0.02% when the Barre granite was returned to room temperature.
This fact is in opposition to the data of Thirumalai and Demou
(1970) who report permanent length changes of 0.08% in a quartz-
rich granodiorite cycled to 325*C. The rate of heating in
Thirumalai and Demou's experiments is about equal to that in
our experiments (5 0 C/min). The granodiorite contained about
40% quartz, compared to 31% quartz in the Barre granite. The
cracking in Thirumalai and Demou's sample could possibly be due
to the presence of additional quartz. The resolution of our
dilatometer is adequate for us to record permanent length changes
of less than 0.02%.
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After repeated cycling to 534*C, a permanent length change
of about 0.2% is evident. We attribute this permanent length
change to the introduction of cracks into the rock matrix.- The
cracks were probably caused by the large volume expansion of
quartz just prior to the a-a transition (Figure 4). Cycling
the Barre granite to even higher temperatures near 570*C intro-
duces further cracks, also probably due to the large volume
expansion of quartz relative to the feldspar. Similar data for
the Frederick diabase [a rock containing no quartz (Table 3)],
indicates, that no permanent volume change and therefore only mi-
nor cracking occurs until temperatures greater than 500*C are
reached.
Compressibility
In Figure 6 we have plotted values for the static compres-
sibility of five samples of Westerly granite thermally cycled to
maximum temperatures between 108 and 953*C. Small changes in
values of compressibility for Tmax = 319*C, imply that only a
small crack volume could have been introduced by thermal stres-
ses at 319*C. Large changes in values of compressional and
shear velocities for Tmax = 319 0 C imply that many low aspect ra-
tio (and thus low volume) cracks wexe produced. The intense
cracking induced by the large expansion of quartz near the a-s
quartz and a quartz-tridymite transitions is manifested by large
increases in the static compressibilities measured at low pres-
sure of the samples cycled to 714 and 953*C.
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The ten-fold increase in room pressure values for com-
pressibility of samples cycled to high temperatures as compared
with those of samples cycled to Tmax < 514*C indicates many
new cracks are formed. Even in the most intensely cracked
samples, however the value of compressibility reaches values
close to those of the virgin rock near 2 kb confining pressure.
Apparently, most cracks are closed at 2 kb confining pressure,
and therefore have low aspect ratios. Consequently, thermally
induced cracks differ from shock induced cracks, which have
higher aspect ratios.
Thermal Gradients
On the lunar surface, large thermal gradients might also
crack rocks. The temperatures between lunar day and night
range from -200 to +100 0C, and the maximum gradient in tem-
perature with respect to time between lunar day and night at
the lunar surface is about 10*C per minute (Stimson and Lucas,
1972). Gradients can be higher during lunar eclipses.
Using acoustic emission techniques, Warren and Latham
(1970) listened to cracks forming in several materials subjected
to large thermal gradients. Their data indicates that gradients
of 10 - 100 0C per minute crack rocks but that very few cracking
events occur for gradients less than 10*C per minute. The
maximum gradients during our experiments were about 50C/min
Furthermore, Apollo 15 temperature profiles of Langseth et al.
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(1972) indicate that depthsof only a few tens of centimeters
are sufficient for all thermal fluctuations to disappear com-
pletely. We conclude that the diurnal temperature changes on
the lunar surface could possibly crack rocks but that the
cracking due to this process would extend only a few centimeters
below the surface.
We do not preclude the fact that larger temperature
fluctuations could have occurred in the past on the lunar surface
(Todd et al., 1972), and that cracking near contacts of hot
breccia or lava flows could be extensive.
Thermal Fatigue
Data on thermal fatigue of rocks are rare. Warren and
Latham (1970) found that after an initial cycle had induced
cracking in firebrick, the amount of cracking decreased on each
subsequent cycle. After 15 - 20 cycles all cracking ceased.
Similar observations hold for the Barre granite. Our thermal
expansion data indicate that no further cracking in the Barre
granite occurs after 4 - 5 cycles to the same temperature.
Although no one has yet looked carefully at the effect
of thermal fatigue, Hardy and Chugh (1970) and Haimson (1972)
have produced comprehensive results for the effect of stress-
induced fatigue in rocks. Using acoustic emission techniques,
hysteresis in stress-strain curves, and other methods, they
have found that no new cracks are formed in rocks until stresses
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equivalent to about 60% of the fracture strength are reached,
even though the number of cycles is 106. Repeated cycling to
stresses' only slightly above the stress at which cracking
first occurs eventually leads to fracture of the rock. Appa-
rently a few new cracks are formed on each cycle, and these
cracks eventually weaken the rock enough to cause failure.
A low stress limit appears to exist, below which no cracks are
formed. Below this threshold, no quantity of cycles is suffi-
cient to crack the rock. We infer that the stresses produced
by tidal forces and other low stress phenomena, even though
cyclic for periods of 106 years, do not crack rock. Assuming
an analogous fatigue limit exists for thermally induced stress
in rocks, we would expect no cracking to'occur on subsequent
cycles, if no cracking occurs on the first cycle. Interpreted
in terms of our results for Barre granite and Fairfax diabase,
thermal fatigue does not occur below a maximum temperature of
400*C.
Conclusion
We conclude that: (1) thermal stresses induced by
differential thermal expansion of constituent minerals are
sufficient to create only very low aspect ratio cracks
at temperatures below 400*C, (2) stress produced by large
thermal gradients could possibly crack rocks within the first
few centimeters of the lunar regolith, (3) the cracks formed
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by thermal stresses have lower aspect ratios than shock induced
cracks and (4) thermal fatigue does not occur for thermal cycles
below Tmax of 400*C. These conclusions are based on our new
data for compressibility of Westerly granite and thermal expan-
sion of Barre granite, additional compressional velocity, shear
velocity, thermal expansion, and Q data given in Todd et al.
(1972), Baldridge et al. (1972), Kissell (1972), and tables 1-2.
These conclusions drawn from our data disagree with those of
Thirumalai and Demou (1970). McDonnell et al. (1972) reached
similar conclusions from their study of therma]ly induced
cracking.
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DISCUSSION
Velocity
In Figure 7 we compare values of compressional velocity
for a number of lunar samples with those of terrestrial shocked
rocks and thermally cycled Fairfax diabase. Note the shape of
the velocity profile for the three lunar rocks (basalt 12002,
gabbroic anorthosite 62295, and breccia 14318) and the two Ries
shocked samples (granite 936 and breccia 929). For all samples
there is a continuous change in the slope of the velocity profile
throughout the 5 kb pressure range. The change in slope indicates
that cracks with a wide range of aspect ratios close continuously
throughout the pressure range. In terms of crack aspect ratio
distribution, the lunar samples appear more similar to the
terrestrial shocked samples than to the thermally-cycled samples.
The behaviour of the thermally cycled samples differs signifi-
cantly. The Fairfax diabase sample with Tmax = 200*C reaches
a relatively constant slope at 1 - 2 kb. Even the intensely
cracked Fairfax diabase sample, Tmax = 998*C, reaches a constant
slope at 3 - 4 kb. Much lower pressures are sufficient to close
cracks in thermally cycled samples, indicating that thermally-
induced cracks have low aspect ratios. The data on shear
velocity and compressibility given in Table 1 support this
interpretation.
At high confining pressures cracks in rocks are closed.
Once cracks are closed, velocity values depend on the elastic
properties of the materials composing the matrix of the rock.
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Intrinsic velocities for crystalline silicate rocks are high
compared to glassy aggregates of the same composition. The
high pressure velocity values for basalt 12002, gabbroic
anorthosite 62295, Fairfax diabase, and Ries sample 936 are
near the intrinsic values expected for crack free aggregates
of similar composition. The high pressure velocities of
breccias 14318 and Ries 929, however, are low compared to the
values for the crystalline rocks. Lower intrinsic velocity
values are expected because of the presence of glass in the
breccias.
Thermal Expansion
Measured and calculated intrinsic thermal expansion
coefficients for lunar basalts (from Baldridge et al., 1972),
lunar anorthosites, and shocked Ries samples are listed in
Table 2. For all lunar samples the measured expansion co-
efficients are considerably less than the calculated intrinsic
values. Apparently cracks in lunar samples provide void space
into which some mineral grains can expand. These grains do
not contribute to the overall expansion of the aggregate, thus
accounting for the fact that measured expansions are less than
intrinsic values.
We also list expansion coefficients for shocked Ries
samples in Table 2. We have found that shock metamorphism,
and in particular shock produced cracks, reduce the av of
granitic rocks by 17% below intrinsic values. In this sense,
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the thermal expansion of shocked terrestrial rocks appears
similar to the thermal expansion of lunar rocks.
We have also measured thermal expansion coefficients
for thermally cycled rocks with Tmax between 200 and 600*C.
We have found that thermal cycling of a quartz-rich granite
(Barre, Vermont) to 570 0C can reduce the expansion coefficient
and that the reduction in the expansion coefficient is about
equal to that produced by shock in the Ries granites. However,
we have also found that thermal cycling of two diabases
(Fairfax, Virginia and Frederick, Maryland) to maximum tem-
peratures of 220*C (Fairfax diabase)and 600*C (Frederick diabase)
does not reduce av , but rather increases the expansion co-
efficient slightly. We do not yet understand the cause of
high measured expansion coefficients in the diabases. However,
because lunar rocks (i.e. basalts) are more like diabases than
granites in terms of compositions, and because lunar surface
temperatures are not sufficient to crack rocks and reduce
expansion coefficients, we conclude that thermal cycling alone
cannot explain the low expansion coefficients measured for
lunar rocks. Shock induced cracking is the more likely cause
for the low expansions measured on lunar samples.
Microcracking
We used Morlier's (1971) technique to obtain the
distribution function of crack aspect ratios from the compres-
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sibility data and show in Figure 8 the results for lunar
basalt 12002, Ries granites 931 and 936 and three samples
of Fairfax diabase thermally cycled to 108, 700, and 998*C.
The same scale have been used for each sample. It is apparent
that lunar basalt 12002 and Ries sample 931 contain many more
cracks than the Fairfax diabase, and that these cracks have
a much wider range of aspect ratios than the cracks of
thermally cycled samples. Ries sample 936 has few cracks,
but these cracks have a large range of aspect ratios. Again
it is apparent that lunar samples and Ries shocked samples
are similar in terms of crack densities and crack aspect ratios.
Lunar samples and thermally cycled samples are correspondingly
dissimilar in terms of crack parameters.
In an attempt to correlate compressional velocity with
crack parameters, Nur and Simmons (1970) plotted compressional
velocity, normalized to 10 kb or intrinsic values, as a
function of crack porosity (ic ). Because of normalization
to intrinsic values, the ratio of velocity at zero confining
pressure to the velocity at 10 kb confining pressure,
V p(0)/V p(10), should contain only information about the crack
dependent part of velocity. In Figure 9, we have extended
the plot of Nur and Simmons (1970) to include data for thermally
cycled rocks (Westerly granite and Fairfax diabase), lunar
and terrestrial shocked rocks, and lunar and terrestrial breccias.
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Nur and Simmons previously found that normalized velocity
is an approximate linear function of crack porosity. Their
samples (Figure 9) included a wide assortment of igneous rocks
and contained only cracks produced by natural processes that
occurred while the rocks were in the earth. Apparently the
cracks produced by the mismatch of thermal and elastic properties
across grain boundaries when igneous rocks are transported to
the surface of the earth are similar from one rock type to the
next, so that a common velocity-crack porosity relation exists
for all samples.
When rocks are thermally cycled, under vacuum (or at
constant pressure), only the relative thermal expansions of
the mineral grains composing the rock influence crack production.
We might expect the parameters of the cracks produced by the
thermal cycling process to differ from the parameters of cracks
produced by typical igneous processes under both pressure and
temperature. Indeed, in Figure 9, very different curves fit
the data for thermally cycled samples than fit the data for
virgin igneous rocks. The profiles for the thermally cycled
samples are similar to each other, but fall substantially to
the low velocity side of the curve defined by Nur and Simmons
data.
Shock metamorphism is a mechanism of crack production
entirely different from the processes already discussed, and
hence, we would expect different sorts of crack parameters.
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Figure 9 includes velocity.and crack porosity data for an
assortment of shocked lunar and terrestrial rocks and two
unshocked terrestrial analogues of lunar breccias. The very
weakly shocked Ries sample 934 falls near Nur and Simmons'
curve for terrestrial igneous rocks. The more intensely
shocked Ries samples 936 and 931 fall to the high velocity
side of their curve; the intensely shocked lunar breccias
14318 and 10065 fall far from their curve. Moderately shocked
lunar basalts and gabbroic anorthosites fall along a curve
defined by the data for the Ries shocked rocks and the breccias.
The curve defined by the shocked rocks, both lunar and
terrestrial, departs greatly from the curves for typical
igneous rocks and for thermally cycled rocks. The curve for
shocked rocks appears to be unique to shocked rocks. These
observations, perhaps more than any of our other data, indicate
that physical properties of lunar rocks are determined primarily
by shock processes.
Lunar Crust
We can now speculate as to the effect of shock metamorphism
on the physical properties of the lunar crust. Consider only
compressional velocity. Interpreted in terms of the velocity
profiles for the Ries crater (Angenheister and Pohl, 1969)
and our laboratory data, we conclude that on the lunar surface
(1) velocities are low in craters where breccias from the
cratering event itself or from other impact events are present,
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(2) velocities in the immediate vicinity of craters are low
due to intense microfracturing and the presence of glass and
(3) velocities increase with radial distance from the crater,
reaching values equal to those of the surrounding unshocked
rock at 2 - 3 crater diameters horizontally and perhaps one
crater radius with depth. Other physical properties will be
affected by the intensity of shock metamorphism correspondingly.
The velocity profile around the Ries crater (about 20
Km in diameter) can perhaps be scaled upwards to describe
larger diameter events of, say, the size of Ritter or Sabine
on the moon (30-32 Km in diameter). However, it is difficult
to infer the effects of shock metamorphism on a crater the size
of the ringed maria (diameter of Imbrium = 360 Km) using the
Ries data. For these extremely large events, large volumes
of lava were either formed by the impact event itself (Urey
and McDonald, 1971) or brought from the subsurface through the
cracks formed by the event (Wise and Yates, 1970). The fact
that (1) the lava can help fill or anneal cracks produced by
the shock event, (2) the heat produced by the lava over long
periods of time can help recrystallize glassy breccias and
anneal cracks, and (3) the pool itself will crystallize upon
cooling--all tend to give high velocities within and directly
adjacent to the crater. The breccias ejected from the crater
and the microfracturing around the crater should keep velocities
low within a few crater radii. However, a very different velo-
city profile will probably be obtained across the flood basalt
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filled craters, when compared with the smaller craters.
The current model of seismic velocity with depth
(Toksoz et al., 1972) indicates decreasing shock metamorphism
with depth over the first 25 Km of the moon. A sharp
velocity increase occurs near 25 Km. The region between
25 and 60 Km has a very small increase (if any) in velocity
with depth, indicating that few open microfractures are
present. We infer that the depth of 25 Km probably represents
the maximum depth for shock metamorphism or the depth at
which pressure and temperature are sufficient to close or
anneal cracks.
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CONCLUSIONS
Our laboratory data for compressional velocity, shear
velocity, static compressibility, and thermal expansion for
lunar rocks, shocked terrestrial rocks, and thermally cycled
rocks indicates that shock metamorphism is the primary cause
of the differences between measured and intrinsic values of
physical properties of lunar rocks. Large scale thermal
metamorphism and thermal cycling between temperatures equi-
valent to lunar day and night probably are not important
mechanisms in changing the values of physical properties of
lunar rocks. Large thermal gradients or thermal fatigue could
possibly cause minor cracking in the upper few centimeters of
the lunar regolith.
Velocity profiles with depth or radial distance from
large impact craters on the moon should show a graded scale
of shock effects. Because the largest impact craters contain
layers of basalts formed by essentially igneous processes, we
infer that the physical properties of rocks associated with
such craters differ substantially from those of rocks associated
with smaller craters.
The seismic velocity versus depth curve over the first
25 Km of the moon indicates decreasing shock metamorphism with
depth. The 25 Km depth probably represents either the maximum
depth of shock metamorphism or the depth at which shock produced
microcracks are closed or annealed.
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We have chosen our samples from the Ries crater to
illustrate the effects of increasing shock metamorphism,
and have found that increasing shock metamorphism systematically
alters physical properties. We suggest that one may be able
to invert the problem, and use measurements of physical
properties of shocked rocks to deduce the intensity of shock
metamorphism. Then, if cratering mechanisms are understood,
and the pressure and temperature distribution is known for
a given event, the origin in space of shocked samples can
be determined from values of physical properties.
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Table 1: Elastic properties of samples
DENSITY CRACK ELASTIC
(g/cc) POROSITY PROPERTY* 1 100 250
OONFINING PRESSURE (bars)
500 750 1000 1500 2000
3000 4000 5000
10065,24
12002,58
14318,30
62295,18
65015,9
68415,54
A direction
B direction
RIES 929
RIES 931
RIES 934
RIES 936
ROCK 613
ROCK 652
2.34
3.30
2.81
2.83
2.97
2.78
2.07
2.56
2.58
2.57
2.42
2.52
3.45
1.35
3.55
0.69
0.68
0.83
1.90
0.22
0.66
0.63
0.33
120 70 38 20.0 15.2
P
P
S
P
S
S
P
S
PtSt
P
S
P
S
Pt
St
P
P
S
P
S
6
45
2.47
90
4.39
2.20
15
4.77
2.38
25
4.70
2.59
22
4.95
2.48
3.49
2.94
45
4.73
2.97
7.8
3.14
1.80
41
20.1
2.79
49
4.73
2.40
10.9
4.99
2.49
9.5
5.02
2.69
15.2
5.25
2.60
3.86
2.08
3.50
29
5.05
3.11
4.81
4.14
2.15
14.0
13.5
3.14
33
5.11
2.61
7.8
5.25
2.63
6.5
5.29
2.80
11. 1
5.57
2.73
4.17
2.40
3.77
15.2
5.33
3.24
3.63
4.64
2.52
8.4
8.8
3.62
22.7
5.54
2.83
5.4
5.58
2.79
4.5
5.63
2.94
7.7
5.92
2.88
4.48
2.70
4.06
9.6
5.58
3.33
3.30
5.01
2.74
4.9
5.9
3.96
16.0
5.81
2.98
4.3
5.80
2.91
3.5
5.89
3.05
5.8
6.11
3.00
4.72
2.84
4.24
8.1
5.72
3.39
2.92
5.23
2.87
3.5
11.9 8.5
4.0
4.16
11.7
5.98
3.11
3.5
5.98
3.02
2.8
6.09
3.13
4.7
6.27
3.09
4.90
2.93
4.39
7.1
5.80
3.42
2.74
5.38
2.96
2.8
2.8
4.42
7.5
6.23
3.28
2.8
6.17
3.19
2.2
6.37
3.26
3.8
6.49
3.23
5.15
3.05
4.66
6.3
5.90
3.46
2.40
5.60
3.09
2.6
7.0 6.3 5.6 4.8
2.0u
4.71
6.3
6.42
3.41
2.3
6.33
3.29
1.8
6.54
3.35
3.4
6.64
3.31
5.29
3.12
4.80
5.7
5.99
3.48
2.31
5.78
3.19
2.3
1.8
5.11
5.4
6.66
3.56
2.2
6.53
3.45
1.6
6.76
3.43
2.7
6.80
3.41
5.44
3.19
5.01
5.3
6.07
3.52
2.26
6.00
3.27
2.2
1.6
5.45
4.6
6.82
3.68
2.1
6.72
3.54
1.5
6.85
3.47
2.6
6.92
3.46
5.49
3.22
5.25
4.8
6.12
3.55
2.20
6.12
3.32
2.2
1.4
5.67
3.8
6.92
3.75
2.0
6.90
3.63
1.4
6.94
3.54
2.5
7.04
3.54
5.53
3,23
5.49
4.3
6.16
3.57
2.15
6.18
3.36
2.2
2.45 2.56 2.65 2.74 2.77 2.79 2.81 2.83 2.87 2.91 2.94
13.1 10.0 8.2 7.2 6.71 6.33 6.07 5.93 5.70 5.40 5.20
S 2.38 2.51 2.65 2.74 2.77 2.79 2.82 2.85 2.87 2.90 2.93
11.2 6.1 4.80 4.48 4.21 3.99 3.61 3.50 3.27 3.17 3.00
SAMPLE
3 000 4000 5000
Table 1: continued
DENSITY CRACK ELASTIC
(g/cc) POROSITY PROPERTY* 1 100 250
CONFINING
500 750
PRESSURE (bars)
1000 1500 2000 3000 4000 5000
WESTERLY GRANITE
T =108*C
max
T =319*C
max
T =514*C
max
T =714*C
max
T =953*C
max
2.60
2.60
2.58
2.55
2.47
FAIRFAX DIABASE
T max=200*C 3.00
T =301*C 3.00
T =5880 C 2.98
max
T =998*C 2.92
max
0.13
0.13
0.16
0.32
1.90
0.06
0.07
0.13
0.72
4.41 4.99
2.96 3.16
4.2 3.65
2.86 3.11
4.2 3.65
2.79 4.11
2.07 2.90
4.3 2.68
5.39
3.39
3.30
3.37
3.30
4.90
3.16
3.30
S 1.30 2.12 2.70
1 14.0 9.2 5.2
5.63 5.73
3.52 3.58
3.08 2.78
3.52 3.58
3.08 2.78
5.37 5.58
3.42 3.51
3.08 2.78
3.13 3.29
3.62 3.18
5.81
3.62
2.50
3.62
2.50
5.68
3.56
2.50
5.87
3.65
2.43
3.65
2.43
5.78
3.62
2.43
3.38 3.49
2.91 2.83
0.53 1.18 1.71 2.16 2.46 2.69
33 27 20 12.5 8.0 6.6
3.66 3.72
2.2 2.10
5.77 5.98
1 2.3 2.14
P §
1 7.0 4.4
P 2
S21.1 13.5
3.78
1.97
6.20
3.86 3.91
1.78 1.61
6.34 6.54
3.94
1.49
6.62
2.03 1.84 1.68 1.49
3.40 2.58 2.06 1.75
9.2 5.5 3.8 2.79
5.90
3.69
2.38
3.69
2.38
5.85
3.67
2.38
5.98
3.76
2.33
3.76
2.33
5.93
3.76
2.33
6.05
3.82
2.25
3.82
2.25
6.00
3.82
2.25
6.10
3.84
2.20
3.84
2.20
6.07
3.84
2.20
3.56 3.59 3.62 -3.65
2.72 2.60 2.47 2.38
3.00 3.19 3.40 3.48 3.56
4.8 3.60 3.01 2.76 2.61
3.96
1.44
6.70
3.97
1.43
6.72
3.98
1.40
6.73
3.99
1.39
6.73
4.00
1.38
6.74
1.44 1.43 1.40 1.39 1.38
1.59 1.49 1.41 1.39 1.38
2.22 1.83 1.50 1.40 1.38
T is the maximum temperature to which a sample was heated.
room temperature.
SAMPLE
All icdeasurements were miade at
Table 1: continued
* P is compressional velocity (km/sec), S is shear velocity (km/sec), and 6 is static
compressibility.
** Data previously given by Kanamori et al. (1970).
***Data previously given by Wang et al. (1971).
§ Data previously given by Todd et al. (1972).
t Velocities are not corrected for length change under pressure.
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Table 2: Calculated and measured values of the mean volume
thermal expansion coefficient over the range 25-200*C.
Units are *C~1.
acalculated (x 10 6 ameasured x10 6
a K V
SAMPLE a = AV
K.V.ot
Ries 934 23.52 25.60
Ries 936 23.37 19.37
Barre granite
(Tmax=426*C) 23.22 24.31
(T max=532*C) 23.22 20.83
(T max=5700 C) 23.22 20.06
Frederick diabase
(T max=250*C) 15.85 19.00
(Tmax=350*C) 15.85 19.3
(Tmax=400*C) 15.85 18.2
(T max=450*C) 15.85 20.0
(T max=500*C) 15.85 19.5
(T mx=550*C) 15.85 20.0
(Tmax=60 00 C) 15.85 19.2
62295 16.99 6.8
65015 18.38 10.9
68415 14.38 4.8
10020* 22.5 16.2
10057* 21.6 14.7
12022* 23.7 15.9
*data from Baldridge et al. (1972)
Table 3: Modal analyses of samples
qtz feld plag amph px biot musc chl opq ol acc other
Barre
granite
Westerly
granite
Rie s
granite
Rie s
granite
Frederick
diabase
Fairfax
di abase
Rie s
931
Ries
929
62295
65015
68415
934
936
31.5 19.8 36.5
28.3 35.0 29.9
25.9 35.0 31.2
23.2 28.2 30.9
45.0
1.8 3.0 49.0
7.3 4.3
3.1 2.5
5.6 2.3
10.2 7.1
48.1
0.7 0.5
4.2 1.0
42.4 1.0
3.7 1.5 28.5 55.7
13.4 3.9 0.6
0.3 2.0
4.8 2.1
4.7
24
29
76.6
3.7 dqtz
2.9 d gl
74.5 gl
tr coes
3 16 gl
2.1 3.3 mes
SAMPLE
Lunar Sample Information Catalog - Apollo 16
Descriptions of samples 652 and 613 are in Todd et al. (1972).
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Table 3: (continued)
qtz = quartz
feld = K-feldspar
plag = plagioclase
amph = amphibole
px = pyroxene
biot = biotite
musc = muscovite
chl = chlorite
opq = opaque
ol = olivine
acc = accessories
dqtz = diaplectic quartz
d gl = diaplectic glass
gl = glass
coes = coesite
mes = mesostasis
E0
-j
w
z
0
COC,)
wCr
a-
0C.
Figure 1.
0 I 2 3 4 5PRESSURE (Kb)
Effect of shock metamorphism on compressional
velocity of samples from the Ries crater, Germany.
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Figure 2a. Photomicrograph of Ries sample 934.
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Photomicrograph of Ries sampleFigure 2b. 936.
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Figure 2c. Photomicrograph of Ries sample 931.
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Figure 2d. Photomicrograph of Ries sample 929.
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TEMPERATURE , (*C)
Figure 3. Effect of shock metamorphism on thermal expansion
of samples from the Ries crater, Germany.
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Figure 4. Volume expansion of quartz (from Kozu and Takane,
1929).
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Figure 5. Steady state relative expansion curves of the Barre
granite. Steady state curves are those for which increasing
expansion values (crosses) are equal to decreasing expansion
values (open circles). The steady state curve is generally
reached after 4-5 cycles to a maximum temperature (Tmax)'
The dashed curve approximates the expansion curve for a
single ascent to 570 0 C.
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Figure 6. Effect of thermal cycling on static compressibility
of Westerly granite. The numbers on each curve are the
maximum temperatures to which the sample was heated. All
measurements were made at room temperature.
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Figure 7. Compressional velocity for lunar samples 12002
(basalt), 62295 (gabbroic anorthosi"te), and 14318 (breccia),
Ries samples 929 and 936, and Fairfax diabase cycled to
maximum temperatures of 200 0C and 998 0 C. All measurements
were made at room temperature.
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Figure 8. The distribution function of aspect ratios h (a) for
lunar basalt 12002, Ries samples 931 and 936, and Fairfax
diabase cycled to maximum temperatures of 69, 701, and 998*C.
All measurements were made at room temperature.
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Figure 9. Compressional velocity normallized to 10 Kb values
[V (0)/V (10)] as a function of crack porosity for
p p
terrestrial igneous rocks, thermally cycled rocks, and
shocked terrestrial and lunar rocks. The data for the
terrestrial igneous rocks are from Nur and Simmons (1970).
[OL = Oak Hall limestone, FD = Frederick diabase, RQ =
Rutland quartzite, TG = Troy granite, WG = Westerly
granite, WD = Webatuck dolomite, SG = Stone Mountain
granodiorite, CG = Casco granite]. The data for the
thermally cycled rocks (Fairfax diabase and Westerly
granite) and the shocked rocks are included in Table 2.
Samples Ries 931, 934, and 936 are shocked granitic
rocks from the Ries crater in Germany; samples 613 and
652 are terrestrial breccias, samples 12002 and 12022
are lunar basalts, samples 65015, 62295, and 68415 are
lunar gabbroic anorthosites, and samples 14318 and
10065 are lunar breccias.
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Chapter
Effect of Dry Cracks, Saturated Cracks,
and Pore Pressure on the
Elastic Properties of Low Porosity
Rocks
147
ABSTRACT
In low porosity igneous rocks, porosity consists of (1)
thin low aspect ratio microcracks of grain dimensions or less,
(2) more spherically shaped pores or vesicles, an order of
magnitude smaller than the average grain, and (3) long cracks,
joints, or faults meters or more in length. The closing of
microcracks under 1-2 Kb effective pressure dramatically alters
elastic properties of dry rocks. An understanding of the ef-
fects of dry cracks on elastic properties is important for the
interpretation of physical properties on the dry lunar surface.
In the earth's crust, most rocks are probably 100% saturated.
Elastic properties of rocks that contain fluid filled cracks
are therefore important for interpreting physical properties
in situ on the earth. Large cracks, faults, and joints can
significantly alter elastic properties in situ.
The effective pressure (P ) determining the values of
elastic properties of rocks subjected to both confining (P C)
and pore (P ) pressures is given by P = P c- nP , n < 1, and
not by the simple differential pressure AP = P c - P . Some
cp
authors have suggested that pore pressure changes and dilatancy
may serve as catalysts for creating aftershock sequences of
large earthquakes. But, such mechanisms require stresses an
order of magnitude greater than those actually observed. We
discuss these mechanisms and review some of the problems asso-
ciated with them.
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Problems associated with incomplete drying or incomplete
saturation of laboratory rock samples are discussed in terms of
the in situ interpretation of elastic properties of completely
dry lunar rocks and completely saturated terrestrial rocks. A
new saturation technique is introduced, and the effects of fluid
viscosity and crack anisotropy on elastic wave propagation in
the earth are reviewed.
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INTRODUCTION
At the high pressures and temperatures of the deep crust
and upper mantle of the earth and moon, most grain surfaces in
rocks are probably in solid contact with neighboring grains. When
a rock is brought to pressure and temperature conditions near the
surface of the earth or moon, differences in thermal and elastic
properties between minerals and anisctropies in expansions for
individual minerals introduce some degree of misfit, and thus
porosity. Once near the surface, large tectonic stresses, thermal
metamorphism, erosional processes, shock metamorphism, and other
metamorphic processes further affect the porosity of rocks.
Consequently, on the surface of the earth and moon, the porosity
of most rocks is non-zero.
In most crystalline rocks, a large fraction of the porosity
exists in the form of thin wedge-like openings (microfractures)
present along grain boundaries and within individual grains. Typical
microfractures have low aspect ratios (10 - 10- 4) and lengths
equal to or less than grain dimensions. They are many in number
but small in volume. Several thousand per cm3 may constitute
only a few tenths of a percent of the total rock volume. Because
microfractures are closed relatively easily by 1-2 Kb confining
pressure, values of physical properties of rocks are significantly
influenced throughout this pressure range.
The remainder of porosity in hand specimens exists as more
equidimensional cavities or pores. Pores occur within grains or
form part of the microcrack network. Low finite permeabilities
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of most crystalline rocks (Brace et al., 1968) imply pore-crack
networks are connected. The 'diameters of pores are tenths or
hundredths of grain diameters and the pore volume comprises
some few tenths of a percent of the total rock volume. Because
pressures of megabars are required to close these cavities
(Walsh, 1965a), low pressure (kilobar) variations in physical
properties are relatively independent of pore effects. Although
the physical properties of rocks at crustal pressures (kilobars)
depend strongly on the effects of microcracks, they are weak
functions of the pore porosity.
A third type of porosity is that of large cracks, joints,
faults, and caverns, openings with dimensions of meters. Such
large cracks are very rare in laboratory samples, but their
presence in situ can significantly alter physical property values.
Microcracks of total porosity no more than 1% dramatically
alters physical properties of dry rocks. For instance, Adams and
Williamson (1923) and Brace (1965) have found that static
compressibility measured at 1 bar pressure on dry rocks can be
an order of magnitude greater than the intrinsic values expected
for the crack-free rock. Similarly, compressional velocity
(Birch 1960, 1961) and shear velocity (Simmons, 1964) at 1 bar
pressure of dry igneous rocks containing microfractures are
reduced as much as 100% below intrinsic values. Thermal
expansion (Walsh and Decker, 1966), fluid permeability (Brace
et al., 1968), electrical resistivity (Brace et al., 1965) and
fracture strength (Peng and Johnson, 1972) are also affected by
the presence of microcracks. If cracks are closed by confining
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pressure, values of physical properties are near intrinsic values.
On the lunar surface and perhaps in some regions of the earth,
cracks in situ are dry. Large variations in values of physical
properties occur with the closure of cracks under pressure at
depth.
However most microcracks in situ are 100% saturated.
Saturation is important because the presence of fluids in
microcracks significantly alters most physical properties. For
instance, Nur and Simmons (1969a) showed that low pressure values
for compressional velocity of fully saturated rocks are 20-30%
greater than the velocity of the same samples when dry. Values
for thermal expansion (Walsh and Decker, 1966) and electrical
resistivity (Brace et al., 1965) are also influenced by the presence
of water. Consequently, laboratory measurements of physical
properties on saturated samples are most applicable for the
interpretation of physical properties in the earth's crust.
Pore pressures, applied by fluids in all connected cracks
and pores, and with values sometimes approaching lithostatic
pressures, exist throughout large sections of the terrestrial, and
perhaps the lunar crusts. Pore pressure in rocks acts to keep
cracks open, and therefore offsets the effect of confining
pressure which acts to close cracks. Pore pressure can be applied
by either liquids or gases. To interpret physical property
variations in terms of pore pressure, we must understand pore
pressure effects in dry rocks (pore pressure applied by gas) and
in wet rocks (pore pressure applied by fluid).
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In this paper, we will first review laboratory and
theoretical studies of elastic properties of rocks with dry c: acks
and saturated cracks, with and without pore pressure. Then we
will discuss the roles of water, pore pressure, or the absence
of pore fluids in altering elastic properties in the terrestrial
and lunar crusts. We include a few applications of saturation
and pore pressure effects.
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EFFECT OF DRY CRACKS ON ELASTIC PROPERTIES
Experimental
One way to study cracks in dry rocks is to observe the effects
on physical properties due to crack closure under confining pressure.
Large variations in values of elastic properties over the first
1-2 kilobars are caused by the closing of microcracks. Different
values of elastic propertiesoccur as a function of pressure for
rocks of similar composition but with different crack patterns
or different crack parameters (crack volume, length, aspect ratio,
etc.). Different values of various crack parameters are produced
by different cracking mechanisms (chapter 4). The effects of dry
cracks on elastic properties can be illustrated by the variations
in values of elastic properties of rocks that contain cracks
produced by different mechanisms. Compressional velocity and
static compressibility for several rocks are shown in figures 1
and 2 as functions of confining pressure to 5 Kb. Modal analyses
of these samples are given in Table 1. The velocity and
compressibility were measured using the standard techniques of
Birch (1960) and Brace (1965), respectively, with slight
modifications described in chapter 4.
The Frederick diabase (table 1) contains very few, if any,
microcracks (Brace, 1965). Evidently, when the sample was brought
from P-T conditions at depth to the surface of the earth, stresses
produced by differences in thermal and elastic properties between
minerals were not sufficient to open many cracks in the rock. The
absence of cracks is manifested by high velocity and low
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compressibility at all pressures. The experimental data are near
the intrinsic values calculated from the individual elastic
constants of the component minerals (Brace, 1965).
On the other hand, most granites do contain microfractures.
The presence of quartz in granites and other quartz rich rocks is
the primary cause of microfracturing (see chapter 4). Quartz
has both a large volume thermal expansion relative to other
minerals and also a large anisotropy in expansion. When a rock
is brought from depth to the conditions at the surface of the
earth, the stresses introduced into the matrix of the rock are
sufficiently large to open new cracks (Nur and Simmons, 1970a).
These cracks are typically low aspect ratio cracks (10-3 to 10 )
and can be closed by 1-2 Kb confining pressure. Confining
pressure closes cracks in Westerly granite (figures 1 and 2) and
causes large changes in values of elastic properties at low pressure.
At high confining pressure, all cracks are closed and the elastic
properties of Westerly granite are equal to intrinsic values.
One way to artificially produce cracks is to heat rocks to
high temperatures (Ide, 1937, and Todd et al., 1972). The stresses
produced by differential thermal expansion between pairs of
mineral grains can be large enough to cause cracks along grain
boundaries and within individual grains. One model is given by
Simmons et al. (1973). Data for thermally cycled samples of
Westerly granite (maximum temperature 714*C) are shown in figures
1 and 2. Heating and cooling was gradual over 24 hours (i.e.
thermal gradients were small) and the maximum temperature was held
constant for about 12 hours. Velocities and compressibilities
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were measured at room temperature. A large increase in crack
density in the granite is manifested by a large decrease in
velocity and an increase in compressibility at low confining
pressure. Because the intrinsic values of elastic properties
are attained at a confining pressure of about 2 Kb, we infer
that all cracks are closed at that pressure, or less, and that
the thermal cycling produced only cracks of low aspect ratio.
Also shown in figures 1 and 2 are data for two shocked rocks
from the Ries impact crater in Germany. Sample 936 is a granite.
It has not been shocked to sufficiently high pressures
tb form diaplectic (shock disordered) or melt glasses. However,
peak shock pressures from the impact event were sufficiently high
to intensely fracture the rock. The dense concentration of cracks
causes low velocities and high compressibilities at low pressure.
Intrinsic values for velocity and compressibility are reached
near 4-5 Kb. Because confining pressures of 4-5 Kb are required
to completely close cracks, a wider distribution of crack aspect
ratios has been created by the shock event, than was produced
by thermal cycling or natural igneous processes. On the other
hand Ries 929 has been shocked to peak shock pressures and
temperatures sufficient to melt most of the rock. This sample
is composed of a glassy matrix (~ 75%) containing fragments of
crystals and vesicles within the matrix. The intrinsic velocity
values are much lower than the values expected for crystalline
rocks of similar composition (Birch, 1960). We were unable to
measure the compressibility of this sample because of the presence
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of the many vesicles.
From the velocity and compressibility data in figures 1 and 2,
we can draw several conclusions about the effects of dry cracks
on elastic properties. (1) Large crack densities cause
low velocity and high compressibility values at room pressure.
(2) The pressure at which all cracks are closed is quantitatively
related to the crack aspect ratio. A relatively low confining
pressure means that low aspect ratio cracks predominate. A
higher confining pressure (> 5 Kb) means that cracks with larger
aspect ratio are present. (3) Both pores and glass in a rock
decrease the values for intrinsic elastic properties. These
qualitative conclusions, also predicted by the theories of
deformation and wave propagation for porous elastic media, can
be made quantitative.
Theoretical
A theory of static deformation of dry cracked rocks is
given by Wu (1966) and by Walsh (1965a,b,c). An extension of
the theory to include pore-pore interactions and pore pressure
effects is given by Warren (1973). Budiansky and O'Connell (1972)
calculate the static elastic moduli for an elastic solid containing
disc-shaped cracks. We will follow Walsh here.
The effective compressibility ($eff) of a cracked rock
given by Walsh (1965a) in terms of the intrinsic compressibility
of the crack-free rock ($), an average crack length (c), and the
total number of cracks (N) in a volume (V is
ef = 8(1+ A N (1)
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A is a term involving Poisson's ratio,and depends slightly,
on the shape assumed for the cracks and the scheme used
to average elastic constants. Expressions for Young's modulus
(Walsh, 1965b) and Poisson's ratio (Walsh, 1965c) have also been
derived in terms of crack parameters.
Cavities of aspect ratio (a) and Young's modulus (E0 ) will
close under confining pressure (P c) given approximately by
Pc = E0a (2)
The value of E for igneous rocks is of the order of 106 bars.
The theory therefore predicts that pressures of megabars are
required to close spherically shaped pores (a=l). Cracks of low
aspect ratio (a = 10- - 10~4) close under confining pressures of
1-2 Kb. Any large variations in values of elastic properties at
low pressures (kilobars) are due mainly to the closure of low
aspect ratio cracks.
One assumption inherent in the theory is that a linear
relationship exists between volumetric strain (AV/V) and pressure
(P c) at pressures (P1 ) above those necessary to close all cracks.
Experimentally observed strain-pressure profiles obtained in the
laboratory (Brace, 1965 and fig. 2) indicate that most cracks in
low porosity igneous rocks are closed by 1-2 Kb pressure, and
that the strain-pressure curve between 2-5 Kb can be fitted
accurately by a straight line: the slope of the line equals the
intrinsic compressibility of the uncracked rock (s). By
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linearly extrapolating the high pressure segment of the strain-,
pressure curve to zero pressure, the total contribution to
porosity due to cracks (n ) can be obtained,
AV
no = - - P (3)
Morlier (1971) extended Walsh's theory, and obtained an
expression for the distribution function of crack aspect ratios h(a),
2 2
Pc2 d 2n (P)
h (a) = - 2 (4)
dP
c
where a is given by equation (2) and T (Pc) is the crack porosityc
as a function of pressure. The value of ri(Pc) is obtained
experimentally by subtracting the actual measured strains from
those predicted by the linear extrapolation of the high pressure
segment of the strain-pressure curve.
Nur (1971a) has extended the crack theory to obtain effective
dynamic elastic constants for cracked rocks. He has generated
expressions for the effective elastic compliance tensor Sijkl Of
an isotropic medium containing given distributions of penny-shaped
cracks. In terms of the intrinsic compliance tensor S ijkl, surface
0 0
tensions a , the strain tensor c . = T ijpq pq (Wu, 1966), the
directional distribution of cracks n(a,6,*) as functions of the
angles e,p which define the normal to the crack (or the orientation
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of the crack) and the aspect ratios a between a1 and a2 , and the
radius of the penny shaped cracks a, the most general effective
tensor is:
a2
1 a. o G 0-. c1 o S.. + Tra3 ada.
' 13 pq ijpq 2 ij pq i3pq 3
a1
(5)
de. n(a,6t,$). T. . (O,$)S sin $d$ijrs rspq
Note that the effective elastic constants for an isotropic medium
depend only on the symmetry of n(a,e,$). If we assume that the
amplitude of the stress waves is small enough that the elastic
response is linear, the phase velocities of elastic waves in
infinite media are given by the roots of the determinantal
equation:
-1
S.. 1 1 - pc 2ci =0 (6)ijkl j ik
where the 1 are direction cosines of the normal to the wave
front, p is density, c is velocity and 6.. is the Kronecker delta.
Velocities can be obtained for naturally occurring crack anisotropy,
for stress-induced crack anisotropy, and for -given distributions
of crack aspect ratios. Nur has found that observed velocity
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differences induced by stress anisotropy and velocity variations
produced by the application of hydrostatic pressure in granite,
are predicted satisfactorily by his theory.
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EFFECT OF SATURATED CRACKS ON ELASTIC PROPERTIES
Experimental
Values of elastic properties of low porosity rocks can be
altered significantly by the presence of water in microcracks.
For instance, the value of compressional velocity of saturated
rocks at low confining pressure can be 20-50% higher than the
values for the same rocks when dry. Data for compressional and
shear velocity of dry and saturated (Pp = 0) samples of the
Casco granite (Nur and Simmons, 1969a) are shown in figure 3, as
functions of confining pressure to 4 Kb. At low confining
pressure, the compressional velocity of dry samples is
substantially lower than that of the same samples saturated. At
high confining pressure, the cracks are closed and both saturated
and dry rocks have the same velocities. Shear velocities of low
porosity rocks are relatively unaffected by the presence of water
in cracks. In figure 4, we show our data for static and dynamic
compressibility of the Fairfax diabase. Prior to the compressibility
measurement, the sample had been heated to 900*C, in order to
induce many cracks in the rock (Todd et al., 1972). No changes
in mineralogy occurred. Because of large crack densities, any
phenomenon due to crack closure should be most striking for this
sample. The compressibility measurements were made at room
temperature. We include data for dry and saturated (Pp = 0)
static compressibility, and dry dynamic compressibility. Dynamic
values were calculated from velocities using the relation
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-l 2 4 2
= p(Vp - Vs) (7)
The direct measurements of compressibility are essentially
isothermal, whereas compressibility calculated from velocities
is adiabatic. If static compressibilities are corrected for
the theoretical difference between adiabatic and isothermal
compressibility, the calculated corrections are less than 1% for
most rocks (Simmons and Brace, 1965). Thus the large differences
in figure 4 cannot be attributed to the 'normal' differences
between static and dynamic values.
Because the compressibility of air is so much larger than
the compressibility of the solid, pore fluids (i.e. air) in dry
samples do not hinder the closing of cracks under confining
pressure. At sufficiently high pressures, all cracks are closed
and compressibility reaches intrinsic values. In saturated samples,
pore fluids can hinder the closure of cracks. Because the
compressibility of pore fluids is of the same order of magnitude
as the compressibility of the solid, trapped pore fluids can
generate pore pressure in cracks. Pore pressure can keep open
cracks beyond those pressures at which they would normally close
under increasing confining pressure. Therefore, measured
compressibility values for rocks with pore pressure not equal to
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zero are lower than those of the same rocks when dry for
measurements at the same confining pressure (Nur and Byerlee,
1971). In our experiment (figure 4), we provided a reservoir
into which water from cracks could flow. Immediately after
an increase in confining pressure the strain recorded for a
saturated sample was less than that for the same sample when dry.
If sufficient time was allowed for pore fluids to flow into the
reservoir,and the pore pressure to return to zero (a few minutes)
saturated strain values increased to dry values. We infer from
this behavior that the value of static compressibility of
saturated rocks (P = 0) is equal to that of the same rocks when
p
dry.
At low confining pressure, dynamic values of compressibility
for dry rocks are substantially lower than static values (Simmons
and Brace, 1965 and figure 4). Apparently, the acoustic wave
(megacycle frequency and millimeter wavelength) bypasses some of
the cracks in the rock. The dynamic compressibility value there-
fore does not contain the full effect of the cracks. Strain
gauges, being a few centimeters in length, physically lie
across cracks. Consequently, static compressibility does contain
the full effect of cracks, and therefore does give a more direct
indication of the effects of cracks on compressibility. At high
confining pressure cracks are closed, and all compressibility values
are equal to intrinsic values.
Nur and Simmons (1969a) have also considered the response of
pore fluids to pulses of megahertz frequency. Their data indicate
that dynamic compressibility values of saturated rocks are lower
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than dynamic compressibility values of the same samples when dry.
Apparently in saturated samples, pore fluids do not have sufficient
time to respond fully to pulses of megahertz frequency. In the
dry samples, the low viscosity of air does allow a full response
to the megacycle pulse. Dry samples therefore seem more
compressible than wet samples.
The fluid viscosity also affects the elastic properties of
low porosity rocks. Additional data of Nur and Simmons (1969b)
indicate that both compressional and shear velocity increase as
a function of fluid viscosity. Bulk modulus is relatively
unaffected by viscosity, but shear modulus increases
dramatically with fluid viscosity. There exist inflection
points in both compressional and shear velocity profiles with
viscosity, and the inflection point coincides with a maximum
in attenuation of the acoustic signal. The viscosity at the
inflection point represents that viscosity for which the inertial
forces of the viscous fluid are equivalent to the forces applied by
the pulse. The effects of viscosity have been predicted
theoretically by Walsh (1969) and Biot (1956a,b).
Theoretical
Several different schemes have been used to estimate values
of elastic properties of water saturated crystalline rocks.
The simplest method is the time average approximation (Wyllie
et al., 1956). Here the rock velocity (V) is expressed in terms
of the velocity of the uncracked rock matrix (V1 ) or the intrinsic
velocity, the velocity of the saturating fluid (V2), and the volume
165
per cent fluid (a):
1 a + 1a (8)
V V2 V1
Wyllie et al. (1956) show that equation (8) adequately fits
data for high porosity sandstones. However, equation (8) only
holds physically for those cases where pulse wavelength is short
compared to the size of cracks or grains. The approximation
clearly does not hold for pulses of megacycle frequency
(millimeter wavelength) used in laboratory samples with cracks
of micron thickness.
Other approximation methods are the Voight (1928) -
Reuss (1929) - Hill (1952) [V-R-H] and Hashin - Shtrikman (1963)
[H-S] averaging schemes. These techniques provide upper and lower
bounds for effective elastic constants of aggregates. However, if the
solid contains holes or cracks, the V-R-H bounds, and even
the usually narrow H-S bounds, are too wide for most uses.
Other authors (Mackenzie, 1950; Sato, 1952; Wu, 1966, and
Walsh, 1969) have modelled inclusions as non-interacting spherical
or ellipsoidal holes, and directly obtained expressions for the
effective elastic constants. In particular, Walsh (1969)
obtained expressions for the effective elastic constants of a
two phase composite, where one phase consisted of low aspect
ratio elliptical holes or cracks. If the inclusions are filled
with air (low viscosity and high compressibility), Walsh's
expressions for the bulk (Kair) and shear (pair ) moduli simplify
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to the following (Nur and Simmons, 1969a):
1
air
P'air
1
0
1o
1+ m J
1 + n
(9)
(10)
where K and y are the intrinsic bulk and shear moduli of the
matrix of the rock, c and a are respectively, porosity and aspect
ratio of the inclusions (assumed to bc penny shaped),
K (3K + 4 y1)
mL= Tr yo(3K + y1) (11)
2(3K + 4 p ) 3K + 4y1L5= 3K 0+ 2y + 3K0 + yojn + o (12)
When the inclusions are water filled (low viscosity but finite
compressibility KH 20), then similar expressions for the bulk
(K water) and shear ( water) moduli are obtained:
1
water
1w
~water
S+ c K 1
o0 H[2i0
1+
= 0- 1 
-
(13)
(14)
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(Our expression (13) differs slightly from the expression for
Kwater given by Nur and Simmons (196,a) which contained a misprint;
the factor c was omitted.)
Kwater can be expressed in terms of Kair
1+m -
K =K.a(15)
water air K(
1+c (- - 1)
This expression, and the fact that ywater = P air allows one to
calculate saturated velocities from dry velocities, if one knows
the values for the crack parameters. Although the measurement
of velocity of dry rocks is experimentally simpler than the
measurement of the velocity of saturated rocks (Nur and Simmons,
1969a and Todd and Simmons, 1972), only the saturated values are
applicable to the earth. Equation 15 could be used to convert
the simplest-to-measure laboratory data to the data that are
applicable to rocks in situ. However, we must first obtain
suitable approximations for the crack parameters c and a.
Three striking features are implied by Walsh's theory. First,
the shear modulus, and hence shear velocity, of dry rocks is the
same as that of saturated rocks (equations 10 and 14). Second,
compressional velocity for saturated rocks is substantially
greater than that for dry rocks. And third, because
[C(K /K - 1)]<< 1, K ~K . These features are illustrated0 H2 0 water 0
in figure 3 with the experimental data of Nur and Simmons (1969a).
Consider now the response of an acoustic pulse, which has a
broad frequency spectrum, to a fluid inclusion of given viscosity,
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or alternatively, the response of an acoustic signal of given
frequency to fluid inclusions of variable viscosity (Nur and
Simmons, 1969b). Walsh predicts that a characteristic frequency
(Wd) exists, at which the shear modulus has an inflection point,
and at which the attenuation has a distinct maximum. The
frequency wd is related to the intrinsic shear modulus p, the
viscosity ri and the crack aspect ratio a, by the approximate
expression:
--- ~ l(16)ay 0
Near wd, the internal friction $ (= Q~) for shear waves, and
the shear modulus p are given by:
A-
Wd
s 2 (17)B + -Wd
2
1+
y = d 2 (18)
B +
Wd
where A and B are constants that depend on the shape and number
of pores or cracks, and w is the frequency of the acoustic signal.
If frequency w is held constant, and wd (or viscosity) varied, the
expressions become (Nur and Simmons, 1969b):
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Awn
s 2 (19)
B + ( 3
2
1+
all 0 j(20)
B + WT
ay,
If B is of the order of unity, a maximum in s (or attenuation)
and an inflection point in shear modulus occur when
ay- ~ (21)
This expression is the same as that given in equation (16).
The laboratory data of Nur and Simmons (1969b) indicate that
(1) an inflection point occurs in the shear modulus - viscosity
profile and (2) attenuation peaks near this inflection point. These
experimental observations are predicted by Walsh's theory.
Walsh's (1969) theory also predicts that variations in
elastic properties will occur near the temperature at which
fluids in small inclusions freeze. Takeuchi and Simmons (1973)
have measured compressional and shear velocity of water saturated
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rocks as functions of both temperature and pressure near the
melting point of ice to 2 Kb confining pressure (Pp = 1 bar).
They found that the effective bulk modulus of low porosity
rocks decreased sharply with temperature near the melting point
of ice, whereas the effective shear modulus decreased gradually
with temperature over a much wider temperature range. They
attributed this anomalous behavior to the existence of small
amounts of liquid on the rock-ice boundaries due to local stress
and the anomalous melting of ice under pressure. Except for
this anomalous behavior, velocity variations near the freezing
plint of water, could be satisfactorily explained by Walsh's
(1969) theory.
An additional theory of wave propagation in fluid saturated
porous media is presented by Biot (1956a,b). In the next section
we will discuss this theory in terms of pore fluid pressures.
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EFFECT OF PORE PRESSURE ON ELASTIC PROPERTIES
Experimental
The effect of saturation on compressional and shear velocity
in the Casco granite was illustrated in figure 3 (Nur and Simmons,
1969a). Also shown in figure 3 are values of velocity for Pp = Pc
If the velocity is determined by the differential pressure
AP = P c- P (22)
then the value of V/3P for P = P should equal values for both
c p
the dry and saturated curves at high confining pressures. In
both cases, the slope should be determined by simply the intrinsic
properties of the crack-free aggregate. However, the slopes
3V aPc and 3Vs /Pc for Pc = P are both greater than the expected
intrinsic slopes. This observation suggests that in low porosity
crystalline rocks, velocity does not depend on simply the.
differential pressure AP. Instead, velocity depends on an
effective pressure (P e), defined as
Pe = Pc - nPp, n < l (23)
A further indication of pore pressure effects is given in
figures 5-7 for the Trigg limestone (Todd and Simmons, 1972). The
first diagram shows compressional velocity as a function of confining
pressure for several different constant pore pressures. In the
other diagrams we compare compressional velocity data for the
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differential pressure (AP) and the effective pressure (Pe). If
compressional velocity depends on differential pressure alone,
each contour in figure 6 should align with the zero pore pressure
contour. However, the data scatter 3-4% and show a systematic
shift of all non zero pore pressure contours to the low pressure
side of the zero pore pressure contour. Because the precision
of our data, including hysteresis effects (Todd and Simmons,
1972), is about 1%, systematic deviations of 3-4% are significant.
A value of n was therefore chosen for each pore pressure contour
such that the best fit to the zero pore pressure contour was
obtained when compressional velocity was plotted as a function
of effective pressure Pe (figure 7). By including values of n
(not equal to one) in the effective pressure, the systematic
overcorrection was eliminated and the scatter in compressional
velocity values was reduced to about 1%, our experimental
precision. The values of n, chosen in this way increase with
pore pressure (figure 8) for the Chelmsford granite and the Trigg
limestone.
Another systematic relation in the scatter of the data is
apparent in figure 7. The non-zero pore pressure contours lie to
the high pressure side of the zero pore pressure contour at low
effective pressure, whereas the same contours tend to lie to the
low pressure side of the zero pore pressure contour at high
effective pressure. We infer from this observation that at
constant pore pressure, the value of n is smaller at higher
differential pressures. Additional data on the Trigg limestone,
as well as the Chelmsford granite (Todd and Simmons, 1972),
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show similar relations to those just described.
In addition to velocities, we also measured the relative
attenuation in samples at different effective pressures. The
relative attenuation (shown as gain in figures 9-11) was obtained
at each (Pc' P p) setting by keeping constant the input voltage
and measuring the amplitude of the first arrival of the received
acoustic signal. A direct measurement of attenuation in the
sample was not attempted because the size of several losses, such
as occur in the transducers, were unknown. Data for the Trigg
limestone are shown in figures 9-11. We used the same values of
nthat were chosen on the basis of the velocity data and found
that relative attenuation depended on effective pressure in the
same way as compressional velocity. Timur (personal communication)
in a study of compressional velocity, shear velocity, and
attenuation in high porosity sandstones found results identical
to ours even though the porosity differed by an order of magnitude.
We therefore conclude from experimental data, that at confining
pressures less than 2 Kb, the effective pressure defined by
P = P - nPp , n < 1 is the determining factor in the behavior of
compressional velocity rather than the differential pressure
AP = P - P . For constant effective pressure, the value of nC p
increases and approaches unity at high pore pressure; for constant
pore pressure, the value of n decreases from unity at high effective
pressure. Assuming the simple differential pressure dependence
(n = 1) results in overestimates of 3-4% in compressional velocity
values.
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Theoretical
What physical meaning c'an we attach to the parameter n, and
is its value predictable from theory? To answer these questions
consider a simplified model (Todd and Simmons, 1972) which predicts
values different from unity. Assume that each individual grain
in the rock is a perfectly elastic crystal and that pore pressure
exerts a uniform compression on each grain. For a small change
in pore or confining pressure, an incremental change in
compressional velocity can be expressed as
av1
pdv dP + d(AP) (24)
J j p
Experimental observations (figures 9 and 10) suggest that for
small values of AP,
ap (P (25)p AP P
The velocity dependence becomes
fv
dV =I d(AP) (26)p 3(AP) P(6
p
and the differential pressure AP becomes the determining factor
in the behavior of compressional velocity. Gardner et al. (1965)
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use similar arguments to predict this differential pressure
dependence for velocity, and they present experimental data for
sandstones under confining pressures to 135 bars to support
their theory.
On the other hand, at extremely high differential pressures
(P c p ), the two pressure derivatives are equal:
aV 3V
P= (27)
L (AP) P LDPpjA
The velocity dependence becomes
av
dV = - dP (28)p 3PJcc P
and, as is expected, the compressional velocity behavior is that
of a nonporous solid. However, we are interested in intermediate
differential pressures where the value of (3Vp/3P p)AP is a few
percent of the value of [DV p/3(AP)]P . Rearranging (24), the
velocity dependence is:
3V
dV = ( dP - 1 - ' dP ) (29)p 3j(AP))P 1 p
p
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Small changes- in compressional velocity are then determined by
small changes in effective pressure
3V
9p AP
dP = dPc - ndPp, n = 1 - ' (30)
3(AP) P
Thus the simplified model predicts a pressure dependent n value.
This prediction is in accord with the more complete theory
developed by Biot.
In a series of papers (Biot , 1941, 1955, 1956a, 1956b, 1956c,
1962a, 1962b, Biot and Willis, 1957) Biot developed a theory of
deformation and a theory of acoustic wave propagation in a porous
elastic solid containing a compressible fluid. His theory is
briefly discussed by King (1966) and Todd and Simmons (1972) who
show that the assumptions of Biot's theory are satisfied by both
low (# < 1%) and high (# 10-20%) porosity rocks. Pore pressure
effects arise from two aspects of the theory: the deformation of
the porous matrix, and changes in the values of compressibility of
pore fluids.
The deformational effect is included in the stress (T.) -
strain (e .) equations:
Tij - nP 6.. = 2 pe.. + Xe6 (31)
13 P I IJ.i
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where
e = Xe.. (32)
n =1 - 33)
X and y are the isothermal Lame constants, and 5r and SB are the
unjacketed and jacketed static compressibilities respectively.
Equation 31 implies that for an hydrostatic pressure Pc I 6
C 3 1j ij
aspore pressure P = P c/n is required to eliminate strains
pc
introduced in the solid matrix by Pc . In other words, the deformation
of the solid matrix (and hence the static compressibility) is
determined by an effective pressure:
P =P - nP n = 1 (34)
e c p SB
Similar conclusions have been reached by Nur and Byerlee (1971),
Geertsma (1957), and Skempton (1960); and Nur and Byerlee show
experimentally that static compressibility of Westerly granite is
determined by the pressure P e = P c - nPp.
How is static deformation related to compressional velocity?
At pressures below 2 Kb, the variation in both compressional
velocity and static compressibility with pressure are determined
primarily by the closing of microcracks. But the closing of
microcracks with pressure is determined by equation 31. In this
sense then, the compressional velocity is determined by an effective
178
pressure Pe = Pc - nPP.
A second pore pressure effect occurs due to the finite
compressibility of the pore fluid. This effect is included in the
dynamic elastic relations derived by Biot. The equations of
motion are:
2 2
PV 2u + (+n2M+p) V(e) - nMV(M) = -2 (pu+p U) (35)
at
V(nMe-M) = - (pu+mU) + UF(f)U (36)
Kt
where
p = pS (1-0) + Pf (#) (37)
Ps and Pf are the solid (matrix)
m is the mass coupling factor, n
complex function of frequency, k
material, # is porosity,
and fluid densities, respectively,
is the fluid viscosity, F(f) is a
is the permeability of the porous
M+ 
2 ~
19fr ]M =L#6f + Sr~ 0_ r__ -l
~BJ (38)
i$ = divU (39)
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Sf is the fluid compressibility, U is the displacement of the
fluid, and u is the displacement of the matrix material.
In solving these equations for shear and compressional waves,
Biot considered two frequency ranges: f < ft and f > ft, where ft
is the critical frequency at which Poiseuille flow breaks down.
[Poiseuille flow implies that the inertial forces of the viscous
fluid are neglibible in comparison with the forces applied to the
fluid. Note the similarity between ft and the critical frequency
discussed earlier with respect to Walsh's (1969) theory.] In both
frequency ranges, Biot found that two compressional waves existed,
a.result contrary to that expected for wave propagation in a
homogeneous isotropic elastic medium where only one compressional
wave exists. A simple physical explanation is based on a consider-
ation of the relative motions of solid and liquid. For one
compressional wave having velocity V 1 , the motions of the solid
and liquid are in phase; for the other wave having velocity Vp2'
the motions are out of phase. Because of the low velocity and high
attenuation of the Vp2 waves, the Vpl compressional and the shear
wave carry most of the elastic energy. The shear velocity Vs is
1
V = -2 f << f (40)
s p-f t
Vs2f >f (41)
K
where K is a dimensionless mass coupling factor (K = 3 for a random
arrangement of pores). For low porosity rocks (0 < 1%) the
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difference between the two velocities is small. The compressional
velocity V is
(42X + 2p + n2M 2
V p f << ft (42)
where Z is a frequency-dependent term given by the largest root of
the equation
rm Pf
p l 2t -
X+2p+n M p
pl0 (44)
nM Pf PfK M
nM pg p0 2
X+2p+n 2m X +2p+n2 M
King (1966) showed that for realistic values of liquid and bulk
compressibilities, pore-pore interactions, dynamic coupling of pore
fluid and solid, and pore shape, the value of Z is always greater
than one and within 1-2% of one in high porosity rocks (0 = 10-20%).
For low porosity rocks (0 < 1%) the value of Z differs from one
by less than 1%. Hence, for both shear and compressional waves
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in low-porosity rocks, Biot's theory predicts that dispersion is
small and that velocities for f>ft are greater than velocities
for f<ft. The data of Nur and Simmons (1969b) indicate that
shear and compressional velocities for f>ft are about 2% greater
than velocities for f<f Thus, the experimentally observed
variations in velocity agree with Biot's theoretical predictions.
Now consider the effect of fluid compressibility a which
arises from the n2M and Z terms of equations 42 and 43. Estimated
values for the change in the value of n 2M due to the change in S
of water with pressure (data for S are from Smith and Lawson,
1954) suggests that for Westerly granite at Pc = P = 0 the value
cp
of Vp is about 4% lower than it would be for 'incompressible'
water. An increase in AP or P reduces the discrepancy between
the two velocities. At P = P = 2kb, V is about 2% lower than
p p
'incompressible' water. At AP = 2kb, the effect of fluid
compressibility on velocity is negligible. The effect of S on
V through Z is similar but smaller (King, 1966). The net result
p
is that the value of Vp plotted as a function of AP increases with
pore pressure. This effect is in the same direction as that
predicted from the P c - nP relation discussed earlier.
There are clearly two different sources of the observed
pressure effects: (1) the closing of cracks, which implies a
pressure dependence defined by Pc - nPp, and (2) the changes in
fluid compressibility with pressure, which involves a pressure
dependence through the more complicated n 2M and Z terms. The sizes
of the two effects are of the same order of magnitude, and the
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pressure dependence of velocity due to the two effects is in the
same direction.
With these points in mind, what can be said about the
applicability of Biot's theory to elastic wave propagation in
low-porosity crystalline rocks where the pore space is in the form
of cracks? King (1966) has examined the applicability of Biot's
theory to sedimentary rocks. Several sets of measurements
suggest that Biot's theory does apply to sedimentary rocks, but
he finds one discrepancy. Biot's theory predicts that the shear
velocity of dry samples, Vsd, is always greater than that of
saturated samples, Vss. King finds that for about half of his
samples, VsdV ss at low Pc, whereas VsdV ss at high Pc. He
assumes that the anomalous behavior at low P c is caused by the
relaxation behavior of the liquid in small cracks in the rocks.
At high Pc these small cracks are closed, and only large spherical
pores are left open. He suggests that Biot's theory applies for
large spherical pores but not for the thin cracks. On the other
hand, Nur and Simmons (1969a) have measured the shear velocities
of dry and saturated samples of low porosity at zero pore pressure
and confining pressure to 4 Kb. Their results show typically that
Vsd4V ss for Pc <200 bars and that Vsd> ss for Pc >200 bars, in
agreement with King's observations. However, a large part of the
pore space in most of Nur and Simmons samples is in the form of long
thin cracks. The fact that Biot's prediction that Vsd>V ss holds
for these samples above 200 bars where long thin cracks are still
present does not support Kings' suggestion for the cause of the
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low-pressure deviations. In view of the larger uncertainties in
the measurement of velocity at low pressure, we believe that the
more precise high-pressure measurements indicate that Biot's
theory does apply to velocity measurements in low-porosity rocks.
Our experimental data show that Vp depends on the effective
pressure P e = P c -nP rather than on the differential pressure
e c p
AP = P -P . Biot demonstrated mathematically the same dependence.
c p
Our rocks and experimental conditions satisfy the requirements of
his theory. Thus Biot reached the same conclusion from mathematical
considerations that we have drawn from our experimental data.
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HOW COMPLETE ARE CONVENTIONAL SATURATION AND DRYING TECHNIQUES?
On the lunar surface, cracks in rocks contain no water. On
the other hand, because of the availability of water on the
earth's surface, cracks in most terrestrial rocks are completely
saturated. To simulate lunar conditions in terrestrial rocks
used as lunar analogues or to dry lunar rocks which have been
subjected to laboratory humidity, we have developed various
drying techniques. To simulate in situ conditions for terres-
trial rocks, we have developed techniques for saturating rocks.
In this section, we discuss the problems involved with conven-
tional saturation and drying techniques (involving heating to
temperatures near 100 *C), we emphasize the effects of incomple-
te saturation or drying on elastic properties, and we describe
a new saturation technique.
In our velocity and compressibility data for rocks thermal-
ly cycled to maximum temperatures (T max) between 100 and 1000*C,
we found one apparent contradiction at low maximum temperatures
(Figures 12-14). For rocks cycled between T - = 108*C and
max
Tmax = 514*C, there was a large decrease (~ 50%) in the value
of compressional velocity, but only a slight rise in compressi-
bility. Shear velocity decreased by about 30%. If the elastic
relation (7) is at all applicable to cracked rocks, we expect
some of the 30-50% decrease in velocities to be mirrored by a
corresponding increase in compressibility. There is apparently
some discrepancy. We believe that it is due to the creation of
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new cracks (of very low aspect ratio) between temperatures of
108*C and 514*C.
Nur's (1971) theory implies that crack width has only a mi-
nor effect on altering compressional and shear velocity. The
major factor which lowers velocities in cracked rocks is the
crack area across which the acoustic pulse travels. If many low
aspect ratio cracks are created by heating rock to temperatures
less than 500 0C, these cracks will significantly lower velocities.
On the other hand, if the cracks are of low enough aspect ratio
that volume changes with pressure are smaller than the sensitivi-
-5 -6ty of the measuring strain gauges (10 - 10 ,cm/cm), such cracks
will not significantly alter AV/V - P curves or such parameters
as h(a) (discussed in Chapter 3], Tc, or 6 which are calculated
from AV/V - P curves. Our data for f c and h(a) in Chapter 3 in-
dicate little or no change in these parameters after heating to
500*C, thus supporting this interpretation. These arguments im-
ply that if rocks are heated to temperatures of 100 0 C or greater
for the purpose of drying samples, permanent alteration may occur
in the sample. The introduction of low aspect ratio cracks can
lower compressional and shear velocities significantly.
Ide (1937) first noted the importance of thermal cycling
as a process capable of altering values of elastic properties
of low porosity igneous rocks. Ide, and later Todd et al. (1972)
found that the progressive cycling of rocks to higher tempera-
tures introduced permanent decreases in the compressional velo-
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city of rocks. The decrease in compressional velocity is due
both to the expulsion of water from cracks previously existing
in the rock and to the formation of new cracks. Todd et al.
(1972) show that the temperature domains over which the two
processes dominate can be separated by the measurement of the
quality factor Q. The value of Q should increase with desatu-
ration but decrease with cracking. For Q measurements on the
Fairfax diabase and Westerly granite (Figure 15), there is an
initial increase of 20-30% in the value of Q, followed by a
sharp decrease (>50%) near 600*C. The initial increase in the
value of Q is interpreted as due to the expulsion of water from
the sample and the sharp decrease near 600*C as being due to
the influence of cracking dominating that of water. Similar
observations have been reported by Kissell (1972).
Electrical properties of rocks are also extremely sensiti-
ve to the presence of small amounts of water in rocks. Strangway
et al. (1972) show that the dielectric constant and the loss
tangent for Barre granite and several lunar rocks decrease sys-
tematically with increase in temperature and decrease in vacuum
pressure. They attribute the decrease in dielectric constant
and loss tangent to the loss of water from the samples at high
temperature and under vacuum. Their data indicate that a tempe-
rature near 200*C and a vacuum as low as 10-6 to 10- torr are
required to completely dry the Barre granite and lunar rocks
which have been exposed to laboratory humidity.
We conclude that it is extremely difficult to dry complet-
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ly cracked rocks. The preparation of rocks for the measurement
of such physical properties as Q, which depend strongly on the
degree of saturation, is most difficult and possibly impossible
without altering permanently the specimen. Several authors
(e.g. Warren et al., 1971 and Jones, 1972) have shown that the
presence of small amounts of water significantly decreases the
Q of lunar igneous rocks and soils. Q values measured on lunar
rocks on earth are probably lower bounds for the actual Q of
lunar rocks on the dry lunar surface. Because returned lunar
samples have had little exposure to water, and because compres-
sional velocity is less sensitive to the presence of small
amounts of water than Q, the compressional velocities measured
on lunar samples are satisfactory estimates of velocities of
lunar rocks in situ. Before measurement, lunar rocks are expo-
sed to laboratory humidities for periods of days. The small
amount of water which enters the samples is probably easily re-
moved by conventional drying techniques (i.e. drying in vacuum
with temperature).
Just as it is difficult to remove all water from rocks, it
is equally difficult to saturate rocks completely. We use a
two step saturation process. In the first step, water and air
bubbles are removed. The sample is jacketed in epoxy (Figure 16)
and placed in a vacuum oven for at least 24 hours at 10-2 torr
and some temperature, insufficient to introduce cracks in sam-
ples. Then, without reducing the vacuum, water is introduced
into the vacuum chamber, and the sample, while still immersed
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in water, is placed in the saturation pressure vessel. See
Figure 16. In the second step water is pumped under pressure
through the rock. The input pore pressure is raised to 50-100
bars and the output pore pressure monitored until it reads the
same as the input guage. The pore pressure is then lowered to
atmospheric pressure before any elastic property measurements.
We found that this process gave us the maximum value for
compressional velocity at atmospheric pressure (Figure 17). Re-
cycling in a similar manner with pore pressures to 1Kb or ap-
plying pore pressure to the sample for a period of 1-2 days
gave no further increase in the value of compressional veloci-
ty. From these observations we infer that this new technique
is an improvement over previous saturation techniques, involving
essentially only step one-of our technique.
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IS PORE PRESSURE EQUILIBRIUM REACHED IN LABORATORY EXPERIMENTS?
A further problem, in those measurements involving pore
pressure measurements is caused by the finite (and usually very
low) permeability of low porosity rocks. In figure 18 we
illustrate the results of a simple experiment that shows the
effect of the low permeability of Trigg limestone on measured
velocity. The confining pressure on a sample in equilibrium
at Pc = 2000 bars (Pp = 0 bars, V = 6.4 km/sec) was quickly
reduced to 100 bars, and the velocity monitored as a function
of time. The value of Vp sharply decreased when the confining
pressure was lowered. Then, over the span of a few hours, VP
slowly increased and approached a velocity value (6.1 km/sec)
near that expected for a saturated sample in equilibrium
at a confining pressure of 100 bars. We interpret the sharp drop
in the value of Vp as being due to cracks reopening throughout the
rock, but not refilling immediately with water. Because of the low
permeability of the rock, several hours were needed for water to
reach some of the cracks. The rate of increase in the value of Vp
is a measure of the rate at which cracks are being refilled.
When a non zero pore pressure is introduced into the sample, a
similar problem of attaining equilibrium in pore pressure throughout
the sample arises. The input and output guages on our pore pressure
system provided a check on pore pressure equilibrium. Pumping
water into one side of the rock under pressure, and monitoring
the pressure build-up on the other side gave a rough indication
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as to when the pore pressure had attained equilibrium in those
cracks reached by the pore fluid. At high effective pressures we
often have to wait more than 2 days for the input and output guages
to reach equilibrium.
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EFFECTS OF SATURATION AND PORE PRESSURE IN SITU
One interesting observation of saturation effects in situ is
given by Simmons and Nur (1968). They found that the value of
compressional velocity in two 3 Km deep boreholes in granite was
high (close to intrinsic velocity values) and did not vary with
depth (or pressure) as much as one wculd expect from laboratory
data on dry granites. They concluded that the high velocity and
lack of variation of velocity with depth occurred because the
granite in situ was either saturated or crack-free. They suggested
that the in situ measurement of shear velocity with depth could
distinguish between saturated rock and crack-free rock. Until
effective pressures sufficient to close all cracks are reached,
shear velocity of cracked saturated rocks should vary with depth.
Therefore shear velocity of saturated rocks should increase
dramatically with depth. If no cracks occur in situ, shear velocity
values should be high at all depths and should show little variation
with depth.
Using laboratory and in situ data for the Trigg limestone, we
estimated pore pressure in situ at the site of the Trigg well near
Dallas, Texas. Our laboratory sample was a core from depth 9762 ft.
The compressional velocity from the velocity log at that depth was
5.59 km/sec. A velocity of 5.59 km/sec corresponds to an effective
pressure of 120 bars (figure 7). If we take Pc = pgh, where p
is the average density of the rock above depth h = 9762 ft at the
Trigg well and g is the gravitational constant, the confining
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pressure is 720 bars. This value in turn implies nP = P-p e
600 bars and Pp = 720 bars (figure 8). Apparently the pore
pressure is approximately equal to the confining pressure near
10,000 ft in the Trigg well. This observation, and that of Nur
and Simmons indicate how important pore pressure and saturation
effects can be in determining elastic properties in situ.
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CRACK ANISOTROPY
Because the velocity of shear waves is different for
different directions of shear wave polarization in rocks with
anisotropy in crack distribution or mineral orientation, shear
waves can be used to measure the anisotropy of rocks in situ
in the earth's crust (chapter 2). Anisotropy in the physical
properties of rocks is caused by preferred mineral orientation,
mineral layering, and natural or stress-induced anisotropy in
crack distribution. Examples of anisotropy include the preferen-
tial orientation of olivine in many ultramafic rocks (Christensen
and Ramananantoandro, 1971), alternating layers of mineral pairs
in laboratory samples or alternating layers of basalt flows or
lunar breccias, the anisotropic crack distribution in most granites
(Jahns, 1943), and anisotropic crack distribution induced by
tectonic stress (Gupta, 1972).
The use of shear waves as an indicator of anisotropy is
illustrated in figure 19 for the Chelmsford granite. This granite
contains both crack anisotropy along the rift plane, and a
preferred orientation of mica flakes along the grain plane. Both
sources of anisotropy influence values of shear velocity. The
rift, grain, and headgrain are quarrying terms used to designate
the easiest, intermediate, and most difficult planes of fracture.
In the Chelmsford granite these three planes are normal to
each other.
Shear velocities for propagation parallel to the headgrain
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pole are plotted in figure 19 for polarization normal to the rift
(V HR) and for polarization normal to the grain (V HG). The
value of V HR should be most sensitive to the concentration of
cracks in the rift, and the value of V HG should be most sensitive
to the mica concentration in the grain. At low confining pressures,
cracks are open and the effect of the concentration of cracks in
the rift dominates the effect of mica. orientation; thus VHR <VHG
At high confining pressures cracks are closed and the effect of the
intrinsically lower velocity normal to the mica cleavage dominates
that of cracks; thus V S>VH. At low confining pressures
the crack distribution is most important in determining shear
velocity differences; at high confining pressures cracks
are closed and the effect of mineral anisotropy dominates.
Because the shear velocity of dry low porosity rocks is approxim-
ately equal to that of the same rocks when saturated, the above
observations are independent of moisture content. Because
the compressional velocity of saturated low porosity rocks
is relatively independent of crack density, compressional velocity
is not a good indicator of crack anisotropy in saturated low
porosity rocks. The variation of shear velocity data with
pressure (figure 19) indicatesthat the measurement of shear
velocity with depth can show both the existence of crack and
mineral anisotropy, and separate the two sources of anisotropy.
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DO PORE FLUIDS EFFECT AFTERSHOCK SEQUENCIES?
Nur (1972) has recently suggested that pore pressure changes
and dilatancy may act as a catalyst in creating
sequences of large earthquakes. Changes in dilatancy and pore
pressure cause changes in the ratio of compressional to shear
velocity. Using several sequences as sources for compressional
and shear waves in the Garm region of central Asia, Nresesov et al.
(1969) and Semenov (1969) have monitored the ratio of compressional
to shear velocity as a function of time. They have found that the
ratio V /VS decreases systematically by about 15% over a period of
a few months prior to large events, and then increases quickly to
its normal value at about the time of the large event. During
quiet periods of few aftershocks, the ratio V p/Vs remains
relatively constant. Aggarwal et al. (1973) report similar
observations for a smaller sequence of aftershocks in the Adirondack
region of New York. The period of anomalous behavior in V p/Vs was
a few days in the Adirondack region. Aggarwal et al. (1973) and
Nur (1972) interpret these observations in terms of pore fluid
flow and dilatancy. Nur and Booker (1972) show that the observed
frequency distribution of aftershocks can also be explained by a
pore pressure mechanism.
Nur (1972) and Aggarwal et al. (1973) use the pore pressure
model to explain the observed data as follows. Initially all rocks
around the fault zone are 100% saturated and under some pore
pressure. Increased stress concentrations cause dilatancy in the
rocks, pore fluids flow into the cracks formed, pore pressure
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decreases, and the effective stress increases (Brace and Martin,
1968). The increase in effective stress raises shear velocity
values. Because rocks are saturated and the velocity of satura-
ted rocks is relatively unaffected by small changes in effective
pressure (Nur and Simmons, 1969a), the values of compressional
velocity remains relatively constant with an increase in effec-
tive stress. The ratio V /V therefore decreases. If all newp s
cracks are not saturated, both compressional and shear velocity
decrease, but because the fractional change in Vp is greater
than the fractional change in V the ratio V /V decreases (Nur,
s~p s
1972). The increase in effective stress eventually causes the
seismic event. After the event, stresses are somewhat relieved,
some of the cracks formed or opened during dilatancy are closed,
pore pressure increases, and the effective stress level drops.
The decrease in effective stress lowers values of shear velocity,
and again the change in compressional velocity is small. The
value of the V /V ratio therefore increases towards its origi-p s
nal value. If some cracks formed by dilatancy remain open, pore
fluids flow into them increasing both V and the V /V ratio.
p p s
We agree that such a mechanism does explain the observed
variations in V p/V s. However, we believe that there are some
discrepancies between the above model and other observational
facts.
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To cause dilatancy in rocks in the laboratory or in situ
at 1 bar confining pressure, stresses greater than half the
fracture strength (as determined in the laboratory) of the rock
are required. If confining pressure is greater than 1 bar, then
even larger effective stresses are required before dilatancy
occurs (Brace et al., 1966). For granitic rocks fracture
strengths are large; for instance, the fracture strength of
small cores of Westerly granite is about 2.3 Kb (Brace et al.,
1966). We' do not believe that stresses of 1-2 Kb occur at
shallow depths in the earth.
Wyss (1970) has calculated both the stress drops due to
earthquakes and the total stress in the earth at the time of
the earthquake. He found that stress present before a number
of shallow (0-40 Km) South American earthquakes was about 200
bars. He obtained this number from an apparent stress of about
20 bars, assuming a seismic efficiency of 10%. The equivalent
stress drop is usually an order of magnitude smaller. Additio-
nal stress determinations in situ using overcoring techniques
(e.g. Merrill, 1963, and Freidman, 1972) and data obtained by
other seismologists (Aki, 1966 and Wyss and Brune, 1968) again
yield maximum stresses of 100's of bars. Even smaller stresses
are implied by the heat flow data of Brune et al.(1969). Stres-
ses greater than a few hundred bars are rarely observed in the
earth. We therefore believe that stresses of 1-2 Kb which are
required to cause dilatancy do not occur in the earth's crust.
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Another problem with the dilatancy-pore pressure model
which was pointed out by Aki (1973) is that the dilatancy
should occur over the entire volume surrounded by the earth-
quake focus and seismograph stations. If the dilatancy is
confined to only part of the seismic path, large velocity
changes are required to explain the observations.
In conclusion, we agree that the models of Nur (1972)
and Aggarwal et al. (1973) explain the data of Neresesov et al.
(1969), Semenov (1969), and Aggarwal et al. (1973). But we
argue that two or three apparent problems still remain with
the model. We also point out that anisotropy in shear veloci-
ty is predicted by the mechanism of Nur (1972) involving dila-
tancy and pore fluid flow. The anisotropy pattern is the same
as that noted by Nishimura for earthquakes in Japan.
Nishimura et al. (1960) have shown a directional depen-
dence of the V /V ratio. The direction which they designate
as a 'push' direction or a direction of first compressive mo-
tion, is the direction in which minimum compressive stress
exists prior to the earthquake. The direction which they des-
ignate as the 'pull' direction or the direction of first dila-
tation, is the direction of maximum compressive stress prior to
the earthquake. They noted that the ratio V p/Vs was higher by
about 10-15% (i.e. V was lower) in the 'push' direction than
in the 'pull' direction. This observation is in accord with
the dilatancy model, and the magnitude of the anisotropy in
MMMMMMMMMM _
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V /Vs if of the order of magnitude of that required to explain
the variations in V /V in the Garm and Adirondack regions.
Gupta (1972) shows that anisotropy in shear velocity does exist
in situ and he attributes the anisotropy to stress anisotropy.
He also shows what sort of anisotropy in shear velocity can be
expected for stress patterns corresponding to different types
of faults (Gupta, 1973).
The above models depends on a propagation or path effect
to explain variations in V p/V . Aki (1973) has suggested an
alternative model based on source effects. He proposes that
the first arrival, from which VD is calculated, is the arrival
time of P waves coming from the starting point on the fault pla-
ne. The second arrival, assumed by the Russian authors and the
Lamont group to be a shear wave generated at the starting point
on the fault plane, is actually a later S arrival coming from
the stopping point on the earthquake fault. He finds that real-
istic values for ruptive velocity, fault length, and compressional
and shear velocity can explain the observed variations in V /Vp 9
and the angular variation in V /V noted by Nishimura et al. (1960).p s
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OTHER EFFECTS OF PORE FLUIDS IN THE CRUST AND MANTLE
The presence of pore fluids in the crust of the earth can
affect tectonic processes. For instance Hubbert and Rubey (1959)
suggest that the presence of large pore pressures in the vicinity
of thrust faults keeps cracks open and provides a cushion on
which the overthrust block moves. A direct verification of this
pore pressure mechanism occurred near Denver (Hea.y et al., 1968)
and Rangely (Raleigh et al., 1973) Colorado, where pore pressure,
increased by pumping large quantities of water into the earth, was
directly responsible for a large increase in seismic activity in
the vicinity of the input well.
Pore fluids also chemically alter rocks in the earth's crust.
One chemical alteration that may be important in the earth is the
hydrous to anhydrous phase transition in some rocks at high pressures
and temperatures (Raleigh and Paterson, 1965). Such phase
transitions are possible mechanisms for causing deep focus
earthquakes.
Variations in compressional velocity, shear velocity, and
seismic attenuation with depth in the earth suggest that a zone of
partial melt exists at depths from about 70 km to 200 km. Nur
(1971b) and Nur and Simmons (1969b) discuss the effects on wave
propagation of such a low velocity zone in terms of fluid viscosity,
frequency effects, seismic attenuation, and velocity values.
The models of Anderson and Smith (1968) and Archambeau (1969)
for shear and corcoressional velocity with copth show that, in te:r::
of fractional velocity difference and distance over which the low
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velocity zone extends, the low velocity zone for shear waves is
much more pronounced than for compressional waves. (Takeuchi
and Simmons (1973) noted this same behavior in saturated laboratory
samples cycled through the freezing point of water.) Also the
data of Kanamori and Press (1970), Kovach and Anderson (1964),
Kovach and Robinson (1969) and Anderson and Julian (1969) as
presented by Nur (1971b) show that the shear modulus in the low
velocity zone is frequency dependent. The low velocity zone is
more pronounced for low frequency waves. Assuming a viscosity
depth model, Nur (1971b) and Nur and Simmons (1969b) show
that these observations are predicted by Walsh's (1969) theory
of effective elastic constants of a rock containing a viscous fluid.
The concentration of melt need be no more than 0.01%. They conclude
that the presence of a low velocity zone is consistent with velocity
depth profiles, seismic attenuations, and laboratory data for wave
propagation in rocks with cracks containing viscous fluids.
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SUMMARY
Openings in rocks can be divided conveniently into three
categories: (1) microcracks - long, thin, low aspect ratio cracks
with lengths equivalent to grain dimensions, (2) pores - more
spherically shaped openings, and (3) features such as large
cracks, faults, and joints, that are meters or more in length.
The closing of microcracks with 1-2 Kb confining pressure causes
large variations in values of elastic properties over this
pressure range. More spherically shaped pores require megabars
to close, and thus are important in changing the elastic
properties with pressure only at extremely high pressures.
Large cracks in the earth can affect the elastic properties of
rocks in situ.
Because most cracks are 100% saturated in situ in the earth,
the measurement of elastic properties of dry rocks have little
or no application to the earth. However, because water is absent
on the moon, the measurement of physical properties of dry rocks
is important for lunar applications. It is extremely difficult
to completely dry all crack and pore space in rocks.
Therefore values for some physical properties (e.g. Q) which
are influenced significantly by the presence of small amounts of
water are extremely difficult.to obtain for dry terrestrial or
lunar rocks. The theories presented by Walsh (1965a) for static
compressibility and Nur (1971a) for effective dynamic moduli
appear to describe well the elastic properties of dry low porosity
rocks.
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Just as it is difficult to completely dry rocks, it is
also difficult to completely saturate rocks. The degree of
saturation (probably 100%) obtained in the earth is not obtai-
ned in the laboratory with conventiona. saturation techniques.
We have found that pumping water through the cracks in rocks
under pore pressure significantly improves the degree of sa-
turation. Data on the elastic constants of saturated rocks
are necessary for the interpretation of crustal studies. A
theory for the effective elastic constants of saturated rocks
is presented by Walsh (1969). The theory includes frequency
dependent terms which are sensitive to the viscosity of the
pore fluid.
The effect of pore pressure on physical properties is
included in the effective pressure P = P - nP , n < 1. The
e c p
effective pressure P e is the determining factor in the behavior
of elastic properties, rather than the differential pressure
AP = P - P . The effective pressure dependence (P ) is pre-
c pe
dicted by Biot's (1956a,b) theory of deformation and wave pro-
pagation in porous elastic media.
Pore pressure changes and dilatancy have been employed
as possible mechanisms for creating aftershock sequences of
large earthquakes and causing anomalous changes in the ratio
of compressional to shear velocity. However, the pore pressure-
dilatancy model requires large stresses in the earth, stresses
an order of magnitude greater than those actually observed.
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Table 1: Sample Descriptions
DENSITY
(g/cc)
MODAL ANALYSIS (% volume)
qtz plag feld aug bio ol musc carb gl
Frederick
di abase
Fairfax
di abase
Chelmsford
granite
Westerly
granite
Ries
granite 936
Ries
glass 929
3.01
3.00
2.62
2.60
2.57
2.07
45.0 48.1 1.0
1.8 45.0 3.0 45.0 1.8
34.4 18.5 36.3
28.3 29.9 35.0
23.2 30.9 28.2
13.4 3.9 3.9
0.9
3,1
10.2
8.1
2.5
7.1
4.2
3.3 0.2
0.1 1.4
0.7 0.5
Trigg 2.77 5 95limestone
(qtz=quartz, plag=plagioclase, feld=feldspar, aug=augite, bio=biotite, ol=olivine,
77.4 4.7
0.4
0.6
musc=muscovite, carb=carbonate, gl=glass, opq=opaque)
SAMPLE
opq other
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Figure 1. Compressional velocity of unheated Frederick
diabase, unheated Westerly granite, thermally cycled
Westerly granite (T = 714*C), and naturally shocked
Ries samples 929 and 936. All measurements were made
at room temperature.
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Figure 2. Static volume compressibility of unheated Frederick
diabase, unheated Westerly granite, thermally cycled
Westerly granite (Tmax = 714 0C), and shocked Ries sample
936. All measurements were made at room temperature.
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Figure 3. Compressional and shear velocity of the Casco
granite (from Nur and Simmons, 1969a) .
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Figure 4. Static and dynamic volume compressibility of
thermally cycled Fairfax diabase (Tmax = 900*C). All
measurements were made at room temperature.
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Figure 5. Compressional velocity of the Trigg limestone as
a function of the confining pressure (Pc) . Several
constant pore pressure (P ) contours are shown (from
Todd and Simmons, 1972).
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Figure 6. Compressional velocity of the Trigg limestone as
a function of the differential pressure AP = P - P .
Several constant pore pressure (P ) contours are shown
(from Todd and Simmons, 1972).
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Figure 7. Compressional velocity of the Trigg limestone as
a function of the effective pressure Pe = P c-nP p, n < 1
Several constant pore pressure contours are shown (from
Todd and Simmons, 1972).
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Figure 8. The parameter n from the effective pressure
Pe = Pc - nPp as a function of pore pressure for the
Chelmsford granite (crosses) and the Trigg limestone
(circles) (from Todd and Simmons, 1972) .
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Figure 9. Relative attenuation (gain) of elastic waves in
the Trigg limestone as a function of the confining
pressure. A number of constant pore pressure contours
are shown.
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the Trigg limestone as a function of the differential
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contours are shown.
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pressure contours are shown.
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Figure 12. Compressional velocities of thermally cycled
Westerly granite samples. The number marked on each
profile is the maximum temperature to which the sample
was heated. All measurements were made at room
temperature (from Chapter 4).
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Figure 13. Shear velocity of thermally cycled Westerly
granite samples. The number marked on each profile
is the maximum temperature to which the sample was
heated. All measurements were made at room temperature
(from chapter 4).
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Figure 14. Static volume compressibility of thermally cycled
Westerly granite samples. The number marked on each
profile is the maximum temperature to which the sample
was heated. All measurements were made at room
temperature (from chapter 4).
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sample was cycled. The values are normalized to Q0
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= 462. All measurements were made at room temperature
(from Todd et al., 1972).
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Figure 17. Compressional velocity of the Trigg limestone.
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Figure 18. Effect of low permeability on the velocity of
compressional waves measured in the laboratory. The
compressional velocity is shown as a function of time
after the confining pressure has been reduced at time
t = 0 from Pc = 2000 bars (Pp = 0 bars, Vp = 6.4 km/sec)
to P = 100 bars (Pp = o bars). The value of V for a
c p p
dry sample at Pc = 100 bars is 5.2 km/sec. and for a
saturated sample in equilibrium at P c = 100 bars,
P = 0, is 6.1 km/ sec. (from Todd and Simmons, 1972).
An interval of about 12 hours was required for V top
reach the equilibrium value.
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Figure 19. Shear velocity of Chelmsford granite for wave
propagation normal to the headgrain plane and for wave
polarizations normal to the rift plane (V )HR and grain
plane (V HG.
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Chapter
Acoustic Emission
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ABSTRACT
Sudden stress relief in rocks causes acoustic emission.
Stress can be produced by uniaxial loads; stresses are caused
by mismatch of elastic properties across grain boundaries
when hydrostatic pressure is applied; and stresses are
produced by thermal gradients, differential thermal expansion
of several minerals, and anisotropic thermal expansion of a
single mineral within rocks. Acoustic emission techniques
are used to obtain quantitative information about crack
parameters, to locate cracks, and to study source mechanisms
of cracks. We discuss techniques for observing acoustic
emissions and present preliminary results for acoustic
emissions induced in low porosity rocks by uniaxial stress,
hydrostatic pressure, and thermal stresses.
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INTRODUCTION
Acoustic emission in rocks is elastic energy released
suddenly by deformational processes which decrease local
stress in the rock. It occurs in laboratory-sized samples
and in rocks in situ under internal or external stress. In
the earth large scale acoustic emission occurs as earthquakes.
In the laboratory acoustic emission can be caused by crack
propagation, twinning in crystals, propagation of dislocations,
grain boundary motions, unstable failure of weak inclusions,
release of residual stress, phase transitions, and many other
processes. Each deformational process emits acoustic signals
which are characteristic of that process (Scholz, 1967 and
Warren and Latham, 1970).
To investigate in the laboratory, both the deformational
processes and the nature of acoustic emission, experiments
have been designed to study the effect of stress level on the
strength of rocks in both compression and tension, the frequency
spectra of acoustic emissions, the amplitude distribution of
acoustic emissions, acoustic emissions caused by inelastic
processes in rocks, source locations of acoustic emissions,
source mechanisms 'of acoustic emissions, static fatigue in
rocks, the effect of cyclic loading on the strength of rocks,
the effect of cracks on the elastic properties of rocks ,
and the effect of thermal stresses on cracking rocks. Then,
applying acoustic emission techniques in situ, attempts have
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been made to predict, and understand the processes involved
in, rock bursts in mines, instabilities on slopes, and
earthquakes in the earth.
Several parameters have been used to quantitize the
emission of acoustic energy. These parameters include:
(1) The number of emissions, or the number of emissions per
unit time, as a function of stress level, (2) The amplitude
distribution of emissions as a function of stress level,
(3) The energy, or energy per unit time, as a function of
stress level, and (4) The frequency spectra of the emissions.
There are several basic problems inherent to acoustic
emission studies. First, because acoustic emissions from
laboratory samples are for the most part small events (often
only slightly above the background noise level), any acoustic
or electronic noise can signifigantly affect the number and
intensity of recorded events. Removal of all noise is
extremely difficult. If frequency spectra are to be deter-
mined, one needs receiving transducers with flat response
over the entire range of acoustic emission (Hz to MHz).
Solid state transducers with flat frequency responses to a
few hundred KHz are now available, but the sensitivity of
these transducers is an order of magnitude less than that
of piezoelectric transducers (the transducers usually used
in acoustic emission work), and the flat response does not
extend into the MHz range where a large portion of the
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acoustic energy arrives. Even if the transducer response
were linear from 1 Hz to 10 MHz, the natural vibration fre-
quencies of the machine-specimen-transducer system would
make frequency spectra analysis difficult. Also, the
preferential attenuation of high frequency signals in rocks
and various effects of sample size, sample physical properties,
and end effects (i.e. reflections, refractions, dispersion,
surface waves, and different source mechanisms and parameters)
make signals complicated and difficult to interpret in terms
of amplitude, energy, and frequency spectra. And finally,
source locations are necessary to obtain a true indication of
the energy and frequency spectra of the acoustic emissions.
In many cases those working with acoustic emissions have not
been aware of one or more of these problems. Knill et al.
(1968) discuss in depth the effects of mechanical systems,
electronics, sample size, etc. on the observed pattern of
acoustic emission.
Most of the application of acoustic emission in rock
mechanics has been in the study of stress-induced microfrac-
turing (see Hardy, 1972 for a review). Warren and Latham
(1970) have extended this work to include thermally induced
acoustic emission. In fields outside rock mechanics, acoustic
emission has been used to study dislocation motion, twinning
in crystals, phase transitions, stability of various systems
under stress, and a number of other stress release mechanisms
(Acoustic Emission, ASTM STP505, 1972).
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TECHNIQUE AND EQUIPMENT
1.0 Introduction
Acoustic emissions are generated in rocks by a change
of stress. Changes in stress can be produced thermally by
(a) thermal gradients, (b) differing thermal expansion of
several minerals, or (c) anisotropic thermal expansion of a
single mineral in a rock. Stress can be caused by mismatch
of elastic properties across grain boundaries upon applica-
tion of hydrostatic pressure to the rock. Or stress can be
produced by uniaxial loading.
We have assembled an improved instrumentation system
for the purpose of studying acoustic emission signals that
are generated by stresses in rocks. The system was designed
and developed around state-of-the art equipment and techniques
to improve our understanding of the sources of acoustic
emission and the actual microfracturing process in rocks and
minerals. In this paper we discuss the sensing, conditioning,
processing, and display of acoustic emission signals and some
preliminary data. First, because the performance of the equip-
ment influences greatly the quality of the results (Knill et
al., 1968 and Hardy, 1972), we summarize the equipment.
1.1 Experimental Apparatus
The experimental system is shown schematically in fig. 1;
it is similar, but not identical, to several other systems
243
(e.g., Scholz, 1967; Hardy, 1972; Knill et al., 1968; Mogi,
1968; and Haimson, 1972). The acoustic pulses are detected
with barium titanate piezoelectric transducers (1 MHz,
compressional mode), amplified, shaped, and admitted to a
Hewlett-Packard HP H22 5401B pulse height analyser with 1024
channels of memory. Amplification is provided by the two
Hewlett-Packard 465A amplifiers and filtered by a 250 KHz
high pass filter. The overall signal conditioning system
has a flat frequency response from 50 KHz to 1 MHz. The
output from the amplifier passes through a detector which
picks out only those signals above the ambient noise level
of the electronics. Those signals detected are then passed
into the shaping circuit for final conditioning.
We have experimented with two types of shaping circuits.
Initially, following Scholz (1967), we simply rectified and
filtered (low pass) the amplified signal (a decaying sinus-
oidal produced by the ringing of the transducer, which when
rectified and filtered, has a rise time of 5 to 10 ysec,
caused by the time constant of the electronics system), looked
at the envelope around the entire pulse, and sampled the peak
amplitude of this envelope within the first 15 psec after the
initial rise. A dead time of about 10 psec followed. The
second, and preferred, shaping circuit integrates the recti-
fied envelope for 35 psec, and then allows a dead time of
about 500 ysec. Dead time was needed to assure that events
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were not counted twice. As a result we see fewer events
with the second method than with the first, but we believe
that the integrated pulse is a better representation of the
energy of the microfracture.
The output from the shaper is fed into a Hewlett-
Packard type 5401 A Multichannel Analyser. This unit adds
each event into one of 1024 channels, and on command at
preselected time intervals, enumerates the number of events
in each channel, and passes the information on to the printer.
The output consists of the number of events at each amplitude.
2.0 Acoustic Emission Signal Sensing
Elastic signals are generated by microfractures. In
the ideal case then, frequency analysis of acoustic signals
might yield complete information about the sources of acoustic
emission. But the ideal transducer for acoustic emission
studies has not yet been developed. Hence the selection of
a particular transducer for acoustic emission work involves
many engineering tradeoffs. Generally the choice is between
flatness of response over the frequency range of interest and
sensitivity.
2.1 Samples
Most test samples were cylinders nominally 2.5cm in
diameter and 10 cm in length.- A few samples (i.e., lunar
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and shocked rocks) were smaller and irregularly shaped. The
cylindrical specimen is convenient to make; and a large num-
ber of samples is required for control purposes. Also measu-
rements on cylinders or prisms give much better estimates of
material uniaxial compressive strengths. For uniaxial com-
pressive acoustic emission studies, the ends of the cylinder
were ground parallel within 0.10 and perpendicular to the
axis of the cylinder to 1/2*. The sides of the cylinders were
not turned but were used in the as-cored-condition.
2.2 Couplant
The function of the couplant is to insure full surface
contact between the specimen and the transducer. If we use
cylindrical specimens then we have the problem of coupling
the curved surface of the sample to the flat face of the
transducer. Initially this problem was solved by machining
a small flat on the side of the cylindrical specimen. We
obtained efficient coupling, but by altering the sample geo-
metry, we may have localized small fractures associated with
such changes. A better technique is the one suggested by
Tatro (1972) of constructing a shoe to interface between the
curved surface of the sample and the flat surface of the
transducer. The presence of the shoe causes two potential
difficulties: (1) acoustic emissions may be produced by the
mismatch of elastic properties between the shoe and the test
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cylinder and (2) acoustic emissions may be produced within
the bonding material between the shoe and the test cylinder.
We avoided both of these potential problems by using viscous
sticky materials, such as soldering flux or Dow Resin 565,
which transmit acoustic signals efficiently without producing
additional emissions at the sample-couplant interface. Even
shear waves of MHz frequencies are transmitted satisfactorily
by Dow Resin 565 (Simmons, 1964).
2.3 Transducer
The elastic signals generated by a microfracture must
be converted to an electrical analog for efficient data
handling. Only two kinds of piezoelectric transducers have
been used extensively, ceramics and quartz crystals (Acoustic
Emission, ASTM STP505, 1972). In our system barium titanate
(BaTiO3) and lead zirconate-titanate (PZT-5) ceramics have
been used. The piezoelectric ceramics are popular transducers
in acoustic emission work because (Tatro, 1972)
(1) Their small size makes for ease of mounting on
cylindrical specimens, resulting in insignificant
effects on the motion of the body under observation.
(2) They exhibit maximum sensitivity and reproducibility
over a wide range of frequencies and amplitudes.
(3) They are readily available, mechanically rugged,
and their acoustic impedance matches the impedance of
the rocks quite well.
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(4) Because of their -high capacitance, they can be
used with either voltage or charge amplifiers.
(5) Their low impedance at resonance makes electronic
coupling simple.
Their major disadvantage is that they do not possess the
flat frequency response required for spectral analysis of
the total signal.
The energy frequency spectrum of acoustic emission
events, at their source location, is unknown today. However,
since several successful acoustic emission studies have been
done on small specimens of rocks over several frequency
intervals in the range 300 Hz to 200-300 KHz (Chugh et al.,
1968 and Suzuki et al., 1964), it would appear that the range
of energy frequency spectra at the source location in such
materials, is relatively wide. Unfortunately since no wide
band monitoring system covering the whole frequency range of
interest has yet been developped, we cannot estimate the form
of the overall frequency spectrum, or even the total energy
released at the source locations.
2.4 Characteristics of Loader-Sample-Couplant-Transducer System
In order to relate the electrical signals that are obser-
ved in acoustic emission work to the actual microfracturing
events that produce the elastic signals, we must understand
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the complete system. Input to the system is elastic strain,
which by a very complex transfer function, becomes an elec-
trical signal at the output. Other inputs to the system
include the low frequency noise produced by industrial and
human sources and the usual electronic noise within each
component (thermal noise, Schottky, etc.). The effect of
loading systems on acoustic emission signals (we refer not
to end effects but to such things as frequency content and
resonances) has become appreciated only within the past 5
years (Knill et al., 1968).
Great improvements have not generally occurred recently
in the electronic instrumentation required for acoustic
emission work. For example multichannel analysers have been
available for at least a decade. The improvements that can
be made are chiefly in the recognition of the effects of the
system response on the signals. Indeed, the effect of the
transducer on the signal must be removed before even the sour-
ce of the emissions can be located. But such other effects as
(1) the inherent resonances in the test specimen and the loa-
ding system, (2) the frequency-dependant attenuation characte-
ristics of the test specimen, and (3) the response of the
monitoring system in the range of interest must be removed
also.
3.0 Acoustic Emission Signal Conditioning
Since piezoelectric transducers are self-exciting, pre-
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liminary signal conditioning involves only filtering and
preamplification. The transducers must be impedance matched
to the preamplifier and the audio frequency noise must be
removed. Since piezoelectric transducers have such a
complex frequency response characteristic there is little
hope for compensating for the non-ideal characteristics if
we operate the system near resonance.
3.1 Preamplification
The low level signal produced by the piezoelectric
transducer must first be amplified so that it may be further
processed without serious degradation of the signal to noise
ratio. The amplifier should be able to recover quickly from
momentary overloads. The high impedance at d.c. and low
impedance at resonance of titanate transducers require that
the amplifier be insensitive to input impedance fluctuations.
Also the low level of some of the emissions requires a low
input noise level. The high capacitance of BaTiO 3 or PZT-5
transducers allows us the option of using either a charge or
a voltage amplifier.
HP465A general purpose voltage amplifiers, each with a
gain of 100, were selected as preamplifiers. These are
excellent impedance converters (10 M2 to 500), with low input
noise levels (<25 V r.m.s. referred to the input with 1 MS2
input resistance), and good frequency responses (<2dB down
from 5 Hz to 1 MHz).
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3.2 Filtering
Our pressure vessel, stress system, etc. produce both
mechanical and electrical noise. The frequency of some of
the noise present in the output signal is as high as 20 KHz.
Therefore, following the first step of amplification, we
use a multipole filter that attenuates signals below 50 KHz
rapidly. The problem of equipment noise is at least mini-
mized since our instrumentation operates in a frequency range
well above the audio range.
Most of the filtering in the present system occurs in
the transducer. Operating the transducer near resonance means
that the signals whose frequency range approaches the resonant
frequency of the transducer will be enhanced relative to those
signals far from the resonant frequency.
3.3 Characteristics of the Acoustic Emission Signal
The general form of the acoustic emission waveform fol-
lowing initial signal conditioning is shown in Figure 2.
Clearly visible is the noise level of the signal conditioning
equipment, the firstarrival, and a damped sinusoidal ringdown.
Using an amplifier system with a band pass of 50 KHz to 1 MHz and
barium titanate transducers, the noise level referred to the
input of the amplifier system was 50 pV r.m.s. First arrival
signals were measured as high as three orders of magnitude
above the input noise level and exhibited a characteristic
frequency at least twice the resonant frequency of the mounted
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transducer. Ring-down signals are generally more complex
than the nearly linear decay shown and exhibited a characte-
ristic frequency of 200 KHz. This frequency appeared to be
the resonant frequency of the mounted transducer. The trans-
ducer thus has the effect of increasing signal amplitudes in
the frequency range 100-400 KHz, and attenuating signals of
other frequencies. Also, ring-down characteristics seem to
be highly dependent on sample geometry, which may indicate
that this portion of the waveform is sensitive to the multiple
reflections occurring within the sample.
Examples of the conditioned electrical analog of the
microfracture are shown in Figure 3. To analyse this signal,
we use a data acquisition system capable of processing and
recording information in real time.
4.0 Data Acquisition System (DAS)
A data acquisition system (DAS) has been developed and
used to measure the essential parameters necessary for mean-
ingful acoustic emission work. The purpose of this section
is to describe the manner of collecting and processing data
to produce the desired experimental results.
The 'front end' of the DAS includes the transducers and
signal conditioners that convert physical signals to electri-
cal signals for processing. Assume that all the physical
parameters of acoustic emission have been converted to analog
signals representative of the original physical phenomenon.
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We wish to assemble these data in a useful presentation. The
DAS is shown in a simplified block diagram in Figure 4.
The processed acoustic emission is applied to the multi-
channel analyser, which accumulates acoustic data continuous-
ly, and then reads out data on command through the system
coupler. The coupler in conjunction with the human operator,
does much of the programming. Measurement readout is based
on a system clock, located within the system coupler. The
clock must initiate the readout command whenever automatic
readout is accomplished. The sequence may be overridden by
operator commands.
4.1 Acoustic Emission Measurement
The system component of particular interest in the
acoustic emission measurement is the multichannel analyser
(HPH22-5401B). Upon arriving at the multichannel analyser,
the signal represents (for example) the peak amplitude of an
event. The input to the multichannel analyser is a train of
pulses which are random in pulse timing and display a wide
range of pulse amplitudes. The pulse Height Analysis (PHA)
mode of the multichannel analyser is used to sort the data.
The train of pulses is first applied to the A/D conver-
ter in the PHA mode of operation. The A/D converter has 8192
channels available for converting an input signal with ampli-
tude of 0 to 10 volts to digital format and sending it to a
I --- IIRIWN
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memory channel address. The pulse amplitude as assigned by
the A/D converter is then transformed to the digital processer
where it is stored in the appropriate memory channel. The
digital processer has a memory for channel addresses of 1024
channels. In operation then, the first input pulse is comple-
tely analysed and placed in the memory of the multichannel
analyser within 5 to 20 ps, exact timing depends on the parti-
cular conditions set by the operator. Upon receiving the
subsequent pulses, the analyser is ready for analysis and the
instrument control causes the number stored in the memory
channel as assigned by the A/D converter to be increased by
one.
Using the PHA mode of the multichannel analyser thus
yields a record of the amplitudes of the input pulses present
and the frequency of occurrence. A permanent record of the
results may be obtained by either a manual command by the
system operator or an automatic command from the system coupler.
4.2 Recording Data
As previously described, data from the multichannel
analyser is applied to the system coupler. The system coupler
then is programmed to feed data to the system printer for a
permanent record of the data in the following sequence: (1)
Time of measurement (2) Channel identification (3) Number of
events per channel.
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4.3 Oscilloscope
An oscilloscope is one of the most important components
of an acoustic emissions monitoring system. A Tektronix Type
556 dual beam oscilloscope was used to monitor the acoustic
emission signals and permanent data records were obtained by
photographing the transient signals.
4.4 Acoustic Velocity Measurement
One parameter that has been suggested as giving an indi-
cation of the magnitude of a microfracture is the change in
velocity of the sample (Thill et al., 1969 and Chapter 4).
Therefore a data acquisition system designed for acoustic
emission studies should include provisions for the measurement
of the velocity of acoustic waves in the sample. In addition,
many studies of the effects of microcracks on elastic proper-
ties can be done with this equipment. Our scheme for the
measurement of velocity is similar to that of Birch (1960),
Simmons (1964), and others. It is shown schematically in
Figure 5.
Piezoelectric transducers are mounted on the platen of
the stresser. An electric pulse applied to one of the trans-
ducers is converted to an elastic signal and travels through
the platen to the sample. It passes through the sample to the
other platen and is converted to an electrical signal by the
receiving transducer. The time interval required for the pulse
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to travel through the specimen is inversely proportional to
the propagation velocity of the material.
By placing the transducers on opposite sides of the sam-
ple, as shown in Figure 6, the variation in the velocity of
elastic waves normal to the cylinder axis may be determined
as a function of applied stress. This arrangement is similar
to the one used by Tocher (1957).
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STRESS-INDUCED ACOUSTIC EMISSION
1.0 The Loader
The problems associated with the selection of a parti-
cular loading system for material failure studies are exten-
sive. Not only should the loader possess all the qualifica-
tions necessary from a material study standpoint, but in
addition it must satisfy the requirements necessary for mean-
ingful acoustic emission work. Some of the problems which
arise in acoustic emission work that do not cause great concern
in material test studies are noise and resonances generated by
the fixture and loading machine. Platen friction, always a
problem in materials studies, is a major problem in acoustic
emission work. In the following section we discuss our loading
machine, platen conditions, noise, and instrumentation.
1.1 Soiltest AP-1000 Versa-Tester
The Soiltest Series AP-1000 Versa-Tester is used to load
the specimen. It is an hydraulically-operated testing machine
capable of producing loads up to 30,000 lbs. The upper platen
contains a swivel seat which locks upon application of compres-
sive stress. Therefore initial nonparallelism of sample ends
is compensated for by the upper platen.
The uniaxial stress assembly is shown in Figure 7. The
drive ram (through which stress is applied to the sample) is
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introducetd into the sample chamber through an air-tight bellows.
We have run our tests at room pressure, but the sample chamber
is designed for use at very high vacuum. By applying stress
through the spherical end of the drive ram onto the cone-shaped
upper face of the input transducer assembly, we compensate for
any non parallelism of sample ends. The input and output trans-
ducer assemblies fit snuggly into a guide tube which centers
the transducer assembly and sample under the drive ram. A cy-
lindrical ring of teflon between the guide tube and transducer
assemblies again compensates for any non parallelism of sample
ends. In the configuration shown in Figure 7, compressional
velocity along the stress axis can be measured using the trans-
ducers placed within the input and output transducer assemblies.
The same transducers can be used to monitor acoustic emission.
1.2 Platens
The two extreme conditions which may exist between the
platens and the cylindrical sample when uniaxial compressive
loading is applied are uniform boundary stress and uniform
boundary displacement. These correspond respectively to a
high coefficient and a low coefficient of friction between
sample and platen. Usually, the conditions of ordinary mate-
rials testing are somewhere intermediate between the two
extremes. Which condition is best for acoustic emission work
is not quite clear. But the fact remains that end effects are
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detected as acoustic emissions. Our initial series of tests
verified this.
For our initial tests, cylindrical samples were applied
directly between stainless steel platens. Examination of the
specimens, after loading but prior to failure, indicated the
existence of far too much deterioration near the ends of the
specimens. We therefore constructed copper end caps to encase
the ends of the cylinder. The copper between platens and sam-
ple could deform slightly and take up any effects left by
surface grinding the samples. These endcaps reduced conside-
rably the end effects on the specimen.
In Figure 8 we plotted the number of events in one of the
lower channels against stress for the Westerly granite. We
used the integrating shaping circuit. In obtaining the data
for curve A we made no effort to eliminate end effects. The
curve shows many events at low stress, a rapid decrease at
intermediate stress, and a steady increase in activity begin-
ning at about half the fracture strength. This curve is simi-
lar to that obtained by other authors (e.g., Scholz, 1967 and
Knill et al., 1968). The initial activity is attributed to
acoustic emission from cracks closing or from new cracks formed
by end effects. Once cracks are closed at about one third the
fracture strength, very little further emission is observed
until new cracks are formed. The formation of new cracks,
leading to final fracture, begins at about half the fracture
strength.
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In obtaining data for curve B, we attempted to eliminate
end effects by simply placing a copper cap on each end of the
sample. Acoustic emission decreased about an order of magni-
tude at low stress levels. Thereafter the activity increased
and joined the previous curve for no end caps at about half
the fracture strength. Because of this dramatic decrease in
activity at low stress, we believe that most events that occur
at low stress when no end caps are used are due to end effects.
However, because some emission did remain, we are probably
hearing some events due to crack closure, slippage on cracks,
or cracking caused by mismatch of elastic properties across
grain boundaries (Simmons et al., 1973).
1.3 Noise Produced by the Loader
Two types of noise problems arise in acoustic emission
work that are insignificant in materials testing studies: (1)
mechanical and electrical noise produced by the stresser, and
(2) inherent resonances in the fixture. Frequency analysis of
the acoustic emission signal is not possible unless the elec-
trical and mechanical noise of the stresser is below the smal-
lest acoustic emissions, and inherent resonant frequencies of
the fixture are well defined. These aspects have been discus-
sed by Hardy (1972), Knill et al. (1968) and Liptai et al.
(1972) among others.
The Versa-Tester produces mechanical and electrical signals
up to 20 KHz. We therefore selected high frequency transducers
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and a low pass filter to remove si.gnals and noise with fre-
quencies below 50 KHz.
2.0 Stress-Induced Acoustic Emission
Most publications to date on acoustic emission discuss
the formation of cracks under uniaxial load. We will now
discuss our own observations and supplement it with references
to previous work. A description of all the samples used in
our work is given in Table 1. For all uniaxial stress tests,
we used the integrating shaping circuit.
2.1 Effect of Stress Level on Acoustic Emissions
A uniaxial stress applied to a rock can affect cracks in
the rock in several ways. For instance the stress can close
cracks of low aspect ratio which are oriented normal to the
stress axis; it can open cracks oriented along the stress axis
(dilatancy); it can cause sliding on cracks oriented at obli-
que angles to the stress axis; and it can create new cracks at
oblique angles to the stress axis. All of these stress release
processes generate acoustic energy. The generated elastic wave
depends on the source mechanism and the physical properties of
the material. The elastic energy need only be part of the
emitted energy.
In the following we summarize stress-induced acoustic
emission work, and refer primarily to the work of Scholz (1967).
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At low stress levels in unconfined uniaxial compression tests,
stress closes cracks oriented normal or oblique to the stress
axis. Because there are many microfractures in most igneous
rocks, the closing of cracks generates a large number of
acoustic emissions. If the rock is subjected to confining
pressure greater than 2 kb prior to application of uniaxial
stress, cracks are closed before the stress acts on them.
The high level of emissions observed before at low stress, is
therefore removed. In unconfined tests, most cracks oriented
normal to, or at oblique angle to, the stress axis are closed
at stresses of less than half the fracture strength. Although
the overall stress is in sufficient to cause catostrophic
failure at half the fracture strength, the local stresses (say
at sites of point contact along grain boundaries) are large
enough to cause failure in some cases on a very local scale.
The momentary stress release following these small events
generates acoustic emissions. Similarly, stress release
caused by slippage along cracks also generates acoustic emis-
sions. These sorts of events account for the few events
that occur at stresses of about half the fracture strength.
At stresses near two-thirds the fracture strength,
strains are large enough to cause new cracking. The number
and magnitude of events increases steadily until fracture.
A tremendous burst of acoustic energy accompanies failure.
The majority of these events, and certainly the largest,
occur along the plane of eventual failure.
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Observations of acoustic emissions from rocks in tension
are similar to those outlined above for compressive tests
(Haimson, 1972).
If compression tests are carried into the post failure
region and stick-slip is observed (Brace and Byerlee, 1966),
acoustic emission behaviour is different from that observed
before failure (Scholz, 1967). Until slippage on the fault
plane begins, few emissions occur. Once slipping begins, the
emission rate rises almost instantaneously to a high level of
activity, and maintains that level of activity until the two
surfaces catch again. A very low level of emission again occurs
after movement on the fault plane has ceased. The constant
rate of emissions during motion on the fault plane and the fast
rise and drop in the rate of emission prior to, and after,
movement on the fault plane, suggest that accelerations and
decelerations on the fault plane are fast, and rupture velocity
is constant during most of the motion on the fault plane.
2.2 Cyclic Loading and Fatigue
Consider a rock that is cyclically loaded to some high
percentage of the fracture strength. The pattern of acoustic
emissions on later cycles differs from the pattern obtained
on the first cycle. The behaviour on the first cycle is this:
a few events (associated with crack closure, movement on crack
planes, or perhaps local fracturing caused by mismatch of
MEN
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elastic properties across grain boundaries) occur at low
stress and at stresses up to about half the fracture strength;
and many events (associated with the final fracturing process)
occur as the fracture strength is approached. If a second
cycle is run immediately after the first cycle, most of the
activity at low and intermediate stress is removed but the
activity at high stress remains much as before (Goodman, 1963
and Figures 9, 10, and 11). The acoustic emission pattern
for any subsequent cycles remains much the same as the second
cycle.
If the time between the first and second cycles is at
least a few hours, then a significant fraction of the original
number of events returns. About 60% of the original number of
events can be recovered. Apparently, cracks close under stress,
but then require some time to readjust after stress is removed;
some cracks never readjust.
Hardy and Chugh (1970) and Haimson (1972) have studied
the effect of cyclic stress and fatigue on rocks by repeatedly
cycling to different stress levels until failure occurs.
After the first few cycles (about 10) large permanent strains
set in; the strains are accompanied by many acoustic emissions
as cracks close and some remain closed. Over intermediate
2 4
cycles (10 to 10 ) the permanent strain increases only slightly
and the emission is small. The small permanent strains may
be due to creep in the rock and some small events may accompany
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the creep. Over the last few cycles before failure, large
permanent strains are again observed as the rock dilates and
forms new cracks. Many emissions occur at these stresses.
The data of Hardy and Chugh (1970) and Haimson (1972)
indicate that, for most brittle rocks, a fatigue limit exists
near 60% of the 'one cycle' fracture strength. At 60% of the
fracture strength, 104 to 105 cycles are required to fracture
most igneous rocks. Fewer cycles are required to induce
failure if the rock is cycled to higher stresses. And appa-
rently, no number of cycles can induce failure if the rock is
cycled to stresses of less than about 60% of the fracture
strength. The fatigue limit near 60% of the fracture strength
is that point at which acoustic emission intensity increases
substantially in single cycle compression tests.
Observations of cyclic loading in tension are similar
to those in compression (Haimson, 1972).
2.3 Frequency Spectra
It is particularly difficult to study the frequency res-
ponse of acoustic emissions from rocks because of (1) resonant
frequencies in samples and machinery, (2) frequency dependent
attenuation in samples, and (3) the lack of transducers with
flat responses over the entire range of observed acoustic
emissions. From the qualitative work of Chugh et al.(1968),
Scholz (1967), and Suzuki et al.(1964), we infer that most
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acoustic emission occurs in the range from a few KHz to a few
MHz, and that the energy peaks at 1 MHz.
The effect of stress level on frequency response in the
low KHz range (0.5 - 15.0 KHz) has been studied by Chugh et al.
(1968) for a sandstone in tension. They found that at low
stress levels (below 40 bars) the frequency content of the
emission was primarily in the low frequency range (0.5 - 5.0 KHz).
At higher stress levels (above 40 bars), the frequency content
of the emissions extended over at least their entire frequency
range (0.5 - 15.0 KHz). In similar experiments on a granite
(in compression) (2 to 32 KHz), Suzuki et al.(1964) found that
the largest concentration of events occurred at high frequency
for all stresses. We believe that-before good frequency res-
ponse curves for acoustic emissions from rocks can be obtained,
a wide band transducer must be developed, or the frequency
response of our present transducers must be better understood.
2.4 Amplitude (Energy) Distribution
For both large scale acoustic emissions (earthquakes)
and small scale laboratory acoustic emissions, an approxima-
tely linear relation exists between the logarith of the number
of events and the magnitude of events (Figure 12 and Scholz,
1968). The slope b of the number-magnitude relation is a
function of the source mechanism and the stress level. For
example, the value of b obtained for frictional sliding in
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stick-slip experiments and those obtained for crack closure
are high (1 to 2), but the value of b obtained for crack
formation is low (about 0.5). A low value of b indicates
that a greater percentage of events have larger amplitudes.
The value of b obtained for cracking in laboratory samples
is similar to that obtained for shallow earthquakes, where
cracking is probably the main source of acoustic energy.
From other studies of amplitude distributions, Chugh
et al. (1968) suggest that wet and dry samples (at 1 bar pore
pressure) have different amplitude distributions and fre-
quency spectra, Knill et al.(1968) suggest that high porosity
samples have a greater percentage of events at low stress
levels than low porosity samples (indicating that high poro-
sity samples have a greater degree of local fracturing prior
to the development of a fault plane), and Knill et al.(1968)
show that the frequency magnitude relation does not vary
from one igneous rock type to the next. We believe these
conclusions are tentative, at best because of the extreme
difficulty in determining the true energy of acoustic emis-
sions, caused by internal reflections, refraction, dispersion,
surface waves, and.other factors.
2.5 Correlation with Inelasticity
A few attempts have been made to use acoustic emission
techniques to study inelastic phenomena. For instance,
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acoustic emission accompanies creep under load in brittle
rocks (Hardy et al., 1970). Hardy et al. suggest that the
creep may be related to microfracture events. One interes-
ting application of acoustic emission techniques would be
the study of creep at high pressure and temperature in those
rocks which are brittle at room conditions but flow under
P-T conditions of the upper mantle.
2.6 Source Location
Source locations are important in both laboratory and
field work in order to interpret source mechanisms and obtain
true magnitudes of events. In general, an array of transducers
is employed to determine travel times and path lengths for
events. Several different sample geometries and stress appli-
cation techniques have been used (Scholz, 1968 and Mogi, 1968).
The major conclusions from these studies are that at low
stress level, acoustic emission events occur uniformly through-
out the sample, but, at high stress level, greater than half
the fracture strength, events begin to cluster around the even-
tual fault plane (Scholz, 1968 and Mogi, 1968). No one has
yet attempted to correct the observed magnitude relationships
for attenuation in samples, oblique incidence of waves on
transducers, internal reflections, and the other factors
influencing the waveforms of each acoustic emission.
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2.7 Source Mechanisms
The various parameters used to describe acoustic emis-
sions are influenced in different ways by different energy
release mechanisms. Some proposed mechanisms are crack clo-
sure, slippage on crack surfaces, time dependent creep, crack
formation, and various solid state effects. But all informa-
tion to date, has been very qualitative. No one has attempted
to use conventional seismological techniques involving arrays,
fault plane solutions, etc. to determine such crack parameters
as fault plane orientation, direction of motion on fault plane,
or size of fault plane. Experiments designed to measure some
of these parameters would be quite easy.
3.0 Correlation with Physical Properties
Acoustic emission events occur when cracks open or close.
The closing and opening of cracks affects physical properties.
Acoustic emission can therefore be used to study directly va-
riations in values of physical properties. For instance, com-
pressional velocity has been monitored both parallel and per-
pendicular to the stress axis during compression tests (Thill,
1972). Because those cracks that are oriented normal to the
stress axis are the ones that close, the axial velocity is
sensitive to crack closure. Velocities along the stress axis
increase at low stress (as cracks close), remain relatively
constant at intermediate stress levels, but decrease slightly
near the fracture strength (as new cracks form). Because most
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new cracks form parallel to- the stress axis (i.e. with poles
to crack planes normal to stress axis), axial velocity is
relatively insensitive to the fracture process.
On the other hand, velocity in the direction perpendi-
cular to the stress axis is sensitive to the fracture process.
At low stresses this velocity increases slightly as some
cracks oblique to the stress are closed; at intermediate
stress it remains relatively constant; but at high stress,
when new cracks are formed, it decreases substantially. Com-
pressional velocity and acoustic emission therefore define
regions of crack closure, linear elasticity, fracture initia-
tion and development, and gross failure.
In Figure 9 we have plotted compressional velocity of
Westerly granite across the stress axis as a function of
stress. Data are shown for increasing and decreasing stress,
for several cycles to increasingly higher stress. Velocity
changes are minimal until about half the fracture strength is
reached; thereafter a rapid decrease in velocity occurs until
fracture. The decrease in velocity correlated well with the
increase in cracking. If the stress was dropped to zero prior
to fracture, but after some cracking has occurred, a permanent
velocity decrease was observed. This fact suggests that cracks
formed under stress remain open if the stress is removed. No
permanent velocity changes were found parallel to the stress
axis, thus implying, that most cracks were oriented parallel
to the stress axis.
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In Figure 10 we show the total number of emissions as
a function of stress for a number of cycles to increasing
stress levels. In Figure 11 we show similar data for de-
creasign stress. Consider first, the effects of an increasing
stress.
At low stress many events occur. As stress increases
to about half the fracture strength, the number of events
decreases. The large number of events at low stresses is
probably due to crack closure and end effects. Few new cracks
are formed and compressional velocity remains relatively cons-
tant.
If the stress is released to zero, and then restored to
the same maximum stress as on the previous cycle, few new
events occur. Evidently, either cracks close and do not re-
open, fault planes are smoothed on the first cycle, or some
other mechanism acts to eliminate emissions on later cycles.
If a few days wait is allowed between cycles, up to 60% of the
acoustic emission can be recovered (Goodman, 1963). When the
rock is brought to a stress level above the previous maximum
stress, activity increases substantially, starting at the
previous maximum stress.
When a sample is stressed above half the fracture strength,
the intensity of emissions again increases. In this region
new cracks are formed. The level of acoustic emission on sub-
sequent cycles is about equal to that on the first cycle.
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Evidently, repeated cycles to high stress are capable of
cracking the rock to the same extent as the first cycle.
Each cycle adds more cracks to the rock, weakens it further,
and eventually leads to failure. The production of cracks
is consistent with the permanent decrease in compressional
velocity after each cycle to higher stress.
These observations also explain the observed fatigue
limits. Because no new cracks are formed at low stress, no
number of low stress cycles will lead to failure. But because
new cracks are formed on each cycle to high stress, failure
eventually occurs. The new cracks formed at high stress
cluster around the eventual fault plane (Scholz, 1968 and
Mogi, 1968).
For the decreasing stress section of each cycle (Figure
11), the emission level is much lower than on the increasing
stress section. There is an increase in emissions as the
stress approaches zero, so we may be hearing cracks reopen or
some other form of readjustment during unloading.
Cracking in rock samples under uniaxial stress has pre-
viously been found to occur along a single fault plane (Scholz,
1968 and Mogi, 1968). Our velocity measurements on a sample
stressed almost to fracture, but not broken, which had a well
developed and visible fault plane agree with this interpreta-
tion. Velocities perpendicular to the plane of fracture were
low; velocities parallel to the plane of fracture were high.
272
Intense cracking in the plane of fracture is undoubtadly the
reason why velocities normal to the plane were low.
In summary, acoustic velocities are useful data to use
in conjunction with acoustic emission work for several reasons.
Acoustic signals are relatively easy to produce and receive,
velocities are direct functions of the mineralogy and crack
parameters of rocks, changes in values of velocities and
amplitudes of acoustic signals imply structural changes and
stress changes, and changes in velocities occur with changes
in the level of acoustic emissions.
Shear waves could give added insight into the effects
of stress on cracks. Shear waves propagated normal to the
stress axis and polarized parallel to the stress axis (Vsl)
should be sensitive to both crack closure and crack formation.
At the stress level for which cracks are closed by stress,
but no new cracks are formed, the Vsl shear waves should have
velocities higher than the shear waves propagated normal to
the stress axis and polarized normal to the stress axis (V s2).
The Vs2 shear waves will be most sensitive to the process of
crack formation. Relatively little work has been done with
shear waves; none has been done in conjunction with acoustic
emission work.
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ACOUSTIC EMISSION INDUCED BY HYDROTATIC CONFINING PRESSURE
1.0 Introduction
In unconfined uniaxial compression tests on rocks, many
emissions occur at low stress; the number of emissions decrea-
ses with increasing stress. Scholz (1967) attributes these
events to crack closure. In confined uniaxial compression
tests (pressure greater than 2 kb), few events occur at low
stress. Apparently the confining pressure closes cracks before
stress is applied. Our preliminary results on acoustic emis-
sions due to increase of hydrostatic confining pressure, at
pressures below five kilobars, indicate that, in addition to
crack closure, large numbers of events may occur with pore
collapse in the Bedford limestone, with crack formation in the
Frederick diabase, and with twinning or phase transitions in
limestones under hydrostatic pressure.
1.1 Technique
Our pressure vessel is a simple piston-cylinder 10 kb
system. The pressure medium is petroleum ether. Pressure ap-
plication is in two stages. Pressures to 1 kb are applied
with a hand pump; thereafter a Haskel air driven liquid pump
is used. All electronic noise for the pressure system is less
than a few KHz, so the same filter used for the stress measure-
ments was also used for the confining pressure work (low fre-
quency cutoff of 50 KHz).
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Cylindrical samples were used when possible. The lunar
and shocked samples were irregularly shaped parallelipipeds,
approximately lxlx2 cm. Barium titanate transducers (compres-
sional mode) were bonded directly to the samples. After drying
in vacuum at 800C, samples were potted in sylgard, a rubbery
electronic encapsulating material. By using sylgard as an
encapsulating material, we can apply a hydrostatic pressure
to irregularly shaped samples.
Our major problem with confining pressure tests involved
the bond between sample and transducer. Initially we tried
epoxy bonds. But in a series of tests with aluminium and fused
silica as samples, a large background noise level occurred.
We attributed this noise to cracking at bond surfaces due to
mismatch of elastic properties across the bond. We solved the
problem by using a relatively fluid bond (soldering flux) bet-
ween transducer and sample.
For rocks with many microcracks (e.g. Westerly granite)
we obtained similar acoustic emission patterns for stiff bonds
of epoxy, for more plastic bonds of duco cement, and for rela-
tively fluid bonds of soldering flux. Apparently cracks can
compensate for mismatch of elastic properties at bonds without
producing acoustic emission. Once the signals leave the pres-
sure vessel, all electronics but the shaping circuit are iden-
tical to those used for uniaxial stress measurements. For the
hydrostatic pressure measurements we simply sampled the maximum
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amplitude of the emission, using a shaping circuit similar to
that of Scholz (1967). The amplitudes of the signals produced
by hydrostatic pressure are one to two orders of magnitude less
than those produced by uniaxial stress.
2.1 Acoustic Emission Due to Crack Closure
Acoustic emission measurements with confining pressure
in a dry jacketted sample of Westerly granite illustrate the
effects of crack closure on the level of acoustic emission.
The histograms in Figure 13 show the number of emissions per cc
per 100 bar pressure change occurring with increasing and with
decreasing pressure. We increased pressure in 100 bar incre-
ments, waited after each 100 bar increase until all activity
ceased, and then printed out at 100 bar intervals the total
number of events occurring over each 100 bar interval. Most
events occurred during the increase in pressure; few, if any,
events occurred more than seconds after pressure stabilized.
Compressional velocity is also shown in Figure 13 as a function
of confining pressure. The orientation of the granite sample
in situ is unknown.
Many events occur in Westerly granite at low confining
pressure. The magnitude of events is at least an order of mag-
nitude less than that of emissions occurring during uniaxial
stress experiments. The number of events decreases systemati-
cally with pressure; at 2 kb no more events occur. We attri-
bute this behaviour mainly to crack closure. All cracks are
276
closed by 2 kb confining pressure and acoustic emission acti-
vity stops.
Compressional velocity in Westerly granite is shown in
Figure 13 for comparison with acoustic emission results. A
dramatic increase in compressional velocity occurs as cracks
close over the first 2 kb. At pressures greater than 2 kb,
where cracks are closed, the velocity changes upon further in-
crease of pressure are small, more like those expected for
intrinsic values.
For decreasing confining pressure, the number of acous-
tic emissions is lower by an order of magnitude than observed
for increasing pressure. No events occur at confining pressu-
re above 0.5 kb. Below 300 bars, a systematic increase in
activity occurs until pressure equals 1 bar. Of the two plau-
sible explanations of these data [(1) emissions do not occur
when cracks reopen and (2) all of the cracks do not reopen],
we prefer the first. Because compressional velocity values
before and after a pressure cycle are the same, we believe
that most cracks do reopen. Permanent strain offsets, generally
less than 1% of the total offset due to crack closure (Brace,
1965), implies that all cracks do not completely reopen.
Acoustic emissions occurring with increasing pressure could be
caused by smoothing processes in cracks, involving failure of
small protrusions or grains within cracks. Such processes
would not be reproducible with decreasing pressure, thus ac-
counting for the lack of emission with decreasing pressure.
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2.2 Effect of Pressure Cycling on Acoustic Emissions
If a rock is recycled with pressure after an initial
cycle, a very different pattern of acoustic emissions is ob-
tained on the second and subsequent cycles. Data for three
cycles of Westerly granite are shown in Figure 14. The second
cycle (curve B) was run immediately after the first cycle
(curve A). The general shapes of the two curves are the same
(i.e. much activity at low pressure and little activity at
high pressure), but curve B shows a decrease in emissions by
at least an order of magnitude at all pressures. A third cy-
cle (curve C) run two days later, shows that some of the emis-
sions can be recovered, but the total number of emissions re-
mains about an order of magnitude below that of the initial
cycle. Because velocity values dramatically increase with
pressure on all cycles, we believe that cracks are closing on
each cycle. Because velocity values are the same before and
after pressure cycles, we believe that most of the cracks (say
99%) reopen after each cycle. Crack surfaces are probably
smoothed on the first cycle; the smoothing process accounts
for the high intensity of emissions on the first cycle. And
the fact that some acoustic emission remains, even after cracks
are smoothed, implies that we can hear some smoothed cracks
close. Because a few events (say < 1%) can be recovered and
some permanent strain remains after a pressure cycle (Brace,
1965), some cracks may not reopen immediately, but rather re-
open over the period of a few days.
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2.3 Effects of Different Types of Cracks on the Character of
Acoustic Emission
In Chapter 4 we discussed some basic differences between
the crack parameters of terrestrial and lunar rocks. Terres-
trial rocks typically have low aspect ratio cracks which are
closed by 1 - 2 kb confining pressure. Lunar and shocked rocks
have a much wider distribution of crack aspect ratios, and
pressure in excess of 5 kb is often required to close all cracks.
In Figure 15 we compare the character of the acoustic emissions
from two terrestrial rocks (Westerly granite and Fairfax dia-
base) with that of two shocked rocks (Ries granite 936 and lunar
basalt 12002). The accumulated number of events in 100 bar
steps is shown to 4 kb. The total number of events per unit
volume is also given for each rock in Table 2.
All activity in the relatively uncracked Fairfax diabase
(6 events/cc) and the more intensely cracked Westerly granite
(197 events/cc) ceases by 2 kb. Apparently all cracks are low
aspect ratio cracks that close at low pressure. On the other
hand, activity in the moderately shocked Ries granite 936 (138
events/cc) and the intensely shocked lunar basalt (3500 events/
cc) continues past our highest pressure of 4 kb. Wider distri-
butions of crack aspect ratios have been formed by the shock
process and higher pressures are required to close the cracks.
The acoustic emission results further confirm our previous in-
terpretation of crack parameters in terrestrial and lunar rocks,
and again show the similarity between lunar rocks and shocked
rocks.
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2.4 Acoustic Emission Due to Pore Collapse in the Bedford
Limestone
Nur and Simmons (1969) noted anomalous behaviour in the
velocity-pressure profile of dry Bedford limestone during the
first pressure cycle to 5 kb (Figure 16). Initially a large
velocity increase occurred. This velocity increase was attri-
buted to crack closure. Between 0.5 and 2.0 kb, the value of
av p/P appeared to be approching a uniform value. However at
about 2 kb the slope 3V p/P increased again. Nur and Simmons
attribute this increase to pore collapse in the limestone.
With pressure decrease the velocity remained higher than the
increasing pressure values except at low pressure. Apparently
at low pressure the collapsed pores act like cracks and sig-
nifigantly lower the velocity. Similar behaviour has been no-
ted near 2 kb for electrical resistivity of the Bedford lime-
stone (Brace and Orange, 1968).
Also shown in Figure 16 are our results for acoustic
emission with confining pressure in the Bedford limestone. At
low pressure there are many events associated with crack clo-
sure. From about 0.5 to 4.0 kb there is a continuous output
of events, far larger than that of any terrestrial igneous
rock with which we have worked. The continuous output could
be associated with a continuous breakdown of pores throughout
the entire pressure range. Between 1.9 and 2.6 kb there is a
pronounced peak in emissions from the limestone. The peak
coincides with the pressure at which Nur and Simmons (1969)
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and Brace and Orange (1968) noted the onset of anomalous be-
haviour in compressional velocity and electrical resistivity,
respectively. We attribute the peak in acoustic emission to
pore collapse, but we believe that the continuous background
emission could arise from other sources as well. We discuss
this point further in 2.6.
2.5 Acoustic Emission Due to Crack Formation
We generally think of confining pressure as a mechanism
for closing cracks in rocks, rather than forming cracks. There
are many cracks in most igneous rocks; these cracks are closed
by a few kilobars confining pressure; and the main effect of
confining pressure over the 10 kb range of most laboratory work
is that of closing cracks. However, in rocks with no cracks,
or in rocks with closed cracks, the elastic mismatch between
grains in rocks causes internal stresses. These stresses may
be sufficient to cause microcracking.
Recently Simmons et al.(1973) investigated mathematically
the effect of hydrostatic confining pressure on cracking aggre-
gates of randomly oriented grains. Cracking is controlled by
the differences in thermal expansions (a) between grains A and
B with a temperature change AT (in our case AT=0), by the dif-
ferences in static compressibilities ( ) between grains A and
B with a change in pressure AP, by the strength of the grain
boundary J, and the total volume change of the rock AV. The
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criterion for a crack coincident with a grain boundary crack
to be produced is
v - (aAT - SAP) > JS
where
A + aB A +B
2 '2
a is the linear thermal expansion of grain i, and S is
the linear compressibility of grain i. Both a and 6 are
calculated for the direction normal to the grain boundary. If
the elastic and thermal constants are integrated over all an-
gles and grain boundary strength is known, the relative number
of open cracks can be calculated as a function of pressure and
temperature. For an aggregate of randomly distributed feld-
spar grains and AT=O, the data of Simmons et al. predict that,
at some pressure P, grain boundary cracks will open both per-
pendicular and parallel to grain boundaries. The pressure at
which cracks open depends on the value assumed for the strength
of the grain boundary. If the strength of the grain boundary
is as low as a few hundred bars, the model predicts that cracks
will open in a feldspar aggregate at confining pressure equal
to a few kilobars.
In a monominerallic aggregate, only two strengths are
involved: the grain boundary strength normal to a grain boun-
dary and the strength of the crystal parallel to a grain
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boundary. The predicted pattern of crack formation with
pressure is simplified for this case (Simmons et al., 1973).
If the aggregate is composed of more than one mineral (say
A and B), then the A-A, B-B, and A-B grain boundary strengths
will give rise to more complicated patterns of crack produc-
tion with pressure. The pattern of crack production becomes
increasingly complicated as the number of mineral pairs in-
creases.
In rocks which already contain cracks, the closing of
cracks and the fact that cracks relieve stress concentrations
obscure any effects due to crack formation. However, the
Frederick diabase is an excellent sample for the demonstration
that an increase of hydrostatic pressure can produce cracks
because this rock contains few, if any, cracks or pores. The
Frederick diabase is composed mainly of plagioclase and augi-
te (Table 1). We show in Figure 17 the relative number of
acoustic emissions from this diabase for three different bonds
between transducer and sample: a liquid bond, Duco cement,
and an epoxy. The number of emissions has been normallized to
1 kb values so that the relative number of emissions from each
sample can be compared. We could not obtain qualitative com-
parison between the three samples because the transfer functions
between acoustical and electrical signals is not known for the
three bonds. Or in other words, the signal from the same event,
passing through the three bonds, would be assigned to a diffe-
rent channel in each case.
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In Figure 17, two peaks in the number of emissions for
each sample are prominent. The first peak occurs at low con-
fining pressure, about 300 bars. This peak could be due pos-
sibly to crack closure. But because there are few cracks in
the virgin Frederick diabase, this explanation probably does
not apply. A second peak occurs at 2.2 kb. This peak is sig-
nificantly above the noise level and it occurs for all bonds.
We propose that this peak, and the low pressure peak, are due
to cracking caused by elastic mismatch across grain boundaries.
Other probable peaks occur at 1.3, 2.9, and 3.8 kb. All of
these peaks may be attributed to the same mechanism. Perhaps
the several peaks, rather than any one peak, are caused by se-
veral different grain boundary strengths. On subsequent cycles
after an initial pressure run, the peaks are not observed.
The cracking produced in laboratory samples by hydrostatic
pressure must be minor in extent because the elastic properties
(Birch, 1960; Simmons, 1964; and Brace, 1965) are not notica-
bly altered after cycling to 10 kb confining pressure. Our
compressional and shear velocity measurements of the Frederick
diabase show no velocity decrease after cycling to 5 kb.
However, these measurements only have a precision of about
1/2%, so we may not be able to measure effects on velocities
due to the small amount of cracking in the Frederick diabase.
Therefore because of the results obtained by Simmons et al.
(1973) and the impressive peak in emissions at 2.2 kb, we
infer that cracking does occur in the Frederick diabase with
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applicatic.n of hydrostatic confining pressure.
2.6 Acoustic Emission from Limestones
In Figure 18 we show the number of events as a function
of confining pressure in the Bedford and Solenhofen limestones.
Some impressive large peaks and a few smaller peaks occur in
the number of emissions; these peaks are superimposed on a
continuous level of emissions occurring at all pressures. We
propose the following mechanisms to explain this behaviour.
(1) The low pressure peak in the Bedford limestone is
due to crack closure. Because the Solenhofen limestone
contains few, if any, cracks (Brace, 1965), it does not
have an emission peak at low pressure.
(2) The activity near 2-3 kb in the Bedford limestone
is due to pore collapse. This interpretation is in
agreement with the observed anomalous behaviour in ve-
locity and electrical resistivity. Solenhofen limestone
has no similar anomalous behaviour in velocity (Nur and
Simmons, 1969) or resistivity (Brace, 1965) at pressure
less than 4 kb, and therefore probably has no similar
peak due to pore collapse.
(3) Stress-induced twinning in calcite could produce
acoustic emission. Twinning could occur at all pressu-
res and account for the continuous background level of
emissions.
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(4) The calcite I - calcite II phase transition occurs
in single crystal calcite at 15.5 kb (Wang, 1966). A
distinct minimum in velocity occurs at the pressure of
the transition. In limestones, concentrations of stress
cause the transition to occur locally at lower pressu-
re. The occurence of the transition causes velocities
to decrease at hydrostatic pressure significantly below
15.5 kb. For instance, in Solenhofen limestone, veloci-
ty starts to decrease near 5 kb (Wang, 1966). Other
phase transitions also occur in calcite (calcite -
aragonite at 5.5 kb and calcite II - calcite III at 18 kb).
We propose that the localized occurrence of one or more
phase transitions could account for all or part of the
continuous level of emissions at all pressures in lime-
stones.
(5) Crack production, as predicted by Simmons et al.
(1973) could account for localized peaks in emission in
limestones.
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THERMALLY INDUCED ACOUSTIC EMISSION
1.0 Introduction
Stresses produced by thermal gradients, differing ther-
mal expansions of several minerals, or anisotropic expansion
of one or more minerals can crack rocks. For instance, ther-
mally induced microseismic activity on the moon (Duennebier
and Sutton, 1972) and thermally induced earthquakes in volca-
nic regions (Suzuki, 1959) indicate that thermal energy does
crack rocks on planetary surfaces. Large thermal gradients
and temperature fluctuations on the lunar surface may crack
lunar rocks. Thermal shocks applied to surrounding rocks when
hot breccias or lavas are laid on the lunar surface can also
crack rocks. In an effort to better understand thermally in-
duced microfracturing processes, we have developed equipment
capable of monitoring acoustic emissions at high temperature.
Ide (1937) and Todd et al. (1972) previously found that
progressive cycling to higher temperatures induced permanent
decreases in the compressional velocity of rocks. The decrea-
se in compressional velocity is caused by the expulsion of
water from cracks existing in the rock, and by the formation
of new cracks. New cracks are formed when stress - produced
across grain boundaries or within grains by differing thermal
expansions of mineral pairs, by large anisotropy in thermal
expansion of single minerals, or by thermal gradients -
are sufficiently large. In this section we will
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use acoustic emission techniques to investigate the effect of
thermal gradients and thermal property mismatch across grain
boundaries on cracking Westerly granite over the temperature
range 25 to 300 0C.
Acoustic emission produced by thermal gradients has
previously been studied by Warren and Latham (1970). They
found that thermal gradients of tens of *C/minute were capa-
ble of cracking rocks. The number of emissions increases with
thermal gradient. They also found that the b values of the
frequency magnitude relation were similar to those of volca-
nic type earthquakes, and concluded that earthquakes near vol-
canic regions may be thermally induced.
One practical application for thermal cracking is the
'burning' process used in quarries (Skehan et al., 1964). A
burner, using a combination of fuel oil and oxygen, cuts chan-
nels through rocks on two sides, in order to facilitate wire
sawing in situ. The burning process takes advantage of the
large thermal expansions of the minerals at the point where
the heat is applied. The theory of thermal fracturing is well
developed (Benham and Hoyle, 1964, and Nowacki, 1962).
1.1 Equipment
Until recently, high temperature acoustic emission work
was limited by the lack of transducers and bonds capable of
maintaining their desired properties at high temperature. Now
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there are transducers capable of working in excess of 1000*C,
but we still lack good high temperature bonds.
Industry has recently produced lithium niobate trans-
ducers in large quantities. Lithium niobate transducers are
ideal for high temperature work because they maintain a high
electric-acoustic transfer coefficient up to temperatures
close to their Curie temperature (approximately 1200*C). The
crystals can be repeatedly used to temperatures greater than
1000 0C.
Common bonds (epoxies, various glues, etc.) generally
do not hold past temperatures of 100-200*C, and most high tem-
perature bonds (e.g. Al203 bonds) are far too noisy for acous-
ticemission work. We have therefore searched for a bond
which both holds to high temperature and does not produce ex-
traneous acoustic emission. We have had some success using a
high temperature epoxy (Trabond 2215) to temperatures in excess
of 300*C. This epoxy maintains its full bonding properties to
300 0C. However, more important for our purposes, it requires
a high temperature cure of several hours; and its shelf life
at room temperature is at least a week. We have found that
we can run experiments for over 2 hours at 300 0C and maintain
throughout a liquid viscous bond. The bond readily passes
acoustic signals but creates no acoustic emission itself. By
using the bond while it is still liquid, we do not introduce
any cracks due to mismatch of thermal properties across bonds.
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We show our sample assembly in Figure 19. The trans-
ducer assemblies are bonded to both ends of the sample with
Trabond 2215, and the sample is held in place with a push
rod and spring loader. The spring, located outside the oven,
takes up any expansion in the rock when it is heated. Elec-
trical leads for the transducers and thermocouple pass through
a grounded shield. The oven is a Model 54233 Linberg Heavi-
duty system.
All electronics used to monitor acoustic emissions,
once the signals leave the oven, are identical to those used
in our other studies of acoustic emission. For thermal
gradient-induced acoustic emission tests, we used the inte-
grating shaping circuit. The magnitudes of thermally-induced
emissions are smaller than those of stress-induced emission
but larger than hydrostatic pressure-induced emissions.
2.0 Effect of Thermal Gradient
The effect of thermal gradients on acoustic emissions
is illustrated in Figure 20 for Westerly granite. We show the
accumulated number of events as a function of increasing and
decreasing temperature for a temperature gradient of 8*C/minu-
te. The gradient was maintained constant from room temperatu-
re to slightly above 300 0 C. The emission rate remained cons-
tant throughout the entire temperature range, i.e., the same
number of events occur between 250*C and 300 0C as occurred
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between 500C and 100*C. The relative number of events at high
and low energy appeared to remain constant over the 300 0C ran-
ge. Very few events occur with decreasing temperature. If a
sample is recycled to the same maximum temperature, again very
few events occur.
From these data we infer that thermal cycling to 300*C
at large gradients does crack rocks, or cause readjustments
capable of being heard with our acoustic emission system.
Events occur only with increasing temperature and most events
occur on the first cycle.
2.1 Frequency Magnitude Relation
For many years, seismologists have found that the magni-
tude (M) and number (N) of earthquakes in a given region of
the earth can be approximated by the relation
Log (-N) = a + bM
where a and b are constants, characteristic of the parti-
cular region. The value of b, in particular, appears to be
representative of the type of event (Warren and Latham, 1970,
and Scholz, 1967). Warren and Latham (1970) found that the
value of b for thermal gradient induced acoustic emission
is near that of some earthquakes occurring in volcanic regions.
In Figure 21 we show the number of events as a function
of peak amplitude (or in our case, channel number) for stress
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induced cracks in Westerly granite. The gradient equals 8*C/
minute. Previously reported values of b for stress induced
events are near 1.0 (Scholz, 1967) and for thermal gradient
induced cracks are near 2.0 (Warren and Latham, 1970). Our
value for b for stress induced cracks is about 1.2 (in agree-
ment with Scholz), but (in disagreement with Warren and Latham)
our value of b for thermal gradient induced acoustic emis-
sion is also 1.2. A value of 1.2 is the lowest value found
for Perlite samples by Warren and Latham.
Our preliminary results also indicate that the value of
b is neither a function of the gradient (i.e. the b value
for a gradient of 8*C/minute is equal to that for a gradient
of 5*C/minute) nor a function of temperature up to 300*C (i.e.
the b value for emissions at 50*C is equal to that at 300*C).
2.2 Acoustic Emissions for Different Thermal Gradients
In Figure 22 we show the number of emissions as a func-
tion of temperature for three cycles to 300*C at gradients of
2, 5, and 8WC/minute. For a gradient of 8WC/minute, many
events occur. The occurrence of many events implies cracking
or at least 'noisy' readjustment inside the rock. For a gra-
dient of 2*C/minute, few, if any, events occur. Apparently
3-4WC/minute is the temperature gradient at which major cracking
or some sort of local adjustment begins to occur in the Wester-
ly granite.
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We have chosen to interpret our data in terms of tempera-
ture gradients with respect to time. We found that rocks crac-
ked significantly with gradients greater than 3-4 0 C/min. The
more important parameter for interpretting the effects of ther-
mal gradients in rocks in situ is the gradient with respect to
distance (3T/3x). Assuming a specific heat for Westerly grani-
te of about 1.2 Joules/(g*C), and using values for density
(2.66 g/cc) and thermal conductivity [about 7 mcal/(cm sec*C)]
from Horai and Baldridge (1972), we found that most cracking
occurs when aT/3x is greater than about 70C/cm. But Westerly
granite is a quartz-rich rock. Both the size and anisotropy in
thermal expansion of quartz are large relative to other minerals.
We therefore expect that rocks not containing quartz would not
significantly crack until aT/3x is greater than 10 - 20*C/cm.
2.3 Effect of Differing Thermal Expansions on Cracking Rocks
Few events occur to temperatures of 300 0C if gradients are
small enough. We therefore infer that differing thermal expan-
sions or anisotropy in the thermal expansion of the minerals in
Westerly granite do not create stresses large enough to crack
significantly the granite at temperatures below 300 0 C. We ex-
pect that rocks not containing quartz would not show large num-
bers of acoustic emission until temperatures of 500 - 600 0 C.
We drew similar conclusions from our thermal expansion data in
Chapter 4.
293
3.0 Lunar Application
Our data indicate that stresses produced by differing
thermal expansions of minerals in the Westerly granite are
insufficient to produce major cracking at temperature be-
low 300*C if thermal gradients are low. From this obser-
vation we infer that the thermal stresses caused by differing
expansions of minerals in lunar rocks are probably insuffi-
cient to crack lunar rocks at lunar temperatures. Our data
also indicate that gradients of less than 10 - 20*C/cm are
insufficient to crack rocks. From this observation we infer
that maximum temperature gradients between lunar day and night
(about 20*C/c) are sufficient to crack lunar rocks in the top
few mm of the moon.
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ACOUSTIC EMISSION IN SITU
Acoustic emissions in rocks in situ have been studied
by Obert (1939, 1940, 1941), Obert and Duvall (1942, 1945a,
1945b), Cadman et al. (1967),Hardy (1972), and others. Exten-
sive field work has been done in the attempt to predict rock
failure using acoustic emission techniques. Seismologists
have had some success in predicting earthquakes using fore-
shocks. Others have had success in predicting rock bursts
in mines and landslides on unstable slopes using acoustic
emission techniques (Obert and Duvall, 1942). At present an
attempt is being made to locate events in gas storage reser-
voirs using acoustic emissions (Hardy, 1972). Compressional
and shear velocities and the amplitudes of these arrivals for
waves generated by foreshocks are being used for the purpose
of monitoring stress build-up, predicting earthquakes, and
studying earthquake mechanisms [see discussion by Nur (1972),
Aggarwal et al.(1973), and other related work in Chapter 5].
The eventual aim of all these studies is to determine source
locations, source mechanisms, in situ stress accumulation,
and other source parameters which can be used to determine
the stability of rocks in situ and predict the failure of these
rocks.
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Table 1. Sample Descriptions
Modal Analysis (% volume)
plag aug ol qtz feld biot cal px musc op other
Frederick
diabase
Fairfax
diabase
Westerly
granite
Ries
granite
3.01
3.00
2.60
936 2.57
45.0 48.1 1.0
45.0 45.0
29.9
30.9
1.8 3.0 1.8
28.3 35.0 3.1
23.2 28.2 10.2
4.2
3.3 0.2
2.5 0.7 0.5
7.1 0.4
Solenhofen
limestone
*
Bedford
limestone
Lunar
basalt 12002 3.30
* from Brace and Orange
17.7 10.8 58.9 7.7 4.9
(1968)
(plag=plagioclase, aug=augite, ol= olivine, qtz=quartz, feld=feldspar, biot=biotite, cal=
calcite, px=pyroxene, musc=muscovite, op=opaques) -
Sample Density
(g/cc)
2.54
2.62
99
99
Tab le 1. Sample Descriptions
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Table 2.
Sample
Fairfax Diabase
Westerly Granite
Ries Granite 936
Lunar Basalt 12002
Number of events
cc
6
197
138
3500
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Figure 1. Acoustic emissions electronics equipment.
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Figure 2. General form of the acoustic emission waveform
showing four typical emissions and a constant background
noise level.
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Figure 3. Photograph of two typical acoustic emissions.
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Figure 4. Schematic of equipment used for acoustic emission
measurement.
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Figure 5. Arrangement of sample, platens, and transducers
for the measurement of velocity of elastic waves parallel to
the axis of the cylinder.
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Figure 6. Arrangement of sample, platens, and transducers
for the measurement of velocity of elastic waves normal to
the axis of the cylinder.
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Figure 7. Uniaxial stress assembly.
310
04e
N
/-
A
8 -,
10
0 25 50 75 100
% OF FRACTURE STRENGTH
Figure 8. Number of acoustic emission events per 200 bar
stress increment (N) as a function of stress in Westerly
granite with (curve A) and without (curve B) using copper
end caps. The fracture strength of Westerly granite is about
2.3 kb.
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Figure 9. Velocity of compressional waves normal to stress axis
as a function of stress in the Westerly granite, cycled to
increasingly higher stress levels. The solid circles repre-
sent increasing stress values, the crosses decreasing stress
values. The room pressure velocity value (V0 ) is 4.38 km/,sec.
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Figure 10. Number of acoustic emission events per 200 bar
stress increment (N) as a function of stress in Westerly
granite, cycled to increasingly higher stress levels. Only
data for increasing-stress are shown.
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Figure 11. Number'of acoustic emission events per 200 bar
stress increment (N) as a function of stress in Westerly
granite, cycled to increasingly higher stress levels. Only
data for decreasing stress are shown.
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RELATIVE MAGNITUDE
Figure 12. Frequency of occurrence of events (N) as a
function of the magnitude (or energy) of events for events
occurring close to fracture (2.3 kb) in Westerly granite.
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Figure 13. Compressional velocity (open circles) and the
number of acoustic emission events per cc per 100 bar pressure
increment (N) for increasing and decreasing hydrostatic
confining pressure in Westerly granite.
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Figure 14. The accumulative number of acoustic emissions per
100 bar pressure increment (N) as a function of increasing
confining pressure for three cycles of Westerly granite.
Curve A is the initial run on a virgin sample, curve B is
the run repeated immediately, and curve C is the run for
two days later.
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Figure 15. The accumulative number of events (N), normalized
to the total number of events recorded from 0 to 4 kb, as a
function of confining pressure in Fairfax diabase (FAD),
Westerly granite (WG), Ries granite 936 (RG), and lunar
basalt 12002.
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Figure 16. Compressional velocity (from Nur and Simmons,
1969) and the number of acoustic emissions per cc per 100
bar pressure increment (N) in Bedford limestone as a function
of confining pressure.
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Figure 17. The number of events per 200 bar pressure increment
(N) in Frederick diabase as a function of confining pressure,
using bonds between sample and transducer of soldering flux
(solid circles), Duco cement (crosses), and epoxy (open
circles).
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Figure 18. Number of acoustic emission events per cc per 100
bar pressure increment (N) as a function of increasing
confining pressure in the Bedford and Solenhofen limestones.
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Figure 19. High temperature acoustic emission assembly.
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Figure 20. Accumulative number of acoustic emission events
(N) as a function of increasing and decreasing temperature
in Westerly granite with gradient equal to 8 *C/minute.
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Figure 21. Frequency of emission (N) versus magnitude (or
energy) of event in Westerly granite for events occurring
close to fracture.(2.3 kb, crosses) and for events occurring
over the 25-300 *C temperature range (gradient = 8 *C/min,
open circles).
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Figure 22. Accumulative number of acoustic emission events
(N) as a function of increasing temperature in Westerly
granite with gradients of 2, 5, and 8 *C/min.
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