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Abstract
For general initial data we prove the global existence and weak stability of weak solutions of the Boltz-
mann equation for Fermi–Dirac particles in a periodic box for very soft potentials (−5 < γ −3) with a
weak angular cutoff. In particular the Coulomb interaction (γ = −3) with the weak angular cutoff is in-
cluded. The conservation of energy and moment estimates are also proven under a further angular cutoff.
The proof is based on the entropy inequality, velocity averaging compactness of weak solutions, and various
continuity properties of general Boltzmann collision integral operators.
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1. Introduction and main results
When quantum effects should be taken into account, the classical Boltzmann equation [11]
should be modified. For a weakly interacting system of one species Fermi–Dirac particles, a
well-known modification is
∂tf + v · ∇xf
=
∫
R3×S2
B(v − v∗, σ )
{
f ′f ′∗(1 − f )(1 − f∗)− ff∗(1 − f ′)(1 − f ′∗)
}
dσ dv∗ (BFD)
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1706 X. Lu / J. Differential Equations 245 (2008) 1705–1761where  = const.h¯3 > 0, h¯ is the Planck constant (times 12π ). The solution f is the velocity
distribution density of particles at time t ∈ R0, position x ∈ Ω ⊂ R3 with velocity v ∈ R3, and
f∗, f ′, f ′∗ stand for the same function f with different velocity variables v∗, v′, v′∗, respectively,
i.e.,
f = f (t, x, v), f∗ = f (t, x, v∗), f ′ = f (t, x, v′), f ′∗ = f (t, x, v′∗)
where v, v∗ and v′, v′∗ are velocities of two particles before and after their collision, respectively.
In Eq. (BFD), by replacing “−” with “+” gives the equation for Bose–Einstein particles. The
classical Boltzmann equation corresponds to  = 0. In many articles, Eq. (BFD) (and that for
Bose–Einstein particles) is also called Uehling–Uhlenbeck equation. Physical derivations of the
quantum Boltzmann equation can be found in Nordheim [27], Uehling and Uhlenbeck [29],
Chapman and Cowling [13, Chapter 17], and Balescu [4, Chapter 18]. See also Spohn [28]
for further discussions and comments. Recent progress on the derivation (in certain level) of
Eq. (BFD) are referred to for instance Erdös, Salmhofer and Yau [16] and Benedetto, Pulvirenti,
Castella and Esposito [5] (see also [6] for a short review).
In this paper we study Eq. (BFD) itself. We shall prove the global existence of weak solutions
of Eq. (BFD) in a space-periodic box Ω = T3 for very soft potentials with a very weak angular
cutoff. Let us first introduce notations, assumptions and some previous results. After normalizing
the parameter , Eq. (BFD) is equivalently written (for convenience we use the same notation
B(v − v∗, σ ))
∂tf + v · ∇xf =QB(f ), (t, x, v) ∈ R0 × T3 × R3, (1.1)
QB(f ) :=
∫
R3×S2
B(v − v∗, σ )ΠF(f ) dσ dv∗, (1.2)
ΠF(f ) := f ′f ′∗(1 − f )(1 − f∗)− ff∗(1 − f ′)(1 − f ′∗) (1.3)
with the initial and spacial periodic conditions:
f |t=0 = f0, T3 =
3∏
i=1
[−Ti/2, Ti/2], 0 < Ti <+∞, i = 1,2,3; (1.4)
f0, f are periodic in x = (x1, x2, x3) with the period T = (T1, T2, T3) and satisfy the L∞-bounds
(due to the Pauli’s exclusion principle):
0 f0(x, v) 1, 0 f (t, x, v) 1, (x, v) ∈
(
R3
)2
, t ∈ R0. (1.5)
The collision between particles is assumed to be elastic, i.e., it conserves the momentum and
kinetic energy:
v′ + v′∗ = v + v∗, |v′|2 + |v′∗|2 = |v|2 + |v∗|2 (1.6)
which can be solved as the following σ -representation:
v′ = v + v∗ + |v − v∗|σ, v′∗ =
v + v∗ − |v − v∗|σ, σ ∈ S2. (1.7)2 2 2 2
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v′ = v − ((v − v∗) ·ω)ω, v′∗ = v∗ + ((v − v∗) ·ω)ω, ω ∈ S2. (1.8)
In this paper we assume that the interaction potential of particles is spherically symmetric. In this
case the collision kernel B(z,σ ), or the scattering cross section B(z,σ )/|z|, is a Borel function
of |z| and z|z| · σ only (see [5,13]):
B(z,σ ) := B(|z|, cos θ), σ ∈ S2,
cos θ = n · σ, θ ∈ [0,π], n = z/|z|, z = v − v∗.
As usual we assume that B is nonnegative. Under the ω-representation (1.8), the collision kernel
takes the form
B˜(z,ω) := B˜(|z|, |n ·ω|), ω ∈ S2.
The relation between B(z,σ ) and B˜(z,ω) is given by
B(z,σ ) = B˜(z,ω)
2|n ·ω| , σ = n − 2(n ·ω)ω (1.9)
(see e.g. Ref. [31, Chapter 1] or [25]). Since the integrand (1.3) is symmetric with respect to σ ,
one may replace B(z,σ ) with its symmetric form:
Bsym(z, σ )= 12
{
B(z,σ )+B(z,−σ)}. (1.10)
Although the abstract form of a collision kernel B looks the same as the classical ones [12],
they are in fact very different in structures. An important example is the Coulomb scattering
model, for which the interaction potential is the Coulomb potential φ(r) = const. 1
r
(const. > 0).
As is well known that in the classical case the collision kernel B for the Coulomb potential is
given by the Rutherford formula (i.e. γ = −3):
B(z,σ ) = const. 1|z|3 sin4 θ2
. (1.11)
In the symmetric form (1.10), the Rutherford formula becomes
Bsym(z, σ )= const.2 − sin
2 θ
|z|3 sin4 θ . (1.12)
As pointed out by Bohm [7, pp. 579, 555] that the Rutherford formula “has the unique property
that the exact classical theory, the exact quantum theory, and the Born approximation in the
quantum theory all yield the same scattering cross sections.” But “This result is true of no other
law of force.” While even for this Coulomb potential, the quantum scattering theory shows that
if the exchange effect of identical particles and the average of all possible spin states are both
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following form:
B(z,σ ) = const.4 − sin
2 θ{2 + cos( a|z| log(tan2 θ2 ))}
|z|3 sin4 θ (1.13)
(see Mott and Massey [26, pp. 301–302, Θ = θ/2], Landau and Lifshitz [19, p. 425], Bohm
[7, p. 581]) where a = const./h¯ > 0. In comparison with (1.12) we see that the new term in
(1.13) is truly a quantum effect since the Planck constant comes into play through the oscillator
cos( a|z| log(tan
2 θ
2 )). When connecting the Boltzmann equation, it was proved in [5] that in the
weak-coupling regime the form of the quantum collision kernel for Fermi–Dirac particles is given
by the formula (in σ -representation)
B(v − v∗, σ )= |v − v∗|
[
φˆ(v − v′)− φˆ(v − v′∗)
]2 (1.14)
which is exactly computable in terms of the Fourier transform φˆ of the interacting potential
φ which is assumed to be real and even. In particular if φ(z) = φ(|z|) is real and spherical
symmetric, then (1.14) is written (in σ -representation)
B(z,σ ) = |z|[φ˜(|z| cos(θ/2))− φ˜(|z| sin(θ/2))]2 (1.15)
where φ˜(r) = φˆ(ξ)||ξ |=r . It should be noted that this form (1.14) or (1.15) of B appears auto-
matically in the derivation of Eq. (BFD) as shown in [5] (see also [16]), which is in some sense
different from some “old” treatments where the scattering cross section were treated separately.
In the mathematical study of Eq. (BFD), the global existence of solutions in mild or distri-
butional sense for the whole space Ω = R3x have been proven by Dolbeault [15] and Lions [21]
under globally integrable or certain locally integrable assumptions on the collision kernel, and
Dolbeault [15] also proved that the solution of Eq. (BFD) converges to the solution of classical
Boltzmann equation as  → 0. Alexandre [1] then extended these existence results to H -solutions
(a kind of weak solutions satisfying the entropy inequality, see also [30]) for the following type
of kernel (with ω-representation):
B˜(v − v∗,ω)= const. |v
′ − v∗|(3+γ )/2
|v′ − v|(3−γ )/2 , −3 < γ < 1. (1.16)
If one uses the relation (1.9) and the symmetric form (1.10), then (1.16) becomes
Bsym(z, σ ) = const.|z|γ 2 − sin
2 θ
(sin θ)(5−γ )/2
, −3 < γ < 1. (1.17)
From Alexandre’s proof we see that the equality “=” in (1.16) can be relaxed to inequalities in
which the kernel B is bounded from above and below by the same kind of functions (1.16) so
that, in view of (1.17), B maybe covers some quantum collision kernels with or without cutoff.
It should be no problem that the above existence results of solutions can also be proven to hold
for the spatially periodic solutions by extending the velocity averaging compactness lemma for
the whole space to that for the space periodic box. For the spatially homogeneous solutions
(i.e. solutions that are independent of x), some basic results on equilibrium states and long-time
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cutoff assumptions on B .
The present paper is a continuation of our previous work [25] where we proved the L1
compactness of velocity averages of weak solutions of Eqs. (1.1)–(1.5) for very soft collision
kernels B which satisfy the following assumptions of angular cutoff:∫
S2
B(z,σ ) sin2 θ dσ A0|z|γ (−5 < γ −3), (A1)
∫
S2
B
(
z
λ(θ)
, σ
)
sin2 θ dσ A0|z|γ (−5 < γ −3) (A2)
where 0 <A0 <∞ is a constant and
λ(θ)= max{cos(θ/2), sin(θ/2)}, θ = arccos(n · σ). (1.18)
Actually the cutoff assumption used in [25] is the following
B(z,σ ) b(cos θ)|z|γ ,
π∫
0
b(cos θ) sin3 θ dθ <∞ (−5 < γ −3) (1.19)
which is a special case of (A1)–(A2). We shall show in Section 2 that, at least for the collision
kernel of the quantum version (1.15), the assumptions (A1)–(A2) are really weaker than (1.19).
Since the assumptions (A1)–(A2) are given by inequalities, the Coulomb scattering models
(1.11)–(1.13) with the angular cutoff (A1) (hence (A2)) are included. Note that (A1) preserves the
“main part” of the angular singularity of the Coulomb scattering model because the divergence
of
∫ π−δ
δ
1
sin θ dθ  π log(
π
2δ ) (as δ → 0+) is so slowly that it is not very sensitive to the actual
value of δ (see Bohm [7, p. 521]). By the way, it is a hard problem to establish a weak form of
Eqs. (1.1)–(1.5) that can cover (1.11) without angular cutoff.
Following the formulations of [3,17,18,30], and in particular using the entropy control
(see [30]), we have introduced in [25] a weak form of Eqs. (1.1)–(1.5) for the kernel B satis-
fying (A1)–(A2). See definition below. The test function space for defining weak solutions is
chosen C1
b,T(R0 × (R3)2):
ϕ ∈ C1b,T
(
R0 ×
(
R3
)2) ⇔ ϕ ∈ C1T(R0 × (R3)2)
and
‖ϕ‖1,∞ := sup
(t,x,v)∈R0×T3×R3
(|ϕ| + |∂tϕ| + |∇xϕ| + |∇vϕ|)(t, x, v) <+∞
where ϕ ∈ C1T(R0 × (R3)2) ⇔ ϕ ∈ C1(R0 × (R3)2) and x → ϕ(t, x, v) is periodic with the
period T = (T1, T2, T3).
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by
L1s
(
T3 × R3)= {f ∣∣∣ ‖f ‖L1s = ∫
T3×R3
∣∣f (x, v)∣∣(1 + |v|2)s/2 dv dx <+∞}.
Definition of weak solutions. Suppose a collision kernel B satisfy (A1). Let f0(x, v), f (t, x, v)
be measurable functions on R3 × R3 and R0 × R3 × R3, respectively. We say that f is a weak
solution to Eqs. (1.1)–(1.5) with the initial datum f0 if
(i) f0, f satisfy (1.4)–(1.5), f |t=0 = f0, and for any t  0, (x, v) → f (t, x, v) belongs to
L12(T
3 × R3) and supt0 ‖f (t)‖L12 <+∞;
(ii) for any ϕ ∈ C1
b,T(R0 × (R3)2) and for any 0 < T <+∞,
T∫
0
dt
∫
T3×(R3)2×S2
B(v − v∗, σ )
∣∣ΠF(f )∣∣|ϕ|dσ dv∗ dv dx <+∞, (1.20)
and (f,ϕ) satisfies the following equation∫
T3×R3
f (t, x, v)ϕ(t, x, v) dv dx
=
∫
T3×R3
f0(x, v)ϕ(0, x, v) dv dx +
t∫
0
dτ
∫
T3×R3
f (∂τ ϕ + v · ∇xϕ)dv dx
+ 1
4
t∫
0
dτ
∫
T3×R3
QB(f |ϕ)dv dx ∀t  0, (1.21)
where
ϕ = ϕ(t, x, v)+ ϕ(t, x, v∗)− ϕ(t, x, v′)− ϕ(t, x, v′∗),
QB(f |ϕ)(t, x, v)=
∫
R3×S2
B(v − v∗, σ )ΠF(f )ϕ dσ dv∗.
Note that the polynomials P(v) = c0 + c1 · v + c2|v|2 (c2 = 0) do not belong to C1b,T. This
is because the angular cutoff (A1) is very weak. If all P could be chosen as test functions, then,
since P = 0 by (1.6), every weak solution f would be a conservative solution, i.e. f conserves
the mass, momentum and energy:
∫
3 3
f (t, x, v)
( 1
v
|v|2
)
dv dx =
∫
3 3
f0(x, v)
( 1
v
|v|2
)
dv dx ∀t  0.T ×R T ×R
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solutions (see [25] or Theorem 3 below).
In the study of the Boltzmann equation, the Boltzmann H -theorem is particularly impor-
tant for dealing with very soft potentials (see e.g. [30] and [25]). Recall that the Boltzmann
H -functional (entropy) for the Fermi–Dirac model is given by
S(f )=
∫
T3×R3
(−(1 − f ) log(1 − f )− f logf )dv dx
for f ∈ L12(T3 × R3) satisfying 0 f  1 on T3 × R3. Since 0 f  1 implies
0−(1 − f ) log(1 − f )− f logf  f (1 + |v|2)+ e−|v|2/2, v ∈ R3, (1.22)
the entropy S(f ) is always finite:
0 S(f ) ‖f ‖L12 + (2π)
3/2∣∣T3∣∣ (1.23)
where |T3| = T1T2T3 is the volume of T3. As in the classical case, a formal derivation using the
formula (2.7) below shows that a solution f (t) = f (t, ·, ·) of Eqs. (1.1)–(1.5) with initial datum
f |t=0 = f0 satisfies the entropy identity:
t∫
0
dτ
∫
T3
DB(f )(τ, x) dx = S
(
f (t)
)− S(f0), t  0, (1.24)
where
DB(f )= 14
∫
(R3)2×S2
B(v − v∗, σ )Γ (f )dσ dv dv∗,
Γ (f )= (Π(+)F (f )−Π(−)F (f )) log(Π(+)F (f )
Π
(−)
F (f )
)
,
Π
(+)
F (f )= f ′f ′∗(1 − f )(1 − f∗), Π(−)F (f )= ff∗(1 − f ′)(1 − f ′∗), (1.25)
and
(a − b) log
(
a
b
)
=
{+∞ if a > 0 = b or a = 0 < b,
0 if a = b = 0.
Rigorous proof of the entropy identity (1.24) is very difficult for general kernels satisfying
(A1)–(A2). For strong cutoff kernels, the entropy identity (1.24) can be proven to hold for all
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equality
t∫
0
dτ
∫
T3
DB(f )(τ, x) dx  S
(
f (t)
)− S(f0), t  0. (1.26)
This inequality together with some convergence properties enable us to prove the global existence
of weak solutions by taking weak limit for approximate solutions. Such weak solutions (as limits
of approximate solutions) satisfy at least an entropy inequality which is similar to (1.26) (see
(1.34)) where the entropy dissipation DB(f ) is replaced by
DB(f,q)= 14
∫
(R3)2×S2
B(v − v∗, σ )ΠF(f ) log
(
f ′f ′∗(1 − f − f∗)+ q
ff∗(1 − f ′ − f ′∗)+ q
)
dσ dv dv∗ (1.27)
where q = q(t, x, v, v∗, v′, v′∗) and q(t, x, v, v∗,w,w∗) is measurable on R0 ×Ω × (R3)4 sat-
isfying for almost every (t, x, v, v∗, σ ) ∈ R0 ×Ω × (R3)2 × S2
q(t, x, v∗, v, v′, v′∗)= q(t, x, v, v∗, v′, v′∗)= q(t, x, v′, v′∗, v, v∗)= q(t, x, v′, v′∗, v∗, v), (1.28)
0 q  1, 0 ff∗(1 − f ′ − f ′∗)+ q  ff∗, 0 f ′f ′∗(1 − f − f∗)+ q  f ′f ′∗. (1.29)
Entropy inequalities are very useful to study the convergence to equilibrium (see for instance
[17] and [23] for the spatially homogeneous solutions).
Velocity averaging compactness. The velocity averages of a function f ∈ L1 is defined as fol-
lows: For any Ψ ∈ L∞([0, T ] × T3 × R3),
〈fΨ 〉(t, x) :=
∫
R3
f (t, x, v)Ψ (t, x, v) dv. (1.30)
Theorem (Averaging compactness). Let B,Bn be collision kernels with B satisfying (A1)–(A2)
and 0  Bn  B (n = 1,2, . . .). Let f n be conservative weak solutions of Eqs. (1.1)–(1.5)
with the kernels Bn and the initial data f n|t=0 = f n0 satisfying supn1 ‖f n0 ‖L12 < +∞. Assume
that f n satisfy the entropy inequality (1.26) (corresponding to Bn). Then for any T ∈ (0,+∞)
and any Ψ ∈ L∞([0, T ] × T3 × R3), the set {〈f nΨ 〉 | n = 1,2,3, . . .} is relatively compact in
L1([0, T ] × T3).
As mentioned above, this result was proven in [25] for B satisfying (1.19). We shall show in
Section 2 that it still holds true for B satisfying assumptions (A1)–(A2). As is well known the
compactness of velocity averages of (approximate) solutions is one of main tools for proving
the stability and the existence of solutions of spatially inhomogeneous kinetic equations (see e.g.
Refs. [2,10,14] and references therein).
Main results. Our main results of the paper are the following Theorems 1–3:
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and Bn(z,σ )→ B(z,σ ) (n → ∞) for almost every (z, σ ) ∈ R3 × S2. Let f n0 , f0 ∈ L12(T3 × R3)
be initial data satisfying the conditions in Eqs. (1.4)–(1.5) and limn→∞ ‖f n0 − f0‖L12 = 0. Let
f n (n = 1,2,3, . . .) be conservative weak solutions of Eqs. (1.1)–(1.5) with the kernels Bn and
the initial data f n|t=0 = f n0 , and suppose that f n satisfy the entropy inequality (1.26) with
respect to the kernels Bn. Then there exist a subsequence of {f n}, still denote it as {f n}, a weak
solution f of Eqs. (1.1)–(1.5) with the kernel B and ft=0 = f0, and a measurable function q
which satisfies (1.28)–(1.29) with f , such that
(I)
f n(t)⇀ f (t) (n→ ∞) weakly in L1(T3 × R3) ∀t  0, (1.31)〈
f nΨ
〉→ 〈fΨ 〉 (n → ∞) in L1([0, T ] × T3) ∀0 < T <+∞, (1.32)
for all Ψ ∈ L∞([0, T ] × T3 × R3).
(II) f conserves the mass, momentum, and satisfies the energy inequality:
∫
T3×R3
f (t, x, v)|v|2 dv dx 
∫
T3×R3
f0(x, v)|v|2 dv dx, t  0, (1.33)
the entropy inequality:
t∫
0
dτ
∫
T3
DB(f,q)(τ, x) dx  S
(
f (t)
)− S(f0) ∀t  0, (1.34)
and the entropy control:
1
2p
T∫
t
∫
T3×(R3)2×S2
B
(|v − v∗| sin θ)2−p∣∣ΠF(f )∣∣p dμ

(
25πA0
5 − |γ | (T − t)‖f0‖L12
)(2−p)/2[
S
(
f (T )
)− S(f0)]p/2 ∀1 p  2, (1.35)
for all 0  t < T < ∞. Here DB(f,q) is defined by (1.27), A0 is the constant in assumptions
(A1)–(A2).
Theorem 2 (Existence). Let f0 ∈ L12(T3 × R3) satisfy the conditions in Eqs. (1.4)–(1.5). Then
Eqs. (1.1)–(1.5) with the assumptions (A1)–(A2) on B has always a weak solution f with
f |t=0 = f0, and f conserves the mass and momentum, and satisfies the inequalities (1.33)–
(1.35).
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off : ∫
S2
(
B(z,σ )+B
(
z
λ(θ)
, σ
))
sin θ dσ A0|z|γ (−5 < γ −3). (B)
Then every weak solution f of Eqs. (1.1)–(1.5) conserves mass, momentum and energy. Moreover
if f |t=0 = f0 ∈ L1s (T3 × R3) for s > 2, then for all t  0∫
T3×R3
f (t, x, v)|v|s dv dx 
{
Cect if γ = −3,
C(1 + t)p if −5 < γ <−3,
where p = max{1, s−2|γ |−3 } and the constants 0 < c,C < +∞ depend only on A0, γ, s, and‖f0‖L1s .
Remark 1. The entropy control (1.35) with p = 1 implies the integrability condition (1.20). This
is due to the following estimate (see Lemma 1 in [25]):
|ϕ|√2‖∇vϕ‖∞|v − v∗| sin θ, (1.36)
‖∇vϕ‖∞ := sup
(t,x,v)∈R0×T3×R3
∣∣∇vϕ(t, x, v)∣∣. (1.37)
Remark 2. In comparison with earlier results mentioned above, the main difference is that here
we consider very soft potentials −5 < γ  −3 with cutoff (A1)–(A2). While Alexandre [1]
considered −3 < γ < 1 and cutoff (1.16) which enable him to use Carleman’s representation
of the Boltzmann collision integrals ([1,9,32,33], [31, Chapter 2]) and some classical results
from Fourier analysis to get useful controls. In the same paper Alexandre also proved the L1-
compactness in full variables (t, x, v) for approximate solutions {f n} so that as a consequence he
proved the entropy inequality (1.26), i.e. (1.34) with q = ff∗f ′f ′∗. In view of [2], to prove the full
L1-compactness one needs only to prove that the velocity averages (t, x) → ∫R3 f n(1 − f n)dv
have a pointwise-lower bound > 0. On this aspect we note that it is different form the whole space
R3x that the characteristic function g(v) = 1{|v−v0|R} (v0,R are constants) is an equilibrium
of Eqs. (1.1)–(1.5), satisfying g(1 − g) ≡ 0. So if the initial datum f n0 (x, v) takes the value
1{|v−v0(x)|R(x)} for (x, v) belonging to some set, then it is very hard to prove the pointwise-lower
bound of
∫
R3 f
n(1 − f n)dv for small t > 0. Because of this space inhomogeneous effect, we
could not prove q = ff∗f ′f ′∗; our method can only prove the weak continuity of quadratic and
cubic terms like f nf n∗ ⇀ff∗ and f n′f n∗ ′f n ⇀ f ′f ′∗f (with respect to collisional measure. . . ).
But these are enough to prove Theorems 1–3 because the quartic terms ff∗f ′f ′∗ in ΠF(f ) cancel
each other:
ΠF(f )= f ′f ′∗(1 − f − f∗)− f f∗(1 − f ′ − f ′∗).
The proofs of Theorems 1–3 will be given in Section 4. Before that, we prove in Section 2
some properties of collision kernels and show that in some cases the kernel of the quantum ver-
sion (1.15) satisfies assumptions (A1)–(A2) for γ = −3. In Section 3 we construct approximate
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Boltzmann collision operators which will be used to prove the weak stability of (approximate)
solutions. In following sections we shall only use the σ -representation (1.7).
2. Some properties of collision kernels
In some cases one has to compute or estimate the following collision integrals∫
RN×SN−1
B(v − v∗, σ )f (v′∗) dσ dv∗,
∫
RN×SN−1
B(v − v∗, σ )F (v′, v′∗) dσ dv∗. (2.1)
The first integral in (2.1) has been investigated by several authors, see e.g. [2] and references
therein, and [23] for B(z,ω) = b(| z|z| · ω|)|z|γ (see also [25]). The second integral in (2.1) with
ω-representation was also considered by the author (Lu, SIAM J. Math. Anal. 30 (1999)). In
many case the second integral can be controlled by the first one, while in some other cases,
the second integral with integrands of non-product forms W(v − v∗, σ, v′), etc. may have to be
treated directly. One example is given in our proof of Theorem 3 (moment estimates).
Proposition 2.1. Suppose N  2. Let W(z,σ, v, v∗)=W1(|z|, z|z| ·σ, v, v∗) where W1(r, t, v, v∗)
is a nonnegative Lebesgue measurable function on R0 × [−1,1] × RN × RN . Denote θ =
arccos( v−v∗|v−v∗| · σ). Then∫
RN×SN−1
W(v − v∗, σ, v, v′) dσ dv∗ =
∫
RN×SN−1
1
sinN(θ/2)
W
(
v − v∗
sin(θ/2)
, σ, v, v∗
)
dσ dv∗,
∫
RN×SN−1
W(v − v∗, σ, v, v′∗) dσ dv∗ =
∫
RN×SN−1
1
cosN(θ/2)
W
(
v − v∗
cos(θ/2)
, σ, v, v∗
)
dσ dv∗.
Although the proof of the proposition is just calculation by changing variables as done in
e.g. [2] or [23], to completing our main results we would like to present a proof (which may be
slightly different from earlier methods). We first prove the following
Lemma 2.1. Let F be a nonnegative Lebesgue measurable function on [−1,1] × SN−1 with
N  2. Then
∫
SN−1×SN−1
F
(
σ ·ω, ω ± σ|ω ± σ |
)
dσ dω = ∣∣SN−2∣∣ ∫
SN−1
dω
π∫
0
sinN−2(θ)F
(
cos(θ),ω
)
dθ.
Proof. First of all we have∫
N−1 N−1
F
(
σ ·ω, ω − σ|ω − σ |
)
dσ dω =
∫
N−1 N−1
F
(
−σ ·ω, ω + σ|ω + σ |
)
dσ dω.S ×S S ×S
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SN−2(σ )= {σ˜ ∈ SN−1 ∣∣ σ˜ ⊥ σ} (N  3); S0(σ )= {−σ⊥, σ⊥} (N = 2)
where σ⊥ ∈ S1 satisfies σ⊥ · σ = 0 for N = 2. Using the spherical coordinate transform for
ω ∈ SN−1, we write ω = cos θσ + sin θσ˜ , θ ∈ [0,π], σ˜ ∈ SN−1(σ ). Then for any nonnegative
measurable function G we have
∫
SN−1
G(ω)dω =
π∫
0
sinN−2 θ
( ∫
SN−2(σ )
G(cos θσ + sin θσ˜ ) dσ˜
)
dθ. (2.2)
In case N = 2 we define ∫S0(σ ) g(σ˜ ) dσ˜ = g(−σ⊥) + g(σ⊥) and |S0| = 2. Then applying (2.2)
we compute∫
SN−1
F
(
σ ·ω, ω + σ|ω + σ |
)
dω
=
π∫
0
sinN−2(θ)
∫
SN−2(σ )
F
(
cos θ,
cos(θ)σ + sin(θ)σ˜ + σ
2 cos(θ/2)
)
dσ˜ dθ
=
π∫
0
sinN−2(θ)
∫
SN−2(σ )
F
(
cos θ, cos(θ/2)σ + sin(θ/2)σ˜ )dσ˜ dθ
= 2N−1
π/2∫
0
sinN−2(θ) cosN−2(θ)
∫
SN−2(σ )
F
(
2 cos2(θ)− 1, cos(θ)σ + sin(θ)σ˜ )dσ˜ dθ
= 2N−1
∫
SN−1
1{σ ·ω>0}(σ ·ω)N−2F
(
2(σ ·ω)2 − 1,ω)dω.
Then integrating σ over SN−1 yields the formula in the lemma. 
Proof of Proposition 2.1. Recall that in the σ -representation (1.7), the change of variable σ →
−σ yields v′ → v′∗. With substitutions v∗ = v − z, z = ρω, ρ = 2r|ω−σ | , and using Lemma 2.1 we
compute∫
RN×SN−1
W(v − v∗,±σ, v, v′∗) dσ dv∗
=
∫
N−1 N−1
( ∞∫
rN−1 2
N
|ω − σ |N W1
(
2r
|ω − σ | ,±ω · σ, v, v − r
ω − σ
|ω − σ |
)
dr
)
dσ dωS ×S 0
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0
sinN−2(θ)
cosN(θ/2)
∞∫
0
rN−1
∫
SN−1
W1
(
r
cos(θ/2)
,± cos θ, v, v − rω
)
dωdr dθ
= ∣∣SN−2∣∣ π∫
0
sinN−2(θ)
cosN(θ/2)
∫
RN
W1
( |v − v∗|
cos(θ/2)
,± cos θ, v, v∗
)
dv∗ dθ.
This gives the two formulas in the proposition. 
One application of Proposition 2.1 is the following lemma, which shows that the assump-
tion (1.19) which was used in Lemma 4 of [25] can be weakened to the assumption (A2) and
thus all results of Ref. [25] hold true for assumptions (A1)–(A2).
Lemma 2.2. Suppose B satisfy the assumption (A2). Then for any measurable function f on R3
satisfying 0 f  1, the inequality established in Lemma 4 of Ref. [25] still hods true, i.e.∫
R3×S2
B(v − v∗, σ ) sin2 θ |v − v∗||γ |+2f (v′)f (v′∗) dσ dv∗
 2(5+|γ |)/2A0
(
1 + |v|2)∫
R3
(
1 + |v∗|2
)
f (v∗) dv∗, v ∈ R3.
Proof. Applying Proposition 2.1 to the following functions
W[0,π/2](v − v∗, σ, v′∗)= B(v − v∗, σ )|v − v∗||γ |+2 sin2 θ1{0θπ/2}f (v′∗),
W(π/2,π](v − v∗, σ, v′)= B(v − v∗, σ )|v − v∗||γ |+2 sin2 θ1{π/2<θπ}f (v′)
we have (using 0 f  1)∫
R3×S2
B(v − v∗, σ ) sin2 θ |v − v∗||γ |+2f (v′)f (v′∗) dσ dv∗

∫
R3×S2
W[0,π/2](v − v∗, σ, v′∗) dσ dv∗ +
∫
R3×S2
W(π/2,π](v − v∗, σ, v′) dσ dv∗
=
∫
R3×S2
1
cos3(θ/2)
W[0,π/2]
(
v − v∗
cos(θ/2)
, σ, v∗
)
dσ dv∗
+
∫
R3×S2
1
sin3(θ/2)
W(π/2,π]
(
v − v∗
sin(θ/2)
, σ, v∗
)
dσ dv∗
 2(5+|γ |)/2
∫
3
(∫
2
B
(
v − v∗
λ(θ)
, σ
)
sin2 θ dσ
)
|v − v∗||γ |+2f (v∗) dv∗R S
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∫
R3
|v − v∗|2f (v∗) dv∗
and the result follows. 
The second part of this section is to prove that the collision kernel of a quantum version
(1.15) satisfies assumptions (A1)–(A2) under some regularity conditions on the potential φ(z) as
considered in Ref. [5]. We also prove that in many cases the assumptions (A1)–(A2) cannot be
reduced to the separated-variable version (1.19).
Proposition 2.2. Suppose the interaction potential φ is real and spherical symmetric: φ(z) =
φ(|z|). Let
φˆ(ξ)=
∫
R3
φ(z)e−iξ ·z dz
be the Fourier transform of φ satisfying for some constant 0 k, Ck <∞
∣∣φˆ(ξ)∣∣ Ck|ξ |−(k+2)/2, ∫
R3
∣∣φˆ(ξ)∣∣2|ξ |k−1 dξ <∞. (2.3)
Then the collision kernel (1.15), i.e., B(z,σ ) = |z|[φ˜(|z| cos(θ/2))− φ˜(|z| sin(θ/2))]2, satisfies∫
S2
(
B(z,σ )+B
(
z
λ(θ)
, σ
))
sink(θ) dσ C|z|−k−1, z ∈ R3, (2.4)
where the constant C < ∞ depends only on Ck and
∫
R3 |φˆ(ξ)|2|ξ |k−1 dξ . In particular if
k = 2, then B satisfies assumptions (A1)–(A2) for γ = −3. If in addition that φ ∈ L1(R3) and∫
R3 φ(z) dz = 0, then for any γ −3∫
S2
sup
0=z∈R3
|z|−γ B(z, σ ) sin2(θ) dσ = +∞
and consequently there is no angular function b(cos θ) such that B satisfies (1.19) for γ −3.
Before proving the proposition let us first point out that if φˆ satisfies the following regularity
assumption as it was used in [5]:
φˆ ∈ L∞(R3), (1 + |ξ |)α ∑
|β|2
∣∣Dβξ φˆ(ξ)∣∣ ∈ L1(R3), α  1,
where Dβ = ∂β1∂β2∂β3 , |β| = β1 + β2 + β3, then φˆ satisfies (2.3)–(2.4) for all 0 k < 2α + 2.ξ ξ1 ξ2 ξ3
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applying in the following inequality
∣∣u(r)∣∣ ∣∣∣∣∣u(r)− 1r
r∫
0
u(t) dt
∣∣∣∣∣+ 1r
r∫
0
∣∣u(t)∣∣dt  r∫
0
∣∣u′(t)∣∣dt + 1
r
r∫
0
∣∣u(t)∣∣dt
to the function u(r) = rα+2φˆ(rσ ) with σ ∈ S2 fixed and then taking integration with respect to
σ ∈ S2 and recalling that φˆ(rσ ) does not depends on σ , we obtain
|ξ |α+2∣∣φˆ(ξ)∣∣ C( ∫
|z||ξ |
|z|α−1∣∣φˆ(z)∣∣dz+ ∫
|z||ξ |
|z|α∣∣∇zφˆ(z)∣∣dz), ξ ∈ R3.
This together with φˆ ∈ L∞(R3) gives
∣∣φˆ(ξ)∣∣ C 1
1 + |ξ |α+2 , ξ ∈ R
3. (2.5)
Of course (2.5) also implies that
B(z,σ ) = |z|[φ˜(|z| cos(θ/2))− φ˜(|z| sin(θ/2))]2 C|z|, z ∈ R3.
Therefore the solutions of Eqs. (1.1)–(1.5) with the kernel B(z,σ ) can be treated both as mild
(or renormalized) solutions with γ = 1 and as weak solutions with γ = −3. It is shown in [25,
Lemma 2] that the very negativity −5 < γ  −3 has an advantage that for any 0  f  1 and
any constant κ ∈ (|γ | − 3, |γ | − 1]∫
R3×R3
f (t, x, v)f (t, x, v∗)
|v − v∗||γ |−κ dv∗ dv 
25π
3 + κ − |γ |
∥∥f (t, x)∥∥
L12(R3v)
(2.6)
which enables us to avoid dealing with the (t, x)-integral of the square (
∫
R3 f (t, x, v) dv)
2
.
Proof of Proposition 2.2. Recall that φ˜(|z|) = φˆ(z). By changing variables θ → π − θ, θ/2 →
θ → arctan t we have
1
|z|
∫
S2
B(z,σ ) sink(θ) dσ  8π
π∫
0
[
φ˜
(|z| cos(θ/2))]2 sink+1(θ) dθ
= 2k+5π
1∫
0
[
φ˜
(|z|t)]2(1 − t2)k/2tk+1 dt
 2
k+3
|z|k+2
∫
3
∣∣φˆ(ξ)∣∣2|ξ |k−1 dξ.
R
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1
|z|
∫
S2
B
(
z
λ(θ)
, σ
)
sink(θ) dσ  8π
π∫
0
[
φ˜
(
|z| sin(θ/2)
λ(θ)
)]2
sink+1(θ) dθ
= 8π
π/2∫
0
[
φ˜
(|z| tan(θ/2))]2 sink+1(θ) dθ
+ 8π
π∫
π/2
[
φ˜
(|z|)]2 sink+1(θ) dθ.
The second integral is bounded from above by C|z|−k−2 by assumption; the first one is calculated
with change of variables θ/2 → θ → arctan t :
8π
π/2∫
0
[
φ˜
(|z| tan(θ/2))]2 sink+1(θ) dθ = 2k+5π 1∫
0
[
φ˜
(|z|t)]2tk+1(1 + t2)−k−2 dt
 2
k+3
|z|k+2
∫
R3
[
φˆ(ξ)
]2|ξ |k−1 dξ.
Therefore B satisfies (2.4).
Next assume further that φ ∈ L1(R3) and ∫R3 φ(z) dz = 0. In this case φ˜(|ξ |) = φˆ(ξ) is con-
tinuous, φ˜(0) = 0, and φ˜(|ξ |)→ 0 (|ξ | → ∞). Thus there exist 0 < δ,η < 1 such that
inf
0<θ<η
[
φ˜
(
δ
2 sin(θ/2)
)
− φ˜
(
δ
2 cos(θ/2)
)]2
> 0
and hence by choosing |z| = δsin θ and recalling that |γ | − 2 1 we find∫
S2
sup
0=z∈R3
|z||γ |B(z,σ ) sin2(θ) dσ
 δ|γ |+12π
π∫
0
sin3(θ)
sin|γ |+1(θ)
[
φ˜
(
δ
2 sin(θ/2)
)
− φ˜
(
δ
2 cos(θ/2)
)]2
dθ
 δ|γ |+12π
η∫
0
1
sin|γ |−2(θ)
[
φ˜
(
δ
2 sin(θ/2)
)
− φ˜
(
δ
2 cos(θ/2)
)]2
dθ = +∞. 
We end this section with a note about change of velocity variables (v, v∗) → (v′, v′∗) in
integration: Although for a fixed σ ∈ S2 the transform (v, v∗) → (v′, v′ ) given by the σ -∗
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tion (1.8). See e.g. [31, Chapter 1] or [25]. In fact it is easy to show that for any integrable or
nonnegative Lebesgue measurable function Φ(v, v∗,w,w∗) we have with σ -representation (1.7)∫
(R3)2×S2
B(v − v∗, σ )Φ(v, v∗, v′, v′∗) dσ dv∗ dv
=
∫
(R3)2×S2
B(v − v∗, σ )Φ(v′, v′∗, v, v∗) dσ dv∗ dv. (2.7)
Note that if Ψ (v, v∗, σ ) is Lebesgue measurable (R3)2 × S2, the function (v, v∗,w,w∗) →
Ψ (v, v∗, w−w∗|w−w∗| ) is Lebesgue measurable on (R
3)4. Since σ = v′−v′∗|v′−v′∗| (by (1.7)), this means
that Ψ (v, v∗, σ ) can be viewed as a function of (v, v∗, v′, v′∗):
Ψ (v, v∗, σ )= Ψ
(
v, v∗,
v′ − v′∗
|v′ − v′∗|
)
(2.8)
and consequently when Ψ is also nonnegative or belongs to L1((R3)2 × S2,B dσ dv∗ dv), then
applying (2.7) we have∫
(R3)2×S2
B(v − v∗, σ )Ψ (v, v∗, σ ) dσ dv∗ dv
=
∫
(R3)2×S2
B(v − v∗, σ )Ψ
(
v′, v′∗,
v − v∗
|v − v∗|
)
dσ dv∗ dv.
3. Solutions for integrable kernels
As usual, the existence of weak solutions is proven by convergence of suitable approximate
solutions. This section is devoted to construct such approximate solutions.
We begin by recalling the concept of mild solutions. We say that f is a mild solution of
Eqs. (1.1)–(1.5) with the initial datum f |t=0 = f0 if the following (i), (ii) hold:
(i) f0(x, v) and f (t, x, v) are measurable functions on (R3)2 and R0 × (R3)2 respectively,
satisfying (1.4)–(1.5), and for any t  0, the function (x, v) → f (t, x, v) is measurable on (R3)2.
(ii) There is a null set Z0 ⊂ (R3)2 such that for all (x, v) ∈ ((R3)2) \Z0
T∫
0
Q±B(f )
(t, x, v) dt <+∞ ∀0 < T <+∞,
and
f (t, x, v)= f0(x, v)+
t∫
QB(f )
(τ, x, v) dτ ∀t ∈ R0.
0
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F(t, x, v)≡ F(t, x + tv, v),
QB(f )(t, x, v)=Q+B(f )(t, x, v)−Q−B(f )(t, x, v),
Q±B(f )(t, x, v) =
∫
R3×S2
B(v − v∗, σ )Π(±)F (f ) dσ dv∗.
Proposition 3.1. Let B(z,σ ) be a collision kernel with integrable cutoff : A(·)= ∫S2 B(·, σ ) dσ ∈
L1(R3). Let f0 ∈ L12(T3 × R3) be an initial datum satisfying the conditions in (1.4)–(1.5).
Then Eqs. (1.1)–(1.5) have a unique conservative mild solution f (t, x, v) with the initial da-
tum f |t=0 = f0, and f satisfies the entropy identity (1.24).
Proof. We can assume that ‖A‖L1 > 0. Let c = 16‖A‖L1 and let AT be the space of real-valued
measurable functions f on R0 × (R3)2 satisfying for any (t, v) ∈ R0 × R3 the function x →
f (t, x, v) is periodic with the period T = (T1, T2, T2) and for any t ∈ R0 the function (x, v) →
f (t, x, v) is bounded and measurable on (R3)2, and
|||f ||| := sup
t0
e−ct
∥∥f (t)∥∥∞ <+∞, where ∥∥f (t)∥∥∞ := sup
(x,v)∈T3×R3
∣∣f (t, x, v)∣∣.
It is easily seen that (AT, ||| · |||) is a Banach space. We shall use Banach fixed point theorem to
prove the existence of mild solutions of Eqs. (1.1)–(1.5) in a closed subset BT of AT:
BT =
{
f ∈AT
∣∣∣ sup
t0
e−ct
∥∥f (t)∥∥
L12
 2‖f0‖L12
}
.
To do this we consider an operator
J (f )(t, x, v) := f0(x − tv, v)+
t∫
0
QB
(|f | ∧ 1)(τ, x − tv + τv, v) dτ, f ∈AT,
where a ∧ b := min{a, b} for a, b ∈ R. We show that J (f ) is a contraction. First, since for all
(t, x, v) ∈ R0 × (R3)2
Q+B
(|f | ∧ 1)(t, x, v) ‖A‖L1, Q−B (|f | ∧ 1)(t, x, v) (∣∣f (t, x, v)∣∣∧ 1)‖A‖L1
it follows that J (f ) ∈AT. Next using the translation invariance for x-periodic functions F ∈ L1∫
T3×R3
F(t, x, v) dv dx =
∫
T3×R3
F(t, x, v) dv dx
we compute for all f ∈ BT and all t  0
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L12
=
∫
T3×R3
∣∣J (f )(t, x, v)∣∣(1 + |v|2)dv dx
 ‖f0‖L12 + 2
t∫
0
dτ
∫
T3×R3
Q−B
(|f | ∧ 1)(1 + |v|2)dv dx
 ‖f0‖L12 + 2‖A‖L1
t∫
0
∥∥f (τ)∥∥
L12
dτ
 ‖f0‖L12 + 4‖A‖L1‖f0‖L12
ect − 1
c
 2‖f0‖L12e
ct .
This implies J (f ) ∈ BT for all f ∈ BT. Also we have for all f,g ∈ BT
∣∣J (f )(t, x, v)− J (g)(t, x, v)∣∣ t∫
0
dτ
∫
R3×S2
B
∣∣ΠF(|f | ∧ 1)−ΠF(|g| ∧ 1)∣∣dσ dv∗,
∣∣ΠF(|f | ∧ 1)−ΠF(|g| ∧ 1)∣∣ 8∥∥f (t)− g(t)∥∥∞  8|||f − g|||ect ,
and hence
∣∣J (f )(t, x, v)− J (g)(t, x, v)∣∣ 8‖A‖L1 |||f − g|||ect − 1
c
 1
2
|||f − g|||ect .
Therefore
∣∣∣∣∣∣J (f )− J (g)∣∣∣∣∣∣ 1
2
|||f − g||| ∀f,g ∈ BT.
By fixed point theorem and the definition of ||| · ||| there exists a unique f ∈ BT such that f = J (f )
pointwise. To prove that f is a solution, it needs only to show that 0  f  1, or equivalently
0 f   1, on R0 × (R3)2. Note that the equation f = J (f ) is equivalent to f  = J (f ), i.e.
f (t, x, v) = f0(x, v)+
t∫
0
QB
(|f | ∧ 1)(τ, x, v) dτ ∀(t, x, v) ∈ R0 × (R3)2.
This implies first that the function t → f (t, x, v) is absolutely continuous on t ∈ [0, T ] for all
0 < T < +∞ and for all fixed (x, v) ∈ (R3)2. From this and the bound 0  f0(x, v)  1 we
compute (using (y)+ := max{y,0})
(−f (t, x, v))+ = − t∫ QB(|f | ∧ 1)(τ, x, v)1{f (τ,x,v)<0} dτ
0
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t∫
0
(|f | ∧ 1)(τ, x, v)1{f (τ,x,v)<0} dτ
 ‖A‖L1
t∫
0
(−f (τ, x, v))+ dτ
which implies that (−f (t, x, v))+ ≡ 0 by Gronwall Lemma. Also we have
(
f (t, x, v)− 1)+ = t∫
0
QB
(|f | ∧ 1)(τ, x, v)1{f (τ,x,v)>1} dτ
 ‖A‖L1
t∫
0
(
1 − ∣∣f (τ, x, v)∣∣∧ 1)1{f (τ,x,v)>1} dτ = 0.
Thus 0 f (t, x, v) 1 on R0 × (R3)2.
Next we prove that f conserves the mass, momentum and energy. To do this it suffices to
show that for all a, b 0 and all v0 ∈ R3∫
T3×R3
f (t, x, v)
(
a + b|v − v0|2
)
=
∫
T3×R3
f0(x, v)
(
a + b|v − v0|2
)
dv dx ∀t  0. (3.1)
Denote ψ(v) = a + b|v − v0|2. Then ψ = ψ + ψ∗ − ψ ′ − ψ ′∗ = 0 by (1.6). Since B ∈
L1(R3 × S2), there is no integrability problem and we compute∫
T3×R3
QB(f )(τ, x, v)ψ(v)dv dx = 14
∫
T3×R3
QB(f |ψ)(τ, x, v) dv dx = 0.
This implies (3.1). The uniqueness of the conservative solution f is obvious because any such
solution must belong to BT.
Finally we prove the entropy identity (1.24). The proof is essentially the same as that given
in [23] for the spatially homogeneous solutions. Since this entropy identity (or inequality) is
very important for proving our main results, it is better to give a complete proof. First of all,
from the inequality (1.23) and the conservation ‖f (t)‖L12 = ‖f0‖L12 we see that the entropy
S(f (t)) is bounded on R0: 0  S(f (t))  ‖f0‖L12 + (2π)
3/2|T3|. Next, let φ(v) = e−|v|,
φn(v)= (1/n)φ(v) (n ∈ N), and let
Ψn(f )= −(1 − f + φn) log(1 − f + φn)− (f + φn) log(f + φn),
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(
f (t)
)= ∫
R3
Ψn(f )(t, x, v) dv dx.
It is easy to see that for all n ∈ N,∣∣Ψn(f )(t, x, v)∣∣ 3[f (t, x, v)+ φ(v)](1 + |v|2)+ e−(1/2)|v|2 .
By dominated convergence theorem, this gives
lim
n→∞Sn
(
f (t)
)= S(f (t)), t  0. (3.2)
Since φn(v) > 0 and t → f (t, x, v) is absolutely continuous, it follows that
Ψn(f )
(t, x, v)= Ψn(f0)(x, v)
−
t∫
0
QB(f )
(τ, x, v) log
(
f (τ, x, v)+ φn(v)
1 − f (τ, x, v)+ φn(v)
)
dτ, t  0.
Next there are finite constants Cn such that | log[(f + φn)/(1 − f + φn)]|  Cn(1 + |v|). This
implies that Q±B(f ) log[(f + φn)/(1 − f + φn)] ∈ L1([0, T ] × T3 × R3) for all 0 < T < +∞.
Thus by classical derivation (see e.g. [12, Chapter 3]) we have
Sn
(
f (t)
)= Sn(f0)+ t∫
0
dτ
∫
T3
DB,n(f )(τ, x) dx (3.3)
where
DB,n(f )= 14
∫
(R3)2×S2
B(v − v∗, σ )Γn(f )dσ dv∗ dv,
Γn(f )=
(
Π
(+)
F (f )−Π(−)F (f )
)
log
(
(f + φn)′(f + φn)′∗(1 − f + φn)(1 − f + φn)∗
(f + φn)(f + φn)∗(1 − f + φn)′(1 − f + φn)′∗
)
.
By splitting Γn(f )= (Γn(f ))+ − (−Γn(f ))+ we rewrite the entropy equality (3.3) as
t∫
0
dτ
∫
T3
D+B,n(f )(τ, x) dx = Sn
(
f (t)
)− Sn(f0)+ t∫
0
dτ
∫
T3
D−B,n(f )(τ, x) dx (3.4)
where
D+B,n(f )=
1
4
∫
3 2 2
B(v − v∗, σ )
(
Γn(f )
)+
dσ dv∗ dv,(R ) ×S
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1
4
∫
(R3)2×S2
B(v − v∗, σ )
(−Γn(f ))+ dωdv∗ dv.
It is easily seen that for all (τ, x, v, v∗, σ ) ∈ R0 × T3 × (R3)2 × S2
lim
n→∞
(
Γn(f )
)+
(τ, x, v, v∗, σ )= Γ (f )(τ, x, v, v∗, σ ), (3.5)
lim
n→∞
(−Γn(f ))+(τ, x, v, v∗, σ )= 0. (3.6)
Moreover applying the elementary inequalities
(
(a − b) log
(
a1
b1
))+
 (a − b) log
(
a
b
)
+ a1 − a + b1 − b,(
−(a − b) log
(
a1
b1
))+
 a1 − a + b1 − b
for 0 a < a1, 0 b < b1 we obtain the following controls:
(
Γn(f )
)+  Γ (f )+ 4(f + φ)(f + φ)∗ + 4(f + φ)′(f + φ)′∗, (3.7)(−Γn(f ))+  4(f + φ)(f + φ)∗ + 4(f + φ)′(f + φ)′∗. (3.8)
Since
t∫
0
dτ
∫
T3×(R3)2×S2
B(v − v∗, σ )
(
4(f + φ)(f + φ)∗ + 4(f + φ)′(f + φ)′∗
)
dσ dv∗ dv dx
 16‖A‖L1
t∫
0
∥∥f (τ)+ φ∥∥
L1 dτ <+∞, (3.9)
it follows from (3.6), (3.8) and dominated convergence theorem that for all t  0
lim
n→∞
t∫
0
dτ
∫
T3
D−B,n(f )(τ, x) dx = 0,
and thus by (3.2) and (3.4) we obtain
lim
n→∞
t∫
dτ
∫
3
D+B,n(f )(τ, x) dx = S
(
f (t)
)− S(f0). (3.10)0 T
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t∫
0
dτ
∫
T3
DB(f )(τ, x) dx  S
(
f (t)
)− S(f0). (3.11)
This inequality also insures the integrability of DB(f ), which together with the integrability
(3.9) implies that the dominating function of the sequence {(Γn(f ))+}, i.e. the right-hand side
of (3.7), is integrable with respect to the measure B dσ dv∗ dv dx dτ . Therefore by dominated
convergence and (3.10) we see that the inequality (3.11) becomes equality for all t  0, i.e.,
f satisfies the entropy identity (1.24). The proof of the proposition is complete. 
4. Continuity of collision integral operators
In this section we prove some continuity properties of collision integral operators of the fol-
lowing form:
Q+B(f,g | Ψ )(t, x, v) :=
∫
R3×S2
B(v − v∗, σ )f (t, x, v′)g(t, x, v′∗)Ψ (t, x, v, v∗, σ ) dσ dv∗.
The idea of proof is as follows: In view of (2.8), Ψ (t, x, v, v∗, σ ) can be written as
Ψ (t, x, v, v∗, v′, v′∗). Then passing through approximation we may replace Ψ (t, x, v, v∗, v′, v′∗)
with a finite linear combination of products Ψ1(t, x, v)Ψ2(t, x, v∗)Ψ3(t, x, v′)Ψ4(t, x, v′∗). There-
fore to study the above integral operator we can start with a simple case: Ψ = Ψ (t, x, v∗).
Throughout this section, functions f,g,Ψ , etc. are not necessarily periodic in x-variable; we
can replace the periodic box T3 with any bounded domain Ω ⊂ R3x .
Let us denote for any f ∈ L∞ ∩L12([0, T ] ×Ω × R3) with 0 < T <+∞
‖f ‖L∞∩L12 := ‖f ‖L∞([0,T ]×Ω×R3) + ‖f ‖L12([0,T ]×Ω×R3)
where
‖f ‖L12([0,T ]×Ω×R3) =
T∫
0
dt
∫
Ω
dx
∫
R3
∣∣f (t, x, v)∣∣(1 + |v|2)dv.
Similarly we denote
‖f ‖L12(Ω×R3) =
∫
Ω
dx
∫
R3
∣∣f (x, v)∣∣(1 + |v|2)dv, ‖f ‖L12(R3) =
∫
R3
∣∣f (v)∣∣(1 + |v|2)dv.
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i.e. supf∈K ‖f ‖L∞∩L12 < +∞. Then for any collision kernel B(z,σ ) satisfying A(·) =∫
S2 B(·, σ ) dσ ∈ L1 ∩L2(R3), and for any Ψ ∈ L∞([0, T ] ×Ω × R3), we have
lim
h→0 supf,g∈K
T∫
0
∫
Ω
dx dt
∫
R3
∣∣Q+B(f,g | Ψ )(t, x, v + h)−Q+B(f,g | Ψ )(t, x, v)∣∣dv = 0. (4.1)
Proof. First of all we note that the assumption of the lemma does not imply the L∞-boundedness
of the averages (t, x) → ‖f (t, x)‖L12(R3v). So in our estimates below we have to keep the appear-
ance of the sum ‖f (t, x)‖L12(R3v) + ‖g(t, x)‖L12(R3v) and avoid their product. To simply notations
we denote by h the v-difference operator, i.e.
hF(. . . , v)= F(. . . , v + h)− F(. . . , v).
The case A(z) = 0 a.e. on R3 is trivial. So we assume that ‖A‖L1 > 0.
Special case. Here we assume that f,g,Ψ are independent of (t, x), i.e. f,g ∈ L∞ ∩
L12(R
3),Ψ ∈ L∞(R3). In this case the norms ‖ · ‖L1,‖ · ‖L12 , etc. should be understood as
‖ · ‖L1(R3), ‖ · ‖L12(R3), etc. Since (f, g) → Q
+
B(f,g | Ψ ) is bilinear, substituting f,g with
f/‖f ‖L∞, g/‖g‖L∞ we can assume that ‖f ‖L∞ ,‖g‖L∞  1. We shall prove that there is a
function ΛB(η) 0 on η ∈ [0,1], depending only on B , satisfying ΛB(0) = 0 and ΛB(η) → 0
as η → 0+, such that for all |h| 1,0 < δ < 1 and 2R <+∞∥∥hQ+B(f,g | Ψ )∥∥L1
 CA‖Ψ ‖L∞
(‖f ‖L12 + ‖g‖L12)(R−2 + δ−8R3ΛB(|h|))+CAω(ΨR, δ) (4.2)
where ΨR(v)= Ψ (v)1{|v|R}, CA = C0(‖A‖L1 +‖A‖L2), C0 denotes a finite and positive abso-
lute constant (whose value may be different in different lines), and
ω(ϕ, δ)=
∫
|z|1
χ(z)
∫
R3
∣∣ϕ(v + δz)− ϕ(v)∣∣dv dz, δ > 0.
Here χ ∈ C∞c (R3) is a fixed nonnegative function supported on the unit ball in R3 satisfying∫
R3 χ(z) dz = 1.
To prove (4.2) we first assume that Ψ ≡ 1, that is, we consider the classical collision operator
Q+B(f,g)=Q+B(f,g | 1). We shall prove that∥∥hQ+B(f,g)∥∥L1  CA(‖f ‖L12 + ‖g‖L12)Λ˜B(|h|) ∀|h| 1, (4.3)
where Λ˜B(η) has the same property as ΛB(η).
It is well known that the collision operator Q+B(f,g) possesses regularity for cutoff kernel
(see [8,20,22,32,33]). For the present kernel B (or assuming only A ∈ L2(R3)), it has been
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able function MB(ξ) depending only on B , satisfying
MB(ξ) 1 ∀ξ ∈ R3; MB(ξ)→ +∞ as |ξ | → +∞, (4.4)
such that for all f,g ∈ L2(R3)∫
R3
MB(ξ)
∣∣Q+B(f,g)̂(ξ)∣∣2 dξ  (2π)3(‖A‖L2‖f ‖L2‖g‖L2)2 (4.5)
where the hat ̂ denotes the Fourier transform with respect to the velocity variable v. For any
h ∈ R3, R  2 we have by Cauchy–Schwarz inequality
∥∥hQ+B(f,g)∥∥L1 √4πR3/3∥∥hQ+B(f,g)∥∥L2 + ∫
|v−h|>R
∣∣Q+B(f,g)(v)∣∣dv
+
∫
|v|>R
∣∣Q+B(f,g)(v)∣∣dv. (4.6)
Using (4.4)–(4.5) we compute (for h = 0)
∥∥hQ+B(f,g)∥∥2L2 = ∫
R3
∣∣Q+B(f,g)̂(ξ)∣∣2∣∣eiξ ·h − 1∣∣2 dξ

∫
R3
∣∣Q+B(f,g)̂(ξ)∣∣2 min{|ξ |2|h|2,4}dξ
 |h|
∫
|ξ |1/√|h|
∣∣Q+B(f,g)̂(ξ)∣∣2 dξ + 4 ∫
|ξ |>1/√|h|
∣∣Q+B(f,g)̂(ξ)∣∣2 dξ

(
|h| + sup
|ξ |>1/√|h|
4
MB(ξ)
)∫
R3
MB(ξ)
∣∣Q+B(f,g)̂(ξ)∣∣2 dξ
 C0
(‖A‖L2‖f ‖L2‖g‖L2)2Λ∗B(|h|)
where
Λ∗B(η)= η + sup|ξ |>1/√η
4
MB(ξ)
, η > 0; Λ∗B(0)= 0.
Since the assumption ‖f ‖L∞,‖g‖L∞  1 implies that
‖f ‖L2‖g‖L2 
(‖f ‖L1‖g‖L1)1/2  1 (‖f ‖L1 + ‖g‖L1)2
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4πR3/3
∥∥hQ+B(f,g)∥∥L2  C0‖A‖L2R3/2(‖f ‖L1 + ‖g‖L1)√Λ∗B(|h|).
For the rest terms in (4.6), we let |h|  1  R/2. Then |v − h| > R implies |v| > R/2; while
|v′|>R/2 implies |v|>R/4 or |v∗|>R/4. Thus∫
|v−h|>R
∣∣Q+B(f,g)(v)∣∣dv + ∫
|v|>R
∣∣Q+B(f,g)(v)∣∣dv  2 ∫
|v|>R/2
∣∣Q+B(f,g)(v)∣∣dv
 2
∫
(R3)2×S2
B(v − v∗, σ )
∣∣f (v)∣∣∣∣g(v∗)∣∣1{|v′|>R/2} dσ dv∗ dv
 2
∫
(R3)2
A(v − v∗)
∣∣f (v)∣∣∣∣g(v∗)∣∣(1{|v|>R/4} + 1{|v∗|>R/4}) dv∗ dv
 2‖A‖L1
∫
|v|>R/4
(∣∣f (v)∣∣+ ∣∣g(v)∣∣)dv  C0‖A‖L1 1
R2
(‖f ‖L12 + ‖g‖L12).
Thus for all |h| 1 and all 2R <+∞
∥∥hQ+B(f,g)∥∥L1  CA(‖f ‖L12 + ‖g‖L12)(R3/2√Λ∗B(|h|)+R−2).
Now for any 0 < |h| 1, choose R = 2(Λ∗B(1)/Λ∗B(|h|))1/7 ( 2). Then the estimate (4.3) holds
for Λ˜B(|h|) := CB(Λ∗B(|h|))2/7, where the constant 0 < CB < +∞ depends only on B . Note
that by definition of Λ∗B(η) and (4.4) we have Λ˜B(η)→ 0 as η → 0+.
Next we assume Ψ ∈ C∞c (R3) and denote
‖Ψ ‖m :=
∑
|β|m
∫
R3
∣∣Dβv Ψ (v)∣∣dv, m ∈ N.
Then integration by parts gives |Ψˆ (ξ)|  3m‖Ψ ‖m(1 + |ξ |m)−1 for all m > 1. Representing Ψ
by inverse Fourier transform
Ψ (v∗)= (2π)−3
∫
R3
Ψˆ (ξ)eiξ ·v∗ dξ
and using the relation v∗ = v′ + v′∗ − v we can write eiξ ·v∗ = e−iξ ·veiξ ·v′eiξ ·v′∗ so that
Q+B(f,g | Ψ )(v)= (2π)−3
∫
3
Ψˆ (ξ)e−iξ ·vQ+B(fξ , gξ )(v) dξ
R
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mate ‖Q+B(fξ , gξ )‖L1  ‖A‖L1‖f ‖L1 we compute (with m= 5)∥∥hQ+B(f,g | Ψ )∥∥L1
 C0
∫
R3
∣∣Ψˆ (ξ)∣∣∥∥hQ+B(fξ , gξ )∥∥L1 dξ +C0 ∫
R3
∣∣Ψˆ (ξ)∣∣∣∣e−iξ ·h − 1∣∣∥∥Q+B(fξ , gξ )∥∥L1 dξ
 CA‖Ψˆ ‖L1
(‖f ‖L12 + ‖g‖L12)Λ˜B(|h|)+C0‖Ψˆ ‖L11‖A‖L1‖f ‖L1 |h|
 CA‖Ψ ‖5
(‖f ‖L12 + ‖g‖L12)ΛB(|h|), |h| 1. (4.7)
Here
ΛB
(|h|)= Λ˜B(|h|)+ |h|, ‖Ψˆ ‖L11 =
∫
R3
∣∣Ψˆ (ξ)∣∣(1 + |ξ |2)1/2 dξ.
Finally we assume Ψ ∈ L∞(R3). For any 0 < δ < 1, 2 < R < +∞, let χδ(z) = δ−3χ(z/δ),
ΨR(v)= Ψ (v)1{|v|R},ΨR,δ(v)= (ΨR ∗ χδ)(v) (convolution). Then∥∥hQ+B(f,g | Ψ )∥∥L1
 2
∥∥Q+B(f,g | Ψ −ΨR)∥∥L1 + 2∥∥Q+B(f,g | ΨR −ΨR,δ)∥∥L1 + ∥∥hQ+B(f,g | ΨR,δ)∥∥L1
:= 2I1 + 2I2 + I3.
Since |Ψ (v′∗)−ΨR(v′∗)| ‖Ψ ‖L∞1{|v′∗|>R}  ‖Ψ ‖L∞(1{|v|>R/2} + 1{|v∗|>R/2}), it follows that
I1  ‖Ψ ‖L∞‖A‖L1
∫
|v|>R/2
(∣∣f (v)∣∣+ ∣∣g(v)∣∣)dv  C0‖ψ‖L∞‖A‖L1 1
R2
(‖f ‖L12 + ‖g‖L12).
Using ‖f ‖L∞,‖g‖L∞  1 again and recalling definition of ω(ϕ, δ) we get
I2 
∫
(R3)2
A(v − v∗)
∣∣ΨR(v∗)−ΨR,δ(v∗)∣∣dv∗ dv  ‖A‖L1ω(ΨR, δ).
For I3, we compute ‖ΨR,δ‖5  C0δ−8R3‖Ψ ‖L∞‖χ‖5 which together with (4.7) gives
I3  CA‖Ψ ‖L∞
(‖f ‖L12 + ‖g‖L12)δ−8R3ΛB(|h|), |h| 1.
Summarizing the estimates of I1, I2, I3 we obtain (4.2).
General case. Denote by C a finite constant that depends only on supf∈K ‖f ‖L∞∩L12 and‖A‖L1 + ‖A‖L2 . For almost every fixed (t, x) ∈ [0, T ] × Ω , applying the estimate (4.2) to the
functions v → f (t, x, v)/‖f ‖L∞ , v → g(t, x, v)/‖g‖L∞ and v → Ψ (t, x, v) and then taking
integration with respect to (t, x), etc. we get for all |h| 1, 0 < δ < 1 and 2 <R <+∞
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0
∫
Ω
dx dt
∫
R3
∣∣hQ+B(f,g | Ψ )(t, x, v)∣∣dv
 C‖Ψ ‖L∞
T∫
0
∫
Ω
(∥∥f (t, x)∥∥
L12
+ ∥∥g(t, x)∥∥
L12
)
dx dt
(
R−2 + δ−8R3ΛB
(|h|))
+C
T∫
0
∫
Ω
ω
(
ΨR(t, x), δ
)
dx dt
where ΨR(t, x, v) = Ψ (t, x, v)1{|v|R}. Thus
sup
f,g∈K
T∫
0
∫
Ω
dx dt
∫
R3
∣∣hQ+B(f,g | Ψ )(t, x, v)∣∣dv
C‖Ψ ‖L∞
(
R−2 + δ−8R3ΛB
(|h|))+C T∫
0
∫
Ω
ω
(
ΨR(t, x), δ
)
dx dt.
Since Ω is bounded and 0 < T < +∞, the truncation ΨR is integrable on [0, T ] ×Ω × R3 and
so by definition of ω(ϕ, δ) we have
T∫
0
∫
Ω
ω
(
ΨR(t, x), δ
)
dx dt =
∫
|z|1
χ(z)
T∫
0
∫
Ω×R3
∣∣δzΨR(t, x, v)∣∣dv dx dt dz → 0
as δ → 0+. Therefore first letting h→ 0 and then letting δ → 0+ gives
lim sup
h→0
sup
f,g∈K
T∫
0
∫
Ω
dx dt
∫
R3
∣∣hQ+B(f,g | Ψ )(t, x, v)∣∣dv  C‖Ψ ‖L∞R−2
for all R > 2. This proves (4.1) by letting R → +∞. 
Lemma 4.2. Given 0 < T <+∞. Let f,F,fn,Fn ∈ L∞ ∩L1([0, T ] ×Ω × R3) satisfy
C := sup
n1
{‖fn‖L∞,‖Fn‖L∞ ,‖f ‖L∞ ,‖F‖L∞}<+∞,
〈fnΨ 〉 → 〈fΨ 〉 in L1
([0, T ] ×Ω) ∀Ψ ∈ L∞([0, T ] ×Ω × R3), (4.8)
Fn ⇀F weakly in L1
([0, T ] ×Ω × R3), (4.9)
sup
n1
T∫
dt
∫
3
∣∣Fn(t, x, v + h)− Fn(t, x, v)∣∣dv dx → 0 (h → 0). (4.10)
0 Ω×R
X. Lu / J. Differential Equations 245 (2008) 1705–1761 1733Then
lim
n→∞
T∫
0
dt
∫
Ω×R3
fnFn dv dx =
T∫
0
dt
∫
Ω×R3
fF dv dx.
Proof. Let χδ(z) = δ−3χ(z/δ) where χ(z) is the function used in the proof of Lemma 4.1. Let
∗ denote the convolution operation in v-variable:
(F ∗ χδ)(t, x, v)=
∫
R3
F(t, x,u)χδ(v − u)du.
By velocity average (1.30) we write
〈f χδ,u〉(t, x)=
∫
R3
f (t, x, v)χδ,u(v) dv, χδ,u(v) := χδ(v − u).
Then
T∫
0
dt
∫
Ω×R3
f (F ∗ χδ) dv dx =
T∫
0
dt
∫
Ω×R3
F(t, x,u)〈f χδ,u〉(t, x) dudx,
T∫
0
dt
∫
Ω×R3
fnFn dv dx dt =
T∫
0
dt
∫
Ω×R3
fn
(
Fn − (Fn ∗ χδ)
)
dv dx
+
T∫
0
dt
∫
Ω×R3
Fn(t, x,u)〈fnχδ,u〉(t, x) dudx dt,
T∫
0
dt
∫
Ω×R3
fF dv dx =
T∫
0
dt
∫
Ω×R3
f
(
F − (F ∗ χδ)
)
dv dx
+
T∫
0
dt
∫
Ω×R3
F(t, x,u)〈f χδ,u〉(t, x) dudx dt,
and so
Rn :=
∣∣∣∣∣
T∫
dt
∫
3
(fnFn − fF)dv dx
∣∣∣∣∣0 Ω×R
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T∫
0
dt
∫
Ω×R3
|fn|
∣∣Fn − (Fn ∗ χδ)∣∣dv dx
+
T∫
0
dt
∫
Ω×R3
∣∣Fn(t, x,u)∣∣∣∣〈fnχδ,u〉(t, x)− 〈f χδ,u〉(t, x)∣∣dudx
+
∣∣∣∣∣
T∫
0
dt
∫
Ω×R3
(
Fn(t, x,u)− F(t, x,u)
)〈f χδ,u〉(t, x) dudx
∣∣∣∣∣
+
T∫
0
dt
∫
Ω×R3
|f |∣∣F − (F ∗ χδ)∣∣dv dx
:= In,δ + Jn,δ +Kn,δ + Iδ.
By assumption (4.10) and definition of χδ we have
sup
n1
In,δ  C sup
|h|δ
sup
n1
T∫
0
dt
∫
Ω×R3
∣∣Fn(t, x, v + h)− Fn(t, x, v)∣∣dv dx → 0,
Iδ  C sup
|h|δ
T∫
0
dt
∫
Ω×R3
∣∣F(t, x, v + h)− F(t, x, v)∣∣dv dx → 0
as δ → 0+. And for any 0 <R <+∞
Jn,δ =
T∫
0
dt
∫
Ω×R3
∣∣Fn(t, x,u)∣∣1{|u|R}∣∣〈fnχδ,u〉(t, x)− 〈f χδ,u〉(t, x)∣∣dudx
+
T∫
0
∫
Ω×R3
∣∣Fn(t, x,u)∣∣1{|u|>R}∣∣〈fnχδ,u〉(t, x)− 〈f χδ,u〉(t, x)∣∣dudx
 C
∫
|u|R
∥∥〈fnχδ,u〉 − 〈f χδ,u〉∥∥L1([0,T ]×Ω) du
+ 2C
T∫
dt
∫
3
∣∣Fn(t, x,u)∣∣1{|u|>R} dudx (4.11)
0 Ω×R
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∣∣〈fnχδ,u〉(t, x)∣∣, ∣∣〈f χδ,u〉(t, x)∣∣C ∫
R3
χδ(v − u)dv = C. (4.12)
Since the weak convergence of {Fn} implies the relatively weak compactness of {Fn} in
L1([0, T ] ×Ω × R3), it follows from the criterion of relative L1-weak compactness that
sup
n1
T∫
0
dt
∫
Ω×R3
∣∣Fn(t, x,u)∣∣1{|u|>R} dudx → 0 (R → +∞). (4.13)
Also since for any u ∈ R3, the function v → χδ,u(v) := χδ(v − u) is bounded, it follows from
the averaging convergence (4.8) that∥∥〈fnχδ,u〉 − 〈f χδ,u〉∥∥L1([0,T ]×Ω) → 0 (n→ ∞) ∀δ > 0, ∀u ∈ R3.
Thus by L∞-bound (4.12) and dominated convergence theorem we obtain that for any 0 <R <
+∞ and any δ > 0 ∫
|u|R
∥∥〈fnχδ,u〉 − 〈f χδ,u〉∥∥L1([0,T ]×Ω) du→ 0 (n → ∞). (4.14)
Combining (4.11), (4.13) and (4.14) gives Jn,δ → 0 (n → ∞) for all δ > 0. Finally since (4.12)
shows that the function (t, x,u) → 〈f χδ,u〉(t, x) is in L∞([0, T ] × Ω × R3) for any δ > 0,
it follows from the weak convergence (4.9) that Kn,δ → 0 (n → ∞) for all δ > 0. Therefore
first letting n → ∞ and then letting δ → 0+ we obtain lim supn→∞ Rn = 0. This proves the
lemma. 
Lemma 4.3. Let fn, gn,hn, f, g,h ∈ L∞ ∩L12([0, T ] ×Ω × R3) (0 < T <+∞) satisfy
K := sup
n1
{‖fn‖L∞∩L12 ,‖gn‖L∞∩L12 ,‖hn‖L∞∩L12}<+∞ (4.15)
and for any Ψ ∈ L∞([0, T ] ×Ω × R3)
〈fnΨ 〉 → 〈fΨ 〉, 〈gnΨ 〉 → 〈gΨ 〉, 〈hnΨ 〉 → 〈hΨ 〉 in L1
([0, T ] ×Ω) (4.16)
as n → ∞. Given any collision kernels B,Bn satisfying A(·) =
∫
S2 B(·, σ ) dσ ∈ L∞ ∩L1(R3),
Bn  B and Bn → B a.e. on R3 × S2. Then for any ϕ,ψ ∈ L∞([0, T ] ×Ω × R3) we have
lim
n→∞
T∫
0
∫
3 2 2
Bnf
′
ng
′
n∗ϕψ∗ dμ=
T∫
0
∫
3 3 2 2
Bf ′g′ϕψ∗ dμ, (4.17)
Ω×(R ) ×S T ×(R ) ×S
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n→∞
T∫
0
∫
Ω×(R3)2×S2
Bnf
′
ng
′
n∗hnϕ∗ dμ=
T∫
0
∫
Ω×(R3)2×S2
Bf ′g′∗hϕ∗ dμ. (4.18)
Here dμ= dσ dv∗ dv dx dt .
Note. By changing variables (v, v∗)→ (v′, v′∗), the above convergence holds also for fngn∗ϕ′ψ ′∗
and fngn∗h′nϕ′∗.
Proof of Lemma 4.3. It is easily seen that the averaging strong convergence (4.16) implies that
fn, gn,hn converge weakly in L1([0, T ]×Ω ×R3) to f,g,h, respectively. And this implies that
‖f ‖L∞∩L12 ,‖g‖L∞∩L12 ,‖h‖L∞∩L12 K . Also by assumption we have
T∫
0
∫
Ω×(R3)2×S2
|Bn −B||fn|dσ dv∗ dv dx dt
=
T∫
0
∫
Ω×R3
∣∣fn(t, x, v)∣∣dv dx dt ∫
R3×S2
[
B(z,σ )−Bn(z,σ )
]
dσ dz
K
∫
R3×S2
[
B(z,σ )−Bn(z,σ )
]
dσ dz → 0 (n → ∞).
Therefore to prove the lemma one can assume that Bn = B . By Fubini theorem we have
T∫
0
∫
Ω×(R3)2×S2
Bf ′ng′n∗ϕψ∗ dμ=
T∫
0
∫
Ω×R3
fn(t, x, v)〈gnΨv〉(t, x) dv dx dt,
T∫
0
∫
Ω×(R3)2×S2
Bf ′g′∗ϕψ∗ dμ=
T∫
0
∫
Ω×R3
f (t, x, v)〈gΨv〉(t, x) dv dx dt
where
〈gΨv〉(t, x) =
∫
R3
g(t, x, v∗)Ψv(t, x, v∗) dv∗, (4.19)
Ψv(t, x, v∗)=
∫
S2
B(v − v∗, σ )ϕ(t, x, v′)ψ(t, x, v′∗) dσ.
By assumption on B we have for almost every (t, x, v∗, v) ∈ [0, T ] ×Ω × (R3)2∣∣Ψv(t, x, v∗)∣∣A(v − v∗)∥∥‖ϕ‖L∞ψ∥∥ ∞ . (4.20)L
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sumption of the lemma we have
lim
n→∞
T∫
0
∫
Ω
∣∣〈gnΨv〉(t, x)− 〈gΨv〉(t, x)∣∣dx dt = 0 for a.e. v ∈ R3. (4.21)
Also by (4.19), (4.15), and (4.20) we have the L∞ bounds: for all n ∈ N and for almost every
(t, x, v) ∈ [0, T ] ×Ω × R3∣∣〈gnΨv〉(t, x)∣∣, ∣∣〈gΨv〉(t, x)∣∣K‖A‖L1‖ϕ‖L∞‖ψ‖L∞ . (4.22)
This implies
sup
n1
{∥∥〈gnΨv〉∥∥L∞,∥∥〈gΨv〉∥∥L∞}K‖A‖L1‖ϕ‖L∞‖ψ‖L∞ a.e. v ∈ R3. (4.23)
Now we compute
In :=
∣∣∣∣∣
T∫
0
∫
Ω×(R3)2×S2
Bf ′ng′n∗ϕψ∗ dμ−
T∫
0
∫
T3×(R3)2×S2
Bf ′g′∗ϕψ∗ dμ
∣∣∣∣∣

T∫
0
∫
Ω×R3
∣∣fn(t, x, v)∣∣∣∣〈gnΨv〉(t, x)− 〈gΨv〉(t, x)∣∣dv dx dt
+
∣∣∣∣∣
T∫
0
∫
Ω×R3
(
fn(t, x, v)− f (t, x, v)
)〈gΨv〉(t, x) dv dx dt
∣∣∣∣∣.
Since by (4.22) the function (t, x, v) → 〈gΨv〉(t, x) is in L∞([0, T ] ×Ω × R3), it follows from
the L1 weak convergence fn ⇀ f that
lim
n→∞
∣∣∣∣∣
T∫
0
∫
Ω×R3
(
fn(t, x, v)− f (t, x, v)
)〈gΨv〉(t, x) dv dx dt
∣∣∣∣∣= 0.
Next for any 0 <R <+∞, using the bounds in (4.15) and (4.22) we have
Jn :=
T∫
0
∫
Ω×R3
∣∣fn(t, x, v)∣∣∣∣〈gnΨv〉(t, x)− 〈gΨv〉(t, x)∣∣dv dx dt
 K
∫ T∫ ∫ ∣∣〈gnΨv〉(t, x)− 〈gΨv〉(t, x)∣∣dx dt dv + 2K2
R2
‖A‖L1‖ϕ‖L∞‖ψ‖L∞ .|v|R 0 Ω
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∫
|v|R
T∫
0
∫
Ω
∣∣〈gnΨv〉(t, x)− 〈gΨv〉(t, x)∣∣dx dt dv → 0 (n → ∞).
Thus first letting n → ∞ and then letting R → +∞ leads to limn→∞ Jn = 0 and hence
limn→∞ In = 0. This proves (4.17).
To prove (4.18) we change variable (v, v∗) → (v′, v′∗) in integration and recall definition of
Q+B(f,g | ϕ) to see that (4.18) is equivalent to
lim
n→∞
T∫
0
∫
Ω×R3
hnQ
+
B(fn, gn | ϕ)dv dx dt =
T∫
0
∫
Ω×R3
hQ+B(f,g | ϕ)dv dx dt (4.24)
so that the proof of (4.18) is just an application of (4.17), Lemmas 4.1 and 4.2: Let
Fn(t, x, v)=Q+B(fn, gn | ϕ)(t, x, v), F (t, x, v)=Q+B(f,g | ϕ)(t, x, v).
Then by (4.17) we have Fn ⇀F (n→ ∞) weakly in L1([0, T ] ×Ω × R3). Also we have
sup
n1
‖Fn‖L∞ = sup
n1
∥∥Q+B(fn, gn | ϕ)∥∥L∞ K2‖A‖L1‖ϕ‖L∞ <+∞
and by Lemma 4.1
sup
n1
T∫
0
dt
∫
Ω×R3
∣∣Fn(t, x, v + k)− Fn(t, x, v)∣∣dv dx → 0 (k → 0).
Thus applying Lemma 4.2 to the functions h, F , hn, Fn we obtain (4.24) and the proof of the
lemma is complete. 
The following result is a generalization of Lemma 4.3, where the test function can be taken
any L∞-function of (t, x, v, v∗, σ ).
Proposition 4.1. Under the same conditions in Lemma 4.3, we have the following weak conver-
gence in L1([0, T ] ×Ω × (R3)2 × S2, dμ) (∀0 < T <∞) as n→ ∞:
Bnfngn∗ ⇀Bfg∗, Bnf ′ng′n∗ ⇀Bf
′g′∗, (4.25)
Bnfngn∗h′n ⇀Bfg∗h′, Bnf ′ng′n∗hn ⇀Bf
′g′∗h. (4.26)
Here dμ= dσ dv∗ dv dx dt .
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(4.26) since the proof of (4.25) is apparently included. Also we note that to prove (4.26), it
needs only to prove the first convergence. In fact as noted at the end of Section 2 that for any
Ψ ∈ L∞([0, T ] × Ω × (R3)2 × S2), by defining Φ(t, x, v, v∗, σ ) = Ψ (t, x, v′, v′∗, v−v∗|v−v∗| ) we
have
T∫
0
∫
Ω×(R3)2×S2
Bf ′ng′n∗hnΦ dμ=
T∫
0
∫
Ω×(R3)2×S2
Bfngn∗h′nΨ dμ,
T∫
0
∫
Ω×(R3)2×S2
Bf ′ng′n∗hnΨ dμ=
T∫
0
∫
Ω×(R3)2×S2
Bfngn∗h′nΦ dμ.
Given any ε > 0, δ > 0, R > 0. Consider decomposition
T∫
0
∫
Ω×(R3)2×S2
Bfngn∗h′nΨ dμ=
T∫
0
∫
Ω×(R3)2×S2
BΨfngn∗h′nΨ 1{|v−v∗|δ}1{|v|R} dμ
+
T∫
0
∫
Ω×(R3)2×S2
Bfngn∗h′nΨ (1 − 1{|v−v∗|δ}1{|v|R}) dμ
and the same for the integration of fg∗h′. We compute
In :=
∣∣∣∣∣
T∫
0
∫
Ω×(R3)2×S2
Bfngn∗h′nΨ dμ−
T∫
0
∫
Ω×(R3)2×S2
Bfg∗h′Ψ dμ
∣∣∣∣∣

∣∣∣∣∣
T∫
0
∫
Ω×(R3)2×S2
(Bδfngn∗h′nΨR −Bδfg∗h′ΨR)dμ
∣∣∣∣∣
+
T∫
0
∫
Ω×(R3)2×S2
B
(|fn||gn∗||h′n| + |f ||g∗||h′|)|Ψ |(1{|v−v∗|<δ} + 1{|v|>R}) dμ
=: J (1)n + J (2)n
where
Bδ(z, σ ) = B(z,σ )1{|z|>δ}, ΨR(t, x, v, v∗, σ )= Ψ (t, x, v, v∗, σ )1{|v|R}.
Let us first estimate J (2)n . Let Λ(δ) =
∫
|z|δ A(z) dz. We compute (using L∞ bounds of gn, hn,
g, h)
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T∫
0
∫
Ω×R3
(|fn| + |f |)dx dv dtΛ(δ)
+K2
T∫
0
∫
Ω×(R3)2×S2
B
(|fn| + |f |)|Ψ |1{|v|>R} dμ
 2‖Ψ ‖L∞K3Λ(δ)+ 2‖Ψ ‖L∞K3‖A‖L1
1
R2
.
Now we concentrate on J (1)n . We will use approximation. We extend ΨR to R × (R3)3 × S2 by
rewriting ΨR(t, x, v, v∗, σ ) = Ψ (t, x, v, v∗, σ )1{(t,x)∈[0,T ]×Ω}1{|v|R}. It is obvious that ΨR is
integrable with respect to the measure B dμ on [0, T ] ×Ω × (R3)2 × S2:
T∫
0
∫
Ω×(R3)2×S2
|ΨR|B dμC0‖Ψ ‖L∞T meas(Ω)R3‖A‖L1 <∞.
So there exists Φε ∈ Cc(R × (R3)3 × S2) such that ‖Φε‖L∞(R×(R3)3×S2)  ‖ΨR‖L∞  ‖Ψ ‖L∞
and
T∫
0
∫
Ω×(R3)2×S2
|ΨR −Φε|B dμ< ε. (4.27)
Next choose ζ ∈ C(R0) satisfying 0  ζ  1, ζ(r) = 1 for r  1; ζ(r) = 0 for 0  r  1/2,
and define
Fε,δ(t, x, v, v∗,w,w∗)=Φε
(
t, x, v, v∗,
w −w∗
|w −w∗|
)
ζ
( |w −w∗|
δ
)
.
Then Fε,δ ∈ C(R × (R3)5) and for all (t, x, v, v∗, σ ) ∈ R × (R3)3 × S2∣∣Fε,δ(t, x, v, v∗, v′, v′∗)−Φε(t, x, v, v∗, σ )∣∣ ‖Ψ ‖L∞1{|v−v∗|<δ}. (4.28)
Let 2R <L<+∞ be large enough so that Ω ⊂ [−L,L]3. Applying polynomial approximation
and (smooth) truncation we find a function P of the form
P(t, x, v, v∗,w,w∗)=
N∑
j=1
ψ1j (t, x, v)ψ2j (v∗)ψ3j (w)ψ4j (w∗) (4.29)
where all ψij are bounded continuous functions, such that∣∣P(t, x, v, v∗,w,w∗)− Fε,δ(t, x, v, v∗,w,w∗)∣∣< ε on [0, T ] × ([−L,L]3)5.
Now we deal with the integrand in J (1)n . We have
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= Bδfngn∗h′n(ΨR −Φε)Bδfngn∗ + h′nΦε(1 − 1{|v|R}1{|v∗|R})
+Bδfngn∗h′n1{|v|R}1{|v∗|R}(Φε − Fε,δ)+Bδfngn∗h′n1{|v|R}1{|v∗|R}(Fε,δ − P)
+Bδ(fngn∗h′n − fg∗h′)P1{|v|R}1{|v∗|R}
+Bδfg∗h′(P − Fε,δ)1{|v|R}1{|v∗|R} +Bδfg∗h′(Fε,δ −Φε)1{|v|R}1{|v∗|R}
+Bδfg∗h′Φε(1{|v|R}1{|v∗|R} − 1)+Bδfg∗h′(Φε −ΨR).
We show that after integration the middle single term tends to zero as n→ ∞ using Lemma 4.3,
while the other terms are small uniformly in n by the above truncations and approximation: Ob-
serve that (4.28) implies Bδ(Φε − Fε,δ)= 0 when w = v′, w∗ = v′∗. Then we have, using (4.29),
J (1)n 
T∫
0
∫
Ω×(R3)2×S2
Bδ
(|fngn∗h′n| + |fg∗h′|)|ΨR −Φε|dμ
+
T∫
0
∫
Ω×(R3)2×S2
Bδ
(|fngn∗h′n| + |fg∗h′|)|Φε|(1{|v|>R} + 1{|v∗|>R}) dμ
+
T∫
0
∫
Ω×(R3)2×S2
Bδ
(|fngn∗h′n| + |fg∗h′|)|Fε,δ − P |1{|v|R}1{|v∗|R} dμ
+
N∑
j=1
∣∣∣∣∣
T∫
0
∫
Ω×(R3)2×S2
Bδ
(
fnψ˜1j (gnψ˜2j )∗(hnψ3j )′ψ ′4j ∗
− f ψ˜1j (gψ˜2j )∗(hψ3j )′ψ ′4j ∗
)
dμ
∣∣∣∣∣
=: J (11)n + J (12)n + J (13)n + J (14)n .
Here ψ˜1j (t, x, v)=ψ1j (t, x, v)1{|v|R}, ψ˜2j (v)=ψ2j (v)1{|v|R}. By (4.27)
J (21)n  2K3
T∫
0
∫
Ω×(R3)2×S2
|ΨR −Φε|B dμ< 2K3ε.
Since ‖Φε‖L∞  ‖Ψ ‖L∞ , it follows that
J (12)n K2‖Ψ ‖L∞‖A‖L1
T∫ ∫
3
(∣∣fn(t, x, v)∣∣+ ∣∣f (t, x, v)∣∣)1{|v|>R} dv dx dt
0 Ω×R
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T∫
0
∫
Ω×R3
(∣∣gn(t, x, v∗)∣∣+ ∣∣g(t, x, v∗)∣∣)1{|v∗|>R} dv dx dt
 4K3‖Ψ ‖L∞‖A‖L1
1
R2
.
Notice that |v|R, |v∗|R ⇒ (v, v∗, v′, v′∗) ∈ ([−L,L]3)4. We have
J (13)n  ε2K2‖A‖L1
T∫
0
∫
Ω×R3
(|fn| + |f |)dv dx dt  4K3‖A‖L1ε.
For the last term J (14)n , we note that for every fixed j , the sequences {fnψ˜1j }∞n=1, {gnψ˜2j }∞n=1,
{hnψ3j }∞n=1 still satisfy the condition of Lemma 4.3. Therefore by Lemma 4.3 we have J (14)n → 0
(n → ∞). Summarizing the above and letting n→ ∞ we get with a constant 0 <CA,K,Ψ <∞
lim sup
n→∞
In  CA,K,Ψ
(
Λ(δ)+ 1
R2
+ ε
)
.
Letting ε → 0+, δ → 0+ and R → +∞ leads to lim supn→∞ In = 0. 
As an application of Proposition 4.1 we can prove an entropy dissipation inequality:
Lemma 4.4. Let fn,f be measurable functions on R+ × Ω × R3 satisfying 0  f,fn  1,
ess supt0 supn1 ‖fn(t)‖L12 < ∞, and 〈fnΨ 〉 → 〈fΨ 〉 (n → ∞) in L
1([0, T ] × Ω) for all
0 < T <+∞ and all Ψ ∈ L∞(R0 × Ω × R3). Let ν be a fixed weighted Lebesgue measure,
e.g.
dν = e−t e−|v−v∗| dμ, dμ= dt dx dv dv∗ dσ. (4.30)
Then there exist a subsequence {fnkfnk ∗f ′nkf ′nk ∗} and a measurable function q on R0 × Ω ×
(R3)4 such that for q = q(t, x, v, v∗, v′, v′∗)
fnkfnk ∗f
′
nk
f ′nk ∗ ⇀q (k → ∞) weakly in L1
(
R0 ×Ω ×
(
R3
)2 × S2, dν) (4.31)
and q satisfies (1.28)–(1.29) with f . Moreover for any collision kernels B,Bn satisfying
Bn(z,σ ) B(z,σ ) <∞ a.e. and Bn(z,σ ) → B(z,σ ) (n→ ∞) a.e. (z, σ ) ∈ R3 × S2, we have
T∫
0
∫
Ω
DB(f, q)(t, x) dt dx  lim sup
n→∞
T∫
0
∫
Ω
DBn(fn)(t, x) dt dx ∀T > 0, (4.32)
where DB(f,q) is defined in (1.27).
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ν(E) = 0 ⇔ μ(E) = 0. That is, there is no difference between ν-null set and μ-null set. Since
0 fn,fn∗, f ′n, f ′n∗  1 and
sup
n1
∫
R0×Ω×(R3)2×S2
fnfn∗f ′nf ′n∗
(
1 + t2 + |v|2 + |v∗|2
)
dν
 8π sup
n1
∞∫
0
(
1 + t2)e−t∥∥fn(t)∥∥L12 dt
∫
R3
e−|z| dz <∞,
there are a subsequence, still denote it as {fnfn∗f ′nf ′n∗}, and a function q(t, x, v, v∗, σ ) ∈
L1(R0 ×Ω × (R3)2 × S2, dν) such that
fnfn∗f ′nf ′n∗ ⇀q (n → ∞) weakly in L1
(
R0 ×Ω ×
(
R3
)2 × S2, dν).
As noted at the end of Section 2 that the function
q(t, x, v, v∗,w,w∗) := q
(
t, x, v, v∗,
w −w∗
|w −w∗|
)
is measurable on R0 ×Ω × (R3)4 and q(t, x, v, v∗, v′, v′∗)= q(t, x, v, v∗, σ ).
On the other hand, applying Proposition 4.1 to the kernel B0(z, σ ) := e−|z| and recalling that
t → supn1 ‖fn(t)‖L12 is in L
∞
, we have by definition of dν that
fnfn∗ ⇀ff∗, f ′nf ′n∗ ⇀f
′f ′∗, fnfn∗f ′n ⇀ ff∗f ′, f ′nf ′n∗fn ⇀ f
′f ′∗f (n→ ∞)
weakly in L1(R0 ×Ω × (R3)2 × S2, dν). Since the products fnfn∗f ′nf ′n∗ are symmetric with
respect to (v, v∗, v′, v′∗) and 0 fnfn∗(1 − f ′n − f ′n∗) + fnfn∗f ′nf ′n∗  1,0 f ′nf ′n∗(1 − fn −
fn∗)+fnfn∗f ′nf ′n∗  1, it follows that q = q(t, x, v, v∗, v′, v′∗) and f satisfies (1.28)–(1.29) a.e.
We next prove the inequality (4.32). To do this we need to prove that
fnfn∗f ′nf ′n∗Bn,R ⇀ qBR (n → ∞) weakly in L1
([0, T ] ×Ω × (R3)2 × S2, dμ) (4.33)
for all fixed 0 < T , R <+∞, where
BR(z,σ ) = min
{
B(z,σ ),Re−|z|
}
, Bn,R(z, σ ) = min
{
Bn(z,σ ),Re−|z|
}
.
Since
∫
S2 BR(·, σ ) dσ ∈ L∞ ∩L1(R3), as shown in the beginning of proof of Lemma 4.3 that to
prove (4.33) we can replace Bn,R with BR . For any Ψ ∈ L∞([0, T ] ×Ω × (R3)2 × S2) we let
Φ(t, x, v, v∗, σ ) := etΨ (t, x, v, v∗, σ )min
{
B(v − v∗, σ )e|v−v∗|,R
}
then Φ ∈ L∞([0, T ] ×Ω × (R3)2 × S2) and
BRΨ dμ=Φe−t e−|v−v∗| dμ=Φ dν.
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gence (4.33) does hold when Bn,R is replaced with BR .
After these preparation we now use convexity of Γ (a, b) = (a − b) log(a/b) to prove (4.32).
Let
Fn = f ′nf ′n∗(1 − fn)(1 − fn∗), Gn = fnfn∗(1 − f ′n)(1 − f ′n∗),
F = f ′f ′∗(1 − f − f∗)+ q, G = ff∗(1 − f ′ − f ′∗)+ q.
By convexity of Γ (a, b) we compute, for any given ε > 0,
Γ (Fn,Gn) Γ (F + ε,G+ ε)+ log
(
F + ε
G+ ε
)(
Fn − F − (Gn −G)
)
+ (F −G)
(
Fn − F
F + ε −
Gn −G
G+ ε
)
.
(The positive term ε(F−G)2
(G+ε)(F+ε) was omitted from the right-hand side.) Therefore
T∫
0
∫
Ω×(R3)2×S2
Γ (F + ε,G+ ε)Bn,R dμ

T∫
0
∫
Ω×(R3)2×S2
Bn,RΓ (Fn,Gn)dμ
+
T∫
0
∫
Ω×(R3)2×S2
Bn,R log
(
G+ ε
F + ε
)(
Fn − F − (Gn −G)
)
dμ
+
T∫
0
∫
Ω×(R3)2×S2
Bn,R(G− F)
(
F − Fn
F + ε −
G−Gn
G+ ε
)
dμ. (4.34)
Since Bn,R  BR and Bn,R → BR (n → ∞) a.e., applying Proposition 4.1 to the kernels Bn,R ,
BR and using (4.33) we see that the last two terms in (4.34) converge to zero as n → ∞. There-
fore
1
4
T∫
0
∫
Ω×(R3)2×S2
Γ (F + ε,G+ ε)BR dμ lim sup
n→∞
T∫
0
∫
Ω
DBn(fn)(t, x) dx dt.
Letting ε → 0+ first and then letting R → +∞ gives (4.32) by Fatou’s Lemma. 
Our next two lemmas are designed for proving Theorem 1.
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0 f (t, x, v) 1 on R0 × T3 × R3 and let
EB(f )(t, x) =
∫
(R3)2×S2
B(v − v∗, σ )|v − v∗|2 sin2 θff∗ dσ dv∗ dv. (4.35)
Assume q = q(t, x, v, v∗, v′, v′∗) and f have the properties (1.28)–(1.29) (e.g. q = ff∗f ′f ′∗).
Then for all 0 t < T <+∞ and all 1 p  2
1
2p
T∫
t
∫
Ω×(R3)2×S2
B
(|v − v∗| sin θ)2−p∣∣ΠF(f )∣∣p dμ

( T∫
t
dτ
∫
T3
EB(f )(τ, x) dx
)(2−p)/2( T∫
t
dτ
∫
T3
DB(f,q)(τ, x) dx
)p/2
(4.36)
and
T∫
t
dτ
∫
T3
EB(f )(τ, x) dx 
25πA0
5 − |γ |
T∫
t
∥∥f (τ)∥∥
L12
dτ (4.37)
where A0 is given in (A2). Also for any measurable function Ψ (t, x, v, v∗, σ ) we have
1√
2
T∫
t
∫
Ω×(R3)2×S2
B
∣∣ΠF(f )∣∣|Ψ |dμ

( T∫
t
∫
Ω×(R3)2×S2
B(f ′f ′∗ + ff∗)|Ψ |2 dμ
)1/2( T∫
t
dτ
∫
Ω
DB(f, q)(τ, x) dx
)1/2
. (4.38)
Proof. By assumption on B and using (2.6) with κ = 2 we have
EB(f )(t, x)A0
∫
(R3)2
f (t, x, v)f (t, x, v∗)
|v − v∗||γ |−2 dv∗ dv 
25πA0
5 − |γ |
∥∥f (t, x)∥∥
L12(R3v)
.
This gives (4.37). To prove (4.36), let 0 t < T <+∞ be given and assume that
T∫
dτ
∫
3
DB(f )(τ, x) dx <+∞.
t T
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and p → 2 − 0 and using Fatou’s Lemma. Consider a decomposition
ΠF(f )=Π1(f, q)Π2(f, q)
where
Π1(f, q)=
√
f ′f ′∗(1 − f − f∗)+ q +
√
ff∗(1 − f ′ − f ′∗)+ q,
Π2(f, q)=
√
f ′f ′∗(1 − f − f∗)+ q −
√
ff∗(1 − f ′ − f ′∗)+ q.
By writing 12p |ΠF(f )|p = | 12Π1(f, q)|p|Π2(f, q)|p and using Hölder inequality (with 2−p2 +
p
2 = 1) we have
1
2p
T∫
t
∫
Ω×(R3)2×S2
B
(|v − v∗| sin θ)2−p∣∣ΠF(f )∣∣p dμ

( T∫
t
∫
Ω×(R3)2×S2
B
(|v − v∗| sin θ)2(12Π1(f, q)
) 2p
2−p
dμ
)(2−p)/2
×
( T∫
t
∫
Ω×(R3)2×S2
B
∣∣Π2(f, q)∣∣2 dμ)p/2. (4.39)
Further estimate: Since q satisfies (1.29), we have(
1
2
Π1(f, q)
) 2p
2−p

(
1
2
Π1(f, q)
)2
 1
2
(f ′f ′∗ + ff∗).
By definition (4.35) of EB , this gives
T∫
t
∫
Ω×(R3)2×S2
B
(|v − v∗| sin θ)2(12Π1(f, q)
) 2p
2−p
dμ
T∫
t
dτ
∫
T3
EB(f )(τ, x) dx. (4.40)
For the second factor in the right-hand side of (4.39) we use the inequality (√a−√b)2  14 (a−
b) log( a
b
) for a, b > 0 to obtain
∣∣Π2(f, q)∣∣2  14Γ (f ′f ′∗(1 − f − f∗)+ q,ff∗(1 − f ′ − f ′∗)+ q)
which gives
T∫
t
∫
3 2 2
B
∣∣Π2(f, q)∣∣2 dμ T∫
t
dτ
∫
3
DB(f,q)(τ, x) dx. (4.41)
Ω×(R ) ×S T
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argument as for p = 1 (Cauchy–Schwarz inequality). 
Lemma 4.6. Let Bn,B be collision kernels with B satisfying the assumptions (A1)–(A2) and
Bn(z,σ )  B(z,σ ), Bn(z,σ ) → B(z,σ ) (n → ∞) a.e. on R3 × S2. Let f n,f ∈ L12([0, T ] ×
Ω × R3) satisfy 0 fn,f  1 on [0, T ] ×Ω × R3 (0 < T <∞),
sup
n1
∥∥f n∥∥
L12([0,T ]×Ω×R3) <∞, supn1
T∫
0
∫
Ω
DBn
(
f n
)
(t, x) dx dt <∞, (4.42)
〈fnΨ 〉 → 〈fΨ 〉 (n→ ∞) ∀Ψ ∈ L∞
([0, T ] ×Ω × R3).
Then for every ϕ ∈ L∞([0, T ]×Ω;C1c (R3)) whose support in v is bounded uniformly in (t, x) ∈
[0, T ] ×Ω , we have
lim
n→∞
T∫
0
∫
Ω×R3
QBn
(
f n |ϕ)dv dx dt = T∫
0
∫
Ω×R3
QB(f |ϕ)dv dx dt. (4.43)
Proof. First of all we have the following integrability of f :
T∫
0
∫
Ω×(R3)2×S2
B|v − v∗| sin θ
∣∣ΠF(f )∣∣dμ <+∞ (4.44)
which is a consequence of Lemma 4.5 (4.36) (for p = 1), (4.37), Lemma 4.4 (4.32), and the
entropy dissipation bounds in (4.42).
Now let ϕ ∈ L∞([0, T ] × Ω;C1c (R3)) be given in the lemma. By assumption there are
0 < R,C < ∞ such that for almost every (t, x) ∈ [0, T ] × Ω and for all v ∈ R3, |ϕ(t, x, v)| +
|∇vϕ(t, x, v)|  C1{|v|R}. Applying (1.36)–(1.37), this implies that for a.e. (t, x, v, v∗, σ ) ∈
[0, T ] ×Ω × (R3)2 × S2
|ϕ|√2C|v − v∗| sin θ(1{|v|R} + 1{|v∗|R} + 1{|v′|R} + 1{|v′∗|R})
and thus
T∫
0
∫
Ω×(R3)2×S2
|Bn,ε −Bε|
∣∣ΠF(f n)∣∣|ϕ|dμ
 4
√
2C
T∫
0
∫
Ω×(R3)2×S2
|Bn,ε −Bε|
∣∣ΠF(f n)∣∣|v − v∗| sin θ1{|v|R} dμ.
Therefore (with different constant 0 <C <∞)
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∣∣∣∣∣
T∫
0
∫
T3×R3
QBn
(
f n |ϕ)dv dx dt − T∫
0
∫
T3×R3
QB(f |ϕ)dv dx dt
∣∣∣∣∣
 4
√
2C
T∫
0
∫
Ω×(R3)2×S2
|Bn −Bn,ε||v − v∗| sin θ
∣∣ΠF(f n)∣∣1{|v|R} dμ
+ √2C
T∫
0
∫
Ω×(R3)2×S2
|Bn,ε −Bε||v − v∗| sin θ
∣∣ΠF(f n)∣∣dμ
+
∣∣∣∣∣
T∫
0
∫
Ω×(R3)2×S2
Bε
(
ΠF
(
f n
)−ΠF(f ))ϕ dμ
∣∣∣∣∣
+ √2C
T∫
0
∫
Ω×(R3)2×S2
|Bε −B||v − v∗| sin θ
∣∣ΠF(f )∣∣dμ
=: 4√2CI(1)n,ε +
√
2CI(2)n,ε + I (3)n,ε +
√
2CJε.
To prove In → 0 (n→ ∞), it suffices to prove that
sup
n1
I (1)n,ε → 0, Jε → 0 as ε → 0+; I (2)n,ε , I (3)n,ε → 0 (n→ ∞) ∀0 < ε < 1.
Convergence of supn1 I (1)n,ε . By definition of Bn,ε we have
0 Bn −Bn,ε  B(1)n,ε +B(2)n,ε +B(3)n,ε,
B(1)n,ε(v − v∗, σ ) := Bn(v − v∗, σ )1{sin θ<ε},
B(2)n,ε(v − v∗, σ ) := Bn(v − v∗, σ )1{|v−v∗|<ε},
B(3)n,ε(v − v∗, σ ) := Bn(v − v∗, σ )1{sin θε}1{|v−v∗|>1/ε2}.
According to this we have
I (1)n,ε 
3∑
i=1
T∫
0
∫
Ω×(R3)2×S2
B(i)n,ε(v − v∗, σ )|v − v∗| sin θ
∣∣ΠF(f n)∣∣1{|v|R} dμ
:= I (11)n,ε + I (12)n,ε + I (13)n,ε .
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T∫
0
∫
T3
D
B
(i)
n,ε
(
f n
)
(t, x) dx dt 
T∫
0
∫
T3
DBn
(
f n
)
(t, x) dx dt  C.
Then applying Lemma 4.5 to Ψ = |v − v∗| sin θ1{|v|R} gives
I (11)n,ε C
( T∫
0
∫
Ω×(R3)2×S2
1{|v|R}B(1)n,ε|v − v∗|2 sin2 θ
(
f n
′
f n∗
′ + f nf n∗
)
dμ
)1/2
.
Since f n′f n∗ ′  f n∗ ′1{0θπ/2} + f n′1{π/2<θπ}, B(1)n,ε(z, σ )  B(z,σ )1{sin θ<ε}, applying
Proposition 2.1 to
W1(v − v∗, σ, v′∗)= B(v − v∗, σ )|v − v∗|2 sin2 θ 1{0θπ/2}1{sin θ<ε}f (t, x, v′∗),
W2(v − v∗, σ, v′)= B(v − v∗, σ )|v − v∗|2 sin2 θ1{π/2<θπ}1{sin θ<ε}f (t, x, v′)
we obtain∫
(R3)2×S2
1{|v|R}B(1)n,εf n
′
f n∗
′|v − v∗|2 sin2 θ dσ dv∗ dv
 25/2
∫
|v|R
∫
R3
f n(t, x, v∗)
∫
S2
B
(
v − v∗
λ(θ)
, σ
)
|v − v∗|2 sin2 θ1{sin θ<ε} dσ dv∗ dv.
If we set
A¯ε(z) =
∫
S2
(
B(z,σ )+B
(
z
λ(θ)
, σ
))
sin2 θ1{sin θ<ε} dσ
then for any M > 0
[
I (11)n,ε
]2
(t, x) :=
∫
(R3)2×S2
1{|v|R}B(1)n,ε|v − v∗|2 sin2 θ
(
f n
′
f n∗
′ + f nf n∗
)
dσ dv dv∗
 C0
∫
R3
f n(t, x, v∗)
( ∫
|v∗+z|R
|z|2A¯ε(z) dz
)
dv∗.
Next for any M > 0 we have |v∗|M + R and |v∗ + z| R ⇒ |z|M + 2R; |v∗| > M + R
and |v∗ + z|R ⇒M < |z| 2|v∗| ⇒ |z|2A¯ε(z) 8A0|v∗|2M−|γ | and so
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I (11)n,ε
]2
(t, x) C0
∫
|v∗|M+R
f n(t, x, v∗)
( ∫
|z|M+2R
|z|2A¯ε(z) dz
)
dv∗
+ C0A0
M |γ |
∫
|v∗|>M+R
f n(t, x, v∗)|v∗|2
( ∫
|v∗+z|R
dz
)
dv∗
 C0
∥∥f n(t, x)∥∥
L1
∫
|z|M+2R
|z|2A¯ε(z) dz+ C0A0R
3
M |γ |
∥∥f n(t, x)∥∥
L12
.
Taking integration over (t, x) ∈ [0, T ] ×Ω gives
sup
n1
[
I (11)n,ε
]2  C ∫
|z|M+2R
|z|2A¯ε(z) dz+ CR
M |γ |
.
Thus first letting ε → 0 and then letting M → +∞ leads to limε→0 supn1 I (11)n,ε = 0. For the sec-
ond term I (12)n,ε we omit 1{|v|R} and use Lemma 4.5 (for p = 1) and B(2)n,ε(z, σ ) B(z,σ )1{|z|<ε}
and 0 f n  1 to get
[
I (12)n,ε
]2  C T∫
0
dt
∫
T3
E
B
(2)
n,ε
(
f n
)
(τ, x) dx
A0
T∫
0
dt
∫
T3×(R3)2
f n(t, x, v)
|z||γ |−2 1{|z|<ε} dzdv dx  C
4πε5−|γ |
5 − |γ | .
To estimate I (13)n,ε , we observe that
1{sin θε}1{|v−v∗|>1/ε2}  ε|v − v∗| sin θ,
∣∣ΠF(f n)∣∣ f n′f n∗ ′ + f nf n∗
and then use Lemma 4.5 (4.37) to get
I (13)n,ε  ε
T∫
0
∫
Ω×(R3)2×S2
B|v − v∗|2 sin2 θ
(
f n
′
f n∗
′ + f nf n∗
)
dμ
= 2ε
T∫
0
dt
∫
T3
EB
(
f n
)
(τ, x) dx Cε.
Summarizing the above we conclude that supn1 I
(1)
n,ε → 0 (ε → 0).
Convergence of Jε . We write with dμ= dσ dv∗ dv dx dt
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T∫
0
∫
Ω×(R3)2×S2
B
∣∣ΠF(f )∣∣|v − v∗| sin θ
× {1{sin θ>0}1{|v−v∗|>0} − 1{sin θε}1{ε|v−v∗|1/ε2}}dμ.
Since the bracket {· · ·} → 0 pointwise as ε → 0+, it follows from the integrability (4.44) and the
dominated convergence that Jε → 0 as ε → 0+.
Convergence of I (2)n,ε . By definition of Bn,ε,Bε and 0 f n  1 we compute
I (2)n,ε  2
T∫
0
∫
Ω×(R3)2×S2
(B −Bn)1{sin θε}1{ε|v−v∗|1/ε2}|v − v∗| sin θf nf n∗ dμ
 2
( T∫
0
∥∥f n(t)∥∥
L1 dt
)( ∫
R3×S2
(
B(z,σ )−Bn(z,σ )
)
1{sin θε}1{ε|z|1/ε2}|z| sin θ dσ dz
)
→ 0 (n → ∞) ∀0 < ε < 1.
Here we used the assumption 0 Bn  B , Bn → B a.e. on R3 × S2 and the obvious integrability
of B(z,σ )1{sin θε}1{ε|z|1/ε2}|z| sin θ on R3 × S2.
Convergence of I (3)n,ε . By our truncation Bε for B , there are no problems of integrability in all
derivations below. Applying the calculation formula (2.7) we have
T∫
0
∫
Ω×(R3)2×S2
BεϕΠF
(
f n
)
dμ
= 2
T∫
0
∫
Ω×(R3)2×S2
Bεϕf
n′f n∗
′
dμ− 4
T∫
0
∫
Ω×(R3)2×S2
Bεϕf
nf n
′
f n∗
′
dμ (4.45)
and this equality holds also for f . By Proposition 4.1 we have
lim
n→∞
T∫
0
∫
Ω×(R3)2×S2
Bεϕf
n′f n∗
′
dμ=
T∫
0
∫
Ω×(R3)2×S2
Bεϕf
′f ′∗ dμ,
lim
n→∞
T∫
0
∫
3 2 2
Bεϕf
nf n
′
f n∗
′
dμ=
T∫
0
∫
3 2 2
Bεϕff
′f ′∗ dμ.Ω×(R ) ×S Ω×(R ) ×S
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lim
n→∞
T∫
0
∫
Ω×(R3)2×S2
BεϕΠF
(
f n
)
dμ=
T∫
0
∫
Ω×(R3)2×S2
BεϕΠF(f ) dμ.
This proves limn→∞ I (3)n,ε = 0 ∀0 < ε < 1.
Summarizing the above we obtain (by letting n→ ∞ first)
lim sup
n→∞
In  C
(
sup
n1
I (1)n,ε + Jε
)
→ 0 (ε → 0+).
This proves (4.43) and the proof is complete. 
5. Stability, existence and moment estimates
In this section we prove our main results Theorems 1–3. As above we denote dμ =
dσ dv∗ dv dx dt (product measure). To shorten notations we denote the integration with respect
to (x, v) for a function g of (t, x, v) by∫
T3×R3
g(t) dv dx ≡
∫
T3×R3
g(t, x, v) dv dx.
Proof of Theorem 1. Step 1. We prove that there exist a subsequence of {f n}, still denote it as
{f n}, and a function f , such that the following hold:
(1) f is measurable on R0 × (R3)2 satisfying the periodic condition and L∞ bounds in (1.4)–
(1.5) and f |t=0 = f0, and for any t  0, (x, v) → f (t, x, v) is measurable on (R3)2;
(2) for any 0 < η < 2 and any measurable function ψ on R0 × T3 × R3 satisfying
sup
(t,x,v)∈R0×T3×R3
∣∣ψ(t, x, v)∣∣(1 + |v|2)−η/2 <+∞
we have
lim
n→∞
∫
T3×R3
f n(t)ψ(t) dv dx =
∫
T3×R3
f (t)ψ(t) dv dx ∀t  0, (5.1)
lim
n→∞
T∫
0
∫
T3×R3
f nψ dv dx dt =
T∫
0
∫
T3×R3
fψ dv dx dt ∀0 < T <+∞; (5.2)
(3) f conserves the mass, momentum and satisfies the energy inequality (1.33), and the averag-
ing strong convergence (1.32) hold true;
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n→∞
S
(
f n(t)
)
 S
(
f (t)
) ∀t  0; lim
n→∞S
(
f n0
)= S(f0) (5.3)
and there is a measurable function q such that (f, q) satisfies (1.28)–(1.29).
To do these we first prove that for any ψ ∈ L∞(T3 × R3)
sup
|t1−t2|η
sup
n1
∣∣∣∣ ∫
T3×R3
(
f n(t1)− f n(t2)
)
ψ dv dx
∣∣∣∣→ 0 as η → 0+. (5.4)
Let K0 := supt0 supn1‖f n(t)‖L12 = supn1‖f
n
0 ‖L12 (< +∞). To prove (5.4) we first assume
that ψ ∈ C1
b,T((R
3)2). Then (assuming 0 t1 < t2)
t2∫
t1
∫
T3×R3
f n|v · ∇xψ |dv dx dt  CK0‖ψ‖1,∞|t1 − t2|. (5.5)
Applying the inequality in (1.36)–(1.37), Lemma 4.5 (for p = 1), the entropy inequality
t∫
0
dτ
∫
T3
DBn
(
f n
)
(τ, x) dx  S
(
f n(t)
)− S(f n0 ), t  0, (5.6)
and finally using the assumption Bn(v − v∗, σ ) B(v − v∗, σ ), we obtain
t2∫
t1
∫
T3×R3
∣∣QBn(f n |ψ)∣∣dv dx dt

√
2‖ψ‖1,∞
t2∫
t1
∫
T3×(R3)2×S2
Bn|v − v∗| sin θ
∣∣ΠF(f n)∣∣dμ
 C0‖ψ‖1,∞
(
A0(t2 − t1)
5 − |γ |
∥∥f n0 ∥∥L12
)1/2[
S
(
f n(t2)
)− S(f n(0))]1/2. (5.7)
Since f n are weak solutions of Eqs. (1.1)–(1.5) (with kernels Bn), it follows from Eqs. (1.21),
(5.5), (5.7) and the entropy bound (1.23) that
sup
n1
∣∣∣∣ ∫
T3×R3
(
f n(t1)− f n(t2)
)
ψ dv dx
∣∣∣∣ CK0‖ψ‖1,∞(|t1 − t2| + |t1 − t2|1/2). (5.8)
Here and below CK0 denotes any positive and finite constant that depends only on K0, A0, γ and
|T3|.
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in x with the period T. For any 0 <R <+∞ we have
sup
n1
∣∣∣∣ ∫
T3×R3
(
f n(t1)− f n(t2)
)
ψ1{|v|>R} dv dx
∣∣∣∣ 2R2 ‖ψ‖L∞K0. (5.9)
Let ψR(x, v) = ψ(x, v)1{|v|R} and for any 0 < δ < 1, let 0  χδ ∈ C∞c (R3) be the function
given in the proof of Lemma 4.1. Let (χδ ⊗χδ)(x, v)= χδ(x)χδ(v), ψR,δ =ψR ∗ (χδ ⊗χδ) (con-
volution for full variable (x, v)). Then it is easily checked that ψR,δ ∈ C1b,T((R3)2), ‖ψR,δ‖1,∞ 
C0δ−1‖ψ‖L∞ and ‖ψR−ψR,δ‖L1(T3×R3) → 0 as δ → 0. By writing ψ =ψ−ψR+ψR−ψR,δ+
ψR,δ and using the estimate (5.8) we compute for any t1, t2  0 with |t1 − t2| 1
sup
n1
∣∣∣∣ ∫
T3×R3
(
f n(t1)− f n(t2)
)
ψ dv dx
∣∣∣∣
 2
R2
‖ψ‖L∞K0 + ‖ψR −ψR,δ‖L1 + sup
n1
∣∣∣∣ ∫
T3×R3
(
f n(t1)− f n(t2)
)
ψR,δ dv dx
∣∣∣∣
 2
R2
‖ψ‖L∞K0 + ‖ψR −ψR,δ‖L1 +CK0δ−1‖ψ‖L∞|t1 − t2|1/2 (∀n 1).
This implies that for all 0 < η < 1
sup
|t1−t2|η
sup
n1
∣∣∣∣ ∫
T3×R3
(
f n(t1)− f n(t2)
)
ψ dv dx
∣∣∣∣
 2
R2
‖ψ‖L∞K0 + ‖ψR −ψR,δ‖L1 +CK0δ−1‖ψ‖L∞
√
η
and so by first letting η → 0+ and then letting δ → 0+, and finally letting R → +∞ gives (5.4).
The L12 ∩ L∞ bounds of {f n} imply that for every fixed t  0, the sequence {f n(t)}∞n=1 is
weakly compact in L1(T3 × R3). So for any rational number ri ∈ Q0, there is a subsequence
{f nj (i)}∞j=1 and a function f (ri, x, v) such that f nj (i)(ri) ⇀ f (ri) weakly in L1(T3 × R3) as
j → ∞. Applying diagonal method and the equi-continuity (5.4), we can find a common sub-
sequence {f nk }∞k=1 and a function f (t, x, v) such that f nk (t) → f (t) (k → +∞) weakly in
L1(T3 × R3) for every t ∈ R0. And we can extend f on R0 × (R3)2 such that the extension,
still denote it as f , is x-periodic with the period T. It is obvious that f |t=0 = f0 and 0 f  1
on R0 × (R3)2. Also it is not difficult to prove that for every fixed t  0, (x, v) → f (t, x, v) is
measurable on (R3)2. Now for notational convenience we assume that the sequence {f n(t)}∞n=1
converges weakly in L1(T3 × R3) to f (t) for all t  0. Since f n conserve the mass, momentum
and energy, and satisfy limn→∞ ‖f n0 −f0‖L12 = 0, it follows that the limiting function f satisfies
the bound supt0 ‖f (t)‖L12  ‖f0‖L12 and this implies that the convergence (5.1) (hence (1.31))
and (5.2) hold true. Also it is obvious that the convergence (5.1) implies that f conserves the
mass and momentum, and satisfies the energy inequality (1.33).
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L∞([0, T ] × T3 × R3). Choose a subsequence {nk}∞k=1 of {n} such that
lim
k→+∞
∥∥〈f nkΨ 〉− 〈fΨ 〉∥∥
L1([0,T ]×T3) = lim sup
n→∞
∥∥〈f nΨ 〉− 〈fΨ 〉∥∥
L1([0,T ]×T3).
By averaging compactness theorem (see Section 1), the sequence {〈f nΨ 〉}∞n=1 is relatively com-
pact in L1([0, T ] × T3). Thus there is a subsequence of {f nk }∞k=1, still denote it as {f nk }∞k=1,
and an F ∈ L1([0, T ] × T3), such that limk→+∞ ‖〈f nkΨ 〉 − F‖L1([0,T ]×T3) = 0. This im-
plies that 〈f nkΨ 〉 ⇀ F weakly in L1([0, T ] × T3). On the other hand the weak conver-
gence f nk ⇀ f in L1([0, T ] × T3 × R3) (just proved above) implies the weak convergence
〈f nkΨ 〉 ⇀ 〈fΨ 〉 in L1([0, T ] × T3). Therefore F = 〈fΨ 〉 a.e. on [0, T ] × T3 × R3 and hence
limk→+∞ ‖〈f nkΨ 〉 − 〈fΨ 〉‖L1([0,T ]×T3) = 0. This proves (1.32).
Finally let us prove (5.3). Let
FN(t, x, v)=
(
1 − 2
N
)
f (t, x, v)+ 1
N
e−|v|, N  3.
Applying the inequality (1.22) to the function fN and using dominated convergence theorem we
have
lim
N→∞S
(
fN(t)
)= S(f (t)) ∀t  0.
Next, let ψN = log((1 − fN)/fN). Then |ψN(t, x, v)| (logN)(1 + |v|) and
∣∣ψN(t, x, v)(f (t, x, v)− fN(t, x, v))∣∣ 2 logN
N
(
f (t, x, v)+ e−|v|)(1 + |v|).
Since the function y → −(1 − y) log(1 − y)− y logy is concave on y ∈ [0,1], it follows that
S
(
f n(t)
)
 S
(
fN(t)
)+ ∫
T3×R3
ψN(t)
(
f n(t)− fN(t)
)
dv dx.
Therefore, first taking upper limit with respect to n→ ∞ and using the weak convergence (5.1),
and then letting N → ∞, we obtain the first inequality in (5.3). Also for t = 0 we use the as-
sumption ‖f n0 − f0‖L12 → 0 (n → ∞), the nonnegativity of the integrand −(1 − f ) log(1 −
f )− f logf in the entropy S(f ), and Fatou’s Lemma to get S(f0) lim infn→∞ S(f n0 ) which
together with the first inequality in (5.3) (for t = 0) proves limn→∞ S(f n0 )= S(f0).
The existence of the function q , the entropy inequality (1.34) and the entropy control (1.35)
follow from Lemma 4.4, (4.32), (5.6), (5.3), and Lemma 4.5 (4.36)–(4.37).
Step 2. We now prove that f is a weak solution of Eqs. (1.1)–(1.5) with the kernel B . Given
any ϕ ∈ C1
b,T([0,∞) × (R3)2). Because of Lemma 4.6, we consider truncation: For any 1 <
R < ∞, let ϕR(t, x, v) = ζ(v/R)ϕ(t, x, v) where ζ ∈ C1c (R3) satisfies 0 ζ  1, ζ(v) = 1 for
|v|  1; = 0 for |v|  2. Since every f n is a weak solution of Eqs. (1.1)–(1.5) with respect to
the kernel Bn, (f n,ϕR) satisfies the integral equation (1.21) with Bn. Letting n→ ∞ we see by
Step 1 and Lemma 4.6 that (f,ϕR) also satisfies the same equation with the kernel B , i.e.
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T3×R3
f (t)ϕR(t) dv dx =
∫
T3×R3
f0ϕR(0) dv dx +
t∫
0
dτ
∫
T3×R3
f (∂τ + v · ∇x)ϕR dv dx
+ 1
4
t∫
0
dτ
∫
T3×R3
QB(f |ϕR)dv dx ∀t  0.
Next applying the inequality (1.36)–(1.37) to ϕR gives |ϕR| Cϕ |v−v∗| sin θ (Cϕ = ‖ϕ‖L∞ +
‖∇vϕ‖L∞ ). Therefore using the entropy control (1.35) (for p = 1) and the dominated conver-
gence we obtain for all t  0
lim
R→+∞
t∫
0
dτ
∫
T3×R3
QB(f |ϕR)dv dx =
t∫
0
dτ
∫
T3×R3
QB(f |ϕ)dv dx.
Similarly we have |(∂τ + v · ∇x)ϕR(τ, x, v)|  Cϕ(1 + |v|) (Cϕ = ‖∂tϕ‖L∞ + ‖∇xϕ‖L∞ ), and
thus the other terms also converge to the corresponding terms as R → +∞. Therefore f is a
weak solution of Eqs. (1.1)–(1.5) with the initial data f |t=0 = f0. The conservation of mass and
momentum and the energy inequality (1.33) and the entropy inequalities (1.34)–(1.35) have been
proven in Step 1. The proof of Theorem 1 is complete. 
Proof of Theorem 2. Let the kernel B and the initial datum f0 be given in Theorem 2. For every
n ∈ N, let
Bn(z,σ )= min
{
B(z,σ ), ne−|z|
}
, An(z) =
∫
S2
Bn(z,σ ) dσ.
Then An ∈ L1(R3) and 0  Bn ↗ B (n → ∞) for almost every (z, σ ) ∈ R3 × S2. By Proposi-
tion 3.1, for every n ∈ N, Eqs. (1.1)–(1.5) with the kernel Bn have a unique mild (and thus weak)
solution f n satisfying f n|t=0 = f0 and f n conserves the mass, momentum, and energy, and sat-
isfies the entropy identity (1.24) with respect to the Bn. Therefore the conclusion of Theorem 2
follows from Theorem 1. 
Our last lemma below is used to prove moment estimates.
Lemma 5.1. Given s > 2, ε > 0. Let Ψs,ε(r) = ( r1+εr )s/2, r > 0. Then for the difference Ψs,ε =
Ψs,ε(|v|2)+Ψs,ε(|v∗|2)−Ψs,ε(|v′|2)−Ψs,ε(|v′∗|2) we have
|Ψs,ε| 4s2Ψs,ε
(|v|2 + |v∗|2) |v − v∗|2 sin θ
min{|v|2, |v∗|2, |v′|2, |v′∗|2}
.
Proof. Omitting subindices we denote Ψ (r)= ( r1+εr )s/2 and compute for r > 0∣∣∣∣d2Ψ (r)2
∣∣∣∣ s2 Ψ (r) 12 . (5.10)dr 2 r
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Ψ = (|v′∗|2 − |v∗|2)(|v′|2 − |v∗|2) 1∫
0
1∫
0
(
d2Ψ
dr2
)
(Rt,τ ) dτ dt (5.11)
where Rt,τ = |v∗|2 + t (|v′∗|2 −|v∗|2)+ τ(|v′|2 −|v∗|2). By symmetry we can assume that |v∗| =
min{|v|, |v∗|, |v′|, |v′∗|}. (In fact in
∫ 1
0
∫ 1
0 by changing variables (t, τ ) → (1 − t,1 − τ); (t, τ )→
(1− t, τ ); (t, τ )→ (t,1− τ), respectively, and using |v′|2 +|v′∗|2 = |v|2 +|v∗|2 one also obtains
the other three representations of Ψ .) Since Ψ (r) is increasing and Rt,τ  |v|2 + |v∗|2 for all
t, τ ∈ [0,1], it follows from (5.10)–(5.11) that
|Ψ | s
2
2
Ψ
(|v|2 + |v∗|2) 1∫
0
1∫
0
(|v′∗|2 − |v∗|2)(|v′|2 − |v∗|2) dτ dt
[|v∗|2 + t (|v′∗|2 − |v∗|2)+ τ(|v′|2 − |v∗|2)]2
.
To estimate the integral let us assume for instance |v′|  |v′∗|. Then |v′|2  |v|
2+|v∗|2
2 and so
|v∗|2 + t (|v′∗|2 − |v∗|2)+ τ(|v′|2 − |v∗|2) 12 |v∗|2 + τ2 |v|2 for all t, τ ∈ [0,1]. Therefore
1∫
0
1∫
0
dτ dt
[|v∗|2 + t (|v′∗|2 − |v∗|2)+ τ(|v′|2 − |v∗|2)]2
 4|v∗|2(|v∗|2 + |v|2) .
On the other hand (|v′∗|2 − |v∗|2)(|v′|2 − |v∗|2) 2(|v|2 + |v∗|2)|v − v∗|2 sin θ . Thus
|Ψ | 4s2Ψ (|v|2 + |v∗|2) |v − v∗|2 sin θ|v∗|2 .
This proves the lemma. 
Proof of Theorem 3. Let f be a weak solution of Eqs. (1.1)–(1.5) with B satisfying the assump-
tion (B). The proof of conservation of mass, momentum and energy is easy and has been given
in Introduction of Ref. [25] where the assumption of “separated variable type” (1.19) was in fact
not used and thus the proof is still valid for the present assumption (B). In fact the additional
term B( z
λ(θ)
, σ ) can also be omitted if one is only concerned with the conservation laws.
We now prove the moment estimates. Given s > 2 and assume f |t=0 = f0 ∈ L1s (T3 × R3). We
shall use the function Ψs,ε(|v|2) = ( |v|21+ε|v|2 )s/2, ε > 0. We first deal with the collision integral:
By symmetry and Lemma 5.1 we have
1
4
∣∣QB(f |Ψs,ε)(τ, x)∣∣ 14
∫
(R3)2×S2
B
∣∣ΠF(f )∣∣|Ψs,ε|dσ dv∗ dv

∫
3 2 2
B
∣∣ΠF(f )∣∣|Ψs,ε|1{|v|=min{|v|,|v∗|,|v′|,|v′∗|}} dσ dv∗ dv(R ) ×S
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∫
(R3)2×S2
Bff∗Ψs,ε
(|v|2 + |v∗|2) |v − v∗|2 sin θ|v|2 1{|v|=min{|v|,|v∗|,|v′|,|v′∗|}} dσ dv∗ dv
+Cs
∫
(R3)2×S2
Bf ′f ′∗Ψs,ε
(|v|2 + |v∗|2) |v − v∗|2 sin θ|v|2 1{|v|=min{|v|,|v∗|,|v′|,|v′∗|}} dσ dv∗ dv
=: Is,ε(τ, x)+ Js,ε(τ, x).
Here and below the constants Cs depends only on s,‖f0‖L1s , γ, and A0. To estimate Is,ε(τ, x)
we note that |v|  |v∗| ⇒ Ψs,ε(|v|2 + |v∗|2)  2s/2Ψs,ε(|v∗|2). Also by splitting
∫
|v||v∗| =∫
|v||v∗|/2 +
∫
|v∗|/2<|v||v∗| and using∫
|v||v∗|
|v − v∗|2−|γ | dv 
∫
|v−v∗|2|v∗|
|v − v∗|2−|γ | dv = 4π5 − |γ |
(
2|v∗|
)5−|γ |
we obtain (recall that 3 |γ |< 5)∫
|v||v∗|
|v − v∗|2−|γ |
|v|2 dv 
C0
5 − |γ | |v∗|
3−|γ |. (5.12)
By assumption on B these imply
Is,ε(τ, x) Cs,γ A0
∫
R3
f (τ, x, v∗)Ψs,ε
(|v∗|2) ∫
|v||v∗|
|v − v∗|2−|γ |
|v|2 dv dv∗
 Cs
∫
R3
f (τ, x, v∗)Ψs,ε
(|v∗|2)|v∗|3−|γ | dv∗.
For the second term Js,ε(τ, x) we shall use Proposition 2.1. Let
B˜(v − v∗, σ )= B(v − v∗, σ )|v − v∗|2 sin θ,
B˜1(v − v∗, σ )= B˜(v − v∗, σ )1{0θπ/2},
B˜2(v − v∗, σ )= B˜(v − v∗, σ )1{π/2<θπ}.
By assumption on B we have
∫
S2 B˜(
v−v∗
λ(θ)
, σ ) dσ  A0|v − v∗|2−|γ |. Observe that |v| 
min{|v′∗|, |v′|} implies
|v|2 + |v∗|2  3 min
{|v′∗|2 + |v − v∗|2 cos2(θ/2), |v′|2 + |v − v∗|2 sin2(θ/2)}.
Then applying Proposition 2.1 to
W1(v − v∗, σ, v, v′∗)= B˜1Ψs,ε
(|v′∗|2 + |v − v∗|2 cos2(θ/2))f ′∗1{|v||v′∗|},
W2(v − v∗, σ, v, v′)= B˜2Ψs,ε
(|v′∗|2 + |v − v∗|2 cos2(θ/2))f ′1{|v||v′|}
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Js,ε(τ, x)
 Cs
∫
R3
dv
|v|2
∫
R3×S2
B˜1Ψs,ε
(|v′∗|2 + |v − v∗|2 cos2(θ/2))f ′∗1{|v||v′∗|} dσ dv∗
+Cs
∫
R3
dv
|v|2
∫
R3×S2
B˜2Ψs,ε
(|v′|2 + |v − v∗|2 sin2(θ/2))f ′1{|v||v′|} dσ dv∗
= Cs
∫
R3
dv
|v|2
∫
R3
Ψs,ε
(|v∗|2 + |v − v∗|2)f (τ, x, v∗)1{|v||v∗|} ∫
S2
B˜1(
v−v∗
cos(θ/2) , σ )
cos3(θ/2)
dσ dv∗
+Cs
∫
R3
dv
|v|2
∫
R3
Ψs,ε
(|v∗|2 + |v − v∗|2)f (τ, x, v∗)1{|v||v∗|} ∫
S2
B˜2(
v−v∗
sin(θ/2) , σ )
sin3(θ/2)
dσ dv∗
 Cs
∫
(R3)2
1
|v|2 f (τ, x, v∗)Ψs,ε
(|v∗|2 + |v − v∗|2)1{|v||v∗|} ∫
S2
B˜
(
v − v∗
λ(θ)
, σ
)
dσ dv∗ dv
 Cs
∫
R3
f (τ, x, v∗)Ψs,ε
(|v∗|2)( ∫
|v||v∗|
|v − v∗|2−|γ |
|v|2 dv
)
dv∗
 Cs
∫
R3
f (τ, x, v∗)Ψs,ε
(|v∗|2)|v∗|3−|γ | dv∗.
Taking integration over (τ, x) ∈ [0, t] × T3 we obtain
∫
T3×R3
f (t)Ψs,ε dv dx 
∫
T3×R3
f0|v|s dv dx +Cs
t∫
0
dτ
∫
T3×R3
f (τ)Ψs,ε|v|3−|γ | dv dx.
Since Ψs,ε(v)|v|3−|γ |  max{1, ε−s/2}, there is no problem of integrability. If γ = −3, then by
Gronwall Lemma, ∫
T3×R3
f (t)Ψs,ε dv dx  exp(Cst)
∫
T3×R3
f0|v|s dv dx.
Letting ε → 0+ gives the exponential bounds.
Next suppose −5 < γ <−3. If s  |γ | − 1, then Ψs,ε(v)|v|3−|γ |  1 + |v|2 and by conserva-
tion of mass and energy we obtain∫
3 3
f (t, x, v)Ψs,ε(v) dv dx  Cs(1 + t), t  0.
T ×R
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inequality and conservation of energy we obtain (with 1/q = 1 − 1/p)∫
T3×R3
f (τ)Ψs,ε|v|3−|γ | dv dx

( ∫
T3×R3
f (τ)Ψs,ε|v|p(3−|γ |) dv dx
)1/p( ∫
T3×R3
f (τ)Ψs,ε dv dx
)1/q

( ∫
T3×R3
f0|v|2 dv dx
)1/p( ∫
T3×R3
f (τ)Ψs,ε dv dx
)1/q
.
Therefore
∫
T3×R3
f (t)Ψs,ε dv dx 
∫
T3×R3
f0|v|s dv dx +Cs
t∫
0
( ∫
T3×R3
f (τ)Ψs,ε dv dx
)1/q
dτ
which implies ∫
T3×R3
f (t, x, v)Ψs,ε(v) dv dx  Cs(1 + t)p, t  0.
Letting ε → 0+ leads to the polynomial bounds. 
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