Abstract. We use polyhedral product models to analyse the structure of the commutator subgroup of a right-angled Artin group. In particular, we provide a minimal set of generators for the commutator subgroup, consisting of special iterated commutators of canonical generators.
functor B takes the graph product (G) K to the polyhedral product (BG) K , and the polyhedral product (EG, G) K is the classifying space for the commutator subgroup (G K ) ′ when all G i are abelian. In the case of a right-angled Artin group, each classifying space BG i = BZ is a circle, and we obtain as (BG) K the subcomplex (S 1 ) K in the m-torus, introduced by Kim and Roush in [KR] . In this paper we use the construction of polyhedral products and other techniques of toric topology to study the commutator subgroups of right-angled Artin groups and more general graph products. Apart from a purely algebraic interest, our motivation lies in the fact that these commutators subgroups arise as the fundamental groups of some remarkable aspherical spaces. We refer to [PV, BEMPP] for the discussion of topological aspects of the theory of right-angled Artin groups and their commutator subgroups.
In Section 2 we include some basic information about right-angled Artin groups and polyhedral products. In Section 3 we construct a special basis for the commutator subgroup of a free group, which is also a right-angled Artin group corresponding to m disjoint vertices. Several other constructions of bases in the commutator subgroup of a free group are known, see e. g. [BK, Appendix 1] and [HW] . In Section 4 we give an explicit minimal set of generators for the commutator subgroup of an arbitrary right-angled Artin group RA K . The generators are nested iterated commutators of powers of the canonical generators of RA K appearing in a special order prescribed by the combinatorics of K. In Section 5 we generalise the result to arbitrary graph products.
We thank the anonymous referee for the most helpful comments and suggestions.
Preliminaries
Let K be an abstract simplicial complex on the set [m] = {1, 2, . . . , m}. We refer to a subset I = {i 1 , . . . , i k } ∈ K as a simplex (or face) of K. We assume that K contains the empty set ∅ and all one-element subsets {i} ∈ [m]; the latter are referred to as the vertices of K.
We denote by F m or F (g 1 , . . . , g m ) a free group of rank m with generators g 1 , . . . , g m .
Definition 2.1. The right-angled Artin group RA K corresponding to K is defined by generators and relations as follows:
. . , g m ) (g i g j = g j g i for {i, j} ∈ K).
Clearly, the group RA K depends only on the 1-skeleton of K, the graph K 1 .
Definition 2.2. Let X k :
where the union is taken inside the Cartesian product m k=1 X k . In the case when all pairs (X i , A i ) are the same, i. e. X i = X and A i = A for i = 1, . . . , m, we use the notation (X, A) K for (X , A) K . Also, if each A i = pt , then we use the abbreviated notation X K for (X , pt) K , and
Example 2.3. 1. Let (X, A) = (S 1 , pt), where S 1 is a circle. The polyhedral product
I is a subcomplex of the m-torus (S 1 ) m , sitting between the m-fold wedge (S 1 ) ∨m and the m-fold Cartesian product (S 1 ) m .
2. Let (X, A) = (R, Z), where Z is the set of integer points on the real line R. We denote the corresponding polyhedral product by
consisting of all lines parallel to one of the coordinate axis and passing though integer points. When K = ∂∆ m−1 , the complex L K is the union of all integer hyperplanes parallel to the coordinate hyperplanes.
A missing face (or a minimal non-face) of K is a subset I ⊂ [m] such that I is not a simplex of K, but every proper subset of I is a simplex of K. A simplicial complex K is called a flag complex if each of its missing faces consists of two vertices. Equivalently, K is flag if any set of vertices of K which are pairwise connected by edges is a simplex.
A clique (or a complete subgraph) of a graph Γ is a subset I of vertices such that every two vertices in I are connected by an edge. Each flag complex K is the clique complex of its one-skeleton Γ = K 1 , that is, the simplicial complex formed by filling in each clique of Γ by a face.
A path-connected space X is aspherical if π i (X) = 0 for i 2. An aspherical space X is an Eilenberg-MacLane space K(π, 1) with π = π 1 (X), and also the classifying space Bπ for the group π.
By the result of Kim and Roush [KR, Theorem 10] , the polyhedral product (S 1 ) K corresponding to a flag complex K is the classifying space for the right-angled Artin group RA K . The polyhedral product L K is the classifying space for the commutator subgroup RA ′ K . More precisely, we have the following result.
Theorem 2.4 (see [PV, Corollary 3.3] ). Let K be a simplicial complex on m vertices, and let RA K be the corresponding right-angled Artin group.
Given a subset J ⊂ [m], consider the restriction of K to J:
which is also known as a full subcomplex of K.
Recall that the smash product of two pointed space X and Y is defined as
, that is, the quotient of the product X × Y by the wedge X ∨ Y . Given a sequence of spaces A = (A 1 , . . . , A m ) and a subset 
3. A basis for the commutator subgroup of a free group F m When K consists of m disjoint points, the right-angled Artin group RA K is a free group F m = F (g 1 , . . . , g m ). Here we construct a special basis for the commutator subgroup F ′ m . Let (g, h) = g −1 h −1 gh denote the group commutator of two elements g, h.
. . , g m ) is a free group freely generated by nested iterated commutators of the form
Proof. Consider the covering of the wedge of circles B = (S 1 ) ∨m corresponding to the commutator subgroup of π 1 (B) = F m . The total space of this covering can be described as
were L i is the union of all lines in R m which are parallel to the ith coordinate axis and pass through integer points. We have E m = (R, Z) K , where K is a simplicial complex consisting of m disjoint vertices, see (2.2). The covering map E → B takes all points from the integer lattice Z m ⊂ E to the basepoint of the wedge, and takes all segments of the ith coordinate direction in the graph E to the ith circle of the wedge B. The induced homomorphism π 1 (E) → π 1 (B) is identified with the inclusion of the commutator subgroup
We need to check that the elements (g . To do this, we shall split off commutators of this form one by one from the left. Denote by |ϕ| the number of alterations of g 1 and g 2 in the word ϕ. Note that if |ϕ| 2, then ϕ = 1, as ϕ ∈ F ′ 2 . We induct on the number |ϕ|.
We rewrite the word as follows:
. Now ϕ is the product of a commutator of the required form and the word ϕ 1 = g j 2 g i+1 1 ψ, where |ϕ 1 | < |ϕ|. Therefore, after finitely many iterations we arrive at a word ϕ k with |ϕ k | 2, i. e. ϕ k = 1.
We need to check that the elements
Let (y 1 , y 2 , y 3 ) be Cartesian coordinates in R 3 . We contract the maximal tree in E given by the union of all lines of the form
where C 1 , C 2 ∈ Z are arbitrary integer constants. Denote by E the space obtained as the result of contraction. Then E is a wedge of circles, and the circles in this wedge correspond bijectively to those edges of the graph E that do not belong to the contracted maximal tree. These edges of E are segments of the form
where c i ∈ Z (we also have c 3 = 0 in the former case, but this does not affect the subsequent argument). Every such segment can be completed to a loop in E by adding edges from the contracted maximal tree, and we need to express the word corresponding to this loop via the commutators (3.2).
We first consider a segment [(c 1 , c 2 , c 3 ), (c 1 + 1, c 2 , c 3 )]. It corresponds to a circle in the wedge E and to a loop in E, all of whose segments except [(c 1 , c 2 , c 3 ), (c 1 + 1, c 2 , c 3 )] lying in the contracted maximal tree. This loop is given by the word g
, and can be expressed via the commutators (3.2) as follows:
, g
It corresponds to the loop in E given by the word g
General case. We start by describing a maximal tree in E = E m . We construct this tree inductively as a union of lines. For the two-dimensional case, denote the coordinates in R 2 by (y 1 , y m ). We take as a maximal tree in E = E 2 the union of the lines {y 1 = C 1 } with C 1 ∈ Z and the line {y m = 0}. Now assume that a maximal tree is chosen in E k+1 ⊂ R k+1 and describe how to chose such a tree in E k+2 ⊂ R k+2 . Denote the coordinates in R k+1 by (y 1 , . . . , y k , y m ), k < m − 1. The maximal tree in E k+1 constructed on the previous step is a union of (k + 1) families of lines {Q 1 }, . . . , {Q k+1 }. Then we pass to R k+2 with coordinates (y 1 , . . . , y k+1 , y m ) and take as a maximal tree in E k+2 the union of the following families of lines:
Note that we appended each family from the previous step by an additional equation y k+1 = C k+1 , C k+1 ∈ Z, and added one more family consisting of a single line {y 1 = · · · = y k = y m = 0}. At the end we obtain in E = E m a maximal tree which a union of m families of lines. After contracting this maximal tree we obtain a wedge of circles E. The circles in this wedge correspond bijectively to those edges of the graph E that do not belong to the contracted maximal tree. These edges of E are segments of the form
where c i ∈ Z. Every such segment can be completed to a loop in E by adding edges from the contracted maximal tree, and we need to express the word corresponding to this loop via the commutators (3.1).
First consider a segment (3.3) with p = m − 1. This segment I corresponds to a loop in E consisting of I and segments from the contracted maximal tree, given by the word
Let I be the orthogonal projection of I onto the hyperplane y m−1 = 0. The loop corresponding to I can be expressed via the commutators (3.1) not containing g m−1 , by the induction assumption. Let this expression be given by a word ψ. 
where ψ and ξ do not contain g m−1 . The words ψ and ξ can be expressed via the commutators (3.1) not containing g m−1 , by the induction assumption. The rest of the argument is the same as in the previous paragraph.
We have therefore proved that any element of the commutator subgroup F m are polynomials in s, we only need to compare their coefficients. Calculating the coefficient of s k in (3.6) we obtain
This is precisely the coefficient of
m , see (3.5). 
Generators for the commutator subgroup of a right-angled Artin group
where n k ∈ Z \ {0}, k 1 < k 2 < · · · < k m−2 < j > i, k s = i for any s, and i is the smallest vertex in a connected component not containing j of the subcomplex K {k1,...,k ℓ−2 ,j,i} .
Proof. In the case when K consists of m disjoint points the statement is proved in Lemma 3.1. Adding an edge {p, q} to the complex K results in adding the commutation relation (g p , g q ) = 1 to the right-angled Artin group. We shall eliminate commutators from the set (3.1) which do not appear in (4.1) using the new commutation relations. This argument is similar to the corresponding argument in the case of a right-angled Coxeter group, see [PV, Theorem 4 .6], and we only outline the main steps.
First assume that the vertices j and i are in the same connected component of the complex K {k1,...,k ℓ−2 ,j,i} . We shall show that the corresponding commutator (g
) . . .)) can be excluded from the generating set. We choose a path from i to j, that is, choose vertices i 1 , . . . , i q from k 1 , . . . , k ℓ−2 with the property that K contains the edges {i, i 1 }, {i 1 , i 2 }, . . . , {i q−1 , i q }, {i q , j}. We proceed by induction on the length of the path. Induction starts from the commutator (g nj j , g ni i ) = 1 corresponding to a one-edge path {i, j} ∈ K. Now assume that the path consists of q + 1 edges. Using the relation (3.4) we can move the elements g
to the right and restrict ourselves to the commutator (g
. Using (3.4) together with the commutation relation (g ni q iq , g nj j ) = 1 coming from the edge {i q , j} ∈ K we convert the commutator (g We therefore obtain a generator set for RA ′ K consisting of nested commutators (g
) · · · ) with j and i in different connected components of K {k1,...,k ℓ−2 ,j,i} . Consider commutators (g
)) · · · ) with the property that {k 1 , . . . , k ℓ−2 , j, i 1 } = {k ′ 1 , . . . , k ′ ℓ−2 , j, i 2 } and i 1 , i 2 lie in the same connected component of K {k1,...,k ℓ−2 ,j,i1} which is different from the connected component containing j. We claim that one of these commutators can be expressed through the other and commutators of shorter length. To see this, we argue as in the previous paragraph, i. e. we consider a path between i 1 and i 2 in K {k1,...,k ℓ−2 ,j,i1} and then reduce it inductively to a one-edge path. This leaves us with the pair of commutators (g
)), where {i 1 , i 2 } ∈ K, {i 1 , j} / ∈ K, {i 2 , j} / ∈ K. The claim then follows easily from the relation (g ni 1 i1 , g ni 2 i2 ) = 1. Now, to enumerate independent commutators, we use the convention of writing (g
where i is the smallest vertex in its connected component within K {k1,...,k ℓ−2 ,j,i} . This leaves us with precisely the set of commutators (4.1).
It remains to show that the generating set (4.1) is minimal. To do this we use the "exhausting" procedure as in the final part of the proof of Theorem 3.1. Recall that RA
m (s) be a lattice cube with edges of length s.
K is a finite cell complex (a cubic complex) and m follows from the argument above; we only need to check the minimality.
A commutator of the form (4.1) corresponds to a loop in I m (s) if and only if all exponents of the elements in the commutator satisfy 0 < n k s. The number of commutators (4.1) with exponents in this range is given by
where cc(K J ) is the number of connected components of the complex K J , and |J| denotes the cardinality of the set J. Consider the first integer homology group
K is a polyhedral product of the form (I s , Z s+1 ) K , where I s = [0, s] is the segment of length s and Z s+1 = {0, . . . , s} is the set integer point on this segment. Then Theorem 2.5 implies that
Comparing this with (4.2) we obtain that H 1 (L
Therefore, the number of generators of the group G
According to a result of of Servatius, Droms and Servatius [SDS] , the commutator subgroup RA ′ K is free if and only if the 1-skeleton K 1 is a chordal graph (see also [PV, Corollary 4.4] ). A graph without loops and double edges is called chordal (or triangulated ) if each of its cycles with 4 vertices has a chord (an edge joining two vertices that are not adjacent in the cycle). When K 1 is a chordal graph, Theorem 4.1 gives a basis for the free group RA ′ K . Example 4.2.
1. Let K be a 5-cycle, shown in Figure 1 , left. For the corresponding right-angled 
with n k ∈ Z \ {0}. The graph K 1 is not chordal, so the group RA ′ K is not free. In fact, RA ′ K contains a surface group of genus 5, generated by the ten commutators above with all exponents n i = 1, which satisfy a single relation. This surface group is the commutator subgroup for the right-angled Coxeter group corresponding to K, see [PV, Example 4.8] .
2. Now let K be the 1-dimensional simplicial complex (graph) shown in Figure 1 , right. This graph is chordal, so the corresponding group RA ′ K is free. Theorem 4.1 gives a basis consisting of the commutators
with n k ∈ Z \ {0}.
Generalisation to graph products
Definition 5.1. Let K be a simplicial complex on [m] and let G = (G 1 , . . . , G m ) be a sequence of m groups. The graph product G K is defined as the quotient group
where ⋆ m k=1 G k = G 1 ⋆ · · · ⋆ G m denotes the free product of the groups G k . The graph product G K depends only on the 1-skeleton of K. There is also a categorical definition of the graph product G K as a colimit of the groups G I = i∈I G i over the category of faces I ∈ K, see [PV, Construction 2.5] for the details. When each G i is Z, the graph product G K is the right-angled Artin group RA K .
Remark. Although graph products can be defined for (well-behaved) topological groups [PRV] , we only consider discrete groups G i here.
There is a canonical epimorphism G K → m k=1 G k obtained by letting g i ∈ G i and g j ∈ G j commute for any pair {i, j}. When each group G k is abelian, the group Part (a) is proved in [PV, Theorem 4.3] . This result may look surprising, as the condition in the criterion depends only on the combinatorics of K and does not depend on the group structure of particular G k . In particular, when K is m disjoint points, we obtain that
is the fundamental group of the polyhedral product (EG, G) K , and therefore it depends only on the cardinality of G i (as the groups are discrete), and does not depend on their group structure.
The proof of (b) follows the same line as for Theorem 4.1. We give a sketch emphasising the most crucial points; a more detailed proof is included in the PhD thesis of the second author.
Proof of Theorem 5.2 (b)
. First, we consider the group K m corresponding to the case when K is m disjoint points. Observe that
is generated by the commutators (g 2 , g 1 ) with g i ∈ G i \ {1}. Indeed, a word
. . , m, belongs to K 2 if and only if g i1 · · · g ip = 1 in G 1 and g j1 · · · g jp = 1 in G 2 . Now we split off commutators from the word in the same way as in the case m = 2 of Theorem 3.1. In the case of K m we argue by induction as follows. Write an element of K m as
Then split off commutators from the left as
until we end up at a product of the form c 1 · · · c q h ′ where each c i is a commutator of the form (g, h) or (h, g) with g ∈ G m , h ∈ G 1 ⋆ · · · ⋆ G m−1 , and h ′ ∈ K m−1 . Then we write h ′ in a similar way using the inductive assumption. Now we use identities like (ab, c) = (a, c)((a, c), b)(b, c) to show that K m is generated by iterated commutators  (g 1 , . . . , g p ) of length p 2 with arbitrary bracketing and g i ∈ G αi . The next step is to express an iterated commutator (g 1 , . . . , g p ) with arbitrary bracketing in terms of canonical nested commutators (g 1 , · · · (g p−2 , (g p−1 , g p )) · · · ); this is done is the standard way using the commutator identities as in [Wa] or [MKS] . Then we use the commutator identity similar to (3.4):
(g q , (g p , x)) = (g q , x)(x, (g p , g q ))(g q , g p )(x, g p )(g p , (g q , x))(x, g q )(g p , g q )(g p , x) (here g p is an arbitrary element of G αp , while in (3.4) it denoted a generator of G αp ∼ = Z). It allows us to swap elements in a canonical nested commutator until they reach the positions prescribed by the ordering of indices in (3.1). This shows that the group K m is generated by precisely the commutators described in Theorem 5.2 (b).
To show that the described commutators generate the group G(K) := Ker(G K → m k=1 G k ) for arbitrary K we argue exactly as in the proof of Theorem 4.1: eliminate commutators not appearing in the generator set using the new commutation relations in G K and the commutator identity from the previous paragraph. When establishing the minimality of the generator set, we replace L K = (R, Z) K by the polyhedral product (EG, G) K , which is the classifying space for the group G(K) by [St, Theorem 1.1] or [PV, Theorem 3.2] . First assume that each G k is a finite group. Then the number of commutators in Theorem 5.2 (b) is finite and given by P m =
J⊂[m]
(cc(K J ) − 1)
where cc(K J ) is the number of connected components of the complex K J , and |G j | denotes the cardinality of G j . On the other hand, Theorem 2.5 implies that
|K J | ∨ j∈J (|Gj|−1) .
Hence, G(K)/G ′ (K) is a free abelian group of rank P m . Therefore, the number of generators of the group G(K) is at least P m , as needed.
In the case when each G k is countable infinite we can use the "exhausting" procedure as in Theorem 4.1. Note that the group-theoretic properties of G k do not affect this argument; only the cardinalities matter.
In the case of arbitrary (discrete) G k , if the generator set is not minimal, then some iterated commutator (g 1 , . . . , g p ) from the given generator set can be eliminated by expressing it through other commutators in the generator set. Denote by H k ⊂ G k the subgroup generated by all elements of G k entering this expression. Then the same expression gives a relation in the graph product group H K , showing that the generator set is also not minimal for H K . However, each group in the sequence H = (H 1 , . . . , H m ) is finitely generated and therefore countable, which is a contradiction.
