An increasing number of modern real-time systems and the nowadays ubiquitous multicore architectures demand the application of programming techniques for reliable and efficient concurrent synchronization. Some recently developed Compare-And-Swap (CAS) based nonblocking techniques hold the promise of delivering practical and safer concurrency. The ABA 1 problem is a fundamental problem to many CAS-based designs. Its significance has increased with the suggested use of CAS as a core atomic primitive for the implementation of portable lock-free algorithms. The ABA problem's occurrence is due to the intricate and complex interactions of the application's concurrent operations and, if not remedied, ABA can significantly corrupt the semantics of a nonblocking algorithm. The current state of the art leaves the elimination of the ABA hazards to the ingenuity of the software designer. In this work we provide the first systematic and detailed analysis of the ABA problem in lock-free Descriptor-based designs. We study the semantics of Descriptor-based lock-free data structures and propose a classification of their operations that helps us better understand the ABA problem and subsequently derive an effective ABA prevention scheme. Our ABA prevention approach outperforms by a large factor the use of the alternative CASbased ABA prevention schemes. It offers speeds comparable to the use of the architecture-specific CAS2 instruction used for version counting. We demonstrate our ABA prevention scheme by integrating it into an advanced nonblocking data structure, a lock-free dynamically resizable array.
Introduction
The modern ubiquitous multi-core architectures demand the design of programming libraries and tools that allow fast and reliable concurrency. In addition, providing safe and efficient concurrent synchronization is of critical importance to the engineering of many modern real-time systems. Lock-free programming techniques [11] have been demonstrated to be effective in delivering performance gains and preventing some hazards, typically associated with the application of mutual exclusion, such as deadlock, livelock, and priority inversion [5] , [2] . The ABA problem is a fundamental problem to many CAS-based nonblocking designs. Avoiding the hazards of ABA imposes an extra challenge for a lock-free algorithm's design and implementation. To the best of our knowledge, the literature does not offer an explicit and detailed analysis of the ABA problem, its relation to the most commonly applied nonblocking programming techniques (such as the use of Descriptors) and correctness guarantees, and the possibilities for its avoidance. Thus, at the present moment of time, eliminating the hazards of ABA in a nonblocking algorithm is left to the ingenuity of the software designer. In this work we study in details and define the conditions that lead to ABA in a nonblocking Descriptor-based design. Based on our analysis, we define a generic and practical condition, called the λδ approach, for ABA avoidance for a lock-free Descriptorbased linearizable design (Section 4). We demonstrate the application of our approach by incorporating it in a complex and advanced nonblocking data structure, a lock-free dynamically resizable array (vector) [2] . The ISO C++ Standard Template Library [17] vector offers a combination of dynamic memory management and constant-time random access. We survey the literature for other known ABA prevention techniques (usually described as a part of a nonblocking algorithm's implementation) and study in detail three known solutions to the ABA problem (Sections 2.1 and 2.3). Our performance evaluation (Section 5) establishes that the single-word CAS-based λδ approach is fast, efficient, and practical.
The ABA Problem
The Compare-And-Swap (CAS) atomic primitive (commonly known as Compare and Exchange, CMPXCHG, on the Intel x86 and Itanium architectures [12] ) is a CPU instruction that allows a processor to atomically test and modify a single-word memory location. The application of a CAS-controlled speculative manipulation of a shared location (L i ) is a fundamental programming technique in the engineering of nonblocking algorithms [11] (an example is shown in Algorithm 1).
value type Ai=ˆLi 3:
In our pseudocode we use the symbolsˆ, &, and . to indicate pointer dereferencing, obtaining an object's address, and integrated pointer dereferencing and field access. When the value stored at L i is the target value of a CAS-based speculative manipulation, we call L i andˆL i control location and control value, respectively. We indicate the control value's type with the string value type. The size of value type must be equal or less than the maximum number of bits that a hardware CAS instruction can exchange atomically (typically the size of a single memory word). In the most common cases, value type is either an integer or a pointer value. In Algorithm 1, the function fComputeB yields the new value, B i , to be stored at L i .
Definition 1: The ABA problem is a false positive execution of a CAS-based speculation on a shared location L i .
As illustrated in Table 1 , ABA can occur if a process P 1 is interrupted at any time after it has read the old value (A i ) and before it attempts to execute the CAS instruction from Algorithm 1. An interrupting process (P k ) might change the value at L i to B i . Afterwards, either P k or any other process P j = P 1 can eventually store A i back to L i . When P 1 resumes, its CAS loop succeeds (false positive execution) despite the fact that L i 's value has been meanwhile manipulated.
Definition 2: A nonblocking algorithm is ABA-free when its semantics cannot be corrupted by the occurrence of ABA.
ABA-freedom is achieved when: a) occurrence of ABA is harmless to the algorithm's semantics or b) ABA is avoided. The former scenario is uncommon and strictly specific to the algorithm's semantics. The latter scenario is the general case and in this work we focus on providing details of how to eliminate ABA.
Step Action Step 1 P1 reads Ai from Li Step 2 P k interrupts P1; P k stores the value Bi into Li
Step 3
Pj stores the value Ai into Li Step 4 P1 resumes; P1 executes a false positive CAS A general strategy for ABA avoidance is based on the fundamental guarantee that no process P j (P j = P 1 ) can possibly store A i again at location L i (Step 3, Table 1 ). One way to satisfy such a guarantee is to require all values stored in a given control location to be unique. To enforce this uniqueness invariant we can place a constraint on the user and request each value stored at L i to be used only once (Known Solution 1). For a large majority of concurrent algorithms, enforcing uniqueness typing would not be a suitable solution since their applications imply the usage of a value or reference more than once.
An alternative approach to satisfying the uniqueness invariant is to apply a version tag attached to each value. The usage of version tags is the most commonly cited solution for ABA avoidance [6] . The approach is effective, when it is possible to apply, but suffers from a significant flaw: a single-word CAS is insufficient for the atomic update of a word-sized control value and a word-sized version tag. An effective application of a version tag [3] requires the hardware architecture to support a more complex atomic primitive that allows the atomic update of two memory locations, such as CAS2 (compare-and-swap two co-located words) or DCAS (compare-and-swap two memory locations). The availability of such atomic primitives might lead to much simpler, elegant, and efficient concurrent designs (in contrast to a CAS-based design). It is not desirable to suggest a CAS2/DCAS-based ABA solution for a CAS-based algorithm, unless the implementor explores the optimization possibilities of the algorithm upon the availability of CAS2/DCAS. A proposed hardware implementation (entirely built into a present cache coherence protocol) of an innovative Alert-On-Update (AOU) instruction [16] has been suggested by Spear et al. to eliminate the CAS deficiency of allowing ABA. Some suggested approaches [15] split a version counter into two half-words (Known Solution 2): a half-word used to store the control value and a half-word used as a version tag. Such techniques lead to severe limitations on the addressable memory space and the number of possible writes into the shared location. To guarantee the uniqueness invariant of a control value of type pointer in a concurrent system with dynamic memory usage, we face an extra challenge: even if we write a pointer value no more than once in a given control location, the memory allocator might reuse the address of an already freed object (A i ) and pose an ABA hazard. To prevent this scenario, all control values of pointer type must be guarded by a concurrent nonblocking garbage collection scheme such as Hazard Pointers [14] (that uses a list of hazard pointers per thread) or Herlihy et al.'s Pass The Buck algorithm [10] (that utilizes a dedicated thread to periodically reclaim unguarded objects). While enhancing the safety of a concurrent algorithm (when needed), the application of a complementary garbage collection mechanism might come at a significant performance cost (Section 5).
The Descriptor Object
Linearizability is an important correctness condition for concurrent objects [11] . A concurrent operation is linearizable if it appears to execute instantaneously in a given point of time τ lin between the time τ inv of its invocation and the time τ end of its completion. The literature often refers to τ lin as a linearization point. The implementations of many nonblocking data structures require the update of two or more memory locations in a linearizable fashion [2] , [5] . The engineering of such operations (e.g. push back and resize in a dynamically resizable array) is particularly challenging in a CAS-based design. A common programming technique applied to guarantee the linearizability requirements for such operations is the use of a Descriptor Object (δ object) [2] , [5] . The pseudocode in Algorithm 2 shows the generalized two-step execution of a Descriptor Object. Our definition of a Descriptor Object requires the Descriptor to store three types of information:
(1) Global data describing the state of the shared container (υδ), e.g. the size of a dynamically resizable array [2] .
(2) A record of a pending operation on a given memory location. We call such a record requesting an update at a shared location L i from an old value, old val, to a new value, new val, a Write Descriptor (ωδ). The shortcut notation we use is ωδ @ L i : old val → new val. The fields in the Write Descriptor Object store the target location as well as the old and the new values.
(3) A boolean value indicating whether ωδ contains a pending write operation that needs to be completed.
The use of a Descriptor allows an interrupting thread to help the interrupted thread complete an operation rather than wait for its completion. As shown in Algorithm 2, the technique is used to implement, using only two CAS instructions, a linearizable update of two memory locations: 1. a reference to a Descriptor Object (data type pointer to δ stored in a location L δ ) and 2. an element of type value type stored in L i . In Step 1, Algorithm 2, we perform a CAS-based speculation of a shared location L δ that contains a reference to a Descriptor Object.
Step 1 executes in the following fashion:
1. we read the value of the current δ reference stored in L δ (line 3)
2. if the current δ object contains a pending operation, we need to help its completion (lines 4-5)
3. we record the current value, A i , in location L i (line 6) and compute the new value, B i , to be stored in L i ( line 7) 4. a new ωδ object is allocated on the heap, initialized (by calling f ωδ ), and its fields Target 7. we attempt a swap of the old Descriptor Object with the new one (line 15). Should the CAS fail, we know that there is another process that has interrupted us and meanwhile succeeded to modify L δ and progress. We need to go back at the beginning of the loop and repeat all the steps. Should the CAS succeed, we proceed with Step 2 and perform the update at L i .
The size of a Descriptor Object is larger than a memory word. Thus, we need to store and manipulate a Descriptor Object through a reference. Since the control value of Step 1 stores a pointer to a Descriptor Object, to prevent ABA at L δ , all references to descriptors must be memory managed by a safe nonblocking garbage collection scheme. We use the prefix µ for all variables that require safe memory management. In Step 2 we execute the Write Descriptor, WD, in order to update the value at L i . Any interrupting thread (after the completion of Step 1) detects the pending flag of ωδ and, should the flag's value be still positive, it proceeds to executing the requested update ωδ @ L i : A i → B i . There is no need to execute a CAS-based loop and the call to a single CAS is sufficient for the completion of ωδ. Should the CAS from Step 2 succeed, we have completed the twostep execution of the Descriptor Object. Should it fail, we know that there is an interrupting thread that has completed it already.
Algorithm 2 Two-step execution of a δ object value type Bi = fComputeB
8:
ωδ WD = fωδ()
9:
WD.Target = Li
10:
WD.OldElement = Ai
11:
WD.NewElement = Bi
12:
υδ DescData = fυδ()
13:
δ µNewDesc = fδ(DescData, WD)
14:
µNewDesc b. Nonblocking garbage collection (GC): all references stored in shared memory (such as η vi ) need to be safely managed by a nonblocking garbage collection scheme (e.g. Hazard Pointers, Pass The Buck).
As reflected in our performance test results (Section 5), the usage of both an extra level of indirection as well as the heavy reliance on a nonblocking GC scheme for managing the Descriptor Objects and the references to value type objects is very expensive with respect to the space and time complexity of a nonblocking algorithm. However, the use of value semantics is the only known approach for ABA avoidance in the execution of a Descriptor Object. In Section 4 we present a 3-step execution approach that helps us eliminate ABA, avoid the need for an extra level of indirection, and reduce the usage of the computationally expensive GC scheme.
Descriptor-based Operations Classification
The use of a Descriptor Object provides the programming technique for the implementation of some of the complex nonblocking operations in a shared container, such as the push back, pop back, and reserve operations in a shared vector [2] . The use and execution of a Write Descriptor guarantees the linearizable update of two or more memory locations. Here, to better understand the interactions among these operations and the cause of ABA, we classify the operations in a nonblocking Descriptor-based design.
Definition 3: An operation whose success depends on the creation and execution of a Write Descriptor is called an ωδ-executing operation.
The operation push back of a shared vector [2] is an example of an ωδ-executing operation. Such ωδ-executing operations have lock-free semantics and the progress of an individual operation is subject to the contention on the shared location L i . For a shared vector, operations such as pop back do not need to execute a Write Descriptor Object [2] . Their progress is dependent on the state of the global data stored in the Descriptor Object, such as the size of a container.
Definition 4: An operation whose success depends on the state of the υδ data stored in the Descriptor Object is a δ-modifying operation.
A δ-modifying operation, such as pop back, needs only update the shared global data (the size of type υδ) in the Descriptor Object. Since an ωδ-executing operation by definition always performs an exchange of the entire Descriptor Object, every ωδ-executing operation is also δ-modifying. The semantics of a δ-modifying operation are lock-free and the progress of an individual operation is determined by the interrupts by other δ-modifying operations. An ωδ-executing operation is also δ-modifying but as is the case with pop back, not all δ-modifying operations are ωδ-executing. Certain operations, such as the random access read and write in a vector [2] , do not need to access the Descriptor Object and progress regardless of the state of the descriptor. Such operations are non-δ-modifying and have wait-free semantics (thus no delay if there is contention at L δ ).
Definition 5: An operation whose success does not depend on the state of the Descriptor Object is a non-δ-modifying operation.
Concurrent Operations
When two δ-modifying operations (O δ1 and O δ2 ) are concurrent [11] , according to Algorithm 2, O δ1 precedes O δ2 in the linearization history if and only if O δ1 completes Step 1, Algorithm 2 prior to O δ2 .
Definition 6: We refer to the instant of successful execution of the global Descriptor exchange at L δ (line 15, Algorithm 2) as τ δ .
Definition 7: A point in the execution of a δ object that determines the order of an ωδ-executing operation acting on location L i relative to other writer operations acting on the same location L i , is referred to as the λδ-point (τ λδ ) of a Write Descriptor.
The order of execution of the λδ-points of two concurrent ωδ-executing operations determines their order in the linearization history.
Let us designate the point of time
Step Action
Oi: τwrite i Step 7 O δ 2 : τ wd Table 2 . ABA occurrence in the execution of a Descriptor Object when a certain δ-modifying operation reads the state of the Descriptor Object by τ read δ , and the instants when a thread reads a value from and writes a value into a location L i by τ accessi and τ writei , respectively. Table 2 demonstrates the occurrence of ABA in the execution of a δ object with two concurrent δ-modifying operations (O δ1 and O δ2 ) and a concurrent write, O i , to L i . We assume that the δ object's implementation follows Algorithm 2. The placement of the λδ-point plays a critical role for achieving ABA safety in the implementation of an ωδ-executing operation. As shown in Table 2 , at time τ wd when O δ2 executes the write descriptor, O δ2 has no way of knowing whether O δ1 has completed its update at L i or not. Since O δ1 's λδ-point ≡ τ δ , the only way to know about the status of O δ1 is to read L δ . Using a single-word CAS operation prevents O δ2 from atomically checking the status of L δ and executing the update at L i . Definition 8: A concurrent execution of one or more non-ωδ-executing δ-modifying operations with one ωδ-executing operation, O δ1 , performing an update at location L i is ABA-free if O δ1 's λδ-point ≡ τ accessi . We refer to an ωδ-executing operation where its λδ-point ≡ τ accessi as a λδ-modifying operation.
Assume that in Table 2 the O δ1 's λδ-point ≡ τ accessi . As shown in Table 2 , the ABA problem in this scenario occurs when there is a hazard of a spurious execution of O δ1 's Write Descriptor. Having a λδ-modifying implementation of O δ1 allows any non-ωδ-executing δ-modifying operation such as O δ2 to check O δ1 's progress while attempting the atomic update at L i requested by O δ1 's Write Descriptor. Our 3-step descriptor execution approach, discussed in Section 4, offers a solution based on Definition 8. In an implementation with two or more concurrent ωδ-executing operations, each ωδ-executing operation must be λδ-modifying in order to eliminate the hazard of a spurious execution of an ωδ that has been picked up by a collaborating operation.
ABA-free Execution of the Descriptor Object
In Algorithm 3 we suggest a design strategy for the implementation of a λδ-modifying operation. Our approach is based on a 3-step execution of the δ object. While similar to Algorithm 2, the approach shown in Algorithm 3 differs by executing a fundamental additional step: in Step 1 we store a pointer to the new descriptor in L i prior to the attempt to store it in L δ in Step 2. Since all δ objects are memory managed, we are guaranteed that no other thread would attempt a write of the value µNewDesc in L i or any other shared memory location. The operation is λδ-modifying because, after the new descriptor is placed in L i , any interrupting writer thread accessing L i is aware of the Write Descriptor stored at L i and is required to complete the remaining two steps in the execution of the Write Descriptor. However, should the CAS execution in Step 2 (line 26) fail, we have to unroll the changes at L i performed in Step 1 by restoring L i 's old value preserved in WD.OldElement (line 20) and retry the execution of the routine (line 21). To implement Algorithm 3, we have to be able to distinguish between objects of type value type and δ. A possible solution is to require that all value type variables are pointers and all pointer values stored in L i are aligned with the two low-order bits cleared during their initialization. That way, we can use the two low-order bits for designating the type of the pointer values. Subsequently, every read must check the type of the pointer obtained from a shared memory location prior to manipulating it. Once an operation succeeds at completing Step 1, Algorithm 3, location L i contains a pointer to a δ object that includes both: L i 's previous value of type value type and a write descriptor WD that provides a record for the steps necessary for the operation's completion. Any non-δ-modifying operation, such as a random access read in a shared vector, can obtain the value of L i (of type value type) by accessing WD.OldElement (thus going through a temporary indirection) and ignore the Descriptor Object. Upon the success of Step 3, Algorithm 3, the temporary level of indirection is eliminated. Such an approach would preserve the wait-free execution of a non-δ-modifying operation. The ωδ data type needs to be amended to include a field TempElement (line 9, Algorithm 3) that records the value of the temporary δ pointer stored in L i . The cost of the λδ operation is 3 CAS executions to achieve the linearizable update of two shared memory locations (L i and L δ ). The implementation of our λδ-modifying operation as shown in Algorithm 3 is similar to the execution of Harris et al.'s M CAS algorithm [8] . Just like our λδ-modifying approach, for an M CAS update of L δ and L i , the cost of Harris et al.'s M CAS is at least 3 executions of the single-word CAS instruction. Harris et al.'s work on M CAS [8] brings forward a significant contribution in the design of lock-free algorithms, however, it lacks any analysis of the hazards of ABA and the way the authors manage to avoid it.
Algorithm 3 Implementing a λδ-modifying operation through a three-step execution of a δ object 
31:
µNewDesc.WDPending = false
Performance Evaluation
To evaluate the performance of the ABA-free programming techniques discussed in this work, we incorporated the presented ABA elimination approaches in the implementation of a nonblocking dynamically resizable array [2] . Our test results indicate that the λδ approach offers ABA prevention with performance comparable to the use of the platform-specific CAS2 instruction to implement version counting. This finding is of particular value to the engineering of some embedded real-time systems where the hardware does not support complex atomic primitives such as CAS2 [13] . We ran performance tests on an Intel IA-32 SMP machine with two 1.83GHz processor cores with 512 MB shared memory and 2 MB L2 shared cache running the MAC 10.5.6 operating system. In our performance analysis we compare:
(1) λδ approach: the implementation of a vector with a λδ-modifying push back and a δ-modifying pop back.
In this scenario the cost of push back is 3 single-word CAS operations and pop back's cost is one singleword CAS instruction.
(2) All-GC approach: the application of Known Solution 3 (Section 2.3), namely the use of an extra level of indirection and memory management for each element. Because of its performance and availability, we have chosen to implement and apply Herlihy et al.'s Pass The Buck algorithm [10] . In addition, we use Pass The Buck to protect the Descriptor Objects for all of the tested approaches.
(3) CAS2-based approach: the application of CAS2 for maintaining a reference counter for each element. A CAS2-based version counting implementation is easy to apply to almost any pre-existent CAS-based algorithm. While a CAS2-based solution is not portable, we believe that the approach is applicable for a large number of modern architectures. For this reason, it is included in our performance evaluation. In the performance tests, we apply CAS2 (and version counting) for updates at the shared memory locations at L i and a single-word CAS to update the Descriptor Object at L δ .
Similarly to the evaluation of other lock-free algorithms [4] , we designed our experiments by generating a workload of the various operations. We varied the number of threads, starting from 1 and exponentially increased their number to 64. Each thread executed 500,000 lock-free operations on the shared container. We measured the execution time (in seconds) that all threads needed to complete. Each iteration of every thread executed an operation with a certain probability (push back (+), pop back (-), random access write (w), random access read (r)). We show the performance graph for a distribution of +:40%, -:40%, w:10%, r:10% on Figure 1 . Figure 2 demonstrates the performance results with less contention at the vector's tail, +:25%, -:25%, w:10%, r:40%. Figure 3 illustrates the test results with a distribution containing predominantly random access read and write operations, +:10%, -:10%, w:40%, r:40%. Figure 4 reflects our performance evaluation on a vector's use with mostly random access read operations: +:20%, -:0%, w:20%, r:60%, a scenario often referred to as the most common real-world use of a shared container [4] . The number of threads is plotted along the x-axis, while the time needed to complete all operations is shown along the y-axis. According to the performance results, compared to the All-GC approach, the λδ approach delivers consistent performance gains in all possible operation mixes by a large factor, a factor of at least 3.5 in the cases with less contention at the tail and a factor of 10 or more when there is a high concentration of tail operations. These observations come as a confirmation to our expectations that introducing an extra level of indirection and the necessity to memory manage each individual element with PTB (or an alternative memory management scheme) to avoid ABA comes with a pricy performance overhead. The λδ approach offers an alternative by introducing the notion of a λδ-point and enforces it though a 3-step execution of the δ object. The application of version counting based on the architecture-specific CAS2 operation is the most commonly cited approach for ABA prevention in the literature. Our performance evaluation shows that the λδ approach delivers performance comparable to the use of CAS2-based version counting. CAS2 is a complex atomic primitive and its application comes with a higher cost when compared to the application of atomic write or a single-word CAS. In the performance tests we executed, we notice that in the scenarios where random access write is invoked more frequently ( Figures 3 and 4) , the performance of the CAS2 version counting approach suffers a performance penalty and runs slower than the λδ approach by about 12% to 20%. Ac- cording to our performance evaluation, the λδ approach is a systematic, effective, portable, and generic solution for ABA avoidance for Descriptor-based nonblocking designs. The λδ scheme does not induce a performance penalty when compared to the architecture-specific application of CAS2-based version counting and offers a considerable performance gain when compared to the use of All-GC.
Conclusion and Future Work
In this work we studied the ABA problem and the conditions leading to its occurrence in a Descriptor-based lock-free linearizable design. We offered a systematic and generic solution, called the λδ approach, that outperforms by a significant factor the use of garbage collection for the safe management of each shared location and offers speed of execution comparable to the application of the architecture-specific CAS2 instruction used for version counting. Having a practical alternative to the application of the architecture-specific CAS2 is of particular importance to the design of some modern embedded systems [13] . We defined a condition for ABA-free synchronization that allows us to reason about the ABA safety of a lock-free algorithm. We presented a practical, generic, and portable implementation of the λδ approach and evaluated it by integrating the λδ technique into a nonblocking shared vector. The literature does not offer a detailed analysis of the ABA problem and the general techniques for its avoidance in a lock-free linearizable design. At the present moment of time, the challenges of eliminating ABA are left to the ingenuity of the software designer. The goal of our work is to deliver a guide for ABA comprehension and prevention in Descriptor-based lock-free linearizable algorithms. For the practical application of Descriptor-based nonblocking techniques in real-time systems, it is important to study the service-time bounds of the operations within the context of the Descriptor's CAS-based retry loop. Anderson et al.
[1] present a fundamental approach for such formal timing analysis. In our future work we plan to utilize a modelchecker [7] to express the λδ condition as well as apply Anderson et al.'s [1] approach to derive the timing guarantees for our ABA prevention approach.
