Abstract. We show how differential moments can be used to construct Lyapunov functions for general, autonomous and nonautonomous, second-and third-degree ordinary differential equations. In certain instances, one can extend classical results to sequences of Lyapunov functions.
1. Introduction. In applying Lyapunov's direct (second) method to problems of stability of solutions to an ordinary differential equation L[x] = 0, where x := (x(?), x(t), , x"(t)), one normally constructs a single function, say u(x, t), which is sign definite, differentiable (with respect to t), and such that vt(x, t) is also sign definite (semi-definite) with sign opposite to that of v(x, t). There is, however, no systematic procedure for the construction of Lyapunov functions. Our constructions here should partially redress this situation.
We will in the remainder of this article interchangeably denote the differential equation of interest in operator form as L[x] = 0 or as x = f(x, t). In either case, the implication is that the origin is an equilibrium point and we assume /(x, t) is sufficiently smooth in Q := [0, oo) x K" so that for any (x0, t0) e Q there passes a unique solution, denoted by x(t\ x0, tQ), of the differential equation. As it is customary, we only analyze the stability of the null solution to L[x] = 0 .
Definition.
The null solution of L[x] = 0 is stable if for any e > 0 and t0 e [0, oo), 3 S(e, t0) > 0 such that for all xQ with Kll < s and t G [/0, oo), \\x(t", x0, f0)|| < e. If S is independent of t0, then the null solution is uniformly stable.
Definition. The null solution of L[x] = 0 is asymptotically stable if it is stable and x(t; x0 , t0) -► 0 as t -> oo .
Theorem 1.1 (Lyapunov, 1982) . The null solution of L[x] = 0 is stable if there exists for (t, x) e Q a positive definite function v(x, t) such that v(0, t) = 0 and vt(x, t) is negative semi-definite. Theorem 1.2 (Persidski, 1933 Ponzo [11, 12] introduced the notion of differential moments, hereafter denoted Mn, defined as
and employed them to resolve questions of stability for certain linear and nonlinear differential equations. In the following sections, we will extend Ponzo's initiatives to general second-and third-order equations. leave the remaining terms unchanged. By taking linear combinations of the resulting relations we will construct our stability results. This is done in a systematic way to generate quadratic forms for both v(x, t) and vr(x, t). The stability results will then follow by applying Sylvester's criterion for sign definiteness of quadratic forms. Now let a and p be two nonzero real numbers such that a2 < 4p and form 2 2 v(x , X ; a , P) = x +axx + Px which is now positive definite. From (2.1), (2.2), and noting that x2|' = 2 f' xxds, l0 l0
we also have , it is of interest to specify an upper bound on q so as to guarantee stability of the null solution. From theorem (2.1), we simply need to find the optimum a, /? such that the largest possible segment of the line / from (2£, 0) to (2£, 2c) in the a^-plane will be contained in the parabola 0Q ^ . Let bx and b2 (with bl > b2) be the intercepts of / with 0Q ^ . The oscillatory nature of b{x, t) suggests the optimum solution will satisfy 2c-b{ = b2 which implies p = a /2 + c -a£. From this point, it is not too difficult to find the optimal solution for c > 2£ to require a = 2£, whence uniform stability of the null solution for q < c -£2. This reproduces the result of Micheal [6] . We remark that Parks [9] , Narendra and Taylor [7] , and Ramarajan and Rao [13] have all considered the stability of the null solution to (2.4), and have obtained less restrictive results particularly for c » £ .
The geometry of (i)-(iii) as detailed above does raise the interesting question of whether condition (iii) is at all necessary. The answer to this question is affirmative. To see this, we associate with each v(x\a,p) two sets: the region 0Q p of the ab-plane where vt(x\ a, 0) is negative semi-definite and the ellipse in the xx-plane defined by Qx a p := {x|t>(x; a,/?) < v(x0;a,/?)}. Assume (a(x, x, t), b{x, ?)) for t > 0 traces a curve in the first quadrant of the abplane such that (a(x, x, t), b(x, t)) € U"{®r, p } f°r some a fixed and {fin}^=0-For each n, there is therefore an interval [tn, tn+l) for which v(x, t) is positive definite and vt(x,t) is negative semi-definite. For each n, v(x(tn+l); a, fin) < v(x(tn)\a, pn) implies x(t) e Qx(( Q " for t € [tn , t ,). But the ellipses " v n) i ' H n > ' H n for any fixed e can include points x with ||x|| arbitrarily large with the appropriate selection of . In general then, given any ||x0|| < e, the solution x{t\ x0, tQ) cannot be bounded away from infinity simply by selecting a sequence of Lyapunov functions each of which are applicable only to a finite portion of the overall trajectory. There is, of course one exception to the rule and we include it here without proof. (ii) Compare this result, for instance, to those of Narendra and Goldwyn [8] , Simanov [15] , Ezeilo [2] , and Barbashin [1] , Finally, the special case where c(x, t) is constant yields a result which is much closer to the classical result of Routh and Hurwitz for third-order equations with constant coefficients. (These are: a>0,b>0,c>0,ab-c>0.)
It follows directly from the linear combination M2 + aMx + yy . 
