Abstract. We improve on a lattice algorithm of Tezuka for the computation of the k-distribution of a class of random number generators based on finite fields. We show how this is applied to the problem of constructing, for such generators, an output mapping yielding optimal k-distribution.
Introduction
Extensive classes of random number generators have the following structure. The state space is a finite field F of characteristic 2. We denote by d its degree over F 2 , and sometimes refer to it as the order of the generator. Any state y ∈ F evolves into a state xy, where the distinguished element, x ∈ F , completely determines the evolution of the generator. Finally, the generator in state y outputs a w-bit vector Φ(y) = (φ(y 1 y), . . . , φ(y w y)) ∈ F 2 w , where φ : F → F 2 is any non-zero linear form over F 2 , and where y 1 , . . . , y l are suitably chosen non-zero elements of F .
The study of the k-distribution of the output sequence involves the computation, for all l ≤ w and k ≤ d, of the rank of the mapping F → One might naturally use gaussian elimination, as is done in [2, 4] for instance, but there are other methods which are more efficient in terms of both time and space. The efficiency issue becomes critical if the order d of the generator is chosen large. One such method is proposed by Tezuka [7] . He computes the rank of (1), for a given value of l and all k, by means of an l-dimensional lattice Λ l in the space
l of l-tuples of polynomials with F 2 coefficients. We improve on this method by using instead a "dual" lattice Λ l ⊂ F 2 [X] l which has the advantage that it has basis vector coordinates which are generally much smaller than those of Λ l , and that a simple relationship between Λ l and Λ l+1 allows for recursive computation. We will show how these features are well suited to the problem of constructing, for given F and x ∈ F , an output mapping Φ with optimal k-distribution.
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Lattices
We will assume that our distinguished element x generates F as a ring so that, as a vector space over F 2 , F admits the basis 1, x, . . . ,
the F 2 -subspace generated by the first k elements in this basis.
Consider the mapping
The inverse image by this mapping of any
l . If V = 0, then Λ V is the kernel of (2) and we will denote it by K l . Clearly,
. This ideal is generated by a degree d polynomial, P ch (X). We define the absolute value of P (X) ∈ F 2 [X] to be 2 δ if δ is the degree of P (X), and the length (resp. degree) of (P 1 (X), . . . , P l (X)) ∈ F 2 [X] l to be the maximum absolute value (resp. degree) of the components.
If Λ is any sublattice of F 2 [X] l , its fundamental volume |Λ| is the absolute value of the determinant of any one of its bases, and we have
where σ i (Λ) is the length of the ith vector of a Minkowski-reduced basis of Λ. The fundamental volume |Λ| is also equal to the group theoretical index [
. . , y l ) (see Def. 3 of [7] ), and its fundamental volume is thus equal to 2 d(l−1) . We propose to use instead of Λ l , the lattice Λ l , given by Λ W (l) , where we take W (l) to be the ortho-complement of V (l) with respect to the standard F -bilinear scalar product defined for v = (x 1 , . . . , x l ) and v = (
The fundamental volume of Λ l is equal to 2 d , and is thus much smaller than that of Λ l unless l is small. Because of (3), a lattice with a smaller fundamental volume will have, in the mean, smaller successive minima. We will show how to take advantage of this in Section 4. Note that the lattices Λ l and Λ l depend only on the first l values of the sequence y 1 , . . . , y w . We will occasionally indicate this dependence by writing Λ l (y 1 , . . . , y l ) and Λ l (y 1 , . . . , y l ), respectively.
We will denote by C k the set of all (
k . The following lemma establishes further connections between a subspace V ⊂ F l and the lattice Λ V .
Lemma 1. (i) The restriction of (2) to C d is one to one, and its image is
From this and Theorem 2 of [1] we obtain for any
The kernel of the adjoint
The rank of (1) is equal to kl − dim F2 R l,k , where R l,k denotes the vector space over F 2 of all systems
Since the rank of (1) does not depend on the choice of φ, we will take it to be that F 2 -linear form over F which has its kernel equal to
can then be described as follows. We define, in addition to the standard scalar product (4), an F 2 -bilinear scalar product by
Note that the ortho-complement of an F -subspace of F l is the same for both scalar products (4) and (8). Thus, W (l) is also the ortho-complement of V (l) with respect to (8).
Lemma 2. For k ≤ d, the restriction of (7) to R l,k is one to one and onto
that is, if and only if ( j α i,j x j ) i belongs to W (l) . The lemma follows.
The main result shows how the computation of the rank of (1) is reduced to the computation of the quantities σ i (Λ l ).
Theorem 1. The rank of (1) is equal to
Proof. This follows from (5) and Lemma 2.
The quantities σ i (Λ l ) can be computed by applying the Lenstra reduction algorithm [5] to a suitably chosen basis of Λ l . We digress briefly to establish a remarkable connection between the quantities σ i (Λ l ) and σ i (Λ l ). This is closely connected to a result of Mahler (see §10 of [6] ). We first establish the following relation.
) with respect to (8), we also have
The proposition follows by combining these two equations.
Proof. We abreviate lg σ i (Λ l ) to s i , and lg σ i (Λ l ) to s i . Using (5), we can then write (10) as
Combining this with 
Recursivity
From Theorem 1 and its corollary, the rank of (1) can be obtained, simultaneously for all k, by computation of the quantities σ i (Λ l ) or σ i (Λ l ). This is achieved by use of Lenstra's reduction algorithm [5] applied to a suitable basis of Λ l or Λ l and, as we shall now show, it is advantageous for this to use the latter lattice rather than the former. Assume 1 < l ≤ w. The F -linear mappings ι :
, defined by addition of an lth coordinate taken equal to zero, and deletion of the lth coordinate respectively, are mutually adjoint; that is,
Proof. Statement (i) is immediate from the definition of V (l)
. To prove (ii), notice that (11) implies that ι(W (l−1) ) is an F -linear subspace of W (l) . In fact, it is of codimension 1 in W (l) , since it has dimension l − 1 while W (l) has dimension l. The statement now follows since (y l , 0, . . . , 0, y 1 ) belongs to W (l) \ι(W (l−1) ).
We deduce from Lemma 3 the recursivity properties of the lattices Λ l and Λ l . Denote again by ι and ρ the similarly defined F 2 [X]-linear mappings ι :
l , and ρ :
of degree less than d, and such that y 1 
Proposition 2. For 1 < l ≤ w, we have
Proof. Note that ι and ρ commute with (2). Therefore, statement (i) of Lemma 3 implies our first statement. Also, since the vector (Q l (X), 0, . . . , 0, 1) is mapped by (2) to the vector (y l /y 1 , 0, . . . , 0, 1) , statement (ii) of Lemma 3 implies that
. . , 0, P ch (X)) so that our second statement follows from the previous equation.
The starting point for the Lenstra reduction algorithm is a lattice basis B for an l-dimensional sublattice Λ of F 2 [X] l . The algorithm transforms this basis into another basis of Λ, which is Lenstra-reduced and, in particular, Minkowski-reduced. We associate with the basis B the quantities d s (B) and d m (B), which are defined as the sum and the maximum of the basis vector degrees, respectively. The storage requirement for the algorithm is then measured by ld s (B), and an upper bound for the execution time (the required number of bit operations) is given by
for some absolute constant C (see Prop. 1.14 in [5] ).
In case of Λ l , one uses the basis B l composed of the vector (1, Q 2 (X), . . . , Q l (X)), and P ch (X)δ
l has all its components equal to 0, except for the jth which is equal to 1. In case of Λ l we may, by (ii) of Proposition 2, take a basis B l composed of the images by ι of the vectors belonging to a Lenstrareduced basis of Λ l−1 and of the vector (Q l (X), 0, . . . , 0, 1). The required space to reduce the basis B l is significantly less than for B l , as we see from Lemma 4.
Lemma 4. We have
Proof. Statement (i) of Lemma 4 follows from the fact that P ch (X) has degree equal to d, while all Q i (X) have it less than d. Using (3) we obtain that the sum of the degrees of the first l − 1 vectors of B l is equal to d, and this proves statement (ii).
We say that an
Clearly the rank of (1) is bounded by min (d, lk).
Proposition 3. For a given l, the rank of (1) is equal to min (d, lk) for all k if and only if Λ l is regular.
Proof. By Theorem 1, when lk ≤ d (resp. lk > d), the rank of (1) is equal to lk (resp. d) if and only if, for all i,
Thus, the rank of (1) is equal to min (d, lk) for all k if and only if
But, this is equivalent to lg
Note, by Corollary 1, the equivalence of the regularity of the lattices Λ l and Λ l .
Theorem 2.
If the lattice Λ l−1 is regular, then the Lenstra basis reduction algorithm applied to the basis B l has running time not exceeding
where C l = (l/(l − 1)) 2 C + 1/l, and C is the constant appearing in (12).
Proof. Since Λ l−1 is assumed regular, the first l − 1 vectors of B l have their degree bounded by d/(l − 1) + 1. In a first phase, the algorithm will reduce (in length) the lth vector by the repeated operation of adding to it one of the first l − 1 vectors, premultiplied by a suitable power of X. Each such operation requires at most d/(l − 1) + 2 bit operations. We thus need at most d + 2l − 2 bit operations to diminish by 1 the degree of the lth vector, and at most
to diminish its degree to a value bounded by d/(l − 1). After termination of this first phase, the algorithm terminates, according to (12), using at most
further bit operations. The sum of (13) and (14) is bounded by
2 , and the theorem follows.
For given F , x ∈ F , and a subset E ⊂ F w , it is a problem of interest to determine (y 1 , . . . , y w ) ∈ E, such that the rank of (1) is equal to min (d, lk) for all l ≤ w, and all k ≤ d; that is, such that the lattices Λ l (y 1 , . . . , y l ) (or, equivalently, Λ l (y 1 , . . . , y l )) are regular for all l ≤ w. This type of question arises when one wants to construct an optimally equidistributed output mapping Φ(y) = (φ (y 1 y) , . . . , φ(y w y)) for a generator based on the field F . Consider the rooted tree T = T (E) whose vertices of depth l (or l-vertices for short) are those l-tuples (y 1 , . . . , y l ) ∈ F l for which there exists y l+1 , . . . , y w such that (y 1 , . . . , y w ) ∈ E, and whose edges link an (l − 1)-vertex to an l-vertex if and only if these have the same first l − 1 components. We associate with an l-vertex the lattices Λ l = Λ l (y 1 , . . . , y l ) and Λ l = Λ l (y 1 , . . . , y l ). We will say that an l-vertex (y 1 , . . . , y l ) of T is regular if its associated lattice Λ l (or, equivalently, Λ l ) is regular. A regular path in T is a path visiting only regular vertices. One may then reformulate our problem as the determination of a regular path in T joining the root to a w-vertex.
For any l-vertex (y 1 , . . . , y l ) of T we may, as above, construct lattice bases B l and B l for the associated lattices Λ l and Λ l . We denote them by B l (y 1 , . . . , y l ) 
