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An existence and uniqueness theorem is proved for an optimal inventory 
problem with forecasting. The model assumes costs are fixed and that un- 
satisfied demand is lost. At each stage a forecast is obtained on the basis of 
which the decisionmaker has a known conditional probability distribution of 
demand. The theorem is a generalization of a result stated but not proved by 
White. 
In this paper we derive a functional equation for a simple inventory system 
with demand forecasting. The impetus for this work came from a paper of White 
[9], who wrote the continuous case of the theorem presented here but did not 
prove it. More recently, Lavercombe [5] studied the discrete case as part of an 
investigation into the relationship between information and decision. 
The model considered is a generalization of the one studied by Bellman [l] 
which involves fixed costs and the assumption that demand which cannot be met 
from stock is lost. In addition, at each stage, we obtain a forecast of the demand 
in that stage. We assume that the decisionmaker can specify a probability 
distribution of demand conditional upon any possible forecast and, further, 
that he knows the probability distribution of possible forecasts. The mathema- 
tica model is constructed as follows. 
Let us suppose that (J2, 9, P) is a probability space on which is defined a 
nonnegative random variable s representing the demand. We shall assume that s 
has finite expectation. The forecasting aspect is described in terms of 9, a 
sub-a-field of 9. We shall assume that there exists a real-valued function 
P(M, zu) defined on 9 x Q which is a version of the conditional probability 
P(M 1 3) and that P(AZ, .) is a %-measurable function for each It!! E F and 
P(‘, w) is a probability measure on (Q, SJ f or each w E Q, where & is the a-field 
generated by S. (Easily satisfied conditions validating this assumption are given 
in [4].) The function P(M, w) induces a distribution function @(s / w) for each 
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w, and we shall work with Stieltjes integrals with the following convention on 
definite integrals: 
[“f(S) d@(s I w) = - sp f(s) d@(s I 4 = J;f(W VT 4, a 
where a, 6 E R satisfy a < 6, f is a summable Baire function, and 
X = ( ~1 a < s(v) < 6). 
This convention implies that the integral is zero if a = 6. 
To complete our specification we must define a discount factor, 01, a penalty 
cost per unit shortage, p, and an ordering cost per unit, k. These real numbers 
are required to satisfy the inequalities 
O<ol<l, (1) 
0 < k < alp. (2) 
To simplify the exposition we will denote by Q? the class of functions from 
R+xL?toR+( h w ere R+ is the set of nonnegative real numbers) and by 9 the 
class off E %? for which f( ., w is a bounded Baire function for each w E Q and ) 
f(x, .) is g-measurable and summable for each x E R+. We can then define the 
mapping U: 9 --+ %? by 
(uf) (Y, 4 = b + &P j- (s - Y) d@(s I w) + a ~Vm~~f@~ v) P(dv) d@(s 1 w) 
Y 
+ @ S,vJ--f(Y - s, 4 ww d@(s I 4. (3) 
The central result of the paper can now be stated. 
THEOREM. There is a unique function f E 9 which satisfies 
f(X, 4 = --Kx + i$uf, (Y, 4. (4) , 
Furthermore, f is convex and continuous in x for each w E Q and there exists a 
3-measurable function Z(W) such that the infimum in (4) is attained at 7(x, w), 
where for each w E Sz 
7(x, w) = max(x, g(w)}. (5) 
The value off (x, w) is the total expected future cost, discounted by a factor 01, 
when the current stock is x and the current forecast is w. In the situation where 
there are no forecasts, it is possible to develop the theory further and derive 
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an expression for x [l], but in our case this cannot be done in general [9]. Some 
computational work, using policy iteration techniques, has been performed in 
the discrete case by Lavercombe. 
Two special cases of the result are of interest. In the first of these we take s 
to be absolutely continuous and CC? to be generated by a second absolutely 
continuous random variable t. This means we can describe the probability 
distribution in terms of a conditional density function 4(s / t) and a density 4(t). 
Replacing w by t in (3) (we can take Q = aB+) and writing c#J(~ / t) dt for d@(s 1 zu) 
and 4(t) dt for P(dv), we obtain the functional equation originally proposed by 
White. The second case arises if we take Q to be countable. This gives the 
discrete problem considered by Lavercombe. In this case it is worth noting that 
if, say, we assume s and t are a.s. integers, then provided we restrict x to be an 
integer we must also have 7(x, w) an integer and the theorem can be stated 
entirely in terms of integer variables. 
The proof of the theorem is based on the successive approximations approach 
to the optimal inventory equation [l]. However, a naive application of the 
technique is successful only if the conditional expectation of s is essentially 
bounded. To circumvent this difficulty, we adopt a method based on integrals of 
the approximating functions. For this to work, certain mild technicalities 
regarding measurability have to be dealt with, and these are covered in Lemma 1. 
A second difficulty arises because we have dropped the assumption that all 
random variables involved are absolutely continuous, which renders unavailable 
the usual methods of proving convexity (by differentiation “under the integral”). 
A more direct method is necessary and this is given in Lemma 2. Finally, 
Lemma 3 establishes some useful properties of the mapping U. 
LEMMA 1. If g E %’ and g(., w) is convex, continuous, and unbounded for each 
w E L? and g(x, .) is %-measurable for each x E iR+, then there is a nonnegative, 
~-measurable function Z(W) satisfying, for any w E Q, 
g@(w), 4 = $g(x, 4. , (6) 
Proof. Let L(w) be the subset of Iw+ on which the infimum in (6) is achieved. 
It follows from the postulated properties of g that L(m) is a closed, bounded 
interval and we can define Y(W) to be the right-hand endpoint of L(w). 
The ‘??-measurability of x is evident from the identity 
{w I .e) < 4 = no1 Iw Ig(x + l/n, 4 > g(x, w>>, 
which is easily verified using the convexity of g(*, w). 1 
The preceding lemma can also be deduced from certain results of Rockafellar 
[7, 81. 
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LEMMA 2. Iff E 9 and f (., w) is convex and the inequality 
f(x, w) >f(Q 4 - Ia 
holds for all w E .Q and x E W then (Uf) (., Y is convex, continuous, and unbounded ) 
for all v E Q and (Uf) (y, a) is Y-measurable for ally E R+. 
Proof. The g-measurability of Uf is a standard property of conditional 
expectations and the unboundedness assertion follows by observing that from (3) 
we have (Uf) (y, V) > ky for all v E Q. 
To establish the convexity of (Uf) (., ) w we begin by defining a function 
F: I%+-+ R by 
so that F is convex [4] and satisfies 
F(x) > F(0) - kx for x 3 0. (7) 
We can extend F to a new function H: [w -+ [w by defining 
H(x) = F(x) for x 3 0, 
H(x) = F(0) - Kx for x < 0. @b) 
We assert that H is convex. To see this recall that convexity of H is equivalent 
to the condition that the set 
{(x, Y) E R2 I Y 3 fwl 
have a nonvertical supporting hyperplane for each x E R [6], But this condition 
is satisfied for x < 0 by (8b) and (7) and for x > 0 by @a) and the convexity 
of F. 
Definition (3) can now be rewritten as 
(Uf) (Y, 4 = AY + @ 6 (s - Y) d@(s I 4 + 01 lgrn H(O) d@(s I 4 
+ lo’ WY - 4 d@(s I 4. 
If we choose real numbers yI , yz , A, such that 0 < yr < ys and 0 < A, < 1 
and let y,, = Ary, + hays , where A, = 1 - A, , we may use the convexity of H 
to write 
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+ cd $ H(0) d@(S 1W) i- a: S,‘” H(y, - S) d@(S / W)] 
+ Q! l; f-f(O) d@(s I w) + d j ” H(y, - s) d@(s 
0 
= WJf 1 (Yl 9 4 + UUf) (Ye, 4 + 4 + I2 + 
where, for i = 1,2, 
Ii, = A& - h) 1” (s - yi) d@(s 1 w) 
RI 
and 
Ji = hia: jyIi [h(s - yi) + F(0) - H(y, - s)] d@(s 1 w). 
From (1) and (2) and our convention on Stieltjes integrals, we see that Ir , I, < 0; 
from (8b) we find Jr = 0, and from (7) and (8a) we obtain Ja < 0. This shows 
that (Uf) (a, w) is convex on Rf and consequently can only fail to be continuous 
at y = 0. But substituting (7) into (3) leads, after a little manipulation, to 
W!f) (~9 4 3 Nf )(‘A 4 + (A - a~> Y + 41’ - 4 L’ (Y - 4 d@(s Iw> 
a (f-m @,4 + (h - UP)% 
from which it follows [6] that (Uf) (-, w) is continuous at 0. 1 
LEMMA 3. Suppose f E 9 and f (e, w) is convex, bounded and for all x E Rf, 
WEQ we have 
f (6 4 2 f(O, 4 - h* 
h(x, w) = --Kx + $$(Uf) (Y, 4. 
Then h E 9 and h(., w) is convex, bounded andfor all x E Rf, w E Q we have 
h(x, w) > h(0, w) - hx. 
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Proof. Lemma 1 assures us that there exists a nonnegative g-measurable 
function f such that for each w E 52 
From the preceding lemma (V’) (e, w IS convex and continuous and so ) . 
4% w) = --kx + (Uf > @(w), 4
= 4% + (Uf) (Xl 4 
for 0 < x < S(w) 
for x > %(w), 
(10) 
and h(*, w) is convex and continuous (and thus a Baire function). Further, we 
have the inequality 
where the second line follows from (3) and the assumption that f (‘, w) is bounded 
and convex, which means that f(~, w) <f (0, w) for all x 3 0. This establishes 
that h( *, w) is bounded and convex. It also follows from (10) and Lemma 2 that 
h(x, .) is g-measurable, and from (11) and the assumption that s has finite 
expectation we may deduce that h(x, *) is summable for all x 3 0. 
The final inequality is a consequence of the fact that (Uf) (x, w) is an increasing 
function of x for x > K(w). 1 
Proof of the Theorem. Using Lemma 3 we can define recursively a sequence 
of functions fn E 9 for n = 0, 1,2,... which satisfies, for n 3 1 and all x E Rf, 
w E L?, 
and 
f&, 4 = --kx + gw-1) (Y, 4 (12) 
f&J, 4 >, f& w) - kx, (13) 
where fO = 0. Further, eachf,( ., w) is convex and bounded. 
We can then define a sequence {Fn} of nonnegative functions on Rf for n > 0 
bY 
fl&) = Jnfnb 4 P@) 
and we will show that this is a Cauchy sequence in L, norm. For, if we suppose 
that infimum in (12) is achieved at Y~(x, w), then for EZ > 1 and all x E Rf, 
wcl2 we have 
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where we use L,[O, 60) norm and the second inequality follows directly from the 
definition of U. (Note that F, EL,,[O, co) follows from the properties off, .) By 
integrating over Q we can derive 
sup[l;‘n+&) - Fn(x)] < 01 ,I F, - F,-1,: . 
X>O 
A similar argument applied tofn - fn+r leads to 
sup[F&) - Fn+dx)I <a II Fn - F,-l il , 
X>O 
from which we may deduce that (FJ is a Cauchy sequence with a uniform limit 
F. Since each F, is convex and, from (13), satisfies 
for x E R+, the same is true of F. 
Let us now define f E 9 by 
f (x, w) = $f 14~ - 4 + NP jum (s - y) d@(s I 4 + OF Lrn Ws I 4 
+ 01 j)y - 4 d@(s I 41 . 
(14) 
If we could show that 
F(x) = j,f (x, 4 Ww), (15) 
then the properties off described in the theorem would follow from Lemma 3 
and the existence of the function x and its properties from Lemma 1. To establish 
(15) we note that for any E > 0 we can find, by the uniform convergence of 
{F,}, an integer n* 3 1 such that for n > n* 
If we substitute this inequality in (14) and use relation (12) we obtain 
and thus, integrating over Q and using 01 < 1, we get 
Fn--E< f(x,w)P(dw)BFn+~ s R 
for n >, n* + 1. Since c is arbitrary, (15) follows. 
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To complete the proof we must show that f is the unique solution of (4). If 
g is any other solution to (4) we can define G: IW+ --f [w+ by (15) with g in place of 
f. By repeating the argument given above we can show that 
and thus F = G. The equality off and g follows from (3) and (4). m 
We observe that the proof of the theorem provides a series of successive 
approximations to the solution of (4) and justifies the assertion that the infinite 
stage model can be regarded as an approximation to a finite stage model. The 
properties of the approximating functions, such as convexity, justify further 
statements in [9]. 
Our results have been presented in the context of a particularly simple 
inventory model because our main aim was to justify the statements of White. 
However, Boylan has studied more general models [2, 31, and the approach we 
have taken (based on integrals of the approximating functions) can be applied to 
these more general problems when forecasting is incorporated. In particular, it 
enables results to be obtained when unsatisfied demand is backlogged rather 
than lost. 
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