In the present paper we investigate iterative minor subspace analysis computation by describing a neural approach based on weight ow on Stiefel manifold and by discussing four neural algorithms and a purely algebraic algorithm known from the scienti c literature. A comparison of numerical experimental results and computational complexity estimates con rms the e ectiveness and e ciency of the proposed approach.
Introduction
Principal component analysis is a statistical signal processing technique aimed at nding the most informative part of the eigenstructure of a signal's second-order statistics: It provides a compact representation of a high-dimensional datastream by computing its projections over a base of eigenvectors of multivariate signal's covariance matrix.
The linear subspace spanned by the principal eigenvectors of signal's covariance matrix is usually termed principal subspace, while its orthogonal complement is termed minor subspace. The minor subspace is in fact related to the least informative part of the eigenstructure; however, in several applications its dimension is much smaller than the dimension of the principal subspace, thus its computation is easier and might be therefore preferred.
On-line techniques for principal subspace estimation from sample-by-sample analysis of incoming signals have become available over the recent years; con-versely, on-line minor subspace analysis (MSA) has only recently deserved renewed attention (for a review of available techniques and applications see e.g. 4, 5, 7, 10, 12, 24] ).
In opposition to batch techniques, the on-line algorithms 18] prove useful especially in real-time applications by implementation on dedicated machines, for at least two reasons:
They operate on a sample-by-sample basis, thus do not require the whole signal to be stored in the memory; this allows keeping the storage requirements limited;
The on-line iterative algorithms have in general rather simple structures, as they do not operate on high-dimensional data (as could be large-size data matrices); this keeps the complexity of the related signal-processing systems low.
In this perspective, the signal processing techniques based on arti cial neural networks appear really well-suited; in fact, neural networks learning may be performed step-by-step as current signal samples become available, and the neural structures are usually formed by simple processing elements, while the overall computational power arises by the massive connection of such basic units.
Since the pioneering work of Amari, Karhunen and Oja 2, 21, 22] , some researchers have proposed di erent approaches and enhanced neural algorithms to extract the eigenstructure of second-order statistics from random signals.
Especially Douglas et al. 10 ] and Chen et al. 4, 6] have recently proposed some new algorithms and addressed two speci c problems: The broken duality between principal subspace rules and minor subspace rules (which indeed reects the same problem related to principal/minor component extraction), and the numerical di culties arising when well-behaving continuous-time learning equations implement on nite-precision machines by discrete-time equations and circuits.
Also, Fiori 12, 13, 15] and Abed-Meraim et al. 1] , have addressed the important problem of the loss of orthonormality of extracted subspace bases, due to weak enforcement of the orthonormality constraints, which is also the cause of the numerical instability of some algorithms.
In this work we describe an algorithm based on network learning by weight ow on Stiefel manifold 12] applied to minor subspace estimation: The main contribution of the present work is to suggest to employ a learning-engine that makes the networks' weight-matrix better meet the constraint of orthonormality; it makes the network connection matrix`adhere' to the Stiefel manifold with a su cient degree of accuracy, thus making the algorithms inherently stable, in this sense. Then we revise four existing contributions based on arti cial neural networks: The Douglas-Kung-Amari minor subspace analysis algorithm, the Chen-Amari-Lin approach, the classical Oja-Karhunen method and the most recent Abed-Meraim-Attallah-Chkeif-Hua algorithm. Also, as a non-neural procedure, we recall the square-root QR inverse iteration algorithm recently proposed by Strobach 24] , which exploits a purely algebraic technique 8, 23] .
By repeating the experiments on the numerical problems proposed in 10, 24], we perform a numerical comparison among the mentioned algorithms in order to discuss on their stability/convergence properties and computational requirements.
Notation. Through the paper, the superscript`T' denotes ordinary transpose, the matrix-to-scalar operator tr ] returns the trace of the (square) matrix contained within, while matrix-to-matrix operator sk ] extracts the skewsymmetric part of the matrix contained within, i.e. sk X] = (X ? X T )=2; also, I n m denotes a (pseudo-) identity matrix of size n m; a Iidentity is simply denoted by I q .
Minor subspace analysis and Stiefel learning
The goal of MSA is to compute the subspace spanned by q eigenvectors of the covariance matrix C x def = E xx T ] of a quasi-stationary zero-mean multivariate random vector eld x(t) 2 R p (p > q). As C x is a real-symmetric matrix, its eigenvectors form an orthogonal basis W of R p , thus it holds W T W = I q . Also, the eigenvalues of a covariance matrix are always non-negative, and each eigenvalue may be retained as a measure of relevance of the associated eigenvector.
In MSA, the extracted basis-matrix W spans the subspace generated by the q eigenvectors corresponding to the q smallest eigenvalues.
It is important to remark that the basis-matrix is not directly formed by the eigenvectors themselves, but of linear combinations of them, which are rotations, so that also the subspace base is orthonormal. More formally, if R 2 Rdenotes whatever square orthonormal matrix, i.e. a rotation, if W is an orthogonal MSA of a signal then the matrix WR is also an orthogonal MSA, in fact, (WR) T (WR) = R T W T WR = I q and span(WR) = span(W). As a consequence, the MSA di ers from standard eigenvalue/eigenvector problem 1 , and this explains why minor subspace computation and tracking has deserved special attention during the last years (see e.g. 11, 27]).
A`natural' space of the orthonormal matrices is the Stiefel manifold St(p; q; R) def = fX 2 R p q jX T X = I q g (for an up-to-date review of the manifold's properties see 11] ). In recent works 12, 15], we presented a general theoretical framework for learning theories involving connection-matrices trajectories on compact Stiefel manifold and on Lie groups, and studied their general properties. The main purposes of such contributions were:
To describe in general terms the class of learning theories generating weight-ows on the Stiefel manifold or Lie groups, regardless of the structure of the neural networks that they are employed with; To describe the most general formal results concerning the considered rstorder (i.e. gradient based) and second-order learning equations, as e.g. the equilibrium and stability properties; To elucidate the existing relationships among the many contributions known from the scienti c literature and the proposed general framework; To summarize the many applications of neural Stiefel learning in research elds such as pattern recognition, signal processing and applied physics. As a special class of learning equations, the recent paper 13] gave a great highlight to the general class of second-order learning algorithms described by: W = GW ; P = ? GW ; W 2 R p q ;
(1) G = 2 sk (F + P)W T ] ; G 2 R p p ; (2) with ; > 0.
In particular, in 13] we experimentally proved the suitability of this algorithm to principal component analysis and blind source separation. The equations (1)- (2) arise from the description of the dynamics of an abstract rigid body embedded in a force eld. Matrix W describes the con guration of the system, G is a kind of angular speed, P represents the braking e ect produced by the uid { of viscosity { permeating the space that the body moves within, and F 2 R p q represents the force eld which makes the body moving; it is also supposed that the force eld derives from a potential energy function V (W) of body's con guration. Namely, the matrix F is related to the potential V through the Jacobian operator:
By abandoning the strict physical parallelism that led to this learning model, in 14] we recently obtained an extension of this algorithm { for a single neural unit { suitable to complex-valued signal processing.
The basic properties of this algorithms may be summarized as follows:
Let us denote by so(p;R) the set of skew-symmetric matrices. It is immediate to verify that if G(0) 2 so(p;R) then equation (2) provides G(t) 2 so(p;R) and thus G(t) 2 so(p;R), because so(p;R) is a linear space; Because of the skew-symmetry of G(t) we see from equation (1) As a mechanical system, stimulated by a conservative force eld, tends to minimize its potential energy, the set of learning equations (1)+ (2) for a neural network with connection pattern W may be regarded as a non-conventional (second-order, non-gradient) optimization algorithm.
Thus, the force-eld F(t) controls network's learning and is related to the criterion that measures network's performance, that is the potential energy function V (W). As mentioned, the parameter space for MSA is the Stiefel manifold, thus in the present case the learning equations (1) (4) where a stochastic instantaneous estimate of the covariance has been invoked. It might be interesting to note that the last term closely resembles the well-known stochastic Hebbian learning term.
The equilibrium analysis as well as stability check can be carried out by means of general analysis tools developed in 12, 15] to show that the considered learning equations drive the network to perform the MSA of incoming signals. It is interesting to particularize such results to the present case. First, note that V (W) is an autonomous cost function de ned as a quadratic form of the parameters, with semi-positive de nite Hessian, thus it has many local and global minima. The convergence theorem ( 12] , p. 1638) applies and con rms that the algorithm is convergent. The potential energy function has many global minima because, as already noted, MSA is by de nition invariant to rightrotations, in fact for any R 2 Rsuch that R T R = RR T = I q it holds (W) = (WR). Second, the equilibrium condition for the learning system in this case is invariant to any right-rotation and its solutions write W ? = E q R, where E q is any matrix whose q columns are distinct eigenvectors of C x ; this, in turn, gives V (E q R) = P i i , where the i 's denote the eigenvalues of the covariance matrix associated to the eigenvectors in E q ; as > 0 and i 0, for V (E q R) to be minimal it is necessary that E q contains the eigenvectors associated to the smallest eigenvalues. These considerations prove that the described algorithm performs MSA.
In summary, the learning algorithm in explicit form reads: y = W T x ; F = ?4 xy T ; P = ? GW (5) W = GW ; G = 2 sk (F + P)W T ] : (6) Some general interesting considerations about the mentioned algorithm are:
The algorithm seeks for the optimum of criterion function under the constraints of orthonormality, thus the given necessary condition of equilibrium just excludes spurious (i.e. non-orthonormal) equilibria;
The term containing the matrix P in the dynamical equations exhibits good local minimaavoidance property; it also smoothes the learning curves as it introduces a kind of low-pass ltering on learning equations; Parameter is a magnifying factor for the forcing term. Growing the value of the magnifying factor may result in reducing the rise time but, as a counterpart, in growing the overshoot, that is the maximum error with respect to the asymptotic result;
Parameter opposites to rapid body movement by contrasting the forcing eld, and generally prevents the system from oscillating around the solutions. This allows keeping constant the learning step-size in order to make the neural algorithm reactive to non-stationary signal processing problems. To conclude this discussion, it is worth mentioning that an interesting question concerns the e cient representation of the orthonormal connection matrices. In fact, the dimension of Stiefel manifold St(p; q; R) is d def = pq ?q(q +1)=2; this means that a generic point W 2 St(p; q; R), involving pq real numbers, could be represented through d independent Lagrangean coordinates.
Several candidate representations are available, such as the product of elementary Houseolder re ectors or Givens plane-rotators; furthermore, some efcient algorithm for adaptively updating the component factors have been developed in numerical algebra (see 9]) e.g. for e cient QR decomposition by ows on Stiefel manifold. However, they are still far more complex than simple equations (1)+(2), and su er from an important theoretical limitation: The Lagrangean coordinate systems may only be de ned locally, that is one should be prepared to de ne some di erent local (piecewise smooth) representations 7] , that is quite unpractical.
Existing minor subspace algorithms
In the following, we brie y summarize some existing MSA algorithms from the scienti c literature and discuss their features.
Oja-Karhunen algorithm (OKA)
The MSA problem may be easily recast into an optimization one by properly de ning a criterion, as a function of matrix W 2 R p q , which optimizes when the columns of W span the minor subspace of x. 8) with 2 R being a small constant. Note that in this case the parameter space is the whole R p q and it has been endowed with the standard Euclidean metric in order to compute the required gradient.
In on-line processing, the covariance matrix C x is not available (or, better, its explicit computation is avoided to save computational resources) and a rough approximation of it is used: Under the hypothesis of ergodicy, a N{step approximation at current time would be C x (t) It has been shown that > 0 makes the network able to estimate the principal subspaces of the incoming multivariate signal, while < 0 would make it able to perform MSA; however, in 26] is has been shown that with < 0 the learning equation results to be unstable, as the norm of each column-vector of W tends to diverge with time. 
Chen-Amari-Lin (CAL) and
As an advantage over classical Oja-Karhunen algorithm, rule (10) exhibits good stability for > 0 as well as for < 0 (MSA). From a purely numerical point of view, in 10] the algorithm (10) was proven to still su er from marginal instability that can be alleviated by infrequent column re-normalization. As a heuristic improvement to (10) The only di erence among algorithm (11) and (10) In order to steer clear of these drawbacks, two modi cations should take place in the algorithms:
To make the learning step-size converge to zero, as prescribed by stochastic approximation theory 20];
To replace the instantaneous estimate of the covariance matrix with a longer-range estimate.
With one of these modi cations, the algorithms converge steadily.
The orthogonal Oja algorithm (HOOA)
Recently, Abed-Meraim et al. 1] have proposed an orthogonal version of the OKA (9) that can be used to estimate the minor subspace of a multivariate random signal. Their analysis shows that, by exact orthogonalization of the weight matrix W, the three algorithms OKA, CAL and DKA are identical.
Exact orthogonalization may be implemented in a clever way by making use of the update equation (9) 
where > 0, as usual, represents the learning stepsize and the neural network has p inputs and q outputs. If the stepsize is su ciently small, linearizing the algorithm (12)- (15) with respect to gives rise to OKA; this argument is used in 1] to prove the convergence of HOOA algorithm.
Square-root QR inverse iteration algorithm (QRI)
Powerful solutions to MSA problem may arise from e.g. inverse iteration, which is a classical numerical analysis technique 17]. Remarkably, Strobach 24] has recently shown in which way inverse iteration can be made adaptive by suggesting square-root QR inverse iteration algorithm (QRI) for minor subspace analysis of a (slowly-varying) multivariate random signal. The algorithm is based on iterative updating of the Cholesky factor of the signal covariance matrix. Let us suppose the matrix C x to be iteratively estimated by low-pass ltering, namely C x (t) = C x (t ? 1) + (1 ? )x(t)x T (t), where 0:99 < < 1 is a kind of forgetting factor. The main variable in the algorithm is the square-root factor R x (t) 2 R p p , that is an upper-triangular matrix which satis es C x (t) = R T x (t)R x (t). The factor R x (t) may be e ciently updated as a new input sample becomes available, without explicitly computing C x (t), by the QR-factor update algorithm known as \annihilate update vector by circular rotation " 19] , that consists in the determination of an orthonormal
Givens matrix G such that:
this allows to e ciently computing R x (t) from R x (t ? 1) and x(t). It is worth remarking that during the iterations the factor must keep upper-triangular. Strobach's algorithm needs three more steps:
A(t) = solution of R x (t)A(t) = B(t) ; (18) W(t) = Q-factor from p q QR factorization of A :
At convergence, W 2 R p q contains a base of the minor subspace of signal x(t). Matrices A(t) and B(t) are auxiliary arrays of size p q. W(0) may be initialized to e.g. I p q , while R x (0) should be initialized carefully to take into account the case that the covariance matrix is singular. In fact, the Cholesky factor exists when the factorized matrix is non-singular: This opens two problems which should be solved numerically, that concern the correct initialization of the factor and the case of non-persistent excitation (i.e. temporary vanishing of input signals). The rst problem may be solved by initializing R x to the Cholesky decomposition of a batch estimation of the covariance matrix.
Results of computer experiments and discussion
In order to gain a quantitative insight into the numerical behavior of mentioned learning rules, we repeated the experiments proposed in 10, 24]. In the following experiments we compare the numerical performances of the mentioned algorithms and the computational e orts required to run on a common platform.
Experiments description
The signal x 1 (t) 2 R 4 was generated as x 1 (t) = VDs(t), where s(t) is a multivariate Gaussian random process normally distributed The goal is to extract the minor subspace of dimension q = 2 from the p = 4-dimensional signal x 1 (t), thus in this case W 2 R 4 2 . Also, the signal x 2 (t) 2 R 20 was generated as x 2 (t) = VDs(t), where again s(t) is a normally distributed random process, but the diagonal matrix is chosen so that D ii = 0:1(21 ? i) and V 2 R 20 4 is an orthogonal random matrix, in order to extract the minor subspace of dimension q = 4 from a random signal of size p = 20.
The performances of the six considered algorithms are observed during the learning phase through four parameters:
A measure of the orthogonality of W, de ned as:
where k k F denotes the Frobenius norm;
A measure of how much W's columns belong to minor subspace, de ned as:
; C i (t) def = W T (t)E i ; with E 1 being a base of the principal subspace and E 2 being a base of the minor subspace of x(t);
The average number of oating point operations ( ops) per iteration required when running Matlab c code implementations of the learning algorithms;
The total CPU-time that the algorithms take to run on a 500MHz, 64MB machine.
The more (t) and (t) are small, the more the algorithms are performing well. The latter two de ned parameters are assumed as estimates of the computational complexity of the algorithms.
Experimental results
We rst performed some simulations with the signal x 1 and OKA, CAL, DKA, and SML algorithms, starting with small values of the learning step-size , namely j j = 10 ?4 , j j = 10 ?3 . The algorithms performed as expected; however, it is well-known that small values of learning step-sizes result in smooth learning trajectories, which require several steps to converge. So we tried to speed-up convergence by growing j j.
The found breaking value was j j = 8 10 ?2 . Figure 1 shows the behavior of (t) for the four considered algorithms on a simulation with 30,000 input samples, while Figure 2 refers to index (t); they correspond to = 0:1 and = 3 for SML algorithm. These results show that OKA, CAL and DKA algorithms eventually diverge because of accumulated numerical errors, outliers and the large value of the learning step-size, while the SML algorithm keeps the connection-matrix orthogonal and drives the neural network to perform MSA.
Because of the numerical instability of OKA, CAL and DKA, we performed the following simulations only with the SML, HOOA and QRI algorithms.
The Figure 3 shows the behavior of the three algorithms on the signal x 1 ; the results refer to = 0:1, = 3, = 0:01 and = 0:993 for the QRI. In this experiment the three considered algorithms perform nearly the same, even if SML shows better stability of the solution. It is interesting to note that, as mentioned in the description of this algorithm, the learning curve is very smooth, because of the presence of the braking e ect introduced by viscosity (parameter ).
The Figure 4 shows instead the behavior of the three algorithms on the signal x 2 ; the results refer to the same parameters values as above. The high dimension of input space determines the clear di erence in the behavior of the algorithms: In this case the SML one objectively exhibits the best performance. Figure 5 illustrates the computational complexity of the six considered algorithms: The best performing algorithms SML and QRI exhibit nearly the same computational e ort, even if the SML runs the fastest because it uses less auxiliary quantities to swap at each iteration.
As also evidenced by the simulation results, an advantage of the SML algorithm is that it is more exible as it possesses two free parameters (apart from ) that can be adjusted to make the algorithm better suited to actual data. To conclude our analysis, we considered the algorithms in the batch MSA mode, that is when the signal covariance matrix in known exactly. The QRI and HOOA algorithms are not appropriate in this case, thus we only considered DKA, CAL and SML ( = 0:01, = 1:5, = 6). The resulting indexes (t) and (t) are reported in the Figure 6 . In the case of batch processing mode with known covariance matrix, the considered algorithms behave excellently, as they keep the connection matrix orthonormal with a very good degree of accuracy and converge steadily to very low values of index (t).
Conclusion
In the present work we discussed the features of ve learning algorithms for linear neural networks, and a purely algebraic algorithm, allowing to compute the MSA of multivariate random signals. The one proposed on the basis of a recently introduced learning framework, relying on non-ordinary-gradient ow on compact Stiefel manifold, has proven to give good numerical results at a comparable computational burden. In particular, we exploited the concept of stability of the Stiefel manifold.
By this it is meant that it is a compact set, thus if a matrix-ow W(t) belongs to St(p; q; R) then at any time the elements of W(t) are bounded and, for instance, kW(t)k 2 F = q. Thus, an algorithm that keeps exactly the weight-matrix within St(p; q; R) never diverges.
The considered on-line algorithms are unable to keep the weight-matrix exactly on the Stiefel manifold, especially for large values of the learning stepsize, thus the point is how much a given algorithm makes W(t) adhere to the manifold. The obtained numerical results may be interpreted as follows: The advantage of the SML for MSA over existing algorithms is that it is able to keep the weight-matrix closer to the Stiefel manifold than the others, thus it is stable to a better extent.
As a further work, it could be interesting to better investigate the intrinsic numerical stability properties of the learning thoeries involving the solution of matrix ordinary di erential equations over compact manifolds that preserve the underlying geometrical structure of the space of parameters. The proper theoretical framework for this kind of studies is the geometric integration 16]. Geometric integration (GI) is a recent branch of numerical analysis and computational mathematics. It is concerned with numerical approximations preserving the qualitative attributes of the solution to the possible extent. Examples of GI algorithms for di erential equations include Lie group integrators, volume and energy preserving integrators, integrators preserving rst integrals and Lyapunov functions, Lagrangean and variational integrators, integrators respecting Lie symmetries and integrators preserving contact structures. 
