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Abstract
We explicitly find the spectrum of the operators M rs and M˜ rs, which specify the ⋆-
product in the matter and ghost sectors correspondingly. Further we derive the diago-
nal representation for the 3-string vertices in both sectors. Using this representation we
identify the appearing Moyal structures in the matter sector. In addition to the continu-
ous non-commutativity parameter θ(κ) found in [6] we find the discrete non-commutativity
parametrized by θξ.
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1 Introduction
Recently it has been a resurgence of interest in string field theory (SFT) [1]. Along with the
applications to such problems as the tachyon condensation [2], [3, 4, 5] the intrinsic structure of
SFT is also investigated. In particular recently M. Douglas, H. Liu, G. Moore and B. Zwiebach
[6] have shown that open zero-momentum string field algebra can be represented as a continuous
product of mutually commuting Moyal algebras. The first attempt to describe the open string
star product as a series of Moyal products was made in [7]. The aim of the present paper is to
generalize these results to the matter sector including zero modes and to the ghost sector. One
hopes that finding such a diagonal representation will lead to a better understanding of string
field ⋆-algebra structure and finding the solutions of SFT equations of motion.
The paper is organized as follows. In Section 2 we review the structure of 3-string vertex in
the matter and ghost sectors. In Section 3 we find the spectrum of operators CU and UC defining
the Neumann matrices in the matter sector. Subsection 3.3 contains summary on the spectrum
of the matter operator CU . In Section 4 we consider the spectrum of various operators defining
the ghost Neumann matrices. In Section 5 we derive the diagonal representation for the matter
and ghost 3-string vertices. In Section 6 identify the Moyal structures appearing in the diagonal
representation of the vertices.
Appendices contain necessary technical information. In Appendix A we present the normal-
ization conventions for the coordinate and momentum eigenstates. In Appendix B we present a
detailed derivation of the spectrum of matter operator CU .
2 Review of the 3-string vertex
Let us remind the expressions for the 3-string vertices in the matter and ghost sectors [8, 9] in the
presence of the constant background metric gµν :
|V m3 〉123 = N−26m exp
[
−1
2
3∑
r,s=1
∞∑
m,n=0
(CM rs)nm(a
(r)†
n , a
(s)†
m )
]
|Ωb〉123, (2.1a)
|V gh3 〉123 = exp
[
−
3∑
r,s=1
∞∑
n=0,m=1
b
(r)
−n
( 1√
N
(CM˜ rs)
√
N
)
nm
c
(s)
−m
]
|+〉123, (2.1b)
where
CM rs =
1
3
(C + αs−rU + αr−sU), U † = U, U = CUC, U2 = 1; (2.2a)
CM˜ rs =
1
3
(C + αs−rU˜ + αr−sU˜), U˜ † = U˜ , U˜ = CU˜C, U˜2 = 1 (2.2b)
and matrices N and C are given by
Cmn = (−1)mδmn and Nnm = nδn,m + δm,0δn,0. (2.2c)
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By the bar over the matrix U we assume the complex conjugation. The vacuum states are defined
as follows
an|Ωb〉 = 0, n > 0; (2.3a)
bn|+〉 = cn|+〉 = 0, n > 1 and c0|+〉 = 0. (2.3b)
The zero mode oscillators a0,µ and a
†
0,µ are related to the coordinate and momentum modes in the
open string expansion as
xµ = i
√
α′b
2
(a0,µ − a†0,µ) and pµ =
1√
bα′
(a0,µ + a
†
0,µ).
Here b is a real parameter introduced in [11].
In general the normalization factor Nm appearing in formula (2.1a) depends on the normal-
ization of the coordinate and momentum eigenstates |x〉 and |p〉. We will use the normalization
of these sates described in Appendix A, for which Nm is of the form
Nm =
√
3
b
(
V00 +
b
2
)
(2πα′b)
1
4 . (2.4)
The operators CM and CM˜ are not independent, there is a relation between them. This
relation is very much based on the associativity of the Witten’s ⋆-product, and can be obtained
from the consideration of 4-string vertices in the matter and ghost sectors. The 4-string vertices
in matter and ghost sectors are defined by the matrices V and V˜ correspondingly. As shown in
[9] these matrices are related to each other by V˜ = −V .
The relation between the matrices V and U , which define 4-string and 3-string vertices corre-
spondingly, is given by [8]
V + V = 4(1 + C(U + U))[U + U + 4C]−1, (2.5a)
V − V = 2
√
3(U − U)C[U + U + 4C]−1. (2.5b)
The solution of these equations is the following
U + U = −4(1− C(V + V ))[4C − V − V ]−1, (2.6a)
U − U = −2
√
3C(V − V )[4C − V − V ]−1. (2.6b)
These expressions define the function U = U(V, V ). Similar relations to (2.6) can be obtained
for the matrices U˜ and U˜ , one only needs to change V 7→ V˜ = −V [8]. And therefore U˜ =
U(−V ,−V )1 or more precisely
U˜ + U˜ = −4(1 + C(V + V ))[4C + V + V ]−1, (2.7a)
U˜ − U˜ = 2
√
3C(V − V )[4C + V + V ]−1. (2.7b)
1Notice that these relation is only true for b = 2.
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For the spectroscopy problem it is more convenient to consider matrices CU and UC instead
of matrices U and U . The reason to do this is that operator CU is a unitary operator. The
equations (2.6) and (2.7) allow us to express the operators CU˜ and U˜C in terms of the operators
CU and UC. This relation is of the form
CU˜ = −2CU + 1
CU + 2
and U˜C = −2UC + 1
UC + 2
. (2.8)
From these relations it follows that eigenvalues of the operators CU˜ and CU are related by the
PSL(2,Z) transformation P
P (z) = −2z + 1
z + 2
= −2 + 3
z + 2
. (2.9)
The transformation P satisfy the equation (P ◦ P )(z) = z.
3 Spectrum of the operators CU and UC (matter)
3.1 Notations
We have the followings matrices C ′mn, Cab, U
′
mn and Uab, where a, b > 0 and m,n > 1. The
operators C and C ′ define BPZ conjugation and are given by Cab = (−1)aδab and C ′mn = (−1)mδmn.
There operators U and U ′ have the following properties:
U ′† = U ′, U ′ = C ′U ′C ′, U ′2 = 1 and U † = U, U = CUC, U2 = 1, (3.1)
where by U we denote complex conjugated operator to U . The operators U and U ′ are related by
U ′mn = Umn +
1
1− U00Um0U0n and U00 = 1−
b
V00 +
b
2
. (3.2)
The vector Um0 is an eigenvector of the matrix U
′ with eigenvalue +1:
∞∑
n=1
U ′mnUn0 = Um0,
∞∑
m=1
U0mUm0 = 1− U200. (3.3)
The vectors Um0 and U0m are b-dependent, therefore it is convenient to introduce b-independent
vectors Wn and W n [11] as
Wn =
√
b
1− U00 U0n and W n ≡ (−1)
nWn =
√
b
1− U00 Un0. (3.4)
We also introduce the scalar product (notice that our definition involves complex conjugation):
(W,W ) ≡
∞∑
n=1
W nWn
3.3
= 2V00. (3.5)
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The expression (3.2) takes the following form in terms of W ’s:
U ′mn = Umn +
WmWn
V00 +
b
2
. (3.6)
The matrices (C ′U ′)mn and (U
′C ′)mn have common eigenvectors v
(κ)
n :
∞∑
n=1
(C ′U ′)mnv
(κ)
n = ν(κ)v
(κ)
m and
∞∑
n=1
(U ′C ′)mnv
(κ)
n = ν(κ)v
(κ)
m , (3.7)
where the components of the vectors v
(κ)
m are explicitly given by the following generating function
[10]
f (κ)(z) =
∞∑
m=1
v(κ)m
zm√
m
=
1
κ
(1− e−κ arctan z). (3.8)
Note that since (C ′U ′)(U ′C ′) = 1 we get that |ν(κ)|2 = 1. To get an explicit expression for the
eigenvalues ν(κ) we will use the eigenvalues µrs(κ) of the operators M ′rs [10]
µrs(κ) =
1
1 + 2 cosh piκ
2
[
1− 2δr,s + epiκ2 δr+1,s + e−piκ2 δr,s+1
]
, (3.9a)
M ′rs =
1
3
[
1 + αs−rC ′U ′ + αr−sU ′C ′
]
. (3.9b)
From the formulae (3.9) one can obtain the following expression for the eigenvalue ν(κ)
ν(κ) = − 1
1 + 2 cosh piκ
2
[
2 + cosh
πκ
2
+ i
√
3 sinh
πκ
2
]
. (3.10)
The analysis of this formula shows that 2pi
3
< arg ν(κ) < 4pi
3
(see Figure 1).
The eigenvectors v(κ) belong to the continuous spectrum. As it follows from the expression
(3.10) the spectrum of operators C ′U ′ and U ′C ′ is non-degenerate.
The normalization of the vectors v(κ) is given by [12]
(v(κ), v(κ
′)) = N (κ)δ(κ− κ′), where N (κ) = 2
κ
sinh
πκ
2
. (3.11)
Since the operator M ′11 (3.9b) is a hermitian operator and v(κ) are its only eigenvectors [10] we
conclude that the vectors v(κ) form a complete set:
δmn =
∫
dκ
1
N (κ) v
(κ)
m v
(κ)
n . (3.12)
6
2p
3
4p
3
x
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Figure 1: On the picture we have presented the spectrum of the operator CU . It consist of
continuous spectrum, which is represented by the function ν(κ) (solid blue line), and discrete
spectrum, which contains two points ξ and ξ (red dots).
The scalar products among Wn and v
(κ)
n can be obtained from the paper2 [13] and are given by
(v(κ), W ) = −
√
2
κ
cosh piκ
2
− 1− i√3 sinh piκ
2
2 cosh piκ
2
+ 1
≡ −
√
2
κ
[1 + ν(κ)]. (3.13a)
(v(κ), W ) = −
√
2
κ
cosh piκ
2
− 1 + i√3 sinh piκ
2
2 cosh piκ
2
+ 1
≡ −
√
2
κ
[1 + ν(κ)], (3.13b)
3.2 Eigenvectors of the operators CU and UC.
We want to find a spectrum of the operators CU and UC. Since UC = (CU)† it is enough to find
the spectrum of the operator CU . To this end we have to solve the equation
∞∑
b=0
(CU)abV
(ξ)
b = ξV
(ξ)
a . (3.14)
Notice that since CU is a unitary operator all of its eigenvalues ξ belong to the unit circle.
Consideration of the two cases a 6= 0 and a = 0 yields the equations:
∞∑
n=1
(CU)mnV
(ξ)
n +
∞∑
n=1
CmnUn0V
(ξ)
0 = ξV
(ξ)
m , (3.15a)
∞∑
n=1
U0nV
(ξ)
n + U00V
(ξ)
0 = ξV
(ξ)
0 . (3.15b)
2To this end one have to use expression (3.11) from [13] and the following relation between ve, vo and W :
W = −
√
2(ve − ivo) and W = −
√
2(ve + ivo).
Notice that this relation is different from the one presented in [13]. The origin of these difference is explained in
the end of Appendix A of [11].
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Using the expression (3.6) one (3.4) one can rewrite the equation (3.15a) in the following form:
∞∑
n=1
[
(C ′U ′)mn − ξδmn
]
V (ξ)n =
1√
b
Wm
∞∑
n=1
U0nV
(ξ)
n −
1− U00√
b
WmV
(ξ)
0 .
Further simplification can be achieved by use of equation (3.15b). Finally the equations we have
to solve get the following simple form
∞∑
n=1
[
(C ′U ′)mn − ξδmn
]
V (ξ)n = Wm
V
(ξ)
0√
b
(ξ − 1), (3.16a)
(W,V (ξ)) =
V
(ξ)
0√
b
[(
V00 +
b
2
)
ξ −
(
V00 − b
2
)]
. (3.16b)
To solve these equations it is very important to notice that the operator C ′U ′ has only contin-
uous spectrum. In this case one can easily write the solution to the equation (3.16a). We have to
distinguish two different cases:
1. The number ξ is in the spectrum of C ′U ′. This means that there is a real number κ such
that ξ = ν(κ). In this case the solution of the (3.16a) is given by
V (κ)m = A
(κ)v(κ)m − [1− ν(κ)]
V
(κ)
0√
b
(
P
1
C ′U ′ − ν(κ)
)
mn
Wn, (3.17a)
where A(κ) is an arbitrary number and P 1
x
means principal value. The only reason why we
have chosen the principal value instead of for example 1
x+i0
is that the formulaes will be a
bit simpler for this case. Substitution of this solution into (3.16b) allows us to determine
A(κ) in terms of V
(κ)
0 :
A(κ) =
V
(κ)
0√
b
ν(κ)− 1
(W, v(κ))
[
V00 +
b
2
ν(κ) + 1
ν(κ)− 1 − (W, P
1
C ′U ′ − ν(κ)W )
]
(3.17b)
As we will see equations (3.17) define a continuous spectrum of the operator CU . This
continuous spectrum is non-degenerate and consists of the vectors V (κ) with eigenvalues
ν(κ).
2. If ξ is not in the spectrum of C ′U ′, the solution of the equation (3.16a) is given by
V (ξ)m =
V
(ξ)
0√
b
(ξ − 1)
(
1
C ′U ′ − ξ
)
mn
Wn. (3.18a)
Substitution of this solution into (3.16b) yields the equation on the eigenvalue ξ (discrete
spectrum):
(W,
1
C ′U ′ − ξ W ) = V00 +
b
2
ξ + 1
ξ − 1 . (3.18b)
8
This equation in general has two complex conjugated solutions belonging to the unit circle
(see Figure 1). One can easily check that the vector CV (ξ) is also an eigenvector of the
operator CU with the eigenvalue ξ.
The details of solving of these equations are presented in Appendix B. The results are collected
in the next subsection.
3.3 Summary
The spectrum of the operators CU and UC consist of two branches: continuous and discrete.
• Discrete spectrum
The discrete spectrum of the operator CU consist of two points ξ and ξ (see Figure 1). They
are given as the solutions of the equation
ℜF (η) = b
4
, (3.19)
where
F (η) = ψ(1
2
+ η
2pii
)− ψ(1
2
)
and ξ is related to η by
ξ = − 1
1− 2 cosh η
[
2− cosh η − i
√
3 sinh η
]
. (3.20)
For b > 0 equation (3.19) has two real solutions. On the Figure 4 we presented the arg ξ¯(b)
for this solution.
The generating functions for the eigenvectors from the discrete spectrum is given by
F (ξ)(z) ≡
∞∑
n=1
V (ξ)n
zn√
n
= −
√
2
b
V
(ξ)
0
[
b
4
+
π
2
√
3
ξ − 1
ξ + 1
+ log iz
+e−2i(1+
η
pii
) arctan zLerchPhi
(
e−4i arctan z, 1, 1
2
+ η
2pii
)]
, (3.21a)
where
xLerchPhi(w, 1, x) = 2F1(1, x; x+ 1;w).
The action of the operator C on the eigenvectors can be read from the formulae
F (ξ)(z) ≡ F (ξ)(−z) ⇐⇒ CV (ξ) = V (ξ). (3.21b)
The norm of the vectors from the discrete spectrum is given by
((V (ξ), V (ξ))) = |V (ξ)0 |2 sinh η
∂
∂η
[
logℜF (η)
]
. (3.21c)
Further we will assume that V
(ξ)
0 is chosen in such way (see (B.17)) that the norm (3.21c)
is equal to one.
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• Continuous spectrum
The continuous spectrum of the operator CU is given by the function ν(κ), κ ∈ R (see
Figure 1)
ν(κ) = − 1
1 + 2 cosh piκ
2
[
2 + cosh
πκ
2
+ i
√
3 sinh
πκ
2
]
. (3.22)
The generating function for the eigenvector corresponding to eigenvalue ν(κ) is given by
F (κ)(z) ≡
∞∑
n=1
V (κ)n
zn√
n
= V
(κ)
0
[
2
b
] 1
2
[
− b
4
−
(
ℜFc(κ)− b
4
)
e−κ arctan z
−
( π
2
√
3
ν − 1
ν + 1
+
2i
κ
)
− log iz + 2if (κ)(z)
−LerchPhi(e−4i arctan z, 1, 1 + κ
4i
)e−4i arctan ze−κ arctan z
]
. (3.23a)
The action of the operator C ′ on the eigenvectors can be obtained from the identity on
generating functions
F (κ)(−z) = F (−κ)(z) ⇐⇒ CV (κ) = V (−κ). (3.23b)
The norm of the vectors from continuous spectrum is given by
((V (κ), V (κ
′))) =
2
b
|V (κ)0 |2N (κ)
[
4 + κ2
(
ℜFc(κ)− b
4
)2]
δ(κ− κ′). (3.23c)
Further we will assume that V
(κ)
0 is real and chosen in such way (see (B.33)) that the vec-
tors from continuous spectrum (3.23c) are normalized to δ-function without any additional
factors.
Partition of the unity.
Since the operator CM = 1
3
(1 + CU + UC) is a hermitian operator and vectors V (κ), V (ξ) and
V (ξ) are the only its eigenvectors we conclude that these vectors form a complete set. Therefore
we can write the following partition of the unit operator Id
Id =
∫ ∞
−∞
dκ V (κ) ⊗ V (κ) + V (ξ) ⊗ V (ξ) + V (ξ) ⊗ V (ξ), (3.24)
where we assume that all vectors are normalized to 1, i.e. their zero components have been chosen
as in equations (B.33) and (B.17).
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3
4p
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2p
3
4p
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x
n(k)
~
~P(z)
a) b)
Figure 2: On the pane a) we show the spectrum of the operator CU , which defines the ⋆-product
in the matter sector. On the pane b) we show the spectrum of the operator CU˜ , which defines
the ⋆-product in the ghost sector. The arrow between the panes shows the relation among these
two operators.
4 Spectrum of the operators defining ghost vertex
4.1 Spectrum of the operators CU˜ and U˜C (ghosts)
In the section 2 we have shown that the operator CU˜ for ghost sector and the operator CU for
the matter sector are related by PSL(2,Z) transformation P (2.9). From this it follows that the
eigenvectors of the operator CU˜ are the same as of those CU , and the eigenvalues are related buy
the transformation P . The resulting spectrum of the operator CU˜ is presented on Figure 2b).
So the spectrum of CU˜ consists of two branches: continuous and discrete.
• Discrete spectrum
The discrete spectrum of operator CU˜ consist of two points ξ˜ and ξ˜, which are defined as
ξ˜ ≡ P (ξ) = −2 + cosh η − i
√
3 sinh η
1 + 2 cosh η
. (4.1)
The eigenvectors corresponding to these eigenvalues are V (ξ˜) ≡ V (ξ) and V (ξ˜) ≡ V (ξ), and
their generating functions are given by equation (3.21a).
• Continuous spectrum The discrete spectrum of operator CU˜ consists of an arc shown on
the Figure 2. The parametrization of this arc is given by function ν˜(κ)
ν˜(κ) ≡ P (ν(κ)) = −2− cosh
piκ
2
+ i
√
3 sinh piκ
2
1− 2 cosh piκ
2
. (4.2)
The eigenvectors corresponding to these eigenvalues are V (κ), and their generating functions
are given by equation (3.23a).
Partition of the unity.
Partition of the unit operator is the same as in (3.24).
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4.2 Spectrum of the operators C ′U˜ ′ and U˜ ′C ′ (ghosts)
By analogy to the matter sector the operators CU˜ and U˜C can be presented in the following block
from
CU˜ =
(
U˜00 K
t
K C ′U˜ ′ + λK ⊗Kt
)
, (4.3)
where λ is fixed by the condition that CU˜ is unitary operator, i.e.
λ =
1
U˜00 ± 1
, U˜ ′K = ∓K and
∞∑
n=1
KnKn = 1− U˜200. (4.4)
Using the fact that operators CU˜ and CU (for b = 2) are related by the transformation (2.9) we
can easily obtain the expressions for U˜00, λ, K and C
′U˜ ′
U˜00 =
1− V˜00
1 + V˜00
, V˜00 = 3 log 3 λ = (1 + U˜00)
−1; (4.5a)
K = − 3√
2
(U˜00 + 1)(C
′U ′ + 2)−1W, C ′U˜ ′ = P (C ′U ′). (4.5b)
Now we can conclude that the spectrum of the operator C ′U˜ ′ is only continuous and consists
of the eigenvectors defined by generating function (3.8) and corresponding eigenvalues are given
by equation (4.2).
Basically only the right column of the operator (4.3) is appeared in the ghost vertex (2.1b).
Therefore we need to know how represent this column in the diagonal form. In principal it is
possible to diagonilize the matrix (CU)mn, m,n > 1. To this end notice that the matrix (CU)mn
is not a unitary one, i.e.
∞∑
n=1
(UC)mn(CU)nk = δnk −Kn ⊗Kk.
The spectrum of this operator consists of two branches continuous and discrete. The eigenvalues
from the continuous spectrum are represented by the function ν˜(κ), and the corresponding eigen-
vectors are complex (this is very different from the cases we had before). There are two points
in the discrete spectrum, one eigenvalue is inside the unite circle and another one is outside.
The corresponding eigenvectors are also complex. Since all the eigenvectors are complex it looks
impossible to apply them to diagonalize the vertex (4.3).
So will diagonalize only the operator C ′U˜ ′ and express the vector K in terms of v(κ). The
scalar product of K and K with v(κ) is given by
(v(κ), K) = (1 + U˜00)
1− ν˜(κ)
κ
and (v(κ), K) = (1 + U˜00)
1− ν˜(κ)
κ
. (4.6)
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5 Diagonal representation of the open string star
In this section we will rewrite the 3-string vertex in the matter and ghost sectors in the oscillator
basis related to the eigenvectors of operators CU and UC (CU˜ and U˜C) found in the previous
section.
5.1 Matter 3-vertex
Let us introduce new oscillators
aκ =
∞∑
n=0
V (κ)n an, aξ =
∞∑
n=0
V (ξ)n an and aξ =
∞∑
n=0
V (ξ)n an. (5.1a)
Using the completeness of the basis (3.24) we can express old oscillators as
an =
∫ ∞
−∞
dκ V (κ)n aκ + V
(ξ)
n aξ + V
(ξ)
n aξ. (5.1b)
The commutation relations for oscillators aκ are of the form
[aκ,µ, a
†
κ′,ν ] = gµνδ(κ− κ′) and [aκ,µ, aκ′,ν ] = 0. (5.1c)
The operator C acts on the on the new oscillators in the following way
Caκ = a−κ and Caξ = aξ. (5.1d)
Substitution of the expression (5.1b) into (2.1a) yields the following representation for the
matter 3-string vertex
|V m3 〉123 = N−26m exp
[
−1
2
∑
r,s
∫ ∞
−∞
dκ µrs(κ)(Ca(r)†κ , a
(s)†
κ )−
∑
r,s
µrsξ (Ca
(r)†
ξ , a
(s)†
ξ )
]
|Ωb〉123, (5.2)
where
µrs(κ) =
1
3
[
1 + αs−rν(κ) + αr−sν(κ)
]
=
1− 2δr,s + epiκ2 δr+1,s + e−piκ2 δr,s+1
1 + 2 cosh piκ
2
, (5.3a)
µrsξ =
1
3
[
1 + αs−rξ + αr−sξ
]
=
1− 2δr,s − eηδr+1,s − e−ηδr,s+1
1− 2 cosh η . (5.3b)
Equation (5.2) gives almost diagonal representation of the interaction vertex. To write it in
diagonal form we need to introduce oscillator basis which has definite parity with respect to the
operator C. To this end let us introduce even and odd oscillator modes
eκ =
aκ + Caκ√
2
, oκ =
aκ − Caκ
i
√
2
, eξ =
aξ + Caξ√
2
, oξ =
aξ − Caξ
i
√
2
; (5.4a)
aκ =
eκ + ioκ√
2
, Caκ =
eκ − ioκ√
2
, aξ =
eξ + ioξ√
2
, Caξ =
eξ − ioξ√
2
. (5.4b)
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We have introduced a factor i in the definition of the odd oscillators so that along with the even
ones they satisfy the same BPZ conjugation property [6]
bpz oκ = −o†κ and bpz eκ = −e†κ. (5.5)
Substitution of (5.4b) into the expression for 3-string vertex (5.2) yields
|V3〉 = N−26m exp
[
−1
4
∑
r,s
∫ ∞
0
dκ (µrs + µsr)
{
(e(r)†κ , e
(s)†
κ ) + (o
(r)†
κ , o
(s)†
κ )
}
− i
4
∑
r,s
∫ ∞
0
dκ (µrs − µsr)
{
(e(r)†κ , o
(s)†
κ )− (o(r)†κ , e(s)†κ )
}
− 1
4
∑
r,s
(µrsξ + µ
sr
ξ )
{
(e
(r)†
ξ , e
(s)†
ξ ) + (o
(r)†
ξ , o
(s)†
ξ )
}
− i
4
∑
r,s
(µrsξ − µsrξ )
{
(e
(r)†
ξ , o
(s)†
ξ )− (o(r)†ξ , e(s)†ξ )
}]
|Ωb〉123. (5.6)
So this expression gives the diagonal representation of the full 3-string interaction vertex in the
matter sector. Using this representation in the next section we will show that it is encodes a
family of even Moyal algebras [6].
Notice that for κ = 0 the odd oscillator oκ=0 is equal to zero and we are left only with the
even oscillator eκ=0 (see (B.26)). To derive the meaning of this mode it is convenient to introduce
coordinate and momentum oscillators
xκ =
i√
2
(aκ − a†κ) and pκ =
1√
2
(aκ + a
†
κ).
Using formulae (B.26) and (B.33) we can write xκ=0 and pκ=0 in the following way
xκ=0 =
1
2
√
πα′
[
x0 + 2
√
α′
∞∑
n=1
(−1)nx2n
]
=
1
2
√
πα′
X
(π
2
)
; (5.7a)
pκ=0 =
√
πα′
[
1
2π
p0 +
1
π
√
α′
∞∑
n=1
(−1)n
2n
p2n
]
. (5.7b)
So we get that one of the variables is proportional to X(pi
2
).
5.2 Ghost 3-vertex
Let us first rewrite the ghost vertex (2.1b) using the representation (4.3) for the ghost operators
CU . To this end we notice that
(CM˜ rs)0m =
1
3
αs−rKm +
1
3
αr−sKm, (5.8a)
(CM˜ rs)nm = (CM˜
′rs)nm +
1
3(1 + U˜00)
[
αs−rKn ⊗Km + αr−sKn ⊗Km
]
. (5.8b)
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Substitution of these expressions into (2.1b) yields
|V gh3 〉123 = exp
[
−1
3
3∑
r,s=1
∞∑
m=1
b
(r)
0
[
αs−rKm +
1
3
αr−sKm
]√
mc
(s)
−m
−
3∑
r,s=1
∞∑
m,n=1
b
(r)
−n
1√
n
(CM˜
′rs)nm
√
mc
(s)
−m
− 1
3(1 + U˜00)
3∑
r,s=1
∞∑
m,n=1
b
(r)
−n
1√
n
[
αs−rKn ⊗Km + αr−sKn ⊗Km
]√
mc
(s)
−m
]
|+〉123, (5.9)
Now it is obvious that we have to introduce the following oscillators
b†κ =
1√
N (κ)
∞∑
n=1
v
(κ)
n√
n
b−n, b
† = 1√
1−U˜2
00
∞∑
n=1
Kn√
n
b†−n, b
†
= 1√
1−U˜2
00
∞∑
n=1
Kn√
n
b−n; (5.10a)
c†κ =
1√
N (κ)
∞∑
n=1
v(κ)n
√
nc−n, c
† = 1√
1−U˜2
00
∞∑
n=1
Kn
√
n c−n, c
† = 1√
1−U˜2
00
∞∑
n=1
Kn
√
nc−n. (5.10b)
Using formulae (4.6) we can easily express the oscillators c† and c† through c†κ (and the same for
b† and b
†
)
c† =
∫ ∞
−∞
dκλ(κ) c†κ and c
† =
∫ ∞
−∞
dκ λ(κ) c†κ, (5.11a)
where λ(κ) = [V˜00N (κ)]− 12 1− ν˜(κ)
κ
. (5.11b)
Using the completeness (3.12) of the basis v(κ) we can express old oscillators as
c−n =
∫ ∞
−∞
dκ v(κ)n c
†
κ and b−n =
∫ ∞
−∞
dκ v(κ)n b
†
κ. (5.12)
The commutation relations for oscillators bκ, cκ b and c are of the form
{bκ, c†κ′} = δ(κ− κ′), {bκ, c†} = λ(κ) and {bκ, c†} = λ(κ). (5.13)
The operator C acts on the on the new oscillators in the following way
Cc†κ = −c†−κ and Cc† = c† (5.14)
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and the same for bκ, b and b. Substitution of the expression (5.12) into (2.1b) yields the following
representation for the matter 3-string vertex
|V gh3 〉123 = exp
[
−1
3
(1− U˜200)
1
2
∑
r,s
b
(r)†
0 (α
s−rc(s)† + αr−sc†)
+
∑
r,s
∫ ∞
0
dκ µ˜rs(κ)
[
b(r)†κ c
(s)†
−κ + b
(s)†
κ c
(r)†
−κ
]
−1− U˜00
3
∑
r,s
(
αs−rb
(r)†
c(s)† + αr−sb(r)†c(s)†
)]
|+〉123, (5.15)
where
µ˜rs(κ) =
1
3
[
1 + αs−rν˜(κ) + αr−sν˜(κ)
]
=
−1 + 2δr,s − epiκ2 δr+1,s − e−piκ2 δr,s+1
1− 2 cosh piκ
2
, (5.16)
The equation (5.15) gives almost diagonal representation of the interaction vertex. To write it in
the diagonal form one can introduce oscillator basis which has definite parity with respect to the
operator C.
6 Moyal structure
The aim of this section is to identify Moyal algebras appeared in the expression for the 3-string
vertex in the matter sector.
6.1 Oscillator vertex for the Moyal product
Let us remind the expression for the vertex representation of the Moyal product obtained in
[6]. To this end we have to introduce the Moyal product on functions and the function-state
correspondence.
For our purpose it is sufficient to consider functions on the two-dimensional real space R2. The
Moyal product is given by the following integral operator
(f ∗ g)(x1) =
∫
R2×R2
d2x2d
2x3K(x1, x2, x3)f(x2)g(x3), (6.1a)
where the kernel K(x1, x2, x3) is given by
K(x1, x2, x3) =
1
π2 detΘ
exp
(
−2i[xα1 (Θ−1)αβxβ2 + xα2 (Θ−1)αβxβ3 + xα3 (Θ−1)αβxβ1]) , (6.1b)
indexes α, β = 1, 2 and we choose the coordinate system in which the antisymmetric tensor Θαβ
has the diagonal form
Θαβ =
(
0 θ
−θ 0
)
. (6.1c)
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The function state correspondence is defined as
f ↔ |f〉 =
∫
d2x f(x)| − x〉 (6.2a)
and conjugated state is given by
〈f | =
∫
d2x 〈x|f(x), (6.2b)
where |x〉 are eigenvectors of the coordinate operator and they normalization is given by (A.4a).
To be able to introduce the vertex operator we need to rewrite the state |x〉 in terms of creation/
annihilation operators. The creation/annihilation operators a†, b† and a, b are related to coordinate
xα and momentum pα operators by formulae
x1 =
i√
2
(a− a†), p1 = 1√
2
(a + a†) and x2 =
i√
2
(b− b†), p2 = 1√
2
(b+ b†). (6.3a)
The state 〈x| can written trough the operators aα, a†α (we assume aα = (a, b)) in the following
form
〈x| = 1√
2π
〈0| exp
[
−1
2
(x, x)− i
√
2 (a, x) +
1
2
(a, a)
]
. (6.3b)
Expressions for the conjugated state and eigenstates of momentum operator are presented in
Appendix A (for bα′ = 2, d = 2).
Now we can write the Moyal product in terms of vertices
|f ∗ g〉1 =
(
2〈f | ⊗ 3〈g|
) |V3(θ)〉123, (6.4)
where the vertex |V3(θ)〉 has the following form3 [6]
|V3(θ)〉123 = 2
3
√
π
1
1 + θ
2
12
exp
[
−1
2
θ2 − 4
θ2 + 12
(a(1)†a(1)† + b(1)†b(1)† + c.p.)
− 8
θ2 + 12
(a(1)†a(2)† + b(1)†b(2)† + c.p.)
− 4iθ
θ2 + 12
(a(1)†b(2)† − b(1)†a(2)† + c.p.)
]
|0〉123. (6.5)
Notice that we use a bit different normalization of coordinate and momentum eigenstates as
compared to [6], but the final form of the vertex (6.5) is precisely the same.
3 The other way to obtain this expression is to notice that in the momentum representation the 3-vertex
corresponding to the Moyal product is given by
|V3〉123 = 1
2π
∫
dp(1)dp(2)dp(3) δ(2)(p(1) + p(2) + p(3))
× exp
[ i
6
Θαβ(p(1)α p
(2)
β + p
(2)
α p
(3)
β + p
(3)
α p
(1)
β )
]
|p(1)〉1 ⊗ |p(2)〉2 ⊗ |p(3)〉3.
To obtain the expression (6.5) one needs to substitute states |p〉 from (A.1) and integrate over momenta.
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6.2 Identification of Moyal structures
In this subsection we construct a correspondence of the open string ⋆-product to the Moyal prod-
uct. Basically we will single out two types of Moyal algebra (continuous and discrete) in the
expression (5.6) for the 3-string vertex. We show that deformation parameter of the continuous
Moyal algebra is parametrized by κ ∈ [0,∞) and the one of discrete algebra is related to η.
Let us now try to identify the vertex (6.5), which represent the Moyal product, in the diagonal
matter 3-string vertex (5.6). To this end we need to identify
{a†µ, b†µ} ↔ {e†κ,µ, o†κ,µ} or {a†µ, b†µ} ↔ {e†ξ,µ, o†ξ,µ}. (6.6)
Here we add indexes µ to the the oscillators a†, b† as compared to (6.3a). These just mean that
we have 26 copies of isomorphic Moyal algebras4. These identifications requires the conditions
µ11(κ) =
θ2κ − 4
θ2κ + 12
, µ12(κ) + µ21(κ) =
16
θ2κ + 12
, µ12(κ)− µ21(κ) = 8θκ
θ2κ + 12
; (6.7a)
µ11ξ =
θ2ξ − 4
θ2ξ + 12
, µ12ξ + µ
21
ξ =
16
θ2ξ + 12
, µ12ξ − µ21ξ =
8θξ
θ2ξ + 12
. (6.7b)
Using the explicit expressions (5.3) we can easily solve these equations and find that
θκ = 2 tanh
πκ
4
and θξ = 2 coth
η(b)
2
, (6.8)
where the function η(b) is defined a solution of the equation (3.19) (see also Figure 4). θκ and
θξ are non-commutative parameters associated to the continuous and discrete Moyal algebras
respectively. Notice that for κ = 0 there is only one nonzero oscillator eκ=0, and θκ=0 is also zero.
Therefore for κ = 0 the associated Moyal algebra is actually a commutative one.
For continuous Moyal algebra the non-commutativity parameter θκ is belongs to the interval
[0, 2). For discrete Moyal algebra the non-commutativity parameter θξ lies in the interval (2,∞).
From the equations (6.8) and (3.19) follows that when b → ∞ (i.e. α′ → 0) the parameter θξ
goes to 2. It seems that in the low energy limit of the SFT action we have some non-commuting
variables. The analysis of the generating function for eigenvectors V (ξ) shows that it goes to 0 as
e−e
b
as b → ∞ (see also Figure 5). Therefore regardless of the fact that θξ is finite for b → ∞
actually there are no oscillator modes corresponding to this non-commutativity.
7 Discussion
Here I would like to summarize the main results of this paper:
1. We explicitly diagonalize the Neumann matrices defining 3-string vertex in the matter and
ghost sectors. The spectrum of these operators is given through the spectrum of the unitary
auxiliary operators CU and CU˜ respectively.
4 More precisely the oscillators aα,µ are in the space T (R
2) ⊗ T (R26). The tensor Θαβ acts on the first index
(i.e. α), while metric in the string target space gµν acts on the second one.
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• Detailed spectrum of the operator CU from the matter sector can be found in Sec-
tion 3.3. The spectrum of the matter Neumann matrices have been also found by Bo
Feng, Yang-Hui He and Nicolas Moeller [14]. To compare the results let us remind the
spectrum of the operatorM11 (5.3). The spectrum consists of two branches: continuous
and discrete. The eigenvalues from continuous spectrum are in the interval [−1/3, 0).
Each eigenvalue in the interval (−1/3, 0) is doubly degenerated, while for eigenvalue
−1/3 corresponds only one eigenvector. The discrete spectrum is doubly degenerated
and consist of one point in the interval (0, 1). The position of this point depends on
the value of parameter b. Basically, the results presented here and the ones obtained
in [14] are the same, except for the point −1/3 from the continuous spectrum, for
which there is one more eigenvector in [14]. The origin of this difference is in improper
normalization [15], [16] of the eigenvectors from continuous spectrum used in [14].
• The spectrum of operator CU˜ from ghost sector is given in Section 4.
2. Using the diagonal representation of the Neumann matrices in the matter sector we identify
the Moyal structures appearing in the matter 3-string vertex (Section 6). There are two types
of Moyal algebras appearing here: continuous (found in [6]) and discrete. The deformation
parameter of the continuous Moyal algebra is given by continuous function θ(κ) defined
in (6.8). The value of the continuous deformation parameter is restricted to the interval
[0, 2). The deformation parameter of the discrete Moyal algebra is given by θξ defined in
(6.8). The value of the discrete deformation parameter depends on the parameter b and is
in the interval (2,∞). As b goes to infinity (i.e. α′ → 0) θξ goes to 2. The corresponding
non-commutative modes goes to zero as e−e
b
. Despite of the fact that θξ = 2 for α
′ = 0 the
non-noncommutative modes are equal to zero.
3. Notice that the commuting mode for the full string product is X(pi
2
) (see (5.7)), while for
the product reduced to the zero momentum sector it is left momentum PL [6].
Below we list some open questions:
1. Identification of ghost vertex algebra with the known ones [17];
2. In the framework of [6] try to establish the exact correspondence between Witten’s string
product and Moyal product [17];
3. Rewrite the BRST charge in the diagonal basis;
4. Investigate the sliver in the diagonal basis. Classify all projectors of the open string field
algebra.
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Appendix
A Normalization of the coordinate and momentum eigen-
states
The momentum and coordinate eigenstates are given by the following formulae
|p〉 =
[
2π
bα′
]− d
4
exp
[
−bα
′
4
(p, p) +
√
bα′(a†0, p)−
1
2
(a†0, a
†
0)
]
|Ωb〉, (A.1a)
|x〉 = 1
(2πbα′)d/4
exp
[
− 1
bα′
(x, x) +
2i√
bα′
(a†0, x) +
1
2
(a†0, a
†
0)
]
|Ωb〉. (A.1b)
The scalar product (·, ·) and the vacuum state |Ωb〉 are defined by
(p, p) ≡ gµνpµpν , (x, x) ≡ gµνxµxν , (x, p) ≡ xµpµ and an|Ωb〉 = 0 for n > 0, (A.2)
where gµν is constant symmetric non-degenerate d × d matrix (constant metric) and gµν is its
inverse. The conjugated states to the eigenstates (A.1) are given by
〈p| =
[
2π
bα′
]− d
4
〈Ωb| exp
[
−bα
′
4
(p, p)−
√
bα′(a0, p)− 1
2
(a0, a0)
]
(A.3a)
〈x| = 1
(2πbα′)d/4
〈Ωb| exp
[
− 1
bα′
(x, x)− 2i√
bα′
(a0, x) +
1
2
(a0, a0)
]
. (A.3b)
Normalization of the momentum and coordinate eigensates:
〈p|p′〉 =
√
det g δ(d)(pµ + p
′
µ) and 〈x|x′〉 = 1√
det g
δ(d)(xµ + x′µ); (A.4a)
normalization of the function 〈p|x〉:
〈p|x〉 = 〈x|p〉 = 1
(2π)
d
2
eipµx
µ
; (A.4b)
string field:
|t〉 =
∫
ddp√
det g
t(p)|p〉, t(−p) = 〈p|t〉; (A.4c)
Fourier transform:
t(x) =
1
(2π)
d
2
∫
ddp√
det g
e−ipµx
µ
t(p) and t(p) =
1
(2π)
d
2
∫
ddx
√
det g eipµx
µ
t(x). (A.4d)
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B Conformal Ghosts
B.1 Search for the discrete spectrum
B.1.1 Parametrization of the eigenvalues
First of all, let us express the parameter κ appearing in the (3.10) through ν. So we want to solve
the equation
(2ν + 1) cosh
πκ
2
+ 2 + ν = −i
√
3 sinh
πκ
2
.
This equation has two solutions:
1. ν-independent solution
cosh
πκ
2
= −1
2
and sinh
πκ
2
= i
√
3
2
⇒ πκ
2
=
2πi
3
+ 2πin. (B.1a)
2. ν-dependent solution
cosh
πκ
2
= −1
2
ν2 + 4ν + 1
ν2 + ν + 1
and sinh
πκ
2
= −i
√
3
2
ν2 − 1
ν2 + ν + 1
. (B.1b)
We will always assume that ν lies on the unit circle (see Figure 1), i.e. ν = eiφ. It convenient
to rewrite the formulae above in the following form
cosh
πκ
2
= − cosφ+ 2
2 cosφ+ 1
and sinh
πκ
2
=
√
3
sin φ
2 cosφ+ 1
. (B.1c)
If 2pi
3
6 φ 6 4pi
3
then we will assume piκ
2
∈ R, otherwise if −2pi
3
6 φ 6 2pi
3
we will assume
piκ
2
∈ R+ πi. Moreover it follows from this parametrization that if κ is a solution for ν then
−κ is a solution for ν.
B.1.2 Computation of the integral
Now we are ready to compute the following integral
(W,
1
C ′U ′ − ξW ) =
∫ ∞
−∞
dκ
1
N (κ)
[(v(κ), W )]2
ν(κ)− ξ
3.13b
= 2
∫ ∞
−∞
dκ
κ
[2 + ν(κ) + ν(κ)]
κN (κ)
ν(κ)
ν(κ)− ξ . (B.2)
Substitution of the expressions (3.10) and (3.11) and some simplification yields
(W,
1
C ′U ′ − ξW ) = 2
∫ ∞
−∞
dx
x
sinh x
2
cosh x
2
1
(1 + 2 cosh x)
2 + cosh x+ i
√
3 sinh x
(2ξ + 1) cosh x+ i
√
3 sinh x+ 2 + ξ
, (B.3)
where x = piκ
2
. The analysis performed in (B.1) yields to the following parametrization of the ξ:
cosh(η + iπ) = −1
2
ξ2 + 4ξ + 1
ξ2 + ξ + 1
and sinh(η + iπ) = −i
√
3
2
ξ2 − 1
ξ2 + ξ + 1
. (B.4)
The integral (B.3) has the following poles (see Figure 3):
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Figure 3: Contour of integration for expression (B.3).
• x = πi+ 2πin, n > 0;
• x = η + iπ + 2πin, n > 0;
• x = 4pii
3
+ 2πin, n > 0.
One sees that we have two cases η = 0 and η 6= 0.
Let us first consider the case η 6= 0. The computation of the residues in the upper half plane
leads to the following result
(W,
1
C ′U ′ − ξW ) = 2
∞∑
n=0
[
2
ξ − 1
1
n+ 1
2
+
1
n+ 2
3
− ξ + 1
ξ − 1
1
n+ 1
2
+ η
2pii
]
=
ξ + 1
ξ − 1 2F (η) + 2
[
ψ(1
2
)− ψ(2
3
)
]
, (B.5)
where ψ(x) is the logarithmic derivative of the Euler Γ-function
ψ(x) = −γE −
∞∑
n=0
( 1
n+ x
− 1
n + 1
)
,
ψ(1
2
) = −γE − log 4 and ψ(23) = −γE +
π
2
√
3
− log 3
√
3
and
F (η) = ψ(1
2
+ η
2pii
)− ψ(1
2
). (B.6)
If η = 0 we need only to know that the integral (B.3) is finite. It follows from equation (3.18b)
that η = 0 and ξ = 1 is its solution only for b = 0.
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Figure 4: On the left pane we present the graph of function ℜF (η). As η goes to ∞ this function
grows logarithmically. On the right pane we present the graph of arg ξ¯(b). As b grows this function
goes to its maximal value 2pi
3
exponentially fast.
B.1.3 Solving of the equation
Let us simplify expression (B.5). To this end we substitute ψ(1
2
) and ψ(2
3
) and notice that5
ℑF (η) = −π
2
tanh
η
2
≡ π
2i
√
3
ξ − 1
ξ + 1
. (B.7)
Therefore (B.5) takes a form
(W,
1
C ′U ′ − ξW ) = V00 +
ξ + 1
ξ − 1 2ℜF (η). (B.8)
Substitution of this expression into equation (3.18b) yields the equation
ℜF (η) = b
4
. (B.9)
ℜF (η) is an even function with F (0) = 0 (see Figure 4), therefore for each b > 0 this equation
has two solutions ±η(b). On Figure 4 we presented the arg ξ¯(b) for this solution.
5This expression follows from the following formula for the Γ-function
Γ(1− z)Γ(z) = π
sinπz
.
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B.2 Generating function for discrete spectrum
In this section we will construct the generating function for the vector defined by (3.18a). To this
end we rewrite the expression (3.18a) for the components of the vector V (ξ) in the following form
V (ξ)m =
V
(ξ)
0√
b
(ξ − 1)
(
1
C ′U ′ − ξ
)
mn
Wn
3.12
=
V
(ξ)
0√
b
(ξ − 1)
∫ ∞
−∞
dκ
N (κ) v
(κ)
m
(
v(κ),
1
C ′U ′ − ξW
)
3.13b
= −V
(ξ)
0√
b
(ξ − 1)
∫ ∞
−∞
dκ
κN (κ) v
(κ)
m
√
2[1 + ν(κ)]
ν(κ)− ξ .
The generating function for the vector V
(ξ)
m is defined as
F (ξ)(z) =
∞∑
m=1
V (ξ)m
zm√
m
= −
√
2
V
(ξ)
0√
b
(ξ − 1)
∫ ∞
−∞
dκ
κN (κ)
f (κ)(z)[1 + ν(κ)]
ν(κ)− ξ . (B.10)
To get the explicit expression for this generating function we need to compute the integral∫ ∞
−∞
dκ
κN (κ)
f (κ)(z)[1 + ν(κ)]
ν(κ)− ξ
3.10
=
∫ ∞
−∞
dx
x
1− e−x 2pi arctan z
2 sinh x
1− cosh x+ i√3 sinh x
(2ξ + 1) coshx+ i
√
3 sinh x+ 2 + ξ
We want to compute this integral by summing residues in the UHP. To this end we add +ixδ
(δ > 0) to the exponent. This integral has the following poles
• x = πi+ 2πin, n > 0;
• x = η + πi+ 2πin, n > 0.
Summing over these residues yields
= − 1
ξ − 1
∞∑
n=0
[
− 1
n + 1
2
+
e−4i(n+
1
2
)(arctan z−iδ)
n + 1
2
+
1
n+ 1
2
+ η
2pii
− e
−4i(n+ 1
2
+ η
2pii
)(arctan z−iδ)
n+ 1
2
+ η
2pii
]
=
1
ξ − 1
[
ψ(1
2
+ η
2pii
)− ψ(1
2
) + e−2i(1+
η
pii
) arctan zLerchPhi(e−4i arctan z, 1,
1
2
+
η
2πi
)
−e−2i arctan zLerchPhi(e−4i arctan z, 1, 1
2
)
]
, (B.11)
where
LerchPhi(w, 1, x) =
∞∑
n=0
wn
n + x
=
1
x
2F1(1, x; x+ 1;w).
Using the fact that
2F1(1,
1
2
;
3
2
;w) =
1√
w
arctanh
√
w, arctanh e−4i arctan z = −1
2
log iz
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and the expressions (B.7), (B.9) we can write the following formula for the generating function
F (ξ)(z)
F (ξ)(z) = −
√
2
b
V
(ξ)
0
[
b
4
+
π
2
√
3
ξ − 1
ξ + 1
+ log iz
+e−2i(1+
η
pii
) arctan zLerchPhi
(
e−4i arctan z, 1, 1
2
+ η
2pii
)]
, (B.12)
where F (η) is defined by (B.6) and η is related to ξ by formula (B.4).
Having these formulae one can easily calculate how complex conjugation and operator C change
the eigenvectors:
F (ξ)(−z) ≡ F (ξ)(z) and F (ξ)(z) ≡ F (ξ)(z) iff V (ξ)0 ∈ R. (B.13)
B.3 Normalization of the vectors from the discrete spectrum
In this subsection we will compute the following scalar product
((V (ξ), V (ξ))) := |V (ξ)0 |2 + (V (ξ), V (ξ)). (B.14)
The expression (B.14) yields
(V (ξ), V (ξ))
3.18a
=
|V (ξ)0 |2
b
|ξ − 1|2
(
W,
1
U ′C ′ − ξ
1
C ′U ′ − ξW
)
3.12,3.13b
=
|V (ξ)0 |2
b
|ξ − 1|22
∫ ∞
−∞
dκ
κ
2 + ν + ν
κN (κ)
1
(ν − ξ)(ν − ξ)
=
|V (ξ)0 |2
b
|ξ − 1|2(−ξ) ∂
∂ξ
[
2
∫ ∞
−∞
dκ
κ
2 + ν + ν
κN (κ)
ν
ν − ξ
]
B.2,B.8
=
|V (ξ)0 |2
b
|ξ − 1|2
[
− b|ξ − 1|2 +
2
√
3
i
ξ + 1
ξ − 1
1
ξ + ξ + 1
∂
∂η
ℜF (η)
]
. (B.15)
Substitution of this expression into (B.14) and simplification by use of (B.9) yields
((V (ξ), V (ξ))) = |V (ξ)0 |2 sinh η
∂
∂η
[
logℜF (η)
]
. (B.16)
The function on the rhs is positive and more or equal to 2. So to have the norm equal to one, we
have to choose V
(ξ)
0 equal to
V
(ξ)
0 =
(
sinh η
∂
∂η
[
logℜF (η)
])−1/2
. (B.17)
The graphic of this function is presented on the Figure 5. Notice that as η →∞ V (ξ)0 goes to zero
exponentially fast.
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Figure 5: Plot of the zero component V
(ξ)
0 of the vectors from continuous spectra. If we choose
zero component in this way the vectors will be normalized to 1.
B.4 Generating function for the continuous spectrum
B.4.1 Calculation of A(κ)
First of all we need to obtain the expression for the A(κ) defined by equation (3.17). To this end
we have to calculate the integral(
W, P
1
C ′U ′ − ν(κ)W
)
= 2
∫ ∞
−∞
dκ′
κ′
2 + ν + ν
κN (κ′) P
ν(κ′)
ν(κ′)− ν(κ)
= 2
∫
dx
x
sinh x
2
cosh x
2
1
1 + 2 cosh x
P
2 + cosh x+ i
√
3 sinh x
(2ν + 1) cosh x+ i
√
3 sinh x+ 2 + ν
. (B.18)
This integral has the following poles:
• x = πi+ 2πin, n > 0;
• x = piκ
2
+ 2πi(n + 1), n > 0;
• x = piκ
2
, one half of the residue;
• x = 4pii
3
i+ 2πin, n > 0.
Calculation of the residues yields
= 2
∞∑
n=0
[
2
ν − 1
1
n+ 1
2
− ν + 1
ν − 1
1
n+ 1 + κ
4i
+
1
n+ 2
3
]
− ν + 1
ν − 1
4i
κ
= − π√
3
+ V00 + 2
ν + 1
ν − 1
[
ψ(1 + κ
4i
)− ψ(1
2
)− 2i
κ
]
= V00 +
ν + 1
ν − 1 2ℜFc(κ), (B.19)
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where
Fc(κ) = ψ(1 +
κ
4i
)− ψ(1
2
) (B.20)
and to obtain the last line in the (B.19) we have used the fact that
ℑFc(κ) = 2
κ
− π
2
sinh piκ
2
cosh piκ
2
≡ 2
κ
− πi
2
√
3
ν − 1
ν + 1
.
Substitution of (B.19) into (3.17) yields the following expression for A(κ):
A(κ) = V
(κ)
0
√
2
b
κ
(
ℜFc(κ)− b
4
)
. (B.21)
B.4.2 Generating function
The generating function for the vector V
(κ)
m is defined in the following way
F (κ)(z) =
∞∑
m=1
V (κ)m
zm√
m
3.17a
= A(κ)f (κ)(z)− [1− ν(κ)]V
(κ)
0√
b
∫
dκ′
N (κ′) f
(κ′)(z)
(
v(κ
′), P
1
CU − ν(κ)W
)
. (B.22)
Let us start from the computing the integral in the rhs:∫
dκ′
N (κ′) f
(κ′)(z)P
(v(κ
′), W )
ν(κ′)− ν(κ) = −
√
2
∫
dκ′
κ′N (κ′)
1
κ′
(1− e−κ arctan z)P 1 + ν(κ
′)
ν(κ′)− ν(κ)
= −
√
2
∫ ∞
−∞
dx
x
1− e−x 2pi arctan z
2 sinh x
P
1− cosh x+ i√3 sinh x
(2ν + 1) cosh x+ i
√
3 sinh x+ 2 + ν
. (B.23)
This integral has the following poles
• x = πi+ 2πn, n > 0;
• x = piκ
2
+ 2π(n+ 1), n > 0;
• x = piκ
2
, half of the pole.
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Calculation of the residues yields
= −
√
2
1− ν
∞∑
n=0
[
−1 − e
−(n+ 1
2
)4i arctan z
n+ 1
2
+
1− e−(n+1+ κ4i )4i arctan z
n+ 1 + κ
4i
]
−
√
2
1− ν
2i
κ
(1− e−κ arctan z)
= −
√
2
1− ν
[
ψ(1
2
)− ψ(1 + κ
4i
) +
2i
κ
(1− e−κ arctan z) + LerchPhi(e−4i arctan z, 1, 1
2
)e−2i arctan z
− LerchPhi(e−4i arctan z, 1, 1 + κ
4i
)e−4i arctan ze−κ arctan z
]
=
√
2
1− ν
[
ℜFc(κ) +
( π
2
√
3
ν − 1
ν + 1
+
2i
κ
)
+ log iz − 2if (κ)(z)
+ LerchPhi(e−4i arctan z, 1, 1 +
κ
4i
)e−4i arctan ze−κ arctan z
]
. (B.24)
Substitution of this expression into (B.22) yields
F (κ)(z) = V
(κ)
0
[
2
b
] 1
2
[
− b
4
−
(
ℜFc(κ)− b
4
)
e−κ arctan z −
( π
2
√
3
ν − 1
ν + 1
+
2i
κ
)
− log iz + 2if (κ)(z)
− LerchPhi(e−4i arctan z, 1, 1 + κ
4i
)e−4i arctan ze−κ arctan z
]
. (B.25)
Now let us consider the generating function for the κ = 0. Using the fact that
LerchPhi(w, 1, 1) = 2F1(1, 1; 2;w) = − log(1− w)
w
one obtains the following expression
F (0)(z) = −V (0)0
[
2
b
] 1
2
log(1 + z2). (B.26)
B.5 Normalization of the vectors from continuous spectrum
The aim of this subsection is to compute the following scalar product
((V (κ), V (κ
′))) = V
(κ)
0 V
(κ)
0 + (V
(κ), V (κ
′)). (B.27)
Substitution of (3.17a) yields
((V (κ), V (κ
′))) = V
(κ)
0 V
(κ)
0 + A
(κ)A(κ
′)(v(κ), v(κ
′))− [1− ν(κ)]V
(κ)
0 A
(κ′)
√
b
(
P
1
C ′U ′ − ν(κ)W, v
(κ′)
)
− [1− ν(κ′)]V
(κ′)
0 A
(κ)
√
b
(
v(κ), P
1
C ′U ′ − ν(κ′)W
)
+ [1− ν(κ)][1− ν(κ′)]V
(κ′)
0 V
(κ)
b
(
P
1
C ′U ′ − ν(κ)W, P
1
C ′U ′ − ν(κ′)W
)
.
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Substitution of the expressions (3.11), (3.13b) and (B.21) yields
= |V (κ)0 |2N (κ)
2
b
κ2
[
ℜFc(κ)− b
4
]2
δ(κ−κ′)+2
b
V
(κ)
0 V
(κ′)
0
ν(κ)− ν(κ′)
[
ℜFc(κ′)(ν(κ)−1)(ν(κ′)+1)−(κ↔ κ′)
]
+ [1− ν(κ)][1− ν(κ′)]V
(κ)
0 V
(κ′)
0
b
(
P
1
C ′U ′ − ν(κ)W, P
1
C ′U ′ − ν(κ′)W
)
. (B.28)
Let us now compute the expression(
P
1
C ′U ′ − ν(κ)W, P
1
C ′U ′ − ν(κ′)W
)
= −2ν(κ)
∫ ∞
−∞
dκ′′
κ′′
[1 + ν(κ′′)]2
κ′′N (κ′′) P
1
ν(κ′′)− ν(κ′)P
1
ν(κ′′)− ν(κ) . (B.29)
We have to compute this integral very carefully, because it has a singularity then κ′ = κ. To
extract it we will use the following identity
P
1
x′′ − x =
1
x′′ − x+ i0 + πiδ(x
′′ − x).
In our case this relation takes a form
P
1
ν(κ′′)− ν(κ) =
1
ν(κ′′)− ν(κ) + i0 +
πi
dν
dκ
δ(κ′′ − κ).
In principal, one has to understand all these relations as a specification of the integration contour
in (B.29). Substitution of this relation into (B.29) yields
= −2ν(κ)
∫ ∞
−∞
dκ′′
κ′′
[1 + ν(κ′′)]2
κ′′N (κ′′)
[
1
ν(κ′′)− ν(κ′) + i0
1
ν(κ′′)− ν(κ) + i0
+
πi
dν
dκ
δ(κ′′ − κ) 1
ν(κ′′)− ν(κ′) + i0 +
πi
dν
dκ′
δ(κ′′ − κ′) 1
ν(κ′′)− ν(κ) + i0
− π
2
dν
dκ
dν
dκ′
δ(κ′′ − κ)δ(κ′′ − κ′)
]
Using the relation
2κ
π
N (κ)dν(κ)
dκ
= [1− ν(κ)]2
we can simplify this expression
= −2ν(κ)
∫ ∞
−∞
dκ′′
κ′′
[1 + ν(κ′′)]2
κ′′N (κ′′)
[
1
ν(κ′′)− ν(κ′) + i0
1
ν(κ′′)− ν(κ) + i0
]
+ P
ν(κ)
ν(κ)− ν(κ′)
[
4i
κ′
1 + ν(κ′)
1− ν(κ′) −
4i
κ
1 + ν(κ)
1− ν(κ)
]
+
8N (κ)
[1− ν(κ)][1 − ν(κ)]δ(κ− κ
′). (B.30)
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The integral in the first line can be rewritten as
2
∫ ∞
−∞
dx′′
x′′
sinh x
′′
2
cosh x
′′
2
1 + 2 cosh x′′
[(2ν ′ + 1) coshx′′ + i
√
3 sinh x′′ + 2 + ν ′ + i0]
× 1
(2ν + 1) cosh x′′ + i
√
3 sinh x′′ + 2 + ν + i0
.
This integral has the following poles
• x′′ = πi+ 2πin, for n > 0;
• x′′ = piκ′
2
+ 2πin, for n > 1;
• x′′ = −piκ′
2
+ 2πin, for n > 1.
Calculation of the residues yields the following expression for (B.30)
= 2
∞∑
n=0
[
1
n + 1
2
−2
(1− ν ′)(1− ν) + P
ν
ν − ν ′
(1 + ν ′
1− ν ′
1
n+ 1 + κ
′
4i
− 1 + ν
1− ν
1
n+ 1 + κ
4i
)]
+ P
ν
ν − ν ′
(1 + ν ′
1− ν ′
4i
κ′
− 1 + ν
1− ν
4i
κ
)
+
8N (κ)
[1− ν(κ)][1 − ν(κ)]δ(κ− κ
′).
= P
2ν
ν − ν ′
[
1 + ν
1− νℜFc(κ)−
1 + ν ′
1− ν ′ℜFc(κ
′)
]
+
8N (κ)
(1− ν)(1− ν)δ(κ− κ
′). (B.31)
Substitution of this expression into (B.28) yields
((V (κ), V (κ
′))) =
2
b
|V (κ)0 |2N (κ)
[
4 + κ2
(
ℜFc(κ)− b
4
)2]
δ(κ− κ′). (B.32)
To obtain standard normalization of the continuous spectra one has to put
V
(κ)
0 =
[
b
2
] 1
2
[
N (κ)
]− 1
2
[
4 + κ2
(
ℜFc(κ)− b
4
)2]− 12
. (B.33)
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