We introduce a new measure of dependency between coordinates of a symmetric α-stable random vector that we call the symmetric covariation. Unlike the conventional covariation which is defined for α P p1, 2s, this symmetric covariation is valid for α P p0, 2s. We show that this symmetric covariation is well-defined, using a new type of generalized fractional derivative. Properties of the symmetric covariation similar to that of the covariance functions have been derived. The main fruit of this framework is a new representation of the characteristic function of the bivariate symmetric α-stable distribution via convergent series based on these symmetric covariations.
Background and Motivation
Being a rich family of probability distributions, which includes many classical distributions such as Gaussian, Cauchy and Lévy distributions, stable distributions have nowadays been successfully applied to a variety of fields such as economics, finance, physics, biology, geology and signal processing [26, 21] , etc.. Unlike the Gaussian distributions, stable non-Gaussian distributions may have infinite variance, so that they can be used to model many types of financial and physical phenomena that exhibit heavy-tailed behavior.
In literature, stable distribution was first characterized by Paul Lévy [14] as the only possible limiting laws of sums of independent identically distributed random variables. It was later popularized by Benoît Mandelbrot [17] to describe the distributions of income and speculative prices, for the reason that the variability of these financial data is abnormally high. Since then, stable distributions have been proposed as a model for many types of physical, economic and financial systems, when non-Gaussianity has been detected [5, 20, 22] . Also in the area of theoretical probability, stable distributions are viewed as an important example of non-Gaussian distributions, of which many important functionalanalysis properties have been derived, such as non-ergodicity, non-integrability and infinite divisibility [21] . Stable distributions have many intriguing mathematical properties. However, due to the lack of explicit form of probability distribution functions for all but several cases (Gaussian, Cauchy and Lévy), the most concrete way to describe all possible stable distributions is through their characteristic functions [26] .
In this paper, we focus our attention on the so-called jointly symmetric α-stable distributions, that are for symmetric stable random vectors. These random vectors extend the zero-mean Gaussian random vectors when α " 2. They can be defined through the characteristic functions as follows. Definition 1.1. A real-valued random vector X " pX 1 , . . . , X d q (d ě 1) is said to be jointly symmetric α-stable (SαS) with α P p0, 2s if and only if there exists some symmetric finite nonnegative measure Γ X on the unit sphere S d " ts P R d : }s} " 1u such that E`e ixθ,Xy˘" expˆ´ż
where:
• xθ, sy " ř d k"1 θ k s k denotes the canonical inner product of the two vectors θ and s.
• The parameter α is called the characteristic exponent or the index of stability. It is one of the most important parameters of the jointly SαS distribution, which measures the level of heavy tails of X. For example, when α P p0, 2q, the k-th order moment of a stable random variable explodes once k ě α.
• The symmetric finite nonnegative measure Γ X is called the spectral measure of X. This functional parameter, together with the stability parameter α, fully captures the joint distribution of X. It is worth noting that, Γ X is unique in the non-Gaussian case i.e., α P p0, 2q; it is not unique when X is Gaussian (α " 2, see e.g. [26] ). essential component of the characteristic function, the so-called scale parameter of the random variable xθ, Xy by
Recall that the characteristic function of a zero-mean bivariate Gaussian vector X " pX 1 , X 2 q can be represented via the convergent series in the following way:
E`e ixθ,Xy˘" e´σ α X pθq " exp˜´`8 ÿ k"0 c k pX 1 , X 2 , αq k! θ k 1 θ α´k 2¸, for all θ P R 2 , (1.3) where α " 2 and the sequence of real numbers pc k pX 1 , X 2 , αqq kě0 is given by c 0 pX 1 , X 2 , αq " 1 2 V arpX 2 q, c 1 pX 1 , X 2 , αq " CovpX 1 , X 2 q, c 2 pX 1 , X 2 , αq " V arpX 1 q and c k pX 1 , X 2 , αq " 0 for k ě 3. In other words, the probability distribution of a zero-mean Gaussian vector X " pX 1 , X 2 q is entirely captured by its second order moments V arpX 1 q, V arpX 2 q and CovpX 1 , X 2 q. Obviously (1.3) does not hold for all jointly SαS distribution since the second order moments are infinite when α ă 2. Then we wonder if some representation similar to that in (1.3) exists for all possible bivariate SαS random vectors:
Question:
For any bivariate SαS random vector X with α P p0, 2s, is there a sequence of real numbers p r c k pX 1 , X 2 , θ 1 , θ 2 , αqq kě0 so that
Comparing (1.3) to (1.4) we know that if such representation (1.4) exists for jointly SαS with any α P p0, 2s, then the sequence p r c k pX 1 , X 2 , θ 1 , θ 2 , αqq kě0 should extend the joint moments of Gaussian vector in some sense.
In literature, extensions or replacements of the covariance functions indeed exist in the more general setting when α P p0, 2s. For example, Press [25] proposed an extended notion of correlation coefficient, the so-called association parameter, applicable to a family of symmetric multivariate stable distributions. Later, this association parameter is generalized by Paulauskas [23] . At the meanwhile, Kanter and Steiger [12] showed that under some conditions, the conditional expectation of a stable variable given another one is linear. After that, Cambanis and Miller [6] and Miller [18] proposed a new dependence measure of jointly SαS random variables, called covariation, which is defined on α P p1, 2s. This concept of covariation inspires us to design a new dependence measure of SαS variables. Note that the covariation is not symmetric, then Garel and Kodia [10] suggested another coefficient based on covariation, the so-called signed symmetric covariation coefficient. In their later work, Kodia and Garel [13] showed that in the case of sub-Gaussian random vectors, signed symmetric covariation coefficient coincides with the association parameter in [25] and the generalized association parameter in [23] . More recently statistical inferences on linear stable processes (e.g., linear fractional and multifractional stable processes) have been heavily studied [2, 3] . Later Damarackas and Paulauskas [8] demonstrate that the association parameter can be used to measure the dependency between more general random variables in the domain of normal attraction of general stable vectors. Examples include the linear (Ornstein-Uhlenbeck, log-fractional, linear fractional) stable processes.
Among the above notions, none will lead to the solution of Equation (1.4). Our framework hence aims to obtain a new type of dependence measurement, called symmetric covariation, that extends the covariance functions, and moreover, that satisfies Equation (1.4) .
This paper is organized as follows: Section 2 is devoted to a review of the conventional covariation introduced by Cambanis and Miller [6] and Miller [18] . In Section 3, our first contribution is provided: extension of the Riemann-Liouville fractional derivative, in order to well define the symmetric covariations in next section . In Section 4, we present our second contribution: the symmetric covariation is defined, and its featured properties are derived. Section 5 is to bring a conclusion on the solution of Equation (1.4) through a convergent series representation of σ α X pθ 1 , θ 2 q, based on the symmetric covariations defined in the previously section. In Section 6, as an application of the series representation of the characteristic function, we study the relationship between the symmetric covariations and the dependency of SαS variables. Finally, Section 7 summarizes the framework and discusses future problems on this topic.
Conventional Covariations
Proposed by Cambanis and Miller [6] and Miller [18] , the covariation is used to replace the covariance when α P p1, 2q. It is a measure of dependency between any 2 variables in the jointly SαS random vector. Recall that the conventional covariation is defined as below: Definition 2.1. Let X " pX 1 , X 2 q be a SαS random vector with α P p1, 2s and spectral measure Γ X . The covariation of X 1 on X 2 is the real number
where for any p P R, the so-called signed power a xpy is defined by a xpy " |a| p signpaq, (2.1)
with the signp¨q function being defined by
From Definition 2.1 we can show that the covariation is non-symmetric and it is linear only with respect to its first argument, when α ă 2. However the covariation generalizes the covariance function of Gaussian variables (see [26] ), in the sense that rX 1 , X 2 s 2 " 1 2 CovpX 1 , X 2 q, for pX 1 , X 2 q being a Gaussian vector.
Detailed introduction of the properties of rX 1 , X 2 s α can be found in e.g. Chapter 2 of [26] . Although rX 1 , X 2 s α seems to be a natural extension of the covariance CovpX 1 , X 2 q, it lacks of some nice properties that covariance has. For example, covariation is generally not symmetric and not bilinear. Moreover, it is defined for α P p1, 2s only, and it can't be simply extended to the case α ď 1.
In order to solve (1.4) for all jointly SαS distributions, in what follows we aim to introduce a new type of covariation, which is symmetric and is well-defined for all α P p0, 2s. Note that the conventional covariation can be equivalently defined via the first-order derivative (see e.g. Definition 2.7.3 in [26] ):
The right-hand side of the above equation becomes ill-defined when α ă 1. To extend the conventional covariations to the case α ă 1 using a similar approach, fractional derivative may be required. To this end we first extend the Riemann-Liouville fractional derivative.
An Extension of the Riemann-Liouville Fractional Derivative
There exist various versions of fractional derivatives and fractional integrals. For example, in literature we can find the notions of the Riemann-Liouville fractional integrals, the Hadamard fractional integrals, the Riemann-Liouville fractional derivatives, the Caputo fractional derivatives and the composition of the left and right (or the right and left) Riemann-Liouville fractional order integrals, along with their properties. We refer the readers to the following literature [24, 9, 19, 1, 11, 15, 16, 7] and the references therein. Among the above versions of fractional derivatives, Riemann-Liouville fractional derivative is the most natural extension of the ordinary derivative. The notion consists of the left and the right Riemann-Liouville fractional derivatives. However, neither of them is defined over R. This drawback disables us to apply it as extension of the ordinary derivative in (2.2) . Therefore we propose the following generalized Riemann-Liouville fractional derivative of a continuous function. where Γ denotes the gamma function, m " 0 or 1 and n " tβu`1, with t¨u being the floor number.
It is worth noting that in Definition 3.1, the choices of x and a can be arbitrary in R. We also note that, in fact m can be chosen as any nonnegative integer. However, since by (3.1), for all nonnegative integer m and all real number x, We then observe that in this case p´1q mm a D β x f pxq is the right Riemann-Liouville fractional derivative of f on x.
In conclusion we can alternatively define
where a r D β
x and x r D β a denote the left and right Riemann-Liouville fractional derivatives, respectively.
Another important advantage of Definition 3.1 is that, it extends the ordinary integer-order derivative in the following way:
which extends the ordinary β-th order derivative.
Next we derive an important result on the generalized fractional derivative m a D β x , which will lead to the definition of the new type of symmetric covariations.
where Γ is the gamma function and the sign function signp¨q is defined in (2.1) .
Let n " tβu`1. On one hand, if x ě a, taking the left Riemann-Liouville fractional derivative of the function x Þ Ñ |x´a| p yields
Here we have used the change of variable t " x´px´aqτ and the fact that the beta function B satisfies
On the other hand, if x ă a, the right Riemann-Liouville fractional derivative
Here we have taken t " x`pa´xqτ . Therefore (3.4) holds for β being noninteger, by using (3.5), (3.6) and (3.7). For β P Z`, by using p3.3q we write m a D β x p|x´a| p q " sign m`n´1 px´aq
where n " tβu`1. Hence (3.4) is finally proved for all real numbers β ě 0.
Symmetric Covariations
Now we are ready to define the new type of dependence measure between the two variables in the jointly SαS distribution. This measurement turns out to be symmetric and more general than the covariation introduced in Section 2, in the sense that it is well-defined for all α P p0, 2s.
Definition 4.1. Let X " pX 1 , X 2 q be an SαS random vector with some α P p0, 2s and some spectral measure Γ X . The symmetric covariations of X 1 and X 2 are defined by: for β ě 0 and m " 0 or 1,
where the bivariate function K α,β,m is given as: for all s 1 , s 2 P R,
Remark 4.1. In view of Definition 4.1 we have: for α P p0, 2s and β ě 0,
where the signed power a x¨y is defined in (2.1).
Remark 4.2.
The following relationship between the symmetric covariations and conventional covariations holds: when α P p1, 2s,
where rX 1 , X 2 s α and rX 2 , X 1 s α are the conventional covariations defined in Definition 2.1.
Proof. By using Remark 4.1, we have
Here in the last equality we have used the fact that s The symmetric covariations generalize the covariances, because when X " pX 1 , X 2 q is a Gaussian vector, 2rX 1 , X 2 s 2,1,1 is the covariance CovpX 1 , X 2 q. Indeed, taking α " 2, β " 1 and m " 1 in Definition 4.1, we have
The right-hand side of the above equation is equal to 2´1CovpX 1 , X 2 q in the Gaussian case, according to Example 2.7.2 in [26] .
Below we present a second definition of the symmetric covariation for computational purpose. It is equivalent to the definition via the representation (4.1). This second definition represents the symmetric covariation through its characteristic function and indicates that the symmetric covariations are well-defined. Theorem 4.2. Let X " pX 1 , X 2 q be an SαS random vector with α P p0, 2s and spectral measure Γ X . The symmetric covariation of X 1 and X 2 can be equivalently defined by: for β ě 0 and m " 0 or 1,
Proof. For β ě 0, applying Lemma 3.2, we obtain ż tps1,s2qPS2: |s1|ď|s2|u
Observe that lim pθ1,θ2qÑp0,1q ż tps1,s2qPS2: |s1|ď|s2|u
and similarly, lim pθ1,θ2qÑp1,0q ż tps1,s2qPS2: |s1|ą|s2|u
Theorem 4.2 then follows from talking the limits pθ 1 , θ 2 q Ñ p0, 1q and pθ 1 , θ 2 q Ñ p1, 0q on both sides of p4.4q and p4.5q respectively.
Let X " pX 1 , . . . , X n q be an n-dimensional SαS random vector, we study the symmetric covariation between the two weighted sums Y 1 " ř n k"1 a k X k and If µ is a nonnegative measure, a B-measurable function g on Y is integrable with respect to the measure µ˝f´1, precisely when the function g˝f is integrable with respect to µ. In addition, we have ż
Proof. See e.g. Theorem 3.6.1 and its proof in [4] .
Lemma 4.4. Let X " pX 1 , . . . , X n q, n ě 2 be an SαS random vector with α P p0, 2s and spectral measure Γ X , and let Y " pY 1 , Y 2 q be a random vector
Then Y is also an SαS random vector with some spectral measure Γ Y which can be expressed as
Proof. On one hand, in view of Lemma 2.7.5 in [26] , Y " pY 1 , Y 2 q is also an SαS random vector. On the other hand, considering the expression Y " p ř n k"1 a k X k , ř n k"1 b k X k q, we can rewrite the characteristic function as:
with Γ " y Γ X˝h´1 . To verify the above equation, we first write ż S2
Then applying Lemma 4.3, we have ż S2
Therefore, p4.7q holds and hence Γ " y Γ X˝h´1 , which can be denoted by Γ Y , is a spectral measure of Y . Theorem 4.5. Let X " pX 1 , . . . , X n q be an SαS random vector with α P p0, 2s and spectral measure Γ X , and let Y " pY 1 , Y 2 q be defined by Y 1 " ř n k"1 a k X k and Y 2 " ř n k"1 b k X k , with spectral measure Γ Y . Then for β ě 0 and m " 0 or 1,
Proof. By (4.2) we can write: for α P p0, 2s, β ě 0 and m P t0, 1u, Next observe from (4.9) that
Using the change of variable pu 1 , u 2 q " hps 1 , . . . , s n q in (4.10) and applying Lemma 4.4, we obtain . Let X " pX 1 , X 2 q be an SαS random vector with α P p0, 2s and spectral measure Γ X . The symmetric covariation is symmetric in its arguments, i.e. for β ě 0 and m " 0 or 1,
Proof. Applying Definition 4.1 and Theorem 4.5, we obtain rX 1 , X 2 s α,β,m " ż tps1,s2qPS2: |s1|ă|s2|u
By considering the symmetric covariations we have lost the property of linearity, compared to the conventional covariations. The symmetric covariations are generally not linear. The behavior of the symmetric covariations of the scaled variables aX 1 and bX 2 are characterized by the following Corollary 4.2 and Corollary 4.3. Corollary 4.2 establishes the mapping between the symmetric covariation of aX 1 and bX 2 and that of X 1 and X 2 . This mapping exists only in the particular case β " α{2.
Corollary 4.2 (Non-linearity)
. Let X " pX 1 , X 2 q be an SαS random vector with α P p0, 2s and spectral measure Γ X . Let a and b be two real numbers, then for β " α{2 and m " 0 or 1, raX 1 , bX 2 s α,α{2,m " |a| α{2 |b| α{2 sign m pabqrX 1 , X 2 s α,α{2,m .
Proof. Using (4.1) and Theorem 4.5, we have raX 1 , bX 2 s α,α{2,m " ż tps1,s2qPS2: |as1|ď|bs2|u |as 1 | α{2 |bs 2 | α{2 sign m pas 1 bs 2 qΓ X p dsq ż tps1,s2qPS2: |as1|ą|bs2|u |as 1 | α{2 |bs 2 | α{2 sign m pas 1 bs 2 qΓ X p dsq " |a| α{2 |b| α{2 sign m pabq˜ż tps1,s2qPS2: |s1|ď|s2|u
|a| α{2 |b| α{2 sign m pabqrX 1 , X 2 s α,α{2,m .
Corollary 4.3 below shows that unlike in the covariance function, in general, scaling one coordinate in the symmetric covariation will involve scaling the other one at the meanwhile. Corollary 4.3 (Non-linearity). Let X " pX 1 , X 2 q be an SαS random vector with α P p0, 2s and spectral measure Γ X . Let a and b be two real numbers with a ‰ 0, then for β ě 0 and m " 0 or 1,
Proof. Using Theorem 4.5 and the fact that a ‰ 0, we have
The following result states that the symmetric covariation is an even function with respect to each of its coordinates, when m " 0; it becomes an odd function with respect to each of its coordinates when m " 1. Proof. Using Theorem 4.5, we have rX 1 ,´X 2 s α,β,m " ż tps1,s2qPS2: |s1|ď|s2|u |s 1 | β |s 2 | α´β sign m p´s 1 s 2 qΓ X p dsq ż tps1,s2qPS2: |s1|ą|s2|u where σ X1 is the scale parameter of the SαS random variable X 1 . This result extends the conventional covariation rX 1 , X 1 s α .
Proof. In Theorem 4.5, by letting a 1 " b 1 " 1 and a i " b j " 0, for i ą 1, j ą 1, p4.11q follows.
(4.11) indicates that rX 1 , X 1 s α,β,m in fact does not depend on β and m, hence we can define the symmetric covariation norm as below.
Definition 4.6. The symmetric covariation norm is defined as }X} α " rX, Xs 1{α α,0,0 " σ X p1q.
Next we establish a fine inequality which extends the Cauchy-Schwarz inequality for covariances in the Gaussian cases. Theorem 4.7. Let X " pX 1 , X 2 q be an SαS random vector with α P p0, 2s and spectral measure Γ X . Let α P p0, 2s and β ě α{2. Then for m " 0 or 1,
, (4.12)
where α^β " mintα, βu. Moreover, for β P rα{2, αs, the equality holds if and only if X 1 " λX 2 for some λ P R. 
(4.13)
By the assumption 2β ě α, we know that α´β´pα^βq ď 0. The following inequality then holds: ż tps1,s2qPS2: |s1|ď|s2|u
Note that the right-hand side integral in (4.14) is well defined due to the fact that α´pα^βq ě 0. Next using the fact that β´pα^βq ě 0, we obtain ż tps1,s2qPS2: |s1|ą|s2|u 
(4.16)
By the Hölder inequality, we can bound the right-hand side of (4.16) as: Using the fact that rX 1 , X 2 s α,β,m " rX 2 , X 1 s α,β,m and switching X 1 , X 2 in (4.19), we obtain
(4.20)
The inequality (4.12) finally results from (4.19) and (4.20) . It remains to show that, when β P rα{2, αs, the following equality holds if and only if X 1 " λX 2 for some λ P R.
• If X 1 " λX 2 with λ " 0, (4.21) obviously holds. If X 1 " λX 2 for some λ ‰ 0, then by definition,
(4.22) leads to that the left-hand side of (4.21) equals |rλX 2 , X 2 s α,β,m | "`1 t|λ|ď1u |λ| β`1 t|λ|ą1u |λ| α´β˘} X 2 } α α , (4.23) while the right-hand side of (4.21) equals
It follows from (4.23) and (4.24) that (4.21) holds for X 1 " λX 2 , with λ ‰ 0. We conclude that (4.21) holds when X 1 " λX 2 for some λ P R.
• Now suppose (4.21) holds, we show X 1 " λX 2 for some λ P R. If (4.21) holds, from (4.16) and (4.18) we have
Now recall a simple fact: for 4 real numbers a 1 , b 1 , a 2 , b 2 such that a 1 ď a 2 , b 1 ď b 2 and minta 1 , b 1 u " minta 2 , b 2 u, we necessarily have a 1 " a 2 or b 1 " b 2 . By applying this fact to the following 2 Hölder inequalities (4.18) (here the Hölder inequality holds since β ď α) ż S2 
Observe that according to the Hölder inequality's boundary condition, either of the above two equations leads to X 1 " λX 2 for some λ P R.
Finally (4.21) holds for β P rα{2, αs if and only if X 1 " λX 2 for some λ P R and Theorem 4.7 is proved.
We summarize that, (4.12) in fact consists of 2 inequalities:
• For β P rα{2, αs,
This inequality satisfies the Hölder inequality's boundary condition, so that its equality holds if and only if X 1 " λX 2 for some λ P R.
• For β ą α,
It is easy to demonstrate that in this case
Therefore the equality in (4.27) does not necessarily hold when X 1 " λX 2 for some λ P R. A contradiction can be given by assuming X 1 " 2X 2 ‰ 0 and β " 3 ą α. In this case by using (4.23) we have
In the zero-mean Gaussian case when α " 2, β " 1 and m " 1, the inequality (4.26) is in fact the conventional Cauchy-Schwarz inequality for the covariance of the random variables X 1 , X 2 :
The inequality (4.26) thus inspires us to introduce a new type of "correlation coefficient" between X 1 and X 2 : if we define, for β P rα{2, αs and m " 0, 1,
then ρ α,β,m pX 1 , X 2 q satisfies the following properties.
(1) ρ α,β,m pX 1 , X 2 q is symmetric:
ρ α,β,m pX 1 , X 2 q " ρ α,β,m pX 2 , X 1 q, for all jointly SαS random vector pX 1 , X 2 q.
(2) ρ α,β,m pX 1 , X 2 q P r´1, 1s. Moreover from (4.22) and (4.24) we can derive that, if X 1 " λX 2 for some λ P R, ρ α,β,m pX 1 , X 2 q " sign m pλq.
(3) ρ α,β,m pX 1 , X 2 q becomes the conventional correlation coefficient between Gaussian variables, when α " 2, β " 1, m " 1 and X 1 , X 2 are zero-mean.
Further we will show that the symmetric covariation rX 1 , X 2 s α,β,m , as well as the "correlation coefficient" ρ α,β,m pX 1 , X 2 q, can be viewed as some measurement of dependence between X 1 and X 2 . This property of dependency will be discussed in Section 6.
Series Representation of the Characteristic Function of Bivariate SαS Distribution
In this section we study the solution of the problem (1.4) . The main result is given in Theorem 5.3, which provides the explicit form of the solution p r c k pX 1 , X 2 , θ 1 , θ 2 , αqq kě0 for the problem (1.4), based on a series representation of σ α pX1,X2q pθ 1 , θ 2 q via symmetric covariations.
Taylor Series
Recall the following classical result on the Binomial series:
Lemma 5.1 (Binomial series). Let f pxq " px`1q α with x`1 ě 0 and α ě 0. Then for |x| ď 1, f pxq admits the following series expansion, which is absolutely convergent:
where pαq k denotes the falling factorials, defined by: for nonnegative integer k,
if α R Z`or if α P Z`and k ď α; 0 otherwise.
Next we provide the convergent Taylor series representation of the particular form f pxq " |x`b| α with b ‰ 0 and α ą 0. This result will be used to derive the series representation of σ α pX1,X2q pθ 1 , θ 2 q of the jointly SαS distribution. Proof. First observe that, for b ‰ 0 and x P r´|b|, |b|s,
Next we consider the above two cases separately.
• If b ą 0, the mapping x Þ Ñ px`bq α is infinitely differentiable at point 0 and px`bq α " b α px{b`1q α . Using Lemma 5.1, the convergent Taylor series for x Þ Ñ px`bq α around 0 can be expressed as: for x P r´|b|, |b|s,
• If b ă 0, similarly, p´x´bq α " p´bq α px{b`1q α and then the Taylor series for x Þ Ñ p´x´bq α at point 0 is given by: for x P r´|b|, |b|s,
Finally (5.1) is obtained by combining the above two cases. Proposition 5.2 is then proved.
Series Representation via Symmetric Covariations
Theorem 5.3 below provides a series representation of the scale parameter to the power of α via symmetric covariations.
Theorem 5.3. Let X " pX 1 , X 2 q be an SαS random vector with α P p0, 2s and spectral measure Γ X . The scale parameter of xθ, Xy to the power of α can be expressed via the following series representation:
2)
where M pkq " pk mod 2q.
Proof. By (1.2) we can write
where
and
For |θ 1 s 1 | ď |θ 2 s 2 |, taking x " θ 1 s 1 and b " θ 2 s 2 in (5.1), we obtain
Observe that, when |θ 1 s 1 | ď |θ 2 s 2 |,
and ż tps1,s2qPS2: |θ1s1|ď|θ2s2|u
Then we can apply Lebesgue dominating convergence theorem to get
Similarly we can show that, for |θ 1 s 1 | ą |θ 2 s 2 |, 
Theorem 5.3 is proved.
In Theorem 5.3, Question (1.4) is answered by taking
Further, from Theorem 5.3 and Corollary 4.3 we note that pθ 1 , θ 2 q and pX 1 , X 2 q are generally not separable in the series representation of the non-Gaussian case, because the symmetric covariations are generally not linear (see e.g. Corollary 4.3). It is consistent of the "indivisibility" of the stable non-Gaussian distributions. Also, it is easy to verify the impossibility of finding a sequence pc k pX 1 , X 2 , αqq kě0 with α ‰ 2 that does not depend on θ 1 and θ 2 , satisfying product in a pre-Hilbert space, but it involves the so-called Jame orthogonality, which extends the orthogonality in the pre-Hilbert space [26] . Definition 6.1. Let pE, }¨}q be a normed vector space. An element x P E is said to be James orthogonal to another element y P E (denoted by x K J y) if }x`λy} ě }x}, for any λ P R.
James orthogonality extends the orthogonality, in the sense that, if E is a pre-Hilbert space equipped with the scalar product x¨,¨y, then xx, yy " 0 implies x K J y for any x, y P E. It is shown (see e.g. Proposition 2.9.2 in [26] ) that the conventional covariation rX 1 , X 2 s α " 0 is equivalent to X 1 K J X 2 . In this section, we will main discuss how the symmetric covariations measure independence and James orthogonality, respectively.
Similar to the covariance functions, the symmetric covariations measure the dependence between two variables in the jointly SαS distribution. Below, we present two concurrent necessary conditions on the symmetric covariations, when two variables are independent. Proposition 6.2 below states that independence implies vanishing symmetric covariation, which is a property similar to that of covariance. Property 6.2 (Neccesary condition for independence). Let X " pX 1 , X 2 q be an SαS random vector with α P p0, 2s and spectral measure Γ X . If X 1 and X 2 are independent, then Γ X is a discrete measure and for β ě 0, m P t0, 1u,
Proof. Property 2.7.11 in [26] says that the independence of X 1 and X 2 implies that the spectral measure Γ X of pX 1 , X 2 q must be concentrated on the points p1, 0q, p´1, 0q, p0, 1q and p0,´1q of the unit sphere S 2 . By using Definition 4.1 we then have, for β ě 0 and m " 0 or 1, rX 1 , X 2 s α,β,m " ż tps1,s2qPS2: |s1|ď|s2|u |s 1 | β |s 2 | α´β sign m ps 1 s 2 qΓ X p dsq ż tps1,s2qPS2: |s1|ą|s2|u
because the support of Γ X is such that either s 1 or s 2 is zero. From the above equation we see that rX 1 , X 2 s α,β,m is not necessarily vanishing only if β " m " 0, i.e., rX 1 , X 2 s α,0,0 " Γ X ptp0, 1q, p0,´1quq`Γ X ptp1, 0q, p´1, 0quq.
Another consequence of independence is the additivity, which is given in the forthcoming Proposition 6.4. To prove it we first need the following lemma. Lemma 6.3. Let pE, ε, mq be an arbitrary σ-finite measure space, and let f i : E Ñ R, i " 1, 2, be two functions in L α pE, ε, mq.
Proof. For the case α P p0, 2q, see e.g. Lemma 2.7.14 in [26] for the proof. When α " 2, the proof is trivial. Property 6.4. Let X " pX 1 , X 2 , X 3 q be an SαS random vector with α P p0, 2s and spectral measure Γ X . If X 2 and X 3 are independent, we have: for β ě 0 and m " 0 or 1, rX 1 , X 2`X3 s α,β,m " rX 1 , X 2 s α,β,m`r X 1 , X 3 s α,β,m .
Proof. On one hand, the characteristic function of the subset vector pX 2 , X 3 q is: for all θ 1 , θ 2 P R,
(6.1) On the other hand, by the independence of X 2 and X 3 , the above characteristic function can also be expressed as
It results from (6.1) and (6.2) that, for all θ 1 ,
(6.4) By Lemma 6.3 and the fact that (6.3) and (6.4) hold for all θ 1 and θ 2 , we obtain
This is equivalent to either s 2 " 0, Γ Xa.e. or s 3 " 0, Γ Xa.e.. Therefore, rX 1 , X 2`X3 s α,β,m " ż tps1,s2,s3qPS3: |s1|ď|s2`s3|u |s 1 | β |s 2`s3 | α´β sign m ps 1 ps 2`s3 qqΓ X p dsq ż tps1,s2,s3qPS3: |s1|ą|s2`s3|u |s 1 | α´β |s 2`s3 | β sign m ps 1 ps 2`s3 qqΓ X p dsq " ż tps1,s2,s3qPS3: |s1|ď|s3|,s2"0u |s 1 | β |s 3 | α´β sign m ps 1 s 3 qΓ X p dsq ż tps1,s2,s3qPS3: |s1|ą|s3|,s2"0u |s 1 | α´β |s 3 | β sign m ps 1 s 3 qΓ X p dsq ż tps1,s2,s3qPS3: |s1|ď|s2|,s3"0u |s 1 | β |s 2 | α´β sign m ps 1 s 2 qΓ X p dsq ż Proposition 6.2 and Proposition 6.4 provide two necessary conditions for the independence between 2 SαS variables, in terms of the symmetric covariations. Below we introduce a sufficient condition for the independence between X 1 and X 2 . Property 6.5 (Sufficient condition for independence). Let X " pX 1 , X 2 q be an SαS random vector with α P p0, 2s and spectral measure Γ X . If rX 1 , X 2 s α,β,0 " 0 for some β ě 0, X 1 and X 2 are independent.
Proof. Suppose rX 1 , X 2 s α,β,0 " 0 for some β ě 0, we have by definition, rX 1 , X 2 s α,β,0 " ż S2`| s 1 | β |s 2 | α´β 1 t|s1|ď|s2|u`| s 1 | α´β |s 2 | β 1 t|s1|ą|s2|u˘ΓX p dsq " 0.
(6.5)
Since the integrand in (6.5) is non-negative, p6.5q yields |s 1 | β |s 2 | α´β 1 t|s1|ď|s2|u`| s 1 | α´β |s 2 | β 1 t|s1|ą|s2|u " 0 Γ Xa.e., which further implies s 1 " 0 if |s 1 | ď |s 2 | and s 2 " 0 if |s 1 | ą |s 2 | Γ Xa.e..
Then we can write, for θ 1 , θ 2 P R, ż S2 |θ 1 s 1`θ2 s 2 | α Γ X p dsq " ż S2`| θ 1 s 1`θ2 s 2 | α 1 t|s1|ď|s2|u`| θ 1 s 1`θ2 s 2 | α 1 t|s1|ą|s2|u˘ΓX p dsq " ż S2 p|θ 2 s 2 | α`| θ 1 s 1 | α q Γ X p dsq.
Plugging the above equations into the characteristic function of X " pX 1 , X 2 q, we derive E exptipθ 1 X 1`θ2 X 2 qu " E exptiθ 1 X 1 uE exptiθ 2 X 2 u, which leads to that X 1 and X 2 are independent.
Next we present a sufficient condition for X 1 , X 2 being James orthogonal. It is a straightforward consequence of the following lemma. Lemma 6.6. If rX 1 , X 2 s α,k,1 " 0 for all k P Z,
It finally results from (6.11) and (6.12) that ż S2 |s 1`s2 | α Γ X p dsq ě mint2 α´1 , 1u max
i.e., }X 1`X2 } α α ě min 2 α´1 , 1
( max t}X 1 } α α , }X 2 } α α u . This proves Lemma 6.6. Now we state the sufficient condition for X 1 , X 2 being James orthogonal to each other. Property 6.7 (Sufficient condition for the James orthogonality). Let pX 1 , X 2 q be a jointly SαS random vector with α P r1, 2s. If rλX 1 , X 2 s α,k,1 " 0 for all λ P R and all k P Z, X 1 , X 2 are James orthogonal to each other.
Proof. On one hand, since rλX 1 , X 2 s α,k,1 " 0 for all λ P R and all k P Z, it follows from Lemma 6.6 and the fact that α ě 1 that, for all λ P R,
i.e., X 1 is James orthogonal to X 2 . On the other hand, the fact that (see Corollary 4.3), for all λ ‰ 0, k P Z, rλX 1 , X 2 s α,k,1 " |λ| α " X 1 , λ´1X 2 ‰ α,k,1 " |λ| α " λ´1X 2 , X 1 ‰ α,k,1 implies rλX 2 , X 1 s α,k,1 " 0 for all λ P R, all k P Z. Then similar to (6.13) we can show X 2 is James orthogonal to X 1 . Proposition 6.7 is proved.
We remark that rX 1 , X 2 s α,k,1 " 0 for all k P Z is not sufficient to let X 1 be James orthogonal to X 2 , because it generally does not imply rλX 1 , X 2 s α,β,1 " 0 for all λ P R. However the condition in Proposition 6.7 is strong enough to lead to X 1 and X 2 are James orthogonal to each other. Note that the conventional covariation rX 1 , X 2 s α " 0 only implies X 1 is James orthogonal to X 2 , due to the issue that it is not symmetric.
Conclusion and Future Research
In this paper we have suggested a new type of symmetric covariations of jointly SαS random variables, to replace the covariance structure in the Gaussian case. The main advantages of this symmetric covariation compared to the conventional covariation is that, it is well defined for all α P p0, 2s and it is symmetric. Many other nice covariance-like properties of the symmetric covariation have been obtained such as Cauchy-Schwarz inequality, independence and orthogonality. With this symmetric covariation, we can establish convergent series representation of the characteristic function of the jointly SαS distribution and measure the dependence between the SαS variables. The series representation of the jointly SαS distribution will have significant applications in statistics, such as simulation of stable random vectors and estimation of the joint distribution parameters. Constructing estimators of the symmetric covariation will be the next research goal and this result will lead to new and efficient approaches to approximate the jointly SαS distribution.
