Nested entities commonly exist in news articles and biomedical corpora. The performance of nested NER is still a great challenge in the field of named entity recognition (NER). Unlike the structural models in previous work, this paper presents a comprehensive study of nested NER by means of text-ofinterest (ToI) detection. This paper presents a novel ToI-CNN with dual transformer encoders (ToI-CNN + DTE) model for this solution. We design a directional self-attention mechanism to encode contextual representation over the whole-sentence in the forward and backward directions. The features of the entities are extracted from the contextual token representations by a convolutional neural network. Moreover, we use HAT pooling operation to convert the various length ToIs to a fixed length vector and connect with a fully connected network for classification. The layer where the nested entities are located can be evaluated by multi-task learning jointly with layer classification. The experimental results show that our model achieves excellent performance in F1 score, training cost and layer evaluation on the nested NER datasets.
I. INTRODUCTION
NER is a fundamental and important natural language processing (NLP) task. It provides input to high level information extraction (IE) such as coreference resolution, relation extraction. In recent years, nested NER has become an active topic in the research of NER [1] - [4] . The nested named entities are common linguistic phenomena in natural language processing (NLP). Nested entity structures frequently exist in broadcast transcripts [5] and biomedical documents [6] , such as ''Bank of China'' and ''president of the United States''. For example, approximately 17% of the entities in the GENIA corpus are embedded within another entity; 30% of sentences contain nested entities in the ACE corpora. Nested entity can be used to capture finer-grained semantic information. For example, ''Bank of China'', which is an organization with nested location. Nested NER can help us to recognize that Bank of China is located at China. Although the accuracy of flat NER achieves excellent performance [7] , the performance of nested NER is still a great challenge [8] . F1 score of state-of-the-art nested NER methods is approximately 74%
The associate editor coordinating the review of this manuscript and approving it for publication was Keivan Navaie . on all entities. Actually, after removing flat entities, the performance of F1 score on only nested ones are lower than 60% on ACE datasets and 50% on GENIA dataset, respectively. Figure 1 shows an example of nested NER. Most methods of flat NER is based on conditional random field (CRF) method. However, CRF can only tag one token with a single label and ignores the inner nested ones.
Previous nested NER methods such as parse tree [9] , stacking flat layer [2] , and hypergraph [3] , [13] modeled the hierarchical structures of the nested entity. In this paper, we propose a ToI-CNN model with dual Transformer encoders to detect nested entity. The contributions of this paper can be summarized as follows:
• Unlike previous methods, we investigate a solution for nested NER by means of text-of-interest detection. ToI detection is a kind of sliding window approach over a sentence. To the best of our knowledge, this work represents the first attempt on nested NER datasets. 
II. RELATED WORK
Several methods have been proposed for nested named entity recognition, as shown in Table 1 . Finkel and Manning [9] proposed a constituency parser with constituents for each named entity in a sentence. The model employed handcrafted features which were local and pairwise features. The drawback of parse tree is that the complexity is cubic in the number of words and it is time-consuming. Ju et al. [2] and Nguyen et al. [17] designed the stacking multiple layers of LSTM + CRF to detect nested entities. A flat layer consisted of a bidirectional long short-term memory (LSTM) layer and a conditional random field (CRF) layer. One bidirectional LSTM layer represented a word sequence and CRF layer predicted the label sequences in the corresponding nested level. Since one nested layer should have a LSTM + CRF layer, the network would be more complex when the number of the nested layer increased. Due to the limitation of parallelization for LSTM, the training cost of layered LSTM was large. Another typical nested representation method is hypergraph. Lu and Roth [11] proposed a mention hypergraph model for recognizing overlapping mentions. Then they incorporated mention separators to tag the gap between two words [1] . Recently, Wang et al. [13] proposed segmental hypergraph representation to model nested entity mentions with pre-trained embeddings. Katiyar and Cardie [3] presented a standard LSTM-based sequence labeling model to learn the nested entity hypergraph structure for an input sentence. The challenge of hypergraph is overlapping mentions in prediction. Although Wang and Lu [13] reduced overlapping mentions, the schema should be carefully designed.
In 2019, Lin et al. [14] proposed anchor-region networks (ARNs) for nested mention detection. ARNs identify head words of mentions and recognize mention regions by [16] . The symbol ''+'' indicates that the input of CNN is the sum of two transformer encoders' outputs.
exploiting regular phrase structure. Fisher and Vlachos [15] merged tokens into entities forming nested structures and labeled them independently. Compared to classical methods such as LSTM and CRF, the authors tried other ways to solve nested NER, but the performance has hardly been improved.
In the medical domain, Sohrab and Miwa [4] presented a neural exhaustive model and evaluated their model on the biomedical corpus. The model was built on a shared bidirectional LSTM layer and classified potential entity mentions. This model achieved a low recall of 64% due to the excessive negative samples. Marinho et al. [18] proposed a hierarchical nested NER model based on a transition-based parser. In contract information extraction, Sun et al. [19] proposed a single CNN with max pooling to tag lengthy entity mentions in insurance policies. However, the results on ACE and GENIA datasets were not tested in their works.
To address the above issues, we propose a novel ToI-based method to model the contextual dependencies, reduce the training time, eliminate overlapping mentions in prediction, and achieve the excellent performance. Figure 2 illustrates the model of ToI-CNN with dual Transformer encoders (ToI-CNN + DTE). To highlight the relation between the token representations of input and output, we use arrow lines to connect the circles that represent the tokens. The ToI-CNN + DTE contains four major parts: dual Transformer encoders, CNN, HAT pooling operation, and classification layer. Transformer encoder is based on the original implementation described in [16] . We revise the self-attention part of the Transformer encoder using a directional mask such as left-to-right (green solid line in DTE) and right-to-left (blue dashed line in DTE), respectively. Our model is based on text-of-interest (ToI) detection. The model passes bottom-up ToIs and classifies them as shown in the red dashed rectangle ''B C''. The CNN layer consists of m filters with kernel size of k × d, where d is the dimension of embeddings and k = 3. ToIs from the same sentence share the contextual tokens and extracted feature maps. HAT pooling operation converts the varied length ToIs into a fixed length vector. Then, the fixed length vector can be fed into fully connected (FC) layers and then a softmax layer, which produces the probabilities over T + 1 classes, where T is the number of the entity type. The input representation of the token sequence, {e i }, is the combination of word embeddings, character-level word embeddings, and POS tag embeddings. We use a bidirectional LSTM to construct character-level word embeddings [20] .
III. TOI-CNN + DTE MODEL

A. DUAL TRANSFORMER ENCODERS
Vaswani et al. [16] proposed the transformer architecture that is based on the self-attention mechanism. The self-attention mechanism [21] , [22] can learn long-distance dependencies and be implemented in efficient parallelization. We use the encoder layer of the Transformer to encode the contextual representations of the words over a sentence. The encoder layer consists of multi-head dot-product self-attention and a fully connected feed-forward layer, coupled with a layer normalization and residual connection. Due to lack of directional information, Vaswani et al. used the absolute position of the tokens as positional encodings at the inputs of the encoder and decoder stacks [16] .
In this work, we design a directional self-attention mechanism to emphasize the directional dependency among the input tokens. The directional self-attention is defined as follows:
where matrices Q, K , and V consist of queries and keys of dimension d k , and values of dimension d v . The details can refer to [16] . Let M denote the directional mask,
when the direction is from left to right and
when the direction is from right to left. The encoding procedure of dual Transformer encoders is similar to that of bi-LSTM which processes the input from left to right (forward) and right to left (backward), respectively. We place these two opposite directional encoders for the input sentence ''A B C D'' in Figure 2 . The input of the convolutional layer is the sum of two transformer encoders' output.
B. THE CONVOLUTIONAL LAYER
The input of the convolutional layer is n × d, where d is the dimension of embeddings and n is the length of a sentence. The convolution layer has a set of filters w ∈ R k×d and produces m feature maps f ∈ R n×m . Rectified linear unit (ReLU) activation is computed after the convolution,
where * denotes the convolution operator, b ∈ R m×1 is a bias term, and σ denotes ReLU activation. We pad k−1 2 zeros evenly in the left and right of a sentence to ensure that the size of the output is same as the input. 
C. HAT POOLING AND CLASSIFICATION LAYER
The HAT pooling layer uses pooling technique to convert the feature maps of ToIs with any length into a fixed length feature. The pooled out vector is composed of head, average, and tail features (called HAT pooling), as shown in Figure 3 . f = {f i } is a convolutional feature. The red dashed rectangle is a ToI feeding forward through the pooling layer. Assume that the position of ToI in f is from i to j, the pooled out vector is f i ; 1 j−i+1 j k=i f k ; f j . The pooling results with fixed length 3 × m are sequentially arranged into a vector, which is followed by the fully connected layer.
We perform the classification task on two fully connected (FC) layers and a softmax layer. In FC network,
where y ∈ R v×1 is the output of FC for given x ∈ R u×1 , W ∈ R u×v is a weight matrix, and b ∈ R v×1 is a bias term. The final output of FCs is converted to probability distribution by softmax layer, which is a normalized exponential function. As usual, this layer outputs a probability distribution p = (p 0 , . . . , p T ). One additional category is negative background, which is defined in the next subsection.
D. MULTILAYER EXTENSION
Several structural models of nested NER as shown in Table 1 can detect the layer of nested entities, in addition to category label. Ju et al. [2] reported the results of layer detection. For layer evaluation in our model, we extend layer classification network with multi-task learning, as shown in Figure 5 . In layer classification, three layers need to be identified because the entities above the third layer are almost none [2] . The multi-task loss L of ToI-CNN + DTE model is the sum of cross-entropy loss on category and layer classification. We do not calculate the loss of background negative in layer classification because the layer of background negative is unknown. The loss function is defined as follows:
where λ is a weight parameter. 
where IoU b is a threshold, g b has the maximum IoU with b for all ground truths G in one sentence,
IoU (a, b) is a function measuring how much overlap occurs between two text strings a and b, and defined as follows:
We generate all possible negative backgrounds based on IoU b with length limitation L b . Figure 4 illustrates an example of labeled ground truths and negative backgrounds. All labeled entities {Witnesses[PER], they[PER], a presidential complex in the center of the city[FAC], the center of the city[LOC], the city[GPE]} are marked. Given three sliding windows {say, around a presidential, in the center} denoted by red rectangle, the maximum IoU with all ground truths is 0, 1/5, and 1/3 respectively. If we set IoU b = 1/2, they are all considered as negative backgrounds.
IV. EXPERIMENTS A. DATASETS
We perform nested NER experiments on GENIA [6] and ACE corpora. 1 These datasets and train/dev/test splitting are briefly introduced as follows:
• GENIA: This dataset is for biomedical NER. It involves 36 fine-grained entity categories of total 2000 MED-LINE abstracts. Following the same task settings as the previous works, we collapse all DNA, RNA, and protein subcategories into DNA, RNA, and protein respectively, keep cell line and cell type, and remove other types. We split the dataset into train/dev/test sets sequentially with the ratio of 8:1:1 as same as the previous works [1] , [9] . We use the dev set to tune parameters. In evaluating the test set, following train/test split of 9:1 in [3] , [12] , [23] , we concatenate train and dev portions as the train set for direct comparison.
• ACE: The data of ACE is from newswire and broadcast news. It contains 7 fine-grained entity categories, which are Person (PER), Organization (ORG), Geographical Entities (GPE), Location (LOC), Facility (FAC), Weapon (WEA) and Vehicle (VEH). Testing is performed on the English portion of ACE2004 and ACE2005. We split ACE2004 ad ACE2005 into train/dev/test sets randomly with the ratio of 8:1:1 respectively as same as the previous work [1] , [3] .
B. SETTINGS
We use GloVe [24] 100-dimensional word vectors for ACE and biomedical word vectors 2 for GENIA. We also update GloVe word embeddings on training via backpropagation [25] . The size of mini-batches is N s = 8 sentences of the same length. For each sentence, we use all labeled ground truths and negative backgrounds for training. In testing, we input all text sliding windows which length is not greater than L b for entity detection. Most of the object detection 1 https://catalog.ldc.upenn.edu/LDC2005T09 (ACE2004) and https://catalog.ldc.upenn.edu/LDC2006T06 (ACE2005) 2 wikipedia-pubmed-and-PMC-w2v in the URL of http://bio.nlplab.org/. methods use non-maximum suppression (NMS) to reduce the number of false positives [26] . In our ToI detection approach, NMS is not applied because we find that the detection results of ToI-CNN + DTE have no overlappings except nested. Hyperparameters of ToI-CNN + DTE are shown in Table 2 . Statistics of samples on the train/dev/test sets is listed in Table 3 . We implement ToI-CNN + DTE network using PyTorch and run Adam [27] optimizer with the learning rate of 3e-4. Autograd in PyTorch computes all the back propagation gradients automatically. After first 10 epochs, we decrease the learning rate by 10% if the training loss increases. The code and trained model of ToI-CNN + DTE on GitHub. 3 
C. RESULTS OF TOI-CNN + DTE
Micro-precision (P), micro-recall (R) and micro-F1 score are used for the evaluation metrics in the experiments. Table 4 shows the performance of ToI-CNN + DTE on the development and test sets of ACE2004, ACE2005 and GENIA without extra data and pre-trained model. The performance on the dev and test sets are very close. The difference between the dev and test sets are less than 0.5% in F1 score. Table 5 , Table 6 and Table 7 show the categorical performances of ToI-CNN + DTE on test sets of ACE2004, ACE2005 and GENIA respectively. On the ACE datasets, the number of PER entities is the largest and the performance of PER is better than that of other types. On the GENIA dataset, our model performs 3 https://github.com/Nested-NER/multilayer-ToI-CNN-DTE best in RNA. The number of RNA is the second largest and smaller than that of Protein. Figure 6 shows the performance of ToI-CNN + DTE with different IOU b . The great majority of the entities in ACE2004, ACE2005, and GENIA are 1-5 words. Therefore, we set IOU b = {0, 1/3, 1/2, 2/3, 3/4, 4/5} in the form of a fraction number. If IOU b > 0 in Eqn. 5, the negative backgrounds can overlap with the entities. For example, if IoU b = 1/2, ''the center'', ''of the'', and ''city'' could become the negative samples of the entity ''the center of the city''. This has the advantage of preventing interference from the subsets of the entity strings in sliding window detection, thereby reducing false positives. From Figure 6 , we find that when IoU b is from 1/2 to 2/3, more subsets of the entity strings are added to the negative set, and F1 score gradually increases. F1 score reaches the highest when IOU b = 2/3 on the ACE datasets, and IOU b = 3/4 on the GENIA dataset.
We also test the performance of multi-layer CNN. The multi-layer CNN consists of N CNN layers. Inspired by ResNets [28] , we use a shortcut connection to create a direct path for propagating information. The identical mapping is added to the output of each CNN layer. One CNN layer has d feature maps if the contextual token representation dimension is d so that the input and output of a CNN layer are in the same dimension. We randomly train the model 10 times and the average performance with different depth N on the test sets are shown in Table 9 . F1 scores of N = 1 are 0.4%, 0.7%, 0.5% higher than those without CNN, i.e. N = 0, on the ACE2004, ACE2005, and GENIA datasets, respectively. The performance is slightly changed, approximately ±0.1%, when N > 1. Table 8 shows the comparison with state-of-the-art models on the ACE2004 and ACE2005 datasets. The performance data of the compared methods are retrieved from the original paper. ToI-CNN + DTE with HAT pooling performs the best in precision, recall and F1 score on ACE2004 and ACE2005. The performance of HAT pooling is better than that of average pooling, increasing 1.2% and 1.7% for F1 score on the ACE2004 and ACE 2005 datasets, respectively. It indicates that border information of the entities is useful for nested NER. We also test the performance of ToI-CNN with one transformer encoder. Compared to ToI-CNN + DTE, F1 score of ToI-CNN + TE decreases 0.7% and 0.6% on the ACE2004 and ACE2005 datasets, respectively. Table 10 shows the comparison with state-of-the-art models on GENIA dataset. The performance of ToI-CNN + DTE is the best of all methods except Sohrab and Miwa [4] . The performance of average pooling also illustrates the effect of HAT pooling, an increase of 0.7% in F1 score on the GENIA dataset. F1 score of ToI-CNN + DTE is also 0.3% higher than that of ToI-CNN + TE.
D. COMPARISON WITH STATE-OF-THE-ART MODELS
Our model significantly outperforms the other methods in training cost, benefiting from the self-attention and CNN that can process all data in parallel. In the recurrent neural network model, generating a sequence of state h t depends on the previous state h t−1 and the input of position t. This inherently limits parallelization on training. We train the models on one machine with NVIDIA GeForce GTX 1080Ti (GPU) and AMD Ryzen 7 1800X Processor 3.6GHz (CPU). Table 11 shows the overall training time compared with hypergraph [13] and layered LSTM [2] models. To achieve the optimal performance, training takes approximately 2.3 hours on the ACE datasets and 5.5 hours on the GENIA dataset.
E. RESULTS OF LAYER EVALUATION
Our model can be easily extended to layer evaluation, as shown in Figure 5 . Table 12 , Table 13 and Table 14 show the multilayer performance on the ACE2004, ACE2005 and GENIA datasets, respectively. We compare our multilayer ToI-CNN + DTE with the layered model of Ju et al. [2] . Ju et al. presented the results of the standard and extended evaluation. The standard evaluation requires that the predicated entities should be on the correct flat NER layer, but the extended evaluation does not require this. We use the standard evaluation metric in Table 12 , Table 13 and Table 14 . Layer evaluation performance of multilayer ToI-CNN + DTE is better than that of stacking flat NER layers on all datasets.
V. CONCLUSION
This paper has presented a novel ToI detection model for nested NER. We design an end-to-end model combining CNN and directional Transformer encoders. The HAT pooling and directional self-attention in the transformer encoder improve the performance of our model, especially on the ACE2004 and ACE2005 datasets. The experimental results show that our ToI-based detection approach obtains the best performance on the ACE datasets and the competitive result on the GENIA dataset without extra data and pre-trained model.
