In this paper linear canonical correlation analysis (LCCA) is generalized by applying a structured transform to the joint probability distribution of the considered pair of random vectors, i.e., a transformation of the joint probability measure defined on their joint observation space. This framework, called measure transformed canonical correlation analysis (MTCCA), applies LCCA to the data after transformation of the joint probability measure. We show that judicious choice of the transform leads to a modified canonical correlation analysis, which, in contrast to LCCA, is capable of detecting non-linear relationships between the considered pair of random vectors. Unlike kernel canonical correlation analysis, where the transformation is applied to the random vectors, in MTCCA the transformation is applied to their joint probability distribution. This results in performance advantages and reduced implementation complexity. The proposed approach is illustrated for graphical model selection in simulated data having non-linear dependencies, and for measuring long-term associations between companies traded in the NASDAQ and NYSE stock markets.
I. INTRODUCTION
Linear canonical correlation analysis (LCCA) [1] is a technique for multivariate data analysis and dimensionality reduction, which quantifies the linear associations between a pair of random vectors. In particular, LCCA generates a sequence of pairwise unit variance linear combinations of the considered arXiv:1111.6308v3 [stat.ME] 19 Apr 2012 random vectors, such that the Pearson correlation coefficient between the elements of each pair is maximal, and each pair is uncorrelated with its predecessors. The coefficients of these linear combinations, called the linear canonical directions, give insight into the underlying relationships between the random vectors. They are easily obtained by solving a simple generalized eigenvalue decomposition (GEVD) problem, which only involves the covariance and cross-covariance matrices of the considered random vectors. LCCA has been applied to blind source separation [3] , image set matching [4] , direction-of-arrival estimation [5] , [6] , data fusion and group inference in medical imaging data [7] , localization of visual events associated with sound sources [8] , audio-video synchronization [9] , undersea target classification [10] among others.
The Pearson correlation coefficient is only sensitive to linear associations between random variables. Therefore, in cases where the considered random vectors are statistically dependent yet uncorrelated, LCCA is not an informative tool.
In order to overcome the linear dependence limitation several generalizations of LCCA have been proposed in the literature. In [11] an information-theoretic approach to canonical correlation analysis, called ICCA, was proposed. This method generates a sequence pairwise unit variance linear combinations of the considered random vectors, such that the mutual-information (MI) [12] between the elements of each pair is maximal, and each pair is uncorrelated with its predecessors. Since the MI is a general measure of statistical dependence, which is sensitive to non-linear relationships, the ICCA [11] is capable of capturing pairs of linear combinations exhibiting non-linear dependence. However, in contrast to LCCA, the ICCA does not reduce to a simple GEVD problem. Indeed, in [11] each pair of linear combinations must be obtained separately via an iterative Newton-Raphson [13] algorithm, which may converge to undesired local maxima. Moreover each step of the Newton-Raphson algorithm involves re-estimation of the MI in a non-parametric manner at a potentially high computational cost.
Another approach to non-linear generalization of LCCA is kernel canonical correlation analysis (KCCA) [14] - [16] . KCCA applies LCCA to high-dimensional non-linear transformations of the considered random vectors that map them into some reproducing kernel Hilbert spaces. Although the KCCA approach can be successful in extracting non-linear relations [16] , [17] - [19] , it suffers from the following drawbacks. First, the high-dimensional mappings may have high computational complexity. Second, the method is highly prone to over-fitting errors, and requires regularization of the covariance matrices of the transformed random vectors to increase numerical stability. Finally, the non-linear mappings of the random vectors may mask the dependencies between their original coordinates.
In this paper we propose a different non-linear generalization of LCCA called measure transformed canonical correlation analysis (MTCCA). We apply a structured transform to the joint probability distri-bution of the considered pair of random vectors, i.e., a transformation of the joint probability measure defined on their joint observation space. The proposed transform is structured by a pair of non-negative functions called the MT-functions. It preserves statistical independence and maps the joint probability distribution into a set of probability measures on the joint observation space. By modifying the MTfunctions classes of measure transformations can be obtained that have different properties. Two types of MT-functions, the exponential and the Gaussian, are developed in this paper. The former has a translation invariance property while the latter has a localization property.
MTCCA applies LCCA to the considered pair of random vectors under the proposed probability measure transform. By modifying the MT-functions the correlation coefficient under the transformed probability measure, called the MT-correlation coefficient, is modified, resulting in a new general framework for canonical correlation analysis. In MTCCA, the MT-correlation coefficients between the elements of each generated pair of linear combinations are called the MT-canonical correlation coefficients.
The MT-functions are selected from exponential and Gaussian families of functions parameterized by scale and location parameters. Under these function classes it is shown that pairs of linear combinations with non-linear dependence can be detected by MTCCA. The parameters of the MT-functions are selected via maximization of a lower bound on the largest MT-canonical correlation coefficient. We show that, for these selected parameters, the corresponding largest MT-canonical correlation coefficient constitutes a measure for statistical independence under the original probability distribution. In this case it is also shown that the considered random vectors are statistically independent under both transformed and original probability distributions if and only if they are uncorrelated under the transformed probability distribution.
In the paper an empirical implementation of MTCCA is proposed that uses strongly consistent estimators of the measure transformed covariance and cross-covariance matrices of the considered random vectors.
The MTCCA approach has the following advantages over LCCA, ICCA, and the KCCA discussed above: 1) In contrast to LCCA, MTCCA is capable of detecting non-linear dependencies. Moreover, under appropriate selection of the MT-functions, the largest MT-canonical correlation coefficient is a measure of statistical independence between the considered random vectors. 2) In comparison to the ICCA, MTCCA is easier to implement from the following reasons. First, it reduces to a simple GEVD problem, which only involves the measure transformed covariance and cross-covariance matrices of the considered random vectors. Second, while MTCCA with exponential and Gaussian MT-functions involves a single maximization for choosing the MT-functions parameters, the ICCA involves a sequence of maximization problems, each having the same dimensionality as in MTCCA. 3) In the paper we show that unlike the empirical ICCA and KCCA, the computational complexity of the empirical MTCCA is linear in the sample size which makes it favorable in large sample size scenarios. 4) Unlike KCCA, MTCCA does not expand the dimensions of the random vectors, nor does it require regularization of their measure transformed covariance matrices. 5) Finally, unlike KCCA, in MTCCA the original coordinates of the observation vectors are retained after the probability measure transform. Therefore, MTCCA can be easily applied to variable selection [20] by discarding a subset of the variables for which the corresponding entries of the measure transformed canonical directions are practically zero.
The proposed approach is illustrated for two applications. The first is a simulation of graphical models with known dependency structure. In this simulated example we show that in similar to ICCA, the MTCCA outperforms the LCCA in selecting valid linear/non-linear graphical model topology. The second application is construction of networks that analyze long-term associations between companies traded in the NASDAQ and NYSE stock markets. We show that MTCCA and KCCA better associate companies in the same sector (technology, pharmaceutical, financial) than does LCCA and ICCA. Furthermore, MTCCA is able to achieve this by finding strong non-linear dependencies between the daily log-returns of these companies.
The paper is organized as follows. In Section II, LCCA is reviewed. In Section III, LCCA is generalized by applying a transform to the joint probability distribution. Selection of the MT-functions associated with the transform is discussed in Section IV. In Section V, empirical implementation of MTCCA is obtained. In Section VI, the proposed approach is illustrated via simulation experiment. In Section VII, the main points of this contribution are summarized. The propositions and theorems stated throughout the paper are proved in the Appendix.
II. LINEAR CANONICAL CORRELATION ANALYSIS: REVIEW

A. Preliminaries
Let X and Y denote two random vectors, whose observation spaces are given by X ⊆ R p and Y ⊆ R q , respectively. We define the measure space (X × Y, S X ×Y , P XY ), where S X ×Y is a σ-algebra over X × Y, and P XY is the joint probability measure on S X ×Y . The marginal probability measures of P XY on S X and S Y are denoted by P X and P Y , where S X and S Y are the σ-algebras over X and Y, respectively. Let
where x ∈ X and y ∈ Y. The random vectors X and Y will be said to be statistically independent under
for all integrable scalar functions g 1 (·), g 2 (·) on X and Y, respectively. The random vectors X and Y will be said to be uncorrelated under P XY if
where (·) T denotes the transpose operator.
B. The LCCA procedure LCCA generates a sequence of pairwise unit-variance linear combinations
. . , r = min (p, q) in the following manner. The first pair a T 1 X, b T 1 Y is determined by maximizing the Pearson correlation coefficient between a T X and b T Y over a ∈ R p and b ∈ R q with the constraint that both 
where Var [·; P X ] and Cov [·, ·; P XY ] denote the variance and covariance under P X and P XY , respectively.
The last equality in (4) can be easily verified using the basic definitions of variance and covariance, where Σ X ∈ R p×p , Σ Y ∈ R q×q and Σ XY ∈ R p×q denote the covariance matrix of X under P X , the covariance matrix of Y under P Y , and their cross-covariance matrix under P XY , respectively, and it is assumed that Σ X and Σ Y are non-singular.
Hence, LCCA solves the following constraint maximization sequentially over k = 1, . . . , r.
and 
It is well known that the constrained maximization problem in (5) reduces to the set of r distinct solutions of the following generalized eigenvalue problem [21] 
where
is the k-th largest generalized eigenvalue of the pencil in (6) , and
T is its corresponding generalized eigenvector.
III. MEASURE TRANSFORMED CANONICAL CORRELATION ANALYSIS
In this section LCCA is generalized by applying a transform to the joint probability measure P XY .
First, a transform which maps P XY into a set of joint probability measures Q A. Transformation of the joint probability measure P XY Definition 1. Given two non-negative functions u : R p → R and v : R q → R satisfying
a transform on the joint probability measure P XY is defined via the following relation
where A ∈ S X ×Y , x ∈ X , y ∈ Y, and
The functions u (·) and v (·), associated with the transform T u,v [·] , are called the MT-functions.
In the following Proposition, some properties of the measure transform (8) are given.
XY be defined by relation (8) . Then
XY is a probability measure on S X ×Y .
2) Q (u,v)
XY is absolutely continuous w.r.t. P XY , with Radon-Nikodym derivative [33] given by 
. . , r = min (p, q) that have the following properties under the transformed probability measure Q (u,v) The correlation coefficient between a T X and
where Corr ·, ·; Q Using (1) and (10) it can be shown that
where G (X, Y) is some arbitrary matrix function of X and Y. Therefore, one can easily verify that
and
Equations (12)- (14) imply that Σ
are weighted covariance and cross-covariance matrices of X and Y under P XY , with weighting function ϕ u,v (·, ·).
MTCCA solves the following constrained maximization sequentially over k = 1, . . . , r.
XY denotes the k-th order MT-canonical correlation coefficient. Since the number of constraints in (15) increases with k, the MT-canonical correlation coefficients satisfy the
Similarly to (5) the constrained maximization problem in (15) reduces to the following generalized eigenvalue problem
is the k-th largest generalized eigenvalue of the pencil in (16) , and
By modifying the MT-functions u (·) and v (·), such that the condition in (7) is satisfied, the MT-
XY is modified, resulting in a family of canonical correlation analyses, generalizing LCCA described in Subsection II-B. In particular, by choosing u (x) ≡ 1 and v (y) ≡ 1,
, and the LCCA is obtained.
Other choices of u (·) and v (·) are discussed below.
IV. SELECTION OF THE MT-FUNCTIONS
In this section we parameterize the MT-functions u (x; s) and v (y; t) with parameters s ∈ R p and t ∈ R q under the exponential and Gaussian families of functions. This will result in the corresponding
XY (t, s) gaining sensitivity to non-linear relationships between the entries of X and Y. Optimal choice of the parameters s and t is also discussed.
A. Exponential MT-functions
Let u (·; ·) and v (·; ·) be defined as the parameterized functions
where s ∈ R p and t ∈ R q . Using (9), (14) and (17) one can easily verify that the cross-covariance matrix
is the joint moment generating function of X and Y, and it is assumed that M XY (s, t) is finite in some open region in R p × R q containing the origin. Note that the cross-covariance matrix in (18) involves higher-order statistics of X and Y. Additionally, observe that Σ
reduces to the standard cross-covariance matrix Σ XY for s = 0 and t = 0. Finally, note that the quantity in (18) has been proposed in [22] - [28] for blind source separation, blind channel estimation, blind channel equalization, and auto-regression parameter estimation. To the best of our knowledge this paper is the first to propose this quantity for generalizing LCCA.
In the following Theorem, which follows directly from (18) and the properties of M XY (s, t) [29] , [30] ,
XY (s, t) preserves statistical independence and can capture non-linear dependencies when they exist. Theorem 1. Let U denote an arbitrary open region in R p × R q containing the origin, and assume that M XY (s, t) is finite on U . The random vectors X and Y are statistically independent under the joint probability measure P XY if and only if
[A proof is given in Appendix B].
The "if" is the interesting part of the theorem since the "only if" part follows directly from Property 3 of Proposition 1. In particular, if X and Y are statistically dependent under P XY , then there exist a ∈ R p , (11) implies that if X and Y are statistically dependent under P XY then there exist linear combinations of the form a T X and b T Y whose
Finally, we show that MTCCA with the exponential MT-functions in (17) is translation-invariant. Let X X+α and Y Y+β, where α and β are deterministic vectors in R p and R q , respectively. According to (9) and (17) 
. Thus, by (15) , the MT-canonical correlation coefficients are invariant to translation, i.e.
for k = 1, . . . , r.
B. Gaussian MT-functions
Next we define the MT-functions u (·; ·, ·) and v (·; ·, ·) by
where s ∈ R p , t ∈ R q , σ ∈ R + , τ ∈ R + , and · 2 denotes the l 2 -norm. Since u G (·; ·, ·) and v G (·; ·, ·)
are strictly positive and bounded, one can easily verify that the condition in (7) is satisfied. Relations (9) and (14) imply that the MT-functions (21) produce a weighted cross-covariance matrix, for which the observations are weighted in an inverse proportion to the distances x − s 
[A proof is given in Appendix C].
Hence, if X and Y are statistically dependent under P XY , then there exist
Therefore, again, non-linear dependencies can be detected using MTCCA.
C. Comparison between the exponential and Gaussian MT-functions:
Unlike MTCCA with Gaussian MT-fucntions (21), MTCCA with exponential MT-functions (17) is translation invariant. Moreover, in MTCCA with Gaussian MT-functions, in addition to the location parameters s, t, which share the same dimensionality of the scaling parameters of the exponential MTfunctions, one has to set two width parameters σ and τ . On the other hand, unlike the exponential MTfunctions, the Gaussian MT-functions are bounded in the joint observation space X × Y. Hence, MTCCA
with Gaussian MT-functions is more robust to outliers. Additionally, the Gaussian MT-functions has the property that they localize linear dependence over the observation space. This property is illustrated in 
D. Selection of the MT-functions parameters
A natural choice of the parameters s and t, would be those that maximize the first-order MT-canonical
XY (s, t) in (15) . However, this maximization is analytically cumbersome. Therefore, as an alternative, we propose maximizing a lower bound on
XY (s, t) . We show that the resultant first-order MT-canonical correlation coefficient will be sensitive to dependence between X and Y. Proposition 2. Define the following element-by-element average:
where [A] i,j denotes the i, j-th entry of A.
[A proof is given in Appendix D]
Proposition 2 suggests choosing the optimal MT-functions parameters by maximizing the lower bound in (24):
where V a closed region in R p × R q containing the origin. Under the MT-functions pairs in (17) and
XY (s, t) is continuous in R p × R q . Therefore, by the extreme value theorem [31] it has a maximum in V . The maximization problem in (25) can be solved numerically, e.g., using gradient ascent [13] or greedy search over the region V .
The following theorem justifies the use of the first-order MT-canonical correlation coefficient as a measure of statistical independence.
Theorem 3. The random vectors X and Y are statistically independent under P XY if and only if
where (u, v) are the MT-functions in (17) or (21), and (s * , t * ) are selected according to (25) . 
Assume
where X k and Y l denote the k-th and the l-th entries of X and Y, respectively. ThenΣ
Note that for u (X) ≡ 1 and v (Y) ≡ 1, the estimatorsΣ Table I .
The sample means and standard deviations of the absolute dot products of (a 1 / a 1 2 ,â 1 / â 1 2 ) and
, based on 1000 Monte-Carlo simulations, are given in Table II 
, and P XY , respectively.
B. Simulation example 2: Selection of graphical model with linear and non-linear connections
In this example, we consider a more complex model. Let the random vectors
T satisfy
where X i , i = 1, . . . , 5, W i , i = 1, 2, and Y 3 are mutually independent standard normal random variables.
In this example there exist two independent pairs of linear combinations The averaged estimates of the MT, linear, and informational canonical correlation coefficients and their corresponding averaged p-values, based on 1000 Monte-Carlo simulations, are given in Table III . The sample means and standard deviations of the absolute dot products of the pairs (a k / a k 2 ,â k / â k 2 ) and
, based on 1000 Monte-Carlo simulations, are given in Table IV . Observe that both MTCCA and ICCA detect the true dependencies between X and Y, depicted by the bipartite graphical model in Fig. 3 . As expected, the LCCA detects only the linearly dependent combinations. We note that in this example the difference between MTCCA and ICCA may possibly arise from the sensitivity of fixed kernel density estimation, preformed in ICCA, to the heavy-tailed financial data [37] .
VII. CONCLUSION
In this paper, LCCA was generalized by applying a structured transform to the joint probability distri- proposed based on specification of MT-functions in the exponential and Gaussian families, respectively.
The proposed MTCCA approach was compared to LCCA, ICCA and KCCA for graphical model selection in simulated data having non-linear dependencies, and for measuring long-term associations between pairs of companies traded on the NASDAQ and NYSE stock markets. It is likely that there exist other classes of MT-functions that have a similar capability to accurately detect non-linear dependencies.
In the paper we have shown that the Hessian of the joint cumulant generating function (18) is a special case of measure transformed covariance matrix with exponential MT-functions. Therefore, in similar to the generalization proposed in this paper, the techniques in [22] - [28] , which are based on Hessians of the cumulant generating function, may also be generalized by the measure-transformation framework.
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2) Property 2:
Follows from definitions 4.1.1 and 4.1.3 in [32] .
3) Property 3:
Let Q XY , defined on S X and S Y , respectively. Additionally, let A x and A y denote arbitrary sets in the σ-algebras S X and S Y , respectively. Using (8) and (9), the assumed statistical independence of X and Y under P XY , and Tonelli's Theorem [33] :
Similarly, it can be shown that Q According to the definition of ϕ u,v (x, y) in (9), the strict positivity of u (x) and v (y), and Property 2, we have that Q XY (x,y) dP XY (x,y) = ϕ u,v (x, y). Therefore, by Proposition 4.1.2 in [32] it is implied that P XY is absolutely continuous w.r.t. Q 
Similarly, it can be shown that and second columns are much more concentrated than the linear and informational canonical directions in third and fourth columns, respectively. In particular, while linear and informational canonical directions appear to be equally sensitive to the daily log-returns and the daily log-volume ratios, MT-canonical directions are much more sensitive to the former as contrasted to the latter. and
Now, using (1), (9) , and (10) we have that
and similarly, 28 Additionally, by setting A x = X and A y = Y in (36), followed by using (1), (39), and (40) it is implied that
Finally, substitution of (41) into (36), (40) into (37) , and (39) into (38) yields
and therefore, since A x and A y are arbitrary, X and Y are statistically independent under P XY .
B. Proof of Theorem 1:
Using (18) and (19) one can verify that if the condition in (20) is satisfied, then 
C. Proof of Theorem 2:
Using (9), (14) , and (21) one can easily verify that
Additionally, define
as the joint moment generating function of X and Y under the transformed probability measure Q
and it is assumed that the denominator
In the following, the limits of the series in the r.h.s. of (52)-(54) are obtained. Additionally, in Remark 3 below, we show that the assumption in (55) is satisfied. Since (X n , Y n ), n = 1, . . . , N is a sequence of i.i.d. samples of (X, Y), then the random matrices X n Y T n u (X n ) v (Y n ), n = 1, . . . , N , in the r.h.s. of (52), define a sequence of i.i.d. samples of XY T u (X) v (Y). Moreover, if E X 4 k ; P X < ∞, for any k = 1, . . . , p, E Y 4 l ; P Y < ∞, for any l = 1, . . . , q, E u 4 (X) ; P X < ∞, and E v 4 (Y) ; P Y < ∞, then
for any k = 1, . . . , p and any l = 1, . . . , q, where the second and third semi-inequalities stem from the Hölder inequality for random variables [32] . Therefore, by Khinchine's strong law of large numbers (KSLLN) [33] lim
Similarly, it can be shown that if the conditions in (31) and ( 
Remark 3. By (60) and the assumption in (7) the denominator in the r.h.s. of (52)- (54) is non-zero almost surely.
Therefore, since the sequences in the l.h.s. of (52)-(54) are obtained by continuous mappings of the elements of the sequences in their r.h.s., then by (57)-(60), and the Mann-Wald Theorem [34] lim
where s k and t l are the k-th and l-th entries of s and t, respectively, andν (X, α) is the empirical α-th percentile of the random variable X. One can notice that V G defines a closed rectangle in R p × R q . In the considered examples it was verified that V G contains the origin. We note that in case where V G does not contain the origin, one can always subtract the expectations of X and Y and perform MTCCA on X = X − E [X; P X ] and Y = Y − E [Y; P Y ].
2) Obtain estimates of the MT-canonical correlation coefficients, 
where ρ =ρ k is the k-th largest generalized eigenvalue of the pencil in (65), and a T ,
is its corresponding generalized eigenvector.
In all considered examples the width parameters σ and τ of the Gaussian MT-functions (21) were set to σ = In all considered examples, the number of permutations M and the significance level α were set to 1000 and 0.01, respectively.
