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Abstract
We investigate a high-order, fully explicit, asymptotic-preserving scheme for a kinetic equation with
linear relaxation, both in the hydrodynamic and diffusive scalings in which a hyperbolic, resp. parabolic,
limiting equation exists. The scheme first takes a few small (inner) steps with a simple, explicit method
(such as direct forward Euler) to damp out the stiff components of the solution and estimate the time
derivative of the slow components. These estimated time derivatives are then used in an (outer) Runge–
Kutta method of arbitrary order. We show that, with an appropriate choice of inner step size, the time-
step restriction on the outer time step is similar to the stability condition for the limiting macroscopic
equation. Moreover, the number of inner time steps is also independent of the scaling parameter. We
analyse stability and consistency, and illustrate with numerical results.
1 Introduction
In many applications (such as traffic flow, biology or physics), the system under study consists of a large
number of interacting particles. One option is to simulate such systems at a microscopic level, via an agent-
based description with great modelling detail. At a mesoscopic level, one can write a kinetic description that
governs the evolution of the particle distribution in position-velocity space. Then, f(x, v, t) represents the
probability of finding a particle at position x, moving with velocity v at time t. Its evolution is governed by
a kinetic equation,
∂tf
ε + v∂xf
ε = Q(fε), (1)
in which the lefthand side describes free transport and Q(f) embodies collisions (velocity changes). Equation
(1) can be made dimensionless via a rescaling with respect to the characteristic length L, time T and velocity
V scales
x˜ = Lx t˜ = Tt v˜ = V v.
The regimes in which we are interested are L = V Tεγ , where ε is a positive constant and γ is an integer
that indicates a hydrodynamic (γ = 0) or diffusive (γ = 1) scaling. (Details on the choice of scaling are in
section 2.) This, omitting the tildes, results in the dimensionless equation
∂tf
ε +
v
εγ
∂xf
ε =
Q(fε)
εγ+1
. (2)
In a diffusive or hydrodynamic scaling, one can usually obtain an approximate macroscopic partial dif-
ferential equation (PDE) for a number of low-order moments of the particle distribution f (such as density,
momentum, etc.). Improving upon the macroscopic approximation, however, is computationally expensive.
Because of the stiffness of (2), explicit methods require an excessively small time-step for small values of ε,
whereas implicit methods suffer from the high dimensionality of the problem.
There is currently a large research effort in the design of algorithms that are uniformly stable in ε and
approach a scheme for the limiting equation when ε tends to 0; such schemes are called asymptotic-preserving
in the sense of Jin [31]. We briefly review here some achievements, and refer to the cited references for more
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details. In [28, 29, 35], separating the distribution f into its odd and even parts in the velocity variable
results in a coupled system of transport equations where the stiffness appears only in the source term,
allowing to use a time-splitting technique [49] with implicit treatment of the source term; see also related
work in [31, 35, 34, 36]. Implicit-explicit (IMEX) schemes are an extensively studied technique to tackle this
kind of problems [3, 17] (and references therein). Recent results in this setting were obtained by Dimarco et
al. to deal with nonlinear collision kernels [13], and an extension to hyperbolic systems in a diffusive limit is
given in [6]. A different point of view based on well-balanced methods was introduced by Gosse and Toscani
[22, 23], see also [9, 8]. Discontinuous Galerkin schemes have also been developed [38, 1, 41, 42, 24], as well as
regularization methods [27, 25]. When the collision operator allows for an explicit computation, an explicit
scheme can be obtained subject to a classical diffusion CFL condition by splitting f into its mean value and
the first-order fluctuations in a Chapman-Enskog expansion form [20]. Also, closure by moments [12, e.g.]
can lead to reduced systems for which time-splitting provides new classes of schemes [10], see [44, 45, 40, 50]
for more complete references on moment methods in general. Alternatively, a micro-macro decomposition
based on a Chapman-Enskog expansion has been proposed [40], leading to a system of transport equations
that allows to design a semi-implicit scheme without time splitting. An non-local procedure based on the
quadrature of kernels obtained through pseudo-differential calculus was proposed in [4].
In [37], an alternative, fully explicit, asymptotic-preserving method was proposed, based on projective
integration, which was introduced in [18] as an explicit method for stiff systems of ordinary differential
equations (ODEs) that have a large gap between their fast and slow time scales; these methods fit within
recent research efforts on numerical methods for multiscale simulation [14, 15, 32, 33]; see also [16, 48, 52]
for related approaches. In projective integration, the fast modes, corresponding to the Jacobian eigenvalues
with large negative real parts, decay quickly, whereas the slow modes correspond to eigenvalues of smaller
magnitude and are the main contributions to the solution. Projective integration allows a stable yet explicit
integration of such problems by first taking a few small (inner) steps with a simple, explicit method, until
the transients corresponding to the fast modes have died out, and subsequently projecting (extrapolating)
the solution forward in time over a large (outer) time step; a schematic representation of the scheme is given
in figure 1. In [37], this method was shown to be asymptotic-preserving for kinetic equations in the diffusive
t
f
δt
∆t
Figure 1: Illustration of first order projective integration.
scaling with a linear relaxation collision operator: given an adequate choice of the size of the inner time step,
one can obtain a method that has a CFL-type step-size restriction on the outer time step, and requires a
number of inner steps that is independent of ε. The computational cost of the method is thus independent
of ε.
Many of the above-described methods have inherent limitations with respect to the order that can be
achieved with the time discretisation, for instance due to the time-splitting. In this paper, we present a
projective integration method that allows to attain arbitrary order accuracy in time. The generalisation
is based on a modification of classical Runge–Kutta methods, and retains all advantages of the method in
[37], i.e., it is fully explicit and asymptotic-preserving. Additionally, we significantly extend the analysis of
the scheme. Specifically, the results in [37] are limited to the diffusive scaling, and to an equation that has
a pure diffusion limiting equation. In this paper, we extend these results to model equations that result
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in an advection-diffusion limit when ε tends to 0, and the analysis now covers both the diffusive and the
hydrodynamic scaling. In [43], we discuss and illustrate how the method can be used in conjunction with a
relaxation method [2, 30] to create a fully general, explicit time integration method for hyperbolic systems
of conservation laws, also in multiple space dimensions. We remark that alternative approaches to obtain a
higher-order projective integration scheme have been proposed in [39, 46].
The remainder of the paper is organized as follows. In section 2, we discuss the model problems that will
be used during the numerical experiments. We then discuss the projective Runge-Kutta method (PRK) in
section 3, and provide a result concerning its stability region. In section 4, we perform an analysis of the
spectrum of the kinetic equations introduced in section 2, generalising the results obtained in [37] to the
hydrodynamic scaling and to systems with macroscopic advection. The analysis also reveals how to choose
the different method parameters of the projective Runge–Kutta method. In section 5 we give a consistency
proof that shows the order of accuracy. We illustrate the results with some numerical experiments in section 6.
Finally, section 7 contains a conclusion and outlook to future work.
2 Model problems
2.1 A simple kinetic equation
As a first model problem, we study a dimensionless scalar kinetic equation with linear relaxation in one
space dimension,
∂tf
ε +
v
εγ
∂xf
ε =
Mv(uε)− fε
εγ+1
, (3)
modelling the evolution of a particle distribution function fε(x, v, t) that gives the distribution of particles
at a given position x ∈ U = [−1, 1) with velocity v ∈ V ⊂ R at time t > 0, ε being a positive fixed constant.
For the consistency analysis, we will impose periodic boundary conditions In the numerical experiments,
we will also use Neumann boundary conditions. The parameter γ defines the scaling: when γ = 0, the
scaling is called hydrodynamic; γ = 1 corresponds to a diffusive scaling. The righthand side represents a
BGK collision operator [5] that models linear relaxation of fε towards a Maxwellian distributionMv(uε), in
which uε(x, t) = 〈fε(x, v, t)〉 is the density, obtained via averaging over the measured velocity space (V, µ),
i.e.,
〈·〉 =
∫
V
· dµ(v). (4)
Let us now discuss the measured velocity space (V, µ) and the Maxwellian Mv.
Velocity space We consider odd-symmetric velocity spaces (V, µ) :
〈1〉 = ∫
V
dµ(v) = 1,
〈h〉 = ∫
V
h(v)dµ(v) = 0 for any odd integrable function h : V −→ R,
〈v2〉 = ∫
V
v2dµ(v) = d > 0.
We restrict ourselves to discretized velocity spaces of the form
V := {vj}Jj=1, dµ(v) =
J∑
j=1
wjδ(v − vj), (5)
with J even, where the velocities satisfy vj = −vJ−j for all j, and wj are appropriately chosen weights that
satisfy
∑J
j wj = 1.
In the diffusive scaling (γ = 1), the discrete velocity space V results from applying a Gauss quadrature
discretisation to (4) [11]. Throughout the analysis, we will consider a uniform symmetric discretisation of
V = (−1, 1), i.e., vj = (2j − J − 1)/J , with J/2 + 1 ≤ j ≤ J ; the weights are then defined as wj = 1/J . In
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our numerical experiments, we will use discretisations of (i) the velocity space V = (−1, 1) endowed with
the Lebesgue measure; and (ii) the velocity space V = R endowed with the Gaussian measure dµ(v) =
(2pi)−1/2 exp(−v2/2)dv. Then, vj are chosen as the roots of the Legendre, resp. Hermite, polynomial of
degree 2J , and the wj are the corresponding quadrature weights. In the hyperbolic scaling (γ = 0), (V, µ)
needs to satisfy the subcharacteristic condition (which ensures the positivity of the diffusion coefficient), see,
e.g., [2, 43].
Maxwellian Let us assume that the Maxwellian Mv satisfies (see, e.g., [2, 7])
〈Mv(u)〉 = u, 〈vMv(u)〉 = εγA(u). (6)
Throughout the analysis and numerical experiments, we will use
Mv(u) = u+ εγA(u)
v
. (7)
In the analysis, we will restrict ourselves to the linear case, A(u) = u.
Let us now discuss the limiting macroscopic equation when ε tends to 0 by performing a Chapman-Enskog
expansion,
fε =Mv(uε) + εgε, (8)
with 〈gε〉 = 0. Substituting (8) into the model equation (3) yields
∂t (Mv(uε) + εgε) + v
εγ
∂x (Mv(uε) + εgε) = −g
ε
εγ
. (9)
Then, taking the mean over velocity space and using (6), we obtain
∂tu
ε + ∂x(A(u
ε)) + ε1−γ〈v∂xgε〉 = 0.
The last term on the lefthand side can be approximated by considering the terms in (9) of order O(1/εγ),
from which we obtain gε = −v∂xMv(uε) +O(ε). This gives rise to
∂tu
ε + ∂x(A(u
ε)) = ε1−γd ∂xxuε +O(ε2), d = 〈v2〉 (10)
Depending on the scaling, we thus obtain a hyperbolic advection equation (γ = 0) or a parabolic advection-
diffusion equation (γ = 1) when ε tends to 0.
In this paper, we will analyse the properties of the projective integration method in both the parabolic
and the hyperbolic scaling. The numerical experiments in the present paper focus on the parabolic scaling,
in which equation (3) becomes
∂tf
ε +
v
ε
∂xf
ε =
Mv(uε)− fε
ε2
,
with macroscopic limit
∂tu
ε + ∂x(A(u
ε)) = d ∂xxu
ε. (11)
Besides linear advection, we will also consider the viscous Burgers’ equation, which is obtained when
choosing A(u) = u2. Numerical examples in the hyperbolic scaling are given in [43], which also discusses the
generalisation to multiple space dimensions.
2.2 A kinetic semiconductor equation
While the numerical analysis of the presented algorithms is restricted to the above kinetic equation with A(u)
linear, we will also provide numerical results for a second model problem, in which macroscopic advection
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does not originate from the Maxwellian in the collision operator, but from an external force field. To this
end, we consider a kinetic equation that is inspired by the semiconductor equation [19],
∂tf
ε +
1
ε
(v∂xf
ε + F∂vf
ε) =
uε − fε
ε2
,
F = −∇ · Φ, ∆Φ = uε.
(12)
This equation describes the evolution of the distribution function fε(x, v, t), in which now an acceleration
also appears due to an electric force F resulting from a coupled Poisson equation for the electric potential Φ.
The velocity space is given by V = R endowed with the Gaussian measure dµ(v) = (2pi)−1/2 exp(−v2/2)dv.
3 High-order projective integration
The algorithm we propose in this paper is a high-order Runge–Kutta extension of the projective integration
method [18, 37], which will turn out to be a fully explicit, arbitrary order, asymptotic-preserving time
integration method for the kinetic equation (3). The asymptotic-preserving property [31] implies that, in
the limit when  tends to zero, an ε-independent time step constraint can be used, similar to the hyperbolic
CFL-constraint for the limiting equation (10), depending on the scaling of (3). To achieve this, the projective
integration method combines a few small time steps with a naive (inner) time-stepping method with a much
larger (projective, outer) time step. The asymptotic-preserving property will then follow from the observation
that both the size of the outer time step and the number of inner steps are independent of ε, resulting in a
total computational cost that is independent of ε.
In sections 3.1 and 3.2, we discuss the inner and outer integrators, respectively. We then discuss the
stability regions of the projective integration method in section 3.3.
3.1 Inner integrator
We intend to integrate (3) on a uniform, constant in time, periodic spatial mesh with spacing ∆x, consisting
of I mesh points xi = i∆x, 0 ≤ i ≤ I, with I∆x = 1, and a uniform time mesh with time step δt, i.e., tk = kδt
and k ≥ 0. The numerical solution on this mesh is denoted as fki,j , where we have dropped the dependence
on ε in the numerical solution for conciseness. After discretising in space, we obtain a semi-discrete system
of ordinary differential equations
f˙ = Dt(f), Dt(f) := − 1
εγ
Dx,v(f) +
1
εγ+1
(Mv(u)− f) , (13)
where Dx,v(·) represents a suitable discretisation of the first spatial derivative and u = 〈f〉. In the parabolic
case, central differences are necessary (see [37] and the next sections) and in the related numerical experi-
ments, we will use a fourth order discretisation,
(Dx,vjf)i,j =
−fi+2,j + 8fi+1,j − 8fi−1,j + fi−2,j
12∆x
. (14)
In the hyperbolic case, some type of upwinding needs to be performed and we will use, in the numerical
experiments, a third order upwind biased scheme,
(Dx,vjf)i,j = vj
2fi+1,j + 3fi,j − 6fi−1,j + fi−2,j
6∆x
if vj > 0,
(Dx,vjf)i,j = vj
−fi+2,j + 6fi+1,j − 3fi,j − fi−1,j
6∆x
if vj < 0.
(15)
Combined with a forward Euler time discretisation, we obtain
fk+1i,j = f
k
i,j −
δt
εγ
Dx,vj (f
k)i,j +
δt
εγ+1
(Mvj (uki )− fki,j) ∀1 ≤ i ≤ I, 1 ≤ j ≤ J, (16)
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which we also denote using the shorthand notation
fk+1 = Sδt(fk), k = 0, 1, . . . (17)
In the context of projective integration, it does not make sense to investigate higher order methods for the
inner integration. Some remarks on this fact are made in [43].
3.2 Outer integrator
The model problem we are dealing with is clearly stiff because of the presence of the small Knudsen parameter
ε, leading to a time step restriction for the naive scheme (16) of O(εγ+1) due to the relaxation term. However,
as ε goes to 0, we are able to obtain a limiting equation for which a standard finite volume/forward Euler
method only needs to satisfy a stability restriction of the form ∆t ≤ C∆xγ+1, with C a constant that
depends on the specific choice of the scheme and the parameters of the equation.
In [37], the projective integration technique was proposed to accelerate brute force integration; the idea,
originating from [18], is the following. Starting from a numerical solution fN at time tN = N∆t, one first
takes K + 1 inner steps of size δt, fN,k+1 = Sδt(f
N,k), k = 0, . . . ,K, in which the superscript pair (N, k)
represents a numerical solution by means of the inner scheme at time tN,k = N∆t + kδt. The aim is to
obtain a discrete derivative to be used in the outer step to compute fN+1 = fN+1,0 via extrapolation in
time, e.g.,
fN+1 = fN,K+1 + (∆t− (K + 1)δt) f
N,K+1 − fN,K
δt
.
This method is called projective forward Euler (PFE), and it is the simplest instantiation of this class of
integration methods [18, 37].
In this paper, we present a particular higher order extension of this idea, based on Runge–Kutta methods.
Let us denote a general explicit S-stage Runge–Kutta method for equation (3) with time step ∆t as{
fN+css = f
N + ∆t
∑s−1
l=1 as,lkl
ks = Dt
(
fN+css
) , 1 ≤ s ≤ S,
fN+1 = fN + ∆t
S∑
s=1
bsks,
with Dt defined in (13). As in [26], we call the matrix A = (as,l)
S
s,l=2 the RK matrix, b = (bs)
S
s=1 the
RK weights and c = (cs)
S
s=1 the RK nodes. The values ks are called the RK stages, and represent an
approximation of the time derivative at time t = tN +cs∆t. The weights bs and cs are chosen simultaneously,
and correspond to a Gauss quadrature approximation of the integration from t = tN to tN+1. To ensure
consistency, these coefficients satisfy the following assumptions (see, e.g., [26]):
Assumption 3.1 (Runge–Kutta coefficients). The Runge–Kutta coefficients satisfy 0 ≤ cs ≤ 1, resp. 0 ≤
bs ≤ 1, and
S∑
s=1
bs = 1,
S−1∑
l=1
as,l = cs, 1 ≤ s ≤ S.
(Note that these assumptions imply that c1 = 0 by the convention that
∑0
1 · = 0).
In the higher order projective integration method, we proceed, by analogy with the projective forward
Euler method, by replacing each time derivative evaluation ks by K + 1 steps of an inner integrator and a
6
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Figure 2: Butcher tableaux for Runge-Kutta methods. Left: general notation; middle: RK2 method (second
order); right: RK4 method (fourth order).
time derivative estimate as follows (with fN,0 = fN for consistency):
s = 1 :
f
N,k = fN,k−1 + δtDt(fN,k−1), 1 ≤ k ≤ K + 1
k1 =
fN,K+1 − fN,K
δt
,
(18)
2 ≤ s ≤ S :

fN+css = f
N,K+1 + (cs∆t− (K + 1)δt)
∑s−1
l=1
as,l
cs
kl,
fN+cs,k = fN+cs,k−1 + δtDt(fN+cs,k−1), 1 ≤ k ≤ K + 1
ks =
fN+cs,K+1 − fN+cs,K
δt
,
(19)
fN+1 = fN,K+1 + (∆t− (K + 1)δt)
S∑
s=1
bsks. (20)
In the following sections, it will be shown that the small time step should be taken as
δt = εγ+1.
Note that the stages ks now record a finite difference approximation of the time derivative at time
t = tN + cs∆t+ (K + 1)δt, not at time t = t
N + cs∆t. Hence, one should, in principle, adjust the weight bs
to keep the Gaussian quadrature interpretation of the Runge–Kutta method, see, e.g., [39] for work in this
direction. However, as will be shown in section 5, this additional consistency error will be negligible in the
limit when ε tends to 0, which is the relevant limit in this paper.
In the numerical experiments, we will specifically use the projective Runge–Kutta methods of orders 2
and 4 represented by the Butcher tableaux in Figure 2.
3.3 Stability of higher order projective integration
Let us now study the linear stability regions of the higher order Runge–Kutta projective integration methods
that were devised above. As is traditional, we introduce to this end the Dahlquist test equation and its
corresponding inner integrator,
y˙ = λy, yk+1 = τ(λδt)yk, λ < 0. (21)
As in [18], we call τ(λδt) the amplification factor of the inner integrator. (For instance, if the inner integrator
is forward Euler, we have τ(λδt) = 1 + λδt.) The inner integrator is linearly stable if |τ | ≤ 1. The analysis
below will reveal for which values of τ the projective integration method is also stable. In section 4.3, this
analysis will be combined with an analysis of the spectrum of the kinetic equation (3) to determine the
method parameters δt, ∆t and K of the projective integration method.
A projective Runge–Kutta method applied to (21) can be written as
yN+1 = σ(τ ; ∆t, δt,K)yN , (22)
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which is stable when |σ(τ ; ∆t, δt,K)| ≤ 1. For projective forward Euler, we have
σPFE(τ ; ∆t, δt,K) =
[(
∆t− (K + 1)δt
δt
+ 1
)
τ − ∆t− (K + 1)δt
δt
]
τK . (23)
Given the kinetic equation (3), the goal in this paper is to take a projective time step ∆t = O(∆xγ+1),
whereas δt = O(εγ+1) necessarily to ensure stability of the inner brute-force forward Euler integration.
Since we are interested in the limit ε→ 0 for fixed ∆x, we therefore look at the limiting stability regions as
∆t/δt→∞. In this regime, it is shown in [18] that the values τ for which the condition (23) is satisfied lie
in the union of two separated disks DPFE1 ∪ DPFE2 where
DPFE1 = D
(
1− δt
∆t
,
δt
∆t
)
and DPFE2 = D
(
0,
(
δt
∆t
)1/K)
. (24)
The eigenvalues in DPFE2 correspond to modes that are quickly damped by the time-stepper, whereas the
eigenvalues in DPFE1 correspond to slowly decaying modes. When the method parameters δt, ∆t and K
are suitably chosen, the projective integration method then allows for accurate integration of the modes in
DPFE1 while maintaining stability for the modes in DPFE2 .
We now show how the stability regions of higher order projective Runge–Kutta schemes relate to those
of projective forward Euler when δt/∆t tends to 0.
Theorem 3.2 (Stability of higher order projective Runge–Kutta methods). Assume the inner integrator
is stable, i.e., |τ | ≤ 1, and δt, K and ∆t are chosen such that the projective forward Euler method is
stable. Then, a projective Runge–Kutta method is also stable if it satisfies Assumptions 3.1 and the convexity
condition
0 ≤ as,l ≤ cs, ∀1 ≤ l ≤ s, 1 ≤ s ≤ S. (25)
Such a result is classical for regular Runge–Kutta methods [26]. Here, however, we also provide the proof
in the projective Runge–Kutta case, to show that the above property holds both for the stability domain
corresponding to slow eigenvalues and for the stability domain corresponding to quickly damped eigenvalues.
Proof. Let us first introduce, as in [18], M = (∆t− (K+1)δt)/δt and, similarly, Ms = (cs∆t− (K+1)δt)/δt,
and remark that Ms ≤ csM ≤M is satisfied for all s ∈ [1, S]. We can then rewrite the Runge–Kutta scheme
(18)-(19)-(20) for the test equation (21):
k1 =: κ1(τ)y
N =
τK+1 − τK
δt
yN
ks =: κs(τ)y
N =
τK+1 − τK
δt
(
τK+1 + (Msδt)
∑s−1
l=1
as,l
cs
κl
)
yN , 2 ≤ s ≤ S,
yN+1 =: σ(τ)yN =
(
τK+1 + (Mδt)
∑S
s=1 bsκs
)
yN ,
where we have suppressed the dependence of κ and σ on K, δt and ∆t but emphasized the dependence on τ .
The proof then amounts to showing that the condition |σ| ≤ 1 is satisfied as soon as the stability condition
for the projective forward Euler scheme, i.e.,∣∣((M + 1)τ −M) τK∣∣ ≤ 1, (26)
is satisfied. The proof is split up in three steps:
• We first remark that if condition (26) is satisfied, this implies that∣∣((αM + 1)τ − αM) τK∣∣ ≤ 1, (27)
for all α ∈ [0, 1], since αM/(αM + 1) ≤M/(M + 1), so that D(M/(M + 1)) ⊂ D(αM/(αM + 1)).
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• Next, we prove by induction that
κs ≤
∣∣τK+1 − τK∣∣
δt
, 1 ≤ s ≤ S. (28)
Clearly, this statement is true for s = 1. For s > 1, we have
κs =
τK+1 − τK
δt
(
τK+1 + (Msδt)
s−1∑
l=1
as,l
cs
κl
)
.
Assume that for n ∈ {1, . . . , s− 1}, s ≥ 2 :
|κn| ≤ τ
K+1 − τK
δt
. (29)
We thus need to show that ∣∣∣∣∣τK+1 + (Msδt)
s−1∑
l=1
as,l
cs
κl
∣∣∣∣∣ ≤ 1.
To this end, we write
τK+1 + (Msδt)
s−1∑
l=1
as,l
cs
κl = τ
K+1 +Ms
(
τK+1 − τK) s−1∑
l=1
as,l
cs
κlδt
τK+1 − τK
= ((αMs + 1)τ − αMs) τK ,
with
α =
Ms
M
s−1∑
l=1
as,l
cs
κlδt
τK+1 − τK .
Using (25), the induction hypothesis (29) and the fact that Ms ≤M , we deduce that 0 ≤ α ≤ 1, from
which, using (27), we conclude (28).
• Now we are ready to show that (3.3) holds, since the latest result is valid for s = S. Using the same
reasoning, we can rewrite σ as:
σ = ((βM + 1)τ − βM) τk, β =
S∑
s=1
bsκs
δt
τK+1 − τK ,
from which, using (28), 0 ≤ β ≤ 1 and assumptions 3.1, we deduce (3.3).
As for projective forward Euler, the stability region breaks up into two parts when δt/∆t tends to 0. By
performing an asymptotic expansion of σ (see (22)) in terms of δt/∆t, we can obtain a parameterisation of
the boundary of both regions, defined by the set of values τ for which |σ(τ ; ∆t,K, δt)| = 1. We have the
following result:
Proposition 3.3. In the limit when δt/∆t tends to 0, the stability region of a projective Runge–Kutta method
consists of two regions RPRK1 ∪ RPRK2 . The boundary of RPRK1 is given by an asymptotic expansion of the
form
τ(θ) = 1 + C1(θ)
(
δt
∆t
)
+ C2(θ)
(
δt
∆t
)2
+ h.o.t., 0 ≤ θ ≤ 2pi,
whereras the boundary of RPRK2 can be expanded as
τ(θ) = C ′1(θ)
(
δt
∆t
)1/K
+ C ′2(θ)
(
δt
∆t
)2/K
+ h.o.t., 0 ≤ θ ≤ 2pi.
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The proof, containing also the expressions for C1,2(θ) and C
′
1,2(θ), is given in the Appendix, which also
contains the expressions of the projective Runge–Kutta methods with Butcher tableaux in Figure 2. An
additional observation, which we will state here without proof, is that in the limit when δt/∆t tends to 0,
the stability regions of lower order methods are contained within those of higher-order methods, i.e., the
stability regions satisfy
RPRK,p+11 ⊇ RPRKp1 ⊇ DPFE1 and RPRKp+12 ⊇ RPRKp2 ⊇ DPFE2 , ∀p ≥ 1,
in which the integer p indicates the order of the method.
We illustrate the shape of these stability domains for the classical second-order and fourth order Runge–
Kutta method whose tableaux are given in figure 2. The stability regions are shown in figure 3. The figure
illustrates theorem 3.2, and additionally shows that the stability regions scale with ∆t/δt in the same way
as for the projective forward Euler method. The shape of the stability regions, however, depends on the
method used. It can be checked that the region RPRK1 converges to the stability domain of the corresponding
classical Runge–Kutta method when δt/∆t tends to 0.
0 0.5 1
−0.2
0
0.2
<(τ)
=(
τ
)
0 0.5 1
−0.4
−0.2
0
0.2
0.4
<(τ)
=(
τ
)
0.94 0.96 0.98 1 1.02
−5
0
5
·10−2
<(τ)
=(
τ
)
Figure 3: The two leftmost pictures show (respectively) the stability regions for the PRK2 method and
the PRK4 method, while the picture on the right shows a zoom on the region of the PRK4 method near 1.
Parameters: ∆t = 1× 10−3,K = 3 and δt = 1× 10−6 (dashed), δt = 4× 10−6 (dotted) and δt = 1.6× 10−5.
The main conclusion of the above analysis is that, whereas the stability regions of higher order projective
Runge–Kutta methods differ from those of projective forward Euler in their precise shape, their qualitative
dependence on the parameters of projective integration (δt, K and ∆t) is the same, and method parameters
that are suitable for projective forward Euler, will also be suitable for the higher order projective Runge–
Kutta method.
4 Stability analysis
We are now ready to study the stability of the projective integration schemes for the kinetic equation (3).
After introducing some notation in section 4.1, we compute bounds on the spectrum of the inner integrator
(16) with a linear Maxwellian (7) with A(u) = u in section 4.2. Subsequently, we look into suitable parameter
choices for the projective integration schemes (section 4.3).
4.1 Notation and assumptions
We first rewrite the semi-discretized kinetic equation (13) in the (spatial) Fourier domain,
∂tFˆ (ζ) = B Fˆ (ζ), with B =
1
εγ+1
(εD +MP − I) , (30)
with Fˆ ∈ RJ , the matrices B, M , P ∈ RJ×J , and I the identity matrix of dimension J . In (30), the matrix
D represents minus the (diagonal) Fourier matrix of the spatial discretisation chosen for the convection part,
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P is the rank 1 Fourier matrix of the averaging of f over all velocities,
P := eeT , e =
1√
J
(1, . . . , 1)T ∈ RJ ,
and the invertible matrix M represents the Fourier transform of the Maxwellian, M = I + εγV −1, with V
the diagonal matrix with elements vj given in (5). For the spatial discretisations in equations (14) and (15),
the matrix D is
D = −ı8 sin(ζ)− sin(2ζ)
6∆x
V (parabolic),
D = −
(
3− 4 cos(ζ) + cos(2ζ)
6∆x
)
V − ı
(
8 sin(ζ)− sin(2ζ)
6∆x
)
V (hyperbolic).
From now on, we write Dj = αj + ıβj for j ∈ {1, . . . , J}. Thus, we have
αj = − |vj |
6∆x
(3− 4 cos(ζ) + cos(2ζ)) βj = − vj
6∆x
(8 sin(ζ)− sin(2ζ)), (31)
for the third order upwind scheme, whereas
αj = 0 βj = −vj 8 sin(ζ)− sin(2ζ)
6∆x
. (32)
for the fourth order central scheme. We also define
e˜ = Me = (I + εγV −1)e, (33)
from which we obtain MP = e˜eT . We write the Fourier transform of (16) as
Fˆ k+1 = Sδt Fˆ
k = (I + δtB) Fˆ k =
(
1− δt
εγ+1
)
I + δt
εγ+1
A, (34)
where A is defined as MP + εD. It is clear that the amplification factors τ = (τ1, . . . , τJ) of the forward
Euler scheme (which are the eigenvalues of Sδt) and the eigenvalues λ = (λ1, . . . , λJ) of the matrix A are
related via
τj =
(
1− δt
εγ+1
)
+
δt
εγ+1
λj , 1 ≤ j ≤ J.
To locate the spectrum, we assume the velocity space is symmetric (see (5)),
vJ−j = −vj 1 ≤ j ≤ J/2, (35)
so that
DJ−j = Dj 1 ≤ j ≤ J/2.
4.2 Spectrum of the inner integrators
We have the following result for the spectrum of A = MP + εD.
Theorem 4.1. Under the assumptions in section 4.1, the spectrum of the matrix A = MP + εD satisfies
Sp(A) ⊂
(
D
(
0, εC max
j∈J+
(|αj |+ |βj |)
))
∪ {λ(ε)}
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where the constant C depends on the parameters (αj)
J
j=1 and (βj)
J
j=1 of the spatial discretisation scheme
and the chosen velocities (vj)
J
j=1. The dominant eigenvalue λ(ε) is simple and can be expanded as
Re(λ(ε)) = 1 + ε〈α〉+ ε2
(
〈(〈α〉 − α)2〉 − 〈β2〉+ δγ
〈β
v
〉2)
+ o(ε2)
Im(λ(ε)) = εδγ
〈β
v
〉
+ ε2
(
δγ
〈(〈β
v
〉
− β
)
(〈α〉 − α)
〉
+ δγ−1
〈β
v
〉)
+ o(ε2),
where we used δγ in the sense of the classical Kronecker delta symbol, where δγ = 1 if γ = 0 and zero
otherwise.
The proof of theorem 4.1 has the same structure as the proof in [37]. However, due to the presence of the
Maxwellian Mv, each of the intermediate steps becomes more involved. We split up these steps in several
lemmas.
Lemma 4.2. The rank-one matrix MP is a projection matrix.
Proof. We need to show that (MP )2 = MP . Using the definitions introduced above, we get
(MP )2 = (I + εγV −1)(eeT )2 + εγ(I + εγV −1)eeTV −1eeT
= (I + εγV −1)eeT = MP,
where, in the last line, we have used (i) the fact that eTV −1 = 0 to eliminate the second term (since the
velocity space is assumed to be odd), and (ii) eT e = 1, from which we obtain (eeT )2 = eeT .
The following corollary is an immediate consequence.
Corollary 4.3. The matrix MP has one eigenvalue λ1 = 1 and all other eigenvalues vanish, i. e. λj = 0,
2 ≤ j ≤ J .
Lemma 4.4. Consider the matrix A = MP + D˜, and assume
D˜ = diag(D˜1, . . . , D˜J), where D˜j = D˜j′ implies j = j
′. (38)
Then, the eigenspaces of A are of dimension 1 and no D˜j , 1 ≤ j ≤ J is an eigenvalue of A.
Proof. Let (λ,W ) be an eigenvalue and an associated eigenvector of A. This implies(
MP + D˜
)
W = λW 〈W 〉e˜+ D˜W = λW, with 〈W 〉 = eTW. (39)
Assume now 〈W 〉 = 0, from which we infer that D˜W = λW . Since 〈W 〉 = 0 with W 6= 0, there exists
at least two indices j1 and j2 such that Wj1 ,Wj2 6= 0. However, this implies that λ = Dj1 = Dj2 , which
violates assumption (38).
So necessarily 〈W 〉 6= 0. Then (39) implies W =
(
λI − D˜
)−1
〈W 〉e˜ that is, all the eigenspaces are of
dimension 1 and no Dj can be an eigenvalue of A.
Let us, from now on, choose D˜ = εD, and investigate the matrix A = MP + εD.
Lemma 4.5. Introducing Q(λ) :=
∏J
j=1(εDj − λ), the characteristic polynomial χA(λ) of A = MP + εD
can be written as
χA(λ) = Q(λ)
1− 1
J
J∑
j=1
1 + εγ/vj
λ− εDj
 .
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Proof. We start by writing
χA(λ) =
∣∣∣∣∣∣∣∣∣∣∣∣
e˜1/
√
J + εD1 − λ e˜1/
√
J . . . e˜1
√
J
e˜2/
√
J e˜2/
√
J + εD2 − λ . . . e˜2/
√
J
...
...
. . .
...
e˜J/
√
J e˜J/
√
J . . . e˜J/
√
J + εDJ − λ
∣∣∣∣∣∣∣∣∣∣∣∣
,
with e˜j = (1/
√
J) (1 + εγ/vj). This is the determinant of an arrow matrix
a =

d1 r2 . . . rJ
c2 d2 0
c3 0 d3 0
...
. . .
cJ dJ
 ,
the determinant of which is
det(a) =
J∏
j=1
dj −
J∑
j=2
cjrj J∏
j′=2,j′ 6=j
dj′
 .
So, after identifying d1 = e˜1/
√
J + εD1 − λ and dj = εDj − λ, cj = e˜j/
√
J and rj = −(εD1 − λ), for
2 ≤ j ≤ J some elementary manipulations yield χA(λ)
χA(λ) = Q(λ)
1− 1
J
J∑
j=1
1 + εγ/vj
λ− εDj
 ,
where we made use of (33). This concludes the proof.
To prove theorem 4.1, we will consider the characteristic polynomial χA(λ) to be a perturbation of the
characteristic polynomial that was studied in [37]. We recall the following theorem from [37] in the notation
of the present paper.
Theorem 4.6 (Proposition 4.1 in [37]). Consider the matrix A0 = P + εD, assuming (38) and (35). Then,
the corresponding characteristic polynomial is
χA0(λ) = Q(λ)
1− 1
J
J∑
j=1
1
λ− εDj

and its eigenvalues satisfy
Sp(A) ⊂
(
D
(
0,
ε
J
max
j∈J+
(|αj |+ |βj |)
))
∪ {λ(ε)}
where the real eigenvalue λ(ε) is simple and can be expanded as
λ(ε) = 1− ε 〈α〉
J
− ε
2
J2
〈(α− 〈α〉)2 + β2〉+ o(ε2).
Since we know how to localize the roots of χA0 , we can use Rouche´’s theorem [51] to bound the eigenvalues
of χA.
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Proposition 4.7 (Rouche´’s theorem). If there exists a closed simple contour ζ in C encircling a compact
C, such that
∀λ ∈ ζ, χA0(λ) 6= 0 and |χA(λ)− χA0(λ)| < |χA0(λ)|, (40)
then χA and χA0 have exactly the same number of roots in C.
Everything is now in place to prove theorem 4.1.
Proof of theorem 4.1. The proof consists of two steps. First, we will construct, using Rouche´’s theorem,
contours in which the eigenvalues of χA are known to be localized. In a second step, we will provide an
asymptotic expansion for the dominant eigenvalue.
Step (i): Localization of eigenvalues We start by writing
χA(λ) = χA0(λ) +
εγ
J
J∑
j=1
Rj(λ)
vj
,
and aim at applying Rouche´’s theorem. We thus study the rational function
F : λ 7→ χA(λ)− χA0(λ)
χA0(λ)
= −
εγ
J
J∑
j=1
1
vj
1
λ− εDj
1− 1
J
J∑
j=1
1
λ− εDj
and look for contours that contain the eigenvalues of χA0 and for which |F(ζ)| < 1.
• Let us first consider the dominant eigenvalue by enclosing the dominant eigenvalues of χA0 in a circle
around λ = 1. To this end, we search a value of r > 0 such that (40) is satisfied on ζ = {1+εγ+1reıθ, θ ∈
[0, 2pi)}. Performing a Taylor expansion of 1/(1 + εγ+1reıθ − εDj) in terms of ε yields
F(1 + εγ+1reıθ) =
−ε
γ
J
J∑
j=1
1
vj
(
εDj − εγ+1reıθ
)
+O(ε2)
1− 1
J
∑J
j=1 1− εγ+1reıθ + εDj +O(ε2)
=
−ε
γ
J
∑J
j=1
Dj
vj
+O(ε)
εγreıθ − 1
J
∑J
j=1Dj +O(ε)
where we have used the fact that
1
J
∑
j vj = 0. When choosing r such that r >
1
J
∣∣∣∑Jj=1Dj∣∣∣ +
2
J
∣∣∣∣∑Jj=1 Djvj
∣∣∣∣, we ensure that |F(λ)| < 1/2+O(ε), from which one can conclude that χA and χA0 have
the same number of zeroes, that is, 1, around λ = 1 in a neighbourhood of size εγ+1.
• Let us now consider the J−1 remaining eigenvalues by considering the region around λ = 0. Again, we
will make use of Rouche´’s theorem: let us find r > 0 such that (40) is satisfied on ζ = {εreıθ, θ ∈ [0, 2pi)}.
We thus study
F(εreıθ) = −(εγ) φ(r)
ε− ψ(r)
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with
ψ : r 7→ 1
J
J∑
j=1
1
reıθ −Dj , φ(r) : r 7→
1
J
J∑
j=1
1
vj
1
reıθ −Dj .
Performing a Taylor expansion of φ(r) and ψ(r) in 1/r yields:
ψ(r) =
e−ıθ
r
+O
(
1
r2
)
, φ(r) =
e−2ıθ
Jr2
J∑
j=1
Dj
vj
+O
(
1
r3
)
,
so
F(εreıθ) = −(εγ)e
−ı2θ
r2
1
J
J∑
j=1
Dj
vj
+O
(
1
r
)
ε− e
−ıθ
r
+O
(
1
r2
) = (εγ)e−ıθ
r
1
J
J∑
j=1
Dj
vj
(1 + εreıθ +O(ε2)).
Choose r > 2 max
εγ
J
∣∣∣∣∣
J∑
j=1
Dj
vj
∣∣∣∣∣, 1
 to ensure that the main term in the Taylor expansion is in modulus
less than 1/2. Thus we can conclude that there are exactly J − 1 eigenvalues in a neighbourhood of
λ = 0 of size ε.
Step (ii): Asymptotic expansion of dominant eigenvalue To obtain an asymptotic expansion of the
dominant eigenvalue, we first define
Sj :=
1 + εγ/vj
λ− εDj +
1− εγ/vj
λ− εD¯j , as well as Σ(λ(ε)) :=
1
J
J/2∑
j=1
Sj .
Now, given that λ(ε) (close to 1) is a root of the characteristic polynomial χA(λ), we have Σ(λ(ε)) = 1.
We therefore perform a Taylor expansion of Σ(λ(ε) around ε = 0. We split λ in its real and imaginary part:
λ(ε) = x(ε) + ı y(ε) and proceed by requiring (up to second order)
Σ(λ()) ≡ Σ(ε) = Σ(0) + εΣ′(0) + ε
2
2
Σ′′(0) = 1.
Matching, for all powers of ε the real and imaginary parts of the left and right hand side, yields the conditions:
Re(Σ(0)) = 1, Im(Σ(0)) = 0 and Re(Σ(j)(0)) = Im(Σ(j)(0)) = 0 ∀j ≥ 1. From these conditions, asymptotic
expansions of x(ε) and y(ε) in terms of ε can be derived. Let us write
x(ε) = x0 + εx1 + ε
2x2 +O(ε
3), y(ε) = y0 + εy1 + ε
2y2 +O(ε
3)
Then, we get, for the zeroth order term,
2
J
J/2∑
j=1
x0
x20 + y
2
0
= 1 − 2
J
J/2∑
j=1
y0 (1 + ε
γ/vj)
x20 + y
2
0
= 0,
which implies that x0 = 1 and y0 = 0. (This is consistent with the derivation based on Rouche´’s theorem
above.)
Next, we determine the terms of order ε,
Re(Σ)(0) = − 2
J
J/2∑
j=1
x1 − αj Im(Σ)(0) = 2
J
J/2∑
j=1
(
−y1 + δγ βj
vj
)
,
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from which we conclude that x1 = 〈α〉 and y1 = δγ〈β/v〉. Finally, for the second order terms, we find
J/2∑
j=1
−2x2 + 4(〈α〉 − αj)2 − 4(y21 + β2j ) + 8δγy1
βj
vj
= 0
J/2∑
j=1
−2y2 + 4δγ
(
δγ
〈β
v
〉
− βj
)
(〈α〉 − αj) + δγ−1 βj
vj
= 0,
from which we conclude that
x2 = 2
〈
(〈α〉 − α)2 − β2 + δγ
〈
β
v
〉2〉
y2 = 2δγ
〈(〈β
v
〉
− β
)
(〈α〉 − α)
〉
+ 2δγ−1
〈β
v
〉
Combining all terms concludes the proof.
As an immediate consequence of the above theorem, we have:
Corollary 4.8. Under the assumptions in section 4.1, the spectrum of the matrix Sδt, corresponding to
the Fourier-transformed forward Euler time-stepper for the kinetic equation (3) (defined in equation (34)) is
located in two clusters
Sp(Sδt) ⊂ D1 ∪ D2
with
D1 = {τδt} and D2 = D
(
1− δt
εγ+1
,
δt
Jεγ
max
j∈J
(|αj |+ βj |)
)
The dominant eigenvalue τδt is simple and can be expanded as
τδt =
(
1− δt
εγ+1
)
+
δt
εγ+1
(
1 + ε〈α〉+ ε2
(
〈(〈α〉 − α)2〉 − 〈β2〉+ δγ
〈β
v
〉2))
+ı
δt
εγ+1
(
εδγ
〈β
v
〉
+ ε2
(
δγ
〈(〈β
v
〉
− β
)
(〈α〉 − α)
〉
+ δγ−1
〈β
v
〉))
+ o(ε1−γ).
These spectra are illustrated in figure 4, where we have plotted the spectra of the amplification factor
of the time-stepper Sδt in the spatial domain (see equation (17)) for several choices of δt and for both the
parabolic and the hyperbolic scaling.
4.3 Parameter choices for projective integration
Based on the expressions for the spectrum of the inner time-stepper (17) in corollary 4.8 and the stability
regions of the projective Runge–Kutta methods in theorem 3.2, we can determine parameter values δt, ∆t
and K for which the projective Runge–Kutta methods are stable. We first observe from corollary 4.8 that
we need
δt = εγ+1
to center the fast eigenvalues of the inner time-stepper (corresponding to the region D2) around the origin
to contain them in the stability region R2 (see theorem 3.2).
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Figure 4: Spectrum of the time-stepper Sδt. The first two rows correspond to a parabolic scaling (γ = 1);
the last two rows to a hyperbolic scaling (γ = 0). On each row: Left: a global view of the spectrum; Middle
and right: zoom to each of the eigenvalue clusters around 0 and 1. Parameter values are K = 3,∆t =
1× 10−2,∆x = 0.1, J = 20 and δt = εγ+1 (first row) and δt = 5× 10−1εγ+1 (second row).
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Remark 1 (Spatial mesh width). As observed in [37], we remark that this choice induces a restriction on
the spatial mesh width to ensure stability of the inner integrator. Specifically, we require
ε
J
max
j
(|αj |+ |βj |) ≤ 1,
from which, using (31) or (32), it follows that ∆x ≥ CvJε. However, since we consider the limit when ε
tends to 0 for fixed ∆x, as we are interested in Asymptotic Preserving schemes, this is not a problematic
restriction.
Next, we have to determine ∆t such that the slow eigenvalues are captured in R1 and choose K in such
a way that the stability region R2 is large enough to contain all fast eigenvalues. We have the following
conditions:
Theorem 4.9 (Stability of projective Runge–Kutta methods). When using an inner integrator (17) for the
kinetic equation (3) with time step δt = εγ+1, a projective Runge–Kutta method (18)-(20) is stable if the
macroscopic time step ∆t satisfies
∆t ≤ εγb, (45)
and the integer K that determines the number K + 1 of inner steps satisfies
K ≥ 1
1 +
log(maxj(|αj |+ |βj |)/J)
log(ε)
− log(b)
log(ε) + log(maxj(|αj |+ |βj |)/J) , (46)
b = min
 2
−〈α〉 − ε(
〈
(〈α〉 − α)2 − β2
〉
− δγ
〈β
v
〉2
)
,
1∣∣∣∣δγ〈βv 〉+ ε
[
δγ
(〈β
v
〉
− β
)
(〈α〉 − α) + δγ−1
〈β
v
〉]∣∣∣∣
 .
(47)
Before proceeding to the proof, we make a few observations on the macroscopic time step ∆t. At
first, consider the hyperbolic scaling (γ = 0). In this regime, the macroscopic time step ∆t is seen to be
independent of ε when ε tends to 0. Moreover, since the coefficients α and β depend on 1/∆x, the inequality
in condition (45) will result in a CFL-type condition of the form ∆t ≤ C∆x. Now consider the parabolic
scaling (γ = 1). In that case, the first term in equation (45) can only be bounded independently of ε if
〈α〉 = 0, i.e., by a central scheme. (This is consistent with the observation in [37].) The second term
is bounded independently of ε because δ1 = 0. We then end up with a CFL-type condition of the form
∆t ≤ C∆x2. Concrete results for specific schemes are given after the proof. Similarly, the number K of
inner steps can be bounded independently of ε using the fact that log(ε)→ −∞ as ε tends to 0.
Proof of theorem 4.9. We know from theorem 3.2 that the stability regions of the projective forward Euler
method are contained within those of the higher-order Runge–Kutta methods. We therefore can safely choose
the method parameters based on the stability conditions for the projective forward Euler method, which are
given in equation (24). The chosen method parameters δt, ∆t and K need to be chosen to ensure that the
eigenvalues in the region D2 (see corollary 4.8) are contained in the region DPFE2 , and that the eigenvalue
τδt is contained in the region D1.
First, we center the region D2 around the origin, resulting in the requirement that
δt = εγ+1. (48)
Next, we need conditions on ∆t such that τδt is contained within DPFE1 , i.e.
1− 2ε
γ+1
∆t
≤ Re(τδt) ≤ 1, |Im(τδt)| ≤ ε
γ+1
∆t
,
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where we have already used (48). The second inequality on Re(τδt) is always satisfied. Using the expressions
for the eigenvalues in corollary 4.8, we obtain
1− 2 δt
∆t
≤ 1 + εα+ ε2
(〈
(〈α〉 − α)2 − β2
〉
+ δγ
〈β
v
〉2)
δt
∆t
≥
∣∣∣εδγ〈β
v
〉
+ε2
[
δγ
〈(〈β
v
〉
− β
)
(〈α〉 − α)
〉
+ δγ−1
〈β
v
〉]∣∣∣∣∣
from which the condition in (45) is readily satisfied.
Finally, we have to choose K, the number of small steps for the inner integrator, such that the eigenvalues
in the regionD2 are contained in the regionDPFE2 . From corollary 4.8, we already know that, when δt = εγ+1,
the radius r of D2 is given as
r =
ε
J
max
j∈J
(|αj |+ βj |).
Given that δt and ∆t have already been fixed, the stability condition
r ≤
(
δt
∆t
)1/K
=
(
εγ+1
∆t
)1/K
results in a condition on K, which can be derived as K ≥ log (εγ+1/∆t) / log(r).
Using the conditions we have derived on δt and ∆t, we get:
K ≥ log (ε/b)
log
(
ε maxj(|αj |+ |βj |)/J
) , (50)
where b is defined as in equation (47). Remarking that (50) is equivalent to (46) concludes the proof.
We conclude with the application of the above stability conditions for the specific combinations for the
scaling and the spatial discretisation given in (14) and in (15).
Example 1 (Hyperbolic scaling with third order upwind discretisation). The hyperbolic case corresponds to
γ = 0, which implies δt = ε. Given the definitions (31) of αj and βj, we obtain the following condition on
∆t,
∆t ≤ min(∆tmax1 ,∆tmax2 )
∆tmax1 =
 2( 〈|v|〉A(ζ)
6∆x
)
+
ε
36∆x2
(1 + 〈v2〉)B(ζ)2 + Var(|v|)2A(ζ)2

∆tmax2 =
1
8 sin(ζ)− sin(2ζ)
6∆x
+ ε (〈αβ〉 − 〈α〉〈β〉)
It is clear that the order O(ε) term is positive in the denominator of ∆tmax1 , and 0 in the denominator of
∆tmax2 , since 〈αβ〉 − 〈α〉〈β〉 = 0. In the limit when ε tends to 0, we then obtain the following condition on
∆t:
∆t ≤ min
(
3∆x
4〈|v|〉 ,
3∆x
8
)
.
We end up with a stability condition on the macroscopic time step ∆t which is independent of ε, and that is
of CFL-type for a hyperbolic partial differential equation.
To bound the number of inner steps K, we observe that, when ε tends to 0, the second term in (46) tends
to 0. Moreover, assuming (1/J) maxj(|αj | + |βj |) ≤ 1, the first term is bounded by 1. With some algebraic
manipulation, this leads to the condition that K ≥ 2.
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Example 2 (Parabolic scaling with fourth order central discretisation). The parabolic case corresponds to
γ = 1, and therefore δt = ε2. For the fourth order central discretisation, αj and βj are given by (32).
Substituting these expressions into (45) yields
∆t ≤ min(∆tmax1 ,∆tmax2 )
∆tmax1 =
2ε(6∆x)2
ε(8 sin(ζ)− sin(2ζ))2 ≥
9∆x2
8〈v2〉
∆tmax2 =
ε6∆x
ε(8 sin(ζ)− sin(2ζ)) ≥
3∆x
4
Concerning the number K of inner steps, a similar argument as above can be followed to show that the
projective Runge–Kutta scheme will be stable provided that K ≥ 3, see also [37].
5 Consistency analysis
In this section we will prove that the PRK4 algorithm is fourth order accurate in space and time for a
linear flux A(u) = u. 1 First let us introduce some notations that will be used throughout this section: for
k ∈ {0, . . . ,K + 1},
• tN,k = N∆t+ kδt is an intermediate time on the micro grid, as described in subsection 3.2,
• ∂˜pfN,k denotes the evaluation of a p-th derivative of the exact solution of (2) at time tN,k,
• and u˜N,k = 〈f˜N,k〉 is the corresponding exact density,
• while fN,k is the numerical solution at time tN,k resulting from the PRK4 scheme, starting from the
exact solution f˜N,K
• Similarly uN,k = 〈fN,k〉 is the corresponding numerical density function.
Therefore we will compute the truncation error EN+1 at time tN+1 which is defined as:
EN+1 =
u˜N+1 − uN+1
∆t
, (51)
The expression for the truncation error the PRK4 scheme is:
EN+1 =
u˜N+1 − uN,K+1
∆t
− ∆t− (K + 1)δt
∆t
S∑
s=1
bs
uN+cs,K+1 − uN+cs,K
δt
,
with, ∀s ∈ {1, . . . , S},
uN+cs = uN,K+1 + (cs∆t− (K + 1)δt)
s−1∑
l=1
asl
cs
kl,
where, ∀l ∈ {1, . . . , s− 1},
kl =
uN+cl,K+1 − uN+cl,K
δt
.
Furthermore, the convergence error for the inner integrator reads:
eN,kf :=
f˜N,k − fN,k
δt
. (52)
Recall that, since δt = εγ+1,
fN,k+1 = SδtfN,k = −εDx,v(fN,k) +MvuN,k. (53)
1Remark that the following analysis can be done for PRK schemes of any order.
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Remark 2. To stress the fact that Mv is a linear operator, we omit the parenthesis of the argument in this
section.
Now we want to analyse the evolution of the truncation error of the inner integrator:
Lemma 5.1. Suppose, we use an inner integrator which is accurate up to p-th order in space and first order
in time. Then, we also have that eN,K = O(δt) +O(ε1−γ∆xp).
Proof. First, we analyse how the truncation error, defined in (52) evolves after one extra step with the inner
integrator. Furthermore, we can expand the exact solution f˜N,k+1 at time tN,k+1 around tN,k by using
Taylor series:
f˜N,k+1 = f˜N,k + δt ∂˜tf
N,k
+O(δt2)
= f˜N,k +
δt
εγ
(
−v∂˜xf
N,k
+
−f˜N,k +Mv〈f˜N,k〉
ε
)
+O(δt2)
= Sδtf˜N,k + 1
εγ
(Dx,v f˜
N,k − v∂˜xf
N,k
) +O(δt2) (54)
Using (53) and (54), we get
eN,k+1 = SδteN,k + 1
εγ
(
Dx,v(f˜
N,k)− ˜v∂xfN,k
)
+O(δt).
Recall that we suppose that the inner integrator is stable, and the assumption that the result at time tN is
exact. This implies that we can write eN,K+1 as:
eN,K+1 =
1
εγ
K−k∑
k=0
Skδt(Dx,v f˜N,k − vf˜N,k) +O((K + 1)δt). (55)
To consider the above expression in more detail, we define: ∆ : f 7→ Dx,v(f˜)− v˜∂xf and recall that Dx,v
and Mv are linear operators. Since
Sδt(∆f) =Mv〈∆f〉 − εDx,v(∆f),
a simple recursion leads to, for all k ≥ 2,
Skδt(∆f) =Mv〈∆f〉 − ε{Dx,vMv〈∆f〉+Mv〈∆f〉}+O(ε2).
Now taking the mean value over velocity space yields:
〈∆f〉 = 〈Dx,v(u˜+ εg˜)− ˜v∂x(u+ εg)〉 = ε〈∆g〉 = εO(∆xp).
The proof of the statement then follows by a simple substitution of the above estimate into equation (55).
Now we can finally calculate the truncation error.
Theorem 5.2 (Truncation Error of PRK scheme). Consider a PRK scheme, that satisfies the assumptions
3.1 and (25) on the coefficients as,l. Then the truncation error E
N+1 of the scheme can be described by:
EN+1 =
(
∆t2µ3
(
1
6
− bTA2e
)
+ ∆t3µ4
(
1
24
− bTA3e
))
fN +O(∆t4)
+ O(δt) +O(ε1−γ∆xp) + δtO
(
δt+ ε1−γ∆xp
∆t
)
,
where µ indicates the eigenvalue of the inner integrator.
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Proof. First we will derive a relation between the derivatives ks = ∂t(f
N+cs) from the original Runge-Kutta
scheme and the modified derivatives for our PRK scheme. So let us perform a Taylor expansion from ks:
ks =
fN+cs + (K + 1)δtDt(f
N+cs) + (K + 1)2δt2Dtt(f
N+cs)/2− fN+cs −KδtDt(fN+cs)− (K2δt2/2)Dtt(fN+cs)
δt
= Dt(f
N+cs) +
2k + 1
2
δtDtt(f
N+cs) +O(δt2).
Now we showed in lemma 5.1 that an application of the numerical derivative introduces an error of order
O(ε1−γ∆xp) with respect to the exact derivative ∂t and hence we can write:
ks = ∂t(f
N+cs) +
2K + 1
2
δt∂tt(f
N + cs) +O(ε
1−γ∆xp).
We proceed by substituting the expression for fN+cs into the above equation. This yields:
ks = ∂t
(
fN,K+1 + (cs∆t− (K + 1)δt)
s−1∑
l=1
asl
cs
kl
)
+O(δt+ ε1−γ∆xp).
Of course, the latter can be further expanded as follows:
ks = ∂t
(
fN + (K + 1)δtDt(f
N ) + (cs∆t− (K + 1)δt)
∑
l=1
asl
cs
kl
)
+O(δt+ ε1−γ∆xp),
which is in turn equivalent to:
ks = ∂t(f
N ) + (K + 1)δt
(
∂tt(f
N )−
∑
l=1
asl
cs
kl
)
+ ∆t
s−1∑
l=1
aslkl + (1 + δt)O(δt+ ε
1−γ∆xp).
Next, a combination of this result with the equation for fN+1 gives rise to:
fN+1 = fN + (K + 1)δtDtf
N +
(K + 1)2
2
δt2Dtt(f
N )
+ (∆t− (K + 1)δt)
∑
s=1
bs
(
∂t(f
N ) + (K + 1)δt
(
∂tt(f
N )−
∑
l=1
asl
cs
kl
)
+ ∆t
s−1∑
l=1
aslkl + (1 + δt)O(δt+ ε
1−γ∆xp)
)
.
Then, we will proceed by splitting the above expression in an δt -independent part and a part which depends
on the time step of the inner integrator. Now, we can apply the theorem about the order conditions of general
RK schemes (see [26]) to derive finally the expression for the truncation error of the PRK scheme.
Example 3 (Truncation error for PRK4). As a direct consequence of theorem 5.2, we find that the order of
accuracy of the PRK4 scheme is:
EN+1 = O(∆t4) +O(δt) +O(ε1−γ∆xp) + δt
(
δt+ ε1−γ∆xp
∆t
)
,
where we have used that a21 = a32 = 1/2 and a43 = 1. The other Runge Kutta coefficients are zero. Moreover
the scheme is consistent. This is the scheme that we used throughout the numerical experiments.
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6 Numerical experiments
In this section, we illustrate the performance of the high-order projective integration algorithm. In section 6.1,
we first illustrate its consistency properties and long term performance on a simple linear kinetic equation.
Afterwards, we will apply the scheme on some more realistic applications: the Burgers’ equation (section 6.2)
and the semiconductor equation (section 6.3).
In sections 6.1 and 6.2, we consider the velocity space vj , j ∈ {1 · · · J} to be constructed using the zeroes
of the Legendre polynomial of degree J ; in section 6.3, we use the zeroes of the Hermite polynomial of degree
J = 20. All simulations are performed on the spatial domain [−1, 1]. We choose an equidistant, constant
in time mesh with cell centers Π := {x0 = −1 + ∆x/2, . . . , 1−∆x/2}, and the fourth-order central spatial
discretisation defined by (14).
6.1 Linear kinetic equation
We consider equation (3) with A(u) = u and periodic boundary conditions. As an initial condition, we take
f(v, x, t) =
e−v
2 sin(pix)/T∑
j wj
, j = 1, . . . , J.
To examine the truncation error (defined in equation (51)), we perform a numerical simulation using a
second and fourth order PRK algorithm, with Butcher tableaux in figure 2(right), using δt = ε2, K = 3,
and ∆t = 1× 10−3, and ∆x = 1× 10−2; the number of outer PRK steps is defined by (N + 1)∆t = 1. We
perform the experiment for ε = 1× 10−2 and ε = 1 · 10−3. As the reference solution, we use a direct forward
Euler simulation with δt = ε3. The results are shown in figure 5. One observes that the truncation error
behaves as O(∆t4), resp., O(∆t2), for large ∆t until, for sufficiently small ∆t, a plateau is reached, at which
the contribution of the inner integrator to the truncation error, which is O(ε2), becomes dominant.
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∆t
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N
+
1
10−3 10−2 10−1 100
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∆t
E
N
+
1
Figure 5: Truncation error of u with PRK4 as a function of ∆t for K = 3,∆x = 1× 10−2 using ε = 1× 10−3
(squares) and ε = 1× 10−2 (triangles).
Next, we compare the long-time simulation results of the PRK scheme with both a full microscopic
simulation and a simulation of the limiting macroscopic equation (11). We consider ε = 1 × 10−3, and
choose a fourth-order PRK scheme with K = 3, δt = ε2, ∆x = 1 × 10−1 and ∆t = 1 × 10−3. The full
microscopic simulation is performed using the same inner integrator with time step δt = ε3, whereas the
limiting macroscopic equation is simulated using the same spatial discretization and the corresponding direct
Runge–Kutta method of order 4. The results are shown in figure 6. We observe that the PRK4 algorithm
is visually as accurate as the full microscopic simulation, while requiring a computational effort that is only
1/1000 of the full microscopic simulation. Moreover, the projective scheme appears to be able to capture
the kinetic behaviour that is lost in the macroscopic limiting equation.
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Figure 6: Long term results for the linear kinetic equations. Left: density at time 1, ∆t = 1× 10−3, K = 3,
∆x = 1× 10−1 with PRK4 (stars); microscopic evolution with δt = ε3 (solid line); results obtaind using the
limiting equation (dashed). Right: absolute error of PRK results with respect to full microscopic simulation.
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Figure 7: Left: Evolution of the Viscous Burgers equation as a result of the PRK4 algorithm for N = 100
(solid line, no marks), N = 500 (squares) and N = 1000 (triangles). Right: Error at N = 1000. Parameters:
ε = 1× 10−3,∆t = 1× 10−3,K = 3,∆x = 1× 10−1.
6.2 Viscous Burgers’ equation
Let us now consider the viscous Burgers’ equation, i.e., equation (3) with A(u) = u2, using Neumann
boundary conditions
∂xf(−1, v, t) = ∂xf(1, v, t) = 0),
and the initial condition:
f(x, vj , t) =
1∑
j wj
exp(−v2j /T ) exp(−x2/0.1). (57)
We again perform a fourth order PRK simulation using K = 3, δt = ε2, ∆x = 1× 10−1 and ∆t = 1× 10−3.
As a reference solution, we perform a full microscopic simulation using the same inner integrator with time
step δt = ε3. The results are shown in figure 7(left) at various instances in time. On the right, the error
with respect to the reference soluton is shown. We clearly observe that the projective integration method is
also very accurate in this case.
6.3 Semiconductor equation
Finally, we illustrate the PRK method for the semiconductor equation (12) with ε = 1× 10−3. To discretise
the partial derivative ∂v, we also use a second order finite difference scheme, taking into account that the
chosen velocities, because they are the zeroes of the Hermite polynomials, are not equidistant. As an initial
condition, we again choose (57) and we apply no-flux boundary conditions for both the velocity and spatial
variables. For the potential Φ, we applied Dirichlet boundary conditions, Φ(−1, t) = 2.0 and Φ(1, t) = 0,
causing an advective movement to the left.
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Figure 8: Evolution of the density calculated with the projective integration algorithm after N = 100 (no
marks), N = 200 (squares), N = 500 (triangles). Parameters of the simulation: ε = 1× 10−3,∆t = 1× 10−3
, ∆x = 1× 10−1 , Φ(−1, t) = −2.0,Φ(1, t) = 0.0, T = 1× 10−2.
As before, we perform a fourth order PRK simulation using K = 3, δt = ε2, ∆x = 1 × 10−1 and
∆t = 1 × 10−3, as well as a microscopic reference solution using the same inner integrator with time step
δt = ε3. The results are shown in figure 8(left) at various instances in time. On the right, the error with
respect to the reference soluton is shown. We clearly observe that the projective integration method is also
very accurate in this case.
7 Conclusions
We investigated a high-order, fully explicit, asymptotic-preser-ving scheme for a kinetic equation with linear
relaxation, both in the hydrodynamic and diffusive scalings in which a hyperbolic, resp. parabolic, limiting
equation exists. The scheme first takes a few small (inner) steps with a simple, explicit method (such a direct
forward Euler) to damp out stiff components of the solution and estimate the time derivative of the slow
components. These estimated time derivatives are then used in an (outer) Runge–Kutta method of arbitrary
order. We showed that, with an appropriate choice of inner step size, the time-step restriction on the outer
time step is similar to the stability condition for the limiting macroscopic equations. Moreover, the number
of inner time steps is also independent of the scaling parameter. We analyzed stability and consistency, and
illustrated with numerical results.
We conclude by pointing out the current limitations of the method, and some suggestions for future work.
The asymptotic-preserving nature of the scheme is due to the presence of a single relaxation time in the
linear relaxation collision operator, and relies on an appropriate choice of the inner time step, which has to
satisfy δt = εγ+1. When multiple relaxation times are present, one should expect the number of time steps
to be chosen as K ∼ log(1/ε) [18]. In such situations, it might be of interest to study schemes in which a
sequence of inner steps is taken, each commensurate with one of the relaxation time scales, as is proposed
in [16]. A second direction of further investigation would be to look at problems in which hydrodynamic
and diffusive regimes are present simultaneously in different parts of the spatial domain. Many efforts have
been done for (semi-)implicit asymptotic-preserving schemes (some of them cited in the introduction); a
number of these techniques (such as an a priori modeling of boundary layers [21, 53]) can be readily applied
in conjunction with the projective integration method proposed here.
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A Parametrization of stability regions
We need to derive the expressions that are given in Proposition 3.3. Let us start from the projective Runge–
Kutta method as applied to the linear test equation, i.e., equation (58), which we now write as
k1 =: κ1(τ)y
n =
τK+1 − τK
δt
yn
ks =: κs(τ)y
n =
τK+1 − τK
δt
Fs(τ)y
n, 2 ≤ s ≤ S,
yn+1 =: σ(τ)yn =
(
τK+1 + (Mδt)
∑S
s=1 bsκs
)
yn,
(58)
with Fs(τ) =
(
τK+1 + (Msδt)
∑s−1
l=1
as,l
cs
κl
)
. The stability boundary of the projective Runge–Kutta method
is then given by all values of τ such that
‖σ(τ)‖ =
∣∣∣∣∣τK+1 + (Mδt)
S∑
s=1
bsκs
∣∣∣∣∣ = 1. (59)
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For small values of z = δt/∆t, the stability region consists of two parts, one part close to the origin, and one
part close to 1. To locate these stability boundaries for small z, we proceed in two steps:
(i) We notice that σ(τ) depends on κs(τ), while the κs(τ) themselves are recursively defined. We therefore
first obtain an explicit formula for each of the quantities κs(τ), such that we have an explicit formula
for σ(τ) as a function of τ .
(ii) Next, for each of the stability regions, we perform an asymptotic expansion of τ as a function of z, and
impose the condition (59).
Before proceeding with the derivation, we introduce some additional notation. We will denote by A¯ the
matrix
A¯ = C¯A = diag (M1/c1,M2, . . . ,Ms/cs)A
where A denotes the matrix of RK-coefficients corresponding to a general S-stage Runge–Kutta scheme. We
also introduced the vectors e1 and er which are defined as (1, 0, . . .)
T and (0, 1, 1, . . .)T respectively.
Step (i): Derivation of expression for Fs(τ) Let us now first derive an expression for Fs(τ). We will
show that {
Fs(τ) = 1 s = 1,
Fs(τ) =
∑s−1
j=0(τ
K(τ − 1))j((A¯j)(e1 + τK+1er))s ∀2 ≤ s ≤ S.
(60)
By definition, we know that Fs can be written as:
Fs(τ) = τ
K+1 +
s−1∑
l=1
a¯slFl(τ
K+1 − τK),
where we have introduced a¯sl = Msasl/cs to avoid notational complexity. Then we can derive equation (60)
by induction.
Base step (s = 2). By definition the following holds:
F2(τ) = τ
K+1 + a21(τ
K+1 − τK).
Now remark that (Ie1)2 = 0, while (Ier)2 = 1. Then the statement follows from a simple substitution
and rearranging the terms.
Induction step. We impose that equation (60) is valid for all l = 1, . . . s−1 as induction hypothesis.
So, let’s consider Fs(τ) in more detail:
Fs(τ) = τ
K+1 +
s−1∑
l=1
a¯sl
l−1∑
j=0
(
τK(τ − 1))j ((A¯je1)l + (A¯jer)lτK+1) τK(τ − 1)
= τK+1 +
s−1∑
l=1
a¯slτ
K(τ − 1) + (τK(τ − 1))2 s−1∑
l=2
a¯sl
(
A¯e1 + τ
K+1A¯er
)
l
+ . . .
= τK+1 +
∑
(τK(τ − 1))l(A¯le1 + τK+1A¯ler)s
and hence, the equation for the amplification factor σS reads:
σS(θ) = τ
K+1 +M
S∑
s=1
bs
s−1∑
j=0
(τK(τ − 1))j+1 ((A¯j)(e1 + τK+1er))s .
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Step (ii): Asymptotic expansion of τ for each of the two stability regions RPRK1 and RPRK2 Let
us first consider the region RPRK1 , in which case τ is close to one. We propose an asymptotic expansion for
τ as a function of z = δt/∆t, and look for those values of z for which (59) is satisfied. We expand τ(θ) as
follows:
τ(θ) = 1 + C1(θ)z + C2(θ)z
2 + h.o.t 0 ≤ θ ≤ 2pi
By means of an application of the binomial theorem on both τK+1 and (τK(τ − 1))j+1, we get
τK+1 = 1 + C1(K + 1)z + (K + 1)
(
C2 +
(K)
2
C21
)
z2 +O(z3),
(τK(τ − 1))j = Cj1zj + jCj−11 zj−1
(
(KC21 + C2)z
2 +
(
2KC1C2 − 1
2
KC31 +
1
2
K2C31
)
z3
)
+O(z4),
where we have momentarily suppressed dependence on θ. Then, Fs(z) can be expanded as
Fs(z) =
s−1∑
j=0
(τK(τ − 1))j
[(
C¯
z
− (K + 1)
)j
Aj(e1 + erτ
K+1)
]
s
,
=
s−1∑
j=0
(
Cj1 + jC
j−1
1 z(KC
2
1 + C2)
) [(
C¯j + jC¯j−1z(−(K + 1))Aj) (e1 + er(1 + C1(K + 1)z))]s +O(z2)
where we have introduced C¯ as diag(0, c2, . . . , cs) and applied the binomial theorem to expand A¯
j . This
allows us to expand σS as follows:
σS = 1 +
S∑
s=1
bs
s−1∑
l=1
Cj1
[(
C¯jAje1
)
s
+
(
C¯jAjer
)
s
]
+O(z).
The coefficients C1, C2 can be determined by solving the equation σS = exp(ıθ) and matching powers of
(δt/∆t).
In a similar way, this approach can be applied to the region R2,PRK, where we expand τ(θ) as:
τ(θ) = C ′1(θ)z
1/K + C ′2(θ)z
2/K + h.o.t.
We now derive the expressions
τK+1 = C ′K+11 z
K+1 + (K + 1)C ′K1 C2z
K+2 +O(zK+3),(
τK(τ − 1))j = (−1)jC ′jK1 zjK + (−1)j−1zjK+1 (C ′jK+11 − jKCjK−11 C ′2) ,
from which we obtain
Fs =
s−1∑
j=0
(−1)jC ′jK−11
(
C ′1 − z
(
C ′21 − jKC ′2
))
C¯j−1
(
C¯ − j(K + 1)z) (Aje1)s +O(z2)
=
s−1∑
j=0
C ′jK1 C¯
j(Aje1)s +O(z),
which implies that σS reads:
σS =
S∑
s=1
bs
s−1∑
l=0
C ′lK1 C¯
l(Ale1)s +O(z).
We conclude by giving two concrete examples.
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Example 4 (Parametrization of stability regions of PRK2). Let us first consider the second order projective
Runge–Kutta method PRK2. We start with the region R2,PRK. To this end, we have to solve the following
equation for C ′1
1
2
(C ′1)
2K = eıθ,
which yields the roots:
C ′1 =
√
2
1/K
exp(ı(θ/K + 2jpi/K)) j = 1, . . . ,K − 1.
Hence, τ(θ) can be written as
τ =
√
2
1/K
exp ı(θ + 2jpi/K)
(
δt
∆t
)1/K
.
For the stability region R1,PRK, we use equation (??) to determine the coefficient C1,
1− eıθ + C1 + 1
2
C21 = 0.
which gives rise to the solution:
C1 = −1± 4
√
5− 4 cos θ arg(−1 + 2 cos θ + 2ı sin θ).
Thus, this part of the stability region is defined by:
τ = 1−
(
δt
∆t
)
± 4√5− 4 cos θ arg(−1 + 2 cos θ + 2ı sin θ)
(
δt
∆t
)
+O
((
δt
∆t
)2)
Example 5 (Parametrization of stability regions of PRK4). The derivation is very similar to the second
order case. Now, we will determine the stability region around zero. So we will expand the amplification
factor of the inner integrator τ in powers of (τ/∆t)1/K :
τ = C ′1
(
δt
∆t
)1/K
+ C ′2
(
δt
∆t
)2/K
,
and substitute the latter into the stability polynomial equation. To find the parametrization of the stability
region, we set σ = eıθ since we are looking for the values of τ that result in a amplification factor |σ| = 1.
Next, we have to match the powers of (δt/∆t)1/K on both sides of the equations. This yields the following
fourth order polynomial in CK1 :
1
24
(
C ′K1
)4 − 1
12
(
C ′K1
)3
+
1
6
(
C ′K1
)2 − 1
6
C ′K1 − eıθ = 0
This equation can be solved by using Ferrari’s method [47]. First, we have to convert this polynomial into a
so called depressed quartic, by performing a change of variables: C ′K1 = x + 1/2, which reduces the quartic
to :
p1(x) = x
4 +
5
2
x2 − x− 19
16
− 24eıθ = 0
The latter can be factored into quadratic polynomials:
p1(x) = (x
2 + px+ q)(x2 + rx+ s)
which results in the resolvent cubic polynomial in P = p2:
P 3 + 5P 2 + (11 + 96eıθ)P − 1 = 0
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This can be solved by performing again a change of variables : P = t − 5/3 to reduce the polynomial to a
depressed cubic:
t3 +
(
8
3
+ 96eıθ
)
t− 272
27
− 160eıθ = 0,
followed by Vie´ta’s substitution: t = w− 8/3 + 96e
ıθ
3w
which finally yields with a quadratic polynomial in w3:
w6 +
(
−160eıθ − 272
27
)
w3 − 32768e3ıθ − 512
729
− 2048
27
eıθ − 8192
3
e2ıθ = 0,
which yields:
w3 = 80eıθ +
136
27
± 8
9
√
41472e3ıθ + 11556e2ıθ + 1116eıθ + 33,
and hence, we can calculate a possible root of the sextic equation. This implies that w1 is a possible root:
w1 =
2
3
3
√
270eıθ + 17 + 3
√
41472e3ıθ + 11556e2ıθ + 1116eıθ + 33
which implies that the following expression for t is a root of equation:
t = w1 − 8/3 + 96e
ıθ
3w1
.
Finally, we can calculate C ′1 by substituting the expression for t back into the equation for P and using the
fact that P = t− 5/3 and C ′K1 = x+ 1/2.
C ′1 =
K
√√√√√√±√P ±
√
P − 2
(
5
2
+ P ± 1√
P
)
2
+
1
2
A similar procedure can be followed to derive an expression for C1 to determine the region R1,PRK.
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