Most state-of-the-art speech enhancement (SE) techniques prefer to enhance utterances in the frequency domain rather than in the time domain. However, the overlap-add (OLA) operation in the short-time Fourier transform (STFT) for speech signal processing generally distorts the signal and probably limits the performance of the SE techniques. In this study, a novel SE method that integrates the discrete wavelet packet transform (DWPT) and a novel subspace-based method, robust principal component analysis (RPCA), is proposed to enhance noise-corrupted signals directly in the time domain. We evaluate the proposed SE method on the Mandarin hearing in noise test (MHINT) task. The experimental results show that the new method reduces the signal distortions dramatically, thereby improving speech quality and intelligibility significantly. In addition, the newly proposed method outperforms the STFT-RPCA-based speech enhancement system.
INTRODUCTION
The goal of speech enhancement (SE) techniques is to extract clean speech signal from noisy input to improve sound quality and intelligibility simultaneously, thereby improving speech interactions for various acoustic applications in the presence of noise [1, 2] . In general, conventional spectral-based SE techniques can be divided into spectral subtractive, statisticalmodel, and subspace-based categories [3] , with a simple assumption that noisy signals are constructed by adding noise to clean utterances. The algorithms for spectral subtraction basically subtract the estimated noise components from the noise-corrupted speech spectra. Some well-known spectral subtractive schemes include the Wiener filter [4] and geometric approach to spectral subtraction (GSS) [5] . The school of statistical-model SE methods aims to minimize a specific distortion measure between the original noise-free signal and the enhanced counterpart. Representative methods for this include minimum-mean-square-error short-time spectral amplitude estimation (MMSE-STSA) [6] and the generalized maximum a posteriori spectral amplitude (GMAPA) estimation [7] . The primary idea of subspace-based approaches is to split a noisy signal into two subspaces, one for clean signal and the other for noise, and then minimizes the noise component in the cleansignal subspace. Some well-developed subspace techniques include singular value decomposition (SVD) [8] , a generalized subspace approach with built-in prewhitening [9] , and principal component analysis (PCA) [10] [11] [12] [13] .
Most of the state-of-the-art SE techniques enhance the short-time Fourier transform (STFT)-based spectral magnitude, while leaving the input noise-corrupted phase components unchanged, which may distort the enhanced speech signal and limit the SE performance [14] . Accordingly, discrete wavelet transform (DWT)-based SE approaches have been developed [14] [15] [16] [17] , avoiding the aforementioned distortion issue but processed a time signals directly, and achieving a better SE performance. To extend the previous spectral subtractive work of [14] , this paper proposes a novel subspace SE scheme that improves the robust principal component analysis (RPCA)-based SE method [18] using discrete wavelet packet transform (DWPT) [19, 20] . The resulting new SE system, termed DWPT-RPCA SE for simplicity, can enhance the signal in the time domain directly.
In the proposed DWPT-RPCA SE system, DWPT is first applied to decompose a full-band time signal into sub-bands. For each sub-band signal, a signal space is constructed by framing the sequence. Next, RPCA is applied to create a gain subspace from the original signal space. The overlap-add (OLA) operation is then used for this virtually gain subspace to recover the gain function to enhance the corresponded sub-band signal. Finally, the inverse DWPT (IDWPT) is performed to all enhanced sub-band sequences to reconstruct the enhanced fullband time signal. The performance of the DWPT-RPCA SE was evaluated on the Mandarin hearing in noise test (MHINT). The experimental results confirm that the proposed DWPT-RPCA SE outperforms the STFT-RPCA SE and significantly improves speech quality and intelligibility in noise-corrupted situations.
The rest of the paper is organized as follows. Techniques of DWPT and RPCA are briefly introduced in Sections 2 and 3, respectively. Section 4 presents the proposed DWPT-RPCA SE framework. Experiments and the respective analysis are given in Section 5 to demonstrate the performance of the proposed approach. Section 6 summarizes our findings.
DISCRETE WAVELET PACKET TRANSFORM
A set of well-defined low-and high-pass filters together with an factor-2 down/up-sampling process are performed for DWPT/IDWPT serving as a distortion-less analysis/synthesis 
Furthermore, Daubechies order 10 wavelet bases ('db10') was performed to design the DWPT filter set in the paper. Please note that the reconstructed signal is identical to the input one (ñ 0 0 = n 0 0 ) through a perfect transformation of DWPT/IDWPT with a well-defined filter sets. In addition, all the filter-based decompositions and reconstructions are performed in time domain. For more details, please refer to [19] and [20] .
ROBUST PRINCIPAL COMPONENT ANALYSIS
Consider a noisy input matrix N = C + E, in which C and E ∈ R L×K denote the L-dimensional clean-signal and noise matrices, respectively. Assuming the clean speech is a low-rank structure, RPCA can be adopted to decompose the noisy input N into clean-signal and noise subspaces. The constrained optimization problem for RPCA is formulated in Eq. (3) [21] :
where E * represents the nuclear norm and is determined as the sum of the singular values of E, and λ is a scalar factor. Inexact augmented Lagrange multipliers [21] are applied for solving Eq. (3) with the Lagrangian function as in Eq. (4):
where · F and · are the Frobenius norm and inner product operators, respectively, Y is an auxiliary matrix and µ is a scalar multiplier. In addition, the initial Y is set to the noisy input matrix N. The minimization of the function L in Eq. (4) is obtained by implementing the following process iteratively:
where k is the iteration index. Notably, the RPCA-derived clean-signal and noise matrices are further used to form a gain matrix G as in Eq. (6),
which helps to create the enhanced signal matrixC bỹ
where "./" in Eq. (6) and ".×" in Eq. (7) denote the elementwise division and multiplication operators, respectively.
DWPT-RPCA SPEECH ENHANCEMENT SYSTEM
The concept of the newly proposed DWPT-RPCA SE is to apply RPCA-wise enhancement to the DWPT-based sub-band time signal. The flowchart for DWPT-RPCA is depicted in Fig. 2 . Fig. 2 (a) shows the block diagram of DWPT-RPCA, while the detailed sub-band-based RPCA SE is illustrated in Fig. 2 (b) . Fig. 2  (b) , the framing operation h{·} without any windowing (equivalent to using a rectangular window) is first performed to produce overlapping frames. These frames are then arranged in sequence as the columns for matrix N b . Thus, the m-th column of N b is
. . .
where L and P denote the frame size and shift, respectively. The gain matrix G b in Eq. (6) is extracted from the input noisy matrix N b by using the RPCA procedure described in Section 3. The OLA process as the de-framing scheme in Eq. (9) is applied to obtain the gain sequence g b for the b-th sub-band signal n 
where n is the time index, K is the total number of columns of
Please note that the whole DWPT-RPCA SE system operates in the time domain of signals, including the stages of decomposition, enhancement, and reconstruction. Furthermore, the output c 0 0 will be identical to the input n 0 0 for the DWPT-RPCA SE in the case when no enhancement occurs, which indicates the direct concatenation of the front-end decomposition and the back-end reconstruction is distortion-less.
EXPERIMENTS

Experimental setup
To evaluate the performance of DWPT-RPCA, we conduct the experiments on the MHINT database [22] , which contains 300 utterances pronounced by a native Mandarin male speaker and recorded in a noise-free environment at a sampling rate of 16 kHz. These utterances were further down-sampled to 8 kHz for the experiments to form a strick task on a resourse-limited mobile devices. From this database, 50 utterances were extracted as a clean set for evaluation. Eight types of noise (subway, exhibition, car, street, restaurant, babble, airport, and train-station) drawn from Aurora-2 [23] were artificially added to these clean utterances at six signal-to-noise ratios (SNRs) ranging from 20 to -5 dB with a 5-dB interval to generate the noisy testing set.
A 5-sample frame shift (P = 5) was used for DWPT-RPCA while the frame size and the level of the DWPT/IDWPT were varied, and the corresponding issues will be discussed in section 5.2. For comparison, the STFT-based RPCA and MMSE SE system was implemented in this study. Here, we applied the improved minima controlled recursive averaging [24] noise estimating technique to estimate noise conditions for MMSE. The SE scenarios were evaluated using: (1) the quality test for the hearing-aid speech quality index (HASQI) [25] , (2) the perceptual test for the hearing-aid speech perception index (HASPI) [26] , and (3) the objective test for segmental SNR improvement (SSNRI) and speech distortion index (SDI). Notably, the HASQI and HASPI have been proven to provide high correlation scores with human quality assessment and perception, and are developed to evaluate sound quality and perception for both hearing-impaired patients and people without hearing issues. The scores for the HASQI and HASPI both range from zero to one. Higher scores of the HASQI and HASPI correspond to better sound quality and intelligibility, respectively.
Performance evaluation
The average SSNRI scores over all noise conditions (eight noise types and six SNR levels) with respect to DWPT-RPCA SE with four different levels (J = 0, 1, 2, 3) of DWPT/IDWPT were shown in Table 1 . The applied frame size for DWPT-RPCA in the experiments was 100 (L = 100). From the table, scores were increased along the level from one to three, and threelevel provides the highest score of SSNRI. With applying threelevel DWPT/IDWPT (decomposed a full-band signal into eight sub-bands sequences) to DWPT-RPCA, Table 2 listed average scores of SSNRI over all noise conditions in terms of varying frame size from 200-to 1000-samples with 200 samples an interval. From the table, we observed that SSNRI scores were increased along the frame length, and frame length with 1000-samples provides the best performance. The above observations show that high input feature dimensions with large number of sub-bands enable RPCA to more effectively suppress noise signals in the time domain. In the following experiments, 1000-samples frame length and three-level DWPT/IDWPT were used for DWPT-RPCA, and was denoted as "D-RPCA".
Next, we tested the SDI, HASQI and HASPI scores for all noise conditions for DWPT-RPCA, and compared the results with those from the noisy baseline, full-band MMSE and STFT-RPCA SE systems denoted as "Noisy", "MMSE" and "S-RPCA-F-256", respectively. The evaluation results were listed in Table 3 . To achieve a fair comparison, 256-or 1000-samples frame length were used for STFT to create two different spectrograms for the input time signal. Each of the created spectro- Table 1 : The average scores of SSNRI for DWPT-RPCA SE with four different levels of DWPT/IDWPT on the testing set. gram was divided along the frequency axis into eight equallyspaced sub-bands for STFT-RPCA SE. RPCA was then used to update each sub-band. These updated sub-band matrices were combined to form the enhanced spectrogram, and then transformed into the time domain with an inverse STFT (ISTFT) on the corresponding frame-length setting. In Table 3 , these two sub-band-based STFT-RPCA SE were denoted as "S-RPCA-8-256" and "S-RPCA-8-1000", where "8" represents eight subband, and "256" and "1000" were the frame length. Notably, the applied frame size and shift for both "S-RPCA-F-256" and "S-RPCA-8-256" were 256 and 80 samples, respectively, while the 5-points frame shift was used for "S-RPCA-8-1000". From Table 3 , MMSE, S-RPCA-F-256, S-RPCA-8-256, and D-RPCA can effectively decrease the signal distortion and improve sound quality and intelligibility simultaneously from noisy inputs. In addition, S-RPCA-F-256 shows better results on all the evaluation matrices than those from S-RPCA-F-256 and S-RPCA-8-1000, indicating that the performance of RPCA-based SE systems can further be improved by carefully selecting the input dimension. Furthermore, the proposed DWPT-RPCA SE provides the best system performance on the evaluations of SDI, HASQI and HASPI scores, implying that the DWPT/IDWPT can provide better signal bases for RPCA and lead to less distortion of transformation relative to STFT/ISTFT. Here, the notation "S-RPCA-F-256" was simplified to "S-RPCA" in the following comparisons.
For Noisy, MMSE, S-RPCA and D-RPCA, we evaluated the HASQI and HASPI scores, which were averaged over six SNR conditions of each noise environment, in Tables 4 and  5 , respectively. From both tables, we observed that S-RPCA, MMSE and D-RPCA were consistently improve the sound quality and intelligibility from noisy signals in all noise environments. In addition, D-RPCA showed the best score in each noise type when comparing with those from S-RPCA and MMSE. The highest score demonstrated that the speech quality and intelligibility can further be improved by enhancing magnitude and phase components simultaneously in a time signal.
Figs. 3 and 4 compared Noisy, MMSE, S-RPCA and D-RPCA in terms of the averaged HASQI and HASPI metric scores over all noise types at six SNRs, respectively. Both figures showed that D-RPCA outperforms the MMSE and S-RPCA SE system when considering all the HASQI and HASPI scores on different SNR conditions. This observation confirms again that DWPT-RPCA SE provides a better sound quality as well as a higher intelligibility than STFT-RPCA SE.
CONCLUSION
We proposed a novel subspace-based SE technique integrating DWPT/IDWPT and RPCA. Instead of constructing the subspaces on the magnitude spectrogram, time-domain subspaces were created for RPCA to enhance noisy input. In addition, the well-defined filters in DWPT/IDWPT allow distortion-less decomposition/reconstruction for the input signal, and the underlying sub-band signals can be enhanced using RPCA. Results showed that DWPT-RPCA results in less distortion of enhanced speech utterances than STFT-based RPCA and MMSE, thereby improving sound quality and intelligibility. Experiments incorporating DWPT/IDWPT with model-based SE techniques such as deep neural network-wise and MMSE-STSA will be examined to determine if further improvement can be achieved.
