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ON THE MOMENTS OF THE MOMENTS OF THE CHARACTERISTIC POLYNOMIALS OF
RANDOM UNITARY MATRICES
E. C. BAILEY & J. P. KEATING
ABSTRACT. Denoting by PN(A, θ) = det
(
I − Ae−iθ
)
the characteristic polynomial on the unit circle in the
complex plane of anN ×N random unitary matrix A, we calculate the kth moment, defined with respect to an
average over A ∈ U(N), of the random variable corresponding to the 2βth moment of PN (A, θ) with respect
to the uniform measure dθ
2pi
, for all k, β ∈ N . These moments of moments have played an important role in
recent investigations of the extreme value statistics of characteristic polynomials and their connections with
log-correlated Gaussian fields. Our approach is based on a new combinatorial representation of the moments
using the theory of symmetric functions, and an analysis of a second representation in terms of multiple contour
integrals. Our main result is that the moments of moments are polynomials inN of degree k2β2 − k+1. This
resolves a conjecture of Fyodorov & Keating [23] concerning the scaling of the moments with N as N →∞,
for k, β ∈ N. Indeed, it goes further in that we give a method for computing these polynomials explicitly and
obtain a general formula for the leading coefficient.
1. INTRODUCTION
Let
(1) PN (A, θ) = det
(
I −Ae−iθ
)
,
denote the characteristic polynomial of an N ×N unitary matrix A on the unit circle in the complex plane.
The typical values taken by PN when A is chosen at random, uniformly with respect to Haar measure
on the unitary group U(N) (i.e. from the Circular Unitary Ensemble of Random Matrix Theory), have
been the subject of extensive study. The moments of PN and its logarithm were computed in [33] using
the Selberg integral and compared with the corresponding moments of the Riemann zeta function, ζ(s),
on its critical line (Res = 1/2). It follows from these calculations that logPN (A, θ)/
√
1
2 logN satisfies
a central limit theorem when N → ∞, in that the real and imaginary parts independently converge to
normal random variables with zero mean and unit variance. This is true as well without normalising, in a
distributional sense [27]. The correlations of log |PN (A, θ)| can be computed using, for example, formulae
due to Diaconis and Shahshahani [16], and shown to satisfy
(2) EA∈U(N) (log |PN (A, θ)| log |PN (A, θ + x)|) ∼
{
1
2 logN |x| <<
1
N
−12 log |x| 1 >> |x| >>
1
N
when N →∞. (The imaginary part of logPN (A, θ) exhibits similar behaviour.)
The fact that log |PN (A, θ)| behaves like a log-correlated Gaussian random function has stimulated a good
deal of interest recently, as it suggests a connection with other similar random fields such as those associated
with the Branching RandomWalk, Branching Brownian Motion, the 2-dimensional Gaussian Free Field, and
Liouville quantum gravity. This observation, together with heuristic calculations and numerical experiments
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(c.f. [21]), motivated a series of conjectures [22, 23] concerning the maximum of |PN (A, θ)| on the unit
circle,
(3) Pmax(A) = max
0≤θ<2π
|PN (A, θ)|.
The heuristic calculations described in [23] are based on an analysis of the random variable
(4) ZN (A, β) :=
1
2π
∫ 2π
0
|PN (A, θ)|
2βdθ
which is the 2βth moment of |PN (A, θ)| with respect to the uniform measure on the unit circle
dθ
2π . Specifi-
cally, the calculations centre on computing the moments of this random variable with respect to an average
over A ∈ U(N):
(5) MoMN (k, β) := EA∈U(N)
((
1
2π
∫ 2π
0
|PN (A, θ)|
2βdθ
)k)
.
We refer to the latter as the moments of the moments of PN (A, θ). They will be the main focus of our
attention.
We also note that the integrand in (4), when appropriately normalised,
(6)
|PN (A, θ)|
2β
E|PN (A, θ)|2β
dθ
2π
has been the subject of considerable interest because it has been proved [38, 46] to converge to a limiting
Gaussian multiplicative chaos measure [6, 28, 41] for β ∈ (−14 , 1) (c.f. [42] for a corresponding result for
the Riemann zeta-function on the critical line). Importantly, there is expected to be a freezing transition [23]
at β = 1, leading to a different regime of behaviour when β > 1.
One of the main conjectures of [23] is that when N →∞
(7) MoMN (k, β) ∼

(
(G(1+β))2
G(1+2β)Γ(1−β2)
)k
Γ(1− kβ2)Nkβ
2
k < 1/β2
c(k, β)Nk
2β2−k+1 k > 1/β2
where G(s) is the Barnes G-function and c(k, β) is an unspecified function of k and β1. At the transition
point k = β2, one should expect that the moments of moments grow like N logN . One justification for this
conjecture follows from a heuristic calculation of the moments when k is an integer [22, 23, 29], which is
based on the fact that for k ∈ N
(8) MoMN (k, β) =
1
(2π)k
∫ 2π
0
· · ·
∫ 2π
0
E
k∏
j=1
|PN (A, θj)|
2βdθj.
The integrand in (8) can be computed asymptotically when N →∞ and the θjs are fixed and distinct using
the appropriate Fisher-Hartwig formula [18]. The resulting integrals over the θjs can then be computed
when k < 1/β2 using the Selberg integral, leading to the expression in the conjecture (7) in this range.
This expression diverges as k approaches 1/β2 from below. The reason for this is that when k ≥ 1/β2,
singularities associated with coalescences of the θjs become important. Developing a precise asymptotic in
the range k ≥ 1/β2 therefore requires a Fisher-Hartwig formula that is valid uniformly as the Fisher-Hartwig
1By A(N) ∼ B(N), we mean that A(N)/B(N)→ 1 when N →∞.
ON THE MOMENTS OF THE MOMENTS OF THE CHARACTERISTIC POLYNOMIALS OF RANDOM UNITARY MATRICES 3
singularities coalesce, and achieving this in general is an important open problem. From this perspective,
the regime k ≥ 1/β2 is the more challenging one.
When k = 2, a uniform Fisher-Hartwig asymptotic formula was established by Claeys and Krasovsky
[10], who used this to prove the powers of N appearing in (7) for all β and to relate c(2, β) to a particular
Painleve´ transcendent.
In a closely analogous problem in which log |PN (A, θ)| (c.f. (119)) is replaced by a random Fourier series
with the same correlation structure – such series can be considered as one-dimensional models of the two-
dimensional Gaussian Free Field – the analogue of conjecture (7), due to Fyodorov and Bouchaud [20], has
recently been proved in the regime k < 1/β2 for all k and β by Remy [40] using ideas from conformal field
theory [35].
We note that the conjecture described above extends to the other circular ensembles (i.e. to the CβE)
[9, 21, 33] and to the Gaussian ensembles [24–26]. We note as well that there are extensive mathematics
and physics literatures on log-correlated Gaussian fields; see, for example [17], [26] and [8], and references
contained therein. There has been a particular focus on the freezing transition at β = 1. In the case of
uncorrelated Gaussian fields – known as the Random Energy Model – this is well understood; see, for
example, [15, 34]. For log-correlated fields the freezing transition continues to be a focus of research; see,
for example, [23, 45] and references therein.
Our focus here will be on the conjecture for the asymptotics of the moments of moments (7) when k ∈ N
and β ∈ N. Note that this immediately places us in the regime where kβ2 ≥ 1, and so in the more difficult
regime which is dominated by coalescing Fisher-Hartwig singularities, and where progress has been limited
thus far to the cases of k = 1, 2. Here one can exploit connections with representation theory and integrable
systems that have not been incorporated in the probabilistic approaches taken previously. Specifically, we
shall use three different, but equivalent, exact (rather than asymptotic) expressions for the integrand in
(8). This allows us to circumvent the problems described above associated with coalescing Fisher-Hartwig
singularities. We also note that our results include the freezing transition point at β = 1.
The first of these expressions, which takes the form of a combinatorial sum and was proved in [11],
enables us to compute MoMN (k, β) exactly and explicitly for small values of k and β, when both take
values in N. This suggests a refinement of conjecture (7) in this case:
(9) MoMN (k, β) = Polyk2β2−k+1(N),
where Polyk2β2−k+1(N) is a polynomial in the variable N of degree k
2β2 − k+ 1. This obviously implies
(7) in the range k ≥ 1/β2 for k, β ∈ N. We present the calculation in an Appendix, where we give explicit
examples of the polynomials that arise. This method can be used to establish thatMoMN (k, β) is in general
a polynomial in N , but does not straightforwardly determine the order of the polynomial in question.
We then go on to prove (9) using two alternative approaches. The first of these uses a second formula for
the integrand in (8) that is based on the representation theory of the unitary group and involves expressing
MoMN (k, β) in terms of a sum of semistandard Young tableaux via the theory of symmetric functions. The
application of the theory of symmetric functions in this context was developed by Bump and Gamburd [7],
who used it to analyse the moments of characteristic polynomials, following [33] and [11]. It allows us to
prove that MoMN (k, β) is bounded by a polynomial function of N of degree less than or equal to k
2β2 at
integer values of k, β, and N . The other approach involves a third formula for the integrand in (8), which
takes the form of a multiple contour integral and which was also proved in [11]. This allows us to compute
the large-N asymptotics of MoMN (k, β), using methods developed in [30, 31]. We show in this way that
MoMN (k, β) is an analytic function of N that grows like N
k2β2−k+1 as N →∞. This approach allows us
to obtain a formula for the leading coefficient of the polynomial in (9), which corresponds to evaluating the
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function c(k, β) in (7) when k and β are both integers. Combining these various results allows us to deduce
that MoMN (k, β) is a polynomial in N of order k
2β2 − k + 1, thereby proving (9).
The fact that MoMN (k, β) is a polynomial in the variable N when k and β both take values in N means
that in this case we have an exact formula. This is a consequence of this problem being integrable, as is
clear from the analysis based on symmetric functions. From the perspective of asymptotics, it means that
we know the complete structure of the asymptotics of MoMN (k, β); that is, we know the general form of
all terms in the asymptotic expansion, not just the leading order term.
We emphasize that our main motivation here is to prove (7), and in particular its refinement (9), in the
regime kβ2 ≥ 1 where previous approaches have failed in general (i.e. other than when k = 2) because they
require a general Fisher-Hartwig formula valid as k singularities coalesce. Our approach circumvents this
obstacle.
This paper is structured as follows. In the next subsection we state some formulae for MoMN (k, β) that
can be obtained straightforwardly from expressions already in the literature and formulate our general results
as theorems. In the Appendix we calculate MoMN (k, β) for small values of k and β, motivating (9). In
Section 2, we explain the calculation involving symmetric functions, and then in Section 3 we describe the
calculation involving multiple integrals. In Section 4 we discuss some connections between our main result
and approaches to analysing rigorously the value distribution of Pmax(A), in the context of the conjectures
made in [22, 23], as well as setting out some thoughts on potential extensions and applications, including to
moments of the Riemann zeta-function and other L-functions in short intervals, as well as to other random
matrix ensembles.
1.1. Results for MoMN (1, β) and MoMN (2, β), for β ∈ N. We set out in this subsection some results
concerning MoMN (k, β) that can be obtained straightforwardly from calculations in the literature and that
prove (9) when k = 1 and k = 2.
The case k = 1, β ∈ N follows immediately from the moment formula of Keating and Snaith [33]
(c.f. also [3]), and matches with the conjecture. Specifically,
(10) MoMN (1, β) = E|PN (A, θ)|
2β =
∏
0≤i,j≤β−1
(
1 +
N
i+ j + 1
)
,
which is clearly a polynomial in N of degree β2. In this case the leading order coefficient can be calculated
[33] to be
(11)
β−1∏
j=0
j!
(j + β)!
.
The calculation of the average in (10) was carried out in [33] using the Weyl integration formula and Sel-
berg’s integral. Bump and Gamburd [7] later give an alternative proof using symmetric function theory. In
this second approach, the expression (11) was obtained by counting certain semistandard Young tableaux.
We shall see these parallel stories of symmetric function theory and complex analysis continuing for higher
values of k.
A proof of (9) when k = 2, β ∈ N follows directly from formulae given in [31] (and differs from the
proof given by Claeys and Krasovsky [10] which proves (7) for all β, but does not identify the polynomial
structure when β ∈ N). Recall that for A ∈ U(N), the secular coefficients of A are the coefficients of its
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characteristic polynomial
(12) det(I + xA) =
N∑
n=0
Scn(A)x
n.
The following theorem is proved in [31] (theorem 1.5 in that paper).
Theorem 1.1. For A ∈ U(N), define
(13) Iη(m;N) :=
∫
U(N)
∣∣∣ ∑
j1+···+jη=m
0≤j1,...,jη≤N
Scj1(A) · · · Scjη(A)
∣∣∣2dA.
If c = m/N, c ∈ [0, η], then Iη(m;N) is a polynomial in N and
(14) Iη(m;N) = γη(c)N
η2−1 +Oη(N
η2−2),
where
(15) γη(c) =
∑
0≤l<c
(
η
l
)2
(c− l)(η−l)
2+l2−1pη,l(c− l),
with pη,l(c− l) being polynomials in (c− l).
With a change of variables, it can easily be seen that theorem 1.1 proves (9) when k = 2, β ∈ N. We
make use of the generating series for Iη(m,N) given in [31],
(16)
∑
0≤m≤ηN
Iη(m;N)x
m =
∫
U(N)
det(I −A)η det(I − xA∗)ηdA.
Then we see that
MoMN (2, β) =
1
(2π)2
∫ 2π
0
∫ 2π
0
E
(
|PN (A, θ1)|
2β |PN (A, θ2)|
2β
)
dθ1dθ2
=
1
(2π)2
∫ 2π
0
∫ 2π
0
∫
U(N)
∣∣∣det(1−Ae−iθ1)∣∣∣2β ∣∣∣det(1−Ae−iθ2)∣∣∣2β dAdθ1dθ2
=
1
(2π)2
∫ 2π
0
∫ 2π
0
eiβ(θ2−θ1)N
∑
0≤m≤2βN
I2β(m;N)e
i(θ1−θ2)mdθ1dθ2
=
∑
0≤m≤2βN
I2β(m;N)δm−βN .
Immediately, theorem 1.1 gives us that MoMN (2, β) is a polynomial in N , and we have the correct leading
order,
(17) MoMN (2, β) ∼ γ2β(β)N
4β2−1 +O2β(N
4β2−2),
provided that γ2β(β) 6= 0. Theorem 1.1 was proved by two methods: symmetric function theory and
complex analysis. The former determines an equivalent structure for γη(c) to that given in (15) coming
from a standard lattice point count, which proves that Iη(m;N) is a polynomial inN and makes it clear that
γ2β(β) 6= 0. By using complex analysis the result regarding the leading order in N can be established, and
the form for γη(c) given in (15) is found.
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1.2. Results. Our approach combines the methods and formulae developed in [7,11,30,31,33]; in particular
we make use of the complex analytic techniques employed in the latter two papers. We first reformulate (9)
in terms of symmetric function theory and a lattice point count function. This gives a polynomial bound on
MoMN (k, β) at integer values of k, β, and N . We next use a representation in terms of multiple contour
integrals; this furnishes an expression for MoMN (k, β) as an entire function of N and allows us to prove
the following theorem.
Theorem 1.2. Let k, β ∈ N. Then
(18) MoMN (k, β) = γk,βN
k2β2−k+1 +O(Nk
2β2−k),
where γk,β can be written explicitly in the form of an integral.
Using a combinatorial sum equivalent to the multiple contour integrals due to [11], we then deduce the
following result.
Theorem 1.3. Let k, β ∈ N. Then MoMN (k, β) is a polynomial in N .
These theorems together prove (9) for k, β ∈ N.
1.3. Acknowledgements. We thank Edva Roditty-Gershon and Scott Harper for helpful discussions, and
Euan Scott for contributing to preliminary computations of the moments using the method outlined in the
Appendix. ECB is grateful to the Heilbronn Institute for Mathematical Research for support. JPK is pleased
to acknowledge support from a Royal Society Wolfson Research Merit Award and ERC Advanced Grant
740900 (LogCorRM). We are most grateful to the referees for their careful reading of the manuscript and
for a number of helpful questions and suggestions.
2. SYMMETRIC FUNCTION THEORY
As with the cases k = 1, 2 and β ∈ N, we can rephrase the problem in terms of symmetric function
theory. For an introduction to this topic, see [36] and [44]. For a self-contained review of the tools required
for the following calculation, see [31].
The aim of this section is twofold. Firstly, we highlight the role that symmetric function theory plays in
the analysis of the moments of moments as k increases. Secondly, in understanding how the results of Bump
and Gamburd [7] and Keating et al. [31] generalise for higher k, we recover an explicit polynomial bound
onMoMN (k, β) at integer values of k, β, and N .
Proposition 2.1. We have that
(19) EA∈U(N)
 k∏
j=1
|PN (A, θj)|
2β
 = s〈Nkβ〉(eiθ)∏k
j=1 e
iNβθj
,
where sλ(x1, . . . , xn) is the Schur polynomial in n variables with respect to the partition λ, and we write
〈λn〉 = (
n︷ ︸︸ ︷
λ, . . . , λ) and
(20)
eiθ = (
β︷ ︸︸ ︷
eiθ1 , . . . , eiθ1 ,
β︷ ︸︸ ︷
eiθ2 , . . . , eiθ2 , . . . ,
β︷ ︸︸ ︷
eiθk , . . . , eiθk ,
β︷ ︸︸ ︷
eiθ1 , . . . , eiθ1 ,
β︷ ︸︸ ︷
eiθ2 , . . . , eiθ2 , . . . ,
β︷ ︸︸ ︷
eiθk , . . . , eiθk).
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Hence, we can rewriteMoMN (k, β) in the following way
(21) MoMN (k, β) =
1
(2π)k
∫ 2π
0
· · ·
∫ 2π
0
s〈Nkβ〉(e
iθ)∏k
j=1 e
iNβθj
k∏
j=1
dθj .
In general, one can express a Schur function as a sum over all semistandard Young tableaux (SSYT) of shape
λ,
(22) sλ(x1, . . . , xn) =
∑
T
xT =
∑
T
xt11 . . . x
tn
n ,
where ti is the number of times i appears in a given tableau T . Thus, in the situation above, we find
(23) s〈Nkβ〉(e
iθ) =
∑
T
eiθ1τ1 · · · eiθkτk ,
where the sum is over all SSYT of rectangular shape with kβ rows by N columns, and
(24) τj = t2(j−1)β+1 + · · ·+ t2jβ, for j ∈ {1, . . . , k}.
Hence we have
MoMN (k, β) =
1
(2π)k
∫ 2π
0
· · ·
∫ 2π
0
∑
T
eiθ1(τ1−Nβ) · · · eiθk(τk−Nβ)
k∏
j=1
dθj(25)
=
∑
T˜
1,(26)
where the sum is now over T˜ , a set of restricted SSYT described as follows. The Kronecker δ-function
arising from the integral over the θjs imposes a further condition upon the rectangular SSYT: τj = Nβ.
That is, there have to be Nβ entries from each of the sets
(27) {2β(j − 1) + 1, . . . , 2jβ}, for j ∈ {1, . . . , k}.
Thus we define restricted SSYT (RSSYT) to be those SSYT, T˜ , satisfying this additional condition. When
specialised to the case of k = 1, β ∈ N, this approach matches the proof given by Bump and Gamburd
(corollary 1 of [7]) which also uses the following well-known lemma, see for example [43].
Lemma 2.2. The number of SSYT of shape λ with entries in 1, 2, . . . , n can be found by evaluating the
Schur polynomial sλ(1, . . . , 1). We implicitly extend λ with zeros until it has length n. Then
sλ(1, 1, . . . , 1) =
∏
1≤i<j≤n
λi − λj + j − i
j − i
,
which is a polynomial in λi − λj .
Since the set of RSSYT is a proper subset of all SSYT, we have that the number of RSSYT of rectangular
shape λ = 〈Nkβ〉 is bounded by a polynomial in N of degree k2β2. This concludes the proof of the bound
onMoMN (k, β) for integer values of k, β, and N .
3. MULTIPLE INTEGRALS
In this section we prove theorem 1.2. We rely on a series of lemmas which we state in subsection 3.1 and
then prove in subsection 3.2.
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3.1. Proof outline. Recall from the introduction and subsection 1.1 that theorem 1.2 is known for k = 1, 2,
so we will henceforth focus on integers k > 2 (though the method we now develop can be adapted for the
cases k = 1, 2 as well). A key element of the proof is the following result (lemma 2.1) of Conrey et al. [11].
Lemma 3.1. For αj ∈ C,∫
U(N)
n∏
j=m+1
det(I −Aeαj )
m∏
j=1
det
(
I −A∗e−αj
)
dA
=
(−1)n(n−1)/2
(2πi)nm!(n−m)!
n∏
q=m+1
eNαq
∮
· · ·
∮
e−N
∑n
l=m+1 zl∆(z1, . . . , zn)
2dz1 · · · dzn∏
1≤l≤m<q≤n (1− e
zq−zl)
∏n
l=1
∏n
q=1(zl − αq)
,
where the contours enclose the poles at α1, . . . , αn and∆(z1, . . . , zn) =
∏
i<j(zj−zi) is the Vandermonde
determinant.
Before using lemma 3.1, we first define
(28) Ik,β(θ1, . . . , θk) := EA∈U(N)
 k∏
j=1
|PN (A, θj)|
2β
 ,
which captures the average over the unitary group and thus
(29) MoMN (k, β) =
1
(2π)k
∫ 2π
0
· · ·
∫ 2π
0
Ik,β(θ1, . . . , θk)dθ1 · · · dθk.
Our focus now switches to understanding Ik,β(θ). Following Keating et al. [31], we use lemma 3.1 to
expand the average over the CUE to a multiple contour integral.
Ik,β(θ) =
(−1)kβe−iβN
∑k
j=1 θj
(2πi)2kβ((kβ)!)2
∮
· · ·
∮
e−N(zkβ+1+···+z2kβ)∆(z1, . . . , z2kβ)
2dz1 · · · dz2kβ∏
m≤kβ<n (1− e
zn−zm)
∏2kβ
m=1
∏k
n=1(zm + iθn)
2β
.(30)
We note that equations (29) and (30) defineMoMN (k, β) as an analytic function of N .
We deform each of the 2kβ contours so that any one now consists of a sum of k small circles surrounding
each of the poles at −iθ1, . . . ,−iθk, given by Γ−iθl for l ∈ {1, . . . , k}, and connecting straight lines whose
contributions will cancel (just as in [31], we follow the procedure outlined in [30]). This means that we will
have a sum of k2kβ multiple integrals,
(31) Ik,β(θ) =
(−1)kβe−iβN
∑k
j=1 θj
(2πi)2kβ((kβ)!)2
∑
εj∈{1,...,k}
Jk,β(θ; ε1, . . . , ε2kβ),
where
(32) Jk,β(θ; ε1, . . . , ε2kβ) =
∫
Γ−iθε1
· · ·
∫
Γ−iθε2kβ
e−N(zkβ+1+···+z2kβ)∆(z1, . . . , z2kβ)
2dz1 · · · dz2kβ∏
m≤kβ<n (1− e
zn−zm)
∏2kβ
m=1
∏k
n=1(zm + iθn)
2β
is the multiple contour integral with 2kβ contours each specialised around one of the k poles determined by
the vector ε = (ε1, . . . , ε2kβ).
In fact, many of the summands do not contribute to the sum due to the highly symmetric nature of the
integrand. The following lemma, which is a generalised version of lemma 4.11 in [31], determines exactly
which summands make no contribution.
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Lemma 3.2. Let a choice of contours in eq. (31) be denoted by ε = (ε1, . . . , ε2kβ) where εj ∈ {1, . . . , k}.
If any particular pole is overrepresented in ε (i.e. some pole −iθ∗ features in at least 2β+1 contours), then
that summand is identically zero.
Thus we have that
(33) Ik,β(θ) =
(−1)kβe−iβN
∑k
j=1 θj
(2πi)2kβ((kβ)!)2
2β∑
l1=0
· · ·
2β∑
lk−1=0
cl(k, β)Jk,β;l(θ),
where Jk,β;l(θ) is the integral Jk,β(θ; ε) with contours given by
ε = (
l1︷ ︸︸ ︷
1, . . . , 1,
l2︷ ︸︸ ︷
2, . . . , 2, . . . ,
lk−1︷ ︸︸ ︷
k − 1, . . . , k − 1,
2β︷ ︸︸ ︷
k, . . . , k,
2β−lk−1︷ ︸︸ ︷
k − 1, . . . , k − 1, . . . ,
2β−l1︷ ︸︸ ︷
1, . . . , 1),
and cl(k, β) is a product of binomial coefficients capturing the symmetry exhibited by the integrand:
cl(k, β) =
(
kβ
l1
)(
kβ − l1
l2
)(
kβ − (l1 + l2)
l3
)
· · ·
(
kβ −
∑k−2
m=1 lm
lk−1
)
×
(
kβ
2β − l1
)(
(k − 2)β + l1
2β − l2
)
· · ·
(
kβ −
∑k−2
m=1(2β − lm)
2β − lk−1
)
.(34)
So cl(k, β) counts the number of ways of picking l1 of the first kβ contours and 2β − l1 of the second
kβ contours to surround −iθ1, and then repeating on the remaining kβ − l1 contours in the first half and
(k − 2)β + l1 contours in the second half, and so on.
Next we perform the change of variables,
zn =
vn
N
− iαn,
where
(35) αn =

θ1 n ∈ {1, . . . , l1} ∪ {2(k − 1)β + 1 + l1, . . . , 2kβ}
θ2 n ∈ {l1 + 1, . . . , l1 + l2} ∪ {2(k − 2)β + 1 + l1 + l2, . . . , 2(k − 1)β + l1}
...
...
θk−1 n ∈ {
∑k−2
m=1 lm + 1, . . . ,
∑k−1
m=1 lm} ∪ {2β + 1 +
∑k−1
m=1 lm, . . . , 4β +
∑k−2
m=1 lm}
θk n ∈ {
∑k−1
m=1 lm + 1, . . . ,
∑k−1
m=1 lm + 2β}.
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which shifts all the contours to be small circles surrounding the origin. Then up to terms of order 1/N
smaller2, we have that the integrand of Jk,β;l(θ) is
e−
∑2kβ
m=kβ+1 vmeiN
∑2kβ
m=kβ+1 αm
∏
m<n
αm 6=αn
(iαm − iαn)
2
∏
m<n
αm=αn
(
vn−vm
N
)2∏2kβ
m=1
dvm
N∏
m≤kβ<n
αn 6=αm
(
1− e
vn−vm
N ei(αm−αn)
)∏
m≤kβ<n
αm=αn
(
vm−vn
N
)∏2kβ
m=1
∏k
n=1
(
vm
N + i(θn − αm)
)2β
∼
eiN
∑2kβ
m=kβ+1 αm
N2kβ
e−
∑2kβ
m=kβ+1 vm
∏
m<n
αm 6=αn
(iαm − iαn)
2
∏
m<n
αm=αn
(
vn−vm
N
)2∏2kβ
m=1
(
vm
N
)−2β∏2kβ
m=1 dvm∏
m≤kβ<n
αn 6=αm
(
1− e
vn−vm
N ei(αm−αn)
)∏
m≤kβ<n
αm=αn
(
vm−vn
N
)∏
m<n
αm 6=αn
(iαm − iαn)2
(36)
=
eiN
∑2kβ
m=kβ+1 αmN4kβ
2
N2kβ
e−
∑2kβ
m=kβ+1 vm
∏
m<n
αm=αn
(
vn−vm
N
)2∏2kβ
m=1
dvm
v2βm∏
m≤kβ<n
αn 6=αm
(
1− e
vn−vm
N ei(αm−αn)
)∏
m≤kβ<n
αm=αn
(
vm−vn
N
) .
(37)
To determine the power of N coming from the terms originating from the Vandermonde determinant, we
count the sizes of the following sets,
#{(m,n) : 1 ≤ m < n ≤ 2kβ} =
(
2kβ
2
)
= kβ(2kβ − 1)(38)
#{(m,n) : 1 ≤ m < n ≤ 2kβ, αm 6= αn} = 2β
2k(k − 1)(39)
#{(m,n) : 1 ≤ m < n ≤ 2kβ, αm = αn} = kβ(2β − 1).(40)
One sees that, for example, (39) results from the following calculation. Firstly, we recall the structure of
the vector α,
(41) (
l1︷ ︸︸ ︷
θ1, . . . , θ1,
l2︷ ︸︸ ︷
θ2, . . . , θ2, . . . ,
lk−1︷ ︸︸ ︷
θk−1, . . . , θk−1, θk, . . . , θk︸ ︷︷ ︸
2β
,
2β−lk−1︷ ︸︸ ︷
θk−1, . . . , θk−1, . . . ,
2β−l1︷ ︸︸ ︷
θ1, . . . , θ1).
As we are looking for pairs (m,n) such thatm < n and αm 6= αn, it is clear that any of the first l1 choices of
θ1 can be paired with any of the following 2kβ− l1 options, except for the final 2β− l1 as these are also θ1.
Thus, the total number of pairs (m,n)withm ∈ {1, . . . , l1},m < n, and θn 6= θ1 is l1(2kβ−l1−(2β−l1)).
Continuing in this fashion we see that in general, for m ∈ {1, . . . ,
∑k−1
j=1 lj}, the number of such pairs is
given by considering
(42)
k−1∑
i=1
li
(
2β +
k−1∑
j=i+1
lj +
k−1∑
j=1
j 6=i
(2β − lj)
)
.
2Henceforth, whenever we write ‘up to terms of order 1/N ’ followed by a statement of the form A(N) ∼ B(N) we mean that
A(N) = B(N)(1 +O(1/N)) as N →∞.
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Similarly, form ∈ {l1+ · · ·+ lk−1+1, . . . , l1+ · · ·+ lk−1+2β}, the number of pairs satisfying the correct
conditions is
(43)
k−1∑
i=1
2β(2β − li),
and ifm ∈ {l1 + · · ·+ lk−1 + 2β + 1, . . . , 2kβ} then we get
(44)
k−1∑
i=1
(2β − li)
i−1∑
j=1
(2β − lj).
In total therefore, we have to evaluate
(45)
k−1∑
i=1
li
(
2β +
k−1∑
j=i+1
lj +
k−1∑
j=1
j 6=i
(2β − lj)
)
+
k−1∑
i=1
2β(2β − li) +
k−1∑
i=1
(2β − li)
i−1∑
j=1
(2β − lj).
By collecting like terms we see that (45) is equal to
2β(k − 1)
k−1∑
i=1
li −
k−1∑
i=1
i−1∑
j=1
lilj + 2β(2β(k − 1)−
k−1∑
i=1
li) +
k−1∑
i=1
i−1∑
j=1
(4β2 − 2β(li + lj) + lilj)
= 2β(k − 1)
k−1∑
i=1
li + 2β(2β(k − 1)−
k−1∑
i=1
li) +
k−1∑
i=1
i−1∑
j=1
(4β2 − 2β(li + lj))(46)
= 2β2k(k − 1) + 2β
(k − 2) k−1∑
i=1
li −
k−1∑
i=1
(i− 1)li −
k−2∑
j=1
(k − 1− j)lj
(47)
= 2β2k(k − 1)(48)
as claimed in (39). Then (40) can be deduced immediately since it is the difference between (38) and (39).
To count the remaining power of N that remains in the denominator of the integrand in (37), we define
Ak,β;l := {(m,n) : 1 ≤ m ≤ kβ < n ≤ 2kβ, αm = αn}(49)
Bk,β;l := {(m,n) : 1 ≤ m ≤ kβ < n ≤ 2kβ, αm 6= αn},(50)
so |Ak,β;l|+ |Bk,β;l| = k
2β2. Hence
∏
m<n
αm=αn
(
vn − vm
N
)2
=
1
N2kβ(2β−1)
∏
m<n
αm=αn
(vn − vm)
2
(51)
∏
m≤kβ<n
αm=αn
(
vm − vn
N
)
=
1
(−N)|Ak,β;l|
∏
m≤kβ<n
αm=αn
(vn − vm) .(52)
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Returning once more to the integrand of Jk,β;l(θ), we have that up to terms of order 1/N smaller it is
equal to
(53) eiN
∑2kβ
m=kβ+1 αm(−N)|Ak,β;l|
e−
∑2kβ
m=kβ+1 vm
∏
m<n
αm=αn
(vn − vm)
2∏2kβ
m=1
dvm
v2βm∏
m≤kβ<n
αn 6=αm
(
1− e
vn−vm
N ei(αm−αn)
)∏
m≤kβ<n
αm=αn
(vn − vm)
.
If we set lk = kβ−(l1+ · · ·+ lk−1), then the calculation of the size ofAk,β;l follows the method outlined
for (39) and we have
(−1)|Ak,β;l| = (−1)
∑k
j=1 lj(2β−lj ) = (−1)kβ ,
and so
(54) Ik,β(θ) ∼
2β∑
l1,...,lk−1=0
cl(k, β)N
|Ak,β;l|
(2πi)2kβ((kβ)!)2
∫
Γ0
· · ·
∫
Γ0
e−iN(β
∑k
j=1 θj−
∑2kβ
m=kβ+1 αm)f(v; l)
∏2kβ
m=1 dvm∏
(m,n)∈Bk,β;l
(
1− e
vn−vm
N ei(αm−αn)
) ,
where we isolate the terms with no θ dependence and denote them by f(v; l), so explicitly
(55) f(v; l) =
e−
∑2kβ
m=kβ+1 vm
∏
m<n
αm=αn
(vn − vm)
2∏
m≤kβ<n
αm=αn
(vn − vm)
∏2kβ
m=1 v
2β
m
.
We now focus on the denominator of the integrand in eq. (54), which is the final term involving N . It will
prove to be fruitful to use the properties of the αjs to remove the dependence on (m,n) ∈ Bk,β;l. To this
end, one can split the set Bk,β;l into
(k
2
)
disjoint subsets:
(56) Bk,β;l =
⋃
1≤σ<τ≤k
Sσ,τ ,
where
(57) Sσ,τ := {(m,n) ∈ Bk,β;l : αm − αn = ±(θτ − θσ)},
and further partition Sσ,τ into two subsets S
+
σ,τ , S
−
σ,τ , where
S+σ,τ = {(m,n) ∈ Bk,β;l : αm − αn = θτ − θσ}(58)
S−σ,τ = {(m,n) ∈ Bk,β;l : αm − αn = θσ − θτ}.(59)
The goal of the next lemma is to use the structure of the vector α, to ‘decouple’ the term exp(i(αm − αn))
from the pair (m,n).
Lemma 3.3.∏
(m,n)∈Bk,β;l
(
1− exp
(
vn − vm
N
)
exp (i(αm − αn))
)−1
= (−1)g(k,β;l)
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
exp
(
i
∑
γ<ρ
(θρ − θγ)(tγ,ρ + |S
−
γ,ρ|)
) ∑
(xm,n)
(⋆)
exp
(
1
N
∑
xm,n(vn − vm)
±
)
,
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where
(vn − vm)
± =
{
vn − vm if (m,n) ∈ S
+
σ,τ
vm − vn if (m,n) ∈ S
−
σ,τ ,
the first sum appearing in the right hand size of the statement of the lemma should be read as
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
=
∞∑
t1,2=−∞
∞∑
t1,3=−∞
· · ·
∞∑
t1,k=−∞
∞∑
t2,3=−∞
· · ·
∞∑
tk−1,k=−∞
and the second sum is over vectors (of weights) x = (xm,n)(m,n)∈Bk,β;l subject to constraints given by (⋆),
which are ∑
(m,n)∈Sσ,τ
xm,n = tσ,τ + |S
−
σ,τ |, 1 ≤ σ < τ ≤ k(60)
xm,n ∈ Z, ∀(m,n) ∈ Bk,β;l(61)
H(−xm,nRe{(vn − vm)
±}) = 1, ∀(m,n) ∈ Bk,β;l,(62)
where H(x) is the Heaviside step function (so H(x) = 1 if x ≥ 0 and H(x) = 0 if x < 0). Furthermore, the
prefactor can be expressed as follows,
(−1)g(k,β;l) = (−1)
∑
σ<τ |S
−
σ,τ |
∏
(m,n)∈Sσ,τ
1≤σ<τ≤k
(− sign(Re{(vn − vm)
±})).
Using lemma 3.3 with eq. (54) we have
Ik,β(θ) ∼
2β∑
l1,...,lk−1=0
c˜l(k, β)N
|Ak,β;l|
(2πi)2kβ((kβ)!)2
∫
Γ0
· · ·
∫
Γ0
f(v; l) exp
iN( 2kβ∑
m=kβ+1
αm − β
k∑
j=1
θj
)
×
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
exp
i ∑
1≤γ<ρ≤k
(θρ − θγ)(tγ,ρ + |S
−
γ,ρ|)
 ∑
(xm,n)
(⋆)
exp
(
1
N
∑
xm,n(vn − vm)
±
) 2kβ∏
m=1
dvm,
(63)
where
c˜l(k, β) = (−1)
g(k,β;l)cl(k, β),
and the function g(k, β; l) is as described in the statement of lemma 3.3. Now we relate Ik,β(θ) back to
MoMN (k, β) using eq. (29), and deduce the following lemma.
Lemma 3.4.
MoMN (k, β) ∼
2β∑
l1,...,lk−1=0
c˜l(k, β)N
|Ak,β;l|
(2πi)2kβ((kβ)!)2
∫
Γ0
· · ·
∫
Γ0
f(v; l)
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
∑
(xm,n)
(⋆)
exp
(
1
N
∑
xm,n(vn − vm)
±
)
×
k−1∏
j=1
δ
N(lj−β)+
∑k
ρ=j+1(tj,ρ+|S
−
j,ρ|)−
∑j−1
γ=1(tγ,j+|S
−
γ,j |)
2kβ∏
m=1
dvm.
In order to take the asymptotic analysis further we require the next lemma.
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Lemma 3.5.
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
∑
(xm,n)
(⋆)
exp
(
1
N
∑
xm,n(vn − vm)
±
) k−1∏
j=1
δ
N(lj−β)+
∑k
ρ=j+1(tj,ρ+|S
−
j,ρ|)−
∑j−1
γ=1(tγ,j+|S
−
γ,j |)
∼ N |Bk,β;l|−k+1κk
(k − 1)β − k−1∑
j=1
lj
|Bk,β;l|−(
k
2)
Ψk,β;l(((k − 1)β −
k−1∑
j=1
lj)v),
where κk is a constant depending on k,
Ψk,β;l(v) =
∫
· · ·
∫
y=(ym,n)(m,n)∈Bk,β;l
(‡˜)
exp
(∑
ym,n(vn − vm)
±
)∏
dym,n,
and (‡˜) denotes normalised constraints related to those previously denoted (⋆), see proof for more details.
Using lemma 3.4 and lemma 3.5 we can prove the following which establishes out the power of N we
seek.
Lemma 3.6.
MoMN (k, β) ∼ γk,βN
k2β2−k+1
where
γk,β =
2β∑
l1,...,lk−1=0
ck,β;l((k − 1)β −
k−1∑
j=1
lj)
|Bk,β;l|−(k2)Pk,β(l1, . . . , lk−1),
ck,β;l is some constant depending on k, β, l, and
Pk,β(l1, . . . , lk−1) =
(−1)g(k,β;l)
(2πi)2kβ((kβ)!)2
×
∫
Γ0
· · ·
∫
Γ0
e−
∑2kβ
m=kβ+1 vm
∏
m<n
αm=αn
(vn − vm)
2∏
m≤kβ<n
αm=αn
(vn − vm)
∏2kβ
m=1 v
2β
m
Ψk,β;l(((k − 1)β −
k−1∑
j=1
lj)v)
2kβ∏
m=1
dvm,
with Ψk,β;l(v) as defined in lemma 3.5, and g(k, β; l) given by (70).
The last step is to prove that we do indeed have the correct asymptotic, which is achieved through the
final lemma.
Lemma 3.7. For k, β ∈ N, γk,β 6= 0 where γk,β is as defined in lemma 3.6.
Hence combining lemma 3.6 and lemma 3.7 gives us theorem 1.2,
MoMN (k, β) = γk,βN
k2β2−k+1 +O(Nk
2β2−k).
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3.2. Proof details.
Proof of lemma 3.2. We recall the statement of the lemma.
Lemma. Let a choice of contours in
Jk,β(θ; ε1, . . . , ε2kβ) =
∫
Γ−iθε1
· · ·
∫
Γ−iθε2kβ
e−N(zkβ+1+···+z2kβ)∆(z1, . . . , z2kβ)
2dz1 · · · dz2kβ∏
m≤kβ<n (1− e
zn−zm)
∏2kβ
m=1
∏k
n=1(zm + iθn)
2β
be denoted by ε = (ε1, . . . , ε2kβ) where εj ∈ {1, . . . , k}. If any one of the k poles is overrepresented in
ε (i.e. some pole −iθ∗, θ∗ ∈ {θ1, . . . , θk}, features in at least 2β + 1 contours), then for that choice of ε,
Jk,β(θ; ε) is identically zero.
The proof closely follows the proof of lemma 4.11 in [31]. We show the case where −iθ1 is ‘overrepre-
sented’, and without loss of generality assume that the choice of contour is given by
ε∗ = (
2β+1︷ ︸︸ ︷
1, . . . , 1,
2β−1︷ ︸︸ ︷
2, . . . , 2,
2β︷ ︸︸ ︷
3, . . . , 3, . . . ,
2β︷ ︸︸ ︷
k, . . . , k).
The other cases follow similarly.
To Jk,β(θ, ε
∗) apply the change of variable zj 7→ zj − iθ1 and consider the function,
G(z1, . . . , z2β+1) =
e−N(zkβ+1+···+z2kβ)∆(z1, . . . , z2kβ)∏
m≤kβ<n (1− e
zn−zm)
∏2kβ
m=1
∏k
n=2(zm + i(θn − θ1))
2β
∏2kβ
m=2β+2 z
2β
m
,
which is analytic around zero. The integrand of Jk,β(θ; ε
∗) is
eiNkβθ1
G(z1, . . . , z2β+1)∆(z1, . . . , z2kβ)dz1 · · · dz2kβ∏2β+1
m=1 z
2β
m
.
We appeal to the residue theorem to compute Jk,β(θ; ε
∗), and the proof follows if we can show that the
coefficient of
∏2β+1
m=1 z
2β−1
m inG(z1, . . . , z2β+1)∆(z1, . . . , z2kβ) is zero. Since G(z1, . . . , z2β+1) is analytic
around zero, we focus on the Vandermonde determinant and use the following expansion,
∆(z1, . . . , z2kβ) =
∑
σ∈S2kβ
sgn(σ)
2kβ∏
m=1
zσ(m)−1m .
Thus, we are searching for terms in this expansion of the form
∏2β+1
m=1 z
σ(m)−1
m with σ(m)− 1 ≤ 2β− 1 for
m = 1, . . . , 2β+1. However, there is no term of this form as σ is a permutation on the set {1, . . . , 2kβ}, so
for at least onem ∈ {1, . . . , 2β +1}, σ(m) ≥ 2β +1. By the residue theorem we conclude that Jk,β(θ; ε
∗)
is zero. 
Proof of lemma 3.3. We recall the statement of the lemma.
Lemma.∏
(m,n)∈Bk,β;l
(
1− exp
(
vn − vm
N
)
exp (i(αm − αn))
)−1
= (−1)g(k,β;l)
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
exp
(
i
∑
γ<ρ
(θρ − θγ)(tγ,ρ + |S
−
γ,ρ|)
) ∑
(xm,n)
(⋆)
exp
(
1
N
∑
xm,n(vn − vm)
±
)
,
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where
(vn − vm)
± =
{
vn − vm if (m,n) ∈ S
+
σ,τ
vm − vn if (m,n) ∈ S
−
σ,τ ,
the first sum appearing in the right hand size of the statement of the lemma should be read as
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
=
∞∑
t1,2=−∞
∞∑
t1,3=−∞
· · ·
∞∑
t1,k=−∞
∞∑
t2,3=−∞
· · ·
∞∑
tk−1,k=−∞
and the second sum is over vectors (of weights) x = (xm,n)(m,n)∈Bk,β;l subject to constraints given by (⋆),
which are ∑
(m,n)∈Sσ,τ
xm,n = tσ,τ + |S
−
σ,τ |, 1 ≤ σ < τ ≤ k
xm,n ∈ Z, ∀(m,n) ∈ Bk,β;l
H(−xm,nRe{(vn − vm)
±}) = 1, ∀(m,n) ∈ Bk,β;l,
where H(x) is the Heaviside step function (so H(x) = 1 if x ≥ 0 and H(x) = 0 if x < 0). Furthermore, the
prefactor can be expressed as follows,
(−1)g(k,β;l) = (−1)
∑
σ<τ |S
−
σ,τ |
∏
(m,n)∈Sσ,τ
1≤σ<τ≤k
(− sign(Re{(vn − vm)
±})).
Firstly, recall the definition of the sets Bk,β;l, S
+
σ,τ , and S
−
σ,τ ,
Bk,β;l := {(m,n) : 1 ≤ m ≤ kβ < n ≤ 2kβ, αm 6= αn},
S+σ,τ := {(m,n) ∈ Bk,β;l : αm − αn = θτ − θσ},
S−σ,τ := {(m,n) ∈ Bk,β;l : αm − αn = θσ − θτ}.
We use the partition of Bk,β;l by the sets S
+
σ,τ , S
−
σ,τ (although not emphasised in the notation, these sets
also depend on k, β, and l1, . . . , lk−1) to break up the product appearing on the left hand side of the statement
of the lemma as follows,∏
(m,n)∈Bk,β;l
(
1− e
vn−vm
N ei(αm−αn)
)−1
=
∏
1≤σ<τ≤k
∏
(m,n)∈S+σ,τ
(
1− e
vn−vm
N ei(θτ−θσ)
)−1 ∏
(p,q)∈S−σ,τ
(
1− e
vq−vp
N ei(θσ−θτ )
)−1
(64)
=
∏
1≤σ<τ≤k
(−1)|S
−
σ,τ |ei(θτ−θσ)|S
−
σ,τ |
∏
(p,q)∈S−σ,τ
e
vp−vq
N
∏
(m,n)∈Sσ,τ
(
1− e
1
N
(vn−vm)±ei(θτ−θσ)
)−1
(65)
where
(vn − vm)
± =
{
vn − vm for (m,n) ∈ S
+
σ,τ
vm − vn for (m,n) ∈ S
−
σ,τ .
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For a fixed choice σ, τ , and a fixed pair (m,n), we use the following expansion
(1− exp
(
1
N (vn − vm)
±
)
exp(i(θτ − θσ)))
−1
= − sign(Re{(vn − vm)
±})
∞∑
t=−∞
exp
(
1
N (vn − vm)
±t
)
exp(i(θτ − θσ)t)H(−tRe{(vn − vm)
±}),
(66)
where H(x) is the Heaviside step function (so H(x) = 1 if x ≥ 0 and H(x) = 0 if x < 0). Note that
this series converges because if Re{(vn − vm)
±} > 0, only negative t terms contribute, and otherwise if
Re{(vn − vm)
±} < 0, only non-negative t terms survive.
Now, incorporating (66) into the final product of (65), we have
∏
(m,n)∈Bk,β;l
(
1− exp
(
1
N (vn − vm)
)
exp (i(αm − αn))
)−1
=
∏
1≤σ<τ≤k
(−1)|S
−
σ,τ | exp
(
i(θτ − θσ)|S
−
σ,τ |
) ∏
(p,q)∈S−σ,τ
exp
(
vp − vq
N
)(67)
×
∏
(m,n)∈Sσ,τ
(
− sign(Re{(vn − vm)
±})
∞∑
t=−∞
exp
(
1
N (vn − vm)
±t
)
exp(i(θτ − θσ)t) H(−tRe{(vn − vm)
±})
)
= (−1)g(k,β;l)
∏
1≤σ<τ≤k
∞∑
tσ,τ=−∞
exp
(
i(θτ − θσ)(tσ,τ + |S
−
σ,τ |)
)(68)
×
∑
x=(xm,n)∑
(m,n)∈Sσ,τ
xm,n=tσ,τ+|S
−
σ,τ |
∏
(m,n)∈Sσ,τ
exp
(
1
N (vn − vm)
±xm,n
)
H(−xm,n Re{(vn − vm)
±})
= (−1)g(k,β;l)
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
exp
(
i
∑
γ<ρ
(θρ − θγ)(tγ,ρ + |S
−
γ,ρ|)
) ∑
(xm,n)
(⋆)
exp
(
1
N
∑
xm,n(vn − vm)
±
)
.
(69)
The overall sign in (69) is
(70) (−1)g(k,β;l) = (−1)
∑
σ<τ |S
−
σ,τ |
∏
(m,n)∈Sσ,τ
1≤σ<τ≤k
(− sign(Re{(vn − vm)
±})),
the first sum should be read as
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
=
∞∑
t1,2=−∞
∞∑
t1,3=−∞
· · ·
∞∑
t1,k=−∞
∞∑
t2,3=−∞
· · ·
∞∑
tk−1,k=−∞
,
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and the second sum is now over the ‘full’ vectors x = (xm,n)(m,n)∈Bk,β;l whose elements xm,n are integers
subject to constraints given by (⋆), which are∑
(m,n)∈Sσ,τ
xm,n = tσ,τ + |S
−
σ,τ |, 1 ≤ σ < τ ≤ k(71)
xm,n ∈ Z, ∀(m,n) ∈ Bk,β;l(72)
H(−xm,nRe{(vn − vm)
±}) = 1, ∀(m,n) ∈ Bk,β;l.(73)
This means that the vector x should be thought of as being made up of concatenated subsequences
(xm,n)(m,n)∈Sσ,τ for each 1 ≤ σ < τ ≤ k, and each subsequence must satisfy the constraints (71)-(73).
This completes the proof of lemma 3.3.

Proof of lemma 3.4. Firstly, recall the statement of the lemma.
Lemma.
MoMN (k, β) ∼
2β∑
l1,...,lk−1=0
c˜l(k, β)N
|Ak,β;l|
(2πi)2kβ((kβ)!)2
∫
Γ0
· · ·
∫
Γ0
f(v; l)
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
∑
(xm,n)
(⋆)
exp
(
1
N
∑
xm,n(vn − vm)
±
)
×
k−1∏
j=1
δ
N(lj−β)+
∑k
ρ=j+1(tj,ρ+|S
−
j,ρ|)−
∑j−1
γ=1(tγ,j+|S
−
γ,j |)
2kβ∏
m=1
dvm.
We begin with eq. (63),
Ik,β(θ) ∼
2β∑
l1,...,lk−1=0
c˜l(k, β)N
|Ak,β;l|
(2πi)2kβ((kβ)!)2
∫
Γ0
· · ·
∫
Γ0
f(v; l) exp
iN( 2kβ∑
m=kβ+1
αm − β
k∑
j=1
θj
)
×
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
exp
i ∑
1≤γ<ρ≤k
(θρ − θγ)(tγ,ρ + |S
−
γ,ρ|)
 ∑
(xm,n)
(⋆)
exp
(
1
N
∑
xm,n(vn − vm)
±
) 2kβ∏
m=1
dvm.
and use the structure of the αm to deduce that
(74) exp
iN( 2kβ∑
m=kβ+1
αm − β
k∑
j=1
θj
) = exp
iN k−1∑
j=1
(β − lj)(θj − θk)
 .
Combining eq. (63), eq. (29), eq. (74) and switching the order of integration we have that
MoMN (k, β) ∼
2β∑
l1,...,lk−1=0
c˜l(k, β)N
|Ak,β;l|
(2π)k(2πi)2kβ((kβ)!)2
∫
Γ0
· · ·
∫
Γ0
f(v; l)
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
∑
(xm,n)
(⋆)
exp
(
1
N
∑
xm,n(vn − vm)
±
)
×
∫ 2π
0
· · ·
∫ 2π
0
exp
iN k−1∑
j=1
(β − lj)(θj − θk)
 exp(i∑
γ<ρ
(θρ − θγ)(tγ,ρ + |S
−
γ,ρ|)
)
k∏
n=1
dθn
2kβ∏
m=1
dvm.
(75)
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By noting that θρ − θγ = θk − θγ − (θk − θρ), we now see, importantly, that the θ integral will just be a
function of differences (θj − θk), j ∈ {1, . . . , k − 1}. Focussing on the inner integral in eq. (75) we have
∫ 2π
0
· · ·
∫ 2π
0
exp
i k−1∑
j=1
(θk − θj)
N(lj − β) + k∑
ρ=j+1
(tj,ρ + |S
−
j,ρ|)−
j−1∑
γ=1
(tγ,j + |S
−
γ,j |)
 k∏
n=1
dθn
= (2π)k
k−1∏
j=1
δ
N(lj−β)+
∑k
ρ=j+1(tj,ρ+|S
−
j,ρ|)−
∑j−1
γ=1(tγ,j+|S
−
γ,j |)
,(76)
where the δ is a Kronecker δ-function. Considering this in the context of eq. (75) we have the result. 
Proof of lemma 3.5. We restate the claim for context.
Lemma.
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
∑
(xm,n)
(⋆)
exp
(
1
N
∑
xm,n(vn − vm)
±
) k−1∏
j=1
δ
N(lj−β)+
∑k
ρ=j+1(tj,ρ+|S
−
j,ρ|)−
∑j−1
γ=1(tγ,j+|S
−
γ,j |)
∼ N |Bk,β;l|−k+1κk
(k − 1)β − k−1∑
j=1
lj
|Bk,β;l|−(
k
2)
Ψk,β;l(((k − 1)β −
k−1∑
j=1
lj)v),
where κk is a constant depending on k,
Ψk,β;l(v) =
∫
· · ·
∫
y=(ym,n)(m,n)∈Bk,β;l
(‡˜)
exp
(∑
ym,n(vn − vm)
±
)∏
dym,n,
and (‡˜) denotes normalised versions of constraints (⋆) as described in the proof of lemma 3.3, more details
given in the proof.
Recall that the first sum in the left hand side of the statement of the lemma should be interpreted as
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
=
∞∑
t1,2=−∞
∞∑
t1,3=−∞
· · ·
∞∑
t1,k=−∞
∞∑
t2,3=−∞
· · ·
∞∑
tk−1,k=−∞
,
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and the second sum runs over vectors x = (xm,n)(m,n)∈Bk,β;l = (xm,n)(m,n)∈
⋃
σ<τ Sσ,τ
with integer ele-
ments subject to the following constraints ∑
(m,n)∈S1,2
xm,n = t1,2 + |S
−
1,2|(77) ∑
(m,n)∈S1,3
xm,n = t1,3 + |S
−
1,3|(78)
...∑
(m,n)∈S1,k
xm,n = t1,k + |S
−
1,k|(79) ∑
(m,n)∈S2,3
xm,n = t2,3 + |S
−
2,3|(80)
...∑
(m,n)∈Sk−1,k
xm,n = tk−1,k + |S
−
k−1,k|(81)
H(−xm,nRe{(vn − vm)
±}) = 1, ∀(m,n) ∈ Bk,β;l.(82)
We now focus on the product of δ-functions in the left hand side of the statement of the lemma,
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
∑
x
(⋆)
exp
(
1
N
∑
xm,n(vn − vm)
±
) k−1∏
j=1
δ
N(lj−β)+
∑k
ρ=j+1(tj,ρ+|S
−
j,ρ|)−
∑j−1
γ=1(tγ,j+|S
−
γ,j |)
,(83)
which constrain (83) to be zero unless the following hold,
k∑
j=2
(t1,j + |S
−
1,j|) = N(β − l1)(84)
k∑
j=3
(t2,j + |S
−
2,j|)− (t1,2 + |S
−
1,2|) = N(β − l2)(85)
...
(tk−2,k−1 + |S
−
k−2,k−1|+ tk−2,k + |S
−
k−2,k|)−
k−3∑
j=1
(tj,k−2 + |S
−
j,k−2|) = N(β − lk−2)(86)
(tk−1,k + |S
−
k−1,k|)−
k−2∑
j=1
(tj,k−1 + |S
−
j,k−1|) = N(β − lk−1).(87)
These conditions form an underdetermined system of linear equations. There are
(
k
2
)
variables and k − 1
equations, hence
(k
2
)
− (k− 1) free parameters. We eliminate the k− 1 dependent variables from (83) using
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the linear equations (84)-(87). The following rewriting of the system picks out which we choose to discard.
t1,k = N(β − l1)−
k−1∑
j=2
(t1,j + |S
−
1,j |)− |S
−
1,k|(88)
t2,k = N(β − l2) + t1,2 + |S
−
1,2| − |S
−
2,k| −
k−1∑
j=3
(t2,j + |S
−
2,j |)(89)
...
tk−2,k = N(β − lk−2) +
k−3∑
j=1
(tj,k−2 + |S
−
j,k−2|)− (tk−2,k−1 + |S
−
k−2,k−1|+ |S
−
k−2,k|)(90)
tk−1,k = N(β − lk−1) +
k−2∑
j=1
(tj,k−1 + |S
−
j,k−1|)− |S
−
k−1,k|.(91)
Thus, the k − 1 outer sums over t1,k, . . . , tk−1,k in (83) collapse and we are left with
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k−1
∑
x
(‡)
exp
(
1
N
∑
xm,n(vn − vm)
±
)
,(92)
where (‡) reflects constraints on (xm,n) as before, with (88)-(91) substituted in. Since the Heaviside function
H(−xm,nRe{(vn− vm)
±}) is equal to 1 for all (m,n) ∈ Bk,β;l, this sum converges exponentially quickly.
Summing over all weights xm,n and using (88)-(91), we have that
(93)
∑
(m,n)∈Bk,β;l
xm,n = N((k − 1)β −
k−1∑
j=1
lj) +
∑
1≤σ<τ≤k−1
(tσ,τ + |S
−
σ,τ |).
Clearly if any of the tσ,τ grow faster than N , then there must be a least one weight x
∗
m,n having the same
growth rate. So for large tσ,τ , the summands in (93) will not contribute to the leading order.
In order to pull out the correct power of N , we employ the following general lemma about geometric
sums (see Keating et al. [31], lemma 4.12).
Lemma 3.8. AsK →∞,∑
k1+···+kd=K
ki≥0
exp
(
1
K
d∑
i=1
kjzj
)
= Kd−1
∫
· · ·
∫
x1+···+xd=1
xj≥0
e
∑
xjzjdx1 · · · dxd +O(K
d−2).
From this we deduce that the leading power of K in the left hand side is given by the dimension of the
space described by the weights kj subject to any rules placed upon them. Within lemma 3.8, one can think
of the weights as forming a d-dimensional vector where the sum of the elements must equal K . Thus one
has d− 1 degrees of freedom in choosing the vector elements.
This means that the information we need to extract from the constraints given by (‡) in (92) is the dimen-
sion of the space spanned by the vector x = (xm,n)(m,n)∈Bk,β;l subject to those restrictions. This will give
us the claimed power of N in the statement of lemma 3.5.
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Before we apply lemma 3.8, we first incorporate
∑
σ<τ (tσ,τ + |S
−
σ,τ |) into one of the weights using (93).
To do this, pick one weight, say x1,2, and shift it by
∑
1≤σ<τ≤k−1(tσ,τ + |S
−
σ,τ |) to get an equivalent form
of the inner sum in the right hand side of (92),
∑
x
(‡)
exp
 1N ∑
(m,n)∈Bk,β;l
(m,n)6=(1,2)
xm,n(vn − vm)
± + 1N
(
x1,2 +
∑
σ<τ
(tσ,τ + |S
−
σ,τ |)
)
(v2 − v1)
±

= exp
(
1
N
∑
σ<τ
(tσ,τ + |S
−
σ,τ |)(v2 − v1)
±
)∑
x
(‡′)
exp
 1
N
∑
(m,n)∈Bk,β;l
xm,n(vn − vm)
±
 ,(94)
The constraints (‡′) can be deduced from (‡) by applying the described shift to the weights. In particular,
this now means eq. (93) becomes
(95)
∑
(m,n)∈Bk,β;l
xm,n = N((k − 1)β −
k−1∑
j=1
lj).
Now, we apply lemma 3.8 to the sum term on the right hand side of (94), with K = N((k − 1)β −∑k−1
j=1 lj). (The case when (k − 1)β =
∑k−1
j=1 lj does not contribute at leading order, for reasons to be
discussed at the end of the proof.) To determine the leading power of K , we count the amount of choice
we have in choosing the weights xm,n, for a fixed choice of tσ,τ , 1 ≤ σ < τ ≤ k − 1. From (88)-(91), we
see that for each
(k
2
)
equation we lose one degree of freedom in choosing the weights, so in total, we have
|Bk,β;l| −
(k
2
)
degrees of freedom in determining x. Thus, by lemma 3.8 we have
∑
x
(‡′)
exp
(
1
N
∑
(m,n)∈Bk,β;l
xm,n(vn − vm)
±
)
=
(
N((k − 1)β −
k−1∑
j=1
lj)
)|Bk,β;l|−(k2)
Ψk,β;l(((k − 1)β −
k−1∑
j=1
lj)v) +O
(
N |Bk,β;l|−(
k
2)−1
)
,(96)
where
Ψk,β;l(v) =
∫
· · ·
∫
y=(ym,n)(m,n)∈Bk,β;l
(‡˜)
exp
(∑
ym,n(vn − vm)
±
)∏
dym,n,
and (‡˜) denotes the normalised version of the constraints (‡′) (since we need only consider tσ,τ growing at
most like N for each 1 ≤ σ < τ ≤ k − 1, asymptotically the constraints (‡˜) will be O(1), and in particular
will not depend on tσ,τ ).
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Then, combining eq. (96) with eq. (94) and eq. (92), we have
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k−1
∑
x
(‡)
exp
(
1
N
∑
xm,n(vn − vm)
±
)
∼
N((k − 1)β − k−1∑
j=1
lj)
|Bk,β;l|−(
k
2)
×
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k−1
Ψk,β;l(((k − 1)β −
k−1∑
j=1
lj)v)
∏
1≤σ<τ≤k−1
exp
(
1
N (tσ,τ + |S
−
σ,τ |)(v2 − v1)
±
)
(97)
∼ κkN
(k2)−(k−1)
N((k − 1)β − k−1∑
j=1
lj)
|Bk,β;l|−(
k
2)
Ψk,β;l(((k − 1)β −
k−1∑
j=1
lj)v),(98)
for some constant κk depending on k. Note that the case where
∑k−1
j=1 lj = (k − 1)β falls in to the
subleading order terms.
Thus at leading order,
∞∑
tσ,τ=−∞
for 1≤σ<τ≤k
∑
(xm,n)
(⋆)
exp
(
1
N
∑
xm,n(vn − vm)
±
) k−1∏
j=1
δ
N(lj−β)+
∑k
ρ=j+1(tj,ρ+|S
−
j,ρ|)−
∑j−1
γ=1(tγ,j+|S
−
γ,j |)
∼ N |Bk,β;l|−k+1κk
(k − 1)β − k−1∑
j=1
lj
|Bk,β;l|−(
k
2)
Ψk,β;l(((k − 1)β −
k−1∑
j=1
lj)v).(99)

Proof of lemma 3.6. We restate the lemma.
Lemma.
MoMN (k, β) ∼ γk,βN
k2β2−k+1
where
γk,β =
2β∑
l1,...,lk−1=0
ck,β;l((k − 1)β −
k−1∑
j=1
lj)
|Bk,β;l|−(k2)Pk,β(l1, . . . , lk−1),
ck,β;l is a constant depending on k, β, l1, . . . , lk−1 (more details given below), and
Pk,β(l1, . . . , lk−1) =
(−1)g(k,β;l)
(2πi)2kβ((kβ)!)2
×
∫
Γ0
· · ·
∫
Γ0
e−
∑2kβ
m=kβ+1 vm
∏
m<n
αm=αn
(vn − vm)
2∏
m≤kβ<n
αm=αn
(vn − vm)
∏2kβ
m=1 v
2β
m
Ψk,β;l(((k − 1)β −
k−1∑
j=1
lj)v)
2kβ∏
m=1
dvm,
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with Ψk,β;l(v) as defined in lemma 3.5, and g(k, β; l) given by (70).
Recall the definition of the sets Ak,β;l and Bk,β;l,
Ak,β;l := {(m,n) : 1 ≤ m ≤ kβ < n ≤ 2kβ, αm = αn}(100)
Bk,β;l := {(m,n) : 1 ≤ m ≤ kβ < n ≤ 2kβ, αm 6= αn},(101)
so |Ak,β;l|+ |Bk,β;l| = k
2β2. Using this fact with lemma 3.4 and lemma 3.5 we have
MoMN (k, β) ∼ N
k2β2−k+1
2β∑
l1,...,lk−1=0
(−1)g(k,β;l)ck,β;l((k − 1)β −
∑k−1
j=1 lj)
|Bk,β;l|−(k2)
(2πi)2kβ((kβ)!)2
×
∫
Γ0
· · ·
∫
Γ0
f(v; l)Ψk,β;l
((
(k − 1)β −
k−1∑
j=1
lj
)
v
) 2kβ∏
m=1
dvm,(102)
where ck,β;l is a constant encompassing the two constants given in (34) and the statement of lemma 3.5,
Lemma 3.6 then follows recalling the definition of f(v; l),
f(v; l) =
e−
∑2kβ
m=kβ+1 vm
∏
m<n
αm=αn
(vn − vm)
2∏
m≤kβ<n
αm=αn
(vn − vm)
∏2kβ
m=1 v
2β
m
,
and by setting γk,β and Pk,β(l1, . . . , lk−1) as claimed.

Proof of lemma 3.7. Finally, recall the statement of lemma 3.7.
Lemma. For k, β ∈ N, γk,β 6= 0 where γk,β is as defined in lemma 3.6.
Thus, we have to show that
(103)
2β∑
l1,...,lk−1=0
ck,β;l((k − 1)β −
k−1∑
j=1
lj)
|Bk,β;l|−(k2)Pk,β(l1, . . . , lk−1) 6= 0,
for ck,β;l some constant depending on k, β, l and
Pk,β(l1, . . . , lk−1) =
(−1)g(k,β;l)
(2πi)2kβ((kβ)!)2
×
∫
Γ0
· · ·
∫
Γ0
e−
∑2kβ
m=kβ+1 vm
∏
m<n
αm=αn
(vn − vm)
2∏
m≤kβ<n
αm=αn
(vn − vm)
∏2kβ
m=1 v
2β
m
Ψk,β;l(((k − 1)β −
k−1∑
j=1
lj)v)
2kβ∏
m=1
dvm,(104)
Since ck,β;l is a constant encompassing both (34) and the constant appearing in the statement of lemma 3.5,
it is clearly non-zero and its sign is independent of the sum parameters l1, . . . , lk−1. Further, at leading order
we need only consider parameters lj such that l1 + · · ·+ lk−1 6= (k − 1)β. To prove the required result, we
show that ((k − 1)β −
∑k−1
j=1 lj)
|Bk,β;l|−(k2)Pk,β(l) 6= 0 (in fact, it is strictly positive) for such l1, . . . , lk−1.
To do this, we will appeal to the residue theorem.
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Fix a choice of l1, . . . , lk−1 in agreement with the various constraints. To show that Pk,β(l) is non-zero,
firstly denote the integrand in (104) by qk,β(l1, . . . , lk−1). Then by the residue theorem we have to show
that there is a term of the form (v1 · · · v2kβ)
2β−1 with non-zero coefficient in the expansion of
(105) qk,β(l1, . . . , lk−1)
2kβ∏
m=1
v2βm = Ψk,β;l
((
(k − 1)β −
k−1∑
j=1
lj
)
v
)
e−
∑2kβ
m=kβ+1 vm
∏
m<n
αm=αn
(vn − vm)
2∏
m≤kβ<n
αm=αn
(vn − vm)
.
Now, simplifying the product terms of the right hand side of (105),∏
m<n
αm=αn
(vn − vm)
2∏
m≤kβ<n
αm=αn
(vn − vm)
=
∏
m≤kβ<n
αm=αn
(vn − vm)
k∏
n=1
∆(v∑n−1
j=1 lj+1
, . . . , v∑n
j=1 lj
)2
×
k∏
n=1
∆(v∑n
j=1 lj+2(k−n)β+1
, . . . , v∑n−1
j=1 lj+2(k−(n−1))β
)2,(106)
where lk = kβ − (l1 + · · ·+ lk−1). We use the following expansion of the Vandermonde determinant,
∆(x1, . . . , xn)
2 =
∑
σ,τ∈Sn
sgn(σ) sgn(τ)
n∏
i=1
x
σ(i)+τ(i)−2
i .
From any of the terms appearing in the first product of Vandermonde determinants in the right hand side
of eq. (106), we find a term of the form
ln!
∑n
j=1 lj∏
i=
∑n−1
j=1 lj+1
vln−1i , n ∈ {1, . . . , k},
and similarly for any of the terms in the second product. Thus, the Vandermonde determinants collectively
contribute a term of the form
(107)
l1∏
i=1
vl1−1i
l1+l2∏
i=l1+1
vl2−1i · · ·
kβ∏
i=
∑k−1
j=1 lj+1
vlk−1i
∑k−1
j=1 lj+2β∏
i=kβ+1
v2β−lk−1i · · ·
2kβ∏
i=2(k−1)β+1+l1
v2β−l1−1i ,
and this term has a strictly positive coefficient (a detailed explanation can be found in the Appendix, see sec-
tion 6.2) given by
k∏
j=1
lj !(2β − lj)!.
We expand the remaining product as
(108)
∏
m≤kβ<n
αm=αn
(vn − vm) =
∏
m∈{1,...,l1}
n∈{l1+2(k−1)β+1,...,2kβ}
(vn − vm) · · ·
∏
m∈{
∑k−1
j=1 lj+1,...,kβ}
n∈{kβ+1,...,
∑k−1
j=1 lj+2β}
(vn − vm).
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From the first product in the right hand side of eq. (108) we take the term
∏l1
i=1(−vi)
2β−l1 . The second
gives
∏l1+l2
i=l1+1
(−vi)
2β−l2 , and so on. Hence, in total from eq. (108) we have a term of the form
(109) (−1)kβ
k∏
j=1

∑j
n=1 ln∏
i=
∑j−1
n=1 ln+1
v2β−1i
 k∏
j=1

∑j−1
n=1 ln+2(k−(j−1))β∏
i=
∑j
n=1 ln+2(k−j)β+1
v
2β−lj−1
i
 .
We now use the exponential function in eq. (105) to give us the remaining contribution,
e−
∑2kβ
m=kβ+1 vm =
∞∑
t=0
(
−
∑2kβ
m=kβ+1 vm
)t
t!
(110)
=
∞∑
t=0
(−1)t
t!
∑
akβ+1+···+a2kβ=t
(
t
akβ+1, . . . , a2kβ
) 2kβ∏
i=kβ+1
vaii ,(111)
where the multinomial coefficient is (
n
c1, . . . , cm
)
=
n!
c1! · · · cm!
.
To complete the construction of the term of the form (v1 · · · v2kβ)
2β−1, we need
(112) ai =

lk for i ∈ {kβ + 1, . . . ,
∑k−1
j=1 lj + 2β}
lk−1 for i ∈ {
∑k−1
j=1 lj + 2β + 1, . . . ,
∑k−2
j=1 lj + 4β}
...
...
l1 for i ∈ {l1 + 2(k − 1)β + 1, . . . , 2kβ}.
Hence the required coefficient comes from looking at the term for which t =
∑
i ai =
∑
i li(2β − li),
which has coefficient
(113)
(−1)
∑k
i=1 li(2β−li)
( ∑ li(2β−li)
lk,...,lk,...,l1,...,l1
)(∑k
i=1 li(2β − li)
)
!
=
(−1)kβ
(l1!)2β−l1 · · · (lk!)2β−lk
.
Thus, we have constructed a term of the form (v1 · · · v2kβ)
2β−1 which has strictly positive coefficient (the
prefactors of (−1)kβ in eq. (109) and eq. (113) cancel each other) given by
(114)
∏k
j=1 lj !(2β − lj !)
(l1!)2β−l1 · · · (lk!)2β−lk
.
In fact this is the only way to construct a term of this form from the integrand (more details are given in
the Appendix, see section 6.3).
All that is left to prove is that the term
(−1)g(k,β;l)((k − 1)β −
k−1∑
j=1
lj)
|Bk,β;l|−(k2)Ψk,β;l(((k − 1)β −
k−1∑
j=1
lj)v)
only contributes a positive coefficient, where recall
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Ψk,β;l(((k − 1)β −
k−1∑
j=1
lj)v) =
∫
· · ·
∫
y=(ym,n)(m,n)∈Bk,β;l
(‡˜)
exp
((k − 1)β − k−1∑
j=1
lj)
∑
ym,n(vn − vm)
±
∏ dym,n.(115)
Calculating γk,β involves computing derivatives of eq. (115) and evaluating it at v = 0 by the residue
theorem. We consider the case where (k − 1)β > l1 + · · · + lk−1, the other case follows similarly. Incor-
porating in the sign (−1)g(k,β;l) in to the integrand of the right hand side of (115) (where for simplicity we
ignore the positive prefactor in the exponent since it doesn’t contribute to the overall sign) we have
(−1)g(k,β;l)
∏
(m,n)∈Bk,β;l
exp
(
ym,n(vn − vm)
±
)
=
∏
σ<τ
∏
(m,n)∈S−σ,τ
(sign(Re{(vm − vn)}) exp (−ym,n(vn − vm)))
×
∏
(m,n)∈S+σ,τ
(− sign(Re{(vn − vm)}) exp (ym,n(vn − vm))).(116)
Thus, in order to show that γk,β is strictly positive we need to establish that differentiating the right hand
side of eq. (116) contributes an overall positive sign. To see that this is true, first note that since each of
the vm, for m ∈ {1, . . . , 2kβ}, in Pk,β(l) has a pole of even order at 0, and by the residue theorem we are
required to differentiate the exponential term in eq. (115) an odd number of times. Then, by the requirements
of the conditions on the Riemann integral in the right hand side of eq. (115), for each (m,n), one has that
the Heaviside function ensures that the product ym,nRe{(vn − vm)
±} is negative. It is easy to check that
in each case, after differentiating an odd number of times, that the term on the right hand of eq. (116) is
positive. This concludes the proof of lemma 3.7. 
4. POLYNOMIAL STRUCTURE
In this section we prove theorem 1.3. The technique we use relies on a formula for Ik,β(θ1, . . . , θk)
(c.f. (28) and (29)) that follows from an expression obtained by Conrey et al. [11]. This takes the form of a
combinatorial sum and is a special case of a more general expression that we state in the Appendix.
Theorem 4.1. Let Ξkβ be the set of
(
2kβ
kβ
)
permutations σ ∈ S2kβ such that σ(1) < σ(2) < · · · < σ(kβ)
and σ(kβ + 1) < · · · < σ(2kβ), and
ω = (eiθ1 , . . . , eiθ1︸ ︷︷ ︸
β
, . . . , eiθk , . . . , eiθk︸ ︷︷ ︸
β
, eiθ1 , . . . , eiθ1︸ ︷︷ ︸
β
, . . . , eiθk , . . . , eiθk︸ ︷︷ ︸
β
).
Then,  2kβ∏
j=kβ+1
ωNj
 Ik,β(θ1, . . . , θk) = ∑
σ∈Ξkβ
(ωσ(kβ+1)ωσ(kβ+2) · · ·ωσ(2kβ))
N∏
l≤kβ<q(1− ωσ(l)ω
−1
σ(q))
.
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Therefore,
(117)
MoMN (k, β) =
1
(2π)k
∫ 2π
0
· · ·
∫ 2π
0
2kβ∏
j=kβ+1
ω−Nj
∑
σ∈Ξkβ
(ωσ(kβ+1)ωσ(kβ+2) · · ·ωσ(2kβ))
N∏
l≤kβ<q(1− ωσ(l)ω
−1
σ(q))
dθ1 · · · dθk.
The individual summands in the integrand in this expression have poles of finite order (when ωσ(q) =
ωσ(l)). These cancel with zeros in the numerator in the complete sum, as they must because Ik,β(θ1, . . . , θk)
is bounded, being the average of a product of polynomials [11]. The function remaining after this cancel-
lation may be computed by applying l’Hoˆpital’s rule a finite number of times. This function is therefore a
polynomial in the variables eiθ1 , . . . , eiθk with coefficients that are each polynomial functions ofN (coming
from the derivatives associated with applying l’Hoˆpital’s rule). Upon integrating only the coefficient of the
constant term remains, which is polynomial in N . This concludes the proof of 1.3. In principle one could
compute the order of the polynomial this way, but in general we found the approach based on the asymp-
totic evaluation of the integral representation, set out in the previous section, to be more straightforward. In
specific cases the calculation is feasible, as demonstrated in the Appendix.
5. SUMMARY AND OUTLOOK
Our main result is a proof that the moments of the moments of the characteristic polynomials of random
unitary matrices, MoMN (k, β), are polynomial functions of N , of order k
2β2 − k + 1, when k and β both
take values in N. This proves the conjecture for the leading order asymptotics made in [22, 23] when k and
β both take values in N. Moreover, it goes further in establishing that an exact formula exists when k and β
both take values in N, and, in passing, establishes the general structure of the (finite) asymptotic expansion
forMoMN (k, β) in this case.
It is clear from the calculation set out in Section 2 that we have an exact formula when k and β both
take values in N because of an underlying integrable structure: the approach based on symmetric function
theory, and hence on representation theory, yields an exact formula in terms of a count of certain restricted
semistandard Young tableaux. The symmetric functions used in Section 2 may be related to certain gener-
alized hypergeometric functions (c.f. [36] and, for example [19]), and it would be interesting to explore this
calculation in that context, especially if doing so extends the results to non-integer values of k and β. We
see our calculation as a first step in that direction and anticipate pursuing this further. We note in passing
that the formula we establish using the multiple integral approach provides as a byproduct an asymptotic
expression for the count of semistandard Young tableaux that arises in the calculation.
The moments of the moments we study here play a central role in the heuristic analysis in [22, 23, 29] of
the value distribution of log Pmax(A), leading to the conjecture that as N →∞
(118) log Pmax(A) = logN −
3
4
log logN + xN (A),
where xN (A) is a random variable that is OP(1) and which has a limiting value distribution that is a sum of
two Gumbel distributions. Several components of these conjectures have recently been proved: the first term
on the righthand side of (118) was established in [1], the second term in [39], and the tightness of xN (A)
in [9]. All of these calculations have utilised a hierarchical branching structure in the Fourier expansion of
log |PN (A, θ)|,
(119) log |PN (A, θ)| = −Re
∞∑
k=1
TrAk
k
exp(ikθ),
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similar to that found in other log-correlated Gaussian fields such as the branching random walk and the
two-dimensional Gaussian Free Field; that is, they have utilised general probabilistic methods. When
log |PN (A, θ)| (c.f. (119)) is replaced by a random Fourier series with the same correlation structure –
such series can be considered as one-dimensional models of the two-dimensional Gaussian Free Field – the
analogue of conjecture (7), due to Fyodorov and Bouchaud [20], has recently been proved for all k and β in
the regime k < 1/β2 by Remy [40] using ideas from conformal field theory [35].
Formally, the β → ∞ asymptotics of ZN (A, β) determines Pmax(A), and so it is natural to seek to
understand the value distribution of Pmax(A) by calculating the moments of ZN (A, β) and then taking the
large-β limit. However, doing this requires the moments for all k and β, not just the integer moments.
Moreover, the controlling range is when freezing dominates and kβ2 is close to 1. Our results therefore
cannot be applied as they stand. This is one reason why the possibility of using the integrable structure to
extend them to non-integer values of k and β is attractive. When k = 1 the Selberg integral makes this
possible. (And in the somewhat similar problem of the joint moments of the characteristic polynomial and
its derivative, Painleve´ theory provides a route (c.f. [4, 5]).)
The association between characteristic polynomials of random matrices and the theory of the Riemann
zeta-function motivates analogous conjectures to those just described for
(120) ζmax(T ) = max
0≤x<2π
|ζ(1/2 + iT + ix)|,
where T is random [22, 23, 29]. These correspond to replacing N in (118) by log T (c.f [33]). In this
case too there has been recent progress in proving the leading order term in the resulting formula when
T →∞ [2, 37], based on calculations that mirror those for the extremes of characteristic polynomials.
The multiple-integral approach we have developed here also applies to the zeta-function, using the rep-
resentation established in [12], giving explicit (conjectural) formulae for the integer moments of the integer
moments over short intervals of the critical line in that case too. These take the form of polynomials in
log T up to an error that is a power of T smaller. This is important because in numerical computations of
the moments one is necessarily restricted to finite intervals, and it is a key question how moments computed
in different intervals fluctuate. Our formula for the moments gives an answer to this question. We intend to
discuss this in more detail in a forthcoming paper.
The methods of calculation we have developed here for moments defined with respect to averages over the
unitary group extend to the other classical compact groups: both the representations in terms of symmetric
functions and multiple integrals have been developed [7, 11]. The extension of our results to the associated
random matrix ensembles can therefore be worked out in an analogous way to that described in this paper.
This would then have applications to the other symmetry classes of L-functions, using [12], in a similar
way as for the Riemann zeta-function. Our results apply immediately (and unconditionally) as well to the
moments of the moments of function field L-functions defined over Fq in the limit q → ∞. This follows
from equidistribution results in that case (c.f. [29]).
Finally, our formulae have already been applied to analysing the results of numerical computations using
randomly generated unitary matrices, where they explain the fluctuations in the moments of the characteristic
polynomials evaluated by averaging over the unit circle [21]. We anticipate further similar applications and
extensions to other numerical computations of the moments of spectral determinants.
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6. APPENDIX
6.1. Examples. Here we give explicit examples of the polynomials MoMN (k, β) for small values of k, β.
The formulae we record extend the results of preliminary calculations due to Keating and Scott [32] (c.f. [29]),
which formed the basis for some of the numerical computations in [21].
First, the general technique is described and then explicit forms of the polynomials are given in the cases
of β = 1, k ∈ {1, 2, 3, 4} and β = 2, k ∈ {1, 2}. We should remark that the moment formula of Keating
and Snaith [33] gives the full polynomials for the case k = 1, β ∈ N; see (10).
The technique we use is in a slightly more general form than is needed here, because we see it as having
other potential applications; we then specialise back to the actual formula required for our calculations. The
more general form we start with was first derived by Conrey, Farmer and Zirnbauer [13], and later by Bump
and Gamburd using symmetric function theory [7]. Note that we used a special case of this result to prove
theorem 1.3 in Section 4. First, define for finite sets A,B,C,D,
R(A,B;C,D) :=
∫
U(N)
∏
α∈A det(I −X
∗e−α)
∏
β∈B det
(
I −Xe−β
)∏
γ∈C det(I −X
∗e−γ)
∏
δ∈D det(I −Xe
−δ)
dX.
Further if
Z(A,B) :=
∏
α∈A,
β∈B
1
(1− e−(α+β))
,
then define
Z(A,B;C,D) :=
Z(A,B)Z(C,D)
Z(A,D)Z(B,C)
.
Finally, if S ⊂ A and T ⊂ B then S = A−S, T = B− T , S− = {−αˆ : αˆ ∈ S} and similarly for T . Note
that here we are using the notation U +V , U −V (to be interpreted as U ∪V and U\V respectively for sets
U, V ) to be consistent with the statement of the theorem in [14].
Theorem. ( [11]) WithN ≥ 0 andRe(γ) > 0,Re(δ) > 0 for γ ∈ C , δ ∈ D, |C| ≤ |A|+N , |D| ≤ |B|+N ,
we have
R(A,B;C,D) =
∑
S⊂A,T⊂B
|S|=|T |
e−N(
∑
αˆ∈S αˆ+
∑
βˆ∈T
βˆ)Z(S + T−, T + S−;C,D),
where A = S + S and B = T + T .
To see how this is used to give the full polynomials for MoMN (k, β), we outline the simplest case with
k = β = 1. We note that
MoMN (1, 1) =
1
2π
∫ 2π
0
EA∈U(N)
(
|PN (A, θ)|
2
)
dθ
=
1
2π
∫ 2π
0
∫
U(N)
PN (A, θ)PN (A
∗,−θ)dAdθ,
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so we apply the above theorem with A = {iα}, B = {iβ}, C,D = ∅. This gives us that
MoMN (1, 1) =
1
2π
∫ 2π
0
lim
β→−α
Z(A,B) + e−iN(α+β)Z(B−, A−)dα
=
1
2π
∫ 2π
0
lim
β→−α
N∑
m=0
e−im(α+β)dα
= N + 1.
Higher values of k, β clearly result in bigger sets A,B, and hence many more choices for S, T . Never-
theless, small cases ofMoMN (k, β) can be computed in the same way. For example
MoMN (1, 1) = N + 1
MoMN (2, 1) =
1
6
(N + 3)(N + 2)(N + 1)
MoMN (3, 1) =
1
2520
(N + 5)(N + 4)(N + 3)(N + 2)(N + 1)(N2 + 6N + 21)
MoMN (4, 1) =
1
778377600
(N + 7)(N + 6)(N + 5)(N + 4)(N + 3)(N + 2)(N + 1)
× (7N6 + 168N5 + 1804N4 + 10944N3 + 41893N2 + 99624N + 154440)
MoMN (1, 2) =
1
12
(N + 1)(N + 2)2(N + 3)
MoMN (2, 2) =
1
163459296000
(N + 7)(N + 6)(N + 5)(N + 4)(N + 3)(N + 2)(N + 1)
× (298N8 + 9536N7 + 134071N6 + 1081640N5 + 5494237N4 + 18102224N3
+ 38466354N2 + 50225040N + 32432400)
MoMN (2, 3) =
(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N + 6)(N + 7)(N + 8)(N + 9)(N + 10)(N + 11)
1722191327731024154944441889587200000000
×
(
12308743625763N24 + 1772459082109872N23 + 121902830804059138N22+
+ 5328802119564663432N21 + 166214570195622478453N20 + 3937056259812505643352N19
+ 73583663800226157619008N18 + 1113109355823972261429312N17+
13869840005250869763713293N16 + 144126954435929329947378912N15
+ 1259786144898207172443272698N14 + 9315726913410827893883025672N13
+ 58475127984013141340467825323N12 + 311978271286536355427593012632N11
+ 1413794106539529439589778645028N10 + 5427439874579682729570383266992N9
+ 17564370687865211818995713096848N8 + 47561382824003032731805262975232N7
+ 106610927256886475209611301000128N6 + 194861499503272627170466392014592N5
+ 284303877221735683573377603640320N4 + 320989495108428049992898521600000N3
+ 266974288159876385845370793984000N2 + 148918006780282798012340305920000N
+ 43144523802785397500411904000000
)
.
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It is worth noting explicitly that this method gives exact information about the moments of the moments
at the freezing transition β = 1.
6.2. Vandermonde Determinant Coefficients. Recall that we are interested in determining the coefficient
of terms of the form (x1 · · · xn)
n−1 in the square of the Vandermonde determinant,
(121) ∆(x1, . . . , xn)
2 =
∑
σ,τ∈Sn
sgn(σ) sgn(τ)
n∏
i=1
x
σ(i)+τ(i)−2
i .
Thus, we require that σ(i) + τ(i) = n + 1 for all i ∈ {1, . . . , n} and in particular we want to show that
this coefficient is strictly positive.
Immediately, we see that there will be n! terms of the required form since fixing σ(i) completely deter-
mines τ(i). Consider the bijection
φ : {1, . . . , n} → {1, . . . , n}, i 7→ n+ 1− i.
The order of φ is 2 and if n is even, it has no fixed point, whereas if n is odd there is a unique fixed point
(n + 1)/2. Thus, φ ∈ Sn and it consists of n/2 transpositions if n is even, and (n − 1)/2 transpositions if
n is odd. Now set τ = φ ◦ σ, so τ ∈ Sn, and τ(i) = n + 1 − σ(i). Given σ, we have found our unique
permutation. To determine the sign of τ , note that sgn(τ) = sgn(φ) sgn(σ), and
sgn(φ) = (−1)⌊
n
2 ⌋ =
{
+1 if n ≡ 0, 1 mod 4
−1 if n ≡ 2, 3 mod 4.
Thus, the coefficient of (x1 · · · xn)
n−1 in∆(x1, . . . , xn)
2 is sgn(φ)n!. It now follows that the coefficient of
l1∏
i=1
vl1−1i
l1+l2∏
i=l1+1
vl2−1i · · ·
kβ∏
i=
∑k−1
j=1 lj+1
vlk−1i
∑k−1
j=1 lj+2β∏
i=kβ+1
v2β−lk−1i · · ·
2kβ∏
i=2(k−1)β+1+l1
v2β−l1−1i
in
k∏
n=1
∆(v∑n−1
j=1 lj+1
, . . . , v∑n
j=1 lj
)2
k∏
n=1
∆(v∑n
j=1 lj+2(k−n)β+1
, . . . , v∑n−1
j=1 lj+2(k−(n−1))β
)2
is given by
(−1)
∑k
j=1
(⌊ lj
2
⌋
+
⌊2β−lj
2
⌋) k∏
j=1
lj!(2β − lj)! = (−1)
kβ+
∑k
j=1
(⌊ lj
2
⌋
+
⌊−lj
2
⌋) k∏
j=1
lj !(2β − lj)!
= (−1)kβ(−1)
∑k
j=1 δ{lj is odd}
k∏
j=1
lj!(2β − lj)!
= (−1)kβ(−1)#{j:lj is odd}
k∏
j=1
lj!(2β − lj)!.
This proves the result since the parity of #{j : lj is odd} is the same as the parity of kβ as
∑k
j=1 lj = kβ.
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6.3. Uniqueness of Construction. When trying to construct the term of the form (v1 · · · v2kβ)
2β−1 in
k∏
q=1
∆(v∑q−1
j=1 lj+1
, . . . , v∑q
j=1 lj
)2
k∏
q=1
∆(v∑q
j=1 lj+2(k−q)β+1
, . . . , v∑q−1
j=1 lj+2(k−(q−1))β
)2
∏
m≤kβ<n
αm=αn
(vn − vm) ,
first note that the variables vm, form ∈ {1, . . . , kβ} only appear in the Vandermonde determinants and the
products∏
m≤kβ<n
αm=αn
(vn − vm) =
∏
m∈{1,...,l1}
n∈{2(k−1)β+1+l1,...,2kβ}
(vn − vm) · · ·
∏
m∈{
∑k−1
j=1 lj+1,...,kβ}
n∈{kβ+1,...,
∑k−1
j=1 lj+2β}
(vn − vm).
In particular, after fixing q ∈ {1, . . . , k} take vj with j ∈ {
∑q−1
i=1 li + 1, . . . ,
∑q
i=1 li}. Then vj only
appears in the following two terms:
∆(v∑q−1
i=1 li+1
, . . . , v∑q
i=1 li
)2 and
∏
m∈{
∑q−1
i=1 li+1,...,
∑q
i=1 li}
n∈{2kβ−
∑q
i=1(2β−li)+1,...,2kβ−
∑q−1
i=1 (2β−li)}
(vn − vm).
In particular these are both homogeneous polynomials: the former of degree lq(lq − 1) in lq variables and
the latter is of degree lq(2β − lq) in 2β variables. We will show that the only way to construct a term of the
form (v1 · · · v2kβ)
2β−1 is as described following eq. (106). Without loss of generality, we will set q = 1 and
assume l1 ≥ 2. From the above discussion, the square of the Vandermonde determinant consists of terms of
the form
(122) va11 · · · v
al1
l1
, with
l1∑
i=1
ai = l1(l1 − 1).
Similarly, the product term is built of elements of the form
(123) vb11 · · · v
bl1
l1
v
bl1+1
2(k−1)β+1+l1
· · · v
b2β
2kβ, with
2β∑
i=1
bi = l1(2β − l1), 0 ≤ bi ≤ 2β − l1.
Hence, each term of
∆(v1, . . . , vl1)
2
∏
m∈{1,...,l1}
n∈{2(k−1)β+1+l1,...,2kβ}
(vn − vm)
is of the form
va1+b11 · · · v
al1+bl1
l1
v
bl1+1
2(k−1)β+1+l1
· · · v
b2β
2kβ,
with ai, bi satisfying the homogenous conditions. To reach our goal, we need to find all possibilities for
ai, 1 ≤ i ≤ l1 and bi, 1 ≤ i ≤ 2β that ai + bi = 2β − 1 for i ∈ {1, . . . , l1}. This implies that we need∑l1
i=1(ai + bi) = l1(2β − 1). Now note that the ‘homogeneous conditions’ in eq. (122) and eq. (123)
together mean that
l1∑
i=1
(ai + bi) +
2β∑
l1+1
bi =
l1∑
i=1
ai +
2β∑
i=1
bi = l1(2β − 1).
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Thus, we must set bl1+1, . . . , b2β = 0 if we want to construct the required term. This leaves us with finding
all ai, bi 1 ≤ i ≤ l1 such that all the following are satisfied,
ai + bi = 2β − 1,
l1∑
i=1
ai = l1(l1 − 1),
l1∑
i=1
bi = l1(2β − l1),
0 ≤bi ≤ 2β − l1.
However, the latter two conditions imply that we must have bi = 2β − l1 for all 1 ≤ i ≤ l1 which in turn
gives us that ai = l1 − 1 for all 1 ≤ i ≤ l1, and these are the only possible choices. This exactly matches
the construction described following eq. (106). The case for q ∈ {2, . . . , k} follows similarly.
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