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Abstract The quadratic assignment problem is a well-known optimization
problem with numerous applications. A common strategy to solve it is to use
one of its linearizations and then apply the toolbox of mixed integer linear
programming methods. One measure of quality of a mixed integer formulation
is the quality of its linear relaxation.
In this paper, we compare two linearizations of the quadratic assignment
problem and prove that the linear relaxation of the linearization of Adams and
Johnson is contained in the linear relaxation of the linearization of Xia and
Yuan. We furthermore develop a Branch and Cut approach using the insights
obtained in the proof that enhances the linearization of Xia and Yuan via a
new family of cuts called ab-cuts.
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1 The quadratic assignment problem
The quadratic assignment problem is a well-known optimization problem which
has a long history, numerous applications and has obtained broad coverage in
the literature (see, e. g., [10] for a survey, or [1,3,14,15,5,11,13,12,2] for re-
cent approaches) since its introduction in [8]. Its aim is to find an optimal
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assignment Φ : {1, . . . , n} → {1, . . . , n} with respect to a quadratic objec-
tive function
∑n
i,k=1 pikdΦ(i)Φ(k)+
∑n
i=1 pidΦ(i), where pik ∈ R, djl ∈ R ∀j, l ∈
{1, . . . , n} and di ∈ R ∀i ∈ {1, . . . , n}. A straightforward ILP formulation with
non-linear objective function is presented in (1) – (4) using binary variables
xij ∈ {0, 1} ∀i, j ∈ {1, . . . , n} with xij = 1⇔ Φ(i) = j ∀i, j ∈ {1, . . . , n}.
min
n∑
i,j,k,l=1
pikdjlxijxkl +
n∑
i,j=1
pidjxij (1)
s.t.
n∑
i=1
xij = 1 ∀j ∈ {1, . . . , n} (2)
n∑
j=1
xij = 1 ∀i ∈ {1, . . . , n} (3)
xij ∈ {0, 1} ∀i, j ∈ {1, . . . , n} (4)
For convenience, the underlying set of all permutations of the set {1, . . . , n}
will be summarized in the permutation matrix
Xn =
{
xij ∈ {0, 1} :
n∑
i=1
xij = 1 ∀j ∈ {1, . . . , n}
n∑
j=1
xij = 1 ∀i ∈ {1, . . . , n}
}
.
If we relax the integrality requirement, we denote this by
LXn =
{
xij ∈ R≥0 :
n∑
i=1
xij = 1 ∀j ∈ {1, . . . , n}
n∑
j=1
xij = 1 ∀i ∈ {1, . . . , n}
}
.
The objective function’s coefficients will be denoted by matrices
D = (djl)j,l∈{1,...,n} and P = (pik)i,k∈{1,...,n}.
To solve the Quadratic Assignment Problem, a variety of methods can be
used. One common approach is to use an equivalent linear formulation of the
problem and then apply the vast toolbox of Mixed Integer Linear Programming
methods. Many linearizations of the QAP have been proposed [3,14,7,15,12,
2]. Two of these which are frequently used will be presented in more detail
in Sec. 2. In Sec. 3 we will compare the quality of both linearizations with
respect to their linear relaxation. We will use a Lift-And-Project approach to
prove that one of them is superior to the other. Using the theoretical insights
obtained in the proof, we will present ab-cuts in Sec. 4: a new family of valid
inequalities for the quadratic assignment problem that strengthen the smaller
linearization.
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Remark 1 (Notation) For the remainder of this paper, we will denote elements
to be assigned by i and k, which will be assigned to elements denoted by j
and l.
Remark 2 (Omitted combinations) Note that for the objective function
n∑
i,j,k,l=1
pikdjlxijxkl +
n∑
i,j=1
pidjxij ,
where x ∈ Xn,
xijxil = 0 ∀i, j, l ∈ {1, . . . , n} xijxkj = 0 ∀i, j, k ∈ {1, . . . , n}
We therefore assume i 6= k and j 6= l for all combinations i, j, k, l ∈ {1, . . . , n}
used in the following.
2 Linearizations of the QAP
In the following section, linearizations of the quadratic assignment problem are
presented. We will present two of them in detail: the linearization of Adams
and Johnson and the linearization of Xia and Yuan.
2.1 The linearization of Adams and Johnson
The linearization of Adams and Johnson was introduced in [3]. It replaces the
objective function’s nonlinear term xijxkl by a new variable yijkl and can be
regarded as the result of a Lift-And-Project procedure.
To ensure the relationship
yijkl = xijxkl ∀i, j, k, l ∈ {1, . . . , n} , (5)
three families of linear constraints are introduced. The resulting MILP has
O(n4) continuous variables, O(n2) binary variables and O(n4) constraints.
min
n∑
i,j,k,l=1
k 6=i,l 6=j
pikdjlyijkl +
n∑
i,j=1
pidjxij (6)
s.t.
n∑
i=1
i6=k
yijkl = xkl ∀j, k, l ∈ {1, . . . , n} , j 6= l (7)
n∑
j=1
j 6=l
yijkl = xkl ∀i, k, l ∈ {1, . . . , n} , i 6= k (8)
yijkl = yklij ∀i, j, k, l ∈ {1, . . . , n} , k 6= i, l 6= j (9)
yijkl ≥ 0 ∀i, j, k, l ∈ {1, . . . , n} , k 6= i, l 6= j (10)
x ∈ Xn (11)
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For coefficient matrices D,P ∈ Rn×n, we will denote (6) – (11) by AJ(D,P ),
and its linear relaxation where x ∈ LXn by LAJ(D,P ).
Albeit its increase in variable and constraint size, the linearization is often
used due to its good bounds.
2.2 The linearization of Xia and Yuan
A different kind of linearization was introduced by [14], based on the previous
work of [7]. By factorizing the nonlinear objective function, they substitute the
term xij ·
∑n
k,l=1 pikdjlxkl = zij , which yields the objective function
∑n
i,j=1 zij .
To ensure the equation
xij ·
n∑
k,l=1
k 6=i,l 6=j
pikdjlxkl = zij ∀i, j ∈ {1, . . . , n} (12)
one uses two “Big-M” constraints with constants
uij = max
x∈Xn−1
n∑
k,l=1
k 6=i,l 6=j
pikdjlxkl ∀i, j ∈ {1, . . . , n} (13)
and
lij = min
x∈Xn−1
n∑
k,l=1
k 6=i,l 6=j
pikdjlxkl ∀i, j ∈ {1, . . . , n} . (14)
Then
zij ≥
n∑
k,l=1
k 6=i,l 6=j
pikdjlxkl + uij(xij − 1) ∀i, j ∈ {1, . . . , n}
ensures the validity of (12) if xij = 1. To strengthen the linearization’s linear
relaxation, [14] additionally introduced
zij ≥ lijxij ∀i, j ∈ {1, . . . , n} .
The resulting linearization only uses O(n2) continuous and binary variables
as well as O(n2) constraints. It is therefore smaller than the linearization of
Adams and Johnson, however its linear relaxation usually is also worse.
min
n∑
i,j=1
zij +
n∑
i,j=1
pidjxij (15)
s.t. zij ≥ lijxij ∀i, j ∈ {1, . . . , n} (16)
zij ≥
n∑
k,l=1
k 6=i,l 6=j
pikdjlxkl + uij(xij − 1) ∀i, j ∈ {1, . . . , n} (17)
x ∈ Xn (18)
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We denote (15) – (18) for given coefficients D,P ∈ Rn×n by XY (D,P ), and
the corresponding linear relaxation where x ∈ LXn by LXY (D,P ).
2.3 Further linearizations
Different other linearizations were proposed for the QAP. Many approaches
substituted the quadratic term xijxkl by additional variables xijkl and used
different constraints to ensure equivalence of the obtained formulation with
the original one, such as [9] with
min
n∑
i,j,k,l=1
k 6=i,l 6=j
pikdjlyijkl +
n∑
i,j=1
pidjxij
s.t.
n∑
i,j,k,l=1
k 6=i,l 6=j
yijkl = n
2
xij + xkl − 2yijkl ≥ 0 ∀i, j, k, l ∈ {1, . . . , n} , i 6= k, j 6= l
yijkl ∈ {0, 1} ∀i, j, k, l ∈ {1, . . . , n} , k 6= i, l 6= j
x ∈ Xn
and [6] with
min
n∑
i,j,k,l=1
k 6=i,l 6=j
pikdjlyijkl +
n∑
i,j=1
pidjxij
s.t.
n∑
i,j=1
i6=k,j 6=l
yijkl = nxkl ∀k, l ∈ {1, . . . , n}
n∑
k,l=1
k 6=i,l 6=j
yijkl = nxij ∀i, j ∈ {1, . . . , n}
0 ≤ yijkl ≤ 1 ∀i, j, k, l ∈ {1, . . . , n} , k 6= i, l 6= j
x ∈ Xn
and
min
n∑
i,j,k,l=1
k 6=i,l 6=j
pikdjlyijkl +
n∑
i,j=1
pidjxij
s.t.
n∑
i=1
i6=k
yijkl = xkl ∀j, k, l ∈ {1, . . . , n} , l 6= j
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n∑
j=1
j 6=l
yijkl = xkl ∀i, k, l ∈ {1, . . . , n} , k 6= i
n∑
k=1
k 6=i
yijkl = xkl ∀i, j, l ∈ {1, . . . , n} , l 6= j
n∑
l=1
l 6=j
yijkl = xkl ∀i, j, k ∈ {1, . . . , n} , k 6= i
0 ≤ yijkl ≤ 1 ∀i, j, k, l ∈ {1, . . . , n} , k 6= i, l 6= j
x ∈ Xn
The linearization of Adams and Johnson presented above dominates these
linearizations with respect to its linear relaxation (see [3]). The Lift-And-
Project concept used to obtain the linearization of Adams and Johnson can
be applied further to obtain an even tighter linearization using six indices (see
[2]) with substitution tijklpq = xijxklxpq .
Considering smaller linearizations, [7] introduced the first one equivalent
to the linearization of Xia and Yuan without constraint (16). Consequently,
its linear relaxation was weak. This was improved by the aforementioned lin-
earization of Xia and Yuan, who investigated different possible values for lij
and uij and also proved a method to efficiently compute lij and uij when
defined as in (13) and (14).
3 A comparison of both linearizations
In the following section, we will compare the two aforementioned linearizations
of Adams and Johnson as well as Xia and Yuan with regard to the quality of
their linear relaxations. To do so, we will use a Lift-And-Project approach
as presented by [4]. After a short recap of the process (for the corresponding
proofs we refer to [4]), we will apply it to the linearizations. Subsequently, we
will prove this section’s main result: the linear relaxation of the linearization
of Adams and Johnson LAJ(D,P ) will be proven to be better than the one
of the linearization of Xia and Yuan LXY (D,P ).
3.1 Theory on Lift-And-Project to compare linear formulations
Assume two linear formulations P and Q to the same problem, P being defined
on variables z, x and Q on variables y, x. If there is an affine relationship
between variables z and y of the form z = Ty+ e with suitable matrix T and
vector e, we can compare both formulations. To compare both polyhedra, we
can lift one of them (e. g. Q) in a common variable space (z, x, y) and then
project it to the space of the second (P ).
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Assume x ∈ Rp, y ∈ Rq and z ∈ Rm and let X ⊆ Rp. Let furthermore
P =
{
(x, z) ∈ Rp+m : Ax+Bz ≤ a, x ∈ X
}
where A ∈ Rl1×p, B ∈ Rl1×m, a ∈ Rl1 for some l1 ∈ N and
Q =
{
(x, y) ∈ Rp+q : Cx+Dy = b, Ey = c, Fy ≤ d, x ∈ X
}
where C ∈ Rl2×p, D ∈ Rl2×q, b ∈ Rl2 , E ∈ Rl3×q, c ∈ Rl3 , F ∈ Rl4×q, d ∈ Rl4
for l2, l3, l4 ∈ N and assume that there exist T ∈ R
m×q, e ∈ Rm such that
z = Ty + e.
An extended formulation Q+ of Q in variables space (x, y, z) is
Q+ = {(x, y, z) ∈ Rp+q+m :
−Ty + z = e
Cx+Dy = b
Ey = c
Fy ≤ d
x ∈ X} .
To project Q+ down into variable space (x, z), we need the corresponding
projection cone
W =
{
(v, w1, w2, w3) ∈ Rm+l2+l3+l4 :
vT = w1D + w2E + w3F
w3 ≥ 0} .
Then the projection of Q+ into (x, z) is
Projx,z
(
Q+
)
= {(x, z) ∈ Rp+m :
vz + w1Cx ≤ ve+ w1b+ w2c+ w3d ∀(v, w1, w2, w3) ∈W
x ∈ X} .
3.2 Comparison of LAJ(D,P ) and LXY (D,P )
We can now apply the above theory to the two linearizations of the quadratic
assignment problem. Let D,P ∈ Rn×n coefficient matrices, and consider
LXY (D,P ) = {(x, z) ∈ R2n
2
:
−zij + lijxij ≤ 0 ∀i, j ∈ {1, . . . , n}
−zij + uijxij +
n∑
k,l=1
k 6=i,l 6=j
pikdjlxkl ≤ uij ∀i, j ∈ {1, . . . , n}
x ∈ LXn}
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the linearization of Xia and Yuan and
LAJ(D,P ) = {(x, y) ∈ Rn
2+n4 :
n∑
i=1
i6=k
yijkl − xkl = 0 ∀j, k, l ∈ {1, . . . , n} , j 6= l
n∑
j=1
j 6=l
yijkl − xkl = 0 ∀i, k, l ∈ {1, . . . , n} , i 6= k
yijkl − yklij = 0 ∀i, j, k, l ∈ {1, . . . , n} , k 6= i, l 6= j
−yijkl ≤ 0 ∀i, j, k, l ∈ {1, . . . , n} , k 6= i, l 6= j
x ∈ LXn}
the linearization of Adams and Johnson. From (12) and (5) we can derive the
linear relationship
zij =
n∑
k,l=1
k 6=i,l 6=j
pikdjlyijkl ∀i, j ∈ {1, . . . , n} (19)
and thus obtain an extended formulation of the linearization of Adams and
Johnson (with dual multipliers in brackets)
LAJ(D,P )+ = {(x, y, z) ∈ R2n
2+n4 :
zij −
n∑
k,l=1
k 6=i,l 6=j
pikdjlyijkl = 0 ∀i, j ∈ {1, . . . , n} (αij)
n∑
i=1
i6=k
yijkl − xkl = 0 ∀j, k, l ∈ {1, . . . , n} , j 6= l (β
1
jkl)
n∑
j=1
j 6=l
yijkl − xkl = 0 ∀i, k, l ∈ {1, . . . , n} , i 6= k (β
2
ikl)
yijkl − yklij = 0 ∀i, j, k, l ∈ {1, . . . , n} , k 6= i, j 6= l (γijkl)
−yijkl ≤ 0 ∀i, j, k, l ∈ {1, . . . , n} , k 6= i, j 6= l
x ∈ LXn}
Using denoted multipliers αij ∈ R ∀i, j ∈ {1, . . . , n}, β
1
jkl ∈ R ∀j, k, l ∈
{1, . . . , n} , j 6= l, β2ikl ∈ R ∀i, k, l ∈ {1, . . . , n} , i 6= k and γijkl ∈ R ∀i, j, k, l ∈
{1, . . . , n} , k 6= i, l 6= j, we yield the projection cone
W =
{
(α, β1, β2, γ) ∈ Rn
4+2n3+n2 :
pikdjlαij ≤ β
1
jkl +β
2
ikl + γijkl − γklij ∀i, j, k, l ∈ {1, . . . , n} , k 6= i, l 6= j
}
.
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One can simplify this to
W =
{
(α, β1 , β2, γ) ∈ Rn
4+2n3+n2 :
pikdjlαij ≤ β
1
jkl + β
2
ikl + γijkl ∀i, j, k, l ∈ {1, . . . , n} , k 6= i, l 6= j (20)
γijkl = −γklij ∀i, j, k, l ∈ {1, . . . , n} , k 6= i, l 6= j} (21)
with resulting projection of the extended formulation to variable space (x, z)
Projx,z
(
LAJ(D,P )+
)
= {(x, z) ∈ R2n
2
:
n∑
i,j=1
αijzij −
n∑
i,j=1

 n∑
l=1
l 6=j
β1lij +
n∑
k=1
k 6=i
β2kij

 xij ≤ 0 ∀(α, β1, β2, γ) ∈W
x ∈ LXn} .
One imminent question is now whether one can conclude that one of both
linearizations has a tighter linear relaxation. And in fact, one can:
Theorem 1 Let D,P ∈ Rn×n coefficient matrices, and denote by LXY (D,P )
the linear relaxation of the Xia-Yuan linearization, and by LAJ(D,P ) the
linear relaxation of the Adams-Johnson linearization. Then
Projx,z
(
LAJ(D,P )+
)
⊆ LXY (D,P ).
To prove Thm. 1 we will show that both defining inequalities of the Xia-
Yuan linearization can be derived from the projected Adams-Johnson lin-
earization. Therefore we conclude that the latter is tighter.
Proposition 1 Let a, b ∈ {1, . . . , n}. Inequality
zab ≥ labxab
with lab as defined in (14) is part of the description of Projx,z (LAJ(D,P )
+).
Proof The statement to prove is equivalent to the proposition that there exist
(α, β1, β2, γ) ∈W such that
n∑
i,j=1
αijzij −
n∑
i,j=1

 n∑
l=1
l 6=j
β1lij +
n∑
k=1
k 6=i
β2kij

 xij ≤ 0
is equivalent to
zab ≥ labxab.
The multipliers in question are
– αij =
{
−1 if (i, j) = (a, b)
0 otherwise
∀i, j ∈ {1, . . . , n}
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– β1lij = 0 ∀l, i, j ∈ {1, . . . , n} , l 6= j, (i, j) 6= (a, b)
– β2kij = 0 ∀k, i, j ∈ {1, . . . , n} , k 6= i, (i, j) 6= (a, b)
– γijkl =


0 if (i, j) 6= (a, b), (k, l) 6= (a, b)
−pakdbl if (i, j) = (a, b)
paidbj if (k, l) = (a, b)
∀i, j, k, l ∈ {1, . . . , n}
k 6= i, l 6= j
– β1lab, β
2
kab where
−pakdbl ≤ β
1
lab + β
2
kab ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b
−lab =
n∑
l=1
l 6=b
β1lab +
n∑
k=1
k 6=a
β2kab
(22)
The existence of β1lab, β
2
kab such that (22) is valid will be shown in Lemma 1.
(α, β1, β2, γ) as defined are contained in the projection cone, as shown by
verifying (20) for all cases (equation (21) is valid by inspection):
1. Let (i, j) = (a, b), k 6= a, l 6= b:
pakdblαab = −pakdbl = 0 + 0− pakdbl = β
1
bkl + β
2
akl + γabkl
2. Let (k, l) = (a, b), i 6= k, j 6= l:
piadjbαij = 0 = −paidbj + paidbj ≤ β
1
jab + β
2
iab + γijab
3. Let (i, j) 6= (a, b), (k, l) 6= (a, b):
pikdjlαij = 0 = 0 + 0 + 0 = β
1
jkl + β
2
ikl + γijkl
Furthermore the resulting inequality is equivalent to the desired constraint of
the linearization of Xia and Yuan:
n∑
i,j=1
αijzij −
n∑
i,j=1

 n∑
l=1
l 6=j
β1lij +
n∑
k=1
k 6=i
β2kij

 xij =
−zab −

 n∑
l=1
l 6=b
β1lab +
n∑
k=1
k 6=a
β2kab

xab =
−zab + labxab ≤ 0
The existence of coefficients as required in (22) can be verified as follows.
Lemma 1 Let a, b ∈ {1, . . . , n} and lab as defined in (14). There exist mul-
tipliers β1lab ∈ R ∀l ∈ {1, . . . , n} , l 6= b and β
2
kab ∈ R ∀k ∈ {1, . . . , n} , k 6= a
such that
−pakdbl ≤ β
1
lab + β
2
kab ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b
−lab =
n∑
l=1
l 6=b
β1lab +
n∑
k=1
k 6=a
β2kab
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Proof Let a, b ∈ {1, . . . , n} and consider the following linear program with
associated dual variables:
min
n∑
k,l=1
k 6=a,l 6=b
pakdblxkl
s.t.
n∑
k=1
k 6=a
xkl = 1 ∀l ∈ {1, . . . , n} , l 6= b (β
1
lab)
n∑
l=1
l 6=b
xkl = 1 ∀k ∈ {1, . . . , n} , k 6= a (β
2
kab)
xkl ≥ 0 ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b
Its dual has the form
max
n∑
l=1
l 6=b
β1lab +
n∑
k=1
k 6=a
β2kab
s.t. β1lab + β
2
kab ≤ pakdbl ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b
The primal problem is a linear assignment problem with total unimodular
matrix, thus there exists an optimal integral solution with value (by defini-
tion) lab. The corresponding optimal dual solution therefore satisfies
n∑
l=1
l 6=b
β1lab +
n∑
k=1
k 6=a
β2kab = lab
β1lab + β
2
kab ≤ pakdbl ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b
An inversion of the dual solution yields the required result.
The first inequality of the linearization of Xia and Yuan has been shown
to be deducable from the projection of Adams and Johnson. For the second
inequality the same result can be shown.
Proposition 2 Let a, b ∈ {1, . . . , n}. Inequality
zab ≥
n∑
k,l=1
k 6=a,l 6=b
pakdblxkl + uab(xab − 1)
is contained in the description of Projx,z (LAJ(D,P )
+).
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Proof As in the proof of Prop. 1 the statement to prove is equivalent to the
proposition that there exist (α, β1, β2, γ) ∈W such that
n∑
i,j=1
αijzij −
n∑
i,j=1

 n∑
l=1
l 6=b
β1lij +
n∑
k=1
k 6=a
β2kij

xij ≤ 0
is equivalent to
zab ≥
n∑
k,l=1
k 6=a,l 6=b
pakdblxkl + uab(xab − 1).
The multipliers are
– αij =
{
−1 if (i, j) = (a, b)
0 otherwise
∀i, j ∈ {1, . . . , n}
– β1lij =


0 if (i, j) = (a, b)
−
paidbj
2 if i 6= a, j 6= b, l = b
0 if i 6= a, j 6= b, l 6= b
see below i = a, j 6= b
see below i 6= a, j = b
∀l, i, j ∈ {1, . . . , n} , l 6= j
– β2kij =


0 if (i, j) = (a, b)
−
paidbj
2 if i 6= a, j 6= b, k = a
0 if i 6= a, j 6= b, k 6= a
see below i = a, j 6= b
see below i 6= a, j = b
∀k, i, j ∈ {1, . . . , n} , k 6= i
– Let d 6= b and β1lad, β
2
kad where
pakdbl
2
≤ β1lad + β
2
kad ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= d
uab
2
=
n∑
l=1
l 6=d
β1lad +
n∑
k=1
k 6=a
β2kad
(23)
– Let c 6= a and β1lcb, β
2
kcb where
pakdbl
2
≤ β1lcb + β
2
kcb ∀k, l ∈ {1, . . . , n} , k 6= c, l 6= b
uab
2
=
n∑
l=1
l 6=b
β1lcb +
n∑
k=1
k 6=c
β2kcb
(24)
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– γijkl =


0 if (i, j) = (a, b)
0 if (k, l) = (a, b)
−
paidbj
2 if k = a, l 6= b
pakdbl
2 if i = a, j 6= b
−
paidbj
2 if k 6= a, l = b
pakdbl
2 if i 6= a, j = b
0 otherwise
∀i, j, k, l ∈ {1, . . . , n} , k 6= i, l 6= j
For the existence of multipliers for which (23) and (24) hold we refer to
Lemma 2. (α, β1, β2, γ) as defined above are contained in the projection cone,
as proven by checking constraints (20) of the projection cone (requirement
(21) is valid by inspection):
1. Let (i, j) = (a, b), k 6= a, l 6= b:
pakdblαab = −pakdbl = −
pakdbl
2
−
pakdbl
2
+ 0 = β1bkl + β
2
akl + γabkl
2. Let d 6= b and (i, j) = (a, d), k 6= a, l 6= b, l 6= d:
pakddlαad = 0 = 0−
pakdbl
2
+
pakdbl
2
= β1dkl + β
2
akl + γadkl
3. Let c 6= a and (i, j) = (c, b), k 6= a, k 6= c, l 6= b:
pckdblαcb = 0 = −
pakdbl
2
+ 0 +
pakdbl
2
= β1bkl + β
2
ckl + γcbkl
4. Let (k, l) = (a, b), i 6= a, j 6= b:
piadjbαij = 0 = 0 + 0 + 0 = β
1
jab + β
2
iab + γijab
5. Let d 6= b and (k, l) = (a, d), i 6= a, j 6= b, j 6= d:
piadjdαij = 0 =
paidbj
2
−
paidbj
2
≤ β1jad + β
2
iad + γijad
6. Let c 6= a and (k, l) = (c, b), i 6= a, i 6= c, j 6= b:
picdjbαij = 0 =
paidbj
2
−
paidbj
2
≤ β1jcb + β
2
icb + γijcb
7. Let i 6= a, j 6= b, k 6= a, l 6= b :
pikdjlαij = 0 = 0 + 0 + 0 = β
1
jkl + β
2
ikl + γijkl
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Furthermore
n∑
i,j=1
αijzij −
n∑
i,j=1

 n∑
l=1
l 6=j
β1lij +
n∑
k=1
k 6=i
β2kij

 xij =
−zab − 0xab −
n∑
d=1
d 6=b

 n∑
l=1
l 6=d
β1lad +
n∑
k=1
k 6=a
β2kad

 xad
−
n∑
c=1
c 6=a

 n∑
l=1
l 6=b
β1lcb +
n∑
k=1
k 6=c
β2kcb

xcb − n∑
i,j=1
i6=a,j 6=b

 n∑
l=1
l 6=j
β1lij +
n∑
k=1
k 6=i
β2kij

 xij =
−zab + uabxab −
(uab
2
+
uab
2
)
xab −
n∑
d=1
d 6=b
(uab
2
)
xad
−
n∑
c=1
c 6=a
(uab
2
)
xcb −
n∑
i,j=1
i6=a,j 6=b
(
−
paidbj
2
−
paidbj
2
)
xij =
−zab + uabxab −
n∑
d=1
(uab
2
)
xad
−
n∑
c=1
(uab
2
)
xcb −
n∑
i,j=1
i6=a,j 6=b
(−paidbj)xij =
−zab + uabxab − 2
(uab
2
)
+
∑
i,j=1
i6=a,j 6=b
(paidbj)xij ≤ 0
Again, coefficients as required in (23) and (24) exist.
Lemma 2 Let a, b ∈ {1, . . . , n}, d 6= b, c 6= a and consider uab as defined in
(13). There exist β1lad ∈ R ∀l 6= d and β
2
kad ∈ R ∀k 6= a such that
pakdbl
2
≤ β1lad + β
2
kad ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= d
uab
2
=
n∑
l=1
l 6=d
β1lad +
n∑
k=1
k 6=a
β2kad
There exist β1lcb ∈ R ∀l 6= b and β
2
kcb ∈ R ∀k 6= c such that
pakdbl
2
≤ β1lcb + β
2
kcb ∀k, l ∈ {1, . . . , n} , k 6= c, l 6= b
uab
2
=
n∑
l=1
l 6=b
β1lcb +
n∑
k=1
k 6=c
β2kcb
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Proof Let a, b ∈ {1, . . . , n} and consider the following linear program with
associated dual variables:
max
n∑
k,l=1
k 6=a,l 6=b
pakdbl
2
xkl
s.t.
n∑
k=1
k 6=a
xkl = 1 ∀l ∈ {1, . . . , n} , l 6= b (β
1
lab)
n∑
l=1
l 6=b
xkl = 1 ∀k ∈ {1, . . . , n} , k 6= a (β
2
kab)
xkl ≥ 0 ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b
Its dual has the form
min
n∑
l=1
l 6=b
β1lab +
n∑
k=1
k 6=a
β2kab
s.t. β1lab + β
2
kab ≥
pakdbl
2
∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b
The primal problem is a linear assignment problem with total unimodular
matrix, thus there exists an optimal integral solution with value (by defini-
tion) uab2 . The corresponding optimal dual solution therefore satisfies
n∑
l=1
l 6=b
β1lab +
n∑
k=1
k 6=a
β2kab =
uab
2
β1lab + β
2
kab ≥
pakdbl
2
∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b
For d 6= b
β1lad =
{
β1lab if l 6= b
β1dab if l = b
∀l ∈ {1, . . . , n} , l 6= d
β2kad = β
2
kab ∀k ∈ {1, . . . , n} , k 6= a
yields the required coefficients, for c 6= a
β1lcb = β
1
lab ∀l ∈ {1, . . . , n} l 6= b
β2kcb =
{
β2kab if k 6= a
β2cab if k = a
∀k ∈ {1, . . . , n} , k 6= c
is a valid choice.
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Proof (Thm. 1) As both defining inequalities of the linearization of Xia and
Yuan are contained in the projection of the linearization of Adams and Johnson
by Prop. 1 and 2, the latter is contained in the former.
To sharpen the result of Thm. 1 that the projected polytope of the relaxed
linearization of Adams and Johnson is contained in the one of Xia and Yuan,
we provide proof that the formulations are not equal.
Theorem 2 Let D,P ∈ Rn×n coefficient matrices, and denote by LXY (D,P )
the linear relaxation of the Xia-Yuan linearization, and by LAJ(D,P ) the lin-
ear relaxation of the Adams-Johnson linearization. Recall the definition of lij
in (14)
lij = min
x∈Xn−1
n∑
k,l=1
k 6=i,l 6=j
pikdjlxkl ∀i, j ∈ {1, . . . , n}
and denote by x ∈ argmin(lij) a vector x ∈ Xn−1 minimizing the expression
of lij.
Assume coefficients D,P have a structure such that there exist a, b, c, d ∈
{1, . . . , n} , a 6= c, b 6= d with
1. xcd = 1 ∀x ∈ argmin(lab) and
2. xab = 0 ∀x ∈ argmin(lcd).
Then
Projx,z
(
LAJ(D,P )+
)
( LXY (D,P ).
Proof Let D,P ∈ Rn×n coefficient matrices such that there exist a, b, c, d ∈
{1, . . . , n} , a 6= c, b 6= d with the given assumptions. Consider the solution
(x⋆, z⋆) ∈ LXY (D,P ) where x⋆ij =
1
n
∀i, j ∈ {1, . . . , n} and z⋆ij = lijx
⋆
ij ∀i, j ∈
{1, . . . , n}which is valid for LXY (D,P ). For a corresponding solution (x⋆, y⋆) ∈
LAJ(D,P ) that is to be projected to (x⋆, z⋆), the affine transformation (19)
demands
1
n
lij =
n∑
k,l=1
k 6=i,l 6=j
pikdjly
⋆
ijkl ∀i, j ∈ {1, . . . , n} ,
in other words
(y⋆ijkl)k,l∈{1,...,n} ∈ argmin(
1
n
lij) ∀i, j ∈ {1, . . . , n} .
Considering pairs (a, b) and (c, d) and the assumptions, we conclude y⋆abcd = 1
and y⋆cdab = 0, which contradicts (x
⋆, y⋆) ∈ LAJ(D,P ) due to (9).
We see that the linearization of Xia and Yuan tries to represent the quadratic
term of the objective function by fixing each assignment for itself and then
estimating the impact on the remaining assignment. This, however, totally
neglects the symmetry within the problem, which is still handled by the lin-
earization of Adams and Johnson at the price of its O(n4) variables.
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Remark 3 The requirements of Thm. 2 are not strict. In fact, if they do not
apply, the QAP is easy to solve as the solution space is reduced to n possible
solutions given by the assumptions, one of which is optimal.
Example 1 (Projected linearization of Adams and Johnson strictly contained
in linearization of Xia and Yuan) Let n = 3 and consider coefficient matrices
D =

0 1 21 0 1
2 1 0

 , P = 1
18

0 4 23 0 3
4 2 0


with
l =
1
18

9 6 98 6 8
8 6 8

 , argmin(l11) =
{(
1 0
0 1
)}
, argmin(l33) =
{(
0 1
1 0
)}
.
The only vector (x⋆, y⋆) to be projected onto (x⋆, z⋆) ∈ LXY (D,P ) where
x⋆ij =
1
3 ∀i, j ∈ {1, . . . , 3} and z
⋆
ij = lijx
⋆
ij ∀i, j ∈ {1, . . . , 3} has
(y⋆11kl)k,l∈{2,3} =
1
3
(
1 0
0 1
)
, (y⋆33kl)k,l∈{1,2} =
1
3
(
0 1
1 0
)
and is not contained in LAJ(D,P ) as y⋆1133 6= y
⋆
3311.
4 ab-cuts for the linearization of Xia and Yuan
One main questions arising from Thm. 1 and 2 is whether one can use the result
to improve the solution performance of the linearization of Xia and Yuan. In
practical experiments using a Branch and Bound approach, this linearization
tends to provide a small formulation with fast solution times of each linear
program in the search tree; however its weak linear relaxation yields many
nodes to search. It is therefore not superior to the linearization of Adams and
Johnson, which exhibits a bigger formulation and resulting slower solution
of the linear programs; however this effect is countermanded by the reduced
number of nodes to solve which originates in its better linear bound. In a
context with limited computation time or with limited memory resources, an
ILP formulation with reduced size that is capable to quickly evaluate many
nodes with little memory consumption can be of interest.
In the following, we will therefore investigate whether the projected in-
equalities of the linearization of Adams and Johnson can be used to strengthen
the linear relaxation of the linearization of Xia and Yuan. Let in the following
(x⋆, z⋆) ∈ LXY (D,P ) denote values of the linear relaxation of Xia and Yuan.
The separation problem for given (x⋆, z⋆) ∈ LXY (D,P )
max
(α,β1,β2,γ)∈W
n∑
i,j=1
αijz
⋆
ij −
n∑
i,j=1
(
n∑
l=1
β1lij +
n∑
k=1
β2kij
)
x⋆ij
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is equivalent to verifying whether there exist yijkl ∈ R
n4 such that the ex-
tended formulation of Adams and Johnson LAJ(D,P )+|x=x⋆,z=z⋆ with fixed
variables x, z is non-empty. If there exist yijkl , the separation problem’s ob-
jective value is not greater than 0. If on the other hand there are no such
variables yijkl, the separation problem is unbounded (i. e. there is a violated
inequality, and as W is a cone the inequality can be scaled arbitrarily).
As the separation on the complete projection cone therefore is equivalent
to computing the solution of the linearization of Adams and Johnson, we turn
to the investigation of subclasses of inequalities defined by the projection. A
suitable class of inequalities with a corresponding efficient separation method
might provide a means to strengthen the linear relaxation without incorporat-
ing the complete complexity of the linearization of Adams and Johnson. One
class of inequalities reveals itself as a generalization of (16), derived from the
idea used in the proof of Prop. 1.
Theorem 3 (ab-cuts) Let a, b ∈ {1, . . . , n} and (x⋆, z⋆) ∈ LXY (D,P ) a so-
lution of the relaxed linearization of Xia and Yuan. Consider a (not necessarily
optimal) dual solution (β1lab, β
2
kab, δkl) ∈ R
2(n−1)+(n−1)2 to
sep = min
n∑
k,l=1
k 6=a,l 6=b
pakdblxkl
s.t. −
n∑
k=1
k 6=a
xkl = −x
⋆
ab ∀l ∈ {1, . . . , n} , l 6= b (β
1
lab)
−
n∑
l=1
l 6=b
xkl = −x
⋆
ab ∀k ∈ {1, . . . , n} , k 6= a (β
2
kab)
xkl ≥ 0 ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b
−xkl ≥ −x
⋆
kl ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b (δkl)
We denote the dual objective value of (β1lab, β
2
kab, δkl) by sepdual(β
1
lab, β
2
kab, δkl),
and the optimal primal objective value by sep.
Then ab-cut
zab ≥ −

 n∑
l=1
l 6=b
β1lab +
n∑
k=1
k 6=a
β2kab

xab − n∑
k,l=1
k 6=a,l 6=b
δklxkl (ab-cut)
is valid for the QAP.
Furthermore, the ab-cut is violated by (x⋆, z⋆) if sepdual(β
1
lab, β
2
kab, δkl) >
z⋆ab, and there is no violated inequality if sep ≤ z
⋆
ab.
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Proof Let a, b ∈ {1, . . . , n}, (x⋆, z⋆) ∈ LXY (D,P ) a valid point to the lin-
earization and consider a dual solution (β1lab, β
2
kab, δkl) ∈ R
2(n−1)+(n−1)2 to
sep = min
n∑
k,l=1
k 6=a,l 6=b
pakdblxkl
s.t. −
n∑
k=1
k 6=a
xkl = −x
⋆
ab ∀l ∈ {1, . . . , n} , l 6= b (β
1
lab)
−
n∑
l=1
l 6=b
xkl = −x
⋆
ab ∀k ∈ {1, . . . , n} , k 6= a (β
2
kab)
xkl ≥ 0 ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b
−xkl ≥ −x
⋆
kl ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b (δkl)
The dual problem is
max−x⋆ab

 n∑
l=1
l 6=b
β1lab +
n∑
k=1
k 6=a
β2kab

− ∑
k,l=1
k 6=a,l 6=b
x⋆klδkl
s.t. − β1lab − β
2
kab ≤ pakdbl + δkl ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b
δkl ≥ 0 ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b
By combining the dual solution β1lab, β
2
kab, δkl with the following multipliers
– αij =
{
−1 if (i, j) = (a, b)
0 otherwise
∀i, j ∈ {1, . . . , n}
– β1lij = 0 ∀l, i, j ∈ {1, . . . , n} , l 6= j, l 6= b, (i, j) 6= (a, b)
– β2kij = 0 ∀k, i, j ∈ {1, . . . , n} , k 6= a, k 6= a, (i, j) 6= (a, b)
– β1lij + β
2
kij = δij ∀i, j ∈ {1, . . . , n} , i 6= a, j 6= b, (k, l) = (a, b)
– γijkl =


−pakdbl − δkl if (i, j) = (a, b)
paidbj + δij if (k, l) = (a, b)
0 otherwise
∀i, j, k, l ∈ {1, . . . , n}
k 6= i, l 6= j
– β1lab, β
2
kab as above in the dual solution
we obtain a collection (α, β1, β2, γ) that is contained in the projection coneW
as shown by verification of (20):
1. Let (i, j) = (a, b), k 6= a, l 6= b:
pakdblαab = −pakdbl = δkl − pakdbl − δkl = β
1
bkl + β
2
akl + γabkl
2. Let (k, l) = (a, b), i 6= a, j 6= b:
piadjbαij = 0 = −paidbj − δij + paidbj + δij ≤ β
1
jab + β
2
iab + γijab
20 Christine Huber, Wolfgang F. Riedl
3. Let i 6= a, j 6= b, k 6= a, l 6= b:
pikdjlαij = 0 ≤ 0 + 0 + 0 = β
1
jkl + β
2
ikl + γijkl
Equation (21) of the projection is trivially valid. The resulting projected in-
equality is equivalent to the ab-cut
n∑
i,j=1
αijzij −
n∑
i,j=1

 n∑
l=1
l 6=j
β1lij +
n∑
k=1
k 6=i
β2kij

xij =
−zab −

 n∑
l=1
l 6=b
β1lab +
n∑
k=1
k 6=a
β2kab

xab − n∑
i,j=1
i6=a,j 6=b
(
β1bij + β
2
aij
)
xij =
−zab −

 n∑
l=1
l 6=b
β1lab +
n∑
k=1
k 6=a
β2kab

xab − n∑
i,j=1
i6=a,j 6=b
δijxij ≤ 0.
Last, as the inequality equals−zab+sepdual(β
1
lab, β
2
kab, δkl) ≤ 0 it is violated
if sepdual(β
1
lab, β
2
kab, δkl) > z
⋆
ab, and by duality there is no violated inequality
if sep ≤ z⋆ab.
Remark 4 ab-cuts can be viewed as a generalization of (16) both from their
proof as well as their interpretation.
Restricting the dual variable δkl = 0 ∀k, l ∈ {1, . . . , n} in the proof of ab-
cuts would result in (16). In general, the multipliers collected in the proof are
similar to the ones used in Prop. 1, but allow for some variation by means of
the δkl without searching the complete projection cone W .
Using a problem-specific view, ab-cuts strengthen (16) by including infor-
mation about the current fractional solution through the constraint xkl ≤
x⋆kl ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b of the separation problem. Therefore the
lower bound on zab in dependence of xab reflects the structure of the current
fractional solution, e. g., by excluding fractional assignments where x⋆kl = 0
(which obviously is not the case for lab used in (16)).
Thm. 3 states conditions under which a violated ab-cut exists, however
these depend on the objective value of the separation problem. In the follow-
ing, we add an a priori requirement that can be checked before solving the
separation problem.
Proposition 3 Let a, b ∈ {1, . . . , n} and (x⋆, z⋆) ∈ LXY (D,P ) a solution of
the relaxed linearization of Xia and Yuan.
There is no ab-cut that is violated by (x⋆, z⋆) if any of the following con-
ditions is true:
1. x⋆ab = 0, or
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2. x⋆ab > 0 and
∃x¯ ∈ argmin(lab) : x¯kl ≤
x⋆kl
x⋆ab
∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b.
Proof Let a, b ∈ {1, . . . , n}, (x⋆, z⋆) ∈ LXY (D,P ) and x¯ as defined.
If x⋆ab = 0 the only valid solution of the separation problem is xkl =
0 ∀k, l ∈ {1, . . . , n} , k 6= a, l 6= b with objective value sep = 0 ≤ z⋆ab, therefore
no violated ab-cut exists.
If x⋆ab > 0, then x˜ = x
⋆
abx¯ ∈ x
⋆
abXn−1 is a scaled permutation matrix,
and due to the assumptions a valid element of the separation problem with
objective value x⋆ablab. We conclude using (16) that
z⋆ab ≥ labx
⋆
ab ≥ sep,
wherefore no violated ab-cut exists.
No further polytopal properties of ab-cuts are known to date, especially
questions whether they are facet-defining or can be lifted further require ad-
ditional analysis of the polytope.
Example 2 (Linearization of Xia and Yuan with cuts yields integral solution)
Let n = 3 and consider D,P as defined in Example 1.
When solving LXY (D,P ) we obtain the first fractional solution
x⋆ =
1
4

3 0 11 3 0
0 1 3

 , z⋆ = 1
72

24 0 89 18 0
0 6 24

 .
This solution violates ab-cuts
z13 ≥
5
9
x13 −
3
9
x31, z33 ≥
5
9
x33 −
3
9
x12.
The latter cut extends z33 ≥ l33x33, as the value of l33 assumes x12 = 1
(compare Example 1). In the fractional solution, however, x⋆12 = 0. Therefore,
the bound on z33 can be strengthened when x12 = 0, which is done in the
ab-cut.
After resolving the problem with these cuts, we obtain as second fractional
solution
x⋆ =
1
5

4 1 01 2 2
0 2 3

 , z⋆ = 1
90

32 6 09 12 18
0 12 24

 .
This solution violates ab-cuts
z11 ≥
5
9
x11 −
1
9
x22, z33 ≥
6
9
x33 −
2
9
x21 −
1
9
x22.
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Adding these cuts results in a third fractional solution
x⋆ =
1
4

2 1 12 2 0
0 1 3

 , z⋆ = 1
36

8 3 59 6 0
0 3 12

 .
This solution violates ab-cut
z33 ≥
4
9
x33 −
2
9
x12 −
1
9
x22.
After adding this cut, we obtain an optimal integral solution
x⋆ =

0 1 01 0 0
0 0 1

 , z⋆ = 1
18

0 6 09 0 0
0 0 8

 .
Example 2 shows that the inequalities defined in Thm. 3 may suffice to en-
sure an integral solution to the relaxed linearization of Xia and Yuan. However,
this is not true in general.
Example 3 (Linearization of Xia and Yuan with cuts does not yield integral
solution) Let n = 4 and consider coefficient matrices
D =


0 1 2 3
1 0 1 2
2 1 0 1
3 2 1 0

 P = 116


0 2 1 1
2 0 2 0
1 1 0 2
2 1 1 0

 .
When solving the linearization of Xia and Yuan with this input, we find
21 ab-cuts in 4 iterations and obtain the fractional solution
x⋆ =
1
2


1 1 0 0
1 1 0 0
0 0 1 1
0 0 1 1

 , z⋆ = 132


7 5 0 0
6 4 0 0
0 0 5 7
0 0 5 8

 .
No further ab-cuts violated by this fractional solution can be found.
Note furthermore that (a, b) = (4, 4) does not meet the requirements of
Prop. 3, yet no violated cuts can be found. For all other combinations of
a, b ∈ {1, . . . , n}, the requirements of Prop. 3 apply.
The separation of ab-cuts can be done by solving the respective matching
problem. When used repeatedly in a Branch and Bound approach, one could
make use of advanced linear programing techniques such as a warmstart of
the separation problem as the dual polytope remains unchanged, only the
dual objective function changes.
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5 Outlook
Using a Lift-And-Project approach, we proved that the linearization of Adams
and Johnson provides a tighter linear bound than the linearization of Xia and
Yuan. To be precise, its polytope is strictly contained in the one of Xia and
Yuan. Subsequently, we used the theoretical insights obtained from the proof
to derive a new family of cuts (called ab-cuts) that can be used in a Branch
and Bound technique to strengthen the linearization of Xia and Yuan. We gave
an interpretation of the cuts and their separation, as well as conditions under
which no violated ab-cuts exist given a fractional solution.
Future work includes practical tests of the Branch and Cut approach, an
extended research of the coefficients included in ab-cuts (an LP solver returns
extremal dual variables, which might not be the best choice) as well as the
development of further cut families. Preliminary results show that the ab-cuts
reduce the gap between linear relaxation and optimal solution by approxi-
mately 10%.
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