Abstract-Channel rendezvous is a prerequisite for secondary users (SUs) to set up communications in cognitive radio networks (CRNs). It is expected that the rendezvous can be achieved within a short finite time for delay-sensitive applications and over all available channels to increase the robustness to unstable channels. Some existing works suffer from a small number of rendezvous channels and can only guarantee rendezvous under the undesired requirements such as synchronous clock, homogeneous available channels, predetermined roles and explicit SUs' identifiers (IDs). In this paper, to address these limitations, we employ the notion of Disjoint Set Cover (DSC) and propose a DSC-based Rendezvous (DSCR) algorithm. We first present an approximation algorithm to construct one DSC. The variant permutations of elements in the ingeniously constructed DSC are then utilized to regulate the order of accessing channels, enabling SUs to rendezvous on all available channels within a short duration. We derive the theoretical maximum and expected rendezvous latency and prove the full rendezvous degree of the DSCR algorithm. Extensive simulations show that the DSCR algorithm can significantly reduce the rendezvous latency compared to existing algorithms.
I. INTRODUCTION
The ever-growing level of scarcity in wireless spectrum has spurred the rapid development of cognitive radio networks (CRNs), which can improve the overall spectrum utilization. Secondary users (SUs), with a lower priority than primary users (PUs), are capable of sensing and accessing the licensed spectra without causing unacceptable interference to PUs.
Prior to data transmission, SUs must first learn about the presences of intended neighbors and establish communication links. This procedure, which is referred as channel rendezvous [1] , plays a critical role in configuring a CRN. However, it is extremely intractable to achieve deterministic and fast channel rendezvous. An intuitive reason is that SUs may reside in different channels and are oblivious of each other's information. Further challenges arise in the absence of clock synchronization, homogeneous available channels, predetermined roles, explicit SUs' identifiers (IDs) and so on.
To address the channel rendezvous issue, conventional methods simply deploy a dedicated common control channel (CC-C), and assume that the CCC is always available for SUs [2] . However, the availability of the CCC may be easily influenced by PUs' dynamic activities, which results in a rendezvous failure. Moreover, the CCC may become a bottleneck under heavy loads and is vulnerable to jamming attacks [3] .
To date, blind rendezvous algorithms with no predetermined CCC have attracted widespread interests. Channel hopping (CH) is the most widely-adopted technique, which enables SUs to reach a channel consensus within a finite number of hops. Existing blind rendezvous algorithms can be classified based on the following criteria.
(i) Synchronous/asynchronous clock. Synchronous algorithms (e.g., SYNC-ETCH [4] and CACH [5] ) are only feasible under the assumption that SUs can start the CH process simultaneously. Nevertheless, it is unrealistic to require SUs to have a synchronized global clock in a decentralized CRN. Thus, it is necessary to support the asynchronous scenario.
(ii) Homogeneous/heterogeneous model. In the homogeneous model, SUs have the same spectrum sensing capability and the same range of observable channels. The homogeneous model further includes the symmetric/asymmetric channel set, in which the available channels at each SU are same/different [6] . Whereas SUs in the heterogeneous model have different spectrum sensing capabilities and different ranges of observable channels. Obviously, the heterogeneous model has widespread applications.
(iii) Symmetric/asymmetric role. Asymmetric-role algorithms (e.g., CSAC [7] and Asym-ACH [8] ) need to predetermine the role (i.e., sender/receiver) before hopping. Different roles generate CH sequences according to different principles. However, it is impractical to share a priori knowledge of the roles. Besides, it is impossible to design a unique CH sequence for each SU particularly when there are a great number of SUs. Thus, symmetric-role algorithms are favorable.
(iv) Onymous/anonymous information. Onymous algorithms (e.g., Sym-ACH [8] and Framework in [9] ) rely on distinct SUs' IDs to distinguish their CH sequences and guarantee rendezvous. However, SUs are usually anonymous with no explicit IDs in distributed CRNs. Moreover, SUs are prone to be attacked by adversaries once their IDs are exposed. Thus, anonymous algorithms without SUs' IDs are preferred.
Among the extensive research literature on channel rendezvous, three performance metrics, namely maximum time to rendezvous (MTTR), expected time to rendezvous (ETTR) and rendezvous degree (RD), are usually of top concern.
(i) MTTR. MTTR is the rendezvous latency in the worst case. As the randomly generated CH sequence suffers from the long-tail rendezvous latency problem [1] , which leads to confusion between rendezvous failure and nonexistence of neighbors, deterministic rendezvous algorithms with bounded MTTRs are necessary.
(ii) ETTR. ETTR is the average rendezvous latency before successfully rendezvous on at least one channel.
(iii) RD. RD is defined as the minimum percentage of distinct rendezvous channels to the number of common available channels between any pair of SUs. It is hoped that the rendezvous can spread out evenly over all common channels in order to overcome the vulnerability of one single rendezvous channel and provide more rendezvous opportunities.
It deserves to point out that it is far from trivial to design an asynchronous, heterogeneous, symmetric-role and anonymous rendezvous algorithm while improving the above three performance metrics at the same time. Very few works can cope with the above challenges altogether. For example, the full rendezvous degree of Asym-ACH and Sym-ACH [8] are achieved by the extra aid of pre-assigned roles and SUs' IDs, respectively. QLCH algorithm [10] can also rendezvous on all channels, but it is only applicable to the synchronous scenario.
In this paper, we attempt to design a rendezvous algorithm to support all the criteria mentioned above while maintaining a relative shorter rendezvous latency. We build a connection between the CH rendezvous algorithm and a mathematical instrument termed Disjoint Set Cover (DSC). That is, the elements in one DSC can be regarded as the time slots in one period of CH sequences, and the set cover which contains the unique element indicates the accessed channel in that time slot. DSC is a classical combination optimization problem with widespread applications such as data coverage in wireless sensor networks [11] . Although there are various methods to construct DSCs, few of them can be utilized to guarantee rendezvous in heterogeneous CRNs. To this end, we design one DSC with fixed and rotated elements by utilizing heuristic rules, and the variant permutations of elements are then utilized to regulate the order of accessing channels. The CH sequence of the DSC-based Rendezvous (DSCR) algorithm consists of the static and the dynamic sub-parts (i.e., fixed and rotated elements in the corresponding DSC), which can ensure a full rendezvous degree. We derive the theoretical MTTR/ETTR of the DSCR algorithm. We also conduct extensive simulations to demonstrate the efficiency of DSCR. Simulation results show that DSCR is superior than the extant algorithms in terms of MTTR/ETTR.
The rest of the paper is organized as follows. Section II reviews the relevant works. Section III introduces the network model and problem formulation. Section IV presents an approximation algorithm to construct one DSC. Section V presents the DSCR algorithm and analyzes its performance. Section VI displays the simulation results. Finally, Section VII concludes this paper.
II. RELATED WORK
In this section, we review some representative blind rendezvous algorithms. According to the information utilized when constructing CH sequences, existing algorithms fall into two categories: Global-Channel-based (GC) and LocalChannel-based (LC) algorithms.
(i) GC algorithms. GC algorithms utilize all channels in the CRN to generate CH sequences, and the unavailable channels will be randomly replaced by the local available channels to avoid unnecessary attempts. The JS algorithm [12] is a typical CH algorithm by following the jump and stay patterns. In each period, JS continuously switches channels during the jump pattern (2P time slots) and then stays on a specific channel during the stay pattern (P time slots). The EJS algorithm [13] [14] is an enhanced version of JS, in which the jump pattern is prolonged to 3P time slots. EJS achieves shorter MTTR/ETTR than JS when SUs perceive asymmetric available channels. The DRDS algorithm [15] generates CH sequences based on disjoint relaxed difference sets, which can achieve a constant approximation to the lower bound of blind rendezvous algorithms. The E-AHW algorithm [16] adopts an alternate hop/wait scheme to guarantee rendezvous. E-AHW further reduces the rendezvous latency of DRDS. However, E-AHW utilizes SUs' IDs to construct CH sequences, which is not favorable for anonymous SUs and may endanger the security of SUs. The FRCH algorithm [17] arranges the N global channels in an ascending order and then in a descending order with another parity channel at the last time slot in one period. However, FRCH fails to achieve rendezvous when N = (5+2α)r−1 2
. 1 The SSB algorithm [18] arranges its CH sequence like a folding line that hops in a bottom-up and top-down manner. However, SSB cannot guarantee rendezvous when N = (3+2α)r+1 2 [19] . The PDP algorithm [20] generates CH sequences based on padded Dyck paths in a roundabout manner, which can avoid the indeterministic rendezvous of FRCH/SSB and achieve rendezvous faster than the previous works.
(ii) LC algorithms. Due to the immanent heterogeneity of cognitive radios, the local available channels perceived by each SU are prone to be different. Therefore, some rendezvous algorithms directly utilize local available channels to generate CH sequences. HH [6] and ICH [21] algorithms are two pioneering LC algorithms. However, HH and ICH are constructed under the assumption that each SU can observe a range of consecutive channels. The MTP algorithm [22] relaxes this assumption. MTP relies on a slow-moving pointer and a fast-moving pointer that move back and forth to search for rendezvous opportunities. However, the efficiency of MTP is not high particularly when the spectrum is fully available. The L-PDP algorithm [20] can reduce rendezvous latency sharply. However, L-PDP requires that the periods of two CH sequences are coprime. A-HCH [23] is a complete heterogeneous algorithm, which combines fast and slow CH sequences according to SUs' IDs. A-HCH yields relatively [12] 3N
100% ×
Remarks: N is the number of global channels; P is the smallest prime number not smaller than N ; NA and NB are the numbers of local available channels of SUA and SUB ; G is the number of common available channels; TA and TB are the periods of the CH sequences for SUA and SUB ; l is the length of the choice sequence in A-HCH; ∆ is the degree of the symmetrization class in A-HCH; PA and PB are the smallest prime numbers not smaller than NA and NB ; p is equal to max {PA, PB }; lp is a constant determined by SUs' IDs (see [24] for details); * denotes that the conclusion is only valid for some values of N (see [17] and [19] for details); -denotes that the result is not given in original papers.
shorter ETTRs than HH while maximizing the rendezvous diversity. Nevertheless, A-HCH relies on distinct SUs' IDs to achieve rendezvous. CBH [24] is another superior heterogeneous rendezvous algorithm. CBH converts SUs' IDs into different bit strings, which are doomed to overlap and rendezvous. However, similar to A-HCH, CBH also utilizes the auxiliary information of SUs' IDs. The performance comparisons of the state-of-the-art blind rendezvous algorithms are summarized in Table I .
III. MODEL AND PROBLEM FORMULATION
In this section, we present the network model and the formulation of the channel rendezvous problem.
A. Network Model
We consider a CRN with N non-overlapping licensed channels (denoted as C = {0, 1, . . . , N −1}). Each SU is equipped with a half-duplex radio transceiver that can switch among the N channels. After the spectrum sensing procedure, each SU can recognize its local available channels that are temporally unoccupied by co-located PUs. It is assumed that the CRN is slowly dynamic and the channel status is slowly time-varying. Our focus in this paper is on the pairwise rendezvous issue. And this work can be extended to the multi-user scenario as the message passing scheme in [25] . We consider a pair of SUs (SU A and SU B ) who want to establish a connection. Let C A and C B (C A , C B ⊆ C) denote the local available channel sets of SU A and SU B , respectively. In heterogeneous CRNs, C A may not be identical to C B . SU A and SU B can achieve rendezvous only if C A ∩ C B ̸ = ∅. We consider a time-slotted CRN in which the network time is divided into time slots of equal length 2t, where t denotes the duration necessary for communication handshake and link establishment. 2 The reason to double the length of one time slot is that two time slots can still ensure an overlap of t when the boundaries of two time slots are misaligned. Moreover, SUs may start the CH process according to their own local 2 According to IEEE 802.22, the length of each time slot is t = 10ms.
clocks in the asynchronous scenario. Let t A and t B denote the local clocks of SU A and SU B , respectively. Let δ(δ 0) denote the clock drift between SU A and SU B . If SU A starts hopping no later than SU B , then t A = t B + δ.
B. Rendezvous Problem Formulation
Let S A denote a CH sequence of period T for SU A with a sequence of channel indices S A = {s Note that the rendezvous time slot is indexed in accordance with the local clock left behind (e.g., t B in Fig. 1 ). The reason is that the first time slot of the local clock left behind denotes when both SUs wake up and start hopping. Furthermore, we count the time-to-rendezvous (TTR) from the starting point when both SUs start hopping. The TTR is the first instant when both SUs access a common available channel simultaneously.
In this paper, we theoretically analyze the performance of the DSCR algorithm in terms of MTTR, ETTR and RD. If we denote T (A, B, δ) as the rendezvous time slots between SU A and SU B under a given δ, then MTTR can be expressed as
ETTR can be expressed as
where E[·] denotes the expectation operation.
If we denote C(A, B, δ) as the set of rendezvous channels between SU A and SU B , then RD can be expressed as
Our objective is to design a fast rendezvous algorithm with a full rendezvous degree in the scenarios of asynchronous clocks, heterogeneous available channels, symmetric-role between SUs and anonymous SUs' IDs.
IV. DISJOINT SET COVER CONSTRUCTION
In this section, we first introduce the notion of disjoint set cover (DSC) and then present an approximation algorithm to construct one DSC.
A. The DSC Problem
DSC [11] is an important combination optimization problem with a variety of applications. Let U denote a universal set consisting of N elements, i.e.,
denote a collection of finite subsets of U. The DSC problem is to find as many set coversĈ as possible that cover
, and all the set covers are pairwise disjoint (i.e.,
That is, each element in U must be covered by exactly one set cover. DSC is a typical NP-hard problem, which has an optimal approximation ratio of ln N with any polynomial time algorithm.
B. DSC Construction Algorithm

Alg. 1 constructs a DSC
, where P is a prime number. The DSC constructed in Alg. 1 has N = P (2P + ⌊ P 2 ⌋) elements. Under such construction, S has P set covers and each set cover has exactly 2P + ⌊ P 2 ⌋ elements. The design intuition is that N can be treated as the period of the CH sequence, the elements in the DSC can be treated as the time slots in one period, and each set cover can be treated as a channel. The accessed channel in some time slot can be obtained by the index of the set cover that contains the specific time slot. As only one channel can be accessed in each time slot, the disjoint property of DSC can achieve this objective. As for how to convert the DSC into CH sequences and how such CH sequences guarantee rendezvous, they will be described later in Section V.
As shown in line 5, each set cover in S has P initial elements. As for the other elements in each set cover, they will be supplemented by the calculations in lines 6 ∼ 9. Line 5 allocates a sequence of P elements with an equal difference of Algorithm 1: Approximation construction of the DSC
2P + ⌊ P 2 ⌋ orderly to the same set coverĈ i . These P elements are called fixed elements. And the calculations in lines 6 ∼ 9 allocate every other P + ⌊ P 2 ⌋ elements to the ⌊ P 2 ⌋ + 1 distinct set covers with interleaved orders. These elements are called rotated elements. The rationale of allocating the rotated elements to ⌊ P 2 ⌋ + 1 distinct set covers is to ensure overlaps between fixed and rotated elements even when there exist some drifts between them, which is inspired by the Hello neighbor discovery protocol [26] . However, [26] can only rendezvous on one channel. We properly increase the numbers of fixed and rotated elements in order to simultaneously overlap on all channels in CRNs. The details will be explained in Section V. The item l =
in line 7 is actually the Euler's pentagonal number [27] , which can bring about nearly balanced permutations of the rotated elements. For example, when N = 60 and P = 5, the five different set covers are shown as follows (the labels with underlines denote the fixed elements, whereas the others denote the rotated ones). 
. .. According to the calculations in line 8 of Alg. 1, r u,w1 ̸ = r v,w2 holds for any w 1 , w 2 if w 1 ̸ = w 2 . Next, we will prove that r uw ̸ = r vw also holds.
(i) If w = u or w = v, each set cover initially has P fixed elements, and the supplemented elements that are calculated by lines 6 ∼ 9 in Alg. 1 are different from the fixed elements. As a result, r uw ̸ = r vw .
(ii) If w ̸ = u and w ̸ = v, the supplemented elements are determined by k and l from line 7 in Alg. 1. When u ̸ = v, the values of k and l are also different. As a result, r uw ̸ = r vw .
From 
A. Algorithm Design
The information utilized in the DSCR algorithm is the global channel number N and the local available channel subset. DSCR algorithm is formally presented in Alg. 2. We first construct a DSC with P disjoint set covers, and each set cover contains exactly 2P + ⌊ P 2 ⌋ elements. Afterward, the CH sequence is generated based on the constructed DSC. The accessed channel label is obtained by the index of the DSC which contains the element that is calculated by line 6 in Alg. 2. If the DSC index is not smaller than N , it will be remapped by the modulus operation in line 8. For example, Fig. 2 illustrates the DSCR CH sequence when N = 4, P = 5 and C A = {0, 1, 3}. The numbers in italic are the channel labels after the remapping operation (i.e., line 8 in Alg. 2). The numbers in shadowed squares denote the unavailable channels, which will be randomly replaced by local available ones (i.e., line 12 in Alg. 2). The CH sequence before the replacement operation is called the initial sequence, and is called the adaptive sequence after the replacement operation. Note that the initial CH sequences of any pair of SUs are the same. Furthermore, the initial CH sequences can overlap on all channels, which will be proved later by Theorem 2.
From the example in Fig. 2 , it can be found that one period of the DSCR CH sequence (T = P (2P + ⌊ P 2 ⌋)) consists of P frames, which can be treated as the P set covers of the corresponding DSC. Each frame consists of 2P + ⌊ P 2 ⌋ time slots. Thus, the DSCR CH sequence can be treated as a P × (2P + ⌊ P 2 ⌋) array, which is denoted as A x×y ( 
. Moreover, the first P columns of A x×y (i.e., 1 y P ) are filled with the same channel labels, which constitute the static columns. Whereas the other columns of A x×y (i.e., P + 1 y 2P + ⌊ P 2 ⌋) are filled with different channel labels, which constitute the dynamic columns. Actually, the channel labels in the static columns are obtained by the fixed elements of the DSC in Alg. 1, while the others in the dynamic columns are obtained by the rotated elements of the DSC. Furthermore, according to Alg. 1 and Alg. 2, the channel labels in the static columns of A x×y can be mathematically formulated as:
And the channel labels in the dynamic columns of A x×y can be mathematically formulated as:
For example, in Fig. 2 , a 5,5 = (5 − 1) mod 4 = 0 and a 1,11 = ( 
B. Performance Analysis
To guarantee rendezvous between SU A and SU B in the asynchronous scenario, there must exist a time slot in which both SUs access the same available channel regardless of the clock drift δ. As the whole period of the DSCR CH sequence is a concatenation of each frame, thus, the overlaps between two CH sequences (S A and S B ) can be regarded as the overlaps between the corresponding arrays (A A and A B ). For ease of the following analysis, let rotate(S t , δ) = S Case 2:
The transformation of the column indexes is similar to Case 1. The difference is that the channel labels in the dynamic columns will change in the sense that δ ′ exceeds the width of static columns. That is, the channel labels in the last δ ′ −P columns of A B ′ are one frame ahead of those in the (P + 1)-th∼ δ ′ -th columns of A A . As shown in Fig. 3(b) , δ ′ = 7, the last 2 columns of A B ′ are one frame ahead of those in the 6th∼7th columns of A A (i.e., the first two columns of A B in Fig. 3(a) ).
Two SUs (SU A and SU B ) performing Alg. 2 can achieve a full rendezvous degree via the static columns of A A and the dynamic columns of A B and vice versa (i.e. static-dynamic or dynamic-static overlap) when ⌊
If the static columns of A A and the dynamic columns of A B are superimposed on top of one another, the P static columns of the former can cover N overlaps of N distinct channel labels of the latter. The full rendezvous degree can also be achieved via two distinct dynamic columns of A A and A B (i.e. dynamic-dynamic overlap), which will be formally proved in Theorem 2.
Theorem 2: The DSCR algorithm can achieve a full rendezvous degree within one period of T = P (2P + ⌊ P 2 ⌋) time slots.
Proof: We will prove Theorem 2 by considering all the possible relative clock drift δ ′ between S A and S B (i.e. A A and A B ) in the asynchronous scenario.
Case 1: 0 δ
As shown in Fig. 4(a) , the rendezvous can be achieved via the dynamic-dynamic overlap in this case (the shadowed rectangle denotes the
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Fig. 4: Overlaps illustrations under various values of δ
′ static columns, the unshadowed rectangle denotes the dynamic columns, and the numbers in the rectangles denote the column indexes of the corresponding arrays). In A A and A B , the y-th column of either one is a dynamic column when δ ′ + P + 1 y δ ′ + 2P − 1. According to Property 1 and 2, the y-th column of A B is a rotation of the ((y −δ ′ ) mod (2P +⌊ P 2 ⌋))-th column of A A . Assume that the former is ∆x frames ahead of the latter in the vertical direction. To enable A A and A B to rendezvous on all channels via two distinct dynamic columns, combining with Eq. (2), the following equation must be satisfied.
After simplifying Eq. (3), we have
As δ ′ +P +1 y δ ′ +2P −1, we have δ ′ < y −P . From the principle of linear congruences, there exists an integer which is the product of y − P and δ ′ that solves Congruence (4), which indicates that there also exists a value of y − P that solves Congruence (4). Furthermore, as y − P ≡ y − P − nP (mod P ) (n ∈ Z), we know that y −P −nP is also a solution to Congruence (4). Therefore, there exist two distinct dynamic columns y − P and y − P − nP (n ̸ = 0) to enable two SUs to rendezvous on all channels. For example, the relative clock drift between the two arrays in Fig. 3 is 2 
, and the 5th columns of them are both dynamic columns, which can overlap on all channels.
Case 2: ⌊ P 2 ⌋ + 1 < δ ′ < P . As shown in Fig. 4(b) , the rendezvous can be achieved via the static-dynamic (or dynamic-static) overlap in this case. The 1st∼ δ ′ -th columns in A B are dynamic columns. Whereas the 1st∼ δ ′ -th columns in A A are static columns, and the accessed channel set in these static columns is C 1 = {0, 1, . . . , δ ′ − 1}. Thus, A A and A B may rendezvous on the channel set C 1 from column 1 to column δ ′ . Besides, the (P + 1)-th∼ (δ ′ + P )-th columns in A A are dynamic columns. Whereas the (P + 1)-th∼ (δ ′ + P )-th columns in A B are static columns, and the accessed channel set in these static columns is C 2 = {P −δ ′ , P −δ ′ +1, . . . , P − 1}. Thus, A A and A B may rendezvous on the channel set C 2 from column P + 1 to column δ ′ + P . As ⌊ P 2 ⌋ + 1 < δ ′ < P and P N , we conclude that C 1 ∪ C 2 can cover all the N channels.
Case 3:
As shown in Fig. 4(c) , the rendezvous can also be achieved via the static-dynamic (or dynamic-static) overlap in this case. The 1st∼ P -th columns in A B are dynamic columns, whereas the 1st∼ P -th columns in A A are static columns. And conversely, the (δ ′ + 1)-th∼ (δ ′ + P )-th columns in A B are static columns, whereas the (δ ′ + 1)-th∼ (δ ′ + P )-th columns in A A are dynamic columns. In either case, the overlap is sufficient to cover all the N channels.
Case 4:
As shown in Fig. 4(d) , the rendezvous can still be achieved via the staticdynamic (or dynamic-static) overlap in this case. The (δ ′ + 1)-th∼ (2P + ⌊ Fig.  4(e) , the rendezvous can be achieved via the dynamic-dynamic overlap in this case. In A A and A B , the y-th column of either one is a dynamic column when P + 1 y δ ′ . The proof is similar to Case 1, and hence is omitted.
To sum up, A A and A B can rendezvous on all channels (i.e., a full rendezvous degree) within one period of T = P · (2P + ⌊ P 2 ⌋) time slots regardless of the value of δ ′ . Theorem 3: In the heterogeneous model, the DSCR algorithm can achieve rendezvous in at most (2P +⌊ Proof: According to Theorem 2, two asynchronous CH sequences can always overlap on all channels within one period. However, the local available channels at one SU is only a subset of the global channel set. Two SUs can only have the opportunities for rendezvous on the G common available channels. Next, we will analyze the MTTRs of the five cases discussed in Theorem 2.
Case 1: As depicted in Fig. 4(a) , the dynamic-dynamic overlap appears in the (2P + ⌊ P 2 ⌋)-th column at latest. The worst case is that the uncommon channels appear firstly and the G common channels appear in the last G frames in the last G dynamic columns. As one frame includes (2P + ⌊ P 2 ⌋) time slots and there are totally P frames, we have MTTR 1 (2P + ⌊ P 2 ⌋)(P − G + 1) time slots. Case 2: As depicted in Fig. 4(b) , the dynamic-static overlap appears in the (P + δ ′ )-th column at latest. As ⌊
As depicted in Fig. 4(c) , the static-dynamic overlap appears in the P -th column at latest. Then we have MTTR 3 (2P + ⌊ P 2 ⌋)(P − G) + P time slots. Case 4: As depicted in Fig. 4(d) , converse to the overlap direction in Case 2, the dynamic-static overlap appears in the
Case 5: As depicted in Fig. 4(e) , the dynamic-dynamic overlap appears in the δ ′ -th column at latest. As 2P −1 δ
⌋ − 1 time slots. In summary, the MTTR of the DSCR algorithm is (2P + ⌊ P 2 ⌋)(P − G + 1) (i.e., O(P 2 )) time slots.
Remark 1: As proved in [8] , to ensure a full rendezvous degree, the MTTR cannot be less than N 2 time slots. DSCR's MTTR has the same order of magnitude with the lower bound Ω(N 2 ), and is also relatively shorter than those algorithms whose rendezvous degree is full as listed in Table I . Thus, DSCR is a time-efficient rendezvous algorithm.
Next, we further analyze the upper bound of ETTR of the DSCR algorithm.
Corollary 1: In the heterogeneous model, the upper bound of ETTR of the DSCR algorithm is (2P +⌊
Proof: The occurrence probability of Case 1 in Theorem 2 can be computed as the ratio of the range length of δ ′ and the length of one frame sequence, i.e.,
Similarly, the occurrence probabilities of the other cases are
Following Theorem 3, we have 
VI. SIMULATION
In this section, we compare the performance of the DSCR algorithm to some extant rendezvous algorithms through simulation studies. We select six representative algorithms: SSB [18] , PDP [20] , L-PDP [20] , MTP [22] , A-HCH [23] and CBH [24] as the benchmarks. We introduce a parameter ϕ to adjust the radio of the number of local available channels to that of global channels (i.e., 
A. Influence of N for fixed G
In this subsection, the simulation parameters are as follows: G = 10, ϕ A = 0.5, ϕ B = 0.6, and N varies from 20 to 100. Fig. 5(a) shows the comparisons on MTTR. It is evident that the MTTRs of all the algorithms drastically increase as the value of N increases. When N is small, the MTTRs of all the algorithms are relatively close. As N increases, the gap among different algorithms becomes quite large. Most importantly, DSCR can obtain the shortest MTTR under all values of N . Generally, the performances of CBH and L-PDP are relatively close to DSCR. However, CBH and L-PDP do not show their superiorities when N is large (i.e., N > 60). As for the MTP and A-HCH algorithms, the MTTRs of them are much longer than others, and some values are not displayed in Fig. 5(a) . Fig. 5(b) shows the comparisons on ETTR. The upward trends of Fig. 5(b) are similar to but much smoother than those of Fig. 5(a) . A variation is that the trend of A-HCH's ETTR becomes much better, which is close to CBH when N 80. Therefore, all the performances of the compared algorithms are stable except A-HCH. It is also obvious that the ETTR of DSCR is the shortest among all the compared algorithms under all values of N . L-PDP's ETTR is relatively close to DSCR, however, L-PDP requires the periods of two CH sequences are coprime, which is quite restrictive. Fig. 5(c) shows the comparisons on RD. It is evident that MTP, A-HCH, CBH and the proposed DSCR algorithm can achieve a full RD under all values of N while the others cannot.
B. Influence of G for fixed N
In this subsection, the simulation parameters are as follows: N = 50, ϕ A = 0.5, ϕ B = 0.6, and G varies from 5 to 25. Fig.  6(a) shows the comparisons on MTTR. In contrast to Fig.  5(a) , the MTTRs of all the algorithms generally decrease as the value of G increases. When G is small, the gap among different algorithms is large. As G increases, the gap becomes much smaller. Similar to Section VI.A, the MTTR of A-HCH is still much longer than others. The MTTR of A-HCH is in proportion to 1 G , which results in a steep downward trend. As for the MTP algorithm, its MTTR and ETTR are far longer than others, and thus are not displayed in Fig. 6(a) and Fig.  6(b) . Although the MTTR of L-PDP is the closest to DSCR, DSCR still excels L-PDP under most values of G (i.e., G 7). Fig. 6(b) shows the comparisons on ETTR. The downward trends are similar to Fig. 6(a) . However, the gap among different algorithms are not so large as the MTTR. In this set of simulations, A-HCH gradually shows its superiority in the sense that the ETTR of A-HCH is shorter than SSB, PDP, L-PDP and CBH when G 12. Fortunately, the ETTR of DSCR is still the shortest under all values of G. Fig. 6(c) shows the comparisons on RD. The conclusion is identical to Fig. 5(c) (i.e., MTP, A-HCH, CBH and DSCR can achieve a full RD while the others cannot). Moreover, DSCR is designed without SUs' IDs, which is suitable for SUs with no public IDs and is much more privacy-preserving compared to A-HCH and CBH. Thus, we conclude that DSCR is a time-efficient rendezvous algorithm favorable for distributed implementations.
VII. CONCLUSION
In this paper, we propose a Disjoint-Set-Cover-based Rendezvous (DSCR) algorithm, which can cope with the challenges of asynchronous clocks, heterogeneous available channels, symmetric-role between SUs and anonymous SUs' identifiers (IDs) altogether while maintaining a full rendezvous degree and a relatively shorter rendezvous latency. The DSCR algorithm only utilizes the unrestricted channel information to generate CH sequences, with no extra need of SUs' IDs, which is quite privacy-preserving and favorable in distributed environments. Employing an approximation construction of the DSC, the proposed DSCR algorithm can successfully enable SUs to rendezvous with intended neighbors with the time complexity of O(P 2 ). Extensive simulations verify that the DSCR algorithm can achieve shorter MTTR/ETTR than extant algorithms while maintaining a full RD.
