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Integrable quantum many-body systems are considered to equilibrate to generalized Gibbs ensem-
bles (GGEs) characterized by the expectation values of integrals of motion. We study the dynamics
of exactly solvable quadratic bosonic systems in the thermodynamic limit, and show a general mech-
anism for the relaxation to GGEs, in terms of the diagonal singularity. We show analytically and
explicitly that a free bosonic system relaxes from a general (not necessarily Gaussian) initial state
under certain physical conditions to a Gaussian GGE. We also show the relaxation to a Gaussian
GGE in an exactly solvable coupled system, a harmonic oscillator linearly interacting with bosonic
reservoirs.
I. INTRODUCTION
Recent advances in experimental studies of relax-
ation processes with quantum atomic gases [1–6] have
been stimulating theoretical studies on equilibration and
prethermalization of isolated quantum many-body sys-
tems [7–14]. Among various issues, it is recognized that
an integrable large quantum system would relax to a non-
thermal steady state described by a generalized Gibbs
ensemble (GGE) [15–19], which is characterized by the
expectation values of a set of integrals of motion.
In Ref. [15], the GGE was conjectured on the basis of
the principle of maximum entropy [20] and verified nu-
merically, and then, in Refs. [18, 19], it was studied with
integrable systems under initial quench scenarios. There
exist many studies on this issue: see reviews [7, 9–14] and
references therein. Nonetheless, it remains a challenging
open problem to clarify a concrete scenario of the mi-
croscopic mechanism of the relaxation to GGE, e.g. in
the context of the Liouville integrability in Hamiltonian
systems, where we essentially perform canonical transfor-
mations to an assembly of noninteracting oscillators, i.e.
action-angle variables [21]. For the unitary evolution of
nonintegrable systems, on the other hand, there are in-
tensive studies, e.g. to give foundations to the quantum
ergodic theorem [22–27] and to understand the relaxation
times [28–33].
In Ref. [34] (see also Ref. [16]), it was shown that a
one-dimensional bosonic lattice system with a quadratic
Hamiltonian with nearest-neighbor hopping terms locally
equilibrates from an arbitrary initial state fulfilling con-
ditions such as clustering and the absence of anomalous
correlations to a Gaussian GGE for a finite time dura-
tion. Similarly, in Ref. [35], the local equilibration to a
Gaussian GGE during a finite time interval was shown
for a fermionic dL-dimensional cubic lattice system with
a quadratic Hamiltonian with finite-range interactions,
under a clustering condition on the initial state. The
key to the proofs is the Lieb-Robinson bound [11]. In
addition, power-law relaxation towards Gaussian GGE
was studied for similar bosonic/fermionic lattice mod-
els with quadratic Hamiltonians, by making use of the
Kusmin-Landau bound [36] and the stationary-phase ap-
proximation [37] under the clustering condition on the
initial state. See also Ref. [38] for further arguments on
the clustering decomposition in the context of Gaussian
GGE. These results are interesting because it is shown
that the systems equilibrate to the GGEs during time
intervals (not simply on average in time [11]) and that
only subsets of the sets of conserved quantities of the
integrable systems are relevant to the GGEs.
In this paper, we provide another contribution to this
issue, studying exactly solvable quadratic bosonic models,
namely, a class of models which can be mapped to free
bosonic fields in the thermodynamic limit. The existence
of such a mapping corresponds to the Liouville integra-
bility for classical systems [39]. We solve the evolution
of the state of the whole system in the thermodynamic
limit exactly and explicitly, and observe that it relaxes
to a simple Gaussian GGE in the long-time limit, under
certain conditions on the initial state.
More specifically, we are going to show the follow-
ing. We consider solvable bosonic systems, with canoni-
cal normal modes say bˆk, in the thermodynamic limit in
D-dimensional space. We assume the following physical
conditions on the initial state.
(i) The initial state of the system, which is non-
Gaussian in general, is prepared irrespective of the
Hamiltonian of the system (like in a quench sce-
nario).
(ii) We allow the correlations in the initial state to pos-
sess translationally invariant components (particles
can be distributed all over the space and correla-
tions can exist everywhere in space in the initial
state).
(iii) But the correlations in the initial state are assumed
to be of finite range.
(iv) The first moment 〈bˆk〉 in the initial state is as-
sumed to be nonvanishing only locally, i.e. free from
a translationally invariant component.
2In addition:
(v) We exclude observables extending all over the
space, since the expectation values of such quan-
tities diverge in the thermodynamic limit and are
not actually measurable.
Under these conditions, we show that the system relaxes
to a Gaussian GGE of the form
ρˆGGE ∝ exp
(
−
∫
dDk ln(1 + f−1
k
)bˆ†
k
bˆk
)
(1.1)
in the long-time limit, where fk is the translationally
invariant component of the single-particle correlation
〈(bˆ†
k
− 〈bˆ†
k
〉)(bˆk′ − 〈bˆk′〉)〉 in the initial state. Observe
that the GGE in (1.1) admits only the occupation num-
bers Iˆk = bˆ
†
k
bˆk as integrals of motion (cf. [42, 43]). The
state ρˆGGE in (1.1) is a Gaussian state, since its Wigner
function is Gaussian [44, 45]. Therefore, we call the state
ρˆGGE in (1.1) Gaussian GGE . The correlations among
the occupation numbers such as IkIk′ do not survive in
the equilibrium state ρˆGGE.
In contrast to the previous works [34] and [35], in which
the results are rigorously proved for large but finite lattice
systems, we directly go to the thermodynamic limit and
deal with field-theoretical Hamiltonians with continuous
spectrum. This greatly simplifies the analysis and the
picture. Our results are valid for any spatial dimension,
anomalous correlations are allowed in the initial states,
and we do not focus on a part of the system (we do not
take partial trace) [46]. In this approach, the relaxation
to a GGE is understood in terms of the diagonal singu-
larity [47, 48], or equivalently, as a consequence of the
Riemann-Lebesgue lemma [49], smearing the spectrum
due to the rapid oscillations in the long-time limit. We
will see that some “regularity” of the correlation func-
tions and the observables is important, for the Riemann-
Lebesgue lemma to work. In particular, we stress that
observables are relevant to the relaxation process (e.g. for
the relaxation time).
We first study the dynamics of a free bosonic field in
Sec. II. We show the relaxation from Gaussian initial
states to the Gaussian GGE in (1.1), and generalize the
result to non-Gaussian initial states. We also study a
solvable coupled system, i.e. a harmonic oscillator inter-
acting with bosonic reservoirs, in Sec. III. We show the
relaxation from factorized initial states to a Gaussian
GGE like (1.1), and generalize the result to correlated
initial states. Concluding remarks are given in Sec. IV,
and some involved calculations demonstrating the decay
of the cumulants leading to the Gaussification and the
proofs of some mixing properties of the Gaussian GGE,
which are key to the relaxation, are shown in Appendices
A–C.
The equilibration of an exactly solvable quadratic
model similar to the one we study in Sec. III was dis-
cussed in Ref. [50] on the basis of its exact solution. But
only the reduced dynamics of the central harmonic oscil-
lator, with the reservoirs’ degrees of freedom traced out,
was analyzed there with a factorized initial state with
the reservoirs being in a Gaussian state. In Sec. III, in
contrast, we will analyze the evolution of the state of the
whole system, including the reservoirs, from a correlated
initial state, which is not Gaussian in general. The total
system relaxes to a GGE like (1.1).
II. FREE BOSONIC FIELD
Let us start with a free bosonic field in D-dimensional
space. The annihilation and creation operators bˆk and bˆ
†
k
for bosons with momentum k obey the canonical commu-
tation relations [bˆk, bˆk′ ] = 0, [bˆk, bˆ
†
k′
] = δD(k − k′), and
the Hamiltonian of the system is given by
Hˆ =
∫
dDk ωkbˆ
†
k
bˆk, (2.1)
with a dispersion relation ωk ≥ 0. We set ~ = 1.
A. Gaussian Initial State
We first focus on Gaussian initial states [44, 45]. The
density operator for a Gaussian state is formally given
by [51]
ρˆ0 ∝ exp
[
−
1
2
∫
dDk
∫
dDk′
(
bˆ†
k
− 〈bˆ†
k
〉 bˆk − 〈bˆk〉
)
Θkk′
(
bˆk′ − 〈bˆk′〉
bˆ†
k′
− 〈bˆ†
k′
〉
)]
, (2.2)
where 〈 · · · 〉 denotes the expectation value in the state
ρˆ0, and Θkk′ is a 2× 2 matrix satisfying (Θkk′ )
† = Θk′k.
Note however that, for an infinitely extended system like
the present bosonic field in the thermodynamic limit,
such a density operator is not normalizable and is math-
ematically ill-defined. Instead, in the C∗-algebraic ap-
proach to quantum field theory and quantum statistical
mechanics [52–55], states are rigorously characterized by
characteristic functionals, i.e. the generating functionals
of correlation functions. The characteristic functional of
a Gaussian state is Gaussian, and for the present bosonic
field it reads as
3χ0[J, J
∗] = 〈e
∫
dDk (Jkbˆ
†
k
−J∗
k
bˆk)〉
= exp
[
−
1
2
∫
dDk
∫
dDk′
(
J∗
k
Jk
)
Vkk′
(
Jk′
J∗
k′
)
+
∫
dDk (Jk〈bˆ
†
k
〉 − J∗k〈bˆk〉)
]
, (2.3)
where Vkk′ is the covariance matrix of the Gaussian state, defined by
Vkk′ =
(
1
2 〈{bˆk − 〈bˆk〉, bˆ
†
k′
− 〈bˆ†
k′
〉}〉 −〈(bˆk − 〈bˆk〉)(bˆk′ − 〈bˆk′〉)〉
−〈(bˆ†
k
− 〈bˆ†
k
〉)(bˆ†
k′
− 〈bˆ†
k′
〉)〉 12 〈{bˆ
†
k
− 〈bˆ†
k
〉, bˆk′ − 〈bˆk′〉}〉
)
(2.4)
and satisfying (Vkk′ )
† = Vk′k. The covariance matrix
Vkk′ is formally related to the matrix Θkk′ in the Gaus-
sian density operator (2.2) through
Θ = 2Z coth−1(2ZV ) = Z ln
1 + (2ZV )−1
1− (2ZV )−1
(2.5)
with Z =
(
1 0
0 −1
)
[51], where Θ and V are under-
stood as infinite-dimensional matrices with their rows
and columns labeled by the continuous indices k and k′
as well [56].
We impose physical conditions on the initial state ρˆ0.
We assume that the correlation functions involved in the
covariance matrix Vkk′ are endowed with the following
structures:
〈(bˆ†
k
− 〈bˆ†
k
〉)(bˆk′ − 〈bˆk′〉)〉 = fkδ
D(k − k′) + Fkk′ , (2.6)
〈(bˆk − 〈bˆk〉)(bˆk′ − 〈bˆk′〉)〉 = gkδ
D(k + k′) +Gkk′ , (2.7)
where fk, Fkk′ , gk, and Gkk′ are “regular” functions of
k and k′ (so that the Riemann-Lebesgue lemma works
later [57]). We also assume that the first moment 〈bˆk〉 is
regular in k. For instance, in the case of the canonical
ensemble ρˆ0 ∝ e
−Hˆ/kBT , we have fk = 1/(e
ωk/kBT − 1),
which is the Bose distribution function, with the other
components Fkk′ , gk, Gkk′ , and 〈bˆk〉 vanishing. We are
however interested in more general Gaussian states than
the canonical ensemble.
The first contribution fkδ
D(k − k′) to the correla-
tion (2.6) represents the translationally invariant com-
ponent in space, in the corresponding correlation func-
tion 〈[ψˆ†(r) − 〈ψˆ†(r)〉][ψˆ(r′) − 〈ψˆ(r′)〉]〉 in the config-
uration space, where ψˆ(r) is the field operator defined
by ψˆ(r) =
∫
dDk bˆke
−ik·r/
√
(2π)D. In particular, it
yields a particle distribution 〈ψˆ†(r)ψˆ(r)〉 uniform over
the space. Note that in general a sharp and narrow
spectrum in the momentum space like the delta func-
tion in (2.6) corresponds to a widely spread distribu-
tion in the configuration space. The second contribu-
tion Fkk′ , on the other hand, adds a nonuniformity to
the particle distribution, and rules the single-particle co-
herence. The regularity of Fkk′ implies that the coher-
ence length of the single-particle correlation is finite, i.e.
〈[ψˆ†(r)− 〈ψˆ†(r)〉][ψˆ(r′)− 〈ψˆ(r′)〉]〉 decays as |r− r′| in-
creases. In other words, particles are distributed all over
the space (the total number of particles is infinite), while
the single-particle coherence length is finite.
Similarly, the first contribution gkδ
D(k + k′) to the
other correlation (2.7) represents the translationally in-
variant component in the pair correlation 〈[ψˆ(r) −
〈ψˆ(r)〉][ψˆ(r′)−〈ψˆ(r′)〉]〉 in the configuration space. This
pair correlation decays as |r − r′| increases, due to the
regularity of Gkk′ . That is, the pairing is allowed every-
where in space (the total number of pairs can be infinite),
while the size of each pair is finite.
Under these conditions, the covariance matrix (2.4) of
the initial Gaussian state is reduced to
Vkk′ =
(
(12 + fk)δ
D(k − k′) + F ∗
kk′
−gkδ
D(k + k′)−Gkk′
−g∗
k
δD(k + k′)−G∗
kk′
(12 + fk)δ
D(k − k′) + Fkk′
)
. (2.8)
Finally, the regularity of 〈bˆk〉 means that a nonvanish-
ing first moment 〈ψˆ(r)〉 is allowed only locally in space.
These are our physical conditions on the initial state ρˆ0.
The particles are distributed all over the space, while the
correlations are assumed to be of finite range, excluding
peculiar long-range correlations.
We note some conditions that have to be satisfied
by fk, Fkk′ , gk, and Gkk′ . First, it is clear from the
definitions of these functions in (2.6) and (2.7) that
they possess the symmetries fk = f
∗
k
, Fkk′ = F
∗
k′k
,
Gkk′ = Gk′k. Second, the covariance matrix Vkk′ should
satisfy V + Z/2 ≥ 0 as an infinite-dimensional matrix
4with its rows and columns labeled by the continuous in-
dices k and k′ as well, and with Z here representing
ZδD(k − k′). It is an uncertainty relation expressed in
terms of the covariance matrix [44, 45].
B. Relaxation to GGE
We are now ready to study the dynamics of the sys-
tem evolving according to the Hamiltonian (2.1) from
the Gaussian initial state (2.3) with the covariance ma-
trix (2.8). In the Heisenberg picture, the characteristic
functional of the state at time t is calculated as
χt[J, J
∗] = 〈e
∫
dDk (Jkbˆ
†
k
−J∗
k
bˆk)〉t
= 〈e
∫
dDk (Jkbˆ
†
k
eiωkt−J∗
k
bˆke
−iωkt)〉
= χ0[Je
iωt, J∗e−iωt], (2.9)
where 〈 · · · 〉t denotes the expectation value in the state
ρˆ(t) = e−iHˆtρˆ0e
iHˆt at time t. For the Gaussian initial
state (2.3) with the covariance matrix (2.8), it reads
χt[J, J
∗] = exp
(
−
1
2
∫
dDk [(1 + 2fk)|Jk|
2 − 2Re(g∗kJkJ−ke
2iωkt)]
−
∫
dDk
∫
dDk′ [JkFkk′J
∗
k′
ei(ωk−ωk′)t − Re(JkG
∗
kk′
Jk′e
i(ωk+ωk′ )t)] + 2i Im
∫
dDk Jke
iωkt〈bˆ†
k
〉
)
.
(2.10)
In the long-time limit t→∞, the system relaxes to
χt[J, J
∗]
t→∞
−−−→ exp
(
−
1
2
∫
dDk (1 + 2fk)|Jk|
2
)
= χGGE[J, J
∗], (2.11)
by the Riemann-Lebesgue lemma [57]. In terms of the
density operator, it formally means
ρˆ(t)
t→∞
−−−→ ρˆGGE ∝ exp
(
−
∫
dDk ln(1 + f−1
k
)bˆ†
k
bˆk
)
,
(2.12)
recalling the conversion formula (2.5) applied to the diag-
onal covariance matrix V
(GGE)
kk′
= (12 + fk)δ
D(k − k′)1 2
in (2.11). If fk is the Bose distribution function fk =
1/(eωk/kBT −1), this equilibrium state coincides with the
canonical ensemble ρˆcan ∝ e
−Hˆ/kBT at temperature T .
If fk is different from the Bose distribution function, the
equilibrium state ρˆGGE is a GGE, with a set of integrals
of motion Iˆk = bˆ
†
k
bˆk. That is why we have named the
equilibrium density operator ρˆGGE in (2.12).
The mechanism for the relaxation to the GGE in this
simple example is clear. It is due to the Riemann-
Lebesgue lemma with the diagonal singularity δD(k−k′)
[47, 48] in the correlation (2.6) in the covariance matrix
Vkk′ of the initial Gaussian state. The translationally
invariant component with the delta function δD(k − k′)
in the normal correlation (2.6) survives in the long-time
limit, while the other components decay away. We no-
tice that the equilibration time depends not only on Fkk′ ,
gk, Gkk′ , and 〈bˆk〉, characterizing the initial state, but
also on Jk, related to observables. In taking the limit in
(2.11), we have assumed the regularity of Jk so that the
Riemann-Lebesgue lemma works. It physically means
that our observables are assumed to be spatially local-
ized (of finite size) [58]. If, for instance, one considers
a nonlocal observable spreading over a very large region
in space, it corresponds to taking a very narrow func-
tion Jk in the momentum space, and the relaxation due
to the Riemann-Lebesgue lemma becomes very slow. In
this way, the time scale for the relaxation to the GGE is
ruled by the locality of the observables of interest (Jk),
as well as the locality of the correlations in the initial
state (Fkk′ , gk, Gkk′ , and 〈bˆk〉).
In Appendix A, we provide explicit formulas for the
time evolutions of the correlations for Gaussian spectra
with a quadratic dispersion relation ωk. The correla-
tions actually decay except for the translationally invari-
ant component of the normal correlation.
C. Non-Gaussian Initial State
We have so far focused on Gaussian initial states. Let
us generalize the analysis to non-Gaussian initial states.
The non-Gaussianity is characterized by the higher-order
cumulants in the characteristic functional χ0[J, J
∗] of the
initial state. For instance, suppose that there exists a
third-order cumulant like
lnχ0[J, J
∗]
= · · · +
∫
dDk1
∫
dDk2
∫
dDk3Kk1k2k3Jk1Jk2J
∗
k3
+ · · ·
(2.13)
in the cumulant expansion of lnχ0[J, J
∗]. As we did for
the second-order correlations, we allow this third-order
5correlation Kk1k2k3 to possess a translationally invariant
component proportional to δD(k1 + k2 − k3); otherwise,
it is assumed to be free from singularity. Namely, it as-
sumes the form
Kk1k2k3 = K¯k1k2δ
D(k1 + k2 − k3) + K˜k1k2k3 , (2.14)
with K¯k1k2 and K˜k1k2k3 being regular functions of the
momenta. It physically means that this third-order cor-
relation is allowed to exist everywhere in space, while its
correlation lengths are finite. This cumulant evolves in
time according to the Hamiltonian (2.1) as
lnχt[J, J
∗]
= · · · +
∫
dDk1
∫
dDk2
∫
dDk3Kk1k2k3Jk1Jk2J
∗
k3
× ei(ωk1+ωk2−ωk3)t
+ · · · .
(2.15)
This decays in the long-time limit t → ∞ for a
generic dispersion relation ωk, according to the Riemann-
Lebesgue lemma. In this way, any higher-order cumu-
lants decay in the long-time limit t → ∞ under the as-
sumption of finite correlation lengths mentioned above
(they are regular apart from the translationally invari-
ant components), and the system relaxes to the Gaussian
GGE as (2.11), even from a non-Gaussian initial state.
See Appendix A, where explicit formulas for the time
evolutions of all the cumulants for Gaussian spectra with
a quadratic dispersion relation ωk are provided. All the
cumulants except for the translationally invariant com-
ponent of the second-order normal correlation decay in
the long-time limit t→∞. The results for the Gaussian
spectra are of quite general validity, since by the saddle-
point approximation the integrals for the cumulants are
approximated by Gaussian integrals for large t. For any
quadratic dispersion relation ωk, the cumulants exhibit
power-law decays as shown in (A4) and (A5).
If the third- and higher-order correlations exist only
locally, with no translationally invariant components, we
can show the relaxation to the Gaussian GGE in a sim-
pler way as follows. First, we observe that the Gaussian
GGE in (2.12) is mixing with respect to the Hamiltonian
(2.1) [52], namely,
〈AˆBˆ(t)Cˆ〉GGE
t→∞
−−−→ 〈AˆCˆ〉GGE〈Bˆ〉GGE (2.16)
holds for any local observables Aˆ, Bˆ, and Cˆ, where
Bˆ(t) = eiHˆtBˆe−iHˆt is the Heisenberg operator corre-
sponding to Bˆ, and 〈 · · · 〉GGE denotes the expectation
value in the Gaussian GGE in (2.12). See Appendix B
for a proof. This tells us that any locally perturbed GGE,
which is non-Gaussian in general, returns to the Gaussian
GGE [59]:
ρˆ0 =
∑
j
Lˆj ρˆGGELˆ
†
j
7→ ρˆ(t) = e−iHˆtρˆ0e
iHˆt t→∞−−−→ ρˆGGE, (2.17)
where Lˆj represent the local perturbations, satisfying∑
j Lˆ
†
jLˆj = 1ˆ for the normalization of ρˆ0. Indeed, thanks
to the mixing property (2.16), we get
〈Aˆ〉t = 〈Aˆ(t)〉
=
∑
j
〈Lˆ†jAˆ(t)Lˆj〉GGE
t→∞
−−−→
∑
j
〈Lˆ†jLˆj〉GGE〈Aˆ〉GGE
= 〈Aˆ〉GGE (2.18)
for any local observable Aˆ, where 〈 · · · 〉 denotes the ex-
pectation value in the initial state ρˆ0 in (2.17). This
proves the relaxation to the Gaussian GGE in (2.17).
If the third-order cumulantKk1k2k3 in (2.13) in the ini-
tial state contains a contribution proportional to δ(ωk1 +
ωk2 − ωk3), it is stationary and survives in the long-
time limit t → ∞. This adds integrals of motion like
δ(ωk1 +ωk2 −ωk3)bˆk1 bˆk2 bˆ
†
k3
to the exponent of the GGE
in (2.12). If, however, the initial state is prepared irre-
spective of the Hamiltonian Hˆ of the system, e.g. in a
quench scenario, it is typically impossible that the initial
state is equipped with such a delicate structure in the
correlations, matching the characteristics of the Hamil-
tonian Hˆ . The same applies to the higher-order cumu-
lants. The relaxation to the Gaussian GGE in (2.12) is
therefore quite general for generic initial states.
III. HARMONIC OSCILLATOR COUPLED
WITH BOSONIC RESERVOIRS
In the previous section, we have observed the relax-
ation of the free bosonic field to a Gaussian GGE. Let us
now look at a coupled system. As an interesting and non-
trivial example, we consider a harmonic oscillator cou-
pled with multiple bosonic reservoirs. The Hamiltonian
is given by [60–64]
Hˆ = HˆS +
∑
ℓ
Hˆℓ + λVˆ (3.1)
with
HˆS = Ωaˆ
†aˆ, Hˆℓ =
∫
dDk ωkℓbˆ
†
kℓbˆkℓ, (3.2)
Vˆ =
∑
ℓ
∫
dDk (u∗kℓaˆ
†bˆkℓ + ukℓbˆ
†
kℓaˆ). (3.3)
The operators aˆ and bˆkℓ are the canonical operators
for the harmonic oscillator and the bosonic reservoirs,
respectively, satisfying the canonical commutation rela-
tions
[aˆ, aˆ] = 0, [aˆ, aˆ†] = 1, (3.4)
[bˆkℓ, bˆk′ℓ′ ] = 0, [bˆkℓ, bˆ
†
k′ℓ′ ] = δℓℓ′δ
D(k − k′), (3.5)
[aˆ, bˆkℓ] = [aˆ, b
†
kℓ] = 0. (3.6)
6Ω > 0 is the frequency of the harmonic oscillator, ωkℓ ≥
0 is the dispersion relation for the ℓth reservoir, ukℓ is
the form factor of the interaction between the harmonic
oscillator and the ℓth reservoir [65], and λ is a coupling
constant [66].
It is an exactly solvable quadratic model, and we can
diagonalize the Hamiltonian (3.1) as [60, 61, 63, 68]
Hˆ =
∑
ℓ
∫
dDkωkℓAˆ
†
kℓAˆkℓ, (3.7)
where the normal modes are given by
Aˆkℓ = αkℓaˆ+
∑
ℓ′
∫
dDk′ βkℓ,k′ℓ′ bˆk′ℓ′ , (3.8)
with
αkℓ =
λukℓ
ωkℓ − Ω− λ2Σ(ωkℓ − i0+)
, (3.9)
βkℓ,k′ℓ′ = δℓℓ′δ
D(k − k′) +
λαkℓu
∗
k′ℓ′
ωkℓ − ωk′ℓ′ − i0+
. (3.10)
Here, the self-energy function on the complex z plane is
given by
Σ(z) =
∑
ℓ
∫
dDk
|ukℓ|
2
z − ωkℓ
, (3.11)
and the coefficients satisfy the orthogonality∑
ℓ
∫
dDk |αkℓ|
2 = 1,
∑
ℓ
∫
dDk α∗
kℓβkℓ,k′ℓ′ = 0,
(3.12)∑
ℓ
∫
dDk β∗
kℓ,k′ℓ′βkℓ,k′′ℓ′′ = δℓ′ℓ′′δ
D(k′ − k′′), (3.13)
and the completeness
αkℓα
∗
k′ℓ′+
∑
ℓ′′
∫
dDk′′ βkℓ,k′′ℓ′′β
∗
k′ℓ′,k′′ℓ′′ = δℓℓ′δ
D(k−k′).
(3.14)
The completeness (3.14) ensures that the operators Aˆkℓ
satisfy the canonical commutation relations
[Aˆkℓ, Aˆk′ℓ′ ] = 0, [Aˆkℓ, Aˆ
†
k′ℓ′ ] = δℓℓ′δ
D(k − k′), (3.15)
and the orthogonality (3.12)–(3.13) allows us to invert
the relation (3.8) as
aˆ =
∑
ℓ
∫
dDk α∗kℓAˆkℓ, bˆkℓ =
∑
ℓ′
∫
dDk′ β∗k′ℓ′,kℓAˆk′ℓ′ .
(3.16)
A. Factorized Initial State
We first consider the evolution of the system from a
factorized initial state
ρˆ0 = ρˆS ⊗
(⊗
ℓ
ρˆℓ
)
, (3.17)
with no correlations among the harmonic oscillator ρˆS
and the reservoirs ρˆℓ. The characteristic function of the
initial state of the harmonic oscillator ρˆS and the char-
acteristic functional of the initial state of the reservoirs
ρˆB =
⊗
ℓ ρˆℓ are defined respectively by
χS(ξ, ξ
∗) = 〈eξaˆ
†−ξ∗aˆ〉, (3.18)
χB[η, η
∗] = 〈e
∑
ℓ
∫
dDk (ηkℓ bˆ
†
kℓ
−η∗
kℓ
bˆkℓ)〉, (3.19)
where 〈 · · · 〉 denotes the expectation value in the initial
state ρˆ0 in (3.17). The initial state of the harmonic oscil-
lator ρˆS is arbitrary, while the initial state of each bosonic
reservoir is a (non-Gaussian) state like the one consid-
ered in Sec. II, under the assumption of finite correlation
lengths. More specifically, in the cumulant expansion of
the characteristic functional of the reservoirs χB[η, η
∗],
lnχB[η, η
∗]
=
∑
ℓ
∫
dDk (ηkℓ〈bˆ
†
kℓ〉 − η
∗
kℓ〈bˆkℓ〉)
−
1
2
∑
ℓ
∫
dDk
∫
dDk′
(
η∗
kℓ ηkℓ
)
V
(ℓ)
kk′
(
ηk′ℓ
η∗
k′ℓ
)
+
∑
ℓ
∫
dDk1
∫
dDk2
∫
dDk3K
(ℓ)
k1k2k3
ηk1ℓηk2ℓη
∗
k3ℓ
+ · · · , (3.20)
the covariance matrix V
(ℓ)
kk′
and the third-order cumulant
K
(ℓ)
k1k2k3
of the ℓth reservoir are endowed with the same
structures as those in (2.8) and (2.14), respectively, with
fk, Fkk′ , gk, Gkk′ , K¯k1k2 , and K˜k1k2k3 replaced by f
(ℓ)
k
,
F
(ℓ)
kk′
, g
(ℓ)
k
, G
(ℓ)
kk′
, K¯
(ℓ)
k1k2
, and K˜
(ℓ)
k1k2k3
, which are all as-
sumed to be regular functions of the momenta. The other
(higher-order) cumulants of the reservoirs can also pos-
sess translationally invariant components, but otherwise
they are assumed to be regular in momenta.
Starting from such a factorized initial state ρˆ0 in (3.17),
the characteristic functional of the state of the total sys-
tem evolves according to the Hamiltonian (3.7) as
χt[J, J
∗] = 〈e
∑
ℓ
∫
dDk (JkℓAˆ
†
kℓ
−J∗
kℓ
Aˆkℓ)〉t
= 〈e
∑
ℓ
∫
dDk (JkℓAˆ
†
kℓ
eiωkℓt−J∗
kℓ
Aˆkℓe
−iωkℓt)〉
= χS(ξ(t), ξ
∗(t))χB[η(t), η
∗(t)], (3.21)
where χS(ξ, ξ
∗) and χB[η, η
∗] are the characteristic func-
tion and the characteristic functional of the initial states
of the harmonic oscillator and of the reservoirs given re-
spectively in (3.18) and (3.19), and
ξ(t) =
∑
ℓ
∫
dDkα∗
kℓe
iωkℓtJkℓ, (3.22)
ηkℓ(t) =
∑
ℓ′
∫
dDk′ β∗k′ℓ′,kℓe
iω
k′ℓ′ tJk′ℓ′ . (3.23)
In the long-time limit t→∞, we get
7ξ(t)
t→∞
−−−→ 0 (3.24)
due to the Riemann-Lebesgue lemma, while
ηkℓ(t)e
−iωkℓt =
∑
ℓ′
∫
dDk′
(
δℓℓ′δ
D(k − k′)−
λukℓα
∗
k′ℓ′
ωkℓ − ωk′ℓ′ − i0+
)
e−i(ωkℓ−ωk′ℓ′)tJk′ℓ′
t→∞
−−−→ Jkℓ (3.25)
by recalling
e−iωt
ω − i0+
→


0 (t→ +∞),
2πiδ(ω) (t→ −∞).
(3.26)
Therefore, the characteristic functional of the total sys-
tem (3.21) behaves asymptotically as
χt[J, J
∗]
t→∞
−−−→ χB [Je
iωt, J∗e−iωt], (3.27)
where we have used the normalization condition
χS(0, 0) = 1 of the initial state ρˆS of the harmonic os-
cillator. Notice that the asymptotic characteristic func-
tional χB[Je
iωt, J∗e−iωt] in (3.27) is essentially the same
as (2.9), and the results in Sec. II immediately apply.
Each reservoir relaxes as (2.11), and the characteristic
functional of the total system in (3.27) further relaxes to
χt[J, J
∗]
t→∞
−−−→ exp
(
−
1
2
∑
ℓ
∫
dDk (1 + 2f
(ℓ)
k
)|Jkℓ|
2
)
= χNESS[J, J
∗]. (3.28)
In terms of the density operator, the stationary state is
formally given by
ρˆNESS ∝ exp
(
−
∑
ℓ
∫
dDk ln(1 + f
(ℓ)−1
k
)Aˆ†
kℓAˆkℓ
)
.
(3.29)
It is a Gaussian state: the total system relaxes to the
Gaussian state ρˆNESS, even from a non-Gaussian initial
state ρˆ0, under the condition of finite correlation lengths
in the reservoirs.
Let us comment on some physical aspects of the sta-
tionary state ρˆNESS.
1. Nonequilibrium Steady State
In the presence of two or more reservoirs, the station-
ary state (3.29) is a nonequilibrium steady state (NESS)
[53–55, 63, 64], in which steady currents flow among the
reservoirs through the harmonic oscillator. That is why
we have named the stationary state ρˆNESS in (3.29). For
instance, the energy current
Jˆℓ = −i[Hˆℓ, Hˆ ] = iλ
∫
dDkωkℓ(u
∗
kℓaˆ
†bˆkℓ − ukℓbˆ
†
kℓaˆ)
(3.30)
flowing into the ℓth reservoir per time is estimated in the
stationary state ρˆNESS to be
〈Jˆℓ〉NESS
= −2λ Im
∑
ℓ′
∫
dDk
∫
dDk′ ωkℓu
∗
kℓβ
∗
k′ℓ′,kℓf
(ℓ′)
k′
αk′ℓ′
= −λ2
∫ ∞
0
dω ω|α(ω)|2
(
Fℓ(ω)−F(ω)
Γℓ(ω)
Γ(ω)
)
,
(3.31)
where
Γ(ω) =
∑
ℓ
Γℓ(ω), F(ω) =
∑
ℓ
Fℓ(ω), (3.32)
Γℓ(ω) = 2π
∫
dDk |ukℓ|
2δ(ωkℓ − ω), (3.33)
Fℓ(ω) = 2π
∫
dDk f
(ℓ)
k
|ukℓ|
2δ(ωkℓ − ω), (3.34)
and we have introduced
α(ω) =
λ
√
Γ(ω)/2π
ω − Ω− λ2Σ(ω − i0+)
, (3.35)
which is normalized as
∫∞
0 dω |α(ω)|
2 = 1, and |α(ω)|2 →
δ(ω − Ω) in the weak-coupling limit λ → 0. If f
(ℓ)
k
is
isotropic and is given by f
(ℓ)
k
= fℓ(ωkℓ) [e.g., in the case
of the canonical ensemble, fℓ(ω) is the Bose distribution
function], we have Fℓ(ω) = fℓ(ω)Γℓ(ω), and the current
(3.31) is simplified to
〈Jˆℓ〉NESS
= −λ2
∑
ℓ′
∫ ∞
0
dω ω|α(ω)|2[fℓ(ω)− fℓ′(ω)]
Γℓ(ω)Γℓ′(ω)
Γ(ω)
.
(3.36)
The steady current flows by the difference between fℓ(ω)
and fℓ′(ω). In the weak-coupling limit λ → 0 (more
precisely, in the van Hove limit λ→ 0 keeping the scaled
time τ = λ2t finite), it is further simplified to
1
λ2
〈Jˆℓ〉NESS
λ→0
−−−→ −Ω
∑
ℓ′
[fℓ(Ω)− fℓ′(Ω)]
Γℓ(Ω)Γℓ′(Ω)
Γ(Ω)
,
(3.37)
which is a standard Landauer formula but with the reser-
voirs in GGEs.
82. Equilibration of the Subsystem
The long-time limit (3.28) shows that the system for-
gets the initial state ρˆS of the harmonic oscillator and
relaxes to the stationary state ρˆNESS independent of ρˆS .
Let us look in which state the harmonic oscillator equili-
brates. Recalling the inversion formula (3.16), the char-
acteristic function of the harmonic oscillator χ
(S)
t (ξ, ξ
∗)
can be extracted from the characteristic functional of the
total system χt[J, J
∗] in (3.21). It relaxes to
χ
(S)
t (ξ, ξ
∗) = 〈eξaˆ
†−ξ∗aˆ〉t
= χt[αξ, ξ
∗α∗]
t→∞
−−−→ χNESS[αξ, ξ
∗α∗]
= exp
(
−
1
2
|ξ|2
∑
ℓ
∫
dDk |αkℓ|
2(1 + 2f
(ℓ)
k
)
)
= exp
[
−
1
2
|ξ|2
∫ ∞
0
dω |α(ω)|2
(
1 + 2
F(ω)
Γ(ω)
)]
= χ
(S)
NESS(ξ, ξ
∗). (3.38)
The corresponding equilibrium density operator is given
by
ρˆ
(S)
NESS ∝ e
−θaˆ†aˆ (3.39)
with
θ = 2 coth−1
[∫ ∞
0
dω |α(ω)|2
(
1 + 2
F(ω)
Γ(ω)
)]
. (3.40)
If the harmonic oscillator is immersed in a single reservoir
and fk = f(ωk) = 1/(e
ωk/kBT − 1) is the Bose distribu-
tion function, the equilibrium density operator ρˆ
(S)
NESS in
(3.39) is reduced to the thermal state ρˆ
(S)
NESS ∝ e
−HˆS/kBT
at the same temperature T as that of the reservoir in the
weak-coupling limit λ→ 0. In general, the reservoirs do
not relax to the canonical state, with f
(ℓ)
k
being differ-
ent from the Bose distribution functions, but in any case
the equilibrium state of the harmonic oscillator ρˆ
(S)
NESS
in (3.39) looks like a canonical state with an effective
temperature Ω/kBθ, which depends on the GGE charac-
terized by f
(ℓ)
k
.
B. Correlated Initial State
In the previous subsection, we considered factorized
initial states (3.17), with no correlations among the har-
monic oscillator and the reservoirs. Even if there are
some correlations in the initial state, the system relaxes
to the same stationary state ρˆNESS as that given in (3.29),
as long as the initial correlations are just local. Namely,
we consider, instead of the factorized initial state (3.17),
a correlated initial state
ρˆ0 =
∑
j
Lˆj
[
ρˆS ⊗
(⊗
ℓ
ρˆℓ
)]
Lˆ†j, (3.41)
where the factorized state (3.17) is perturbed by local op-
erators Lˆj, which satisfy
∑
j Lˆ
†
jLˆj = 1 and induce corre-
lations among the harmonic oscillator and the reservoirs.
Still, the system relaxes to
ρˆ(t) = e−iHˆtρˆ0e
iHˆt t→∞−−−→ ρˆNESS, (3.42)
where ρˆNESS is the same stationary state as the one pre-
sented in (3.29). A proof is provided in Appendix C.
IV. SUMMARY
We have shown a scenario of the relaxation to GGE for
integrable models which can be mapped to free bosonic
fields in the thermodynamic limit. The unitary transfor-
mation to the free bosonic fields would be regarded as a
quantum counterpart of the canonical transformation to
an assembly of harmonic oscillators for classical systems
in the context of the Liouville integrability. Then, the
field operators in the characteristic functional just ac-
quire oscillating factors in the evolution as in (2.9), and
the diagonal singularity yields the stationary state. As a
result, only the gauge invariant terms such as the occu-
pation number Iˆk = bˆ
†
k
bˆk survive in the GGE in (2.11)
in the long-time limit t→∞.
Moreover, the GGE (2.11) is a simple Gaussian state:
only the quadratic gauge invariant terms Iˆk = bˆ
†
k
bˆk con-
tribute to the GGE, as long as the initial (not necessarily
Gaussian) state fulfills a few physical conditions, where
the presence of anomalous correlations is allowed. In con-
trast to the previous works [16, 34–37], which proved the
Gaussification for large but finite systems, we have di-
rectly analyzed the systems in the thermodynamic limit,
with continuous spectra. This greatly simplifies the anal-
ysis, and in this picture, the mechanism for the equili-
bration is due to the Riemann-Lebesgue lemma and the
diagonal singularity. We have solved the evolutions of
the states of the whole systems exactly, and have shown
the Gaussification for rather general (non-Gaussian) ini-
tial states (particles can be distributed all over the space
and correlations can be present everywhere in space, but
the correlations should be of finite range), even in the
presence of initial correlations among systems.
We stress that the observables are also relevant to the
relaxation. In particular, the locality of the observables
is important, for the Riemann-Lebesgue lemma to work.
It is known that the relaxation times for typical systems
and/or typical settings are typically short [28–33] irre-
spective of the system characteristics or the observables.
For specific (atypical) systems, however, it is not the case,
and the relaxation time depends on the choice of the ob-
servable as well as the initial state.
9In this work, we have studied the relaxation to a GGE
for time-independent Hamiltonians. It would be interest-
ing, as a potential future subject, to extend the discussion
to the stationary states of periodically driven systems, on
the basis of the Floquet theory [69–72].
ACKNOWLEDGMENTS
This work was supported by the Grants-in-Aid for Sci-
entific Research (C) (No. 18K03467 and No. 18K03470)
and for Fostering Joint International Research (B)
(No. 18KK0073) both from the Japan Society for the Pro-
motion of Science (JSPS), and by the Waseda University
Grant for Special Research Projects (No. 2018K-262).
Appendix A: Decay of Correlations
The Gaussification is a consequence of the decay of
the cumulants except for the occupation numbers. We
have attributed the mechanism behind the decay to the
Riemann-Lebesgue lemma, under the assumptions (i)–
(v) listed in Sec. I. Let us here compute the evolutions of
the cumulants explicitly for analytically tractable specific
forms of spectra to get an idea on how the Riemann-
Lebesgue lemma works and how the correlations decay
in the long-time limit.
Let us first look at the second-order cumulants in
(2.10). There are four different types. The trans-
lationally invariant component of the normal correla-
tion represented by fk, which is related to the occu-
pation numbers, does not decay and survives in the
GGE: K¯1,1(t) =
∫
dDk fkJkJ
∗
k
in (2.10) is independent
of time t. The remaining (local) component of the nor-
mal correlation represented by Fkk′ evolves in time as
K˜1,1(t) =
∫
dDk
∫
dDk′ Fkk′JkJ
∗
k′
ei(ωk−ωk′ )t. In general,
the cumulant involvingm+ creation operators bˆ
†
k
andm−
annihilation operators bˆk evolves in time as
Km+,m−(t) =
∫
dDk1 · · ·
∫
dDkm+
∫
dDk′1 · · ·
∫
dDk′m−Kk1...km+k′1...k′m−
Jk1 · · · Jkm+J
∗
k′
1
· · · J∗
k′
m−
× e
i(ωk1+···+ωkm+
−ω
k′
1
−···−ωk′
m−
)t
. (A1)
As we discussed below (2.12), not only the spectrum
Kk1...km+k′1...k′m−
of the correlation function but also ob-
servables are relevant to the evolution of the cumulant
through Jk. To generate the expectation value of an
observable, we take the derivatives of the characteristic
functional χt[J, J
∗] with respect to Jk and J
∗
k
, through
which Jk and J
∗
k
are replaced by the Fourier spectrum
of the observable [58]. In this sense, the k dependence of
Jk represents the spectra of observables of interest. Let
us consider a specific form of the overall spectrum for
the evolution of the cumulant, i.e. a Gaussian spectrum
with a quadratic dispersion relation ωk =
1
2a
2k2, to fa-
cilitate explicit calculation and to get an idea on how the
cumulants decay. In the case of a symmetric Gaussian
spectrum, the local component evolves as
K˜m+,m−(t) =
∫
dDk1 · · ·
∫
dDkm+
∫
dDk′1 · · ·
∫
dDk′m−K˜k1...km+k′1...k′m−
Jk1 · · · Jkm+J
∗
k′
1
· · · J∗
k′
m−
× e
i(ωk1+···+ωkm+
−ω
k′
1
−···−ωk′
m−
)t
∝
∫
dDk1 · · ·
∫
dDkm+
∫
dDk′1 · · ·
∫
dDk′m−e
− 1
2
σ2(k21+···+k
2
m+
+k′21 +···+k
′2
m−
)
e
i
2
a2(k21+···+k
2
m+
−k′21 −···−k
′2
m−
)t
=
(2π)(m++m−)D/2
(σ2 − ia2t)m+D/2(σ2 + ia2t)m−D/2
. (A2)
The translationally invariant component with such a symmetric Gaussian spectrum, on the other hand, evolves as
K¯m+,m−(t) =
∫
dDk1 · · ·
∫
dDkm+
∫
dDk′1 · · ·
∫
dDk′m−K¯k1...km+k′1...k′m−
δD(k1 + · · ·+ km+ − k
′
1 − · · · − k
′
m−)
× Jk1 · · ·Jkm+J
∗
k′
1
· · · J∗k′
m−
e
i(ωk1+···+ωkm+
−ω
k′
1
−···−ωk′
m−
)t
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∝
∫
dDk1 · · ·
∫
dDkm+
∫
dDk′1 · · ·
∫
dDk′m−δ
D(k1 + · · ·+ km+ − k
′
1 − · · · − k
′
m−)
× e
− 1
2
σ2(k21+···+k
2
m+
+k′21 +···+k
′2
m−
)
e
i
2
a2(k21+···+k
2
m+
−k′21 −···−k
′2
m−
)t
=
(2π)(m++m−−1)D/2
(σ2 − ia2t)(m+−1)D/2(σ2 + ia2t)(m−−1)D/2[(m+ +m−)σ2 + i(m+ −m−)a2t]D/2
. (A3)
The local component of any mth-order cumulant (m =
m+ +m−) decays asymptotically as
K˜m+,m−(t) ∼ t
−mD/2, (A4)
while the translationally invariant component as
K¯m+,m−(t) ∼


t−(m−1)D/2 (m+ 6= m−),
t−(m−2)D/2 (m+ = m−).
(A5)
These show that (i) the cumulants decay except for the
translationally invariant component fk of the normal cor-
relation (m+,m−) = (1, 1). This leads to the Gaussifi-
cation. In addition, we see that (ii) the translationally
invariant components decay more slowly than the local
components, and that (iii) the decays of the translation-
ally invariant components of the gauge-invariant cumu-
lants with m+ = m− are even slower.
Even if the real spectra for the evolutions of the cumu-
lants are not of such simple Gaussian form, the saddle-
point approximation in estimating the integrals for large
t yields Gaussian integrals. The integrands after the
saddle-point approximation might not be so simple as the
symmetric Gaussian considered above, but in any case,
for generic (not necessarily symmetric) Gaussian spectra
with the quadratic dispersion relation ωk, the cumulants
decay asymptotically as (A4) and (A5). The results (A4)
and (A5) are therefore of quite general validity.
Appendix B: Mixing of GGE
Here, we prove the mixing property (2.16) of the GGE
in (2.12) with the Hamiltonian Hˆ in (2.1). Recall the
characteristic functional of the GGE in (2.11),
χGGE[J, J
∗] = 〈Wˆ [J, J∗]〉GGE
= exp
(
−
1
2
∫
dDk (1 + 2fk)|Jk|
2
)
, (B1)
where
Wˆ [J, J∗] = e
∫
dDk (Jk bˆ
†
k
−J∗
k
bˆk), (B2)
and consider
Ξt[J
(A), J (A)∗, J (B), J (B)∗, J (C), J (C)∗]
=
〈
Wˆ [J (A), J (A)∗]eiHˆtWˆ [J (B), J (B)∗]e−iHˆt
× Wˆ [J (C), J (C)∗]
〉
GGE
,
(B3)
which is the generating functional for the correlation
functions of the type (2.16). In the GGE characterized
by (B1), it reads
Ξt[J
(A), J (A)∗, J (B), J (B)∗, J (C), J (C)∗]
=
〈
Wˆ [J (A), J (A)∗]Wˆ [J (B)eiωt, J (B)∗e−iωt]Wˆ [J (C), J (C)∗]
〉
GGE
= exp
(
−i Im
∫
dDk (J
(A)∗
k
J
(B)
k
eiωkt + J
(B)∗
k
J
(C)
k
e−iωkt + J
(A)∗
k
J
(C)
k
)
)
×
〈
Wˆ [J (A) + J (B)eiωt + J (C), J (A)∗ + J (B)∗e−iωt + J (C)∗]
〉
GGE
= exp
(
−i Im
∫
dDk (J
(A)∗
k
J
(B)
k
eiωkt + J
(B)∗
k
J
(C)
k
e−iωkt + J
(A)∗
k
J
(C)
k
)
)
× exp
(
−
1
2
∫
dDk (1 + 2fk)|J
(A)
k
+ J
(B)
k
eiωkt + J
(C)
k
|2
)
. (B4)
This relaxes to
Ξt[J
(A), J (A)∗, J (B), J (B)∗, J (C), J (C)∗]
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t→∞
−−−→ exp
(
−i Im
∫
dDk J
(A)∗
k
J
(C)
k
)
exp
(
−
1
2
∫
dDk (1 + 2fk)(|J
(A)
k
+ J
(C)
k
|2 + |J
(B)
k
|2)
)
=
〈
Wˆ [J (A), J (A)∗]Wˆ [J (C), J (C)∗]
〉
GGE
〈
Wˆ [J (B), J (B)∗]
〉
GGE
, (B5)
by the Riemann-Lebesgue lemma. This shows the fac-
torization (2.16) for any local observables Aˆ, Bˆ, and Cˆ.
Appendix C: Relaxation from Correlated Initial
States
Here, we prove the relaxation (3.42) from the corre-
lated initial state (3.41). We actually look at the evo-
lution of the characteristic functional of the state of the
total system driven by the Hamiltonian Hˆ in (3.7),
χt[J, J
∗] = 〈Wˆ [J, J∗]〉t =
∑
j
〈Lˆ†je
iHˆtWˆ [J, J∗]e−iHˆtLˆj〉,
(C1)
where
Wˆ [J, J∗] = e
∑
ℓ
∫
dDk (JkℓAˆ
†
kℓ
−J∗
kℓ
Aˆkℓ), (C2)
and 〈 · · · 〉 denotes the expectation value in the factorized
state ρˆS ⊗ ρˆB in (3.17). We introduce the generating
functional for the correlation functions in (C1),
Ξt[J, J
∗, J (L), J (L)∗, J (L
†), J (L
†)∗]
=
〈
Wˆ [J (L), J (L)∗]eiHˆtWˆ [J, J∗]e−iHˆtWˆ [J (L
†), J (L
†)∗]
〉
.
(C3)
It is reduced to
Ξt[J, J
∗, J (L), J (L)∗, J (L
†), J (L
†)∗]
=
〈
Wˆ [J (L), J (L)∗]Wˆ [Jeiωt, J∗e−iωt]Wˆ [J (L
†), J (L
†)∗]
〉
= exp
(
−i Im
∑
ℓ
∫
dDk (J
(L)∗
kℓ Jkℓe
iωkℓt + J∗kℓJ
(L†)
kℓ e
−iωkℓt + J
(L)∗
kℓ J
(L†)
kℓ )
)
×
〈
Wˆ [J (L) + Jeiωt + J (L
†), J (L)∗ + J∗e−iωt + J (L
†)∗]
〉
= exp
(
−i Im
∑
ℓ
∫
dDk (J
(L)∗
kℓ Jkℓe
iωkℓt + J∗kℓJ
(L†)
kℓ e
−iωkℓt + J
(L)∗
kℓ J
(L†)
kℓ )
)
χS(ξ(t), ξ
∗(t))χB [η(t), η
∗(t)], (C4)
where χS(ξ, ξ
∗) and χB[η, η
∗] are the characteristic func-
tion of the state ρˆS of the harmonic oscillator in (3.18)
and the characteristic functional of the state ρˆB of the
reservoirs in (3.19), respectively, with
ξ(t) =
∑
ℓ
∫
dDkα∗kℓ(J
(L)
kℓ + Jkℓe
iωkℓt + J
(L†)
kℓ ), (C5)
ηkℓ(t) =
∑
ℓ′
∫
dDk′ β∗
k′ℓ′,kℓ(J
(L)
k′ℓ′ + Jk′ℓ′e
iωk′ℓ′ t + J
(L†)
k′ℓ′ ).
(C6)
For t → ∞, due to the Riemann-Lebesgue lemma, it
behaves asymptotically as
Ξt[J, J
∗, J (L), J (L)∗, J (L
†), J (L
†)∗]
t→∞
−−−→ exp
(
−i Im
∑
ℓ
∫
dDk J
(L)∗
kℓ J
(L†)
kℓ
)
× χS(ξ¯, ξ¯
∗)χB[η(t), η
∗(t)], (C7)
with
ξ(t)→
∑
ℓ
∫
dDk α∗kℓ(J
(L)
kℓ + J
(L†)
kℓ ) = ξ¯, (C8)
ηkℓ(t)→
∑
ℓ′
∫
dDk′ β∗
k′ℓ′,kℓ(J
(L)
k′ℓ′ + J
(L†)
k′ℓ′ ) + Jkℓe
iωkℓt
= η¯kℓ + Jkℓe
iωkℓt. (C9)
Recall (3.24) and (3.25) for the factorized case. Insert-
ing the asymptotic behavior of ηkℓ(t) in the cumulant
expansion of χB[η, η
∗] in (3.20), we have
12
χB[η(t), η
∗(t)]
= exp
(
2i Im
∑
ℓ
∫
dDk (η¯kℓ + Jkℓe
iωkℓt)〈bˆ†
k
〉
−
1
2
∑
ℓ
∫
dDk (1 + 2f
(ℓ)
k
)|η¯kℓ + Jkℓe
iωkℓt|2
+Re
∑
ℓ
∫
dDk g
(ℓ)∗
k
(η¯kℓ + Jkℓe
iωkℓt)(η¯−kℓ + J−kℓe
iωkℓt)
−
∑
ℓ
∫
dDk
∫
dDk′ (η¯kℓ + Jkℓe
iωkℓt)F
(ℓ)
kk′
(η¯∗k′ℓ + J
∗
k′ℓe
−iω
k′ℓt)
+ Re
∑
ℓ
∫
dDk
∫
dDk′ (η¯kℓ + Jkℓe
iωkℓt)G
(ℓ)∗
kk′
(η¯k′ℓ + Jk′ℓe
iωk′ℓt)
+
∑
ℓ
∫
dDk1
∫
dDk2
∫
dDk3K
(ℓ)
k1k2k3
(η¯k1ℓ + Jk1ℓe
iωk1ℓt)(η¯k2ℓ + Jk2ℓe
iωk2ℓt)(η¯∗k3ℓ + J
∗
k3ℓe
−iωk3ℓt) + · · ·
)
t→∞
−−−→ exp
(
2i Im
∑
ℓ
∫
dDk η¯kℓ〈bˆ
†
k
〉
−
1
2
∑
ℓ
∫
dDk (1 + 2f
(ℓ)
k
)(|η¯kℓ|
2 + |Jkℓ|
2) + Re
∑
ℓ
∫
dDk g
(ℓ)∗
k
η¯kℓη¯−kℓ
−
∑
ℓ
∫
dDk
∫
dDk′ η¯kℓF
(ℓ)
kk′
η¯∗
k′ℓ +Re
∑
ℓ
∫
dDk
∫
dDk′ η¯kℓG
(ℓ)∗
kk′
η¯k′ℓ
+
∑
ℓ
∫
dDk1
∫
dDk2
∫
dDk3K
(ℓ)
k1k2k3
η¯k1ℓη¯k2ℓη¯
∗
k3ℓ + · · ·
)
= χB[η¯, η¯
∗]χNESS[J, J
∗], (C10)
where χNESS[J, J
∗] is given in (3.28). Thus, (C7) further
relaxes to
Ξt[J, J
∗, J (L), J (L)∗, J (L
†), J (L
†)∗]
t→∞
−−−→ exp
(
−i Im
∑
ℓ
∫
dDk J
(L)∗
kℓ J
(L†)
kℓ
)
× χS(ξ¯, ξ¯
∗)χB[η¯, η¯
∗]χNESS[J, J
∗]
=
〈
Wˆ [J (L), J (L)∗]Wˆ [J (L
†), J (L
†)∗]
〉
χNESS[J, J
∗].
(C11)
This shows that the characteristic functional (C1) for the
correlated initial state ρˆ0 in (3.41) relaxes to
χt[J, J
∗]
t→∞
−−−→
∑
j
〈Lˆ†jLˆj〉χNESS[J, J
∗] (C12)
for any local perturbations Lˆj, and proves (3.42), under
the normalization condition
∑
j〈Lˆ
†
jLˆj〉 = 1 for the corre-
lated initial state ρˆ0.
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