Let G = (V, E) be a weighted undirected graph with n vertices and m edges; each edge e has a weight w(e) assigned to it. Let f(G) be the weight of a minimum spanning tree of G if G is connected; otherwise f(G) = ∞. The most vital edge of G is an edge e such that f(G − e) ≥ f(G − e′) for every other edge e′ of G. In this paper we describe an O(log n) time parallel algorithm with m processors for finding the most vital edge of a graph on the concurrent read exclusive write (CREW) model of parallel computation.
INTRODUCTION
In many network applications, a problem of recurring interest to the network designer is that of finding the edges of the network which are most important-if these edges are removed from the network, the performance of the network will be greatly affected. A most vital edge is an edge, which if removed, causes the maximum change (increase) in the cost of the minimum spanning tree (MST(G)) of the graph G. The problem of finding the most vital edge can be solved sequentially in O(m log n) and O(n 2 ) time [8] ; in fact the time can be improved to O(m + n log n) and O(mα(m, n)) [11] . The problem can be solved in O(log n) time using n 2 / log n processors on an exclusive read exclusive write (EREW) parallel random access machine (PRAM) [9] . We propose an O(log n) time parallel algorithm using m processors on the concurrent read, exclusive write (CREW) PRAM. In this model, all processors can simultaneously access a memory location for reading, but in a single unit of time not more than one processor can write in the same location.
The organization of this paper is as follows. In Section 2 some definitions and procedures which we use are briefly reviewed and the algorithm is described in Section 3.
PRELIMINARIES
Let G = (V, E) be a weighted undirected graph with n vertices and m edges; each edge e has a weight w(e) assigned to it. Let f (G) be the weight of a minimum spanning tree of 1 Currently at Viewlogic Systems, Inc., Cupertino.
We may assume that edge-connectivity of G is more than or equal to two as otherwise a bridge can be easily located and reported as the most vital edge. We can further assume without loss of generality that the edge weights are distinct to ensure that G has an unique minimum spanning tree; otherwise we may order the edges in order of occurrence. If e is an edge of MST(G), and G − e is connected the replacement edge r(e) [11] is defined to be the edge such that MST(G) − e + r(e) is a minimum spanning tree of G − e. If G − e is not connected the r(e) is undefined. As the most vital edge of G belongs to MST(G) [8] , for a bridgeless graph G the most vital edge is that edge which maximises w(r(e))−w(e) among e ∈ MST(G).
In this paper, tree edges refer to edges belonging to MST(G), and nontree the remaining edges in the graph. It will also be assumed that the minimum spanning tree MST(G) is available. Minimum spanning tree can be computed on the EREW (and hence CREW) models in O(log n log log n) using n + m processors [12] and on the PRIORITY CRCW model in O(log n) time using ((n + m) log (3) n)/(log n) processors [7, 10] .
Another procedure which we use is routine for parallel prefix and suffix computation. Given n items, A 1 , A 2 , · · · , A n , parallel prefix computation problem requires us to compute n "sums"
A n ; here is any associative operator. In parallel suffix computation we are required to form n sums
A n , A n . Both these problems are similar. Prefix computation problem (and hence suffix computation problem) can be solved in O(log n) time with n/ log n processors on a CREW PRAM [14] . We will use "min" and the usual sum "+" as operators, and call the problems as parallel prefix (or suffix) minima and parallel prefix (or suffix), respectively.
In the remainder of this section we describe plane sweep tree and fractional cascading data structure which are required for describing our algorithms. Plane sweep tree [1, 2] T can be defined as follows. Let S = {s 1 , s 2 , · · · , s n } be a set of nonintersecting line segments in the plane. Construct a complete binary tree T with 2n + 1 leaves. The leaves of T , in left to right order correspond to 2n + 1 intervals formed by projecting both end points of each segment onto the x-axis. Associated with each internal node v ∈ T is an interval I v which is the union of intervals associated with descendants of v. Let π v denote the vertical strip I v × (−∞, +∞). A segment s covers a node v if s spans the vertical strip π v (s does not have an end point in π v ) but not π parent (v) . For each node v ∈ T let Cover(v) denote the set of segments that cover v. As no segment can cover more than 2 nodes at any level [3] , each segment can cover at most O(log n) nodes. Thus, if we assign a processor to any segment say s, then that processor can determine the set of nodes {v s }, which segment s covers, sequentially in O(log n) time. By lexicographically sorting set {(v s , s)} on first coordinate, we can determine Cover (v), for each node v. As we are sorting O(n log n) items, this will take O(log n) time with n log n processors using Cole Sort [6] . By using a more complicated method, the processors required can be reduced to n. In fact, Atallah et al. (Theorem 5.2 [2] ) have shown that the plane sweep tree T , together with lists Cover(v) can be constructed in O(log n) time using n processors on the CREW model. At the end of the construction procedure, each node v in T has its list Cover(v) sorted by the "above" relation. We will use the term plane sweep tree to refer to T together with the lists Cover(v) stored at each node.
Plane sweep tree will be used to answer queries of the type "given a query point p = (x, y), locate the segment directly above (or below) p." This problem is solved by locating log n segments above (or below) the point p, and choosing the one which is "just" above it. We first find the leaf (say v) in whose interval point p lies, do a binary search on Cover(v) to locate one segment. Then we move to v 1 , parent of v in T , and locate p in Cover(v 1 ), then move to v 2 , parent of v 1 and so on until we reach the root. If we carry out binary search in all log n ancestors of p, then this method will take O(log 2 n) time with a single processor, or O(log n) time with log n processors. To reduce the time to O(log n) with single processor, we convert the plane sweep tree into fractional cascading data structure. Essentially, we would like to move from node
One method of converting plane sweep tree is to "augment" each Cover(v) with some items from its ancestors [3] . Basically, we let A(root) = Cover(root). If w is parent of v, then A(v) is formed by merging Cover(v) with Sample(w); here Sample(w) consists of every 4th item of A(w) [3] ; each item also "remembers" the list from which it came and its position in that list. Instead of searching for p in Cover(v), we search for p in A(v), and as A(v) is merge of Cover(v) and Sample(w), the position of p in both Cover (v) and Sample(w) can be determined in O(1) time. Further, as between any two items of Sample(w), there are at most 4 items of A(w), position of p in A(w), and then in Cover(w) can now be determined in O(1) time. Since merging two lists of at most n items takes O(log log n) time with n/ log log n processors [5, 13] , entire procedure takes O(log n log log n) time with n processors [3] .
Attalah et al. [2] have shown that using a better merge procedure, a generalization of that used in Cole Sort [6] , the data structure for even a more general problem can be constructed in O(log n) time with n/ log n processors. Given a directed graph G = (V, E), in which each node v contains a sorted list C(v), the fractional cascading problem [2, 4] 
is given in sorted order for each V , a fractional cascading data structure can be built for G in O(log n) time using n/ log n processors on the CREW model; here n = |V | + |E| + v∈V |C(v)|.
AN m-PROCESSOR ALGORITHM
Though the algorithm of Hsu et al. [9] is optimal for dense graphs, for most applications it is preferable to have an algorithm whose cost is a function of the number of edges in the graph, especially if the graph is sparse. In this section, we describe an O(log n) time algorithm using m processors.
We first compute the preorder number for all vertices with respect to MST(G); this can be done by Euler tour traversal technique [15] in O(log n) time with n/ log n processors. Using the Euler tour, the number of descendants of each vertex in MST(G) can also be computed within the same resource bounds. We let pre(v) denote the preorder number for vertex v and des(v) the number of descendants of vertex v with respect to MST(G). We also use α v to denote the quantity pre(v) + des(v). Fact 1 [15] . pre(v) and des(v) can be computed for all vertices in the graph in O(log n) time with n/ log n processors.
The basic computation required to obtain the most vital edge is to compute for each tree edge e its replacement edge r(e) (Section 2). Let us consider a tree edge e = ( p(v), v) where p(v) denotes the parent of v (by definition of preorder, pre( p(v)) < pre(v)). We state here a lemma which characterizes the replacement edge.
LEMMA 1. Replacement edge r(e) of edge e = ( p(v), v)
is the edge with minimum cost in the set of nontree edges E = E 1 E 2 where
Proof. Hsu et al. [8] have shown that replacement edge r(e) must be an edge joining a descendant of v with a nondescendant of v (see [8] , Lemma 3) .
From the definition of a preorder number for a vertex, any descendant w of a vertex v has a preorder number pre(w), which is greater than pre(v), the preorder number of v; and pre(w) is less than or equal to pre (v 
Any nondescendant has a preorder number which is either less than pre(v) or greater than α v . Thus, E 1 is exactly the set of nontree edges for which one vertex has a preorder number less than pre(v) (the other vertex is a descendant of v).
Similarly, E 2 is the set of nontree edges for which one vertex has a preorder number greater than α v (the other vertex is a descendant of v).
Also E 1 E 2 is exactly the set of all nontree edges joining any descendant of v to a nondescendant. Thus, the lemma follows.
To locate the replacement edges efficiently in parallel, we will represent each nontree edge by a horizontal segment in plane. Each nontree edge (a, b), with pre(a) < pre(b) is represented by a horizontal segment in the plane with xcoordinate ranging from a to b. The y-coordinate of the segment is defined as follows: if there are k segments having first x-coordinate a, then the ith segment is assigned a ycoordinate y i (a) = a + ((i − 1)/k). The cost of each nontree edge is assigned to its corresponding segment. Note that by definition, all the segments have distinct y-coordinates. If we sort all segments on their y-coordinate (in increasing order), it is clear that the segments are arranged in increasing order by their left end points; further segments starting from the same vertex appear consecutively in same order.
If S 1 denotes the set of segments corresponding to E 1 and S 2 the set of segments corresponding to E 2 , we can make the following observations from Lemma 1:
(a) S 1 is the set of segments intersected by the vertical line y = pre(v) but which terminates before (or at) the vertical line y = α v .
(b) S 2 is the set of segments intersected by the vertical line y = α v but which starts after (or at) the vertical line y = pre(v).
Thus, computation of the replacement edge r(e) for edge e = ( p(v), v) is equivalent to the computation needed to locate segment s e where s e is the segment with minimum cost in the set S 1 S 2 ; The two cases (a) and (b) are symmetric. So, in subsequent discussions we will only consider case (b).
We construct a plane sweep tree [2] T for this set of segments. Note that the set of segments is strictly ordered on y-coordinate. For each node v in plane sweep tree T we consider Cover(v ), the set of all segments that cover node v . By construction of T the segments in each Cover(v ) are sorted in increasing order of their y-coordinates; or equivalently, the segments are arranged in increasing order by their left end points (segments starting from the same vertex appear consecutively in Cover(v )). Now, for vertex v in the original graph G (and the given minimum spanning tree), let E v be the leaf in plane sweep tree T associated with the integer α v + 1. By the property of a plane sweep tree if we consider the path from leaf E v to rootthe leaf-to-root walk-(
contains exactly those segments that are intersected by the vertical line l v = α v .
Our desired query is to locate the least-cost segment which belongs to this set and starts after (or at) pre (v) . This is carried out by locating for each node v i in the walk, lc v (v i ), the least cost segment in Cover(v i ) starting after (or at) pre (v) and finally computing the least-cost segment in this reduced set {lc(v i )}.
We next consider the computation required for node v i in the walk. We compute suffix-minima on key cost for all segments in Cover(v). Elements with the same suffixminima value occur consecutively. From each sequence of elements with the same suffix-minima, we keep the element with maximum starting x-coordinate and delete the other elements, and compact. Clearly, items which remain will be sorted in increasing order. It is obvious that a binary search with key pre(v) on this set will locate the least-cost segment which starts after (or at) segment v in the plane.
Overall, for node v to locate the least-cost segment in S 2 we need the following set of operations: Proof. From the property of the plane sweep tree, the sum total of elements in Cover(v) for all nodes v is O(m log m) = O(m log n). So, suffix-minima can be carried out in O(log n) time using m processors [14] . Using prefix sums [14] , items can be compacted in same resource bounds. As |Cover(v i )| ≤ m, one processor can query a single node in the walk in O(log n) time. Since the walk is of length O(log n), one processor can thus compute the replacement edge corresponding to a single tree edge in O(log 2 n) time. Since there are n independent queries, n processors can query in parallel. Thus, max{m, n} = m processors can solve the problem in O(log 2 n) time.
To answer the query faster, i.e., in O(log n) time, we simply note that each node v i in the plane sweep tree contains a sorted list (after suffix-minima step followed by element deletion). Also, the tree satisfies the condition d (G) ≤ 2; i.e., d(G) is  O(1) . So, a fractional cascading data structure T [2] can be constructed in O(log n) time with m processors (total number of elements in T is O(m log m) = O(m log n) ). From the discussion in [2] , this data structure allows multilocation of any point p (in a leaf-to-root walk) in O(log n) time; O(log n) time for the binary search at the leaf, and an additional O(1) for each additional node on the path to the root. Thus we have the following theorem: 
FINAL REMARKS
In this paper, an O(log n) time algorithm using m processors on CREW model has been described. However, if an efficient algorithm for the maximum spanning tree can be designed, then, using an observation of Iwano and Katoh [11] the number of nontree edges to be considered in the algorithm can be reduced to n only and hence the number of processors can also be reduced to O(n).
