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quasi-interpolation operators
Yurii Kolomoitseva, 1, * and Ju¨rgen Prestina, 2
Abstract. We study approximation properties of the general multivariate periodic quasi-
interpolation operator Qj(f, ϕj , ϕ˜j), which is generated by the distribution/function ϕ˜j and
some trigonometric polynomial ϕj . The class of such operators includes classical interpola-
tion polynomials (ϕ˜j is the Dirac delta function), Kantorovich-type operators (ϕ˜j is a char-
acteristic function), scaling expansions associated with wavelet constructions, and others.
Under different compatibility conditions on ϕ˜j and ϕj , we obtain upper and lower estimates
for the Lp-error of approximation by operators Qj(f, ϕj , ϕ˜j) in terms of the best and best
one-sided approximation, classical and fractional moduli of smoothness, K-functionals, and
other terms.
1. Introduction
Quasi-interpolation operators are among the most important mathematical tools in many
branches of science and engineering. They play a crucial role as a connecting link between
continuous-time and discrete-time signals. For proper application of quasi-interpolation ope-
rators, it is very important to know the quality of approximation of functions by such op-
erators in various settings. As a rule, approximation properties of such operators have been
studied in the non-periodic case. Recall that non-periodic quasi-interpolation operators,
which are also often called quasi-projection operators, can be defined by
(1.1)
∑
k∈Zd
mj〈f, ϕ˜(M j · −k)〉ϕ(M j · −k),
where ϕ is a function and ϕ˜ is a distribution or a function, M is a dilation matrix, and
m = |detM |. The class of such operators is very large. For example, if ϕ˜ is the Dirac
delta-function, operators (1.1) represent classical sampling expansions (see, e.g., [41, 2, 6,
10, 17, 20]); if ϕ˜ is a characteristic function of a certain bounded set, we derive the so-called
Kantorovich-type operators and their generalization (see, e.g., [3, 27, 7, 42, 19, 21]); under
particular conditions on ϕ and ϕ˜, the class of operators (1.1) includes scaling expansions
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associated with wavelet constructions (see, e.g., [12, 4, 11, 22, 35]) and other types of
operators.
In this paper, we study a periodic counterpart of (1.1), which can be defined in the
following way
(1.2) Qj(f, ϕj , ϕ˜j) =
1
mj
∑
k
Λϕ˜jf(M
−jk)ϕj(· −M
−jk),
where the sum over k is finite, ϕj is a trigonometric polynomial, and Λϕ˜jf is a certain bounded
function associated with the distribution or function ϕ˜j (see Section 2 for details).
Similar to the non-periodic case, approximation properties of operators (1.2) have also
been intensively studied by many mathematicians (see, e.g., [13, 14, 18, 29, 33, 36, 37]
and the references therein). It turns out that in the periodic case, such operators have been
considered mainly in the form of sampling or interpolating-type operators (i.e., ϕ˜j is the
periodic Delta function) given by
(1.3) Ij(f, ϕj) =
1
mj
∑
k
f(M−jk)ϕj(· −M
−jk),
where, usually, ϕj is a so-called fundamental interpolant, e.g., the Dirichlet or de la Valle´e-
Poussin kernels, or periodic B-splines. At the same time, general periodic quasi-interpolation
operators of type (1.2) have been considered only in a few works. In particular, the general
case of operators (1.2) with some particular class of linear functionals instead of f(M−jk)
was studied in [14] and in the recent paper [18].
The estimation of the Lp-error of approximation by interpolation operators (1.3), in
which ϕj is the Dirichlet kernel was studied in [13]. A more general case of Hermite-type
interpolation was considered in [29]. In the mentioned two papers, the estimates of the error
were given in terms of the best one-sided approximation by trigonometric polynomials and in
terms of the τ -modulus of smoothness of arbitrary integer order. Approximation properties
of the operator (1.3) for various trigonometric polynomials ϕj (the so-called methods of
summation of the discrete Fourier series) were considered in [37] and [38], in which the
error estimates were investigated in the uniform norm. In the papers [33] and [36], the
introduction of the periodic Strang-Fix conditions as well as their different modifications
enabled the development of a unified approach to error estimates of periodic interpolation for
functions from the Sobolev spaces and other function spaces. Some estimates of the Lp-error
of approximation by operators (1.3) for functions from Nikol’skij-Besov spaces were derived
in [34].
The goal of this paper is to estimate the Lp-error of approximation of a given function
f from above and below by quasi-interpolation operators Qj(f, ϕj , ϕ˜j) for a wide range of
distributions/functions ϕ˜j and trigonometric polynomials ϕj . Under different compatibility
conditions on ϕj and ϕ˜j related in some sense to the Strang-Fix conditions, we obtain esti-
mates for the error of approximation in terms of the best and best one-sided approximation,
classical and fractional moduli of smoothness, K-functionals, and other terms. We pay a spe-
cial attention to the case of ϕ˜j ∈ Lq, for example, ϕ˜j is a normalized characteristic functions,
which provides Kantorovich-type operators. In particular, we show that if ϕj = D2j is the
Dirichlet kernel and f ∈ Lp[−
1
2 ,
1
2 ], 1 < p <∞, σ ∈ (0, 1/2], then (see Example 4.4)
(1.4)
∥∥∥∥f − 2j−1−1∑
k=−2j−1
1
2σ
∫ 2−jσ
−2−jσ
f
(
t+ 2−jk
)
dtD2j
(
· − 2−jk
) ∥∥∥∥
p
≍ ω2(f, 2
−j)p,
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where ω2(f, 2
−j)p is the classical modulus of smoothness of second order. At the same time,
if ϕj(x) = D
χ
2j ,σ
(x) =
∑2j−1−1
ℓ=−2j−1
πσ2−j+1ℓ
sinπσ2−j+1ℓ
e2πiℓx, then (see Example 4.2)
(1.5)
∥∥∥∥f − 2j−1−1∑
k=−2j−1
1
2σ
∫ 2−jσ
−2−jσ
f
(
t+ 2−jk
)
dtDχ
2j ,σ
(
· − 2−jk
) ∥∥∥∥
p
≍ E2j (f)p,
where E2j (f)p is the best approximation of f by trigonometric polynomials with frequencies
in [−2j−1, 2j−1). In the above relations (1.4) and (1.5), the notation ≍ denotes the two-sided
inequality with positive constants independent of f and j.
The paper is organized as follows: in Section 2 we introduce basic notations, provide
essential facts, and define the quasi-interpolation operator Qj(f, ϕj , ϕ˜j). Section 3 is devoted
to auxiliary results. In this section, we obtain general upper estimates of the Lp-error for
Qj(f, ϕj , ϕ˜j) and give auxiliary lemmas. In Section 4 we prove the main results. In Sub-
section 4.1, under strong compatibility conditions on ϕj and ϕ˜j , we estimate the Lp-error
for operators (1.2) in terms of best approximation by trigonometric polynomials. In Subsec-
tion 4.2 we give two-sided estimates of the approximation error ‖f −Qj(f, ϕj , ϕ˜j)‖p in terms
of classical and fractional moduli of smoothness and K-functionals. In Subsection 4.3 we spe-
cify some error estimates from the previous section for functions f belonging to Besov-type
spaces.
2. Basic notation
We use the standard multi-index notations. Let N be the set of positive integers, Rd
be the d-dimensional Euclidean space, Zd be the integer lattice in Rd, Td = Rd/Zd be the
d-dimensional torus. Further, let x = (x1, . . . , xd)
T and y = (y1, . . . , yd)
T be column vectors
in Rd. Then (x, y) := x1y1 + · · · + xdyd, |x| :=
√
(x, x); 0 = (0, . . . , 0)T ∈ Rd; Zd+ := {x ∈
Zd : xk ≥ 0, k = 1, . . . , d}. If α ∈ Z
d
+, we set [α] =
∑d
k=1 αk, D
αf = ∂
[α]f
∂α1x1...∂
αdxd
.
We denote by c, C, and Cj , j = 1, 2, . . . some positive constants depending on the
indicated parameters. By these letters we also denote some positive constants that are inde-
pendent of the function f and the parameter j.
We use the notation Lp for the space Lp(T
d) with the usual norm
‖f‖p =
( ∫
Td
|f(x)|pdx
)1/p
for 1 ≤ p <∞
and
‖f‖∞ = vrai supx∈Td |f(x)| for p =∞.
As usual, we take L∞ = C(T
d). By B = B(Td) we denote the space of all bounded functions
on Td.
If f ∈ L1, then
f̂(k) =
∫
Td
f(x)e−2πi(k,x)dx, k ∈ Zd,
denotes the k-th Fourier coefficient of f . Sometimes, will use the same notation f̂ to denote
the Fourier transform of the function f ∈ L1(R
d).
Let D = C∞(Td) be the space of infinitely differentiable functions on Rd that are periodic
with period 1. The linear space of periodic distributions (continuous linear functionals on D)
is denoted by D′. It is known (see, e.g., [31, p. 144]) that any periodic distribution ϕ can be
4 YURII KOLOMOITSEV AND JU¨RGEN PRESTIN
expanded in a weakly convergent (in D′) Fourier series
(2.1) ϕ(x) =
∑
k∈Zd
ϕ̂(k)e2πi(k,x),
where the sequence {ϕ̂(k)}k has at most polynomial growth. Also, conversely, for any se-
quence {ϕ̂(k)}k of at most polynomial growth the series in the right-hand side of (2.1) con-
verges weakly to a periodic distribution. The numbers ϕ̂(k) are called the Fourier coefficients
of a periodic distribution ϕ and ϕ̂(k) = ϕ(e−2πi(k,·)).
In what follows, M = diag(m1,m2, . . . ,md) is a diagonal dilation matrix, mj is an integer
with |mj | > 1, m := |detM |, D(M) :=M [−1/2, 1/2)
d ∩ Zd.
For a given matrix M , we will use the following set of trigonometric polynomials:
TM := {T : specT ⊂ D(M)}.
The best approximation of f ∈ Lp by trigonometric polynomials T ∈ TM is denoted by
EM (f)p := inf {‖f − T‖p : T ∈ TM} .
The best one-sided approximation of f ∈ B is given by
E˜M (f)p := inf
{
‖t− T‖p : t, T ∈ TM , t(x) ≤ f(x) ≤ T (x) for all x ∈ T
d
}
.
Recall that for any f ∈ B, we have
E˜M (f)∞ ≍ EM (f)∞,
where ≍ is the two-sided inequality with absolute constants.
For a sequence {ak}k∈D(M) ∈ C, we denote
‖{ak}k‖ℓp,M :=

(
1
m
∑
k∈D(M)
|ak|
p
) 1
p
, if 1 ≤ p <∞,
sup
k∈D(M)
|ak|, if p =∞.
In this paper, we will use the following notation for the rectangular partial sums of the
Fourier series and the de la Valle´e Poussin means of f :
SMf(x) :=
∑
k∈D(M)
f̂(k)e2πi(k,x),
VMf(x) :=
∑
k∈D(M)
v(M−1k)f̂(k)e2πi(k,x),
where v ∈ C∞(Rd), v(ξ) = 1 for ξ ∈ [−1/4, 1/4)d and v(ξ) = 0 for ξ 6∈ [−3/8, 3/8)d . Recall
the following well-known inequalities (see, e.g., [25, Ch. 3] and Lemma 4.3):
(2.2) ‖f − SMf‖p ≤ c(p, d)EM (f)p, 1 < p <∞,
(2.3) ‖f − VMf‖p ≤ c(d)E 1
2
M (f)p, 1 ≤ p ≤ ∞.
The Dirichlet kernel with respect to the matrix M is defined by
DM (x) =
∑
k∈D(M)
e2πi(k,x).
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In what follows, a Fourier multiplier operator (or a convolution operator) associated with
a function ϕ is denoted by Λϕ, i.e. for any function f ∈ Lp, 1 ≤ p ≤ ∞, we set
Λϕf(x) := f ∗ ϕ(x) =
∑
k∈Zd
ϕ̂(k)f̂(k)e2πi(k,x).
Denote also
Kϕ,p := sup
‖f‖p≤1
‖Λϕf‖p.
The standard example of such operators is the partial sum of the Fourier series. For
example, if ϕ̂j(ξ) = χMj [− 1
2
, 1
2
)d(ξ), then Λϕjf = SMjf . In this case, we have
Kϕj ,p ≍
{
1, 1 < p <∞,
jd, p = 1 or ∞.
The averaging operator with respect to the matrix M is defined by
AvgMf(x) = m
−1
∫
M [− 1
2
, 1
2
)d
f(t+ x)dt.
Let ϕ˜ ∈ D′ and 1 ≤ p ≤ ∞. We will say that a function f belongs to the class Bϕ˜,p if
f ∈ Lp and the following series ∑
ℓ∈Zd
̂˜ϕ(ℓ)f̂(ℓ)e2πi(ℓ,x)
is a Fourier series of a certain bounded function Λϕ˜f .
Typical examples of Bϕ˜,p are the following: 1) if ϕ˜ is a finite complex-valued Borel measure
on Td and p =∞, then Bϕ˜,p = B; 2) if ϕ˜ ∈ Lq, 1/p + 1/q = 1, then by Young’s convolution
inequality, we have that Bϕ˜,p = Lp.
Now, let us introduce the main object of this paper. Let j ∈ N, ϕ˜j ∈ D
′, ϕj ∈ Lp, and
f ∈ Bϕ˜j ,p be given. For these functions, one can define the following quasi-interpolation
operator
(2.4) Qj(f, ϕj , ϕ˜j)(x) =
1
mj
∑
k∈D(Mj)
Λϕ˜jf(M
−jk)ϕj(x−M
−jk).
Note that under more restrictive conditions on the distributions ϕ˜j and for functions
f from some special Besov class, similar quasi-interpolation operators have been recently
studied in the paper [18].
3. Auxiliary results
The next lemma is one of the main auxiliary results in this paper.
Lemma 3.1. Let 1 ≤ p ≤ ∞, 1/p + 1/q = 1, δ ∈ (0, 1], and j ∈ N. Suppose that ϕ˜j ∈ D
′
and ϕj ∈ TMj . Then, for any f ∈ Bϕ˜j ,p, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(
‖Λψj (Tj)‖p + EδMj (f)p
+Kϕj ,q
(
E˜Mj (Λϕ˜jf)p + ‖Λϕ˜jf − Λϕ˜jTj‖p
))
,
where
(3.1) ψj(x) =
∑
ℓ∈D(Mj)
(
1− ϕ̂j(ℓ)̂˜ϕj(ℓ)) e2πi(ℓ,x),
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the polynomial Tj ∈ TMj is such that ‖f −Tj‖p ≤ c(d, p, δ)EδMj (f)p, and the constant C does
not depend on f and j.
Before proving Lemma 3.1, we give one simple corollary of Lemma 3.1 for the partial
sums of the Fourier series SMjf and the de la Valle´e Poussin means VMjf .
Corollary 3.1. Under the conditions of Lemma 3.1, we have:
a) if 1 < p <∞, then
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(
‖Λψj (SMjf)‖p + EMj (f)p +Kϕj ,qE˜Mj(Λϕ˜jf)p
)
,(3.2)
b) if 1 ≤ p ≤ ∞, then
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(
‖Λψj (VMjf)‖p + E 1
2
Mj(f)p +Kϕj ,qE˜ 1
2
Mj(Λϕ˜jf)p
)
,(3.3)
where the constant C does not depend on f and j and the function ψj is given by (3.1).
Proof. The inequalities (3.2) and (3.3) can be obtained repeating the proof of Lemma 3.1
presented below by taking Tj = SMjf in the case 1 < p < ∞ and Tj = VMjf in the case
1 ≤ p ≤ ∞. We need also to use (2.2), (2.3), and the following simple inequalities
‖Λϕ˜jf − Λϕ˜jVMjf‖p = ‖Λϕ˜jf − VMj (Λϕ˜jf)‖p
≤ CE 1
2
Mj (Λϕ˜jf)p ≤ CE˜ 1
2
Mj (Λϕ˜jf)p.
(3.4)

To prove Lemma 3.1, we will use a standard Marcinkiewicz-Zygmund inequality for mul-
tivariate trigonometric polynomials given in the following lemma. Its proof follows easily
from the corresponding one-dimensional result, see, e.g., [24].
Lemma 3.2. Let 1 ≤ p ≤ ∞, j ∈ N, and Tj ∈ TMj . Then∥∥{Tj(M−jk)}k∥∥ℓ
p,Mj
≤ c(d, p)‖Tj‖p.
The next lemma was proved in [18, Lemma16].
Lemma 3.3. Let 1 ≤ p ≤ ∞, 1/p + 1/q = 1, j ∈ N, {ak}k ∈ C, and ϕj ∈ TMj . Then∥∥∥∥ 1mj ∑
k∈D(Mj)
akϕj(· −M
−jk)
∥∥∥∥
p
≤ CKϕj ,q ‖{ak}k‖ℓ
p,Mj
,
where the constant C does not depend on j and {ak}.
Proof of Lemma 3.1. We consider only the case 1 ≤ p < ∞. The case p = ∞ can be
treated similarly. We have∥∥∥∥f − 1mj ∑
k∈D(Mj)
Λϕ˜jf(M
−jk)ϕj(· −M
−jk)
∥∥∥∥
p
≤ ‖f − Tj‖p +
∥∥∥∥Tj − 1mj ∑
k∈D(Mj)
Λϕ˜jTj(M
−jk)ϕj(· −M
−jk)
∥∥∥∥
p
+
∥∥∥∥ 1mj ∑
k∈D(Mj)
(Λϕ˜jf(M
−jk)− Tj(M
−jk))ϕj(· −M
−jk)
∥∥∥∥
p
:= I1 + I2 + I3.
(3.5)
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First, we consider I2. We have
Tj(x)−
1
mj
∑
k∈D(Mj)
Λϕ˜jTj(M
−jk)ϕj(x−M
−jk)
=
∑
ℓ∈D(Mj)
T̂j(ℓ)− ϕ̂j(ℓ)
mj
∑
k∈D(Mj)
Λϕ˜jTj(M
−jk)e−2πi(ℓ,M
−jk)
 e2πi(ℓ,x)
=
∑
ℓ∈D(Mj)
T̂j(ℓ)− ϕ̂j(ℓ) ∑
ν∈D(Mj)
̂˜ϕj(ν)T̂j(ν) 1
mj
∑
k∈D(Mj)
e2πi(ν−ℓ,M
−jk)
 e2πi(ℓ,x)
=
∑
ℓ∈D(Mj)
(
T̂j(ℓ)− ϕ̂j(ℓ)̂˜ϕj(ℓ)T̂j(ℓ)) e2πi(ℓ,x) = Λψj (Tj)(x),
(3.6)
which implies that
(3.7) I2 = ‖Λψj (Tj)‖p.
Consider I3. Let Uj ∈ TMj be such that Λϕ˜jf(x) ≤ Uj(x) for any j ∈ N and ‖Λϕ˜jf −
Uj‖p ≤ 2E˜Mj (Λϕ˜jf)p. Then, using Lemmas 3.3 and 3.2, we derive
I3 ≤ CKϕj ,q
 1
mj
∑
k∈D(Mj)
|Λϕ˜jf(M
−jk)− Λϕ˜jTj(M
−jk)|p
 1p
≤ CKϕj ,q
 1
mj
∑
k∈D(Mj)
|Uj(M
−jk)− Λϕ˜jTj(M
−jk)|p
 1p
≤ CKϕj ,q‖Uj − Λϕ˜jTj‖p ≤ CKϕj ,q
(
E˜Mj (Λϕ˜jf)p + ‖Λϕ˜jf − Λϕ˜jTj‖p
)
.
(3.8)
Finally, combining (3.5), (3.7), and (3.8), we prove the lemma. 
In Lemma 3.1, the error estimate was given in terms of the best one-sided approximation
E˜Mj (Λϕ˜jf)p for the function f ∈ Bϕ˜j ,p. Under more restrictive conditions on the function ϕ˜j ,
we can take Bϕ˜j ,p = Lp and replace the best one-sided approximation replaced the classical
best approximation. For this, we will use the following special norms for a function ϕ˜j ∈ Lq,
j ∈ N:
‖ϕ˜j‖Lq,j :=
mj ∫
M−jTd
(
1
mj
∑
k∈D(Mj)
|ϕ˜j(x−M
−jk)|
)q
dx
 1q <∞ if 1 ≤ q <∞
and
‖ϕ˜j‖L∞,j :=
1
mj
sup
x∈Rd
∑
k∈D(Mj)
|ϕ˜j(x−M
−jk)| <∞ if q =∞.
We have the following improvement of Lemma 3.1 for ϕ˜j ∈ Lq:
Lemma 3.4. Let 1 ≤ p ≤ ∞, 1/p + 1/q = 1, δ ∈ (0, 1], and j ∈ N. Suppose that ϕ˜j ∈ Lq
and ϕj ∈ TMj . Then, for any f ∈ Lp, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(
‖Λψj (Tj)‖p + (1 +Kϕj ,q‖ϕ˜j‖Lq,j )EδMj (f)p
)
,
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where ψj is given by (3.1), the polynomial Tj ∈ TMj is such that ‖f − Tj‖p ≤
c(d, p, δ)EδMj (f)p, and the constant C does not depend on f and j.
The proof of Lemma 3.4 is based on the following result (see Lemma 17 in [18]):
Lemma 3.5. Let 1 ≤ p ≤ ∞, 1/p + 1/q = 1, j ∈ N, and ϕ˜j ∈ Lq. Then, for any f ∈ Lp,
we have ∥∥∥{Λϕ˜jf(M−jk)}k∥∥∥ℓ
p,Mj
≤ ‖ϕ˜j‖Lq,j‖f‖p.
Proof of Lemma 3.4. The proof is similar to the proof of Lemma 3.1. It is sufficient
to use inequalities (3.5) and (3.7) as well as the following estimate
I3 ≤ CKϕj ,q
 1
mj
∑
k∈D(Mj)
|Λϕ˜j (f − Tj)(M
−jk)|p
 1p
≤ CKϕj ,q‖ϕ˜j‖Lq,j‖f − Tj‖p
(3.9)
instead of inequality (3.8). The above estimate easily follows from Lemmas 3.3 and 3.5. 
4. Main results
4.1. Estimates of approximation in terms of best approximation. In this sub-
section, we give an explicit form of the error estimates from Lemmas 3.1 and 3.4 in the case
of the so-called strictly compatible functions/distributions ϕj and ϕ˜j .
Theorem 4.1. Let 1 ≤ p ≤ ∞, 1/p + 1/q = 1, 0 < δ ≤ ρ ≤ 1, and j ∈ N. Suppose that
ϕ˜j ∈ D
′ and ϕj ∈ TMj are such that
(4.1) ϕ̂j(k)̂˜ϕj(k) = 1 for all k ∈ D(ρM j).
Then, for any f ∈ Bϕ˜j ,p, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(
EδMj (f)p +Kϕj ,q
(
E˜Mj (Λϕ˜jf)p + ‖Λϕ˜jf − Λϕ˜jTj‖p
))
,(4.2)
where Tj ∈ TρMj is such that ‖f − Tj‖p ≤ c(d, p, δ)EδMj (f)p; if, additionally, ϕ˜j ∈ Lq, then,
for any f ∈ Lp, we have
(4.3) ‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C(1 +Kϕj ,q‖ϕ˜j‖Lq,j )EδMj (f)p,
where the constant C does not depend on f and j.
Proof. To prove the theorem, it is enough to use Lemmas 3.1 and 3.4 and to take into
account that ‖Λψj (Tj)‖p = 0 and all estimates in the proof of Lemma 3.1 remain the same
for Tj ∈ TρMj . 
Similarly to Corollary 3.1, we derive the following result:
Corollary 4.1. Under the conditions of Theorem 4.1, we have that inequality (4.2) can
be replaced by
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(
EδMj (f)p +Kϕj ,qE˜γpδMj (Λϕ˜jf)p
)
,
where γp = 1 if 1 < p < ∞ and γp = 1/2 if p = 1,∞; the constant C does not depend on f
and j.
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Example 4.1. If ϕ˜j is the periodic Dirac delta function for all j ∈ N and ϕj = DMj
is the Dirichlet kernel, then equality (4.1) obviously holds with δ = 1 and inequality (4.2)
implies the following well-known error estimate for the corresponding interpolation operator
(cf. [13, Corollary 3]):∥∥∥∥f − 1mj ∑
k∈D(Mj)
f(M−jk)DMj (· −M
−jk)
∥∥∥∥
p
≤ CKj,pE˜Mj (f)p,
where f ∈ B, 1 ≤ p ≤ ∞,
(4.4) Kj,p :=
{
1, 1 < p <∞,
jd, p = 1, ∞
and the constant C does not depend on f and j.
In the next example, we deal with a periodic Kantorovich-type quasi-interpolation oper-
ators generated by the samples {AvgσM−jf(M
−jk)}k.
Example 4.2. Let f ∈ Lp, 1 ≤ p ≤ ∞, σ ∈ (0, 1], and j ∈ N. Then
(4.5)
∥∥∥∥f − 1mj ∑
k∈D(Mj)
AvgσM−jf(M
−jk)Dχ
Mj
(· −M−jk)
∥∥∥∥
p
≤ CKj,pEMj(f)p,
where
D
χ
Mj ,σ
(x) =
∑
ℓ∈D(Mj)
d∏
i=1
πσm−ji ℓi
sinπσm−ji ℓi
e2πi(ℓ,x),
the constant Kj,p is given in (4.4) and C does not depend on f and j.
The proof of estimate (4.5) easily follows from inequality (4.3) with ϕj = D
χ
Mj ,σ
and
ϕ˜j = σ
−dmjχM−j [−σ
2
,σ
2
)d . One only needs to take into account that (4.1) holds with δ = 1,
AvgσM−jf(x) = f ∗ ϕ˜j(x) ∼
∑
ℓ∈Zd
d∏
i=1
sinπσm−ji ℓi
πσm−ji ℓi
f̂(ℓ)e2πi(ℓ,x),
supj ‖ϕ˜j‖Lq,j <∞, and sup‖f‖p≤1 ‖f ∗D
χ
Mj ,σ
‖p ≤ CKj,p. The last estimate follows from the
fact that the function
ηχ(ξ) = η(ξ)
d∏
i=1
πσξi
sinπσξi
,
where η ∈ C∞(Rd), η(ξ) = 1 for ξ ∈ [−1/2, 1/2)d and v(x) = 0 for ξ 6∈ [−1, 1)d, is a Fourier
multiplier in Lp(R
d) for all 1 ≤ p ≤ ∞ (see Lemma 4.3 below).
4.2. Estimates of approximation in terms of moduli of smoothness and K-
functionals. We need to introduce some additional notation. For a given matrix M , s ∈ N,
and a function f ∈ Lp, we set
Ωs(f,M
−1)p := sup
|Mδ|<1,δ∈Rd
‖∆sδf‖p,
where
∆sδf(x) :=
s∑
ν=0
(−1)ν
(
s
ν
)
f(x+ δν).
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This is the so-called (total) anisotropic modulus of smoothness. Together with this modulus
of smoothness, we will also use the classical mixed modulus of smoothness, which for a given
vector β ∈ Zd+ and a diagonal matrix M = diag(m1, . . . ,md) is given by
ωβ(f,M
−1)p := sup
|δi|<m
−1
i
, i=1,...,d
‖∆β1δ1e1 . . .∆
βd
δded
f‖p.
The following relations between the moduli of smoothness defined above were proved
in [40]:
(4.6) Ωs(f,M
−1)p ≍
d∑
i=1
ωsei(f,M
−1)p, f ∈ Lp, 1 < p <∞,
and
(4.7) Ωs(f,M
−1)p ≍
∑
[β]=s, β∈Zd+
ωβ(f,M
−1)p, f ∈ Lp, 1 ≤ p ≤ ∞,
where ≍ is a two-sided inequality with constants independent of f and j.
Let us recall several basic properties of moduli of smoothness (see, e.g., [26, Ch. 4]). For
f, g ∈ Lp, 1 ≤ p ≤ ∞, and s ∈ N, we have
(a) Ωs(f + g,M
−1)p ≤ Ωs(f,M
−1)p +Ωs(g,M
−1)p;
(b) Ωs(f,M
−1)p ≤ 2
s‖f‖p;
(c) for λ > 0,
Ωs(f, λM
−1)p ≤ (1 + λ)
sΩs(f,M
−1)p.
We will also use the following Jackson-type theorem in Lp (see, e.g., [26, Theorem 5.2.1
(7)] or [39, 5.3.2]):
Lemma 4.1. Let f ∈ Lp, 1 ≤ p ≤ ∞, and s ∈ N. Then, there exists Tj ∈ TMj such that
‖f − Tj‖p ≤ C
d∑
i=1
ωsei(f,M
−j)p,
where C is a constant independent of f and Tj .
The next lemma provides the Nikol’skii–Stechkin–Riesz type inequality (see, e.g. [39,
p. 215]).
Lemma 4.2. Let 1 ≤ p ≤ ∞, s ∈ N, and n ∈ N. Then, for any trigonometric polynomial
Tn(x) =
∑
|k|≤n cke
2πikx, x ∈ T, we have
‖T (s)n ‖Lp(T) ≤
(
n
2 sin nδ2
)s
‖∆sδTn‖Lp(T), 0 < δ ≤ 1/n.
Recall that the sequence Λ = {λk}k∈Zd is called a Fourier multiplier in Lp if for every
function f ∈ Lp with the Fourier series the series∑
k∈Zd
λkf̂(k)e
2πi(k,x)
is the Fourier series of a certain function Λf ∈ Lp and
‖{λk}k‖Mp = sup
‖f‖p≤1
‖Λf‖p.
APPROXIMATION PROPERTIES OF QUASI-INTERPOLATION OPERATORS 11
In the next theorem and below, we denote vδ(ξ) = v(δ
−1ξ), where v ∈ C∞(Rd), v(ξ) = 1
for ξ ∈ [−1/4, 1/4)d and v(ξ) = 0 for ξ 6∈ [−3/8, 3/8)d .
Theorem 4.2. Let 1 ≤ p ≤ ∞, 1/p + 1/q = 1, s ∈ N, δ ∈ (0, 1/2), and j ∈ Z+. Suppose
that ϕ˜j ∈ D
′ and ϕj ∈ TMj are such that
(4.8) ϕ̂j(k)̂˜ϕj(k) = 1 + ∑
[β]=s
(M−jk)βΓj,s(k) for all k ∈ D(δM
j),
where
(4.9) sup
j
‖{Γj,s(k)vδ(M
−jk)}k‖Mp <∞.
Then, for any f ∈ Bϕ˜j ,p, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(
Ωs(f,M
−j)p +Kϕj ,qE˜ δ
2
Mj (Λϕ˜jf)p
)
;(4.10)
if, additionally, ϕ˜j ∈ Lq, then for any f ∈ Lp, we have
(4.11) ‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C(1 +Kϕj ,q‖ϕ˜j‖Lq,j )Ωs(f,M
−j)p,
where the constant C does not depend on f and j.
Proof. To prove the estimate (4.10), we will use the following slightly modified version
of inequality (3.3):
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(
‖Λψj (VδMjf)‖p + E δ
2
Mj (f)p +Kϕj ,qE˜ δ
2
Mj (Λϕ˜jf)p
)
.
Thus, taking into account Lemma 4.1 and relations (4.7), we see that it is enough to show
that
(4.12) ‖Λψj (VδMjf)‖p ≤ CΩs(f,M
−j)p.
Using (4.8), (4.9), and Lemma 4.2, we derive
‖Λψj (VδMjf)‖p ≤
∑
[β]=s
∥∥∥∥∑
k
(M−jk)βΓj,s(k)vδ(M
−jk)f̂(k)e2πi(k,x)
∥∥∥∥
p
≤ C
∑
[β]=s
∥∥∥∥∑
k
(M−jk)βv(M−jk)f̂(k)e2πi(k,x)
∥∥∥∥
p
≤ C
∑
[β]=s
∥∥∥∆β1
πm−j1
. . .∆βd
πm−j
d
VMjf
∥∥∥
p
≤ CΩs
(
VMjf,M
−j
)
p
.
(4.13)
Next, using the properties of moduli of smoothness (a)–(c), inequality (2.3), and Lemma 4.1,
we obtain
Ωs
(
VMjf,M
−j
)
p
≤ C
(
2s‖f − VMjf‖p +Ωs(f,M
−j)p
)
≤ CΩs(f,M
−j)p.
(4.14)
Finally, combining (4.13) and (4.14), we get (4.12).
The proof of estimate (4.11) easily follows from Lemma 3.4, Lemma 4.1, and inequal-
ity (4.12). 
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4.2.1. Two-sided estimates of approximation and fractional smoothness. Below, we will
present some two-sided estimates of approximation by quasi-interpolation operators using
fractional K-functional and moduli of smoothness.
For our purposes, we will use the K-functional corresponding to the fractional Laplacian:
K∆s (f,M
−1)p := inf
g
{‖f − g‖p + ‖(−∆M−1)
s/2g‖p},
where
(−∆M−1)
s/2g(x) ∼
∑
k∈Zd
|M−1k|sĝ(k)e2πi(k,x).
Recall also that if 1 < p < ∞, s > 0, and M = λId, where λ > 1 is integer, then the
K-functional K∆s (f,M
−1)p is equivalent to the following fractional modulus of smoothness
(see, e.g., [43])
ωs(f, λ
−1)p := sup
|h|≤λ−1
∥∥∥∥ ∞∑
l=0
(−1)l
(
s
l
)
f(·+ hl)
∥∥∥∥
p
,
i.e.,
(4.15) K∆s (f,M
−1)p ≍ ωs(f, λ
−1)p,
where ≍ is the two-sided inequality with constants independent of f and λ.
Theorem 4.3. Let 1 ≤ p ≤ ∞, 1/p + 1/q = 1, s ∈ N, δ ∈ (0, 1/2), and j ∈ N. Suppose
that ϕ˜j ∈ D
′ and ϕj ∈ TMj are such that
(4.16) sup
j
∥∥∥∥
{
1− ϕ̂j(k)̂˜ϕj(k)
|M−jk|s
vδ(M
−jk)
}
k
∥∥∥∥
Mp
<∞.
Then, for any f ∈ Bϕ˜j ,p, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(
K∆s (f,M
−j)p +Kϕj ,qE˜ δ
2
Mj(Λϕ˜jf)p
)
;(4.17)
if, additionally, ϕ˜j ∈ Lq, then
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C(1 +Kϕj ,q‖ϕ˜j‖Lq,j )K
∆
s (f,M
−j)p,(4.18)
where the constant C does not depend on f and j.
Proof of Theorem 4.3. As in the proof of Theorems 4.2, it is sufficient to show that
(4.19) ‖Λψj (VδMjf)‖p ≤ CK
∆
s (f,M
−j)p.
Using condition (4.16), we derive
‖Λψj (VδMjf)‖p =
∥∥∥∥∑
k
1− ϕ̂j(k)̂˜ϕj(k)
|M−jk|s
vδ(M
−jk)v(M−jk)|M−jk|sf̂(k)e2πi(k,x)
∥∥∥∥
p
≤ C
∥∥∥∥∑
k
v(M−jk)|M−jk|sf̂(k)e2πi(k,x)
∥∥∥∥
p
= C‖(−∆M−j )
s/2VMjf‖p.
(4.20)
Next, taking into account the fact that
(4.21) sup
j
‖{v(M−jk)|M−jk|s}k‖Mp <∞ for every s ≥ 0
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(see Lemma 4.3 below) and choosing a function g such that
‖f − g‖p + ‖(−∆M−j )
s/2g‖p ≤ 2K
∆
s (f,M
−j)p,
we obtain
‖(−∆M−j )
s/2VMjf‖p ≤ ‖(−∆M−j)
s/2VMj (f − g)‖p + ‖(−∆M−j)
s/2VMjg‖p
≤ C‖f − g‖p +
∥∥∥VMj ((−∆M−j )s/2g) ∥∥∥
p
≤ C
(
‖f − g‖p + ‖(−∆M−j )
s/2g‖p
)
≤ CK∆s (f,M
−j)p.
(4.22)
Thus, combining (4.20) and (4.22), we get (4.19). This implies that inequalities (4.17)
and (4.18) are valid. 
Now, we consider the estimates from below.
Theorem 4.4. Let 1 ≤ p ≤ ∞, 1/p + 1/q = 1, s > 0, δ ∈ (0, 1/2), and j ∈ N. Suppose
that ϕ˜j ∈ D
′ and ϕj ∈ TMj are such that
(4.23) sup
j
∥∥∥∥
{
|M−jk|s
1− ϕ̂j(k)̂˜ϕj(k)v1/δ(M−jk)
}
k
∥∥∥∥
Mp
<∞.
Then, for any f ∈ Bϕ˜j ,p, we have
K∆s (f,M
−j)p ≤ C
(
‖f −Qj(f, ϕj , ϕ˜j)‖p +E 1
2
Mj(f)p +Kϕj ,qE˜ 1
2
Mj (Λϕ˜jf)p
)
;(4.24)
if, additionally, ϕ˜j ∈ Lq, then for any f ∈ Lp, we have
K∆s (f,M
−j)p ≤ C(1 +Kϕj ,q‖ϕ˜j‖Lq,j )‖f −Qj(f, ϕj , ϕ˜j)‖p,(4.25)
where the constant C does not depend on f and j.
Remark 4.1. If in Theorem 4.4 instead of (4.23), we suppose that
sup
j
∥∥∥∥
{
|M−jk|s
1− ϕ̂j(k)̂˜ϕj(k)χD(Mj)(k)
}
k
∥∥∥∥
Mp
<∞,
where χD(Mj) is the characteristic function of the set D(M
j), then, for any f ∈ Bϕ˜j ,p,
1 < p <∞, we have
K∆s (f,M
−j)p ≤ C
(
‖f −Qj(f, ϕj , ϕ˜j)‖p +Kϕj ,qE˜Mj (Λϕ˜jf)p
)
.
This follows from the proof of Theorem 4.4 presented below and Corollary 3.1 a).
Remark 4.2. If d = 1 and in conditions (4.16) or (4.23) we replace |M−jk|s with
(iM−jk)s, M > 1, then for any f ∈ Lp, 1 ≤ p ≤ ∞, and s > 0, the K-functional
K∆s (f,M
−j)p can be replaced with the fractional modulus of smoothness ωs(f,M
−j)p. This
easily follows from the proofs of Theorems 4.3 and 4.4 and the fact that for any f ∈ Lp(T)
and s > 0 (see, e.g., [5])
ωs(f, t)p ≍ inf
g
(
‖f − g‖p + t
s‖g(s)‖p
)
,
where ≍ is a two-sided inequality with constants independent of f and t.
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Proof of Theorem 4.4. By the definition of the K-functional, we derive
K∆s (f,M
−j)p ≤ ‖f −Qj(f, ϕj , ϕ˜j)‖p + ‖(−∆M−j)
s/2Qj(f, ϕj , ϕ˜j)‖p.(4.26)
Let Tj ∈ TMj be some trigonometric polynomial that will be chosen later. Taking into account
condition (4.23) and using (4.21) and equality (3.6), we obtain
‖(−∆M−j)
s/2Qj(f, ϕj , ϕ˜j)‖p
≤ ‖(−∆M−j )
s/2 (Qj(f, ϕj , ϕ˜j)− Tj) ‖p + ‖(−∆M−j)
s/2Tj‖p
≤ C
(
‖Qj(f, ϕj , ϕ˜j)− Tj‖p + ‖Λψj (Tj)‖p
)
= C (‖Qj(f, ϕj , ϕ˜j)− Tj‖p + ‖Qj(Tj , ϕj , ϕ˜j)− Tj‖p)
≤ C (‖f −Qj(f, ϕj , ϕ˜j)‖p + ‖f − Tj‖p + ‖Qj(f − Tj, ϕj , ϕ˜j)‖p) .
(4.27)
Now, to prove inequality (4.24), we choose Tj = VMjf . Then, using estimates (3.8)
and (3.4), we derive
‖Qj(f − Tj , ϕj , ϕ˜j)‖p ≤ CKϕj ,q
(
E˜Mj (Λϕ˜jf)p + ‖Λϕ˜jf − Λϕ˜jTj‖p
)
≤ CKϕj ,q
(
E˜Mj (Λϕ˜jf)p + E˜ 1
2
Mj (Λϕ˜jf)p
)
≤ CKϕj ,qE˜ 1
2
Mj (Λϕ˜jf)p.
(4.28)
Using also estimate (2.3), we see that inequalities (4.28) and (4.27) imply that
‖(−∆M−j)
s/2Qj(f, ϕj, ϕ˜j)‖p
≤ C
(
‖f −Qj(f, ϕj , ϕ˜j)‖p + E 1
2
Mj (f)p +Kϕj ,qE˜ 1
2
Mj (Λϕ˜jf)p
)
.
(4.29)
Combining (4.26) and (4.29), we get (4.24).
To prove inequality (4.25), it is enough to set Tj = Qj(f, ϕj , ϕ˜j) and take into account
that by (4.27) and (3.9), we have
‖(−∆M−j )
s/2Qj(f, ϕj , ϕ˜j)‖p ≤ C(1 +Kϕj ,q‖ϕ˜j‖Lq,j)‖f −Qj(f, ϕj , ϕ˜j)‖p,
which together with (4.26) implies (4.25). 
In the next results, we deal with functions/distributions ϕj and ϕ˜j having the following
special form:
(4.30) ϕj(x) ∼
∑
k∈Zd
Φ(M−jk)e2πi(k,x), ϕ˜j(x) ∼
∑
k∈Zd
Φ˜(M−jk)e2πi(k,x),
where Φ, Φ˜ : Rd → C are appropriate functions, which will be specified below. Actually,
most of the quasi-interpolation operators of the form (2.4) are defined by means of func-
tions/distributions ϕj and ϕ˜j given by (4.30). Below, we would like to give a version of
Theorem 4.2, in which the conditions on ϕj and ϕ˜j are given only in terms of some simple
smoothness properties of the functions Φ and Φ˜.
For our purposes, we need to recall some facts about Fourier multipliers on Lp(R
d).
First, we recall that a bounded function µ : Rd → C is called a Fourier multiplier on Lp(R
d),
1 ≤ p ≤ ∞ (we will write µ ∈ Mp(R
d)), if the operator Tµ defined by
T̂µf = µf̂, f ∈ Lp(R
d) ∩ L2(R
d),
APPROXIMATION PROPERTIES OF QUASI-INTERPOLATION OPERATORS 15
is bounded on Lp(R
d). The norm of the Fourier multiplier µ is given by
‖µ‖Mp(Rd) = sup
‖f‖
Lp(Rd)
≤1
‖Tµf‖Lp(Rd).
We will use the following basic properties of Fourier multipliers on Lp(R
d):
Lemma 4.3. a) If µ ∈ Mp(R
d), 1 ≤ p ≤ ∞, and µ(t) is continuous at the points t ∈ Zd,
then, for any dilation matrix M and j ∈ N, the sequence {µ(M−jk)}k∈Zd is a bounded Fourier
multiplier in the space Lp and
sup
j
‖{µ(M−jk)}k‖Mp ≤ c(p, d)‖µ‖Mp(Rd).
b) Suppose that the function µ belongs to ∈ C(Rd) and has a compact support. If µ ∈
W ds (R
d) for some s > 1, or more generally µ̂ ∈ L1(R
d), then µ ∈ Mp(R
d) for all 1 ≤ p ≤ ∞.
Proof. a) This assertion follows from the well-known de Leeuw theorem (see [8]) and
the fact that for every affine transformation l : Rd → Rd, we have ‖µ◦ l‖Mp(Rd) = ‖µ‖Mp(Rd)
(see, e.g., [9, p. 147]).
b) The assertion can be found, e.g., in [23]. 
Remark 4.3. The sufficient condition for Fourier multipliers given in assertion b) is
one of the simplest and is rather rough. For more advanced sufficient conditions for Fourier
multipliers see, e.g., [9, Ch. 5], [23], [16].
Now, we are ready to present an analogue of Theorem 4.2.
Theorem 4.5. Let 1 ≤ p ≤ ∞, 1/p + 1/q = 1, s ∈ N, δ ∈ (0, 1/2), and j ∈ N.
Suppose that ϕ˜j ∈ D
′ and ϕj ∈ TMj , ϕj and ϕ˜j are given by (4.30), Φ, Φ˜ ∈ C
s+d(2δTd) and
Dα(1− Φ˜Φ)(0) = 0 for all |α| < s. Then, for any f ∈ Bϕ˜j ,p, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(
Ωs(f,M
−j)p +Kϕj ,qE˜ δ
2
Mj (Λϕ˜jf)p
)
,
if, additionally, ϕ˜j ∈ Lq, then for any f ∈ Lp, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C(1 +Kϕj ,q‖ϕ˜j‖Lq,j )Ωs(f,M
−j)p,
where the constant C does not depend on f and j.
Proof. The proof easily follows from Theorem 4.2 and Lemma 4.3. One only needs to
take into account that using Taylor’s formula near zero, we have
Φ(ξ)Φ˜(ξ) = 1 +
∑
[β]=s
s
β!
rβ
∫ 1
0
(1− t)s−1DβΦΦ˜(tξ)dt, β ∈ Zd+, [β] = s.
Then, denoting
Gβ(ξ) = ρ(ξ)
∫ 1
0
(1− t)s−1DβΦΦ˜(tξ)dt,
where ρ(ξ) ∈ C∞(Rd), ρ(ξ) = 1 for ξ ∈ δTd and ρ(ξ) = 0 for ξ 6∈ 2δTd, and taking into
account that Gβ ∈ C
d(Rd), we have that by Lemma 4.3, conditions (4.8) and (4.9) hold with
Γj,β(k) = Gβ(M
−jk). 
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Example 4.3. Taking ϕ˜j = m
jχM−j [− 1
2
, 1
2
)d and ϕj = DMj , it is not difficult to see that
Theorem 4.5 provides the following error estimate for the corresponding Kantorovich-type
operator (cf. [19, Proposition 19]):
(4.31)
∥∥∥∥f − 1mj ∑
k∈D(Mj)
AvgσM−jf(M
−jk)DMj (· −M
−jk)
∥∥∥∥
p
≤ CKj,pΩ2(f,M
−j)p,
where f ∈ Lp, 1 ≤ p ≤ ∞, σ ∈ (0, 1], the constant Kj,p is given in (4.4), and C does not
depend on f and j.
We omit the formulations of the corresponding analogues of Theorems 4.3 and 4.4 in
terms of the smoothness properties of Φ and Φ˜. Using Lemma 4.3 and Remark 4.3, one can
directly and easily obtain appropriate statements. Instead of this, we give several examples
of applications of Theorems 4.3 and 4.4 for some special quasi-interpolation operators.
First, we consider an estimate from below for the Lp-error of approximation by the quasi-
interpolation operator from Example 4.3.
Example 4.4. Using Remark 4.1 and Lemma 4.3, we obtain that for any f ∈ Lp, 1 <
p <∞, σ ∈ (0, 1], and j ∈ N
CK∆2 (f,M
−j)p ≤
∥∥∥∥f − 1mj ∑
k∈D(Mj)
AvgσM−jf(M
−jk)DMj (· −M
−jk)
∥∥∥∥
p
,
where C does not depend on f and j. Combining this estimate and inequality (4.31), we
derive that ∥∥∥∥f − 1mj ∑
k∈D(Mj)
AvgσM−jf(M
−jk)DMj (· −M
−jk)
∥∥∥∥
p
≍ Ω2(f,M
−j)p.
In the last estimate, we took into account the fact that Ω2(f,M
−j)p ≤ CK
∆
2 (f,M
−j)p, which
easily follows from relation (4.6) and inequality ‖∆2hg‖Lp(T) ≤ ‖g
′′‖Lp(T).
Our next example concerns quasi-projection operators that are generated by an average
sampling instead of the exact samples of f . Note that in the non-periodic case such operators
are useful to reduce noise (see, e.g., [44]). However, we will show that some of these operators
cannot provide a ”good” approximation order as in the case of the classical interpolation
operator, cf. Example 4.1.
Example 4.5. Let d = 1 and M ∈ N, M ≥ 2. For f ∈ B, we denote
λjf(x) =
1
4
f(x−M−j−1) +
1
2
f(x) +
1
4
f(x+M−j−1) ∼
∑
ℓ∈Z
̂˜ϕj(ℓ)f̂(ℓ)e2πiℓx,
where ̂˜ϕj(ℓ) = cos2(2πM−j−1ℓ). Using Theorems 4.3 and 4.4 and Lemma 4.3 for ϕ˜j and
ϕj = DMj , taking also into account Remark 4.2, we derive
C1ω2(f,M
−j)p ≤
∥∥∥∥f − 1M j ∑
k∈D(Mj)
λjf(M
−jk)DMj (· −M
−jk)
∥∥∥∥
p
≤ C2
(
ω2(f,M
−j)p + E˜Mj (λjf)p
)
,
where 1 < p <∞ and C1, C2 are some positive constants independent of f and j.
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Finally, we present two examples of the error estimates, in which we essentially use the
fractional smoothness of a function f . For our purposes, we consider the following Riesz
kernel
R
γ
s,Mj
(x) =
∑
k
(1− |cdM
−jk|s)γ+e
2πi(k,x), s, γ > 0 and cd = 4d
1/2.
Example 4.6. Let 1 ≤ p ≤ ∞, s > 0, γ > d−12 , and j ∈ N.
1) For any f ∈ B (f ∈ C(Td) in the case p =∞), we have
C1K
∆
s (f,M
−j)p ≤
∥∥∥∥f − 1mj ∑
k∈D(Mj)
f(M−jk)Rγ
s,Mj
(· −M−jk)
∥∥∥∥
p
≤ C2
(
K∆s (f,M
−j)p + E˜cMj(f)p
)
,
(4.32)
where c, C1 and C2 are some positive constants independent of f and j
2) For any f ∈ Lp, s ∈ (0, 2], and σ ∈ (0, 1], we have∥∥∥∥f − 1mj ∑
k∈D(Mj)
AvgσM−jf(M
−jk)Rγ
s,Mj
(· −M−jk)
∥∥∥∥
p
≍ K∆s (f,M
−j)p,(4.33)
where ≍ is a two-sided inequality with positive constants independent of f and j.
The proof of inequalities in (4.32) follows from Theorems 4.3 and 4.4, Lemma 4.3, and the
fact that with an appropriate parameter δ ∈ (0, 1/2), the Fourier transforms of the functions
g1(ξ) =
|ξ|sv1/δ(ξ)
1− (1− |cdξ|s)
γ
+
and g2(ξ) =
1− (1− |cdξ|
s)γ+vδ(ξ)
|ξ|s
belong to L1(R
d) (see, e.g., [30], see also the proof of Theorem 2 in [15]).
The proof of (4.33) is similar. In this case, one only needs to investigate, by analogy with
the previous case, the following two functions
g2(ξ) =
|ξ|sv1/δ(ξ)
1− Φ˜(ξ)(1− |cdξ|s)
γ
+
and g3(ξ) =
1− Φ˜(ξ)(1− |cdξ|
s)γ+vδ(ξ)
|ξ|s
,
where Φ˜(ξ) =
∏d
ℓ=1
sinπσξℓ
πσξℓ
.
4.3. Error estimates for functions from Besov-type spaces. In the previous sec-
tions, we obtained error estimates for quasi-projection operators Qj(f, ϕj , ϕ˜j) under very
general conditions on the distribution ϕ˜j . These estimates were given in terms of the best one-
sided approximation E˜δMj (Λϕ˜jf)p and appropriate moduli of smoothness and K-functionals.
At the same time, we proved that in the case ϕ˜j ∈ Lq, the best one-sided approximation can
be replaced by the classical best approximation EδMj (f)p. In this section, we will present
other possibilities (not so restrictive as the assumption ϕ˜j ∈ Lq) to avoid exploitation of a
quite specific quantity E˜δMj (Λϕ˜jf)p.
First of all, we note that the best one-sided approximation can be estimated from above
by means of the so-called τ -modulus of smoothness, which is defined by
τs(g, u)p := ‖ω(g, ·, u)‖p, s ∈ N, u > 0,
where
ω(g, x, u) = sup{|∆shg(t)| : t, t+ sh ∈ D(su, x)}, x ∈ R
d,
D(u, x) = {y ∈ Rd : |x− y| ≤ u/2}.
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Recall (see [1]) that for any g ∈ B, s ∈ N, and the isotropic matrix M = λId, λ > 1 we have
(4.34) E˜Mj(g)p ≤ Cs,dτs(g, λ
−j)p,
where the constant C does not depend on g and j.
For smooth functions, one can estimate one-sided best approximation as follows (see [28]):
if f ∈W dp ∩B, then
(4.35) E˜Mj (g)p ≤ Cd
∑
αj∈{0,1}, [α]>0
λ−j[α]EMj (D
αg)p.
Thus, using (4.34) or (4.35) with g = Λϕ˜jf , we can replace E˜δMj (Λϕ˜jf)p in Theorems 4.1–
4.5 by the corresponding approximation quantity from the right-hand sides of (4.34) or (4.35).
Below, using a special Besov space, we present another approach to replace E˜δMj (Λϕ˜jf)p
in the corresponding results. Note that this approach is based on some ideas from [13]. In
contrast to formulas (4.34) and (4.35), we avoid calculations of special τ -moduli of smoothness
and the consideration of functions from the Sobolev spaces.
We use the following anisotropic Besov spaces with respect to the matrixM . We say that
f ∈ Bsp,q(M), 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and s > 0, if f ∈ Lp and
‖f‖Bsp,q(M) := ‖f‖p +
(
∞∑
ν=1
m
s
d
qνEMν (f)
q
p
) 1
q
<∞.
For our purposes, we need to specify the class of tempered distributions ϕ˜j . We say
that a sequence of tempered distribution ϕ˜j belongs to the class D
′
N,j,p for some N ≥ 0
and 1 ≤ p ≤ ∞ if there exists a positive constant C, independent of j, such that for any
trigonometric polynomial Tν ∈ TMν , one has
(4.36) ‖Λϕ˜jTν‖p ≤ Cm
N
d
(ν−j)‖Tν‖p for all ν ≥ j, j, ν ∈ N.
As a simple example of ϕ˜j ∈ D
′
N,j,p, we can take the distribution corresponding to some
differential operator. Namely, if we set
̂˜ϕj(ℓ) = ∑
[β]≤N
cβ(2πiM
−jℓ)β, N ∈ Z+,
where the numbers cβ do not depend on j, then by the well-known Bernstein inequality for
trigonometric polynomials (see, e.g., [39, p. 215])∥∥∥∥ n∑
k=−n
(ik)rake
2πikx
∥∥∥∥
Lp(T)
≤ nr
∥∥∥∥ n∑
k=−n
ake
2πikx
∥∥∥∥
Lp(T)
,
we can easily derive that ϕ˜j ∈ D
′
N,j,p.
Lemma 4.4. Let 1 ≤ p ≤ ∞, M ≥ 0, δ ∈ (0, 1], j ∈ N, and ϕ˜j ∈ D
′
N,j,p. Then, for any
f ∈ B
N+d/p
p,1 (M), the series
(4.37)
∑
ℓ∈Zd
̂˜ϕj(ℓ)f̂(ℓ)e2πi(ℓ,x)
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is a Fourier series of a certain continuous function Λϕ˜jf ∈ C(T
d), i.e., B
N+d/p
p,1 (M) ⊂ Bϕ˜j ,p,
and
(4.38) ‖{Λϕ˜jf(M
−jk)− Λϕ˜jTj(M
−jk)}k‖ℓ
p,Mj
≤ Cm
−( 1
p
+N
d
)j
∞∑
ν=1
m
( 1
p
+N
d
)ν
EδMν (f)p,
where Tj ∈ TMj is such that ‖f−Tj‖ ≤ c(d, p, δ)EδMj (f)p and the constant C does not depend
on f and j.
Proof. First, we show that the series in (4.37) is a Fourier series of a certain continuous
function, which we will denote by Λϕ˜jf .
Let Tν ∈ TMν , ν ∈ N, be defined as above, i.e., ‖f − Tν‖ ≤ c(d, p, δ)EδMν (f)p for all
ν ∈ N. Using Nikolskii’s inequality of different metrics (see, e.g., [26, p. 133])
‖Tν‖∞ ≤ Cpm
ν
p ‖Tν‖p
and inequality (4.36), we derive
∞∑
ν=1
‖Λϕ˜jTν+1 − Λϕ˜jTν‖∞ ≤ C
∞∑
ν=1
m
ν
p ‖Λϕ˜j (Tν+1 − Tν)‖p
≤ Cm−
N
d
j
∞∑
ν=1
m
( 1
p
+N
d
)ν
‖Tν+1 − Tν‖p
≤ Cm−
N
d
j
∞∑
ν=1
m(
1
p
+N
d
)νEδMν (f)p.
(4.39)
The estimates (4.39) imply that the sequence {Λϕ˜jTν}ν∈N is fundamental in C(T
d). We
denote its limit by Λϕ˜jf . It is clear that this limit does not depend on the choice of poly-
nomials Tν . Thus, if Tν is defined using the de la Valle´e Poussin means Vνf , we derive
that {̂˜ϕj(ℓ)f̂(ℓ)}ℓ are the Fourier coefficients of the function Λϕ˜jf since for a fixed ℓ and a
sufficiently large ν
|Λ̂ϕ˜jf(ℓ)−
̂˜ϕj(ℓ)f̂(ℓ)| = ∣∣∣∣ ∫
Td
(Λϕ˜jf(x)− Λϕ˜jVνf(x))e
2πi(ℓ,x)dx
∣∣∣∣
≤ ‖Λϕ˜jf − Λϕ˜jVνf‖∞ → 0 as ν →∞.
Now, we prove inequality (4.38). Using the representation
Λϕ˜jf − Λϕ˜jTj =
∞∑
ν=j
Λϕ˜j(Tν+1 − Tν) in C(T
d),
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Lemma 3.2, and (4.39), we obtain
‖{Λϕ˜jf(M
−jk)−Λϕ˜jTj(M
−jk)}k‖ℓ
p,Mj
≤
∞∑
ν=j
‖{Λϕ˜j (Tν+1 − Tν)(M
−jk)}k‖ℓ
p,Mj
≤ m
− j
p
∞∑
ν=j
m
ν
p ‖{Λϕ˜j (Tν+1 − Tν)(M
−νk)}k‖ℓp,Mν
≤ Cm
− j
p
∞∑
ν=j
m
ν
p ‖Λϕ˜j (Tν+1 − Tν)‖p
≤ Cm−
j
p
∞∑
ν=j
m
N
d
(ν+1−j) ν
p ‖Tν+1 − Tν‖p
≤ Cm
−( 1
p
+N
d
)j
∞∑
ν=j
m
( 1
p
+N
d
)
EδMν (f)p,
which proves the lemma. 
We have the following counterpart of Lemma 3.1:
Lemma 4.5. Let 1 ≤ p ≤ ∞, 1/p + 1/q = 1, δ ∈ (0, 1], and j ∈ N. Suppose that
ϕ˜j ∈ D
′
N,j,p and ϕj ∈ TMj . Then, for any f ∈ B
d/p+N
p,1 (M), we have
‖f −Qj(f, ϕ, ϕ˜)‖p ≤ C
‖Λψj (Tj)‖p +m−j( 1p+Nd ) ∞∑
ν=j
m
( 1
p
+N
d
)ν
EδMν (f)p
 ,(4.40)
where ψj is given in (3.1), Tj ∈ TMj is such that ‖f − Tj‖p ≤ c(d, p, δ)EδMj (f)p, and the
constant C does not depend on f and j.
Proof. The proof is similar to the one of Lemma 3.1. The only difference consists in
the estimate of the norm I3 in inequality (3.8). In particular, using Lemma 4.4 and the first
inequality in (3.8), we derive that
I3 ≤ CKϕj ,q
 1
mj
∑
k∈D(Mj)
|Λϕ˜jf(M
−jk)− Λϕ˜jTj(M
−jk)|p
 1p
≤ CKϕj ,qm
−( 1
p
+N
d
)j
∞∑
ν=1
m(
1
p
+N
d
)νEδMν (f)p.
(4.41)
Thus, combining (3.5), (3.7), and (4.41), we prove the lemma. 
Remark 4.4. If in Lemma 4.5 we replace the condition ϕ˜j ∈ D
′
0,j,∞ by
(4.42) ‖Λϕ˜j (f)‖∞ ≤ C‖f‖∞, for all f ∈ B, j ∈ N,
then, for any f ∈ C(Td), the error estimate (4.40) can be improved in the following way
‖f −Qj(f, ϕj , ϕ˜j)‖∞ ≤ C
(
‖Λψj (Tj)‖∞ +Kϕj ,1EδMj (f)∞
)
.
This estimate can be proved using the same argument as in the proof of Lemma 3.4.
Note also that condition (4.42) holds if, for example, ϕ˜j is the periodic Dirac-delta func-
tion for all j ∈ N.
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Finally, we note that combining Lemma 4.5 with Theorems 4.1–4.4, we easily obtain the
following error estimates given in terms of the unrestricted best approximation.
Proposition 4.1. Let 1 ≤ p ≤ ∞, 1/p + 1/q = 1, and j ∈ N. Suppose that ϕ˜j ∈ D
′
N,j,p,
ϕj ∈ TMj , and f ∈ B
d/p+N
p,1 (M).
1) If condition (4.1) holds for some δ ∈ (0, 1], then
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ CKϕj ,qm
−j( 1
p
+N
d
)
∞∑
ν=j
m(
1
p
+N
d
)νEδMν (f)p.
2) If conditions (4.8) and (4.9) hold for some δ ∈ (0, 1/2) and s ∈ N, then
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(
Ωs(f,M
−j)p +Kϕj ,qm
−j( 1
p
+N
d
)
∞∑
ν=j
m
( 1
p
+N
d
)ν
EδMν (f)p
)
.
3) If condition (4.16) holds for some δ ∈ (0, 1/2) and s > 0, then
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(
K∆s (f,M
−j)p +Kϕj ,qm
−j( 1
p
+N
d
)
∞∑
ν=j
m(
1
p
+N
d
)νEδMν (f)p
)
.
4) If condition (4.23) holds for some δ ∈ (0, 1/2) and s > 0, then
K∆s (f,M
−j)p ≤ C
(
‖f −Qj(f,ϕj , ϕ˜j)‖p
+Kϕj ,qm
−j( 1
p
+N
d
)
∞∑
ν=j
m(
1
p
+N
d
)νE 1
2
Mν (f)p
)
.
In the above four inequalities, the constant C does not depend on f and j.
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