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Abstract
A new approach for blind channel equalization and decoding, using variational autoencoders (VAEs), is
introduced. We first consider the reconstruction of uncoded data symbols transmitted over a noisy linear intersymbol
interference (ISI) channel, with an unknown impulse response, without using pilot symbols. We derive an
approximated maximum likelihood estimate to the channel parameters and reconstruct the transmitted data. We
demonstrate significant and consistent improvements in the error rate of the reconstructed symbols, compared to
existing blind equalization methods such as constant modulus, thus enabling faster channel acquisition. The VAE
equalizer uses a fully convolutional neural network with a small number of free parameters. These results are
extended to blind equalization over a noisy nonlinear ISI channel with unknown parameters. We then consider
coded communication using low-density parity-check (LDPC) codes transmitted over a noisy linear or nonlinear
ISI channel. The goal is to reconstruct the transmitted message from the channel observations corresponding
to a transmitted codeword, without using pilot symbols. We demonstrate substantial improvements compared
to expectation maximization (EM) using turbo equalization. Furthermore, in our simulations we demonstrate a
relatively small gap between the performance of the new unsupervised equalization method and that of the fully
channel informed (non-blind) turbo equalizer.
Index Terms
Blind equalizers, maximum likelihood estimation, deep learning, convolutional neural networks, belief propa-
gation.
I. INTRODUCTION
Deep learning methods have recently been considered in various communication problems. For example,
in [1]–[4] deep learning methods were considered to the problem of channel decoding, in [5] an
autoencoder for short blocklength end-to-end communications was proposed, and in [6] deep learning
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2was used for MIMO detection. Various authors have considered deep learning-based channel equalization,
separately or jointly with the decoding task. In [7] deep learning-based detection algorithms were used
when the channel model is unknown. In [8] the authors show improved decoding of low-density parity-
check (LDPC) codes, by augmenting the belief propagation (BP) algorithm with a convolutional neural
network (CNN). In [9], [10], generative adversarial networks (GANs) were proposed to model channel
effects in end-to-end communication systems.
In this work, we consider transmission over a noisy intersymbol interference (ISI) channel with an
unknown impulse response. The ISI channel is useful to model various communication scenarios, such as
multipath in wireless channels [11]. Unlike the works that were mentioned above, we do not assume the
availability of a pilot signal to learn the unknown channel. The motivation is that pilot symbols reduce the
communication throughput, especially when the communication environment is changing rapidly. Instead,
unsupervised (in the sense that pilot symbols are not required) blind channel equalization is proposed. For
uncoded transmitted data, the standard approach for blind channel equalization is the constant modulus
algorithm (CMA) [12]–[14]. Blind neural network-based algorithms using the constant modulus (CM)
criterion were proposed in [15]. The maximum likelihood (ML) criterion has also been considered for
blind channel equalization [16]–[20] (and references therein). Combined blind equalization and decoding
using EM for the case where the transmitted data is coded was considered in [21], [22]. The proposed
solutions use the EM algorithm [23] or an approximated EM, that requires an iterative application of the
Bahl, Cocke, Jelinek, and Raviv (BCJR) algorithm [24] or the Viterbi algorithm. Hence, the complexities
of these algorithms are exponential in the channel memory size, which may be prohibitive.
In our work we also consider nonlinear channels, where the nonlinear distortion may be due to the
presence of amplifiers, converters and mixers in transmitters and receivers. Channel equalization is applied
to overcome these effects and reconstruct the signal before using the channel decoder. Some authors [25]–
[29] have considered the nonlinear channel equalization problem under a supervised learning setup, which
requires pilot signals for training the equalizer.
In the first part of this work, which was initially presented in [30], we present a new approach for
unsupervised blind channel equalization of uncoded data, transmitted over a noisy ISI channel with
an unknown impulse response, without the availability of pilot symbols. The method uses variational
autoencoders (VAEs) [31], [32] as a means to obtain an approximated maximum likelihood estimate to
the channel parameters. VAEs are widely used in the literature of deep learning for unsupervised and semi-
supervised learning, and as a generative model to a given observations data. We demonstrate significant
and consistent improvements in the error rate of the reconstructed symbols, compared to existing blind
equalization methods such as constant modulus, thus enabling faster channel acquisition. In fact, for
the channels that were examined, the performance of the new blind VAE equalizer (VAEE) was close
3to the performance of a non-blind adaptive linear minimum mean square error (MMSE) equalizer [33].
Furthermore, unlike the ML-based blind equalization methods in the literature [16]–[20], the computational
complexity of our approach is not exponential in the channel memory size. In fact, the VAEE uses a fully
convolutional neural network with a very small number of free parameters. Although the computational
complexity of the new VAEE is higher compared to CMA, it is still reasonable, and the convergence rate
is fast. These results are extended to unsupervised blind equalization over a noisy nonlinear ISI channel
with unknown parameters. We then consider coded communication using LDPC codes transmitted over
a noisy linear or nonlinear ISI channel. The goal is to reconstruct the transmitted message from the
channel observations corresponding to a single transmitted codeword, without using pilot symbols. We
demonstrate substantial improvements compared to EM using turbo equalization [34], [35]. Furthermore,
in our simulations we demonstrate a relatively small gap between the performance of the new unsupervised
equalization method and that of the fully channel informed (non-blind) turbo equalizer.
The rest of this paper is organized as follows. In Section II we present the problem setup considered
in this paper. In Section III we present our proposed solution for uncoded data transmitted over a noisy
linear ISI channel. In Section IV we consider the same setup for noisy nonlinear channels. In Section V
we consider LDPC coded data transmitted over noisy (linear or nonlinear) ISI channels, and present joint
blind equalization and decoding using our method. In Section VI we present simulation results. Finally,
Section VII concludes this paper.
II. PROBLEM SETUP
The communication channel is modeled as a convolution of the input, {xk}, with some causal, finite
impulse response (FIR), time invariant filter, h = (h0, h1, . . . , hM−1), of size M , followed by the possibly
nonlinear mapping g(·) and the addition of white Gaussian noise
yn = g
(∑
k
xkhn−k
)
+ wn (1)
This is the equivalent model of {yk} in the end-to-end communication system shown in Fig. 1, where the
sampling is performed at the symbol rate.
Modulator h(t) g (·) + Sampling Equalizer{xk} x(t) x(t) ∗ h(t) y(t) {yk} { xˆk}
w(t)
Fig. 1: End-to-end communication system model.
The equalizer in Fig. 1 reconstructs an estimate of the transmitted symbol sequence, { xˆk}. Now, suppose
that we observe a finite window of measurements data y ∆= (y0, y1, . . . , yN−1). For clarity of presentation,
4we assume that the input signal is causal (xk = 0 for k < 0). We refer to this assumption later. Equation
(1) can be written compactly for the measurements collected in y as
y = g(x ∗ h) + w (2)
where x = (x0, x1, . . . , xN−1) is the transmitted message, and w = (w0,w1, . . . ,wN−1) is an i.i.d. sequence
of additive white Gaussian noise. In (2), the scalar function g(·) is applied component-wise on x ∗h. Note
that by setting g(x) = x the model degenerates to a noisy linear ISI channel. In this paper we consider
both BPSK and QPSK modulation, although the derivation can be extended to other constellations.
Our goal in this paper is to design the equalizer that reconstructs the transmitted sequence x. The
design utilizes only the channel observations y, i.e., without knowing the channel parameters, including
the impulse response h, the nonlinear function g(·) and the noise variance. This is an unsupervised blind
channel equalization problem where pilot signals are not available.
We will discuss both the case of uncoded data, {xk} (or when coding information is not used), and the
case of coded data.
A. BPSK modulation
For BPSK modulation, xk = ±1. We assume a uniformly distributed transmitted sequence, so that for
all x ∈ {−1, 1}N the probability of x is given by
p(x) = 2−N (3)
The noise, w, is a sequence of independent identically distributed (i.i.d) Gaussian random variables with
variance σ2w. Given x, y is a vector of statistically independent, normally distributed components. The
conditional density function of y is N (g(x ∗ h), σ2w IN ). Thus, for θ ∆=
{
h, g(·), σ2w
}
, the conditional density
of y given x can be expressed as
pθ(y | x) = pθ(y | x)
=
1(
2piσ2w
)N/2 · e−‖y−g(x∗h)‖2/[2σ2w]
B. QPSK modulation
For QPSK modulation, xk = ±1 ± j, and the above vectors can be written as combinations of real (I)
and imaginary (Q) components, so that, x = xI + j · xQ, h = hI + j · hQ and y = yI + j · yQ. We assume a
uniformly distributed transmitted sequence, so that for all valid x the probability of x is given by
p(x) = p(xI)p(xQ) = 2−2N (4)
5Each element of the i.i.d noise sequence, w, is complex Gaussian with statistically independent real and
imaginary components, each with variance σ2w/2. Given x, yI and yQ are statistically independent, normally
distributed. The conditional density function of yI is N (<(g(x ∗ h)) , (σ2w/2)IN ). The conditional density
function of yQ is N (= (g(x ∗ h)) , (σ2w/2)IN ). Thus, for θ ∆=
{
h, g(·), σ2w
}
, the conditional density of y given
x can be expressed as
pθ(y | x) = pθ(yI | xI)pθ(yQ | xQ)
=
1(
piσ2w
)N · e−‖y−g(x∗h)‖2/σ2w (5)
III. PROPOSED METHOD FOR A NOISY LINEAR ISI CHANNEL
In this section we consider the uncoded case, where coding information in {xk} is not used. We also
assume that g(x) = x (see Fig. 3) so that the channel is linear. In the next section we consider the case of
a nonlinear channel. We start with the case of QPSK modulation, and then note how the results simplify
for BPSK modulation.
A. QPSK modulation
We propose using ML estimation of the channel impulse response, h, and noise variance, σ2w. That is,
we search for the vector θ = (h, σ2w) that maximizes log pθ(y)1. The ML estimate has strong asymptotic
optimality properties, and in particular asymptotic efficiency [17]. For the CMA criterion, on the other
hand, one can only claim asymptotic consistency [36]. However, applying the exact ML criterion to our
problem is very difficult since pθ(y) should first be expressed as
pθ(y) =
∑
x
p(x)pθ(y | x)dx
where we sum over all 22N possible input sequences x and where p(x) is given by (4). Nevertheless,
for this kind of problems, it has been shown in various applications that it is possible to dramatically
simplify the estimation problem by using the VAE approach for ML estimation [31], [32]. By the VAE
approach, instead of directly maximizing pθ(y) over θ, one maximizes a variational lower bound, also
called evidence lower bound (ELBO), as follows. It can be shown [31] that
log pθ(y) ≥ EqΦ(x | y) [− log qΦ(x | y) + log pθ(x, y)]
= −DKL [qΦ(x | y)| |p(x)]︸                       ︷︷                       ︸
A
+EqΦ(x | y) [log pθ(y | x)]︸                      ︷︷                      ︸
B
∆= − L (θ,Φ, y) (6)
where DKL[·| |·] denotes the Kullback Leibler distance between two density functions, and qΦ(x | y) is an
arbitrary parametrized (by Φ) conditional density function. Now, instead of directly maximizing pθ(y),
1The default base of the logarithms in this paper is e.
6one maximizes the lower bound −L (θ,Φ, y) over θ and Φ jointly. Following [31, Fig. 1] , Fig. 2 shows
a directed graphical model that explains the VAE approach.
y
xΦ
θ
Fig. 2: A directed graphical model describing the VAE approach (following [31, Fig. 1]). The generative
model p(x)pθ(y|x) is denoted by solid lines. The variational approximation qΦ(x|y) to the intractable
posterior pθ(x|y) is denoted by dashed lines.
In fact, it can be shown [31] that by searching over θ and all possible conditional densities q(x | y),
one obtains the ML estimate of θ. Typically, when using the VAE approach, both pθ(y | x) and qΦ(x | y)
are implemented using neural networks. In our problem, p(x) is given in (4), and the encoder, pθ(y | x),
is given in (5) (with g(x) = x). We use the following model for the decoder, qΦ(x | y),
qΦ(x | y) =
N−1∏
j=0
qΦ, j(x j |y) =
N−1∏
j=0
qIΦ, j(x
I
j | y)qQΦ, j(xQj | y)
Recalling that x Ij ∈ {−1, 1} and xQj ∈ {−1, 1}, this is a multivariate Bernoulli distribution with statistical
independence between components. Denoting
qIΦ, j(y)
∆= qIΦ, j(X
I
j = 1|y)
qQΦ, j(y)
∆= qQΦ, j(X
Q
j = 1|y)
we have
qΦ(x | y) =
N−1∏
j=0
(
qIΦ, j(y)
) (1+xIj )/2 (1 − qIΦ, j(y)) (1−xIj )/2 (qQΦ, j(y)) (1+xQj )/2 (1 − qQΦ, j(y)) (1−xQj )/2
In our implementation of the decoder, which acts as the equalizer, we used a fully convolutional network
(FCN) to implement qIΦ, j(y) and q
Q
Φ, j(y). The network has complex convolutional layers, each with two
output channels, corresponding to the real and imaginary parts of the convolution as in [37], [38]. The input
and output layers are also separated to two channels corresponding to the real and imaginary components
of the input, y, and the output probabilities, q. The convolutional layers are both one dimensional (1D)
as in [38], and with a residual connection as in [39]. The nonlinear activation function of the first layer
is a SoftSign function defined by f (x) = x|x |+1 , which, in our experiments, proved to converge faster than
other functions such as LeakyReLU and Tanh. The nonlinear activation function of the second layer is a
sigmoid function, that ensures that the outputs are in [0, 1], and so they represent valid probability values.
7Note that each convolutional layer uses only one filter. Using more than one filter did not improve results.
Our decoder neural network, implementing {qIΦ, j(y), qQΦ, j(y)}, is depicted in Fig. 3.
Input y
NX2
Complex Conv1D Layer
NX2
Complex Conv1D Layer
NX2
+
Output
{
qIΦ, j(y), q
Q
Φ, j(y)
}
NX2
SoftSign
Sigmoid
Fig. 3: Our equalizer’s architecture (decoder network) using complex fully convolutional residual network.
Each convolution output is listed as Width × #Channels.
We now derive an explicit expression for the loss L (θ,Φ, y) = −A − B (see Eq. (6)) that needs to be
minimized with respect to both θ and Φ (alternatively, −L (θ,Φ, y) needs to be maximized).
For the term A we have
A =
∑
x
qΦ(x|y) · (log p(x) − log qΦ(x|y))
=
∑
x
qΦ(x|y) · (−2N log 2 − log qΦ(x|y))
= −2N log 2 +H [qΦ(x|y)] (7)
where H [qΦ(x|y)], the entropy of qΦ(x|y), is given by
H [qΦ(x|y)] = H
[
N−1∏
j=0
qΦ, j(x j |y)
]
=
N−1∑
j=0
H [qΦ, j(x j |y)]
8= −
N−1∑
j=0
[
qIΦ, j(y) log qIΦ, j(y) +
(
1 − qIΦ, j(y)
)
log
(
1 − qIΦ, j(y)
)
+qQΦ, j(y) log q
Q
Φ, j(y) +
(
1 − qQΦ, j(y)
)
log
(
1 − qQΦ, j(y)
)]
(8)
For the term B we have
B = EqΦ(x|y)
[
−N log
(
piσ2w
)
− 1
σ2w
‖y − x ∗ h‖2
]
= −N log (pi) − N log
(
σ2w
)
− 1
σ2w
· EqΦ(x|y)
[
‖y − x ∗ h‖2
]
︸                       ︷︷                       ︸
C
(9)
We now compute the term C (and hence B) analytically. This is possible due to the special structure of
the problem, where pθ(y | x) is given by the closed form expression (5), with g(x) = x. First, by the
definition of C we have,
C =
N−1∑
n=0
[
|yn |2 − 2<
(
yn
N−1∑
k=0
EqΦ(x|y) {xk} hn−k
)
+
N−1∑
k,l=0
EqΦ(x|y) {xk xl} hn−khn−l
]
(10)
where (·) denotes the complex conjugate. Now,
EqΦ(x|y) {xk} =
(
2qIΦ,k(y) − 1
)
+ j ·
(
2qQΦ,k(y) − 1
)
(11)
Hence, for the case where k 6= l we have
EqΦ(x|y) {xk xl} = EqΦ(x|y) {xk} · EqΦ(x|y) {xl} (12)
=
[(
2qIΦ,k(y) − 1
) (
2qIΦ,l(y) − 1
)
+
(
2qQΦ,k(y) − 1
) (
2qQΦ,l(y) − 1
)]
+
j ·
[(
2qQΦ,k(y) − 1
) (
2qIΦ,l(y) − 1
)
−
(
2qIΦ,k(y) − 1
) (
2qQΦ,l(y) − 1
)]
(13)
We also have
EqΦ(x|y) {xk xk} = 2 (14)
Using (11), (13) and (14) in (10), it is straight-forward to obtain an explicit expression for C. However,
in order to compute the third term in the summation over n efficiently, we use the fact that
N−1∑
k,l=0
EqΦ(x|y) {xk xl} hn−khn−l =N−1∑k=0 EqΦ(x|y) {xk} hn−k
2 +
N−1∑
k=0
|hn−k |2
[
2 − EqΦ(x|y) {xk}2] (15)
9which follows from (12) and (14). It is now straightforward to use (11), (13), (14) and (15) in (10), and
obtain
C =
N−1∑
n=0
[
|yn |2 − 2αn + βn
]
(16)
where
αn =
N−1∑
k=0
{
yIn ·
[
hIn−k
(
2qIΦ,k(y) − 1
)
− hQn−k
(
2qQΦ,k(y) − 1
)]
+
y
Q
n ·
[
hQn−k
(
2qIΦ,k(y) − 1
)
+ hIn−k
(
2qQΦ,k(y) − 1
)]}
(17)
and
βn =
[
N−1∑
k=0
hIn−k
(
2qIΦ,k(y) − 1
)
− hQn−k
(
2qQΦ,k(y) − 1
)]2
+
[
N−1∑
k=0
hQn−k
(
2qIΦ,k(y) − 1
)
+ hIn−k
(
2qQΦ,k(y) − 1
)]2
+
N−1∑
k=0
[(
hIn−k
)2
+
(
hQn−k
)2] ·[
4qQΦ,k(y) + 4q
I
Φ,k(y) − 4
(
qIΦ,k(y)
)2 − 4 (qQΦ,k(y))2] (18)
Now, to train our VAEE model, we need to minimize L(θ,Φ, y) = −A− B with respect to θ = {h, σ2w}
and Φ. We start with the minimization with respect to σ2w. Note that A is independent of σ2w, and B
depends on σ2w as described in (9). Hence, by setting the derivative of B with respect to σ
2
w to zero,
we obtain that the optimal value of σ2w is given by σ
2
w = C/N . Using this and (7) we see that up to an
additive constant (which does not influence the gradients of the learned parameters θ,Φ), the loss function
L(h,Φ, y) (using σ2w = C/N) for QPSK modulation is given by
LQPSK(h,Φ, y) = L(h,Φ, y) = N logC −H [qΦ(x|y)] (19)
where H [qΦ(x|y)] is given in (8), and C is given in (16), (17) and (18). The unknown parameters in our
VAEE model are h and Φ. We estimate these parameters by applying gradient descent based optimization
on the loss function L(h,Φ, y) defined in (19).
Recalling the definition of C in (9), we see that our loss function, L(h,Φ, y) defined in (19), consists of
a data entropy term, H [qΦ(x|y)], that we wish to maximize (this is reasonable due to the i.i.d assumption
of the symbols), and an autoencoder distortion term, N logC, that we wish to minimize.
Our method provides an estimated channel response, h, as part of the learning process. Note that we
do not have to know the exact value of M . Instead, it suffices to have an upper bound on the order of the
channel impulse response (or an upper bound on the order of a finite impulse response with which the
true channel impulse response can be well approximated). Also note that the decoder network outputs a
soft decoding, {qIΦ, j(y), qQΦ, j(y)}, of the transmitted data.
10
B. BPSK modulation
The derivation above can be degenerated to BPSK modulation, where the transmitted symbols are
xk ∈ {1,−1}, representing the bits ck ∈ {0, 1} (such that xk = (−1)ck , and the noise is real and Gaussian
with expectation zero and variance σ2w. In this case, denoting
qΦ, j(y) ∆= qΦ, j(X j = 1|y) (20)
we have
qΦ(x | y) =
N−1∏
j=0
(
qΦ, j(y)
) (1+xj )/2 (1 − qΦ, j(y)) (1−xj )/2
The loss is
LBPSK(h,Φ, y) = −A − B
where
A =
∑
x
qΦ(x|y) · (log p(x) − log qΦ(x|y))
= −N log 2 +H [qΦ(x|y)] (21)
and
H [qΦ(x|y)] = H
[
N−1∏
j=0
qΦ, j(x j |y)
]
=
N−1∑
j=0
H [qΦ, j(x j |y)]
= −
N−1∑
j=0
[
qΦ, j(y) log qΦ, j(y) +
(
1 − qΦ, j(y)
)
log
(
1 − qΦ, j(y)
) ]
(22)
Instead of the QPSK loss, Eq. (19), we now have
LBPSK(h,Φ, y) = N2 logC −H [qΦ(x|y)] (23)
for
C ∆= EqΦ(x|y)
[
‖y − x ∗ h‖2
]
=
N−1∑
n=0
{
(yn)2 − 2yn
N−1∑
k=0
(
2qΦ,k(y) − 1
)
hn−k
+
[
N−1∑
k=0
(
2qΦ,k(y) − 1
)
hn−k
]2
+
N−1∑
k=0
(hn−k)2
[
4qΦ,k(y) − 4
(
qΦ,k(y)
)2]} (24)
Our decoder network for BPSK signaling, implementing {qΦ, j(y)}, is depicted in Fig. 4. Unlike the QPSK
case, we now use standard real one dimensional convolutional layers.
11
Input y
NX1
Conv1D Layer
NX1
Conv1D Layer
NX1
+
Output
{
qΦ, j(y)
}
NX1
Tanh
Sigmoid
Fig. 4: Our equalizer’s architecture for BPSK communication.
IV. PROPOSED METHOD FOR A NOISY NONLINEAR ISI CHANNEL
Some authors have considered the nonlinear channel equalization problem, but only under a supervised
learning setup, which requires pilot signals for training the equalizer, [25]–[29]. We now consider the
extension of our unsupervised blind VAEE to noisy nonlinear ISI channels. The channel model is described
by (1) and (2) in Section II with an unknown, possibly nonlinear, function g(·) (also shown in Fig. 1) in
addition to the other unknown channel parameters. Throughout this section we assume BPSK modulation,
but the same derivation can be used for QPSK modulation.
Since the nonlinear function g(·) is unknown and needs to be learned, we use an encoder neural
network in addition to the decoder neural network that we had in the linear channel case. The encoder
neural network has input x and output G(x, θ) where θ is the neural network’s parameter vector. The
vector θ includes both the unknown ISI channel response, h, and the neural network parameters, ψ, used
to model the nonlinearity g(·), i.e., θ = (h,ψ) . The encoder G(x, θ) needs to implement (approximate)
the function g(x ∗ h), i.e.,
G (x, θ) ≈ g (x ∗ h)
12
The encoder network we use is described in Figs. 5-6 and Table I. As can be seen in Fig. 5, the encoder
Input x
N × 1
Conv1D Layer - x ∗ h
N × 1
A
Output
{
G j(θ, x)
}
N × 1
A A
N
Fig. 5: Our new encoder architecture using a neural network A block shown in Fig. 6.
TABLE I: The Encoder’s Fully Connected Neural Network A Layout
Layer Output dimensions
Input 1
FC/ReLU 5
Dropout 5
FC/ReLU 5
Dropout 5
Linear 1
network first applies the convolution with h using a convolutional layer. We then implement the function
g(·) using the neural network A, shown in Fig. 6. The neural network A is applied component-wise on
the results of the convolution with h. It uses a fully connected (FC) architecture as described in Fig. 6
and Table I, including ReLU activation functions, dropout layers [40] and a linear output layer.
Repeating the derivation in Section III-B for the nonlinear case, the new loss function LNLBPSK(θ,Φ, y)
is given by the same expression (23), i.e.,
LNLBPSK(θ,Φ, y) =
N
2
logCNL −H [qΦ(x|y)] (25)
where H [qΦ(x|y)] is given by (22) for qΦ, j(y) defined by (20). However, unlike the analytic computation
of C in Section III for linear channels, CNL, which is defined by
CNL
∆= EqΦ(x|y)
[
‖y − g(x ∗ h)‖2
]
13
Dropout
ReLU
Dropout
ReLU
Fig. 6: The neural network A in Fig. 5.
= EqΦ(x|y)
[
‖y −G(x, θ)‖2
]
= EqΦ(x|y)
{
N−1∑
n=0
[yn − Gn (x, θ)]2
}
(26)
(Gn(·) is the n-th output cell of the neural network) cannot be computed analytically. Our decoder network,
implementing qΦ, j(y), is the same as in Section III-B (Fig. 4). Hence, we now have two neural networks,
an encoder neural network implementing G(x, θ), and a decoder neural network implementing qΦ(x|y).
The two neural networks are trained jointly using a gradient descent approach. Hence, we need to compute
the gradient of LNLBPSK(θ,Φ, y) with respect to θ and Φ. By (25) and (26) we have
∇θLNLBPSK(θ,Φ, y) =
N
2
∇θ logEqΦ(x|y)
{
N−1∑
n=0
[yn − Gn (x, θ)]2
}
(27)
∇ΦLNLBPSK(θ,Φ, y) =
N
2
∇Φ logEqΦ(x|y)
{
N−1∑
n=0
[yn − Gn (x, θ)]2
}
− ∇ΦH [qΦ(x|y)] (28)
The second term in the right hand side (RHS) of (28) can be easily computed from (22) (the derivative
of qΦ, j(y) with respect to Φ is obtained by the backpropagation algorithm applied to the decoder neural
network). Following the common approach [31], [41], the gradient with respect to θ in (27) can be well
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approximated using
∇θLNLBPSK(θ,Φ, y) ≈
N
2
∇θ log
{
N−1∑
n=0
[yn − Gn (xˆ, θ)]2
}
where xˆ is obtained by sampling using the Bernoulli distribution with probabilities given by the output
of the decoder neural network that implements {qΦ, j(y)}, i.e., we set xˆ j = 1 (xˆ j = −1, respectively) with
probability qΦ, j(y) (1 − qΦ, j(y)).
However, it is more difficult to obtain a reliable estimate to the first term in the RHS of (28). When x
in the model is continuous (e.g., a Gaussian random variable), the reparameterization trick can be used
[31]. For discrete x (as in our problem), the reparametrization trick cannot be applied. Instead, various
approximation schemes to the gradient have been suggested, e.g., [41], [42]. In [43], [44] the gradient
is approximated using continuous relaxations of discrete distributions. This approximation was shown to
possess a favorable trade-off between estimation quality, computational complexity and sample efficiency.
Hence it was adopted in our work.
The method in [43], [44] is based on a continuous relaxation of the Gumbel-Max trick [45], [46],
which allows us to sample from a categorical distribution (in our case this is the Bernoulli distribution
with probabilities (qΦ, j(y), 1−qΦ, j(y))). Denote by U(0, 1) the standard uniform distribution. We repeat the
following procedure for j = 0, 1, . . . , N − 1: We first sample u j,k ∼ U(0, 1), and set g j,k = − log
(− log u j,k )
for k = 1, 2. By definition, g j,1 and g j,2 are said to be Gumbel(0, 1) distributed. We now define, for
j = 0, 1, . . . , N − 1,
cˆ j
∆=
exp
( (
log qΦ, j(y) + g j,1
)
/τ
)
exp
( (
log qΦ, j(y) + g j,1
)
/τ
)
+ exp
( (
log
(
1 − qΦ, j(y)
)
+ g j,2
)
/τ
)
xˆ j
∆= 2cˆ j − 1 (29)
where τ > 0 is some parameter (temperature). It can be shown [43], [44], that for τ → 0, the resulting
xˆ is a sample from the distribution qΦ(x|y) (cˆ j is the sampled soft bit value, and xˆ j is the corresponding
sampled soft BPSK modulated symbol). Our estimate to the first term in the RHS of (28) is then
N
2
∇Φ log
N−1∑
n=0
[yn − Gn (xˆ, θ)]2
We set τ > 0 to keep xˆ j , defined in (29), smooth and differentiable with respect to Φ. In our simulations
we initialize the temperature to τ = 5 and set it to be trainable as recommended in [43], [44].
V. EXTENSION TO LDPC CODED COMMUNICATION
In order to enable reliable communications at rates close to channel capacity, an error correcting code
needs to be incorporated. In this section we assume the availability of only the channel observations
corresponding to a single transmitted codeword, without knowing the channel parameters and without
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using pilot signals that reduce the communication rate. The goal is to reconstruct the transmitted message
from this data alone in an unsupervised way. It is useful for a fast changing communication (e.g., wireless)
environments.
Throughout the section we assume a noisy linear ISI channel and BPSK modulation. However, the
same derivation can be applied to a noisy nonlinear ISI channel. In the simulations section we report
results for both the linear and nonlinear cases under BPSK modulation. The results can also be easily
extended to other modulation schemes (e.g., QPSK). We discuss the case where the transmitted data, x,
is a BPSK modulated codeword, c (i.e. xk = (−1)ck ), of a sparse graph-based code. For concreteness, in
this paper we assume an LDPC code [47]. However, our methods can be used for other linear sparse
graphical codes such as turbo codes, to which BP decoding can be applied.
A binary LDPC code, C, is a binary linear code that can be described by a sparse binary parity check
matrix H of dimensions J × N , such that C = {c : Hc = 0}. The blocklength of the code is N , and the
code rate is at least (N − J)/N (due to a possible linear dependence between the rows of H). The matrix
H can also be represented by a Tanner graph, G, [48] which is a sparse bipartite graph, with N left nodes,
I, also called variable nodes, and J right nodes, J , also called parity check nodes. A variable node i ∈ I
(parity check node j ∈ J , respectively), can only connect to parity check (variable) nodes. We denote
this set of neighbor nodes by Ni (Nj , respectively). An edge connects the parity check node j ∈ J and
the variable node l ∈ J if and only if Hj,l = 1. LDPC codes can be efficiently decoded using Gallager’s
probabilistic decoding algorithm, also known as the sum-product or BP algorithm. This algorithm is a
message passing algorithm over edges in the Tanner graph [48].
We describe two methods for enhancing the operation of our VAEE when x is a BPSK modulated LDPC
codeword. In section V-A we add a loss term that penalizes the soft decoding based on the estimated
probabilities that the check nodes in the Tanner graph are not satisfied. In section V-B we suggest a
decoding scheme that applies the VAEE followed by the BP decoding algorithm iteratively similarly to
[8]. In our experiments we observed that both methods were useful to improve decoding, and the best
results were obtained by using both simultaneously (results are provided below in the simulations section).
A. Augmenting the loss using Gallager’s lemma
In [47, Lemma 1], Gallager proved the following. Consider m statistically independent bits, where the
l’th bit is 1 with probability Pl and 0 with probability 1 − Pl . Then the probability that an even number
of bits are 1 is
1 + ∏ml=1 (1 − 2Pl)
2
Recall that qΦ,l(y) (1 − qΦ,l(y), respectively) is an estimate to the probability that xl = 1 (xl = −1),
corresponding to cl = 0 (cl = 1). Hence, by [47, Lemma 1], for any parity check node, j ∈ J , the
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probability that the check node is satisfied, i.e., an even number of variable nodes l ∈ Nj satisfy cl = 1,
can be estimated by
1 + ∏l∈Nj (2qΦ,l(y) − 1)
2
Now, for a valid codeword c ∈ C, all check nodes are satisfied. Hence we request a low value to the
following Gallager loss defined by,
LG(Φ, y) = − log
∏
j∈J
1 + ∏l∈Nj (2qΦ,l(y) − 1)
2
= −∑
j∈J
log
1 + ∏l∈Nj (2qΦ,l(y) − 1)
2
Instead of LBPSK(h,Φ, y) in (23), we thus propose the following augmented loss for the coded data
case
LGBPSK(h,Φ, y) = λ · LBPSK(h,Φ, y) + (1 − λ) · LG(Φ, y) (30)
where λ ∈ [0, 1] is a hyper-parameter determining how much weight is assigned to each component of
the total loss. Note that for λ = 0 our loss function is just LG(Φ, y), and the decoder can produce the
trivial solution, qΦ,l(y) = 1 for all l, corresponding to the zero codeword. Hence, we must set λ > 0.
Our Gallager loss, LG(Φ, y), is similar to the syndrome loss introduced in [49]. However, in [49] the
syndrome loss is used to improve the training of a neural message passing decoder, while in our work the
Gallager loss is used for blind channel equalization of coded data. In addition, our a loss is a likelihood
based score.
B. Iterative VAE Equalization and BP decoding
We now extend the VAEE to a turbo VAEE algorithm that applies VAEE and BP decoding iteratively,
similarly to the turbo equalization algorithm [34], [35]. We start the first iteration of the turbo VAEE
algorithm by applying the VAEE. The prior probability of the transmitted binary data, x (where xk ∈
{1,−1}), is then uniform
p(x) = p(1)(x) =
∏
j
p(1)j (x j) = 2
−N (31)
as in (3). The output of the VAEE (with or without the Gallager loss term that incorporates some coding
information) are the probabilities {qΦ, j(y) = qΦ, j(X j = 1|y)}. We then apply the BP algorithm using these
probabilities, produced by the VAEE, as uncoded data from the channel. The corresponding uncoded
log-likelihood ratios (LLRs) at the input to the BP algorithm are
LLR(1)j = log
qΦ(X j = 1 | y)
qΦ(X j = −1 | y) = log
qΦ, j(y)
1 − qΦ, j(y)
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for j = 0, 1, . . . , N−1. The outputs of the BP are soft decoding LLRs of the transmitted codeword, denoted
by
LLR
(1)
j = log
p(1)j (X j = 1)
p(1)j (X j = −1)
(32)
where p(1)j (X j = x j) = p
(1)
j (x j) are the probabilities obtained by the BP algorithm. Note that according
to the principles of message passing algorithms [48], for each j the final marginalization used to obtain
LLR
(1)
j does not include the input channel LLR message LLR
(1)
j . By (32), p
(1)
j (X j = 1) can be extracted
from LLR
(1)
j using
p(1)j (X j = 1) =
(
1 + e−LLR
(1)
j
)−1
(33)
We now move on to the second turbo VAEE iteration by applying VAEE using
p(x) = p(2)(x) =
∏
j
p(1)j (x j) (34)
as prior probabilities of the transmitted data, x. Recall that the VAEE was derived under the assumption
of uniform p(x) as in (3) and (31). Hence, we need to generalize the algorithm to the case where the prior
probability is given in (34). This is easy, however, since the only change in the VAEE training is in the
computation of the term A, which was previously calculated using (21), and is now computed as follows,
A =
∑
x
qΦ(x|y) (log p(x) − log qΦ(x|y))
=
∑
x
qΦ(x|y)
∑
j
log p j(x j) +H [qΦ(x|y)]
=
∑
x
N−1∏
l=0
qΦ(xl |y)
∑
j
log p j(x j) +H [qΦ(x|y)]
=
∑
j
∑
xj
qΦ(x j |y) log p j(x j) +H [qΦ(x|y)]
=
∑
j
∑
x∈{−1,1}
qΦ, j(x |y) log p j(x) +H [qΦ(x|y)]
The corrected loss to be minimized instead of (23) is thus
L′BPSK(h,Φ, y) =
N
2
logC −H [qΦ(x|y)] −
∑
j
∑
x∈{−1,1}
qΦ, j(x |y) log p j(x) (35)
where C is given in (24) (the Gallager loss LG can also be used by adding it to the above loss term).
The same procedure is repeated in the other decoding iterations. In general, in the first stage of the l-th
iteration (l = 1, 2, . . .), our proposed turbo VAEE applies the VAEE, by minimizing (35) (possibly with
the addition of the Gallager loss, LG, as in (30)) using
p j(x) = p(l)j (x) = p
(l−1)
j (x) (36)
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for j = 0, 1, . . . , N − 1 and x ∈ {1,−1} as input (for initialization, l = 1, we use p j(x) = p(1)j (x) = 1/2 as
was described above). The VAEE produces the probabilities qΦ, j(y) = qΦ, j(X j = 1|y). Then, in the second
stage of the l-th iteration, we apply the BP algorithm, using qΦ, j(y) as uncoded probabilities from the
channel. The BP algorithm produces the probabilities p(l)j (x), x ∈ {1,−1} as in the first iteration: LLR
(l)
j
is obtained from variable node final marginalization, by summing all incoming final LLR messages to
variable node j in the Tanner graph, except for the input channel LLR message, LLR(l)j = log
qΦ, j (y)
1−qΦ, j (y) ,
and then p(l)j (X j = 1) =
(
1 + e−LLR
(l)
j
)−1
as in (33). These probabilities are subsequently used as input to
the next (l + 1) iteration of the VAEE.
Due to the presence of short cycles in the code Tanner graph, we found it useful to weaken the prior
probabilities used in the beginning of each iteration by modifying (36) to
p j(x) = p(l)j (x) = αp
(l−1)
j (x) + (1 − α)
1
2
(37)
for j = 0, 1, . . . , N − 1 and x ∈ {1,−1}, where α is some hyper-parameter.
An high-level system scheme is shown in Fig. 7.
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Fig. 7: Our proposed turbo VAEE which consists of iterative VAEE and BP decoding. D is a delay
element.
VI. SIMULATION RESULTS
In our derivation above we assumed that the input signal {xk} is causal. However, if we are considering a
sampled block y = (y0, y1, . . . , yN−1) of N measurements of the signal starting at some arbitrary time, then
the above causality assumption on x does not hold. Nevertheless, the edge effect decays as N increases. The
causality assumption is equivalent to M−1 zero-padding of x = (x0, x1, . . . , xN−1) on the left. Alternatively
(supposing odd M for simplicity), we can assume that h = (h−(M−1)/2, . . . , h0, . . . , h(M−1)/2). Accordingly,
we assume zero-padding of x = (x0, x1, . . . , xN−1) by (M − 1)/2 both on the left and on the right, and
the given measurements vector y = (y0, y1, . . . , yN−1) is the result of the channel model (2). We used
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this second approach in our experiments with uncoded data, although the performance was similar to the
performance of the first approach.
For the experiments with coded data we assumed that the transmitted BPSK modulated codeword
x = (x0, x1, . . . , xN−1) is zero padded on the left and on the right. The filter h = (h0, h1, . . . , hM−1) is
a causal size M impulse response. The channel measurements are y = (y0, y1, . . . , yN+M−2) (N + M − 1
measurements). The same conditions were used for the baseline methods that we compared with.
We implemented our VAEE algorithms using the Tensorflow framework [50] which provides automatic
differentiation of the loss function. For the LDPC infrastructure, we used the software toolbox in [51].
For the turbo operation mode, we used the BP algorithm implemented in [8].
A. Linear channels, uncoded data
We start by reporting results for noisy linear ISI channels under QPSK modulation, without using
coding information. Our algorithm was compared with the adaptive CMA [52], and with the neural
network CMA (NNCMA) [15] blind equalization algorithms. In addition, we compared the performance
to the adaptive linear MMSE [33] non-blind equalizer that observes the actual transmitted sequence. The
baseline algorithms use a single pass over the data for training. In order to improve performance, they
were modified to have sufficiently many passes over the data. In our first experiments in this subsection,
reported in Figs. 8, 9 and 10, we used the Adam optimization algorithm [53] to minimize our loss function.
For all experiments in the uncoded case, and all blind equalization methods, we note that one can recover
the transmitted bits only up to some unknown delay and rotation of the constellation, which for QPSK
means that we need to examine four different possible rotations (0°, 90°, 180°, 270°). The results presented
in the following experiments were obtained by averaging over 20 independent training data sequences.
For each training data sequence, we used K = 10,000 test data symbols to calculate the symbol error rate
(SER), taking into account all possible rotations and delays.
In all our experiments, we used the same FCN decoder architecture in Fig. 3, with a filter with five
complex coefficients in the first layer, and a filter with two complex coefficients in the second layer.
Hence, the total number of free parameters in the model was only M + 15 (M channel impulse response
parameters in the encoder, 1 parameter representing the noise variance, and 14 (2× (5+2)) real parameters
in the FCN decoder).
In our first set of experiments, we compared our model to the baseline algorithms at various noise
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Fig. 8: SER vs. SNR for the equalization algorithms. The channel is h1.
levels, using the following non-minimum phase channels taken from [54], [55]
h1 =[0.0545 + 0.05 j, 0.2832 − 0.11971 j,−0.7676 + 0.2788 j,
− 0.0641 − 0.0576 j, 0.0466 − 0.02275 j]
h2 =[0.0554 + 0.0165 j,−1.3449 − 0.4523 j,
1.0067 + 1.1524 j, 0.3476 + 0.3153 j]
We generated L = 2000 QPSK random symbols as the training sequence. Then we applied convolution
with the channel impulse response, and added white Gaussian noise at a signal to noise ratio (SNR) in the
range 0dB – 10dB. The SNR is defined by SNR ∆= 20 log10 (| |x ∗ h| |/| |w| |). To train the model, for each
update step, we sampled from the training set a mini-batch of a single sub-sequence of length N = 128.
Figs. 8 and 9 present SER results for h1 and h2 respectively. As can be seen, the new VAEE significantly
outperforms the baseline blind equalizers, and is quite close to the performance of the non-blind adaptive
linear MMSE equalizer.
In our following experiment, we compared the SER of the equalization algorithms as the number of
training symbols varied from L = 50 to L = 500,000. For each update step we sampled from the training set
a mini-batch of a single sub-sequence of length N = min (128, L). We used the channel impulse response
h1 above. Fig. 10 presents the results for SNR=10dB. Again, the new VAEE algorithm significantly
outperforms the baseline blind equalization algorithms. The results show that the VAEE enables faster
channel acquisition compared to the other blind equalization algorithms.
Further experiments for uncoded data are reported in [30].
For maintaining good performance but faster convergence time, we re-ran simulations from [30] using
a variety of gradient descent-based optimizers. In Fig. 11 we report on the number of parameter updates
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Fig. 9: SER vs. SNR for the equalization algorithms. The channel is h2.
Fig. 10: SER vs. number of training symbols for the equalization algorithms. SNR = 10dB. The channel
is h1.
required for convergence of the VAEE algorithm when using the channel h1. To train the model, we
sampled a mini-batch of a single sub-sequence of length N ∈ {10, 128} out of the given training symbols.
Then we let the algorithm train until convergence was achieved. As presented in Fig. 11, the AMSGrad
optimizer [56] leads to a significant speedup in the training of our model compared to the Adam algorithm
[53]. The BER and SER performance did not change much between optimizers. Thus, we used the
AMSGrad optimizer in our subsequent simulations.
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Fig. 11: Number of parameter updates vs. SNR for different N . The channel is h1.
B. Linear channels, coded data
In all our experiments with coded data we assume the availability of only the channel observations
corresponding to a single transmitted LDPC codeword. As explained above, our goal is to reconstruct the
transmitted message from this data alone without knowing the channel parameters. As an upper bound on
the performance, we compared our results to the non-blind turbo equalization algorithm [34], [35] which
knows the true channel. This algorithm applies the BCJR algorithm [24] and the BP algorithm iteratively.
We then implemented and compared our algorithm to the (blind) EM algorithm [23] for a noisy linear
ISI channel, taking into account the coding information similarly to [22]. In every iteration, this turbo EM
algorithm re-estimates the ISI channel impulse response and the noise variance. It applies the generalized
BCJR algorithm [20] and the BP algorithm iteratively as in the turbo equalization algorithm. As explained
in [20], the accurate implementation of the EM requires the computation of the posterior joint expectation
E
[
xi, x j
 y] of two transmitted symbols. In the approximated EM algorithm for a noisy ISI channel
proposed in [19], the approximation E
[
xix j
 y] ≈ E [xi | y] · E [x j  y] is used. Under this approximation,
the standard BCJR algorithm is sufficient to implement EM estimation. To improve results, a generalized
BCJR is derived in [20] to compute E
[
xi, x j
 y] accurately. We have also implemented and evaluated
channel estimation with the least squares method as described in [16]. These results are not shown since
in all our experiments the EM algorithm outperformed the least squares estimation method. As noted
above, the turbo equalization algorithm is channel informed, i.e., it knows the true ISI channel impulse
response and noise variance. On the other hand, our turbo VAEE algorithm and the turbo EM algorithm
are blind. They perform unsupervised joint estimation of the channel coefficients, noise variance and the
transmitted codeword.
For each experiment we show the Shannon threshold SNR for which channel capacity is equal to the
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code rate used. The capacity of the noisy ISI channel was computed using the water-filling algorithm [57]
under a power constraint of 1 corresponding to the input power under BPSK modulation.
In all our experiments with coded data, we used the same FCN decoder architecture in Fig. 4. We used
a filter with 10 coefficients in the first layer, and a filter with 5 coefficients in the second layer. Hence,
the total number of free parameters in the model was M + 16 (M parameters for the channel impulse
response, 1 parameter for the the channel noise variance, and 15 parameters for the FCN decoder). In the
turbo VAEE experiments we first applied standalone VAEE for I iterations, and only then started turbo
mode where we apply T external iterations, each consisting of one VAEE iteration and B BP iterations.
The values of the hyper-parameters used are summarized in Table II.
TABLE II: Values of the hyper-parameters.
Variable Definition Value
T Total number of training iterations 60
lr Learning rate for VAEE training 12 · 10−2
λ Weight in (30) 0.55
α Coefficient in (37) 0.2
B Number of BP iterations 15
after each VAEE iteration
I Number of VAEE iterations 40
before applying turbo mode
The results presented in the following experiments were obtained by averaging over 20 independent
transmitted codewords. Each chosen codeword was transmitted several times, each time with a different
noise sequence realization. The number of noise sequences used was determined based on the bit error
rate (BER), in order to obtain stable BER estimates. The BER of the decoded codeword is defined by
BER ∆= E
[
1
(
bˆ 6= b
)]
=
1
N
∑
b
1
(
bˆ 6= b
)
where N is the code blocklength, b is a BPSK coded symbol and bˆ is the corresponding decoded symbol.
We evaluated the various decoding algorithms at various noise levels, using two LDPC codes from
the Wimax IEEE 802.16e standard. The parity check matrices are taken from [51]. The first code has
blocklength N1 = 576 and the second has blocklength N2 = 2304. The rate of both codes is 3/4. The
following causal non-minimum phase channel impulse responses were used to simulate the ISI,
h˜1 =[0.2, 0.9, 0.3]
h˜2 =[0.2, 0.9, 0.3, 1.0]
h˜3 =[0.16, 0.545,−0.672, 0.256, 0.095,−0.389]
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Channel h˜3 is taken from [58]. The associated transfer functions are
H˜1 (z) = 0.2
(
1 + 4.1375z−1
) (
1 + 0.3625z−1
)
H˜2 (z) = 0.2
(
1 + 4.4167z−1
) [
1 + (0.0417 ± 1.0632 j) z−1]
H˜3 (z) = 0.16
(
1 + 4.4241z−1
) (
1 − 1.0032z−1
) (
1 + 0.6976z−1
) [
1 − (0.3561 ± 0.8115 j) z−1]
The channels h˜2 and h˜3 have zeros close to the unit circle in the Z-plane. These channels are thus
harder to estimate. Figs. 12, 13 and 14 present BER results for the channels h˜1, h˜2 and h˜3, respectively, for
the two codes with blocklengths N1 and N2. The blind decoding algorithms that were examined include
standalone VAEE, standalone VAEE with a Gallager loss term as described in Section V-A, turbo VAEE
with a Gallager loss term LG component and BP iterations as described in Sections V-A and V-B, and
turbo EM. As a practical upper bound on the achievable performance we also plot the BER of the channel
informed non-blind turbo equalizer. As can be seen, the new blind turbo VAEE algorithm significantly
(a) LDPC code with blocklength N1 (b) LDPC code with blocklength N2
Fig. 12: BER vs. SNR for the blind decoding algorithms and for the channel informed turbo equalizer.
The channel is h˜1.
outperforms all the other blind decoding algorithms including the baseline turbo EM, and is quite close to
the performance of the (non-blind) channel informed turbo equalizer. For the difficult channels, h˜2 and h˜3
(with zeros close to the unit circle in the Z plane), both standalone VAEE and turbo EM perform poorly.
VAEE with Gallager loss performs much better, and an additional significant gain is obtained by using
the turbo VAEE algorithm. Finally note that there is a trade-off between VAEE with a Gallager loss and
turbo VAEE: While the later performs better, the former requires less computations.
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(a) LDPC code with blocklength N1 (b) LDPC code with blocklength N2
Fig. 13: BER vs. SNR for the blind decoding algorithms and for the channel informed turbo equalizer.
The channel is h˜2.
(a) LDPC code with blocklength N1 (b) LDPC code with blocklength N2
Fig. 14: BER vs. SNR for the blind decoding algorithms and for the channel informed turbo equalizer.
The channel is h˜3.
C. Nonlinear channels
We simulated the nonlinear channels as proposed in [25]–[29],
g1 (an) = tanh (an)
g2 (an) =an + 0.2a2n − 0.1a3n
g3 (an) =an + 0.2a2n − 0.1a3n + 0.5 cos (pian)
where we define an
∆= ∑k xkhn−k . It should be noted that g2(·) and g3(·) represent an amplifier working
in saturation.
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As a practical upper bound on the performance, we compared our results to a non-blind turbo
equalization algorithm which knows the true channel impulse response h, the noise variance σ2w and the
nonlinearity g(·). This algorithm uses a modified BCJR algorithm which is very similar to the standard
BCJR algorithm [24], except that after we have computed the convolution an we apply the nonlinear
function g(·). That is, we compute g(an) and proceed as before. We also compared our turbo VAEE
algorithm to the turbo EM algorithm that was used in the previous subsection. This algorithm ignores
the nonlinearity. To the best of our knowledge there does not exist any other baseline blind estimation
algorithm for the nonlinear case that we could compare with.
In the following simulations, we used the channel h˜3, and the same two LDPC codes with blocklengths
N1 = 576 and N2 = 2304 that were used in the previous section. The dropout probabilities in Fig. 6,
describing the neural network A, were 0.3. The results are presented in Figs. 15, 16 and 17. As can be
seen, the new iterative turbo VAEE algorithm significantly outperforms the blind turbo EM algorithm,
and is not very far from the performance of the non-blind nonlinear turbo equalizer which is channel
informed.
(a) LDPC code with blocklength N1 (b) LDPC code with blocklength N2
Fig. 15: BER vs. SNR for the blind decoding algorithms and for the channel informed turbo equalizer.
The channel is h˜3. The nonlinearity is g1(·).
VII. CONCLUSION
We introduced novel unsupervised neural network-based algorithms for blind channel equalization using
the method of variational autoencoders. Both linear and nonlinear noisy ISI channels were considered.
The results were then extended to joint equalization and decoding of LDPC codes using an iterative
turbo VAEE algorithm. We showed significantly improved BER performance compared to the baseline
algorithms. For LDPC coded data, we demonstrated significantly lower BER values when using turbo
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(a) LDPC code with blocklength N1 (b) LDPC code with blocklength N2
Fig. 16: BER vs. SNR for the blind decoding algorithms and for the channel informed turbo equalizer.
The channel is h˜3. The nonlinearity is g2(·).
(a) LDPC code with blocklength N1 (b) LDPC code with blocklength N2
Fig. 17: BER vs. SNR for the blind decoding algorithms and for the channel informed turbo equalizer.
The channel is h˜3. The nonlinearity is g3(·).
VAEE compared to the baseline turbo EM algorithm. In fact, the performance of the new iterative turbo
VAEE decoder was not far from the performance of the non-blind channel informed turbo equalizer which
is based on the BCJR algorithm. Furthermore, the computational complexity of turbo EM is exponentially
increasing in the length of the estimated channel impulse response, since it uses a trellis-based equalizer,
where the number of states grows exponentially with the length of the estimated impulse response. Turbo
VAEE, on the other hand, uses a simple fully convolutional neural network. Future research should extend
our method to generalized setups such as higher constellations and channel acquisition for massive MIMO.
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