Abstract
Introduction
Today VLSI technology is providing multiple million gates per chip to support the design of several programmable and non-programmable processor cores. High level synthesis (HLS) technology enables the fast error free design of such complex circuits. Among all active researches in this area of HLS, one important research direction is to synthesize programmable processors from their ISA specifications. In this work, we have developed a HLS system, Sim-HS, that generates behavioral and structural Verilog descriptions of the processors from the Sim-nML [1] processor ISA specifications. The generated structural descriptions are accepted by various logic synthesis tools.
Sim-nML, A brief overview
Sim-nML [1] is a behavioral specification language that is used to specify the instruction set architecture of a programmable processor. The language is an extension of nML [11] machine description formalism, for the purpose of efficient simulation. The hierarchical processor models in SimnML are specified using attribute grammar, where the semantic actions of the instructions are distributed over the whole specification tree. Thus, the common behavior of a class of instructions is captured at the top level and the specialized behaviors are captured at the subsequent lower levels. Root node of the specification tree is named instruction. The specifications have two types of productions, and and or productions. Each of these productions can be opproduction or mode-production, which specify the processor instructions and addressing modes respectively. There are four pre-defined attributes for the and-production-syntax, image, action and uses. The syntax and image attributes captures the textual assembly language syntax and bit image of the instructions. The action attribute captures the operations performed by the instructions, including any side effects. The uses attribute captures the resource use model for the instruction that can be used to determine the timing and execution relationship with other instructions. The language provides 'reg', 'mem' and 'var' data types that are used to specify the registers, memories and temporary variables respectively.
An integrated development environment has been developed around Sim-nML processor specification language at IIT Kanpur. This includes the tools for generation of assemblers [3] , disassemblers [4] , compiler back-ends [5, 6] , functional simulators [7] [8], cache simulators [9] etc.
An example of a small processor that supports ALU operations, memory load-store operation and branch operation is given below. The processor operations are specified using the op-productions. Their are four ALU operations in the example; AND, ADD, SUB and MUL. The processor has four addressing modes specified using the modeproductions. These are the register, memory indirect, memory post increment and memory absolute addressing modes. type word = card (16) type absa = card(9) type disp = int(4) type off = int (6) (4) op aluop = and add sub shift op and() syntax = "and" image = "00" action = L3 = L1 & L2; op add() syntax = "add" image = "10" action = L3 = L1 + L2; op sub() syntax = "sub" image = "01" action = L3 = L1 L2; op mul() syntax = "mul" image = "11" action = L3 = L1 * L2;
Related Works
Several processor ISA specification languages have been designed that can be used for hardware-software co-design.
ISDL [10] , developed at MIT LCS is a programmable processor ISA specification language that is used to describe the behavior of a processor using attribute grammar. A special emphasis has been given for VLIW architecture based processor specifications. A synthesis tool HGEN has been developed that generates structural synthesizable Verilog code for the underlying VLIW architecture from the ISDL specifications. nML [11] processor instruction set specification language, developed at TU Berlin is an attribute grammar based language used for processor specification. From a nML based processor description, the hardware elements have been generated [12] . The language used in our work Sim-nML is derived from the nML language. MIMOLA [13] hardware specification language, developed at University of Dortmund, Germany is used to write structural specification of a programmable processor at low level, exposing several hardware details. Using MSS [14] synthesis tool, hardware can be synthesized from MIMOLA specifications. LISA [15] processor specification language, developed at Aachen University of Technology, Germany is used to specify programmable processors. VHDL hardware models have been synthesized from LISA for four stage pipelined ICORE architecture. ISPS [18] is an ISA specification language developed at Carnegie-Mellon University. CMUDA [19] and System Architect's Workbench [20] are the HLS systems that take the ISPS specifications as input and generate hardware. TRS [21] , developed at MIT LCS is used to describe hardware at the micro-architecture level in functional language form. Hardware synthesis compiler TARC has been developed that takes the concurrent TRS specifications and generates synthesizable Verilog code.
There are several other languages to specify processor ISA, like SLED [16] , EXPRESSION [17] etc. Though there is a potential of processor synthesis from these languages, no such work has been reported in the literature.
Behavioral Sim-HS
The overall design of the Sim-HS HLS system consists of two parts, the front-end and the back-end (figure 1). The same front-end is used for both behavioral and structural Sim-HS. 
Design of the Front-end of Sim-HS
The front-end of Sim-HS (figure 1A) takes Sim-nML processor specifications as input and produces their flattened representations. First the input specifications are converted to an intermediate representation (IR) . Next the information is gathered for all instructions by traversing the the path from the root node to all leaf nodes with proper parameter substitution at all levels.
Design of the Back-end of Behavioral Sim-HS
The back-end of the behavioral Sim-HS (figure 1B) takes the flattened IR as input and for each machine instruction, generates the behavioral Verilog code to simulate its action. After this generation, a top level simulation module is generated to facilitate the functional simulation process.
Implementation of Back-end
All Sim-nML variables of 'reg', 'mem' and 'var' data types are converted to Verilog variables. The scalar variables of Sim-nML are translated to Verilog reg data types and the Sim-nML arrays are translated to Verilog reg arrays. An example of variable translations is given below. The language constructs, like control flow statements are similar in the Sim-nML action sequences and Verilog language, and therefore the translation is straight forward. In the generated behavioral model instruction decoding is implemented by Verilog case statements. To store the instruction being executed, a new register IR is added. The width of IR is equal to the maximum width among all the instructions. The parameters of the instructions are identified and used as the bit strings of register IR. For this the information in the image attribute is used.
An example translation of an instruction from Sim-nML specification of Motorola 68HC11 micro-controller is given below. After execution of the instruction, the IR is left shifted by the size of the instruction (and later filled by more instruction bytes from the memory). In the behavioral module, a simulation clock is also added. As instructions execute, the simulation clock is appropriately incremented.
Sim-nML Action Sequence
In the last step of the generation of the behavioral Verilog code for the processor, the Verilog simulation monitor module is added. The simulator monitor module continuously probes the various Verilog variables that represent the external signals on the pins, or the internal signals (figure 2).
Structural Sim-HS

Design of the Back-end of Structural Sim-HS
The back-end design involves four major steps ( figure  1C) -optimizations of the flattened intermediate representation; scheduling of the optimized specifications; resource allocation and interconnection of resources; and finally the control path generation. The data path is generated in scheduling and resource allocation steps. 
Architecture of the Synthesized Processor
We synthesize the Sim-nML specifications to a nonpipelined processor architecture ( figure 3 ). The different units of the architecture are: fetch unit; decode and register storage unit; execution unit and write-back unit. Execution unit is a collection of several functional units where the input and output ports of the functional units are common to the input and output ports of the execution unit. In our design, the memory is external to the processor core.
Optimizations of the Flattened IR
The actions of each instruction in the Sim-nML specifications can be written in a convenient way using temporary variables across the hierarchies. This makes the specification writing easier and elegant looking. Such temporary variables are declared using var keyword in Sim-nML. In order to get the area-optimized hardware, it is necessary to minimize the use of 'var' type temporary variables. Optimizations are performed on each flattened instruction actions. The instructions are assumed to be independent of each other in a non-pipelined processor. Therefore, we do not perform any inter-instruction optimizations. Temporary variable elimination and dead code elimination are two optimizations performed in structural Sim-HS that give reasonably good amount of area reduction for the temporary storage units. The 'reg' and 'mem' variables represent the state of the processor and the removal of these variables in the process of optimization can change the semantic meaning of the overall ISA specification. Hence, no optimizations are performed around 'reg' and 'mem' type variables.
Scheduling of the Optimized Instructions
Scheduling assigns the optimized instruction actions to control steps according to the following scheduling constraints and goal.
Architecture of the Processor: The non-pipelined multi-cycle architecture of the processor permits only one instruction to be executed at a time. Number of Functional Units: In our design only one functional unit of each type is instantiated and is shared among the operations across and within the instructions. Number of Port Resources: The number of data and address port resources in the storage and functional units constrains the scheduling of operations inside an instruction. In our implementation, we have assumed one multiplexed read and write port for the memory. The registers are assumed to have two read and one write ports. All functional units have two input and one output data ports. Types of Functional Units: A functional unit can perform only one type of operation. Thus, there are no shared functional units like 'multiplier-adder' etc. in the design. Thus there is one to one correspondence between the operations and functional units. Minimization of Storage Area: In the structural design, as the number of 'reg' and 'mem' type storage units are predefined, number of these units can not be reduced. Thus, minimization of storage area is done by minimizing the number of each types of functional unit instantiated. However, because of the minimization of number of functional units, extra multiplexers or multiplexers with large number of inputs may be required in the design. in order to synthesize, operations inside the instruction actions are converted to a sequence of three-address code form. From the three-address form, control signals are generated to provide data from the registers to the two input ports of the functional units and to take the output of the functional units to a register.
Resource Allocation and Interconnection
After scheduling, all operations are mapped to functional units and all operands are mapped to storage units to gen-erate the hardware model. As the functional and storage unit resources are shared across the instructions, multiplexers are used with appropriate controls for input selection. Multiple destinations are bussed together.
Control Path Generation
After designing the data path, control path elements are instantiated to design the controller. To control the execution of an instruction a sequence of control signals specific to the scheduled operations of an instruction are generated. An instruction decoding unit decodes the instructions from the image of the instruction. After flattening image attribute for an instruction contains a string of 0's, 1's and unknown bits. The image substring containing 0's and 1's is used to identify the instruction and the unknown image substring typically selects the storage units at the execution time.
Implementation of Back-end of Sim-HS
Our implementation generates the Verilog code, which is compliant with the Synopsys Design Compiler. The generated Verilog code is built upon the Design Ware Library [22] [24] components, thus saving effort in rebuilding our own library.
For each 'reg' and 'mem' type variables (except main memory) registers and register files are instantiated. For each types of operation, one functional unit is instantiated inside the execution unit. An example of the generated Verilog structural execution unit module is given below. The execution unit contains one instantiation of adder and multiplier functional units each. Finally, after the data path and control path generation, the top-level module is generated, which instantiates the registers, register files, multiplexers and interconnects them.
Results and Conclusions
In this work, we have developed techniques to generate behavioral and structural synthesizable Verilog processor models from the Sim-nML processor specifications. This method along with the strength of Sim-nML based methodology can be used in an integrated way, to generate ASIP and/or other programmable processor hardware and system level software.
The behavioral Sim-HS is tested on the Sim-nML specifications of Motorola 68HC11 micro-controller and Intel 8085 microprocessor. The statistics are shown in the table 1. The size of the behavioral Sim-HS generated Verilog code is about the same order as that of the corresponding input Sim-nML specifications. The synthesized Verilog code is simulated using Cadence Inc.'s Verilog-XL simulator [23] where it ran without any problem.
The structural Sim-HS is tested on specifications of full instruction sets of Motorola 68HC11 micro-controller, Intel 8085 microprocessor and a subset of instruction set of PowerPC 603 processor. The statistics for the structural synthesis are shown in the table 2.
The generated Verilog code was logic synthesized using generic 'class.db' library of Synopsis Design Compiler. Time taken for logic synthesis of the generated code with and without the Clock Tree (CT) are also shown in the table 2. It is observed that there is an increase of about 5% in Table 3 . Total Chip Area for some Synthesized Processors in number of cells the area for all the processor models due to the clock tree insertion.
The chip areas in terms of unit cells (the area of unit cell depends of the lower level technology libraries) for Intel 8085, Motorola 68HC11 and PowerPC 603 are shown in the table 3 separately for both combinatorial and noncombinatorial logic. Assuming that the size of a unit cell (say an inverter) is about 15 m ¾ and 50% of the chip area is used for the routing, the estimated areas of the processors are also shown in the table 2.
