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Traditionally,  over  the  last  10,000  years,  agriculture  has relied  on  natural  biological  evolution  and  careful
selection  of  plant  varieties  by farmers  that  was  used  as the  founder  material  by  plant  breeders  in  the last
150  years  for  further  genetic  improvement.  Plant  breeders  played  an  important  role  mainly  by introgres-
sion  of  a trait of interest,  through  the  transfer  of  genetic  loci,  into  an  elite  crop line that  exhibits  high-yield
performance  across  a wide  range  of  conditions.  Modern  agriculture  has  relied  on the  use  of  biotechnolo-
gies  and  molecular  biology  to improve  marker  development  and  aid in the  discovery  of  candidate  loci or
genes associated  with  desirable  traits,  thereby  reducing  the  time  required  for  selective  breeding.
In this  review,  we  brieﬂy  describe  the  evolution  of  the  methods  used  to identify  candidate  leads  (gene,
loci  or regulatory  regions)  for crop  improvement,  starting  by quantitative  genetic  methods.  The  develop-
ment  of  co-expression  and molecular  networks  will  be  described.  It will  be  shown  how  network  analysis
can  reinforced  the  discovery  of candidate  genes/loci  more  rapidly  and  with  higher conﬁdence.  These
improvements  will  serve  to accelerate  genetic  engineering  and molecular  breeding  as  modern  agricul-
ture confronts  the  challenging  times  ahead,  with  the increase  of  abiotic  stresses  for  crops  as  drought,
heat,  soil  high  salinity  or waterlogging.
Without  taking  in  account  possible  losses  due  these  growing  stresses,  the  increase  in  crop  yields  needs
to be  signiﬁcantly  accelerated  to  feed  the  growing  world  population,  following  the  FAO  previsions.
Published  by Elsevier  B.V.  This  is  an open  access  article  under  the  CC  BY-NC-ND  license  (http://. Period preceding network analysis
.1. Methods used before the advent of network analysis
To increase yield and stress tolerance, it is essential to
nderstand how crop phenotypes were improved during the
omestication process. To this end, researchers have investigated
ow early societies domesticated wild plants, e.g., by adapting
eosinte into a high-yield crop like maize [1]. During domestication,
iversity was dramatically reduced, as rare alleles in the popula-
ion declined in favor of more frequent ones [2]. Awareness of the
eduction in the size of the gene pool led to the idea that exploring
he wild ancestors of crop plants could help to recover rare alleles.
hese rare alleles might be useful in improving modern crop vari-
ties. According to simulation studies in maize, only 2–4% of the
enome has been actively selected over the course of domestica-
ion [2]. This ﬁnding highlights the tremendous potential of using
∗ Corresponding author.
E-mail address: ware@cshl.edu (D. Ware).
ttp://dx.doi.org/10.1016/j.cpb.2015.11.001
214-6628/Published by Elsevier B.V. This is an open access article under the CC BY-NC-Ncreativecommons.org/licenses/by-nc-nd/4.0/).
the wild varieties or ancestors of extant crop plants to recover lost
genetic diversity. Such (re) discovery of lost alleles could help meet
challenging breeding goals such as conferring tolerance to drought,
salinity, and other stresses [1,2].
Historically, the methods of choice for identifying candidate
loci/genes primarily involved identiﬁcation of quantitative trait
loci (QTLs). In such analyses, phenotypic observations are associ-
ated with genetic region segregation, taking advantage of linkage
disequilibrium.
In crop species, one aim of QTL analysis is to deﬁne genetic
regions responsible for architectural and stress-related pheno-
types, e.g., the response to water deﬁcit and the efﬁciency of
nitrogen use [3–5]. However, these genetic regions can be very
large, due to the size of the QTL conﬁdence intervals. To discover
the causal genes, it is required to manually parse ∼100 candidate
genes per locus. Sometimes, the number of candidate genes can be
reduced using ﬁne mapping, by ﬁnding additional makers within
the QTL interval. Nevertheless, the process of narrowing a QTL is
highly time-consuming [6]. Moreover, the outcome is not always
guaranteed, as it depends upon the rate of crossing-over in the
D license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Fig. 1. Centrality and network motifs.
A random network is represented (A–C) mimicking a possible biological network. The greenest nodes represent the genes with the higher connectivity centrality (A),
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hows  how a researcher can act on either node A or P in function as the desired ac
entralities. A close-up from the red box (C) of a network building block called netw
pecies under study, as well as the identiﬁcation of new molecular
arkers.
.2. Global expression data
.2.1. Transcriptomic analysis
Following the emergence of microarrays in the mid-1990s, tran-
criptomic experiments have become a predominant method for
iscovering candidate genes related to phenotypes of interests
7]. Next-generation sequencing made the direct count of tran-
cript possible based on the number of sequencing reads. Before,
nly relative expression levels were obtained in microarray exper-
ments by converting level of ﬂuorescence on chips [8,9]. RNA-seq
lso enabled the study of the whole transcriptome, independent
rom a fully sequenced genome, as well as detailed analysis of
ene alternative splicing forms [10–16]. One major application
f transcriptomic technologies is to reveal genes differentially
xpressed, potentially responsible for a phenotype change, for
nstance between mutant and wild type samples. As technol-
gy improved, the production of comprehensive gene expression
esources across a large catalogue of tissues, developmental stages
ecame possible. Named transcriptome atlases, these resources are
sed as a base to obtain insights into biological processes and gene
unction for Arabidopsis (e.g. AtGenExpress), maize (Maizeatlas),
r rice (e.g. RiceXPro) [17–24]. At a single tissue level, the tissueenness centrality (B) whereas node P has the highest Eigen vector centrality (C). It
hown (e.g. Fig. 2). The grey nodes have a lower value for each of these respective
otif is shown in D. It represents a Feed Forward Loop.
and longitudinal root atlas was  produced using a combination of
microarrays, cell type-speciﬁc protoplasts and root cross sections
[20]. Combining these 2D analyses gives a 3D expression map  in
Arabidopsis roots. Recent work in maize that has used RNA-seq in
a combination of time-course and mutant analyses has provided
greater insight into the regulation of maize meristems [25,26].
However, these lists derived from transcriptomic analyses, do
not immediately provide a clear insight into gene regulation.
Rather, they allow selection of candidate genes that can be sub-
sequently validated. Further reverse genetics approaches need to
be used to identify mutant phenotypes. If the predicted phenotypes
are observed in the mutant, novel variants in this location can be
searched for in natural variation or germplasms for plant breeding
improvement. Mutant analyses have some drawbacks: for example,
non-conditional mutants exert their effects across all tissues and
developmental stages, potentially resulting in undesirable inter-
actions that are not directly linked to the phenotypes of interest
[27,28].
2. Type of networks2.1. Network theory
A network comprises all possible links existing between mem-
bers of a community (Fig. 1). These members could be a group
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Fig. 2. Network and edgetics.
The random network from Fig. 2 is represented with the gene hypothetical functions
and network modules. The green boxes are reacting to a stress. Gene P, the regulator
is also expressed during this stress. The Blue box is expressed during a developmen-
tal  process. Mutant approaches could consist in the disruption of the gene A (A). The
edgetic mutant approach will only disrupt the interaction between gene P and gene2 C. Liseron-Monﬁls, D. Ware / Cu
f people within a social network, or genes contained within a
iological network. Network members are called nodes or ver-
ices. Interestingly, the organization of most of these networks
elies on similar proprieties. The interactions linking nodes follow
 non-random topographical model called scale free model [29];
he number of connections that each node has within the network
enerally obeys a power law distribution [29–31]. This means that
ew nodes have a high number of connections, when a majority of
odes have few connections. Additionally, biological networks are
omprised of local modules, groups of genes that are locally highly
nterconnected. Both concepts of power law distribution and clus-
er modules are reconcilable by the fact that modules are connected
o a whole network by node(s) with high connectivity [30,31]. The
rganization of node interconnectivity further deﬁnes the concept
f centrality. The simplest centrality is connectivity, that is the
umber of interactions of a node with its neighbors (Fig. 1A).
One hypothesis from network analysis is that the propagation
f information goes through the fastest path to minimize resource
sage. One network parameter to measure the shortest path is
etweenness centrality (Fig. 1B). The more a node is included in
hortest paths between any 2 other nodes, the higher its between-
ess centrality is within this network [32]. This is an important
arameter to identify nodes for which the disruption could greatly
ffect a network response. Other types of centralities exists; for
nstance, the Eigen vector centrality measure the inﬂuence of a
ode on the network [33]. Nodes with high scoring Eigen vector
alues are linked to nodes that have high connectivity, as shown
y the P node in Fig. 1C that affects highly-connected genes A and
. Consequently high-scoring Eigen-vector nodes potentially have
nﬂuence on highly connected nodes and inﬂuence a large portion
f the network. In a biological network, this could be for example,
 transcription factor that acts on several pleiotropic genes.
.2. Molecular interaction networks
Biological molecular networks can be categorized in several
ypes. The notion of metagene can be introduced; a node represents
t the same time a protein, its gene and its promoter. Using a meta-
ene in network visualization allows a simpliﬁcation of the network
iew, as it is possible to represent a transcription factor and its pro-
oter in a single node. Visualization software for network view and
nalysis are important tools to interpret network behaviors. Among
he network visualization tools, Cytoscape, Gephi or VisANT are
ighly accessible tools for non-computational biologists [34–36].
ther visualization tools can be accessible through command lines
ools such as igraph, a library of the R programming languages
37]. Most of this visualization tools also contains network anal-
ses applications to calculate for example network centralities or
ode clusters. One popular add-on from Cytoscape is NetworkAn-
lyzer [38]. Other tools have adopted another strategies and are
lmost completely dedicated to analysis as Network Analysis Tools
NeAT) [39].
Following the automation of interaction discovery (e.g., using
he yeast two-hybrid system), a large catalogue of gene interac-
ion networks is emerging [40]. Molecular interaction networks
ave also been generated using by summarizing large numbers of
xperiments from the literature [41]. Another category of molec-
lar networks relies on a very large quantity of experimental and
redicted data merged to form multi-source meta-networks such
raNet [42].
Protein-protein interaction networks are a major type of exper-
mentally derived physical network. Several variants of such
etworks have been developed, including catalogues clock regu-
ation signaling protein interactions in Arabidopsis [40,43].
Recently, the development of yeast-one-hybrid (Y1H) and
hromatin immunoprecipitation (ChIP) methods has providedA  (B). The later will not affect the blue box (developmental processes) when the ﬁrst
approach (A) will have this pleiotropic effect on the blue box, which is putatively
undesired.
a signiﬁcant step towards a comprehensive understanding of
gene-regulatory networks (GRNs). Here, GRNs are deﬁned by the
relationship between transcription factor and gene promoters.
However, ChIP-seq data produces a high level of false positives and
represents a full map  of possible binding sites of a transcription
factor without taking in account developmental stages or tissue
speciﬁcity or gene regulation. To obtain a better picture at a tis-
sue level, ChIP-seq could be combined with other high-throughput
data. For instance, ChIP-seq in conjunction with transcriptome data
helped to elucidate the regulation of determinacy in maize inﬂo-
C. Liseron-Monﬁls, D. Ware / Current Plant Biology 3-4 (2015) 30–39 33
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big. 3. Integration approach.
ere is represented a possible combination of a molecular network with its relat
rioritize  gene candidates, for example, in relationship to a stress response.
escence [26,44]. Tissue-speciﬁc chromatin remodeling technique
s another type of data that can help to decompose the signal found
n ChIP-seq.
Because it is difﬁcult to extract information from large net-
orks, it is tempting to return to smaller networks to understand
peciﬁc phenotypes. Small networks focus on speciﬁc phenotypes
uch as tissue development, allowing extraction of the putative
egulators. Subsequently, these putative regulators can become
argets for crop improvement, as illustrated by a recent study of
econdary wall development [45,46], or the ﬂowering formation
26,47]. These small networks can facilitate the identiﬁcation of the
ifferent regulation layers in a GRN, which acts on the developmen-
al program interconnectivity with stress response such as salinity
45]. As a result, a new candidate such as VASCULAR-RELATED NAC
OMAIN (VND7) that potentially regulates xylem formation and
djusts its synthesis in reaction to salinity stresses was discovered
45].
Metabolic networks are based either on the compilation of
xperimental results or predictions based on extrapolations from
ther organisms [48–50]. One daunting task for the near future is
he experimental validation of the metabolic networks predicted
o date. Validated metabolic networks are of great potential value:
nowledge of such networks across plant species could help to
xplain plant evolution [51]. As an illustration of this concept, the
umbers of enzymes allocated to each metabolic category are the
onsequences of past gene duplications and specializations, which
ontributed to the distinctive features of plant species. For exam-
le, plants with vascular tissues have mainly evolved specialized
etabolic pathways, at the same time reducing the number of
eactions involved in production of primary metabolites [51]. Gene
uplication is the phenomenon important for gene copy number
ariation in a genome. One of the functions of gene duplication is
o help in the conservation and protection of important functions.
dditionally, this redundancy provides an organism with enough
exibility, to explore new functionality, potentially a base for evo-
ution and speciation events [52,53]. Following large duplication
vents, the duplicated gene segments undergo gene losses to pos-
ibly reestablish equilibrium of the gene products and to reestablish
he ﬁtness of the complete biological network [54]. Certain genes in
hese duplication segments are retained while others are dropped
y divergent gene retention phenomenon [52].ics and quantitative genetic data. This schematic view deﬁnes a methodology to
After a speciation event provoked in part by gene duplica-
tions, sets of retained gene regions between two  species, will
produce syntenic regions with almost the same order for orthol-
ogous regions [55]. At a single gene level, it was proposed that
the most conserved genes involved in primary metabolism form
a highly connected network. The consequence would be the con-
servation of primary metabolism networks across the plant species
[56]. Logically, this conservation property should be preserved at
the metabolic enzyme gene level [51]. As mentioned earlier, tran-
scription factor families were expanded through gene duplication
[57]. This confers “robustness and diversiﬁcation” possibilities to
the GRN [58] from these redundant genes [58]. For example, the
Arabidopsis response regulators (ARR) transcription factor family
has most of its members regulating the same set of genes. How-
ever, each single ARR transcription factor also regulates its own
unique targets [58]. One consequence of these phenomenons is the
increase in complexity of a GRN.
Several databases and repositories for molecular networks are
available to plant researchers such as AGRIS, TAIR, BioGRID, IntAct,
STRING, the Bio-Analytic Resource for Plant Biology or the Arabidop-
sis interactome consortium [40,41,59–62]. These databases, which
cover different types of gene or protein interactions, could con-
tribute to the identiﬁcation of candidate metabolic genes, thereby
providing greater insight into regulatory or enzymatic pathways.
2.3. Network inference with co-expression patterns
Using gene expression data, the similarity of gene expression
patterns can be extracted to infer co-expression networks. Such
methods measure co-expression patterns across tissues and treat-
ments to predict gene interactions. Several metrics have been used
to quantify the level of co-expression between genes. The most
used one is Pearson Coefﬁcient of correlation. Once all putative
interactions are established using co-expression strength, the dif-
ﬁcult part is the elimination of less reliable interactions with low
interaction strength and putative false positives. Furthermore, the
predicted regulators may  in fact have similar expression patterns
as their downstream targets and thus be grouped together within
the same modules.
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.3.1. Types of network inference
Historically, parametric correlation metrics like the Pearson cor-
elation coefﬁcient have been most widely used in the creation of
o-expression networks [63]. Weighted Gene Co-expression Net-
ork Analysis (WGCNA), a tool based on the weighted correlation,
s able to identify gene modules that could be parts of metabolic
athways, e.g., in tomato or maize [64,65]. WGCNA also imple-
ents some non-parametric correlation methods, which are used
hen the correlation between genes is expected to be non-linear;
opular examples include the Spearman and the Kendall tau coefﬁ-
ient of correlation. Non-parametric methods use the rank of gene
xpression, instead of relative expression values, to evaluate corre-
ations. More recently, other non-parametric methods and hybrid
ethods have been applied to network inference analysis. The
endall tau and the Gini correlation [66], which were ﬁrst used in
conomics, have now been applied to biological data. Partial cor-
elation methods, which seek to relax the assumption of linearity
f co-expression, have been implemented in several tools such as
parse PArtial Correlation Estimation (SPACE) and GeneNet [67,68].
Concerning probabilistic methods, the mutual information (MI)
as been used in place of the Pearson correlation; motivated in
art by ﬁndings that MI  has more power than the Pearson correla-
ion distance [69]. MI  is based on the Shannon Entropy and implies
iscretization of the expression data. If two genes are statistically
ndependent, their MI  will be zero, as they will share no linear
r non-linear correlation pattern [70]. Because the MI  is overesti-
ated for continuous variables, it must be corrected, e.g., using the
hrinkage method, which is applicable to the type of small-sample
atasets that are common in functional genomics [71]. MI  forms
he basis of network inference methods such as ARACNE [72,73]. MI
ethods generate robust networks, but they suffer from numerous
rawbacks. First, the data need to be categorized by creating bins of
evel of gene expressions. The estimation of these bins is complex.
econd, it is difﬁcult to compare results from different datasets. To
ddress these concerns, a new method was developed to ﬁx all the
itfalls and obtain the maximum information coefﬁcient. However,
he methodology and the real advantages of this method are still
eing discussed [74–77].
Bayesian methods are another type of measurement used to
enerate networks inferred from co-expression data. Bayesian
ynamic networks are particularly well suited for small networks,
s these types of analysis are computationally expensive. Banjo is a
ool for analysis of Bayesian and dynamic Bayesian networks [78].
n a small network of ∼100 genes in loblolly pine, SND1 was dis-
overed as a putative key regulator of lignin biosynthesis using a
ayesian algorithm [79].
.3.2. Tools using network inferences
Allen et al. [80] compared different methods for inferring tran-
criptional networks. The results revealed that methods based
n correlation (e.g., WGCNA) and mutual information [73] (e.g.,
RACNE: algorithm for the Reconstruction of Accurate Cellular NEt-
orks) tend to outperform those based on partial correlation (e.g.,
eneNet and SPACE). On the other hand, GeneNet was  better at
icking a few signiﬁcant nodes within the network [80]; if a small
umber of true positives can be picked, it means that the network
as a low rate of false positives. Bayesian inference methods (e.g.,
NArray, Banjo) are the more difﬁcult to use on large networks,
argely because their computational costs result in prohibitive run-
ing times. Furthermore, they do not appear to have signiﬁcant
dvantages compared to other methods, although they may  be
uperior for network inferences based on very small networks.After the network inference, the next steps, to ﬁnd putative
egulators and candidate gene linked to a trait, are to analyze
he network dynamic. Several methods as ordinary differential
xpression or Boolean algorithms can be more predictive than co-lant Biology 3-4 (2015) 30–39
expression networks with respect to this goal. An interaction of a
transcription factor with a promoter is a kinetic process. This means
that the transcription factor will need to reach a protein concen-
tration or activity threshold to trigger the regulation of a promoter
[81]. Boolean models aim to simplify this molecular kinetic by
attributing states for mRNAs, protein or metabolite abundances.
In most of the Boolean models, a molecule is either in active or
inactive state. Furthermore, this state can evolve in function of
clearly deﬁned relationships of activation or inhibition attached
to each network interaction. As a result, it gives the opportunity
to establish more or less complex cascades of activity state, start-
ing from a speciﬁc point to the end of the cascade. The effect of a
regulator on a network could be measured by observing the state
changes caused in downstream interactions. Using Boolean models
in yeast and plants, the stability of the cell cycle network was estab-
lished against possible perturbations [82]. It showed that the cell
cycle network relies on the oscillatory interplays between cyclin-
dependent kinases and transcription factors [83].
Based on these tools or co-expression metrics, several databases
were generated to help understand gene regulation patterns and
discover candidate genes that regulate particular phenotypes, such
as ATTED II [84–86]. These databases employ visualization tools
to help researchers make decisions regarding possible leads [87].
Analysis of co-expression networks helps in the selection of can-
didate genes linked the studied condition/trait. Co-expression
networks give the possibility to shift focus from single candidate
gene search to groups of related genes that are likely to operate
together within a tissue, or response to a stress.
2.3.3. Co-expression network inference and limits
Network inference analysis depends on snapshots taken using
transcriptomic or other omics data. Many groups are interested
in understanding and predicting network behavior in order to
strengthen the discovery of candidate genes. To this end, network
databases have been created such as AraNet or ATTEDII that partly
or completely based on co-expression analyses [42,88]. These infer-
ence networks have been used to build hypotheses: for instance, a
model for the regulation of glucosinolates was generated using a
combination of transcriptomics and metabolomics data [89,90].
However, co-expression networks can lead to misleading
results, as the interactions are based similarity of expression
patterns. Consequently, it is difﬁcult to know if the expression inter-
actions are due real connections between 2 genes, or a convergence
of expression patterns, independent of any real physical or regula-
tory link. As a result, co-expression network generates a high level
of false positive interactions, which could interfere with interpre-
tations and the search for causal genes. Another problem is the
low correlation between mRNA and protein levels under the con-
dition studied [91]. On the other hand, one area in which inference
networks seem to perform well is metabolic pathway prediction:
factors involved in specialized metabolic pathways exhibit a high
level of co-expression, suggesting that they are the most suitable
targets for co-expression analysis [51].
2.4. Network motif
In order to understand regulation between groups of genes
in biological networks, the notion of a network motif was intro-
duced. A network motif is a pattern formed by subgroup varying
from 2 to 10 genes linked through regulation interactions. The two
most popular types of network motifs are 3-and 4-node motifs
[92,93]. Network motifs help better characterize gene functions
using the regulation knowledge about activation or repression
between genes. Network complexity can be reduced using network
motifs, demonstrating the interest of the ﬁeld in studying them.
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Interestingly, the occurrence of network motifs is clearly not
andom and certain motif types are overrepresented in biologi-
al, food chain or social networks [93]. It demonstrates that for
nknown reasons, some regulatory “building blocks” are put in
lace by plants and other living organism in order to organize inter-
ctions between genes. What is the molecular abundance of each
etwork motif component? How does this abundance level change
ithin a network motif? Authors have tried to answer these dif-
cult questions using simulation studies [94–96]. The simulations
ere made mostly on 3-node interaction types to discover the pos-
ible dynamics of network components such as the feed-forward
oops shown in Fig. 1D [95]. Elucidating these regulatory dynam-
cs could for instance determine if an interaction type produces an
scillatory behavior [97]. The number of network motifs increases
ith the size of a network, which makes the discovery of these
otifs difﬁcult. Consequently, network motif quantiﬁcation and
verrepresentation in a network are estimated using set of ran-
om motifs. Several tools tried to tackle this challenge as reviewed
n the literature [98].
. Determine candidate genes
.1. Quantitative genetics and transcriptomics
A large portion of the genetic variation is not explained in most
f the QTL studies, notably for complex traits such as yield [99,100].
t emphasizes the importance of understanding the whole spec-
rum of genetic variation identiﬁed including the low-signiﬁcance
TLs as shown for maize ﬂowering time [101]. The addition of these
ow-signiﬁcance QTLs can affect high-signiﬁcance QTLs. Because a
arge number of small-effect QTLs can make it difﬁcult to discover
ausal loci, it is important to understand the biological processes
nderlying these small-effect QTLs to estimate the importance of
ach locus [100]. To this end, it would be useful to study the inter-
ctions between the putative genes underlying each QTL associated
ith a speciﬁc phenotype. Furthermore, the analysis of genetic net-
orks can help identify false positives among the small-effect QTLs;
y overlaying genes putative linked to a response part of interac-
ions in a molecular network and gene physical location within
TLs. This method is conservative but will be robust if the QTL
ntervals do not contain a large number of genes.
One ﬁrst step of integration of co-expression data was to merge
hem with other type of evidence such as QTL. Transcriptomics has
een combined with quantitative genetics methods to facilitate the
dentiﬁcation causal genes in participating in stresses responses.
n Arabidopsis, causal regions of a phenotype response, as stress
olerance, are difﬁcult to identify if only QTL analysis are used [102].
icroarrays have facilitated these associations. Another interesting
ethod not discussed in this review is the eQTL analysis [103].
.2. Discover candidate genes using network topography
The directionality of a network makes genes, with high
etweenness centralities, bottlenecks for the circulation of the
iological signals either between protein, protein interaction in sig-
aling cascade or between metabolites in a metabolic network for
nstance. Associating Gene Ontology (GO) with network central-
ty is one of the possible outcomes to deﬁne hub genes that could
e master regulators and candidate gene for plants [104]. Network
opography has been mostly used in gene co-expression networks
o discover or conﬁrm essential genes within and between species
s well as discover gene functions from associalogs [105–107].lant Biology 3-4 (2015) 30–39 35
3.3. Gene prioritization pipeline
Gene prioritization methods aim to identify genes that are rel-
evant to speciﬁc stresses or conditions of interest. In particular,
they aim to rank genes by combining different sources of informa-
tion from the literature. Therefore, gene prioritization tools help to
determine which candidate genes that should be assigned the high-
est priority in subsequent experimental validations following the
large-scale (high-throughput) experiments. Unfortunately, most of
these tools are not available for plant research, but for human dis-
eases, as reviewed previously [108]. However, one could argue that
some of the tools dedicated to plant network analysis are also partly
gene prioritization tools [109,110]. Plant research could beneﬁt
from tools with minimal biases, as explained below.
Gene prioritization can take advantage of gene expression data
as well as other sources of information. For example, text min-
ing or GO annotation can be contributing parameters used to
determine the importance and function of genes in a network
dataset. GO annotation referred to standardized conventions to
assign “molecular functions” to a gene product, as well as determin-
ing its connections to “biological processes” and its cell localization
described as “cellular component”. However, these data associ-
ations should be made carefully due to the risk of inaccurately
assigning a function to the gene based on biased prior infor-
mation. Gene annotation is the method of choice for identifying
the putative function of a gene according to annotations of the
surrounding genes in the network, referred to as the “guilt by asso-
ciation” method [105]. However, this method can generate biases
because the genes used for functional annotations in GO are often
pleiotropic, and do not necessary represent the functions of their
associated genes in a particular analysis [111].
3.4. Tools for predicting candidate genes and perturbation of
networks
A major challenge of large networks is determining how best to
perform analysis in order to extract interesting information. Sev-
eral new algorithms have attempted to simplify this process. For
example, one recently reported algorithm could reduce the num-
ber of edges in a network by grouping them according to their
pattern similarities [112]. Many of these analyses of plant inter-
action networks have been performed in Arabidopsis; hence, one
important task is the on-going effort to transfer the knowledge
accumulated in crops and apply it to their improvement. To facil-
itate this transfer, networks can be projected from one species to
another one using orthologous analysis or associalogs [42,109,110].
An associalog is a functional orthologous association to generate a
projection of network using potential functional orthologs to dis-
cover “orthologous” interactions. However, orthologs between two
species is difﬁcult to deﬁne well due to gene duplications. Further-
more, there is still a possibility of interaction rewiring of putative
functional orthologs interactions within their respective gene net-
works, which could create false positive interactions in projected
networks from associalogs.
Taking in account the conservation of an enzyme-centered
metabolic network could be an approach of choice to transfer pre-
vious Arabidopsis molecular network knowledge. For instance, a
projected protein–protein network could use this conserved net-
work as a core. Then, extension of this projected network could be
done using gene expression networks or molecular experiments in
the new species to overcome the problem of less conserved genes.
The less conserved genes between two  species are subjected to have
undergone more gene expansions and more interactions rewiring
[113]. Transcription factor families are one example of possible
gene expansions [52,58]. Large-scale molecular networks can con-
tribute to our understanding of gene duplication phenomenon [40].
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he rate of gene duplication and its consequence on the interaction
ewiring rate has been subject to modeling in order to determine
hen and how they could occur [113]. This rewiring could be at
he level of the entire duplication event meaning that the new
enes copies part of a same network modules could evolve in a
omplete different sub-network not linked to the initial one. This
as observed in Arabidopsis where duplicated gene branches had
ivergent pattern of gene expression [114].
.5. Use of other high-throughput datasets
Proteomic data has also contributed to the identiﬁcation of can-
idate genes for crop improvement. Several studies have reported
he use of proteomic data to the investigation of plant stress
esponses. Moreover, combining several types of -omics data
transcriptomics, proteomics, and metabolomics) provides a more
omplete view of tissue dynamics; however, using multimodal data
n combination necessarily increases the complexity of the analy-
is. Such analyses can change our perception of “normal regulation”.
or instance, metabolites are often seen as the end product of gene
egulation, but an integrated omics approaches reveals that they
an also serve as stimuli for the same gene-regulatory pathways
115].
.6. How to use dynamic networks
Vital genes have a tendency to be enriched among hub genes
116]. A hub gene in a network is a gene with a large number
f connections. These hub genes are important because they are
ften the more straightforward candidate genes for manipulation
117–119]. Two  types of hub nodes are described in the literature,
lassiﬁed based on their co-expression with neighboring genes in
he network [120]. Party hubs would be expressed only under spe-
iﬁc conditions, and are co-expressed with linked genes within
he network [120]. By contrast, date hubs would be expressed
nder different conditions; consequently, they can affect multiple
rocesses [120]. Date hub genes spread information across the net-
ork but are not necessary the “driver nodes” (also called critical
odes) involved in regulation or perturbation of the entire network
egulation. However, these notions of date/party hubs are still con-
roversial and more robust studies are needed to clearly establish
he veracity of these two hub types [121]. Another type of gene
iscovered in network analysis is the “ﬂight hub gene,” which the
uthors described as a putative “switch gene” involved in regula-
ion of transcriptional processes in plants [122]. Consequently, local
entral nodes within modules could be more critical than nodes
hat are central to the network overall [123]. Based on simulations,
t appears that the most important hubs are grouped in modules.
hese ﬁndings suggest that whole-network hub genes could be
edundant if they are not critical for a network perturbation.
.7. Forward and reverse “edgetics”
Hub genes in a network have a tendency to be pleiotropic.
herefore, it would be interesting to identify the tissue- and
emporally-speciﬁc regulators of these hub genes. Observation of
etwork data can help identify these types of regulators. From a
tatistical point of view, eigenvector centrality is also valuable for
dentifying such regulator [33].
Another approach used in the plant–microbe interaction ﬁeld, is
emoval or modiﬁcation of interactions (edges) rather than modi-
ying or removing genes (nodes) from a network in order to affect a
peciﬁc phenotype without deleterious effects on other conditions
124]. This method allows precise regulation of a speciﬁc hub gene
y its regulators [125–127], assuming that another regulator does
ot redundantly inﬂuence the edge (Fig. 2).lant Biology 3-4 (2015) 30–39
As an example of this approach, let us consider the disruption of
a transcription factor’s action on a hub gene. The cis-acting ele-
ments can be identiﬁed through immuno-precipitation assay or
yeast one-hybrid using partial promoter deletion of the hub gene,
candidate target for the regulation of a trait. Once the binding sites
are identiﬁed, one could modify them directly using “clustered,
regularly interspaced, short palindromic repeat” (CRISPR) [128],
or examine natural variants to determine whether a modiﬁcation
associated with the desired phenotype already exists in some vari-
eties of the studied plant. The domain of genome editing is in wide
expansion nowadays, as they can precisely change few nucleotides
in a genome. Additionally to CRISPR-Cas9, some established meth-
ods as Transcription Activator-like Effector Nucleases (TALEN) or
the zinc ﬁnger nucleases have gained some interests [129]. New
methods as Cpf1, which could improve the endonuclease step of
CRISPR, could become an alternative to Cas9 in the CRISPR/Cas9
protein complex showing the constant improvement of gene edit-
ing methods [130].
Forward edgetics starts with mutation linked to a phenotype,
with the goal of identifying an interaction [126]. By contrast,
reverse edgetics refers to approaches in which one starts from an
interaction to arrive at a phenotype. Network analysis can help to
connect reverse and forward edgetics by isolating important inter-
actions linked to phenotypes of interest (e.g., stress responses based
on transcriptomics data). Then, by removing a speciﬁc interaction,
the phenotypic response can be conﬁrmed under a speciﬁc condi-
tion.
4. Prospective and integrative networks
To fully integrate these different types of analyses, it will also be
important to integrate prioritization strategies. However, in addi-
tion to focusing on networks inferred from expression data, it might
be interesting to use molecular networks to study how the genes
within a molecular network behave at the transcript or protein level
in the genomic region of interest.
To use molecular networks, the challenge is in their creation.
This requires substantial experimental efforts. A possible short-
cut consists in transferring knowledge from one well-studied
model such as Arabidopsis to crop species. Researchers could take
advantage from the syntenic blocs and co-expression patterns as
described earlier. In this scope, gene regulatory network, composed
by transcription factors and their target genes, will be more com-
plex to transfer from Arabidopsis to crop species. This is due to the
fact that transcription factors have a higher rate of gene duplica-
tions and gene families expansions.
There is an urgent necessity to develop methods that take
advantage of gene expression data without forgetting or ignor-
ing all of the knowledge generated by conventional and molecular
breeding. In our view, the future of gene/protein network analysis
relies on the integration of these methods with other data sources.
For example, molecular networks, transcriptomic data, and genetic
map  information from QTL and genome-wide association studies
(GWAS) analyses can be integrated with each other, as already
described in the literature [131]. This combination of data should
signiﬁcantly reduce the false positive rate inherent to each individ-
ual method.
In order to take advantage of small-effect loci found in QTL anal-
yses, which are important parts of the responses to most abiotic
stresses, it is important to connect loci selection based on genetic
architecture with molecular regulatory network candidate genes.
Linear models could constitute interesting methods to study the
importance of a set of genes in the regulation of a complex process.
Obviously to use such models, several data types needs to be avail-
able for a speciﬁc condition (e.g. drought stress). Otherwise, these
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ata need to be created to obtain quantitative genetic data, gene
xpression or molecular networks. Another point will be to deﬁne
he weight to give in a linear model to each data type in order to
eﬁne the ﬁnal result. By connecting these different evidence forms
inked to a trait or a stress response, possible regulators could be
dentiﬁed (Fig. 3). Gaining this level of knowledge from networks
ill also help to specify the genes that need to be investigated in
he progenitor or wild varieties of each crop. The newly discovered
enes/loci could then be used to identify new markers that will be
seful in molecular breeding. Once in hand, interesting leads can
e manipulated at the interaction level (edgetics), rather than by
verexpressing or removing the genes altogether, enabling a more
recise analysis and control of the biological phenomena of interest.
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