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ALGEBRAIC DIFFERENTIAL INDEPENDENCE REGARDING
THE RIEMANN ζ-FUNCTION AND THE EULER Γ-FUNCTION
QI HAN1, JINGBO LIU1,†, AND QIONGYAN WANG2,3
Abstract. In this paper, we prove that ζ cannot be a solution to any nontrivial algebraic
differential equation whose coefficients are polynomials in Γ,Γ(n) and Γ(ℓn) over the ring of
polynomials in C, where ℓ, n ≥ 1 are positive integers.
1. Introduction and main results
It is a celebrated result of Ho¨lder [4] in 1887 that the Euler gamma-function
Γ(z) =
∫ +∞
0
tz−1e−tdt
cannot satisfy any nontrivial algebraic differential equation whose coefficients are polynomials
in C. That is, if P (v0, v1, . . . , vn) is a polynomial of n+1 variables with polynomial coefficients
in z ∈ C such that P (Γ,Γ′, . . . ,Γ(n))(z) ≡ 0 for z ∈ C, then necessarily P ≡ 0. Hilbert [3], in
his lecture addressed before the International Congress of Mathematicians at Paris in 1900 for
his famous 23 problems, stated in Problem 18 that the Riemann zeta-function
ζ(z)1 =
+∞∑
n=1
1
nz
cannot satisfy any nontrivial algebraic differential equation whose coefficients are polynomials
in C, and this problem was solved with great generality (towards a question posed by Hilbert
in his Problem 18) by Mordukhai-Boltovskoi [11] and Ostrowski [13], independently.
It is well-known that ζ and Γ are related by the Riemann functional equation
ζ(1− z) = 21−zπ−z cos
(1
2
πz
)
Γ(z)ζ(z). (1.1)
By virtue of (1.1), one knows from Bank and Kaufman [1] that neither ζ nor Γ can satisfy any
nontrivial algebraic differential equation whose coefficients are meromorphic functions in the
field generated by the field of meromorphic functions f in C with T (r, f) = o(r) and the field
of meromorphic functions in C of period 1; see, for example, Li and Ye [8, Theorem C]. Here,
T (r, f) denotes the Nevanlinna characteristic function of f ; see Nevanlinna [12].
Recently, Markus [10] proved that ζ(sin(2πz)) cannot satisfy any nontrivial algebraic differ-
ential equation whose coefficients are polynomials in Γ and its derivatives, and he conjectured
that ζ itself cannot satisfy any nontrivial algebraic differential equation whose coefficients are
polynomials in Γ and its derivatives, either. Thus, we are interested in knowing whether there
is a nontrivial polynomial P (u0, u1, . . . , um; v0, v1, . . . , vn) such that, for z ∈ C,
P (ζ, ζ ′, . . . , ζ(m);Γ,Γ′, . . . ,Γ(n))(z) ≡ 0.
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1In this paper, ζ(z) is used, rather than the common practice ζ(s), to keep notations consistent.
1
2Notice the preceding result [1] cannot be applied to algebraic differential equations involving
both ζ and Γ simultaneously, since one has from Ye [16] that
T (r, ζ), T (r,Γ) =
r log r
π
+O(r) 6= o(r). (1.2)
It is worth to mention that functions satisfying (1.2) and its general extensions have interesting
value distribution properties as described, for instance, in Li [5] and Han [2].
In this paper, we shall prove the main result as follows.
Theorem 1.1. Let ℓ,m, n ≥ 0 be nonnegative integers. Assume P (u0, u1, . . . , um; v0, v1, v2) is
a polynomial of m+ 4 variables with polynomial coefficients in z ∈ C such that
P (ζ, ζ′, . . . , ζ(m);Γ,Γ(n),Γ(ℓn))(z) ≡ 0 (1.3)
for z ∈ C. Then, necessarily the polynomial P must be identically equal to zero.
Note our result particularly generalizes the main results of Li and Ye [6, 7] when ℓ = n = 1,
and when ℓ = 2 and n = 1, respectively, yet our main scheme follows that in [7]. Recall another
result with a completely different focus was given in Li and Ye [9].
To prove our result, we need a renowned theorem from Voronin [15].
Proposition 1.2. Fix x ∈ ( 12 , 1
)
for z = x+ iy ∈ C. Define
γ(y) := (ζ(x+ iy), ζ′(x + iy), . . . , ζ(m)(x+ iy))
to be a curve in y. Then, γ(R) is everywhere dense in Cm+1.
2. Proof of Theorem 1.1
Let P (u0, u1, . . . , um; v0, v1, v2) be a polynomial in its arguments whose coefficients are poly-
nomials in z ∈ C such that (1.3) is satisfied. In view of the discussions in [10, Section 2], one
can simply assume that the coefficients of P are constants. Denote by
Λ := {λ := (λ0, λ1, λ2) : λ0, λ1, λ2 are nonnegative integers}
a triple-index set having a finite cardinality, and define
Λp := {λ ∈ Λ : |λ| = p with |λ| := λ0 + λ1 + λ2} and
Λ⋆q :=
{
λ ∈ Λ : |λ|⋆ = q with |λ|⋆ := λ1 + ℓλ2
}
.
Then, there exists a nonnegative integer L such that
P (u0, u1, . . . , um; v0, v1, v2) =
L∑
p=0
∑
λ∈Λp
aλ(u0, u1, . . . , um)v
λ0
0 v
λ1
1 v
λ2
2 ,
where aλ(u0, u1, . . . , um) is a polynomial of m+1 variables with constant coefficients. Set, for
each p = 0, 1, . . . , L, the associated homogeneous polynomial to be
Pp(u0, u1, . . . , um; v0, v1, v2) :=
∑
λ∈Λp
aλ(u0, u1, . . . , um)v
λ0
0 v
λ1
1 v
λ2
2 .
Rearrange Pp(u0, u1, . . . , um; v0, v1, v2) if necessary in v := (v1, v2, v3) in the ascending order
of q = |λ|⋆, along with the standard lexicographical order when two or more terms having the
same indices p, q appear, to find a nonnegative integer Mp such that
Pp(u0, u1, . . . , um; v0, v1, v2) =
Mp∑
q=0
∑
λ∈Λp∩Λ⋆q
aλ(u0, u1, . . . , um)v
λ0
0 v
λ1
1 v
λ2
2 . (2.1)
3As a consequence, it follows that
P (u0, u1, . . . , um; v0, v1, v2) =
L∑
p=0
Mp∑
q=0
∑
λ∈Λp∩Λ⋆q
aλ(u0, u1, . . . , um)v
λ0
0 v
λ1
1 v
λ2
2 . (2.2)
Claim 2.1. Assume (1.3) holds. Then, for each 0 ≤ p ≤ L and all z ∈ C, one has
Pp(ζ, ζ
′, . . . , ζ(m);Γ,Γ(n),Γ(ℓn))(z) ≡ 0.
Proof. Suppose p0 is the smallest index among {0, 1, . . . , L} such that
Pp0(ζ, ζ
′, . . . , ζ(m);Γ,Γ(n),Γ(ℓn))(z) 6≡ 0.
Then, we have
Pp0
(
ζ, ζ ′, . . . , ζ(m); 1,
Γ(n)
Γ
,
Γ(ℓn)
Γ
)
(z) =
Pp0(ζ, ζ
′, . . . , ζ(m);Γ,Γ(n),Γ(ℓn))(z)
Γp0(z)
6≡ 0.
(2.3)
Define the digamma function f := Γ
′
Γ
, and introduce inductively
Γ′
Γ
= f
= f
î
1 +
f ′
f2
(c1 + ε1)
ó
for c1 = 0 and ε1 = 0,
Γ′′
Γ
=
ÄΓ′
Γ
ä′
+
ÄΓ′
Γ
ä2
= f ′ + f2
= f2
î
1 +
f ′
f2
(c2 + ε2)
ó
for c2 = 1 and ε2 = 0,
Γ′′′
Γ
=
ÄΓ′′
Γ
ä′
+
Γ′′
Γ
·
Γ′
Γ
= f ′′ + 3ff ′ + f3
= f3
î
1 +
f ′
f2
(c3 + ε3)
ó
for c3 = 3 and ε3 =
f ′′
ff ′
,
Γ(4)
Γ
=
ÄΓ′′′
Γ
ä′
+
Γ′′′
Γ
·
Γ′
Γ
= f ′′′ + 4ff ′′ + 3(f ′)2 + 6f2f ′ + f4
= f4
î
1 +
f ′
f2
(c4 + ε4)
ó
for c4 = 6 and ε4 =
f ′′′
f2f ′
+ 4
f ′′
ff ′
+ 3
f ′
f2
,
Γ(5)
Γ
=
ÄΓ(4)
Γ
ä′
+
Γ(4)
Γ
·
Γ′
Γ
= f (4) + 5ff ′′′ + 10f ′f ′′ + 10f2f ′′ + 15f(f ′)2 + 10f3f ′ + f5
= f5
î
1 +
f ′
f2
(c5 + ε5)
ó
for c5 = 10 and ε5 =
f (4)
f3f ′
+ 5
f ′′′
f2f ′
+ 10
f ′′
ff ′
+ 10
f ′′
f3
+ 15
f ′
f2
,
...
Γ(n)
Γ
= fn
î
1 +
f ′
f2
(cn + εn)
ó
upon assumption, and then we can deduce that
Γ(n+1)
Γ
=
ÄΓ(n)
Γ
ä′
+
Γ(n)
Γ
·
Γ′
Γ
= fn+1 + fn−1f ′(cn + n+ εn) + f
n−2
f
′
ε
′
n + [(n− 2)f
n−3(f ′)2 + fn−2f ′′](cn + εn)
= fn+1
î
1 +
f ′
f2
(cn+1 + εn+1)
ó
for cn+1 = cn + n =
n(n+ 1)
2
and
εn+1 = εn +
ε′n
f
+
î
(n− 2)
f ′
f2
+
f ′′
ff ′
ó
(cn + εn).
4It is noteworthy that when n = 0 one sees P (u0, u1, . . . , um; v0) ≡ 0, or when ℓ = 1 one sees
P (u0, u1, . . . , um; v0, v1) ≡ 0, provided one has, for z ∈ C,
P (ζ, ζ′, . . . , ζ(m);Γ)(z) ≡ 0 or P (ζ, ζ′, . . . , ζ(m);Γ,Γ(n))(z) ≡ 0,
which follows readily from the analysis in [6, Corollary]. So, for our subsequent discussions, we
without loss of generality always take ℓ ≥ 2 and n ≥ 1.
Define
F :=
Γ(n)
Γ
= fn
[
1 +
f ′
f2
(cn + εn)
]
(2.4)
and then rewrite
Γ(ℓn)
Γ
= f ℓn
[
1 +
f ′
f2
(cℓn + εℓn)
]
= F ℓ
(
1 +
f ′
f2
G
)
. (2.5)
Here, we define
G :=
[Γ(ℓn)
Γ
Γℓ
(Γ(n))ℓ
− 1
] (Γ′)2
ΓΓ′′ − (Γ′)2 (2.6)
to be a meromorphic function in C satisfying
1 +
f ′
f2
G =
1 + f
′
f2
(cℓn + εℓn)[
1 + f
′
f2
(cn + εn)
]ℓ = 1 + [(cℓn + εℓn)− ℓ(cn + εn)] f
′
f2
+
+∞∑
j=2
®
(cn + εn)
j−1
[
(cℓn + εℓn)
Ç
−ℓ
j − 1
å
+ (cn + εn)
Ç
−ℓ
j
å]´( f ′
f2
)j
,
so that G has the power series representation in terms of (cn + εn)
f ′
f2
as follows:
G =
+∞∑
j=0
®[
(cℓn + εℓn)
Ç
−ℓ
j
å
+ (cn + εn)
Ç
−ℓ
j + 1
å]´ [
(cn + εn)
f ′
f2
]j
. (2.7)
Now, using (2.1), (2.3), (2.4) and (2.5), we get, for z ∈ C,
Pp0
(
ζ, ζ′, . . . , ζ(m); 1,
Γ(n)
Γ
,
Γ(ℓn)
Γ
)
(z)
=
Mp0∑
q=0
∑
λ∈Λp0∩Λ
⋆
q
aλ(ζ, ζ
′, . . . , ζ(m))(z)
(Γ(n)
Γ
)λ1
(z)
(Γ(ℓn)
Γ
)λ2
(z)
=
Mp0∑
q=0
∑
λ∈Λp0∩Λ
⋆
q
aλ(ζ, ζ
′, . . . , ζ(m))(z)Fλ1(z)F ℓλ2(z)
(
1 +
f ′
f2
G
)λ2
(z)
=
Mp0∑
q=0
F q(z)
∑
λ∈Λp0∩Λ
⋆
q
aλ(ζ, ζ
′, . . . , ζ(m))(z)
(
1 +
f ′
f2
G
)λ2
(z).
(2.8)
Here, for some q, a term with |λ| = p0 and |λ|⋆ = q may not appear in (2.8); if so, one simply
regards the coefficient aλ(u0, u1, . . . , um) affiliated with this term as zero.
Recall λ0, λ1, λ2 ≥ 0 are nonnegative integers. For each λ = (λ0, λ1, λ2) ∈ Λp0 ∩Λ⋆q , one has
λ0 = p0 − q + (ℓ− 1)λ2 and λ1 = q− ℓλ2; thus, for fixed p0, q, λ is uniquely determined by λ2,
5and vice versa. Denote the largest λ2 by Np0 . Then, (2.8) can be rewritten as
Pp0
(
ζ, ζ′, . . . , ζ(m); 1,
Γ(n)
Γ
,
Γ(ℓn)
Γ
)
(z)
=
Mp0∑
q=0
F q(z)
Np0∑
r=0
aq,r(ζ, ζ
′, . . . , ζ(m))(z)
(
1 +
f ′
f2
G
)r
(z).
(2.9)
Here, we set aq,r(u0, u1, . . . , um) := aλ(u0, u1, . . . , um) for λ = (p0 − q + (ℓ− 1)r, q − ℓr, r) ∈ Λ
when applicable; otherwise, we simply set aq,r(u0, u1, . . . , um) to be zero.
Define H := f
′
f2
G and expand (1 +H)r to observe that
Np0∑
r=0
aq,r(ζ, ζ
′, . . . , ζ(m))(z)(1 +H)r(z) =
Np0∑
r=0
bq,r(ζ, ζ
′, . . . , ζ(m))(z)Hr(z).
Here, for fixed p0, q, the polynomials aq,r(u), bq,r(u) satisfy the relations as follows:
bq,Np0 (u) = aq,Np0 (u),
bq,Np0−1(u) = aq,Np0−1(u) +
Ç
Np0
Np0 − 1
å
aq,Np0 (u),
bq,Np0−2(u) = aq,Np0−2(u) +
Ç
Np0 − 1
Np0 − 2
å
aq,Np0−1(u) +
Ç
Np0
Np0 − 2
å
aq,Np0 (u),
...
bq,0(u) = aq,0(u) + aq,1(u) + · · ·+ aq,Np0−1(u) + aq,Np0 (u),
(2.10)
from which one sees {aq,r(u)} and {bq,r(u)} are mutually uniquely representable of each other,
with aq,r(u) := aq,r(u0, u1, . . . , um) and bq,r(u) := bq,r(u0, u1, . . . , um) for brevity.
Summarizing all the preceding discussions leads to
Pp0
(
ζ, ζ′, . . . , ζ(m); 1,
Γ(n)
Γ
,
Γ(ℓn)
Γ
)
(z)
=FMp0 (z)
[
bMp0 ,0(
~ζ) + bMp0 ,1(
~ζ)H + · · ·+ bMp0 ,Np0 (~ζ)HNp0
]
(z)
+ FMp0−1(z)
[
bMp0−1,0(
~ζ) + bMp0−1,1(
~ζ)H + · · ·+ bMp0−1,Np0 (~ζ)HNp0
]
(z)
+ · · ·+ F (z)
[
b1,0(~ζ) + b1,1(~ζ)H + · · ·+ b1,Np0 (~ζ)HNp0
]
(z)
+
[
b0,0(~ζ) + b0,1(~ζ)H + · · ·+ b0,Np0 (~ζ)HNp0
]
(z),
(2.11)
with (~ζ) being the abbreviation for the vector function (ζ, ζ′, . . . , ζ(m)).
Recall (2.3). Suppose bq0,r0(u0, u1, . . . , um) is the first nonzero term in the ordered sequence
of polynomials over Cm+1 as follows:
bMp0 ,0(u), bMp0−1,0(u), . . . , b1,0(u), b0,0(u),
bMp0 ,1(u), bMp0−1,1(u), . . . , b1,1(u), b0,1(u),
. .
.
bMp0 ,Np0−1(u), bMp0−1,Np0−1(u), . . . , b1,Np0−1(u), b0,Np0−1(u),
bMp0 ,Np0 (u), bMp0−1,Np0 (u), . . . , b1,Np0 (u), b0,Np0 (u).
6In view of the finiteness of indices, we certainly can find a constant C0 > 1 and a (sufficiently
small) subset Ω of Cm+1 such that, after appropriate rescaling if necessary,
|bq0,r0(u0, u1, . . . , um)| ≥ 1 and |bq,r(u0, u1, . . . , um)| ≤ C0
uniformly for all u := (u0, u1, . . . , um) ∈ Ω  Cm+1 and for each 0 ≤ q ≤Mp0 and 0 ≤ r ≤ Np0 .
Then, by Voronin’s theorem, there exists a sequence of real numbers {yk}+∞k=1 with |yk| → +∞
such that γ(yk) ∈ Ω  Cm+1 when x = 34 . So, for zk := 34 + iyk ∈ C, one has∣∣∣bq0,r0(ζ, ζ′, . . . , ζ(m))(zk)
∣∣∣ ≥ 1 and
∣∣∣bq,r(ζ, ζ ′, . . . , ζ(m))(zk)
∣∣∣ ≤ C0 (2.12)
uniformly for all indices q = 0, 1, . . . ,Mp0 and r = 0, 1, . . . , Np0 .
Next, the classical result of Stirling [14, p.151] says
logΓ(z) =
(
z − 1
2
)
log z − z + 1
2
log(2π) +
∫ +∞
0
[t]− t+ 12
t+ z
dt,
which combined with a version of the Lebesgue’s convergence theorem leads to
f(z) =
Γ′
Γ
(z) = log z − 1
2z
−
∫ +∞
0
[t]− t+ 12
(t+ z)2
dt,
so that inductively for n = 1, 2, . . ., one deduces
f (n)(z) = (−1)n−1
®
(n− 1)!
zn
+
n!
2zn+1
+ (n+ 1)!
∫ +∞
0
[t]− t+ 12
(t+ z)n+2
dt
´
.
It is thus quite straightforward to verify, for every n = 1, 2, . . ., that
f(z) = log z + o(1) = log z(1 + o(1)),
f (n)(z) =
(−1)n−1(n− 1)!
zn
(1 + o(1)),
and
f ′
f2
(z) =
1
z(log z)2
(1 + o(1)) and
f ′′
ff ′
(z) = − 1
z log z
(1 + o(1)), (2.13)
uniformly on D :=
{
z : − 5π6 ≤ arg z ≤ 5π6
}
, provided |z| is sufficiently large.
Now, recall cn =
n(n−1)
2 and ε1 = ε2 = 0. One employs (2.13) to see that
ε3 =
f ′′
ff ′
= −
1
z log z
(1 + o(1)),
ε4 = ε3 +
ε′3
f
+
Ä f ′
f2
+
f ′′
ff ′
ä
(c3 + ε3) = −
4
z log z
(1 + o(1)),
ε5 = ε4 +
ε′4
f
+
Ä
2
f ′
f2
+
f ′′
ff ′
ä
(c4 + ε4) = −
10
z log z
(1 + o(1)),
...
εn = −
n(n− 1)(n− 2)
6
1
z log z
(1 + o(1)) upon assumption, and thus
εn+1 = εn +
ε′n
f
+
î
(n− 2)
f ′
f2
+
f ′′
ff ′
ó
(cn + εn) = −
în(n− 1)(n− 2)
6
+ cn
ó 1
z log z
(1 + o(1))
= −
în(n− 1)(n− 2)
6
+
n(n− 1)
2
ó 1
z log z
(1 + o(1)) = −
n(n2 − 1)
6
1
z log z
(1 + o(1)),
which further implies, uniformly on D for sufficiently large |z|, via (2.6) and (2.7),
G(z) =
ℓ(ℓ− 1)n2
2
(
1− ℓn+ n− 3
3
1
z log z
)
+O
( 1
z(log z)2
)
=
ℓ(ℓ− 1)n2
2
(1 + o(1)).
7From now on, we shall focus entirely on {zk}+∞k=1  D and observe that
F q(zk)bq,r(ζ, ζ
′, . . . , ζ(m))(zk)H
r(zk)
is equal to, in view of H(zk) =
f ′
f2
(zk)G(zk) =
ℓ(ℓ−1)n2
2zk(log zk)2
(1 + o(1)),
[ℓ(ℓ− 1)n2
2
]r
bq,r(ζ, ζ
′, . . . , ζ(m))(zk)
(log zk)
nq−2r
(zk)r
(1 + o(1))
when k → +∞, where the indices either satisfy r = r0 with 0 ≤ q ≤ q0 or satisfy r0 < r ≤ Np0
with 0 ≤ q ≤Mp0 . As a result, the term
F q0(zk)bq0,r0(ζ, ζ
′, . . . , ζ(m))(zk)H
r0(zk),
among all the possible terms appearing in (2.11), dominates in growth when k → +∞. In fact,
for sufficiently large k, if r = r0 with 0 ≤ q < q0, one derives
|log zk|nq
|zk|r0 |log zk|2r0
≪ |log zk|
nq0
|zk|r0 |log zk|2r0
,
while if r0 < r ≤ Np0 with 0 ≤ q ≤Mp0 , one derives
|log zk|nq ≤ |log zk|nMp0+nq0
|zk|r |log zk|2r ≫ |zk|r0 |log zk|nMp0+2r0 .
So, since ℓ ≥ 2 and n ≥ 1, one sees from (2.11) and (2.12), as k → +∞, that∣∣∣∣∣Pp0
(
ζ, ζ′, . . . , ζ(m); 1,
Γ(n)
Γ
,
Γ(ℓn)
Γ
)
(zk)
∣∣∣∣∣ ≥
1
3
|log zk|nq0−2r0
|zk|r0 . (2.14)
When p0 = L, then, by the definition of p0 and (2.14), it yields that
P (ζ, ζ′, . . . , ζ(m);Γ,Γ(n),Γ(ℓn))(zk)
=PL(ζ, ζ
′, . . . , ζ(m);Γ,Γ(n),Γ(ℓn))(zk)
=ΓL(zk)PL
(
ζ, ζ′, . . . , ζ(m); 1,
Γ(n)
Γ
,
Γ(ℓn)
Γ
)
(zk) 6= 0
for sufficiently large k, which contradicts our assumption (1.3).
When p0 < L, by virtue of the classical result of Titchmarsh [14, p.151]∣∣∣∣Γ
(3
4
+ iy
)∣∣∣∣ = e− 12π|y| |y| 14
√
2π(1 + o(1))
as |y| → +∞ and seeing that |log z|ı
|z||log z|2
→ 0 as |z| → +∞ if  > 0 for nonnegative integers ı, ,
one easily observes, in view of (2.1), (2.2), (2.3), (2.12) and (2.14), that∣∣∣∣∣
P (ζ, ζ′, . . . , ζ(m);Γ,Γ(n),Γ(ℓn))(zk)
ΓL(zk)
∣∣∣∣∣
=
∣∣∣∣∣∣
L∑
p=p0
1
ΓL−p(zk)
Pp
(
ζ, ζ′, . . . , ζ(m); 1,
Γ(n)
Γ
,
Γ(ℓn)
Γ
)
(zk)
∣∣∣∣∣∣
≥ 1
6
exp
(L− p0
2
π |yk|
)
(|yk|
1
4
√
2π)p0−L
|log zk|nq0−2r0
|zk|r0
− C1 exp
(L− p0 − 1
2
π |yk|
)
(|yk|
1
4
√
2π)p0+1−L |log zk|C2 → +∞
8as k → +∞ for some constants C1, C2 > 0 depending on C0, L, ℓ, n. Hence,
P (ζ, ζ ′, . . . , ζ(m);Γ,Γ(n),Γ(ℓn))(zk) 6= 0
for sufficiently large k, which again contradicts the hypothesis (1.3). 
Claim 2.2. For each 0 ≤ p ≤ L and all z ∈ C, when
Pp(ζ, ζ
′, . . . , ζ(m);Γ,Γ(n),Γ(ℓn))(z) ≡ 0, (2.15)
then necessarily the polynomial Pp(u0, u1, . . . , um; v0, v1, v2) vanishes identically.
Proof. When p = 0, by definition, P0(u0, u1, . . . , um; v0, v1, v2) is a polynomial in u0, u1, . . . , um
alone; so, from the solutions [11, 13] to the question posted by Hilbert, P0(ζ, ζ
′, . . . , ζ(m))(z) ≡
0 leads to P0(u0, u1, . . . , um) ≡ 0 immediately.
Henceforth, suppose p > 0. For simplicity, we write p = p0 and use the expression (2.11) and
all its associated notations. Next, we prove that bq,r(u0, u1, . . . , um) ≡ 0 for every 0 ≤ q ≤Mp0
and 0 ≤ r ≤ Np0 . To this end, we first show that each one of
bMp0 ,0(u0, u1, . . . , um), bMp0−1,0(u0, u1, . . . , um), . . . , b0,0(u0, u1, . . . , um)
must be identically equal to zero. Let’s start with bMp0 ,0(u0, u1, . . . , um), which is a polynomial
in u0, u1, . . . , um, and assume it doesn’t vanish identically. Then, following what we have done
in Claim 2.1, one has (2.12) (or its resemblance for this newly chosen p0). Among all the terms
of Pp0
(
ζ, ζ′, . . . , ζ(m); 1, Γ
(n)
Γ
, Γ
(ℓn)
Γ
)
(zk) as described in (2.11), the term
FMp0 (zk)bMp0 ,0(ζ, ζ
′, . . . , ζ(m))(zk) ∼ (log zk)nMp0
dominates in growth for large k, since |log zk|
ı
|zk|
|log zk|
2 → 0 when k → +∞ if  > 0 for nonnegative
integers ı, . Thus, analogous to (2.14), we deduce from (2.11) and (2.12) that
Pp0(ζ, ζ
′, . . . , ζ(m);Γ,Γ(n),Γ(ℓn))(zk)
=Γp0(zk)Pp0
(
ζ, ζ′, . . . , ζ(m); 1,
Γ(n)
Γ
,
Γ(ℓn)
Γ
)
(zk) 6= 0
for all sufficiently large k, which however contradicts the hypothesis (2.15). As a result, we see
bMp0 ,0(u0, u1, . . . , um) ≡ 0. The next term in queue is bMp0−1,0(u0, u1, . . . , um) with
FMp0−1(zk)bMp0−1,0(ζ, ζ
′, . . . , ζ(m))(zk) ∼ (log zk)nMp0−n,
so that one can derive bMp0−1,0(u0, u1, . . . , um) ≡ 0 in exactly the same manner; and so on and
so forth, we conclude that bq,0(u0, u1, . . . , um) ≡ 0 for every q = 0, 1, . . . ,Mp0 . Next, after the
elimination of H in (2.11), one can repeat the preceding procedure for
bMp0 ,1(u0, u1, . . . , um), bMp0−1,1(u0, u1, . . . , um), . . . , b0,1(u0, u1, . . . , um)
and observe that bq,1(u0, u1, . . . , um) ≡ 0 for every q = 0, 1, . . . ,Mp0 . Continuing like this, one
arrives at bq,r(u0, u1, . . . , um) ≡ 0 for all q = 0, 1, . . . ,Mp0 and r = 0, 1, . . . , Np0 . Through (2.9)
and (2.10), we can finally conclude that Pp0(u0, u1, . . . , um; v0, v1, v2) ≡ 0. 
It follows from (2.1) and (2.2) that the proof of Theorem 1.1 is a straightforward consequence
of Claims 2.1 and 2.2, so that (1.3) indeed leads to P (u0, u1, . . . , um; v0, v1, v2) ≡ 0.
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