In certain computational systems the amount of space required to execute an algorithm is even more restrictive than the corresponding time necessary for solution of a problem. In this paper an algorithm for modular multiplicative inverse is introduced and its computational space complexity is analyzed. A tight upper bound for bit storage required for execution of the algorithm is provided. It is demonstrated that for range of numbers used in public-key encryption systems, the size of bit storage does not exceed a 2K-bit threshold in the worst-case. This feature of the Enhanced-Euclid algorithm allows designing special-purpose hardware for its implementation as a subroutine in communication-secure wireless devices.
Algorithm for Modulo Multiplicative Inverse
The operation of modular multiplicative inverse is essential for public-key encryption, modular arithmetic [1] and for applications based on the Chinese Remainder Theorem [2].
Introduction
Operation of multiplicative inverse modulo n is a basic operation in modular arithmetic. 
Therefore, for every integer
and .
Suppose that a memory that stores an array of quotients has restricted capacity. For instance, suppose that it cannot store more than s bits. Consider the following optimization problem: 
  n s
Indeed, consider for all
Then for all the inequality k k holds. Here 1 k  a n n   0 1
: ; :
 and all k n  are generated itera-tively as
. At the same time both arrays of quotients require the same size of bit storage.
Let 0 : E I  {identity matrix} and for all
Then (2.5) may be rewritten as
Proposition 3.2: Since a spectral radius of matrix is larger than the spectral radius of matrix 2 , the sequence . Indeed, , , and for all
Representing the upper bound [5, 6] , and using (3.4), we derive that 
Properties of D-Matrices
where is a two-dimensional square matrix (all further inequalities involving matrices are to be taken entry-wise), u > 0 and .
For the sake of simplicity in forthcoming inequalities we use (wherever it is necessary) a normalization
where :
It is easy to verify that if Proof: Consider 
Decomposition
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Transposition
Proposition 6.1: The inequality ; 1, 1,
where  is the largest eigenvalue of E. 
Case s = 3
Let 3 : X E  and . 
Case s = 4
The following scheme shows that there are two local minima. Indeed, consider 
Hence the optimal control variables are equal 
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, and that , i.e., is the minimum. 
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(3) Let us insert matrix 3 into and prove that the following two inequalities hold:  of E, [7] . Direct computation shows that indeed the nequalities 
