• Whenever a test example reach a leaf, it is classified using -The majority class of the training examples that fall at this leaf. -A naïve Bayes built using the training examples that fall at this leaf. -A IDBD classifier built using the training examples that fall at this leaf.
• Anytime classifier Binary decision trees for data streams The splitting criteria
• The case of two classes.
• All candidate splits will have the form of Attribute i <= value j -For each attribute, quadratic discriminant analysis defines the cut-point. -Assume that for each class the attribute-values follows a univariate normal distribution -N(mean, standard deviation).
-Where p(i) is the probability that an example that fall at leaf t is from classe I
• The best cut-point is the solution of:
-A quadratic equation with at most two solutions: d1, d2
• The solutions of the equation split the X-axis into three intervals:
-We choose between d1 or d2, the one that is closer to the sample means.
Estimating the gain of a cut-point
• For each Attribute -The cut point defines a contingency table.
-The information gain is:
• The attributes are sorted by information gain.
• When should we transform a leaf into a decision node?
-When there is a high probability that the selected attribute is the wright one ! 
The Hoeffding bound
• Suppose we have made n independent observations of a random variable r whose range is R.
• The Hoeffding bound states that:
-With probability 1-δ -The true mean of r is at least where -Independent of the probability distribution generating the examples.
• The heuristic used to choose test attributes is the information gain G(.) -Select the attribute that maximizes the information gain. -The range of information gain is log (#classes)
• Suppose that after seeing n examples, G(X a )>G(X b )> ...> G(X c ) • Given a desired δ, the Hoeffding bound ensures that Xa is the correct choice if G(Xa)-G(Xb) > ε.
-with probability 1-δ
From a leaf to a decision node • The tree is expanded: -When the difference of gains between the two best attributes satisfies the Hoeffding bound,
• A splitting test based on the best attribute is installed in the leaf • The leaf becomes a decision node with two descendent branches -When two or more attributes have very similar gains
• Even given a large number of examples, and • The Hoeffding bound declares a tie.
-Example: there are duplicate attributes.
• The leaf becomes a decision node, if
• How many examples should be required to trigger the evaluation of the splitting decision criteria? • When the tree is expanded, two new leaves are generated.
-The sufficient statistics of these new leaves are initialized with the examples at the short term memory.
Classification strategies at Leaves
• To classify a test example -The example traverses the tree from the root to a leaf,
• Following the path given by the attribute values.
-The leaf classifies the example.
• The usual strategy:
-The test example is classified with the majority class from the training examples that reached the leaf. -Naturally Incremental -A test example is classified in the class that maximizes:
Forest of Trees
• A multi-class problem is decomposed into a set of two-class problems.
-A n class problem is decomposed into n(n-1)/2 binary problems.
• A two-class problem for each possible pair of classes..
-For each problem generate a decision tree
• Leading to a forest of decision trees.
• Fusion of classifiers -To classify a test example:
• Each decision tree classifies the example -Output a probability class distribution
• The outputs of all decision trees are aggregated using the sum rule.
Task 1 Evaluation on training set
• Evaluation method:
-Split the labelled set into two sets
• Training set: 500000 records • Evaluation set: last 80264 records -Some points:
• All users consistently classified • Confusion Matrix:
• 
