The feasibility of reconstructing total spring precipitation for the South Platte River basin from treering chronologies using artificial neural networks is explored. The use of artificial neural networks allows a comparison of reconstructions resulting from both linear and nonlinear models. Both types of models produced reconstructions that explained more than 40% of the variation in spring precipitation and were well verified with independent data. Although the nonlinear models produced higher R 2 values than did the linear model for the calibration period, they performed less well in the independent period. This result and other model evaluation statistics suggest that, in this study, the nonlinear models contain a greater degree of overfit than the linear model, and thus, do not offer a clear improvement over the linear model for the reconstruction of spring precipitation in this region. However, neural networks offer an alternative approach to linear regression techniques and may provide improved dendroclimatic reconstructions in other areas.
Introduction
In reconstructing climate from tree-ring chronologies, traditional approaches for calibrating tree growth with climate have incorporated some type of linear regression technique (multiple regression, principal components regression, discriminant analysis, canonical regression) (e.g., Fritts, 1976; , Briffa et al., 1992 Stahle and Cleaveland, 1993; Cook et al., 1994) . The use of this family of statistical techniques assumes that linear relationships exist between climate and tree growth. Although such relationships may exist under some conditions, relationships may be more complex both in term of interactions between climate variables and between tree growth and climate.
Nonlinear relationships between tree growth and climate have long been acknowledged by dendrochronologists (Fritts; 1969 Graumlich and Brubaker, 1986) . A limited number of studies have addressed this issue employing several approaches. These include the use of squares and cross products of predictor variables in linear regression equations to represent interactions between variables, and response surfaces to portray nonlinear or interactive relationships and from which predicted values have been directly interpolated (Graumlich and Brubaker, 1986; Fritts et al., 1991; Graumlich, 1991; 1993) . Several recent studies have © Arnold 1999 0959-6836(99)HL339RP
used artificial neural networks to model nonlinear relationships between tree growth and climate and to assess the effects of a doubling of CO 2 and pollution on tree growth in the Mediterranean and Alps regions (Guiot et al., 1995; Keller et al., 1997a; 1997b) . The goal of this study is to assess the suitability of nonlinear neural networks for reconstructing precipitation from tree-ring chronologies in the Colorado Front Range region by comparing results from both linear and nonlinear neural network models. There are several reason to focus on the Front Range. There are now over 50 tree-ring chronologies for this region. Dendrochronological studies have shown that tree growth in this region is sensitive to climate (Schulman, 1945; Kienast and Schweingruber, 1986; Kienast et al., 1987; Woodhouse, 1993) , and suggest that some of these tree-ring chronologies may be suitable for climate reconstructions (Brown and Shepperd, 1995) . However, other studies have suggested that it may be difficult to reconstruct Front Range climate from tree-ring chronologies because of complex and unstable tree-growth/climate relationships for some species and locations (Graybill et al., 1992; Villalba et al., 1994) .
The results of the studies cited above suggest that dendroclimatic reconstructions for the Colorado Front Range region are possible, but the task may be complicated by complex, changing and nonlinear relationships between climate and tree growth. Consequently, dendroclimatic reconstruction efforts may benefit from an alternative statistical approach such as offered by artificial neural network analysis. Successful reconstructions of climate for this region would augment the widening coverage of dendroclimatic reconstructions across the USA. Furthermore, precipitation reconstructions for this area will provide vital information on longterm variability in precipitation and water supply. In this rapidly growing region, population increases and changing water needs are taxing the present water resources. Compounding these problems is the issue of climate uncertainty -due to both natural variability and anthropogenically induced global climate change. Reconstructions of precipitation can provide a longer temporal context than offered by the instrumental record with which to assess current and future climate variability.
Data

Regional precipitation
The focus of this study is the reconstruction of spring precipitation for the South Platte River basin. Spring precipitation was selected on the basis of preliminary correlation analyses which indicate that growth for most trees in this region, especially ponderosa pine, Douglas fir and limber pine, is related to spring moisture conditions. A regional variable was selected over a single station for reconstruction because a regional average reduces the noise and inhomogeneities inherent in a single station record and enhances the regional climate signal, to which trees are more likely to respond (Blasing et al., 1981) . A regional average for total spring precipitation (March, April, May) was derived from ten South Platte River basin stations (Figure 1, top) . Records for nine of these stations have been screened for homogeneity and have had missing data estimated by personnel at the Colorado Climate Center. The one remaining station record was obtained from the US Historical Climate Network (USHCN; Karl et al., 1990) . The USHCN is a high-quality data set of monthly averaged temperature and total monthly precipitation records that have been screened for length of record, percent missing data, number of station moves, and other station changes that may affect the data homogeneity. The regional spring precipitation average spans the years 1913 to present (the 1913-1979 period was used in this study).
Tree-ring chronologies and processing
The tree-ring chronologies initially considered for this study are the 31 chronologies located in the Front Range region with the common time period 1700-1979. All chronologies are coniferous species and include bristlecone pine (Pinus aristata), Engelmann spruce (Picea engelmannii), lodgepole pine (Pinus contorta), Douglas fir (Pseudotsuga menziesii) and ponderosa pine (Pinus ponderosa) chronologies. The raw ring-width measurement series for these chronologies were obtained from the National Geophysical Data Center's International Tree-Ring Data Bank (GrissinoMayer and Fritts, 1997) and from the unpublished collection of P.M. Brown. Measurement series were standardized using a very conservative detrending method designed to retain as much low frequency variation as possible; a 200-year cubic spline preserved most of the variation at wavelengths of 100 years or less. All the chronologies contain positive autocorrelation, as indicated by one or more significant autocorrelation coefficients at low lags. Because such autocorrelation is considered to result from biological rather than climatic factors (Fritts, 1976) , all chronologies were filtered with a low-order autoregressive-moving-average (ARMA) model flexible enough to remove significant autocorrelation at low lags. In this study, an AR(2) model was used for all chronologies. The collection of 31 tree-ring chronologies was reduced to a set of six component scores through a rotated principal components analysis (PCA). In dendrochronology, PCA is commonly used to reduce the full set of original tree-ring chronologies to a more manageable set of transformed variables. These transformed variables, the set of principal component scores, are then used as predictors in climate reconstruction models. The PCA also acts to strengthen the common regional-scale climate response within a group of tree-ring chronologies by concentrating the common signal in the components with the largest eigenvalues. Here, a rotated PCA (Varimax) is used instead of an unrotated PCA as it provides intermediate diagnostic information about the groupings of the chronologies. In the rotated PCA, six components with eigenvalues greater than 1.0 were retained, with the 31 chronologies grouped primarily by species. Correlation analysis indicated that the tree-growth/climate responses for the limber/lodgepole pine component and the bristlecone pine component are unstable over time (i.e., the sign and strength of the correlation between climate and tree growth was not consistent over several time periods) and thus were deemed unsuitable for use in climate reconstruction models. Consequently, only the scores for remaining four components were used in the reconstruction. These four components represented an Engelmann spruce group (PC1), a southern ponderosa/limber pine group (PC2), a low elevation (1700-2000 m) ponderosa pine group (PC5), and a higher elevation (2400-2700 m) ponderosa pine group (PC6), which together totaled 23 chronologies (Figure 1, bottom) . This set of PC scores was lagged forward one year (for example, tree growth in 1914 matched with climate in 1913) and the set of lagged scores was added to the original set of PCs to create a set of eight potential predictor variables. The lagged PC scores were included to account for any lagged response to climate not adjusted for in the prewhitening process (i.e., the ARMA modelling).
Neural network overview
In general, a linear neural network is equivalent to a linear regression model and a nonlinear neural network is a flexible nonlinear regression model. Since dendrochronologists have long used linear regression techniques, the step from linear regression techniques to neural network techniques for dendroclimatic reconstructions is not a great jump. There are many good references on neural networks (e.g., Hewitson and Crane, 1994; Goodman, 1996; Sarle, cited 1998) , so only a brief overview of one common type of neural network, the feed-forward backward-propagation network, is given here.
A schematic of a feed-forward backward-propagation network is shown in Figure 2 . The main parts of this network include (1) the input variable layer, (2) a hidden layer comprised of a number of units or nodes, and (3) an output layer. There can be any number of hidden units, any number of hidden layers, and numerous output units. In addition, a bias term that acts as an intercept is commonly included. When the model is run, observations from each input variable are weighted and fed into each hidden unit, where they are summed (in this study, although they could be combined in another way) and passed through a function. The function can be a linear, nonlinear, binary or threshold function, and, if a nonlinear function is used, nonlinearity is introduced into the network at this point. The nonlinear function used in this study is the commonly used symmetric logistic function. In this example, the resulting values are then passed to the single output unit, weighted and summed as well. The summed value may be the final output, or it may be passed through a function once again (as shown here). This process is repeated for each set of observations, and a set of predicted values is produced. This set of values is compared to the observed values, and the mean squared error is determined and used to adjust the weights (the original weights are randomly assigned). Feed-forward refers to the direction of the data flow into the model, and backward-propagation refers to the computation of the error gradient in which the weight corrections between the output and hidden layer are calculated first, then those between the hidden layer and the input layer, and the modified weights are adjusted at the same time for all the weights in the net. This error assessment/weight adjustment process (called training) is iterated until a stable minimum error is reached.
In a linear neural network, there are no hidden layers or units. The model is derived in the same way as the nonlinear model, with initial random weights which are then adjusted with each set of observations passed through the network. A linear neural network is numerically equivalent to a linear regression and results should be the same (Goodman, 1996) . My experience has shown this to be true when there is a consistent relationship between the predictors and predictand. In this study, the linear network model is considered to be the equivalent of a linear regression model, as results were almost identical.
The problem of overfit
The search for the minimum error can lead to overfit, one of the greatest pitfalls in working with neural networks. Model overfit results from an overly complex model. The complexity can be due to the number and/or size of weights in the model. The number of weights determines the degrees of freedom lost, and the number of weights in a moderately complex model may fast approach the number of cases in a small data set. For example, the model in Figure 2 takes up 33 degrees of freedom. The size of the weights increases with increased number of training iterations. An overfitted model will be fit to the noise in the series, not to the signal, which will result in poor results when the model is run on independent test data. Fortunately, there are a number of techniques to help prevent model overfit (for more details, see Hewitson and Crane, 1994; Goodman, 1996; Sarle, cited 1998) , and in this study the technique of early stopping was used to limit the number of training iterations, and thus help prevent overfitting. Using this technique, training is carried out on a subset of the total observation, while the rest of the values are held out and used to assess the residual error. When the residual error no longer decreases, the minimum error is noted and the training process is stopped. This model fitting and testing process is repeated with a different subset of observations a number of times (five splits in this study). The minimum errors from the five training runs are averaged and the full set of data is then trained until this target error is reached and no further, rather than until a minimum error is reached (thus the term 'early stopping').
In spite of techniques such as early stopping, models may still be overfitted to the calibration data. Methods exist to evaluate this overfit. In this study, bootstrapping (Efron and Tibshirani, 1993) was employed to assess the optimistically biased explained variance in the final models and to generate confidence intervals for predicted values. Fifty bootstrapped data sets (with the same number of cases as the original set) are drawn from the original data (with replacement); then the entire model fitting process is repeated for each of the 50 sets of bootstrapped data, each initiated with random weights. For each bootstrap data set and model, the difference between the explained variances obtained when the model was tested with its own bootstrapped data set and the explained variances obtained when the model was tested with the full data set is figured. This difference then is averaged over all bootstrapped data sets, and is the bias that is subtracted from the original model R 2 value. This bias-adjusted R 2 is more conservative than the adjusted R 2 obtained from a stepwise linear regression, which is based on the number of cases and predictor variables (an example from one model: linear neural network model bias adjusted R 2 = 0.304; linear regression adjusted R 2 = 0.363). Ultimately, the best way to evaluate a model's ability to generalize is to reserve a completely independent set of data for final model testing. Because it is so easy to overfit models using nonlinear neural networks, it is especially important to test these models with independent data.
Software
The software program used is in this study is NevProp3 (Goodman, 1996) . This program is a flexible, easy-to-use software program that includes a number of features that make it especially suitable for dendroclimatic analysis. Some of these features are listed below.
• The relevance (contribution to r 2 ) of each input variable is determined.
• Bootstrapping is an option, so that confidence intervals can be determined for predicted values and final variable weights as well as a bias-adjusted r 2 , allowing an assessment of model fit and comparison of models.
• Several regularization methods are offered to prevent overfitting.
• The use of a independent test data set for model evaluation is easy to incorporate.
• Both linear and nonlinear models can be run, enabling a straightforward comparison between results from the two types of models.
Neural network modelling strategy and results
Strategy
The general strategy for this study was first to develop and select a small set of candidates for the 'best' neural network model, including both linear and nonlinear models. The eight predictor variables (the scores from PCs 1, 2, 5 and 6, plus these PCs lagged forward a year) were the initial input for both linear and nonlinear neural networks. After the models were derived using all potential predictor variables, the predictor variables were evaluated and the set was reduced on the basis of each predictor variable's contribution to the total explained variance. In the nonlinear models, hidden units (each containing a symmetric logistic function) were added incrementally in one, then two, layers, until a notable degree of overfit was indicated by comparing the percent of welldetermined parameters, the R 2 values, and bias adjusted R 2 values. This process yielded several candidates for 'best' model which were selected with regard to the efficiency of the model (number of parameters and percent of parameters that were well defined, or effective degrees of freedom used by the model), the variance explained by the model, and the amount of bias in the explained variance (an indication of overfit). Then these candidate 'best' models were compared with each other on the basis of: (1) univariate statistics for observed and predicted precipitation values, (2) the amount of variance explained by the model, (3) a set of statistics used to evaluate the model error, and (4) model ability to effectively estimate values not contained in the original calibration data set.
The full precipitation record was split into two sets of periods so that the models could be derived from one set of data (calibration period) and tested on an independent set of data (verification or test period). The two sets of periods used were 1933-1979 for the calibration period and 1913-1932 for the verification period, and 1913-1959 for the calibration period and 1960-1979 for the verification period. Results for both the calibration period and the independent verification period were best for the second set of periods, indicating a stronger tree growth/climate relationship during the period 1913-1959, but good model fit during the test period, [1960] [1961] [1962] [1963] [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] . Only the results for this model period are reported here.
Results
Results for a progression of models are summarized in Table 1 . The candidates selected for the best models were (1) the linear model with five predictor variables (5-0-1, Figure 3, top) , (2) a nonlinear model with five predictor variables and one hidden layer with two units (5-2-1, Figure 3 , centre), and (3) a nonlinear model with five predictor variables, one hidden layer with three units, and another hidden layer with one unit (5-3-1-1) (Figure 3,  bottom) . All three models have the same predictor variables (PCs 1, 2, 5, 6, and lagged PC 2), although models with other sets of variables were tested. The models were evaluated with regard to the number of parameters in the model (degrees of freedom used), the percent of well-defined parameters (percent of available degrees of freedom used), the explained variance, and biasadjusted explained variance (Table 1) . For example, although the percent of well-determined parameters in the 5-2-1 model is not outstanding (67%), the number of parameters is relatively low (15), and although the explained variance (0.579) is not a high as some other models', the adjusted explained variance (0.351) is higher than most and the difference between these two values is not great, suggesting a lesser degree of overfit. The 5-3-1-1 model was selected mostly on the basis of high explained variance (0.721) and adjusted explained variance (0.469), although the difference between these values is considerable. The model is well utilizing the parameters in the model (73% well defined), but the number of parameters (24) is fairly high as well and represents a greater number of degrees of freedom lost. In addition, this model has a the lowest average squared error of almost all models tested. The linear model (5-0-1) was selected because of the small number of parameters (6), the high percent of that were well defined (72%), and the smallest difference between the R 2 and the bias adjusted R 2 values. The two nonlinear models offer a greater degree of explained variance over the linear model, but the simpler linear model may have the least amount of overfit. Predicted values for the three models and their associated 95% confidence intervals are shown in Figure 4 .
When the three models are compared with respect to how well the predicted values reflect the observed precipitation values, the nonlinear models, especially the 5-3-1-1 model, provide a better fit, overall, for the calibration period data ) than the linear model ( Figure 5 ). The nonlinear models do not perform as well for the test period (1960) (1961) (1962) (1963) (1964) (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) . In particular, the 5-2-1 nonlinear model does a poor job duplicating the dry period of the 1960s, although the nonlinear 5-3-1-1 model does a somewhat better job with this period.
Statistical results also show that the nonlinear models, again especially the 5-3-1-1 model, generally perform better than linear model for the calibration period, but not quite as well for the verification period. Univariate statistics (mean and standard deviation) show that means are duplicated in the calibration period quite well by all models, but models do a poorer job duplicating the verification period mean and the standard deviations for both calibration and verification periods ( Table 2 ). The nonlinear 5-3-1-1 model most closely matches calibration and verification period standard deviations, while the linear model most closely matches the verification period mean. The root mean square error (RMSE) is a measure of error or the difference between the observed values (O) and the values estimated by the models (P) and is defined by:
The RMSE indicates that the nonlinear models perform better than the linear model in the calibration period (smaller RMSE), but not as well as the linear model in the verification period ( Table 2 ). The reduction of error (RE) statistic, the coefficient of determination (R 2 ), and the index of agreement (d), are all measures of the predictive ability of the models. The RE indicates whether the reconstruction model does a better job of estimating precipitation values in the verification period than does the mean of the calibration period (Fritts, 1976; Cook and Kairiukstis, 1990) , and values ranges from negative infinity to positive 1.0. Any positive value indicates that the reconstruction has some predictive skill.
The RE values for all three models are positive, but the RE for the linear model is higher than that for the nonlinear models. Both R 2 and adjusted R 2 show that the nonlinear models explains more of the variation in calibration period precipitation, but the verification period R 2 shows that less of the variance in the verification period is explained by the nonlinear models than by the linear model (Table 2) .
A high correlation between two series indicates common variance, but says little about the magnitude of the covariations and differences in proportionality. The index of agreement, d, has been suggested by Willmott (1981; Willmott et al., 1985) as a way to evaluate the degree to which model estimates are error-free. The equation for d is as follows:
The d statistic specifies the degree to which the observed deviations about the observed mean correspond, in magnitude and sign, to the predicted deviations about the observed mean, and is sensitive to both differences in observed and predicted means and changes in proportionality (Willmott, 1981) . Values for d range from 0 to 1.0 with a value of 1.0 indicating a perfect association. Although all three d values may be considered good when assessed for the verification period, results indicate that the linear model slightly out-performs the nonlinear model 5-3-1-1 (Table  2) .
A comparison between predicted values for the three models and a second set of independent data further tests the predictive skill of the models. The second set of independent data consists of a regional South Platte spring precipitation record derived from a subset (6 of 10) of the original precipitation stations (those that extended back to 1899). The period covered by these stations, 1899-1913, was not used for the formal model calibration and verification process because it is not representative of the rest of the record . This time period was anomalously wet ( Figure 5) ; in 10-year running means, all 10-year means for 1899-1913 are 16 cm or greater; for rest of period there are only five 10-year periods with values of 16 cm or greater. An initial effort to build a model that performed well on this subset period failed and these results indicate that trees in this region are not very sensitive to very wet conditions. Although none of the models does a very good job at estimating precipitation during the wettest part of this period, the nonlinear neural networks may perform slightly better ( Figure 5 ). This slight edge is also suggested by the fact years with precipitation values Ն 30% above average (15 years total for the period 1899-1978) tend to be more closely replicated by the nonlinear model estimates than linear model estimates (the nonlinear models had smaller residuals than the linear model in 13 of 15 (5-2-1) and 12 of 15 (5-3-1-1) wet years).
In all three reconstructions, it is likely that the dry years are much more faithfully represented than the wet years. This is commonly the case in dendroclimatic reconstructions that utilize arid site moisture-sensitive trees. In general, it has been noted that narrow rings provide more precise information on limiting conditions (drought, in this case) than wide rings which indicate favorable conditions, but are still limited by some factor perhaps other than precipitation (Fritts, 1976) . The reconstructions of dry years are similar for all models in most cases, the exception being the great difference in predicted values during the major dry years in the 1960s, as mentioned previously. Here the extreme years in the beginning of this dry period are better duplicated by the linear model, but the nonlinear 5-3-1-1 model does as well or better on the second part of this dry spell.
To summarize, the nonlinear model 5-3-1-1 appears to provide a better fit to the calibration period data than the linear model or the nonlinear 5-2-1 model, but both nonlinear models generally perform better than the linear model in the calibration period. Both nonlinear models perform less well on the independent data than the linear model, although the nonlinear models (especially 5-3-1-1) may replicate wet years somewhat more accurately than the linear model. These results suggest that the more complex nonlinear models may contain a greater degree of overfit than the linear model, a suggestion supported by the greater difference between the calibration period R 2 and bias adjusted R 2 for the nonlinear models (Table 1) , (even though this difference is greatest for the 5-3-1-1 model which actually performs slightly better on the independent data than the 5-2-1 model). Statistically, all three models provide acceptable reconstructions, but the linear model likely provides a more reliable reconstruction.
When these reconstructions are compared to other precipitationrelated dendroclimatic reconstructions for the western USA and Great Plains, the amount of variance explained by the reconstructions, averaging about 50% for the calibration period (see Woodhouse and Overpeck, 1998: nous USA, the grid points that cover the South Platte River drainage display a calibration period R 2 of between 50% and 60%, but for the verification period this value drops to around 20%. Verification period explained variance for the neural network models is 44% and 41% for linear and nonlinear models, respectively, showing an improvement over Cook et al.' s results. Many of the same chronologies were used for these two sets of reconstructions and the improvement in this study is perhaps due to the exclusion of the early twentieth-century wet period in the model calibration and verification process, while Cook et al.' s verification period included this anomalously wet period.
Precipitation reconstructions
The reconstructions of South Platte spring precipitation derived from the three models for the period 1700-1979 are shown in Figure 6 , along with smoothed series (5-weight binomial filter) to facilitate comparison. Although the three reconstructions are clearly similar (r 501/521 = 0.834, r 501/5311 = 0.810, r 521/5311 = 0.792), there are some notable differences. One of the most obvious differences is the variability in the yearly values which seems greatest in the nonlinear 5-3-1-1 model. The standard deviation for this reconstruction is greater than for the other two (4.23 versus 3.17 for the linear model and 3.48 for the 5-2-1 model), and is closer to the observed precipitation standard deviations (Table 2) . However, the range is less and the distribution of extreme values is also very even over time, to the degree that the distribution looks 1913-1959), test or verification period (1960-1979) , and a second independent period, the wet period of 1899-1912. Centre: the same as above but for the nonlinear 5-2-1 neural network model. Bottom: the same as above but for the nonlinear 5-3-1-1 neural network model. artificial, perhaps an artifact of the model. This is less noticeable in the smoothed series. Other differences are apparent during particular periods of time, but it is difficult to judge which reconstruction is more accurate as there are no other record of this precision with which to closely assess these reconstructions. However, the reconstructions can be qualitatively assessed in terms of extreme events recorded in other dendroclimatic reconstructions and other types of proxy data for this general region. All three precipitation reconstructions capture periods of his- torically documented drought as well as several droughts found in other tree-ring reconstructions for the western and central USA (Figure 7 ). Nineteenth-century newspapers, travel accounts and historical fort climate data indicate the occurrence of drought in the early 1860s and around 1820 across the Great Plains (Ludlum, 1971; Bark, 1978; Lawson and Stockton, 1981; Mock, 1991; Muhs and Holliday, 1995) . Additionally, tree-ring reconstructions of drought in the western USA show a drought in the late 1840s (Fritts, 1965; Stockton and Meko, 1975) . These three periods of drought are reflected in the precipitation reconstructions, and, although the three models portray each somewhat differently, these are clearly major droughts for the nineteenth century. In the eighteenth century, tree-ring reconstructions record several more severe droughts across the western USA and parts of the Great Plains. A severe drought in the late 1770s is recorded in reconstructions of Texas drought (Stahle and Cleaveland, 1988) , as well as in regional drought reconstructions for the western and southwestern USA (Fritts, 1965; Stockton and Jacoby, 1976; Meko et al., 1995) . Another period of drought centred around 1740 is found in a reconstruction of Iowa drought (Cleaveland and Duvick, 1992) , and is also extensively reflected in a network of drought reconstructions for the central and western USA (Stockton and Meko, 1975) . These eighteenth-century droughts are evident in all of the South Platte regional precipitation reconstructions. The major twentieth-century droughts are also well reflected in the South Platte spring precipitation reconstructions, especially the 1950s drought, which was more severe, but shorter in duration than the 1930s drought in this area. An inspection of the full reconstruction period helps place these major twentieth-century droughts in perspective (Figure 7 ). These reconstructions suggest that the Front Range was affected by severe and widespread droughts of the magnitude at least equal to those of the twentieth century several times a century over the past 300 years, confirming what other proxy data have also suggested for other parts of the central and western USA (Woodhouse and Overpeck, 1998) . The reconstructions from the nonlinear 5-3-1-1 model shows the 1740s drought to be particularly severe, but results of this comparative study suggest the estimates from this model may not be the most reliable.
Conclusions
Does the use of nonlinear neural networks offer improved reconstructions of spring precipitation for the South Platte River basin? There is reason to believe that nonlinear models should better duplicate the nonlinear response of tree growth to precipitation (i.e., low growth in dry years, but not necessarily high growth in wet years) and thus provide a better reconstruction model. Although it is possible to produce nonlinear models that more closely duplicate calibration period values than do linear models, this improved fit appears to be at the cost of incorporating more noise into the model, with the consequence that these models do not perform as well on the independent data (although in this study, the nonlinear models do appear to offer some improvement in the reconstructions of extremely wet years). All three models generated acceptable reconstructions that are at least comparable in quality to other reconstructions for the central USA, but the linear model may produce a more reliable reconstruction. The apparently restricted range of reconstructed values in the nonlinear 5-3-1-1 model is of particular concern.
In assessing the results of this research, it is not possible to say that nonlinear neural networks offer an unequivocal improvement over linear reconstruction techniques (neural network or regression) in this particular study; however, they do present an alternative statistical technique to linear regression techniques. Further work using this technique in other regions and with other dendrochronological data is needed to fully evaluate the usefulness of neural networks for dendroclimatic reconstructions. In some cases, they may well provide improved dendroclimatic reconstructions, especially when using tree-ring chronologies with a higher signal-to-noise ratio than contained in Front Range chronologies.
The use of nonlinear neural networks is rapidly gaining acceptance as a new method for investigating relationships in multivariate data. As software becomes more available and easily used, utilization of this technique will increase. The leap from linear regression techniques to nonlinear neural networks is not great, but should be made with caution as these models can easily become more complex than the data warrant. Model overfit, with the consequence of modelling the noise in the data instead of the signal is a problem that may come with an incomplete understanding of the limitations and pitfalls of the technique as well as a lack of familiarity with the data being investigated. Neural network models appear to be more sensitive to noise in the data, demanding a better understanding of data set characteristics than regression-based techniques, and careful validation of the model with completely independent data.
