Intensity-duration-frequency (IDF) curves, commonly used in stormwater infrastructure design to represent characteristics of extreme rainfall, are gradually being updated to reflect expected changes in rainfall under climate change. The modeling choices used for updating lead to large uncertainties; however, it is unclear how much these uncertainties affect the design and cost of stormwater systems. This study investigates how the choice of spatial resolution of the regional climate model (RCM) ensemble and the spatial adjustment technique affect climatecorrected IDF curves and resulting stormwater infrastructure designs in 34 US cities for the period 2020 to 2099. In most cities, IDF values are significantly different between three spatial adjustment techniques and two RCM spatial resolutions. These differences have the potential to alter the size of stormwater systems designed using these choices and affect the results of climate impact modeling more broadly. The largest change in the engineering decision results when the design storm is selected from the upper bounds of the uncertainty distribution of the IDF curve, which changes the stormwater pipe design size by five increments in some cases, nearly doubling the cost. State and local agencies can help reduce some of this variability by setting guidelines, such as avoiding the use of the upper bound of the future uncertainty range as a design storm and instead accounting for uncertainty by tracking infrastructure performance over time and preparing for adaptation using a resilience plan.
Introduction
Increases in the intensity of rainfall events as a result of climate change are a major threat to infrastructure systems, especially stormwater infrastructure systems and the transportations systems they protect. Higher rainfall intensities lead to more severe storms, with expected increases in damages related to residential, street, and flash flooding (Mailhot and Duchesne 2009; Arnbjerg-Nielsen et al. 2013; Willems et al. 2013) . The largest increases are expected in shorter duration events (less than a day) (Westra et al. 2014; Kuo et al. 2015) with hourly extreme precipitation events expected to increase by as much as 400% in North America (Prein et al. 2016b) . A major concern is how these changes will affect the function of stormwater systems that have been designed using assumptions that future rainfall will be similar to past rainfall (i.e., the assumption of a stationary climate). These systems are designed to carry or store a specific intensity of rainfall called the "design storm," which is a precipitation "event" characterized by its probability of occurrence (return period) and its duration. Rainfall intensities and their associated probabilities are standardized in practice in the form of intensityduration-frequency (IDF) curves (Bonnin et al. 2006; PennDOT 2011; CSA Standards 2012) . Updating standardized precipitation information to reflect changes in rainfall is necessary in order to ensure all communities have the information they will need to make good choices in rehabilitation and protection of their infrastructure.
IDF curves can be updated using climate change projections (Cook et al. 2017) , such as output from regional climate models (RCMs), which increase the spatial resolution and accuracy of trends from coarse resolution general circulation models (GCMs) through improved land-atmosphere interactions (Teichmann et al. 2013; Cannon et al. 2015) . RCMs are especially useful to the urban drainage engineering and planning communities because they are available at a sub-daily timestep, which is important to capture localized rainfall-runoff interactions (Durrans et al. 1999; Cowpertwait et al. 2007; Cook et al. 2017) . However, RCMs have been shown to deviate from the observed correlation structure of sub-daily rainfall (Gregersen et al. 2013) , and as a result, must be spatially corrected using statistical methods, referred to as model output statistics (MOS) , that adjust RCMs to obtain precipitation values at point scales (Maraun et al. 2010) . Unfortunately, these models also rarely agree on the magnitude of future change, a phenomenon classified as "uncertainty" in model results (Walker et al. 2013) . Uncertainty can be inherited from GCMs due to factors such as internal variability, modeling assumptions, and greenhouse gas emissions scenarios (Kirtman et al. 2013) , and can also arise from the spatial resolution of the RCM used in impact assessment (Leung and Qian 2003; Rauscher et al. 2010 Rauscher et al. , 2016 Prein et al. 2016a; Mendoza et al. 2016; Karmacharya et al. 2017 ) and the MOS technique used in downscaling (Tryhorn and DeGaetano 2011; Gudmundsson et al. 2012; Bürger et al. 2013; Chen et al. 2013; Srivastav et al. 2014a; Sunyer et al. 2014; Cannon et al. 2015) .
Uncertainty inherited from GCMs is usually addressed by using an ensemble of multiple models (Carter et al. 2007 ), but uncertainty from downscaling methods or spatial resolutions is often overlooked in practice. This is concerning because variation introduced due to different spatial resolutions and downscaling methods can surpass variation from the choice of climate model alone (Bürger et al. 2013; Sarr et al. 2015; Mandal et al. 2016a; Mendoza et al. 2016 ). Finer scale RCMs (i.e., 25 km or less) have been shown to better represent daily precipitation averages, extremes, and spatial distributions than coarser scale models (i.e., 50 km) (Leung and Qian 2003; Rauscher et al. 2010 Rauscher et al. , 2016 Prein et al. 2016a; Karmacharya et al. 2017) ; however, coarser models are still being used because it is unclear if these findings are true for new RCM datasets that emerge. Numerous and potentially outdated MOS techniques are also being used for IDF curve updating because of the complexity and variability of findings across regions. This complicates the interpretation of results because different methods can lead to differences in the direction of change in precipitation, even when the same climate model is used (DeGaetano and Castellano 2017; Hassanzadeh et al. 2019) .
Due to the complexity of considering multiple downscaling methods or multiple spatial resolutions, it is more likely that, in practice, stakeholders or government agencies would choose only one of each. As a result of this uncertainty, most engineering standards have been updated with different ad hoc approaches and available information. These types of inconsistencies have the potential to considerably alter engineering decisions and the level of protection afforded by the infrastructure. During the current design process, engineers calculate the actual stormwater pipe size required for the expected rainfall, and then choose a standardized pipe size increment (PennDOT 2015) , which is closest to, but not below, the actual required pipe size. For example, the required pipe size diameter might be estimated to be 487 mm, and the designer chooses the closest available standardized increment size of 525 mm. It is possible that this additional capacity acts as a safety margin that in some cases will outweigh the uncertainties in downscaling or spatial resolution choices, leading to no change in pipe size dimensions under different choices. However, it is also possible that increases to design storms prescribed by climate models lead to oversized design configurations that are cost and space prohibitive. These uncertainties need to be investigated before updated IDF curves can be used with confidence to inform design.
In the present work, we investigate how the choice of climate model spatial resolution and the MOS technique for spatial adjustment alter rainfall predictions and uncertainty in sub-daily IDF curves. Using a newly available RCM dataset from NA-CORDEX, we first provide general trends in expected changes to the 1-h and 24-h storm for 34 cities across the USA. We then demonstrate how the uncertainty from the choice of MOS technique and RCM spatial resolution would alter the selection of design storm from these curves, as well as the dimensions and cost of a stormwater pipe for a sewer shed the size of four city blocks. Based on these findings, we provide a set of recommendations and best practices for practitioners.
Data and approach
We developed IDF curves in the present work using the annual maximum series (AMS) from observed rainfall and RCM simulations for 34 cities in the USA, five durations (1, 3, 6, 12, and 24 h), and six return periods (2, 5, 10, 25, 50, and 100 years). Section 2.1 presents the observed data and cities used to create the climate-corrected IDF curves. Section 2.2 describes the methods and RCM simulations used in this process, including the two RCM spatial resolutions, the three spatial adjustment techniques, and the analyses used to assess and bound uncertainty. The final sub-section (2.3) describes the post-processing steps used to assess implications of the modeling choices.
Selected cities and observed data
We identified cities that are representative of the US climate zones using Bukovsky climate regions, which are smaller and more hydrologically uniform than NOAA climate regions (Bukovsky 2012; Bukovsky et al. 2019) . We prioritized cities with populations greater than 100,000 and continuous hourly observed data records from 1950 to 2014. We extracted hourly precipitation observations from 34 cities (two per climate region) from the NOAA National Center for Environmental Information (NOAA 2016) data repository. Data gaps in Detroit, Memphis, Seattle, and Birmingham were supplemented with data from the nearest station that had data for the missing time period. Section S1.1 in the Supplementary Information (SI) provides more details about the observed data. Figure 1 presents historical rainfall characteristics of the 34 US cities evaluated in this study. The 1-h 25-year storm was estimated for the period 1954 to 2013 using methods described in Section 2.2.
Development of updated sub-daily IDF curves
In order to calculate the expected change in extreme rainfall, we created IDF curves for historical and future (2020-2099) time periods. We created historical curves by fitting the generalized extreme value (GEV) distribution (Coles 2001) to the annual maximum series (AMS) of rainfall in each city with maximum likelihood estimation (MLE) (Scholz 1980) . We fit independent GEV distributions to each duration of AMS, which we aggregated to the desired temporal resolution using sliding maxima (van Montfort 1990). We also calculated GEV parameters corresponding to the confidence intervals using the standard error of the coefficient estimate (MathWorks 2019). We then extracted return levels, or rainfall depths, for a specific return period and confidence interval using the relationship to the GEV distribution parameters shown in Eq. 1. The confidence intervals for each return level correspond to the respective CI estimate of the three parameters.
Historical characteristics of the 34 US cities evaluated in this study and their respective Bukovsky climate regions (outlined in light brown). Marker color shows the 1-h 25-year storm over the historical period and marker size shows the average total annual rainfall during this period where z p (d, CI) is the return level for a specific duration, d; confidence interval, CI; and probability of exceedance in any year, p; μ, σ, and ξ are the location, scale, and shape parameters of the GEV distribution, respectively, for a specific CI (Coles 2001) . The intensity is calculated by dividing z p by the duration. For future IDF curves, we modified this process to incorporate trends from RCM simulations, discussed in Section 2.2.2. We used an 80-year future time period (2020-2099) because it represents the full range of expected precipitation in the future and had the lowest uncertainty range when compared to shorter time period lengths, but not a considerably different midpoint. We fit a stationary GEV distribution to the entire time period instead of fitting a nonstationary GEV. Finding a robust, non-stationary trend in the GEV parameters was not possible at each location, and adding a trend in some locations adds additional uncertainty to an already uncertain process (Serinaldi and Kilsby 2015) .
There are several additional choices required to develop updated IDF curves, including the selection of (i) the climate model ensemble, (ii) the spatial resolution of this ensemble, (iii) the spatial adjustment technique used to incorporate trends from the climate models into the IDF curves, and (iv) the procedure used to bound the uncertainty range from the GEV distribution and the climate model ensemble. Findings related to the choice of spatial resolution and spatial adjustment technique are discussed in Section 3. However, preliminary analysis indicated that findings related to the other choices were not significant enough to warrant additional consideration.
Regional climate model simulations
Choice of climate models This analysis uses hourly rainfall time series from RCMs from the North American Coordinated Regional Downscaling Experiment (NA-CORDEX) project (Mearns et al. 2017) . We used NA-CORDEX RCMs, which are driven using boundary conditions from CMIP5 GCMs (Taylor et al. 2011 ), because they are currently the only source of climate model output available at an hourly time step over a continuous 150-year period (1950-2100) . The computational resource requirements of running these models at the hourly time step restricts the available RCM-GCM combinations, and only three combinations were available at the two spatial resolutions analyzed in this study (50 km and 25 km): RegCM4 driven by MPI-ESM-LR, WRF driven by MPI-ESM-LR, and WRF driven by GFDL-ESM2M. These simulations used only one greenhouse gas concentration trajectory, RCP 8.5 (Riahi et al. 2011) . With 3 RCM-GCM combinations and two spatial resolutions, a total of 6 climate simulations were used in this analysis.
The limited number of simulations used in this study does have the potential to reduce the uncertainty range of the IDF curves relative to the large number of available climate simulations at the daily level. However, the NA-CORDEX experiment accounted for this by using GCMs with a wide range of climate sensitivity. MPI predicts a 3.6°C rise for a doubling of atmospheric CO 2 concentrations, while GFDL predicts a 2.4°C increase. Thus, we prefer to use the smaller number of available simulations at the hourly time step primarily because the temporal downscaling step required for urban drainage studies is carried out in a consistent manner, upstream of the impacts analysis, using the same physically based equations within the RCM that are already considered as an uncertainty contribution. Furthermore, since the observed and climate model data are at the same temporal resolution (hourly), the IDF curve adjustment process is simplified because the same techniques can be applied to both observed and climate data. Although these hourly outputs are usually parameterized and sometimes inconsistent with realistic conditions, temporal downscaling methods employed after the climate modeling step are also not a panacea. These methods add another layer of uncertainty because they range in complexity and are based on historical relationships between sub-daily and daily rainfall patterns that may not be applicable in a changing climate. Ultimately, the choice between these two procedures is a trade-off that depends on preference, and like other choices evaluated in this paper, has not been standardized by any regulatory body evaluating climate impacts. An investigation into the impacts of this choice warrants additional attention, but is beyond the scope of this study.
Climate model data collection and processing For each city, we extracted the rainfall time series from the RCM grid cell whose centroid was closest to the location of the NOAA weather station in the city (coordinates are provided in Table S1 ). Best practices for impact analyses usually recommend using the 9 or 25 grid cells surrounding each station. We chose to use a single grid cell because including values from adjacent grid cells increases uncertainty and makes it difficult to distinguish the differences in uncertainty due to modeling assumptions that are the focus of the study. This choice has the potential to alter the future uncertainty range by ± 10% (results for the raw RCM data are shown in SI Section S1.2).
Because model physics or data processing errors can lead to potentially unrealistic rainfall values, we further processed the RCM simulation data after extraction to eliminate historical hourly intensities greater than the historical maximum rainfall and future hourly maximum intensities more than five times greater than the next highest value. This processing resulted in truncation of less than 0.002% of values.
Choice of climate model spatial resolution
To evaluate the effects of spatial resolution, the RCM ensemble includes simulations using a 25-km and a 50-km grid cell. Finer resolution RCM simulations have been shown to better capture historical rainfall magnitude and spatial distributions; however, decreasing the spatial resolution by half increases the computational resource requirements by at least a factor of eight. The goal of this comparison is, first, to inform the climate modeling community whether the choice of climate model spatial resolution leads to a significant difference in the prediction of extreme rainfall at the sub-daily to daily time step, and second, to inform the engineering and impact modeling communities whether these differences could lead to different infrastructure decisions. The 25-year storm is used in this work as the basis for evaluation of the two different spatial resolutions.
Choice of spatial adjustment (MOS) technique
In addition to the choice of climate model spatial resolution, the choice of spatial downscaling or MOS technique used to incorporate RCM simulations into IDF curves has the potential to considerably alter future rainfall projections. To create climate-corrected IDF curves, many apply MOS techniques to the continuous rainfall time series as the first step in the process, through bias correction (Cannon et al. 2015; Kuo et al. 2015; Kueh and Kuok 2016) , weather typing (Mandal et al. 2016b ), or weather generators (Wilks and Wilby 1999) . The extreme rainfall events extracted from these continuous series (i.e., the annual maximum or partial duration series) can also be adjusted, e.g., through quantile mapping (Srivastav et al. 2014b ), genetic programming (Hassanzadeh et al. 2013) , or historical analogs (Castellano and DeGaetano 2016) . Finally, the intensity of rainfall (return level), evaluated after the GEV is fit to the extreme events, can also be adjusted, usually using a change factor that is a ratio calculated from historical and future climate model return levels (Forsee and Ahmad 2011; Zhu et al. 2012; Cook et al. 2017) .
The goal of the MOS technique comparison in this analysis is not to evaluate the performance of each method, but instead to understand how different methods can influence the relative dimensions and cost of stormwater infrastructure projects. As a result, we selected a simplified method from each category that represents the strengths and weaknesses of each general approach. The first method, called Kernel Density Distribution Mapping (KDDM) (McGinnis et al. 2015) , is a form of non-parametric quantile mapping that bias-corrects and spatially adjusts the continuous RCM time series to match observations. The relationship between the observed and historical climate model time series is defined by fitting a transfer function (spline) between their empirical CDFs (calculated using kernel density estimation and the trapezoid rule (Cook 2018) ).
The second method, similar to the Equidistance Quantile Matching Method technique in Solaiman and Simonovic (2011), referred to as Parametric AMS Mapping (PAM), uses parametric quantile mapping to adjust the annual maximum series of the RCMs. The gridded AMS are spatially adjusted by finding their equivalent return level within the inverse GEV CDF of the observed AMS.
The final method, referred to as the change factor (CF) method, uses areal reduction factors to adjust the observed rainfall depth up or down depending on the change between the historical and future climate model simulations, as seen in Cook et al. (2017) and Mailhot et al. (2007) . Figure 2 presents an overview of the sequence of steps required for each adjustment method; a detailed description of the equations and processes used for each method are provided in SI Section S2.
Estimating and bounding the future uncertainty range
Each future rainfall intensity, estimated with a particular MOS technique, RCM-GCM simulation, and spatial resolution (referred to henceforth as a "modeling combination"), has its own uncertainty range due to GEV distribution parameter uncertainty. In order for the results to be easier to interpret, especially for engineering and public stakeholders, it is sometimes desirable to distill the uncertainty ranges from multiple combinations into one range for each duration and return period. To do so, a total of 7 rainfall intensities, associated with the 1, 10, 25, 50, 75, 90, and 99% confidence intervals of the GEV fit of each modeling combination, were calculated for each return period and duration. We then merged these values for multiple modeling combinations together and estimated confidence intervals of this larger range using z-scores.
Post-processing of updated IDF values

Testing for statistical significance
We evaluated statistically significant differences between various rainfall intensities using the two-sided Kolmogorov-Smirnov (K-S) test (p = 0.01), which tests whether two samples come from the same distribution. The first test compared observed rainfall intensities to future intensities by comparing the observed range between the 90% and 10% CIs to the future ensemble containing all MOS and spatial resolution combinations. The second test evaluated differences in future rainfall intensities resulting from different MOS techniques: each ensemble for a single MOS technique containing all spatial resolutions and RCM combinations was compared to the equivalent ensembles for the other two MOS techniques. The final test compared future rainfall intensities from the two climate model spatial resolutions. In this case, the 50-km ensemble containing all RCM-GCM combinations for each MOS technique was compared to the equivalent 25-km ensemble.
Illustrative stormwater infrastructure design example
We used a design example of a storm sewer pipe sized large enough to contain the 25-year storm to evaluate how different sources of uncertainty may affect standard stormwater infrastructure sizing in many states (Lopez-Cantu and Samaras 2018). We calculated peak discharge using the rational method, with c = 0.65 for a moderately urbanized neighborhood (McCuen 2005) , A = 4 ha (10 acres), and i = 1 h, assuming a 1-h time of concentration for the small watershed. We calculated pipe diameters using Manning's equation with n = 0.013 for ordinary concrete lining and common parameters of s = 0.005, and kn = 1. We rounded the resulting diameters up to the nearest standard US pipe size: 18, 21, 24, 27, 30, 36, and 42 in. (equivalent to 450, 525, 600, 675, 750, 900, and 1050 mm) . Using city-specific unit cost data from RS-means (RS Means 2019), we calculated pipe cost for a 1000-ft (305 m) pipe. This 
Results and discussion
General trends
This section provides an overview of the general findings relating to how IDF values are expected to change in the future for different regions. Figure 3 presents the percent change in the 25-year storm in the future (2020-2099) relative to the observed period for the 1-h (teal) and 24-h (dark blue) durations. All RCM-GCM simulations, spatial resolutions, and spatial adjustment techniques were combined into a single uncertainty range for engineering (see Section 2.2.4), shown as box plots in the bottom of the figure.
In more than half the cities, the median hourly and daily storms are expected to change by less than 25% (small-and medium-sized triangles). However, the uncertainty and distribution surrounding these numbers is wide because it incorporates uncertainty related to the GEV distribution parameters, climate models and their spatial resolutions, and MOS techniques. Because of this uncertainty, the K-S test null hypothesis was rejected (p = 0.01) in most cities for both durations, meaning that the observed and future values cannot be proven to come from the same distribution (e.g., they are significantly different). Some cities, especially those in the Western USA along the Rocky Mountains, did not show a significant change because the historical range (shown as a gray bar) was wide enough to include many of the values in the future range.
These findings suggest that it seems reasonable in some cases to apply a uniform climate factor of safety (e.g., of 25%) to the observed intensity, or to use the observed 90% confidence interval to account for future change. In the cities where the median change is smaller than 25%, this is still acceptable because it could account for additional uncertainty related to the modeling techniques. However, in cities where the median future change surpasses 25% (cities with the largest triangles), or surpasses the historical 90% confidence interval (cities with plus signs), using a 25% climate safety factor or the historical 90% CI would underestimate the future change. Given that the uncertainty of future rainfall predictions is high, these safety factors could still be used as long as the engineer is willing to accept the risks associated with under-design. To balance risks and maintain reasonable performance, all infrastructure systems will need to be monitored in order to understand when redesign or adaptation is needed (Olsen 2015; Kim et al. 2017; Doss-Gollin et al. 2018; Gilrein et al. 2019) .
System monitoring at the hourly or sub-hourly time interval is crucial. This is because in about two thirds of cities analyzed, the shorter, hourly storms are expected to change more than the longer, daily storms. Median values and uncertainty also tend to be higher for these hourly storms, especially along the Western and Eastern coasts. The higher uncertainty relative to the daily storm is attributed to certain climate models predicting very extreme hourly events that shift the distribution higher. These intense hourly bursts, often surrounded by periods of little to no rainfall, are smoothed out during aggregation to the daily level, which is why the daily storm is sometimes shown to change by a smaller amount. In regions with higher expected increases in hourly storms, using a daily monitoring interval or design storm may not be adequate; engineers and planners should make sure that their site configuration can account for short, high-intensity bursts.
Influence of spatial resolution on future IDF values
In the previous section, both climate model resolutions (25 and 50 km) were included in the results. This section instead evaluates how the predicted precipitation intensity for the future would change if one resolution were chosen over another, and whether these differences are significantly different from each other. The null hypothesis that the two samples come from the same distribution was nearly always rejected, meaning that the two spatial resolutions almost always produce statistically significantly different results. Figure 4 presents these results for the 25-year return period across all durations (x-axis). The blue bars represent the average number of cities (for the three methods) where the 50-km ensemble produced significantly higher rainfall depths, while the orange bars show the number of cities where the 25-km ensemble produced higher values. The gray bars show the number of cities where the difference was not significant. The error bars represent the range for the three MOS techniques.
The rainfall intensity is nearly always significantly different between the two spatial resolutions; however, neither resolution consistently produces more (or less) rainfall. In about 70% of cities, the 50-km ensemble predicts a higher intensity for the 1-h duration, but the 25- to future period (2020-2099) for two durations, 1-h (teal) and 24-h (dark blue). In the top figure, marker type shows direction of trend, marker size shows magnitude of median change, and a plus sign (+) signifies that the median future surpasses the observed 90% CI. Hollow markers signify that the change is not significant (p = 0.01). The bottom figure shows uncertainty associated with median values. The box extends to the 25th and 75the quantile and whiskers extend to the 5th and 95th quantiles (equivalent to the 10 and 90% CI). Gray shading represents the historical 10% and 90% CI, and the tan band represents a change of ± 25% from the historical median km ensemble leads to a higher intensity in about 60% of cities for the 24-h storm. This behavior is unexpected because we found that the magnitude of the hourly distribution of the 25-km models tended to be considerably higher than the 50-km distribution, as expected based on previous studies (Leung and Qian 2003; Rauscher et al. 2010) . However, in some cities, one or more of the 50-km climate models produced higher 1-h storms, which raised the median 1-h intensity for the entire 50-km ensemble. The daily intensities were not higher because cumulative daily rainfall was usually higher in the 25-km models. In other cities, this switch happened for a different reason. The relative difference between past and future 25-km models was smaller than the 50-km models for the 1-h duration, but larger for the 24-h duration. Despite intensities of higher magnitude, the 25-km models had a smaller relative change from the past, which caused the adjusted intensities to be lower than 50-km intensities for the 1-h duration.
These results show that one spatial resolution does not always produce higher values than another. Generally, finer resolutions have been shown previously to better represent daily extreme rainfall patterns and spatial distributions (Leung and Qian 2003; Prein et al. 2016a; Karmacharya et al. 2017) . Our conclusions are similar to these findings. The finer resolution models (25 km) used in this analysis produced hourly values that were more consistent with real-world tendencies. The higher magnitude of the annual maximum series was closer in value to the observed AMS. Unlike the 50-km, the 25-km distribution did not produce unrealistic rainfall events that were several times greater than the next largest intensity. As a result, the 25-km AMS distribution was smoother, and the GEV parameters converged faster. Finally, in some of the 50-km runs, the historical AMS were greater than the future AMS for certain quantiles. This can lead to problems with bias correction and GEV fit. As a result, when updating IDF curves, we recommend that states, localities, or engineers use the finest spatial resolution available that is appropriate for the desired design application when selecting from RCM simulations with sufficient length and output frequency to sample extreme events well. Fig. 4 The number of cities (out of 34) where rainfall intensity is significantly higher using the 25-km ensemble (orange), the 50-km ensemble (blue), or no significant difference (gray) for the 25-year storm. Top of bar shows the mean between 3 MOS techniques and error bars show the range
Influence of MOS technique on change in 25-year storm and pipe size
Some of the uncertainty discussed in the previous section results from differences in the MOS techniques (see Section 2.2.3). This section evaluates how much results for future rainfall differ between the three MOS techniques, whether these differences are statistically significant, and whether they would alter the size of a stormwater pipe designed using one method over another. This design example is oversimplified and likely would not be used in practice; however, the simplicity of this design process is desirable because the example is only intended to test sensitivity of the design storm, keeping all other watershed characteristics constant. Figure 5 presents the range (across the three MOS techniques) in the median percent change of the 1-h 25-year storm. The circles to the right of the main panel represent the change in pipe size (in mm) that would result from using the future value from each MOS technique relative to the observed design storm. Cities are ordered by median change from lowest (top) to highest (bottom).
Consistent with other studies (e.g., Tryhorn and DeGaetano 2011; Gudmundsson et al. 2012; Bürger et al. 2013; Srivastav et al. 2014a; Sunyer et al. 2014) , our findings show that selecting a different MOS technique can lead to considerable, and sometimes significant, differences in the expected percent change in rainfall. On average for the 34 cities, the median predicted change between MOS techniques differs by more than 20 percentage points, and can differ by nearly 100 percentage points. In cities with more extreme rainfall, like Jacksonville, a 20% difference in the median change equates to a difference in the design storm of more than 1 cm of rainfall. In 15 of the cities, the differences are large enough to alter the distribution and lead to statistically significant (p = 0.01) differences between MOS techniques. In nearly all cities where the differences are statistically significant and in some cities where they are not, the uncertainty in the median change would alter the engineering decision. In nearly half of cities, the pipe size changes by one or more increments (75 mm). These findings confirm that uncertainty related to climate models or spatial correction techniques can affect impact modeling results as well as the size and cost of infrastructure designed for climate resilience.
These results also show that different MOS techniques act differently in each city, even when the same climate model ensemble is used. In other words, one technique does not systematically bias the rainfall values to be higher or lower. This is because each technique alters the rainfall distribution in a different way, e.g., parametrically or using a ratio, and these differences can considerably change the unstable extreme value distribution, and thus, the relative magnitude of future rainfall intensities. These inconsistent results make the case for standardizing MOS techniques in all IDF studies nationally; however, since rainfall patterns vary by city, it is unlikely that the same MOS technique can be used in every US city or region.
As a result, stakeholders should select the technique that works best for their region, based on general guidelines. For instance, Cannon et al. (2015) propose that precipitation values should be detrended before they are used in quantile mapping. Furthermore, parametric mapping functions should be used with caution; there are instances in this research when abnormally high rainstorms in the climate model can lead to unrealistically large values of rainfall when aggregated to the 24-h duration. If these large storms are not removed from the prediction, the parametric mapping method will lead to unrealistic future results. Generally, non-parametric MOS techniques that adjust the observed time series to reflect future change tend to outperform parametric bias-correction techniques (Gudmundsson et al. 2012) .
Influence of uncertainty from all choices on stormwater infrastructure decisions
As the previous sections show, the choice of spatial resolution and MOS technique both contribute considerable uncertainty to the range of updated IDF values. An additional source of uncertainty that has not yet been discussed is the selection of the design storm value within this uncertainty range. Instead of using the median intensity, as was done in the previous analysis, municipalities or engineers may wish to increase their level of protection by selecting a higher bound within the future uncertainty range (e.g., the 90% CI). Selecting a value farther away from the median has the potential to magnify inconsistencies between the modeling Figure 6 highlights this fact for three different cities: New York (left), El Paso (middle), and Minneapolis (right). The figure shows the pipe diameters for a 4-ha watershed that would result from using different choices for the design storm, including (i) the median or 90% CI of the future range (line type), (ii) the 25-km or 50-km spatial resolution (colors), or (iii) one of three MOS techniques discussed previously (rows) . Monetary values represent the cost per foot of pipe for each diameter and city.
Using the 90% CI of the future uncertainty range instead of the median may provide some additional protection in the future; however, the amount of protection varies by location and modeling choice. In El Paso, using the 90% CI from either MOS technique or spatial resolution Fig. 6 Resulting pipe diameters (mm) for a 4-ha, moderately urbanized (c = 0.65) watershed in three selected cities (New York, El Paso, and Minneapolis as columns). Diameters vary depending on the time period, historical (gray) or future (colored); climate model spatial resolution, 25-km (orange) or 50-km (blue); MOS spatial correction technique (rows); or selection within the uncertainty range, mid-point (solid lines) or upper bound (dashed lines). Cost values are in USD/ft of concrete pipe for each diameter (dashed lines) leads to an increase of one or two pipe sizes from the median future design storm (solid lines). This is a reasonable safety factor if stakeholders are willing to spend $10 to $36 more per foot of pipe to avoid overflows. However, in New York and Minneapolis, choosing the future 90% CI of could increase the pipe size by up to five increments, compared to the median future design storm. This choice would nearly double the unit cost of the pipe in these cities, which equates to paying an additional $8200 to $8500 for a concrete pipe spanning four city blocks. While this would increase protection, this considerable expansion may be unreasonable due to budget constraints, underground size restrictions, or flow velocity thresholds. If pipes are too large, then low flow velocities may not reach self-cleansing thresholds, leading to buildup of sediment and potential corrosion in the pipes (DeZellar and Maier 1980; Cook et al. 2018) .
When compounded by uncertain modeling choices, the use of the upper bound of the future uncertainty range leads to design decisions that are inconsistent, not reproducible, and potentially costly. Due to these factors, more research is needed to ensure consistency of future uncertainty ranges. In the meantime, we recommend avoiding the use of the 90% CI of the future uncertainty range for design. If additional protection is desired, designers should instead use the median storm from a higher return period. Median values are less volatile, more reproducible, and easier to understand for stakeholders.
Despite the volatility and uncertainty of the higher confidence intervals of the future range, we cannot completely disregard these values because they could occur. The selected design value or infrastructure size may not directly account for the upper bound, but communities and practitioners should be aware that these values are plausible, and have a resilience plan in place if they do occur. Since many existing stormwater infrastructure systems in the USA were designed for a given level of risk and are currently underperforming in many areas (Lopez-Cantu and Samaras 2018; Wright et al. 2019) , this plan should describe actions for upcoming replacement cycles and future adaption. For instance, when a new pipe is installed, designers could ensure that there is enough space to install a bigger pipe in the future, or to modify the pipe in some way to address the flow challenges described.
Summary and conclusions
The goal of this study is to evaluate how the choices of climate model spatial resolution and spatial adjustment technique alter rainfall predictions and uncertainty in updated IDF curves and stormwater infrastructure decisions made using these curves. There is considerable uncertainty in updated IDF curves as a result of these choices, as well as from the uncertainty in estimating statistical distribution parameters. The rainfall intensity is often significantly different between the two spatial resolutions and three spatial adjustment techniques, and none of the methods or spatial resolutions consistently bias results in one direction. These differences have the potential to alter the size of a stormwater pipe designed using these modeling choices, showing that these uncertainties from modeling choices affect resilience strategies and impact modeling. These modeling choices lead to the largest changes in the engineering decision when the design storm is selected from the upper bounds of the uncertainty distribution. In some cities, using the 90% confidence interval of the future uncertainty range instead of the median value changes the stormwater pipe diameter size by 5 increments, nearly doubling the cost of the pipe.
In order to reduce some of this variability, impact modelers will need to be more consistent in their modeling choices to ensure that engineers are accounting for the same type of uncertainty in design. State and local agencies can help this process by setting guidelines for resilient stormwater infrastructure designs. One suggested guideline would be to choose finer resolution climate simulations over coarser simulations, because they have been shown in this and other analyses to be more consistent with real-world rainfall patterns. Another guideline for design engineers would be to avoid using the upper bound of the future uncertainty range as a design storm, and instead rely on the median of the next highest return period if additional protection is desired. Unfortunately, it is still unclear which spatial adjustment technique is best suited for IDF curve updating, and the most appropriate method is likely to vary by region. Municipalities will need to identify best practices for their community, and in the absence of standardized guidelines, impact modelers will need to make a choice and be transparent about variability using uncertainty metrics like those in Mandal et al. (2016a) .
As many other studies have said, there is unfortunately not a "one size fits all" solution and engineers using updated IDF curves should understand this in order to inform stakeholders that performance of infrastructure may vary over time. Unfortunately, no matter what size of infrastructure is selected, it is likely to experience increased variability and increases in short-duration, high-intensity rain storms. Tracking performance over time for both green and gray infrastructure, and using adaptable design principles will ensure communities are prepared for many future states (Cook et al. 2019) . For instance, if a larger pipe size is selected, municipalities should plan to flush pipes during periods of drought, whereas smaller pipe sizes will likely need distributed green infrastructure placed upstream in order to send flows into pipes more slowly. To ensure approaches like these are implemented, communities should consider documenting them in a resilience plan.
This study highlights how different modeling choices could alter stormwater infrastructure decisions, but there are several limitations and future research needs. Only a limited number of climate models, emissions scenarios, and modeling techniques were used, which may not represent the full range of uncertainty in the future. Additionally, these findings only consider one procedure for estimating runoff for one type of stormwater infrastructure. Other studies have found that uncertainty introduced due to hydrologic models is non-negligible, but smaller than uncertainty introduced from climate models Davies 2009a, 2009b) . Nonetheless, more research is needed to understand how significant these uncertainties are with respect to other sources of variability in engineering design, such as land use change, and how to manage these combined uncertainties in many types of green and gray stormwater infrastructure. Furthermore, the approach used in this study to combine parameter uncertainty from the GEV distribution with uncertainty from climate models and downscaling techniques was relatively simple and other techniques, such as jack-knifing (Kay et al. 2009; Shao and Tu 2012) , may have defined different confidence intervals. In order to achieve consistent and reliable confidence intervals for IDF curves, a framework similar to Wilby and Harris (2006) should be developed to distill parameter uncertainty and climate uncertainty into a useable and consistent future uncertainty range for the engineering community.
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