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Abstract
Topic evolution modeling has been researched for a
long time and has gained considerable interest. A state-
of-the-art method has been recently using word mod-
eling algorithms in combination with community de-
tection mechanisms to achieve better results in a more
effective way. We analyse results of this approach and
discuss the two major challenges that this approach still
faces. Although the topics that have resulted from the
recent algorithm are good in general, they are very noisy
due to many topics that are very unimportant because of
their size, words, or ambiguity. Additionally, the num-
ber of words defining each topic is too large, making it
difficult to analyse them in their unsorted state. In this
paper, we propose approaches to tackle these challenges
by adding topic filtering and network analysis metrics
to define the importance of a topic. We test different
combinations of these metrics to see which combina-
tion yields the best results. Furthermore, we add word
filtering and ranking to each topic to identify the words
with the highest novelty automatically. We evaluate our
enhancement methods in two ways: human qualitative
evaluation and automatic quantitative evaluation. More-
over, we created two case studies to test the quality of
the clusters and words. In the quantitative evaluation,
we use the pairwise mutual information score to test the
coherency of topics. The quantitative evaluation also in-
cludes an analysis of execution times for each part of
the program. The results of the experimental evaluations
show that the two evaluation methods agree on the pos-
itive feasibility of the algorithm. We then show possible
extensions in the form of usability and future improve-
ments to the algorithm.
Introduction
Modeling large temporal text corpora is key to understand-
ing how topics attract attention and social and cultural norms
evolve over time. Such evolutions are especially prevalent
in social systems, where the rapid exchange of ideas can
quickly change the importance of topics and the attention
they receive.
While embedding methods are promising as a diachronic
tool, they are limited to modeling only words or documents
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and they are not well-suited to model changes due to the
stochastic nature of their training. This implies that mod-
els trained on exactly the same data could produce vector
spaces where words have the same nearest neighbours but
do not have the same coordinates. An alternative approach
to this topic modeling task is to use the different extensions
of Dynamic Topic models (DTM) (Blei and Lafferty 2006),
which use a Bayesian technique to infer the topic structure
in the corpora of documents. DTM perceives a document
as a mixture of a small number of topics, and topics as a
(relatively sparse) distribution over word types. While docu-
ments may indeed be seen as a mixture of topics, documents
can still be expected to be semantically coherent. However,
this prior preference for semantic coherence is not encoded
in the model, and any such observation of semantic coher-
ence found in the inferred topic distributions is in some sense
stochastic.
There has been a new method that has proved to work well
(Momeni et al. 2018), overcoming the limitations of avail-
able solutions. (Momeni et al. 2018) uses the word embed-
ding algorithm to create a network of words based on in-
put texts and then applies community detection algorithms
to find topics. The main advantages of this method are:
(i) instead of using embedding to model changes of words
it works with clusters of words as topics, which are more
meaningful and have higher interpretability, (ii) for model-
ing the evolution it avoids the issue of the alignment of em-
bedding models and change detection by using embedding
models directly, (iii) it can accelerate the modeling process
by parallelizing the process in different snapshots, and (iv)
it can model change and evolution in different forms (grow,
contract, merge, split, birth, die, and survive).
While the newest approach achieved excellent results, sev-
eral challenges have remained, resulting in the user needing
to handpick clusters to define topic evolution at a later time.
These challenges are:
• Challenge 1: large number of topics: On the one hand,
when looking at the topics resulting from the system (Mo-
meni et al. 2018), it was noticeable that there was a vast
number of topics - up to 100 for the given dataset, many
of which seemed uninteresting. We found two reasons for
that: first, while some topics had only a few words, other
topics seemed to have many words, meaning that they did
not seem to form one coherent topic, and second, topics
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did not appear to be important in general since they de-
fined a topic that was very general in itself. The goal here
must be to find a method to describe the importance of a
topic using a metric and filtering the data based on that
metric.
• Challenge 2: Large number of words in topics: Another
noticeable thing was the high amount of words that were
found to be in most topic clusters. It is highly unlikely
that all of these words, 270,000, actually contribute to a
topic. This was especially noticeable in a dataset with a
considerable number of texts, like the legal dataset used
for the showcase in (Momeni et al. 2018). They made the
manual selection process for their showcase more difficult
as there was more unnecessary data to look through.
In this paper, following a short overview of the recently
published algorithm, we propose two approaches to over-
come the challenges mentioned above. Firstly, we combine
two different cluster analysis metrics, namely the central-
ity and the cluster frequency, to filter unwanted topics. Sec-
ondly, we use k-core decomposition in combination with the
TFIDF to filter and rank words in a cluster. In addition to
these proposed approaches, we also discuss other variants
or combinations that we have tried but that have not proven
to be useful for our task. Furthermore, performing empiri-
cal experiments we investigated when and with which setup
the proposed approaches can perform effectively and effi-
ciently considering user requirements and characteristics of
the dataset. These results enable further development of the
approach as a customized and adaptive solution.
Finally, using two historical corpora, legal data and robotic
news, spanning two languages (English and German), we
demonstrate that our approach with a short execution time
is able to detect dynamic and interesting topics with high
coherency over the years. To do this, we utilized both quali-
tative and quantitative evaluation methods. For the quantita-
tive evaluation method, we use a large external word dataset
to evaluate coherency of proposed topics by our system us-
ing PMI values for each topic. Additionally, we evaluate the
run time and possible reasons for spikes in run time. For the
qualitative analysis of the result, we asked multiple users to
look at the data and answer questions regarding the topic co-
herency and word ranking of the clusters. We also created a
case evaluation detailing results for two different topics in
both datasets.
Background
As noted in the introduction, researchers have been very in-
terested in the area of dynamic topic detection, especially
regarding topics in very dynamic environments, for example
in social media. Researchers are attempting to detect con-
versation triggers (Zubiaga et al. 2011) and find out what is
trending (Aiello et al. 2013) and what the dynamics of these
trending topics are (Saquib and Ali 2017).
Dynamic Topic Modeling (Blei and Lafferty 2006) took
state of the art approaches for static topic modeling using
Latent Dirichlet Allocation (LDA) and proposed an algo-
rithm to support a whole time series of documents.
The biggest difference between the state of the art static
topic models and their proposed dynamic topic models is
that with static topic models, documents always include one
of the same pools of topics, whereas with dynamic topic
modeling, topics evolve and may not always include the
same words, same types of words or same number of words.
Their base assumption is that a document consists of a cer-
tain number of topics and each topic consists of a certain
number of words.
Furthermore, they define a set of topics in a timestamp t as
the evolution of the topics from timestamp t−1. Their algo-
rithm essentially works by using two multinomial distribu-
tions. One distribution defines a topic per document and an-
other defines the words for a topic (as is done in static topic
modeling). Then the algorithm uses mean parameterization
to evolve these distributions over time.
The main disadvantage of this approach is that it considers
words, but does not take into consideration dynamic topic
events, as illustrated in the next chapter
Topic Evolution Modeling using Word Embeddings
(Momeni et al. 2018) uses the word2vec word embedding
modeling technique to create a model to analyze the evolu-
tion of topics.
They use embedding models to get contextual information
from text corpora (one embedding model per timestamp)
and use the information from these models to get topics
(clusters) using a dynamic clustering method and similarity
networks. Additionally, they can detect specific events for
a topic, using the same event types as (I˙lhan and Ög˘üdücü
2015).
In their experiments, they used the skip-gram model to gen-
erate the word embedding models of the two given test sets,
and then generated the semantic similarity networks for each
snapshot using the well-known Louvain community detec-
tion algorithm to get the needed clusters of words. Finally,
they analyzed the events happening to those clusters over
time.
In their evaluations, they compared their novel algorithm to
the already existing alternative approach of Dynamic Topic
Models (DTM) (Blei and Lafferty 2006). The main problem
of the existing approaches (like DTM) is that they do not
try to detect the different events that could happen to topics
over time, such as the ones explained in (I˙lhan and Ög˘üdücü
2015). In their evaluation, (Momeni et al. 2018) examined
the coherency of topics found by their method and the ca-
pability to detect dynamic topics in a short execution time.
They illustrated the evolution of a topic, including a set of
detected events as described in (I˙lhan and Ög˘üdücü 2015).
To test the topic coherency, they compared and scored the
results of the DTM approach and their new approach, result-
ing in better results of the new approach throughout the tests.
Furthermore, they asked several human test subjects to rate
the results (topics) to see if they considered the detected top-
ics as useful. This test showed that the human testers widely
agreed with the scoring from the above test.
To show the new method was able to detect dynamic topics,
they showed a graph as an example that showed the dynamic
evolution of the topic "race" in Figure 1 of their paper. (Mo-
meni et al. 2018)
Finally, they pointed out the dramatic difference between the
above method and the one used previously as regards execu-
tion time. Their approach is much faster overall, and it could
be made even faster by parallelizing the computations for
each time step. For such large data sets as theirs, the DTM
approach could not even compute the results in time (for the
previous tests they had to reduce the number of snapshots as
the execution time of the DTM was too long).
While this state-of-the-art algorithm (Momeni et al. 2018)
had good results, automatically processing them was not im-
mediately possible as i) the topic collection was really noisy,
there being many topics with only a few words resulting in
up to 100 topics for each timestamp and ii) the topics that
contained many words had so many words that a way of
ranking these was necessary. In fact, the biggest number of
clusters we found in one of their datasets was 270,000. Ex-
amples in their dataset include clusters that consist of only
four words or clusters that consist of tens of thousands of
words
Proposed Approach
Following, we first give a short overview of the recent al-
gorithm discussed above (Momeni et al. 2018), then two
approaches to overcome the aforementioned challenges are
proposed.
Topic Evolution Modelling Method
The system receives a set of temporal text documents,
D1, ..., Dn and for each snapshot Di, returns a set of topics
T i1, ..., T
i
m. The pth topic of the ith snapshot, T
i
p, is assumed
to be a semantically coherent set of words and consists of a
tuple of three: T ip =< e
i
p;T
i+1;W ip >. Each topic contains
an event (labeled from a set of events: Survive, Grow, Merge,
Split, Contract, and Die) with regard to the later snapshot, a
set of relevant topics from a later snapshot, T i+1, and a set
of semantically related words, W. The first two attributes are
useful for tracking the evolution of topics. The third attribute
shows the content of the topic.
Learning Semantic Space: The distributional methods
learn a semantic space that maps words to a continuous
vector space Rs, where s is the dimension of vector space.
A family of neural language methods embeds words in a
fixed-dimension vector space in such a way that words in
similar contexts tend to produce similar representations in
a vector space. These methods project words in a lower-
dimensional vector space, so that each word wi is repre-
sented by an s-dimensional vector vi. We use the word2vec
method (Mikolov et al. 2013a; 2013b) to learn word vector
representation (word embeddings) that we track across time.
Modeling Dynamic Topics: For modeling topics we uti-
lize a clustering-based approach on a semantic representa-
tion network, extracted from trained embedding models.
Formally, a network N(W, E) denotes the sets of words W
and edges E in a network. Edges show semantic similar-
ity between words. Evolving network N is described over
a time period and it will be decomposed into a sequence of
static snapshots N1, ..., Nn.
For each snapshot, t we list a set of all words W t and de-
velop N t by assessing semantic similarity between a pair of
words leveraging trained embedded vectors. The edge be-
tween two words is created when the similarity score be-
tween their embedded vectors are higher than the semantic
similarity threshold, ϕ. The semantic similarity is calculated
based on the cosine similarity score, formally:
simSemantic(vti ,v
t
j)=
vti ,v
t
j
||vt
i
||
2
||vt
j
||
2
>ϕ (1)
Next, the topic detection leverages community detec-
tion algorithms (i.e. network clustering approach). While
N t represents the tth snapshot of the network, T t =
{T t1 , T t2 , ..., T tm} represents the set of topics in the snapshot
t.
Finally, according to the available approach (Anagnostopou-
los et al. 2016; I˙lhan and Ög˘üdücü 2015) for dynamic com-
munity detection, we use a matching metric in order to track
evolution of a topic from one snapshot to the following snap-
shots and measure the similarity between two clusters in suc-
cessive time steps. Two topics match if their similarity value
sim(T ti , T
t+1
j ) exceeds a user set similarity threshold θ, for-
mally:
sim(T ti ,T
t+1
j )=min
(
|Tti
⋂
T
t+1
j
|
|Tt
i
| ,
|Tti
⋂
T
t+1
j
|
|Tt+1
j
|
)
>θ (2)
Being able to reuse traditional community detection tech-
niques without having to modify them for detecting clusters
in each snapshot separately is one of the main advantages of
this described solution. Furthermore, this method results in
parallelizing and accelerating community detection dramati-
cally on all snapshots, thus reducing running time. However,
this solution is not perfect due to the instability of commu-
nity detection algorithms. The majority of community de-
tection algorithms that work well are stochastic, meaning
two runs on the same network do not necessarily provide the
same partition. The solution can sometimes provide differ-
ent results for two networks which are the same apart from
tiny modifications. An alternative approach with higher sta-
bility would be to study all snapshots simultaneously (Tan-
tipathananandh, Berger-Wolf, and Kempe 2007).
Modeling Topic Evolution: In order to model evolution of
topics, we use an existing metric, namely Instability, in or-
der to compute the percentage of increase/decrease in the
number of words in a topic (I˙lhan and Ög˘üdücü 2015).
More formally, given a topic T ti has n
t
i members at time
snapshot t and a successor cluster T t+1j has n
t+1
j mem-
bers at time snapshot t + 1, the Instability is defined as:
inst(T ti , T
t+1
j ) = (n
t+1
j /nti)− 1.
Next, considering a user-defined instability threshold, (φ),
six events proposed by Ilhan et al. (2015), including Grow,
Survive, Contract, Split, Merge and Die are identified to
model the evolution of the topics. More precisely, after posi-
tive matching between T ti and T
t+1
j , we could then label the
similar topic as being one of the following topic evolution
types:
• Contract: If inst(T ti , T
t+1
j ) < −φ. The topic has been
contracted (i.e. there is a substantial percentage decrease
in the number of members).
• Survive: If −φ < inst(T ti , T t+1j ) < φ. The topic has
survived (i.e. there is a negligible increase/decrease in the
number of members).
• Grow: If inst(T ti , T
t+1
j ) > φ. The topic has grown (i.e.
there is a substantial percentage increase in the number of
members).
• Split: A topic T ti at time t may match with a set of topics
T t+1∗ = {T ti ...T t+1j } in a later snapshot in a split case.
• Merge: A set of topics T t∗ = {T t1 ...T ti } may match to a
topic T t+1j in the subsequent snapshot t + 1 in a merge
case.
• Die: If there is no similar topic at a later snapshot, this
means θ is not exceeded. Then it is assumed that the topic
dies.
Optimization 1: Reduction of proposed topics
When looking at the topics resulting from the proposed
approach above, it is noticeable that for a large corpus there
will be a vast number of topics - up to 100 for a given
dataset - many of which seemed uninteresting. We found
two reasons for that: first, while some topics had only a few
words, other topics seemed to have many words, meaning
that they did not seem to form one coherent topic, and
second, topics did not appear to be important in general
since they defined a topic that was very general in itself.
The goal here must be to find a method to describe the
importance of a topic using network metrics and filtering
the data based on that metric. Leveraging common network
metrics like density, centrality, or more, we can tackle this
issue and optimize our algorithm. While the centrality tells
us about how important a node is inside a network by means
of external connections to the node, the density tells us
how dense a network is, meaning to what extent the nodes
connect.
With regard to our investigation of different combinations
of network analysis mechanisms (see Density-Centrality
combination tests sub-section), we decided to develop a
system that uses the centrality and cluster frequency to de-
scribe the "importance" of a cluster and the sparseness of its
nodes, and adapts a simple term frequency for clusters. That
allows us to categorize the clusters to make a customized
selection based on a users’ parameters.
Algorithm 1 The pseudocode below (Algorithm 1) de-
scribes the two main steps necessary to define a topic as
"important" or "unimportant"
1. The first function finds the time series for each topic. In an
earlier step, we calculated the similarities between topics
of two timestamps. Using these for a greedy algorithm
is an easy way to find connections over different time
stamps. As the next topic in the time series, we define the
topic in the next timestamp that has the highest similarity
value. Similarly, the previous topic is defined by the topic
in the last time stamp that has the biggest similarity value.
2. The second function describes how we use the informa-
tion we have just gathered to filter our clusters. We use
our two values to first check if each given topic satisfies
the thresholds set by a user. If it does not, we check the
whole time series until we either find that the topic satis-
fies all thresholds in at least one timestamp, or that it is an
unimportant topic.
Algorithm 1 Cluster Filtering Algorithm
1: function GETTIMESERIES(cluster_dict,
similarity_values_path)
2: GET all time stamps available in the dataset
3: SORT timestamps from lowest to highest
4: for every timestamp do
5: for every cluster in the timestamp do
6: if timestamp is not the last timestamp in the
series then
7: GET next timestamp from list of times-
tamps
8: LOAD cluster similarity matrix for the
two timestamps
9: if the two clusters have similarity values
then
10: SET the most significant match to be
the next cluster
11: SET the current cluster as the previ-
ous cluster in the biggest match
12: function ISCLUSTERUSABLE(cluster_dict,
cluster_number, γ, θ)
13: if size of cluster > α then
14: if centrality > γ AND cluster frequency > θ then
15: return True
16: else
17: GET the time series of clusters of the current
cluster
18: for each cluster in the time series do
19: if centrality > γ AND cluster frequency
> θ then
20: return True
Importance by constraints. The algorithm represents the
following rules:
• Rule 1: The number of words n in a cluster must be higher
than the set cluster size threshold α: n > α
• Rule 2: The centrality c of a cluster must be higher than
the set centrality threshold γ: c > γ
• Rule 3: The cluster frequency cf and/or density d of
a cluster must be higher than the set cluster frequency
threshold θ or density threshold δ: cf > θ and/or d > δ
• Rule 4: If Rules 2 and/or 3 fail, check if they are
true for the other clusters in the clusters time series:
T{Tt1...Ttn}
Considering centrality and cluster frequency, four levels
of importance are defined for each topic. By selecting dif-
ferent values for these two metrics, centrality and cluster
frequency, the end-user can adaptively reduce the number
of topics for final output of the system. Figure 1 and 2 (a fic-
titious mock up) illustrate the functionality of this algorithm
with some fictitious topics changing their importance over
Figure 1: The overview of the four types of importance,
where the threshold on the x-axis is the centrality thresh-
old γ and the threshold on the y-axis is the cluster frequency
threshold θ
time, defined by their centrality and frequency values. The
four quadrants represent the four different levels of impor-
tance:
1. Level 1 (Red):
The quadrant in the lower left contains all the topics that
seem to be very unimportant. Their words are neither used
very much nor are the words in them very central to the
text.
2. Level 2 (Yellow):
The quadrant in the upper left contains all the topics that
have words with many occurrences, but they are still not
used in connection with other topics very much. This
means they still have a low centrality, which is low im-
portance.
3. Level 3 (Blue):
This quadrant contains topics that have very central words
that are often used in connection with other topics but are
more unique in the dataset.
4. Level 4 (Green):
This quadrant has the most important topics that have both
a high cluster frequency, signaling much use of words that
define a topic, and a high centrality. These topics are also
important over the whole network of a timestamp.
Our algorithm checks these values in all timestamps for each
topic. We define a topic as important if it at any time moves
into Level 4. This considers the evolution of a topic where a
topic seems to be of low interest over some timestamps, but
becomes more important eventually, thus making the topic
interesting. Such a topic then stays in the system. Figure 2
shows the state of 4 topics, T1 to T4, at timestamps t0 to t3:
• T1 has been losing importance over time, resulting in a
decrease in use of its words. It is observable that the im-
portance falls over time. The algorithm would still keep
this topic as important as it was at some time (in this case
two timestamps) situated in the 4th Level of our threshold
legend.
• T2, on the other hand, rises in importance and moves up
mostly in terms of the centrality value. It is considered as
an important topic by the algorithm as it mostly resides in
the upper right threshold area.
• T3 is a slow-moving topic that slowly becomes more im-
portant over time. Even though it barely enters the area of
the chart we defined as the most important, it is kept by
the algorithm.
• T4 is a topic that always resides in the rather unimportant
parts of our definition of "importance," and accordingly
would be ignored by our algorithm.
Density - Centrality combination tests Before finding
the algorithm based on centrality and cluster frequency, we
tested the combination of centrality and density.
While centrality and density certainly are very interesting
values to analyze for a cluster in terms of defining cluster
importance, density did not add any significant value to our
importance calculation. (Stokman 2001) also note that den-
sity is not a good measure to compare networks. While it
can analyze connections between words inside a topic, it is
not useful to consider and compare the density of a cluster
to the one of another cluster. Taking this into consideration,
we needed another value for our clusters that made sense
to use when comparing topics. We chose cluster frequency,
which we defined as the mean of all word frequencies inside
a topic, and then normalized the resulting values, so all clus-
ter frequency values are between 0 and 1.
Having this third value in the system allows us to inter-
change the density value with the cluster frequency value.
Nevertheless, it also enables us to convert it into a three-
dimensional threshold problem where we use all three val-
ues: centrality, density, and the cluster frequency.
Analogous to the above example, we also have illustrations
providing an example overview of this algorithm that uses
the centrality in combination with the cluster frequency. The
four charts in Figure 2 show the state of 4 topics T1 to T4 at
timestamps t0 to t3.
• T1 is situated in the lower left part of the graph and has
never had any big movement towards better values. This
means it will be marked as skipped.
• T2 moves into the upper right part of the graph at times-
tamp t2, and is marked as important since it was above the
thresholds at some point.
• T3 stays in the upper right quadrant for most of the time
we have data from, so it is marked as important too.
• T4 has been moving lower in density and stays with low
centrality value over time. It will be marked as unimpor-
tant.
Optimization 2: Reduction of words considering
importance and novelty
Our solution to this challenge again leverages the combi-
nation of two methods: the k-core-decomposition and the
TF-IDF. When running this algorithm, the question was
asked if it would not be enough only to use TF-IDF ranking
and skip all k-core decomposition calculations. While
the TF-IDF mechanism itself generates a good ranking,
we concluded that adding the k-core decomposition is
worthwhile. By first applying k-core decomposition, we
receive all words in the topic that are used in a very dense
(a) t0 (b) t1 (c) t2 (d) t3
Figure 2: The evolution of 4 topics from timestamps t0 to t3 shown with centrality (c) and cluster frequency (cf)
(a) t0 (b) t1 (c) t2 (d) t3
Figure 3: The evolution of 4 topics from timestamps t0 to t3 shown with centrality (c) and density (d)
way. When re-adding the words the TF-IDF ranks very
high, we also guarantee that domain-specific words with
high novelty stay in the topic.
Algorithm 2 The pseudocode of Algorithm 2 below de-
scribes the main steps necessary to reduce words in out top-
ics.
Algorithm 2 Word Reduction Algorithm
1: function REDUCEWORDS(graph, core_number,
tfidf_data)
2: CALCULATE mean TF-IDF value
3: REDUCE words in graph by core number
4: GET list of words deleted from graph
5: for every deleted word do
6: if word is in TF-IDF data then
7: GET TF-IDF value of word
8: if TF-IDF value > mean TF-IDF value then
9: ADD word back to the graph
return reduced graph
Importance by rules. When looking at the above algorithm,
the following rules for the topic reduction can be defined:
• Rule 1: Reduce the word network to only keep words in
or above the core number defined by the user
• Rule 2: Re-add all nodes that were reduced from the net-
work, but have a higher TF-IDF than the mean TF-IDF
Using the k-core decomposition to reduce the number of
words in a topic. In order to reduce the number of words in
our clusters, we use the network structure we already have.
We chose to use the k-core decomposition algorithm. Using
this method, we receive the innermost important words
in the network that are often used and clustered together.
While the k-core decomposition is an efficient way to
reduce network sizes and less-involved nodes, considering
it as a direct clustering mechanism instead of the Louvain
algorithm was not in question. Due to the nature of how
k-core decomposition works, finding topic clusters from a
network of words is not possible since it would only result
in one cluster per timestamp.
Our initial tests showed that the given network structure did
not allow for core numbers higher than 10. When taking a
closer look, it quickly became visible that using the k-core
mechanism alone would not lead to the best result as it does
not qualify as an efficient ranking algorithm. If we only
ranked by core values, we would have many words that
are in the inner core, but we could not tell any difference
between those words.
Table 1 shows an example distribution of the words among
k-cores for one cluster. As the table shows, most of them
are set in the very high core numbers which led us to add an
extra ranking mechanism to the algorithm.
Figure 4 shows an example of what a k-core clustering
for the legal domain could look like. The densest and most
often used words are in the central cluster. The lesser-used
words are at the outside border of a graphic and have a
lower core number. The core number here corresponds to
Core Number Number of words in core
0 0
1 206
2 1482
3 3014
4 4276
5 4841
6 4813
7 4742
8 2753
9 1000
10 0
Table 1: Distribution of words amongst cores
Figure 4: An example mockup of k-core clusters in the legal
data domain.
the node degree of the single nodes. The inner cluster has
a core number of 4, and the outer core, which is not in a
cluster anymore as its "cluster" is the whole graph, has a
core number of one.
Adding a TF-IDF ranking for keeping novel terms. As
a ranking mechanism, we chose to use the well known
TF-IDF - algorithm. We added a calculation method that
calculates the TF-IDF on a per time stamp basis during
the model generation. This was necessary as we later did
not process any documents themselves. Instead, we always
worked on a per time stamp basis. Therefore, we needed to
calculate the TF-IDF values for each word on a per time
stamp basis as well, not on a per-document basis like it is
usually calculated.
At the moment of word reduction, we apply the k-core
decomposition algorithm to receive the core values for
each of our words and limit the list of words to the words
contained in the top n cores, as defined by the user (see the
customization section). Next, we implement a "safeguard"
that also adds back any words in the network that have
a higher TF-IDF than the mean TF-IDF of the whole
timestamp to the list. This is to assure that very novel words
that would have been reduced by the k-core mechanism but
can still be very important are not missed. Lastly, we rank
the words in the list to have the most important words.
The evaluation section explores some of the clusters and the
ranking of words from real a life, unstructured data example.
Customization
The thresholds for the proposed system are completely cus-
tomizable for the end-user. Ideally, it would be better to cre-
ate a more user-friendly algorithm that did not have as many
inputs as this one does, but it is nearly impossible to find
suitable values and numbers for thresholds that we could
pre-setup for every user. Either the required thresholds are
dependent on the domain of the data, or the desired outcome
of a user is simply different (for example, the degree of re-
duction depends on whether the user wants to reduce many
words or only a few). While the whole system has many in-
put variables, we now focus on the ones that are important
for this algorithm.
• Similarity threshold σ. The similarity threshold tells us
how dense we want our networks to be. It is used at net-
work generation where we ask the models for the similar-
ity values between all words. With the threshold, we only
add edges between words that have a similarity that is big-
ger than the set threshold. This bigger threshold results in
having a smaller network of words.
• Centrality threshold γ. The user can set a centrality
threshold between 0 and 0.9. The higher this threshold is
set, the more clusters will be filtered by the algorithm. A
threshold of 0 would mean that all topics are kept, while a
threshold of 0.9 would result in only the top topics staying
in the system. While it is possible to set a value of 1 for
this threshold, it is improbable that any topics would be
kept since that would need a fully connected network.
• Density Threshold δ. The density threshold, just like the
centrality threshold, can be set to values between 0 and
0.9. The user can limit the density value a cluster must
have to limit the selection of clusters to the ones that are
more interconnected.
• Top similar words threshold τ . This is another input pa-
rameter in order to limit the network size. It defines how
many of the top similar words are chosen to be added to
the network. However, it must be noted that the similarity
threshold is only applied after this threshold, so the num-
ber of words used can be significantly lower if there are
not any words that are very similar.
• Cluster frequency threshold θ. The cluster frequency
threshold is a value between 0 and 0.9 to limit the clus-
ter frequency (the averaged term frequency of words in
a cluster). Only topics whose cluster frequency value is
above the threshold set by the users are marked impor-
tant. In order to achieve comparable values throughout
datasets, the cluster frequency is normalized to values be-
tween 0 and 1.
• Cluster size threshold α. The cluster size threshold is an
integer number and is used to ignore all clusters that have
less than α nodes.
For the second optimization algorithm, a user can define
the lowest core number they want to choose words from. De-
pending on the core number entered by the user, this results
in only the most used words being added to the final list pre-
sented to a user, or results in a huge number of words.
Apart from that, this part of the algorithm is straight forward,
and no more customization is necessary.
Experimental Evaluation
Dataset
We evaluate the performance of our proposed approach on
two corpora: a Legal Dataset and Web News articles related
to Robotics News and social media posts.
Dataset1-Legal Dataset: A collection of legal opinions from
court websites and from data donations between 1920 to
2014 in English1. It contains 2, 902, 806 documents. We di-
vided this collection into 19 snapshots. Each snapshot is re-
lated to a period of 5 years (such as 1920-1925 or 1925-
1930).
Dataset2-Robotics Dataset: The robotics dataset is a collec-
tion of texts gathered from the web and includes social me-
dia platforms, news articles, and crowdfunding pages about
robotics, which contains 204, 521 documents2. For each post
we have the date of publication. This means we can sort
them by date and use them for the trending topics evolution
tracking algorithm. The data was provided as a mongodb
collection.
Setup
For each snapshot of each dataset, first, we trained em-
bedding models using the skip-gram implementation of the
Gensim library. Second, using trained models, we created
semantic similarity networks for each snapshot with a sat-
isfactory density level by setting ϕ = 0.5. Third, we used
Louvain, a well-known community detection algorithm, to
obtain clusters of words. Finally, starting from the earliest
snapshot of each dataset, we identified dynamic topics and
their related evolution events.
In order to demonstrate the effectiveness and accuracy of our
proposed optimization approaches, we utilized both qualita-
tive and quantitative evaluation methods. For the qualitative
analysis of the result, we asked multiple users to look at the
data and answer questions regarding the topic coherency and
word ranking of the clusters. We also created a case evalua-
tion detailing results for two different topics in both datasets.
For the quantitative evaluation method, we use a large exter-
nal word dataset to evaluate coherency of proposed topics
from our system using a PMI value for each topic.
Additionally, we evaluate the run time and possible reasons
for spikes in run time. Finally, in order to compare the per-
formance of our approach against available topic modeling
approaches, we trained DTM models on both datasets using
DTM Gensim implementation (choosing the default hyper-
parameters)3.
Time series creation: To get a better idea about the clus-
ter evolution, we stored a singular object that was needed
1Available at https://www.courtlistener.com/
opinion/
2Available at https://ementalist.ai
3As the execution time of DTM for all snapshots is very long
(see Execution Time Evaluation Section), we trained the models
using only the latest four snapshots of each dataset.
to analyze cluster evaluation. This object makes it easy to
follow a topic’s evolution and gather interesting information
on a clusters time series. A script looks at all the previously
calculated similarity values and stores this information on a
per time-series basis. Additionally, each time series is given
a unique identifier for identification purposes.
Pairwise mutual information score calculation: For the
Pairwise mutual information (PMI) score evaluation, as de-
scribed above, multiple scripts were necessary:
1. Random Cluster Selection:The first setup for the PMI
evaluation was necessary to gather random clusters. Here
it was important for us to choose random clusters from
different setups, given as a parameter for this script. The
setup for the PMI evaluation will be described in the eval-
uation section.
2. Google Ngram Counting: The second script utilized the
capabilities of the google_ngrams_downloader module.
The script loads multiple ngram files at the same time to
calculate the frequencies of word pairs as well as all sin-
gle words occurring in those word pairs. After a whole file
was read, the frequencies are stored in a json file. All the
json file results are located in the appendix.
3. Google Ngram Counting for Large Files: The third script
is used for huge n-gram files (we used it for files with
more than 200K lines). We often ran into a connection
problem with files needing a long time to process the
script described above. To circumvent this, we down-
loaded those files and wrote this script for the analysis
of local files. Additionally, the script was parallelized to
enable faster processing, where each process was count-
ing the word pairs for a specific part of the file, and adding
all of them up after the script finished.
4. Ngram Count Aggregation: The fourth script for ngram
processing is tasked with adding all results from the 723
5-gram files together to have one main json file telling us
all the frequencies from all word pairs and singular words.
5. PMI value calculation: The last script takes the frequen-
cies of the word pairs in the 5-gram dataset and calculates
the PMI value for the different clusters the word pairs are
from. The result is again stored in a json file.
Execution time: To evaluate the execution time, we
tracked the time of each step of our program for all tests
and stored them. Later, we wrote a script that takes those
times and combines them for each step so we could have a
sense of which combinations take a long time and which run
faster.
Use cases development: For the Use case evaluation, one
script was necessary that lets us follow the main keywords
for a topic through the time steps. It has a list of words as
input and goes through all clusters to check for these key-
words. Its output is a json formatted file that shows us for
each timestamp which keyword was found in which cluster.
Results of the Qualitative Evaluation
Topic Coherency: For the subjective analysis of topics,
we used our algorithm on the robotics dataset and provided
Figure 5: Table of robotics topic and their top words (Java-
heri et al. 2019).
Figure 6: Heatmap for topic importance over time (Javaheri
et al. 2019).
the data to a group of users (who worked on a paper using
this dataset (Javaheri et al. 2019)). They used the topics we
found for a paper in which they also described the subjective
topics analysis. In their paper, they looked at the topics and
the words ranked in those topics and defined a topic name
after checking the top words in each topic. This informa-
tion can be seen in Figure 5. With the help of our data they
also analyzed which topics were important in which years,
as shown in Figure 6.
The results and the paper suggest that the algorithm found
topics and combinations of words that make sense to scien-
tists involved with robotics. We asked the authors and test
persons (in total 5 persons) to score five simple questions
with a scoring system of 1 (very bad) to 5 (very good):
1. How do you grade the coherency of words in each single
topic cluster (ignoring the time factor)?
2. How do you grade the coherency of the whole time series
of the different topics?
3. How do you grade the ranking of words in the topics?
4. How do you grade the evolution of each of the topics over
time? Do the changes in importance make sense to you?
Figure 7: The distribution of answers for questions one to
five.
5. Did the list of ranked words offer you an explanation for
a topic’s movement in a time series?
The range of answers for each question can be seen in
Figure 7. The most answered number is shown by a vertical
red line. The results indicate that users found that words
put together in topics actually fit together and that the time
series our greedy algorithm found made sense and showed
the evolution of single topics. While the ranking of words
in the topics mostly made sense to the test persons, they
did not agree if the evolutions of topic made sense to them,
with answer values ranging from "bad" to "very good."
Finally, they stated that only sometimes the words in a
topic explained why this topic was important or changed
importance.
Case Evaluation We chose two topics, one for each of
the two datasets to show an example use case of evolving
data.
Subjective Case Evaluation for the topic "Healthcare"
from the Robotics Data Set:
Figure 8 shows the evolution of the topic "healthcare" and
what other words they are linked to. One thing visible
is that due to the number of data increasing in 2018, the
algorithm did not work as granular anymore and created one
big healthcare-related topic instead of many smaller ones.
From the words gathered from each topic, one can read
what robotic development was used within what year, for
example radiotherapy, physiotherapy or surgical assistance.
Subjective Case Evaluation for the topic "Theft" from
the Legal Data Set:
In the legal dataset, we looked at the specific topics contain-
ing words like "theft" or "robbery" to see what words these
terms were mostly connected with in what year. This made
it possible to see which objects were trending with the topic
of theft in which years and track what was stolen more at
what point in the timeline. The results can be seen in Figure
9.
Results of the Quantitative Evaluation
Topic Coherency Evaluation: An evaluation of topic
models is usually based on estimated likelihood or perplex-
2011
2012
2013
2014
2015
2016
2017
2018
Therapy,
Physiotherapy,
Digital health care,
Health related
Medicine, surgery,
Care, health, 
surgeon, accident
Nursing, 
healthcare, nurse, 
nurseries, 
Therapy, nursing,
Therapist, 
radiotherapy
Medicine, surgery, 
healthcare, hospital, 
hospitalized
Therapy, therapist, 
chemotherapy, 
radioactive, heathy
Nursing, childhood Medicine, surgery, 
healthcare, hospital, 
surgical, 
neurosurgery, health
Therapy, disabilities Nursing, surgery, 
healthcare, mother Medicine, hospital
Therapy, therapeut Medicine, surgery, 
healthcare, surgical, 
robosurgeon, 
roboticsurgeon, 
robotmediated
Nursing
Surgery, 
healthcare, therapy, 
surgeon, 
microsurgeon, 
healthy, healthier, 
therapeutic
Medicine, nursing, 
nursery
Surgery
Therapy, 
therapeutic, 
physiotherapy, 
healed, heal, 
healthiness
Medicine, nursing, 
healthcare, nursery, 
health
Therapy, medicine, surgery, healthcare, nursing, health, healthy, 
healing, robottherapist, therapeutic, surgical, radiosurgery, neurosurgery, 
medicated, medication, mediate, nurse
Figure 8: the evolution of healthcare regarding the domain
robotics over time. Dashed lines show the splitting of topics.
1955 - 
1980
1985
1990
1995
2000
2005
2010
Robbery, theft, money phone Computer, purse, car, bike, 
bicycle, camera, cassette, 
typewriter
Robbery, theft, computer, money, purse, phone, car, bike, bicycle, 
camera, cassette, typewriter
Robbery, theft, computer, money, 
purse, car, bike, bicycle, camera, 
cassette, typewriter
phone
Robbery, theft, computer, 
purse, phone, walkman, 
car, bike, bicycle, camera, 
cassette, typewriter
money Laptop
Robbery, theft, computer, 
purse, phone, car, bike, 
bicycle, laptop, camera, 
cassette, typewriter
money walkman
Robbery, theft, computer, 
money, purse, phone,walkman, 
car, bike, bicycle, laptop, 
camera, cassette, typewriter
gameboy
Robbery, theft, computer,  
purse, phone, iphone, ipod, 
car, bike, bicycle, laptop, 
camera, cassette, typewriter
money walkman gameboy
2010
theft, computer, smartphone, money, purse, phone, 
iphone, ipod, car, bike, bicycle, laptop, camera, cassette
Figure 9: the evolution of theft in the Legal Dataset. Dashed
lines show the splitting of topics.
ity. However, they are inadequate proxies for how topics are
perceived by humans. According to Newman et al. (New-
man, Karimi, and Cavedon 2009), a topic has frequently
some odd-words-out in the list of top words. This leads to
the idea of a scoring model based on word association be-
tween pairs of words for the top-5 word pairs in a topic. For
measuring word association, instead of using the collection
itself, a large source of external text data should be used (in
order to avoid reinforcing noise or unusual word statistics).
PMI is seen as the measure of word association. Therefore,
for considering human perception of topics we used point-
wise mutual information (PMI) based on an external data
source, Google 5-grams data.
Using Google 5-gram data as an external source4, Momeni
et al. (Momeni et al. 2018) counted a co-occurrence of the
topic’s five highest ranked words in any of the 5-gram and
scored a topic’s coherence by averaging the PMI score of
words. A higher average PMI score implies a more coher-
ent topic. They assessed the average PMI score for 400 ran-
domly selected topics (100 proposed by our approach for
each dataset and 100 proposed by DTM for each dataset).
They found that the median coherency of all topics pro-
posed by their approach (median-Legal = 8.1) is higher than
the coherency of all topics proposed by the DTM approach
(median-Legal = 6.3).
Furthermore, they selected 25 topics and asked five human
subjects (who can speak both languages) to score each of
the 50 topics on a three-point scale where 3=“useful” and
1=“useless”. The human scoring of these topics has a high
inter-rater reliability measurement using Fleiss’ kappa score
(0.71). Finally, we see broad agreement between the aver-
age PMI score and the human scoring. The correlation be-
tween the average PMI score and the mean human score is
ρ = 0.74 for the Legal data (we define correlation ρ as the
Pearson correlation coefficient).
To investigate how our optimization approches improve the
coherence of words in topics, we used the same PMI metric
as (Momeni et al. 2018) did. We calculated our PMI scores
in the following way:
1. Choose 10 random clusters
2. Rank the top 10 words for each cluster based on the words
TF-IDF value
3. Create word pairs for each cluster’s top 10 words where
each word is paired with each of the top 10 words
4. Search the whole google 5-gram dataset for 5 grams in
which a word pair occurs together (order and capitaliza-
tion do not matter). Additionally, count how often every
single word appears in the google ngram dataset
5. Calculate the PMI score for each topic using the following
formulas (Newman, Karimi, and Cavedon 2009):
PMI−Score(w) = median{PMI(wi, wj), ij1...10}
4We use the Google 5-gram data as the external data source as
it supports a temporal comparison of words. The result obtained
is similar to an evaluation using Wikipedia (Newman, Karimi, and
Cavedon 2009)
and
PMI(wi, wj) = log
p(wi, wj)
p(wi)p(wj)
where wi and wj describes one word from a topic
The average PMI for the legal data set with sortable words
was 9.4, while the unsorted data PMI value was 8.1 (Momeni
et al. 2018). This shows that we could improve cohrency, us-
ing our optimization approach and significantly reduce un-
wanted elements with our reduction techniques. It should
be noted that the unsorted data also resulted in fewer val-
ues being found in the Google ngram data. This may be be-
cause the unsorted randomness resulted in looking for un-
used word combinations.
Execution Time Finally, we investigate how efficient our
approach performs in different set ups. As this approach can
perform each step independently on each snapshot, it can
run the whole process in parallel (multi-thread processing)
to reduce the running time.
More precisely, Figure 10 from (Momeni et al. 2018) shows
execution time for different sizes of snapshots. Size of snap-
shots in both datasets range between 100MB-5GB (smaller
size in earlier snapshots). This figure shows execution time
for average snapshot size of 500MB and 1GB. The Figure
also shows the effect of different numbers of snapshots in
different set-ups: sequential (run the process sequentially for
each snapshot) and parallel (run the process in parallel for
all snapshots) running. Finally, the last plot shows compari-
son of the execution time of DTM approach with the execu-
tion time of this approach. As execution time of DTM was
long (almost 5 days for four snapshots with average size of
1GB) they just trained the models for the latest 3 snapshots
of each dataset. They executed the process on a machine (i7
core processor and 64GB RAM space). Figure 10 clearly
demonstrates the scalability of their approach for detecting
and modeling evolution of dynamic topics in a large-scale
text corpora. It executes for an average snapshot size of 1GB
for all 19 snapshots around 30 hours in the parallel set up.
Furthermore, in order to obtain in-depth understanding
about the effect of different parts of the system and our
proposed optimization approaches on execution time,
we evaluated the execution time of each part separately
considering various setups of thresholds.
Data aggregation and model generation. The only
part of the program that we only need to run once is the
model generation. It ran for 2 hours, 21 minutes, and 13
seconds. This period includes reading the data from a
source (such as CSV files), tokenizing them, and creating
the word2vec models.
This value is mainly dependent on the number of texts
needed to be read and tokenized, and the word2vec model
parameters chosen.
Network Generation. The times for the network gen-
eration can be seen in part A of Figure 11. As the figure
shows, the network generation is a task that takes consider-
able time. In fact, it is the part of the whole algorithm that
takes the longest. This is most likely due to the nature of the
#snapshot #snapshot #snapshot
Ex
ec
ut
io
n 
Ti
m
e 
(m
in
ut
e)
 
Figure 10: Execution time for different sizes and numbers of snapshots in 2 various set ups: sequential and parallel(Momeni et al. 2018)
network generation, where the algorithm loops over every
word and creates connections to the top N most similar
words.
The execution time of the network generation, like the
model generation, is mainly dependent on the size of the
input data. The more words the model vocabulary has, the
more words need to be analyzed as we are analyzing the top
10 similar words for each word in the vocabulary.
Cluster Generation. Part B of Figure 11 shows the distri-
bution of execution time for each word similarity threshold.
At the more restrictive thresholds (0.8, 0.9), there is a clear
trend visible that the cluster generation took less time than
with a lower threshold. The reason here is, as we can also
see in the output files, that such a high word similarity
threshold results in very small networks. This also means
that the Louvain clustering algorithm has less data to
consider and fewer clusters are created.
The execution time for the cluster generation is mainly
dependent on the size of the generated networks as the
cluster generation has to analyze the nodes and edges in
each network.
Cluster Similarity Calculation When analyzing the sim-
ilarity calculation, which is shown in part C of Figure 11,
one can see a similar pattern to what was already the case
with the cluster generation. With the last thresholds, a big
decrease in computation time can be seen as there are fewer
clusters to consider for comparison.
The similarity calculation is dependent on the number of
clusters generated and their size.
Word & cluster Reduction Part D of Figure 11 shows
the evolution of running times for the cluster and word
reduction that are done in the same step. For readability
and space reasons, we used the mean time for each word
similarity threshold value. This also results in the chart
being comparable to the previous evaluation charts about
execution time. The similarity to previous charts about
execution time is apparent. The same logic can also be
applied in this case, where the mean time of the 0.9 word
similarity threshold is significantly lower again. The rest of
the chart follows the same patterns as the previous chart. It
should be noted that the reduction step, in general, took less
time than all the above steps.
The execution time of this part of the algorithm is again
only dependent on the number of clusters and their size as
we are analyzing each cluster independently. The estimation
of the creation of time series is not easy as the execution
time is dependent on the length of the series, and this cannot
be defined beforehand.
Conclusion
Taking into consideration the previous research on modeling
the evolution of trending topics by (Momeni et al. 2018), two
challenges remain to enable better automatic topics model-
ing and further processing. On the one hand, their algorithm
resulted in too many clusters that needed to be filtered be-
cause they were not essential or helpful. On the other hand,
the words in each topic needed filtering as well as ranking in
order to make sense of them.
We took the algorithm presented in (Momeni et al. 2018)
and, besides significant speed improvements, implemented
a network analyzing component to obtain characteristics of
the topics. We implemented calculations and filtering based
on known network analysis metrics such as a topic’s cen-
trality, density, and cluster frequency value. We then tested
different combinations of these values to find an appropriate
solution that works for big datasets and can filter topics.
Additionally, we added the k-core decomposition method to
obtain the main words that are in the conversation of a topic.
Also, to show the more original words in a topic, the cal-
culation of TFIDF-values has been added that ranks words
inside a cluster and identifies the most meaningful and novel
words. On this basis, we can add a filter to reduce the num-
ber of words inside a topic.
The final algorithm provides a method, first, to filter clusters
by their centrality and cluster frequency values and, second,
to filter and rank words to keep only essential words. We
evaluated the results in different set-ups, including a subjec-
tive user evaluation and an objective topic coherency evalu-
ation of the filtered topics. We were able to show the effec-
tiveness and efficiency of our enhancement modules for the
whole system.
A comparison of our qualitative and quantitative evaluation
shows that these two mainly agree. Our test persons mostly
found the proposed topics interesting and agreed that the co-
herency of the resulting topics and the coherency of a full
timeline of a topic made sense to them and was usable for
further processing or work. They also agreed that the ranking
of words in a topic was helpful and that this ranking could
Figure 11: Plots of execution time for different parts of the system considering similarity threshold. Higher threshold results in
a semantic network with lower density.
make a future automatic analysis possible. Additionally, it
was possible to create case studies for two randomly chosen
topics, healthcare (Figure 8) and theft (Figure9), and ana-
lyze, how a topic evolved over time concerning which words
were important at which timestamp and therefore able to an-
alyze a certain topic.
The qualitative evaluation agreed with the test persons. It
showed that we had a definite improvement concerning the
pairwise mutual information score compared to the score in
the state-of-the-art work in (Momeni et al. 2018) and agreed
with our test persons that the resulting topics were coherent.
Additionally, our run time changes to the algorithm result in
a dramatic improvement of the execution time compared to
(Momeni et al. 2018), even though new features were added.
Considering the results of the evaluation, a good basis has
been prepared to make future processing and enhancement,
especially for the end-user, possible.
Future Work
Enhancing the Time Series Analysis Currently, this algo-
rithm uses a greedy method to find a cluster’s timeline and
merges topics. This means that it assumes that the next clus-
ter in a timeline is always the one with the biggest similarity,
where the similarity is defined by the number of words that
occur in both clusters, normalized by the number of nodes. If
multiple topics have the most similar topic in the next times-
tamp, a merge is created. In the future, different ways for
finding merges and time series could be tested to find a bet-
ter way than the greedy algorithm.
Adding Prediction to predict Events based on past Events
A future extension could be able to predict events and topic
evolution over time. This would enable us to predict when
a topic "dies" based on past events and when a topic could
become more important again based on centrality, density,
and frequency values.
Adding a parameter-tuning Algorithm The reality of this al-
gorithm is that many parameters need to be set. Addition-
ally, the parameters are very high level. Switching to eas-
ier, human understandable values would make it easier to
use this algorithm. An example would be that the percent-
age thresholds for the reduction could be replaced by more
user-friendly and easier to understand parameters, such as
"strong" which shows how many topics and words the al-
gorithm should filter. The algorithm could then finetune it-
self based on these settings, making it more user-friendly.
The addition of a sensitivity slider to a front-end application
could be a help to omit the complexity of thresholds. In this
case, the algorithm would then try to tune the filtering based
on the sensitivity.
Visualizing merges and changes of importance The key to
such an algorithm is a good, thought-through user interface
that lets a user explore the data. A user interface should of-
fer users a choice of necessary settings: setting thresholds
themselves and setting the year they look at. There should
also be an animated component offering an animation for the
topics describing how it rises and falls in importance over
time. Adding an overview of the top-ranked words would
also be important. Additionally, a user interface that lets a
user search for specific topics and its top words could be
helpful to design use cases like ours use cases.
Normalizing values for enhanced filtering Improving filter-
ing could be done by normalizing the centrality values. This
would be needed to create better and automatic support for
different domains. For our legal domains, centrality values
always seemed to be very small. Hence, we had to adapt
our thresholds by hand. By normalizing them, this algorithm
could be enhanced to work better automatically with differ-
ent domains.
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