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HYPERBOLICITY OF THE PARTITION JENSEN POLYNOMIALS
HANNAH LARSON AND IAN WAGNER
Abstract. Given an arithmetic function a : N→ R, one can associate a naturally defined,
doubly infinite family of Jensen polynomials. Recent work of Griffin, Ono, Rolen, and Zagier
shows that for certain families of functions a : N→ R, the associated Jensen polynomials are
eventually hyperbolic (i.e., eventually all of their roots are real). This work proves Chen, Jia,
and Wang’s conjecture that the partition Jensen polynomials are eventually hyperbolic as a
special case. Here, we make this result explicit. LetN(d) be the minimal number such that for
all n ≥ N(d), the partition Jensen polynomial of degree d and shift n is hyperbolic. We prove
that N(3) = 94, N(4) = 206, and N(5) = 381, and in general, that N(d) ≤ (3d)24d(50d)3d2 .
1. Introduction
Given a function a : N −→ R and positive integers d and n, the associated Jensen polyno-
mial of degree d and shift n is defined by
Jd,na (X) :=
d∑
j=0
(
d
j
)
a(n+ j)Xj .
A polynomial is said to be hyperbolic if all of its zeros are real. Given an entire real function
ϕ(x) with Taylor expansion ϕ(x) =
∑
n≥0
α(n)xn
n!
, it is a theorem of Jensen [6] that ϕ(x) is in
the Laguerre-Po´lya class if and only if all of the associated Jensen polynomials Jd,0α (X) are
hyperbolic. Po´lya proved [10] that the Riemann Hypothesis is equivalent to the hyperbolicity
of all Jensen polynomials associated to Riemann’s ξ(s).
In this paper, we study the hyperbolicity of Jensen polynomials Jd,np (X) associated to the
partition function p(n), which counts the number of integer partitions of n. Chen, Jia, and
Wang conjectured that for each positive integer d, Jd,np (X) is eventually hyperbolic [2]. For
example, hyperbolicity of J2,np (X) is equivalent to p(n+2)p(n) ≤ p(n+1)2, a condition known
as log concavity. Nicolas originally proved that this condition holds for all n ≥ 25 in [8]. This
result was reproved by Desalvo and Pak in [3].
Recent results of Griffin, Ono, Rolen, and Zagier [4] show that Jensen polynomials for a
large family of functions, including those associated to ξ(s) and the partition function, are
eventually hyperbolic. Their proof relates the polynomials Jd,np (X) to the Hermite polynomi-
als Hd(X), defined by the generating function
etX−t
2
=
∞∑
d=0
Hd(X) · t
d
d!
= 1 +X · t + (X2 − 2) · t
2
2
+ (X3 − 6X) · t
3
6
+ . . . .
More precisely, if
c :=
2
3
pi2, w(n) :=
1√
c(n− 1
24
)
, δ(n) :=
cw(n)
3
2√
2
,
1
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the authors prove that
(1.1) lim
n→∞
2d
p(n)δ(n)d
· Jd,np
(
δ(n)X − e−cw(n)/2) = Hd(X).
Since the Hermite polynomials have distinct real roots, it follows that the polynomial on the
left-hand side above, and hence Jd,np (X), is eventually hyperbolic. In other words, for each d
there exists some N such that for all n ≥ N , the polynomial Jd,np (X) is hyperbolic. Define
N(d) to be the minimal such N . For example, the results of Nicolas and Desalvo and Pak
show N(2) = 25. We determine the following further values of N(d).
Theorem 1.1. Let N(d) be defined as above. Then N(3) = 94, N(4) = 206, and N(5) = 381.
Remark. During the preparation of this paper, the authors were notified that Chen, Jia, and
Wang [2] independently proved N(3) = 94 using different methods.
The proof of Theorem 1.1 relies on obtaining functions that closely approximate the ratios
p(n + j)/p(n) and bounding the error of these approximations for large n. For d = 3, 4, 5,
direct computation gives rise to good bounds, allowing us to reduce Theorem 1.1 to checking
a reasonably small finite number of cases. As an illustration of these techniques, we also
prove a recent conjecture of Chen which involves an inequality of polynomials in ratios of
close partition numbers.
Theorem 1.2 (Conjecture 6.13 in [1]). Let un = p(n+1)p(n−1)/p(n)2. Then for all n ≥ 2,
we have
(1.2) 4(1− un)(1− un+1) <
(
1 +
pi√
24n3/2
)
(1− unun+1)2.
For arbitrary d, similar techniques, along with the convergence of Jd,np (X) to the Hermite
polynomials Hd(X) after change of variable, gives rise to an upper bound for N(d). However,
without the benefit of direct computation we rely on rather rough estimates for the errors
mentioned above. This yields the following.
Theorem 1.3. For every positive integer d, we have N(d) ≤ (3d)24d(50d)3d2.
This paper is organized as follows. In Section 2 we describe an equivalent condition for
a polynomial to have all real roots and prove two lemmas that bound higher order terms
discarded by the methods in [4]. In Section 3 we prove Theorem 1.1 and in Section 4 we
prove Theorem 1.3 through a series of estimates on accumulating error terms. The appendix
contains the Mathematica and Sage code used in the proof of Theorem 1.1.
Acknowledgements. The authors thank Ken Ono for suggesting this problem and providing
advice. The authors are also grateful to Jesse Thorner for his help implementing Mathematica
code that was used in the proof of Theorem 1.1. This research was supported by the National
Science Foundation under Grant 1557960.
2. Hankel determinants and ratios of close partition numbers
The hyperbolicity of a polynomial P (X) = adX
d + ad−1Xd−1 + . . . + a0 is equivalent to
certain polynomial conditions in the coefficients ai, which we now describe. If λ1, . . . , λd are
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the roots of P (X), let Sk = λ
k
1 + . . . + λ
k
d denote the sum of kth powers of the roots. The
m×m Hankel determinant associated to P (X) is defined by
(2.1) ∆m(P (X)) :=
∣∣∣∣∣∣∣∣
S0 S1 · · · Sm−1
S1 S2 · · · Sm
...
...
...
Sm−1 Sm · · · S2m−2
∣∣∣∣∣∣∣∣
=
∑
i1<···<im
∏
a<b
(λia − λib)2.
In addition, let
Dd,m(P (X)) = Dd,m(a0, . . . , ad) := a
2m−2
d ·∆m(P (X))
so that Dd,d(a0, . . . , ad) is the discriminant of P (X) and Dd,m(a0, . . . , ad) is a homogeneous
polynomial of degree 2m− 2 in the coefficients ai. A theorem of Hermite [9] says the hyper-
bolicity of P (X) is equivalent to the condition Dd,m(P (X)) ≥ 0 for all m = 2, . . . , d.
We will prove Theorems 1.1 and 1.3 by showing that
Dd,m(n) := Dd,m
(
Jd,np (X)
p(n)
)
= Dd,m
(
1,
(
d
1
)
p(n + 1)
p(n)
,
(
d
2
)
p(n + 2)
p(n)
, . . . ,
p(n+ d)
p(n)
)
> 0
for each m = 2, . . . , d and all n greater than the claimed quantities. Note that Dd,m(n)
approaches 0 in the limit as n→∞, since limn→∞ Jd,np (X)/p(n) = (X+1)d. This fact is true
because the partition ratios p(n+j)
p(n)
→ 1 as n → ∞ for any fixed j. A priori, this makes the
sign of Dd,m(n) difficult to ascertain.
However, the results in [4] determine the rate at which Dd,m(n) approaches 0 and the
coefficient of the leading term. More precisely, by the behavior of ∆m under change of
variable and (1.1), we know that
lim
n→∞
1
δ(n)m(m−1)
∆m
(
Jd,np (X)
p(n)
)
= lim
n→∞
∆m
(
Jd,np (δ(n)X − e−cw(n)/2)
p(n)
)
= ∆m(Hd(X)).
Equivalently in terms of w = w(n) = 1/
√
c(n− 1/24) and Dd,m(n), we have
(2.2) lim
w→0
1
w
3
2
m(m−1)Dd,m(n) =
(
c√
2
)m(m−1)
∆m(Hd(X)).
Because the Hermite polynomials have distinct, real roots, the term on the right is a positive
constant. Our strategy is to expand Dd,m(n) in powers of w around zero, up to w 32m(m−1).
Because the above limit exists, we are guaranteed that all lower powers of w cancel, and the
coefficient of the w
3
2
m(m−1) term is the specified positive multiple of ∆m(Hd(X)). We then
must find explicit bounds for the remaining terms that are tending to zero.
To do this, we need to study ratios of close partition numbers. In terms of w, the Hardy-
Ramanunjan asymptotic formula for the partition numbers [5] takes the form
p(n) ∼ F (w) := pi
2
6
√
3
(w2 − w3)e1/w.
As observed in [4], w(n+ j) = w(n)√
1+cjw(n)2
, so the function
(2.3) R(j, w) :=
F
(
w√
1+cjw2
)
F (w)
=
e
cjw
1+
√
1+cjw2 (
√
1 + cjw2 − w)
(1− w)(1 + cjw2)3/2
4 LARSON AND WAGNER
closely approximates p(n+ j)/p(n).
To bound the error of this approximation, we use Lehmer’s error bound for Rademacher’s
convergent series for the partition function, in which F (w) is the leading term. In what
follows, Ak(n) is a Kloosterman sum. The only property we need is |A1(n)| = |A2(n)| = 1,
so we do not define it here, instead referring the reader to [7].
Theorem 2.1 (Lehmer). Let w = w(n) = 1/
√
c(n− 1/24). For all n ≥ 1, we have
(2.4) p(n) =
pi2
6
√
3
w2
N∑
k=1
Ak(n)√
k
(
(1− w)e1/kw + (1 + w)e−1/kw)+B(n,N),
where
|B(n,N)| < pi
2N−2/3√
3
(
N3w3 sinh
(
1
Nw
)
+
1
6
−N2w2
)
<
pi2N−2/3√
3
(
N3w3
e1/Nw
2
+
1
6
)
.
In order for us to state precisely how well R(j, w) approximates p(n + j)/p(n), let
L(w) :=
1 + 21w
1− w · e
−1/2w +
e−1/w
w2 − w3 .
Lemma 2.2. For all n ≥ 1, we have∣∣∣∣p(n+ j)p(n) − R(j, w)
∣∣∣∣ ≤ R(j, w) 2L(w)1− L(w) ∼ 2e−1/2w.
Proof. Let E(w(n)) = p(n) − F (w(n)). The function F (w) appears in the k = 1 term of
(2.4). Gathering the rest of that term, the k = 2 term, and the Lehmer’s bound on |B(n, 2)|
we find
|E(w)| ≤ pi
2
6
√
3
(
(w2 + w3)e−1/2w + (w2 − w3 + 12 · 25/6w3)e1/2w + 2−7/6)
≤ pi
2
6
√
3
(
(w2 + 21w3)e1/2w + 1
)
,
where in the last line we have used that w ≤ 1/√c. Hence, |E(w)/F (w)| ≤ L(w). Noting
that the function L(w) is increasing in w for 0 < w ≤ 1/√c, it follows that∣∣∣∣p(n+ j)p(n) − F (w(n+ j))F (w(n))
∣∣∣∣ = F (w(n+ j))F (w(n))
∣∣∣∣∣
1 + E(w(n+j))
F (w(n+j))
1 + E(w)
F (w)
− 1
∣∣∣∣∣
= R(j, w)
∣∣∣∣∣
E(w(n+j))
F (w(n+j))
− E(w(n))
F (w(n))
1 + E(w)
F (w)
∣∣∣∣∣ ≤ R(j, w) 2L(w)1− L(w) . 
To study the behavior p(n+ j)/p(n) for large n, we want to study R(j, w) near w = 0. To
this end, let As(j, w) be the degree s− 1 Taylor polynomial of R(j, w). Applying Lemma 2.2
and Taylor’s theorem, we immediately obtain the following.
Lemma 2.3. Let n ≥ 1 and suppose w = 1/√c(n− 1/24) ∈ [0, ε] for some 0 < ε ≤ 1/√c.
Then we have
p(n+ j)
p(n)
= As(j, w) + Es(j, w)w
s,
where
(2.5) |Es(j, w)| ≤ 1
s!
· sup
x∈[0,ε]
∣∣R(s)(j, x)∣∣ + sup
x∈[0,ε]
∣∣∣∣R(j, x) 2L(x)xs(1− L(x))
∣∣∣∣ .
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3. Proof of Theorems 1.1 and 1.2
We now prove Theorem 1.1 by bounding the error terms that accumulate from approxi-
mating p(n + j)/p(n) by the Taylor polynomials As(j, w) in the polynomial expression for
Dd,m(n). This allows us to reduce to checking finitely many cases.
Proof of Theorem 1.1. Using the Newton-Girard identities to write the power sums of the
roots in terms of the elementary symmetric functions, one can generate symbolic expressions
for the polynomials Dd,m(a0, . . . , ad) in terms of a0, . . . , an. To obtain Dd,m(n), we substitute(
d
j
)
(A10(j, w) + Ejw
s)
in for aj in these polynomials, introducing Ej as a variable. This gives rise to a polynomial
expression in w whose coefficients are polynomials in Ej . It turns out that all coefficients of
wi for i < k = 3
2
m(m − 1) vanish in this expression. In addition, dividing through by wk
gives rise to an expression of the form
Dd,m(w) = c0 + c1w + c2(E1, . . . , Ed)w2 + . . .+ c(2m−2)s−k(E1, . . . , Ed)w(2m−2)s−k,
where c0 and c1 are positive constants.
We then use Mathematica to calculate the upper bound on Ej = E10(j, w) for w ∈ [0, ε]
given in Lemma 2.3, where we choose
ε = 0.021, 0.0163, 0.0081 for d = 3, 4, 5 respectively.
From these, we can obtain a lower bound −c′i ≤ ci(E1, . . . , Ed) for each i ≥ 2, giving rise to
an expression of the form
Dd,m(w) ≥ c0 + c1w − c′2w2 − . . .− c′(2m−2)s−kw(2m−2)s−k.
Moreover, we can arrange for each of the c′i above to be nonnegative so that the function
on the right crosses zero at most once in the interval [0, ε]. For our chosen values of ε,
evaluating the right-hand side at w = ε is positive, so Dd,m(w) > 0 for all 1 ≤ m ≤ d and
w ≤ ε. Equivalently, Jd,np (X) is hyperbolic for all n ≥ 1cε2 + 124 . Using the values of ε listed
above, this shows J3,np (X) is hyperbolic for all n > 344, J
4,n
p (X) is hyperbolic for all n > 572
and J5,np is hyperbolic for all n > 2316. Checking the finite number of remaining possible
counter examples directly now proves the theorem. Annotated Sage and Mathematica code
to implement the full procedure described above appears in the appendix. 
Remark. With our chosen parameters, the total run time of this procedure is about 15 minutes.
We note that by increasing the number of terms s that we take in the Taylor expansion of
R(j, w), the number of cases one needs to check directly can be brought down. However, this
increases total run time, as checking more particular cases directly is faster than carrying out
the more complex symbolic manipulations. For example, when d = 5, by increasing s to 16,
one may increase ε to 0.013, corresponding to checking n = 899 cases directly, but this has a
total run time of about an hour.
Remark. For d ≥ 6 one would need to keep more than s = 10 terms in order to see the
cancellation of lower order terms in w take place. The main obstruction of applying this
method in higher degrees is tracking the increasing number of error terms in the increasingly
complex symbolic expressions for Dd,m(n). A code for d = 6 with s = 16 did not finish within
36 hours when run on a laptop.
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Taylor expanding R(j, w) and symbolically keeping track of errors can be used to prove
inequalities about other polynomial equations involving ratios of close partition numbers. We
now prove Theorem 1.2 using this idea.
Proof of Theorem 1.2. Setting ai = p(n+ i)/p(n) we can rewrite (1.2) as
0 <
(
1 +
pi4
9
w3
)
(a21 − a−1a1a2)2 − 4a21(1− a−1a1)(a21 − a2).
We follow the same procedure and notation as in the proof of Theorem 1.1, taking s = 6 and
ε = 0.013. Substituting ai = A6(i, w) + Eiw
6 into the right-hand side above gives rise to a
polynomial expression in w with coefficients that are polynomials in the Ei, where the first
term is a positive constant times w10. We then minimize all the coefficients as before, using
the bounds on |Ei| from Lemma 2.3. This leaves us with an expression of the form
w10
(
25
729
pi12 − x(w)
)
≤
(
1 +
pi4
9
w3
)
(a21 − a−1a1a2)2 − 4a21(1− a−1a1)(a21 − a2),
where x(w) is a strictly increasing polynomial in w. Evaluating the left-hand side at w = ε
yields a positive number, so the right-hand side is positive for all w ∈ [0, ε]. Equivalently, the
proposition holds for all n > 900. Checking all n ≤ 900 directly completes the proof. 
4. Bounds for general d
The polynomialDd,m(n) we wish to study is homogeneous of degree 2m−2 in the coefficients
of Jd,np (X)/p(n) and homogeneous of degree m(m− 1) in its roots. That is, it has the form
(4.1) Dd,m(n) =
∑
i1+...+i2m−2=m(m−1)
Ai1,...,i2m−2 ·
2m−2∏
k=1
(
d
ik
)
p(n+ d− ik)
p(n)
,
where the Ai1,...,i2m−2 are constants. To bound errors when we expand in terms of w, we find
bounds on the derivatives R(s)(j, w) for w in the interval [0, ε], where ε := (3d)−12d(50d)−
3
2
d2 ,
corresponding to our eventual bound on N(d). For convenience, let t = t(j) := cj.
Lemma 4.1. Assume that w ∈ [0, ε] with ε as above. Then
(4.2)
∣∣R(m)(j, w)∣∣ ≤ m!(m+ 3
3
)
eg(ε)(4e2tεt)m,
where g(ε) = tε
1+
√
1+tε2
.
Proof. The idea of the proof is to use the product rule to split up R(j, w) into four more
manageable parts and use Faa` di Bruno’s formula for iterated applications of the chain rule
to evaluate each part as needed. This formula says that for differentiable functions f(x) and
g(x), we have
(4.3)
dn
dxn
f (g(x)) =
∑
m1+2·m2+···+n·mn=n
n!
m1! · · ·mn!f
(m1+m2+···+mn) (g(x))
n∏
j=1
(
g(j)(x)
j!
)mj
.
Let
A = A(t, w) := e
tw
1+
√
1+tw2 B = B(t, w) :=
√
1 + tw2 − w,
C = C(t, w) :=
1
1− w D = D(t, w) :=
1
(1 + tw2)3/2
,
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so that
(4.4) R(m)(j, w) =
∑
m1+m2+m3+m4=m
m!
m1! · · ·m4!
(
dm1A
dwm1
)
·
(
dm2B
dwm2
)
·
(
dm3C
dwm3
)
·
(
dm4D
dwm4
)
.
We will focus on A first. Let f(w) = ew and g(w) = tw
1+
√
1+tw2
. By (4.3), we have
(4.5)
dnA
dwn
=
dn
dwn
f(g(w)) =
∑
m1+2·m2+···+n·mn=n
n!
m1! · · ·mn!e
g(w)
n∏
i=1
(
g(i)(w)
i!
)mi
.
By the product rule, it is easy to see that
(4.6) g(i)(w) = tw
(
d
dw
)i
1
1 +
√
1 + tw2
+ it
(
d
dw
)i−1
1
1 +
√
1 + tw2
.
Next, let g∗(w) := 11+√1+tw2 and let α(k) :=
(
d
dw
)k√
1 + tw2. We use (4.3) again to show
(4.7) g(i)∗ (w) =
∑
r1+···+i·ri=i
i!
r1! · · · ri!
(−1)r1+···+ri(r1 + · · ·+ ri)!
(1 +
√
1 + tw2)r1+···+ri+1
i∏
k=1
(
α(k)
k!
)rk
.
Using (4.3) once more we have
α(k) =
∑
s1+2s2=k
k!
s1!s2!
(
1
2
s1 + s2
)
(2tw)s1ts2
(1 + tw2)s1+s2−
1
2
≤ k!e2twtk.
We can plug this back into (4.7) to find that
g(i)∗ (w) ≤ i!(e2twt)i
∑
r1+···+i·ri=i
(r1 + · · ·+ ri)!
r1! · · · ri! ≤ i!(2e
2twt)i,
where we used the fact that the sum is counting the number of ordered partitions of i. Next,
we plug this into (4.6) and use the fact that tw ≤ 1 to find ∣∣g(i)(w)∣∣ ≤ i! · 2(2λt)i. Finally,
we are able to plug this into (4.5) to find that
(4.8)
∣∣∣∣dnAdwn
∣∣∣∣ ≤ n!eg(w)(2e2twt)n · ∑
m1+···+n·mn=n
2m1+···+mn
m1! · · ·mn! ≤ n!e
g(w)(4e2twt)n.
Next, it is easy to show that
(4.9)
∣∣∣∣dnBdwn
∣∣∣∣ ≤ |α(n)| ≤ n!(e2twt)n,
and
(4.10)
∣∣∣∣dnCdwn
∣∣∣∣ = n!(1− w)n+1 ≤ n!(e2twt)n.
Lastly, we have
(4.11)
∣∣∣∣dnDdwn
∣∣∣∣ ≤ ∑
r1+···+n·rn=n
n!
r1! · · · rn!
(3
2
)r1+···+rn
(1 + tw2)
3
2
+r1+···+rn
n∏
k=1
( |α(k)|
k!
)rk
≤ n!(2e2twt)n.
where (x)n := x(x+1) · · · (x+n−1) is the rising factorial. Finally, we substitute the bounds
in equations (4.8), (4.9), (4.10), and (4.11) back into (4.4) and use the fact that the sum over
m1 + . . .+m4 = m contains
(
m+3
3
)
terms. 
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Given some i = (i1, . . . , i2m−2) with i1+ . . .+ i2m−2 = m(m−1), let Td,m(i;w) be the degree
3
2
m(m− 1) Taylor polynomial of ∏2m−2k=1 R(d− ik, w).
Lemma 4.2. Suppose w ∈ [0, ε]. Then
(4.12)
2m−2∏
k=1
p(n + d− ik)
p(n)
= Td,m(i;w) + Ed,m(i;w)w
3
2
m(m−1)+1
where
|Ed,m(i;w)| ≤ e2(3d)10d−10(4cd) 32d2 + 8m · 62m ≤ 2e2(3d)10d−10(4cd) 32d2 .
Proof. By Lemma 2.2, we can write
2m−2∏
k=1
p(n+ d− ik)
p(n)
=
2m−2∏
k=1
R(d− ik, w)(1 + Uk(w)) =
2m−2∏
k=1
R(d− ik, w) + U(w),
where
|U(w)| ≤
2m−2∏
k=1
R(d− ik, w)
((
1 +
2L(w)
1− L(w)
)2m−2
− 1
)
≤ 22m−2 · (2m− 2) · 32m−2 · 2L(w)
1− L(w) ≤ 8m · 6
2m · e−1/2w.
Let s = 3
2
m(m− 1) + 1. Note also that we can easily bound
e−1/2w
ws
≤ e
−1/2ε
εs
≤ exp
(
3
2
d2
(
2d log(3d) +
3
2
d2 log(50d)
)
− 1
2
(3d)12d(50d)
3
2
d2
)
< 1.
Meanwhile, from Lemma 4.1 and the product rule, we know that
1
s!
∣∣∣∣∣ d
s
dws
2m−2∏
k=1
R(d− ik, w)
∣∣∣∣∣ ≤ e(2m−2)g(ε)(4e2cdεcd)s
×
∑
n1+···+n2m−2= 32m(m−1)+1
(
n1 + 3
3
)
· · ·
(
n2m−2 + 3
3
)
.
The largest term in the sum on the right hand side occurs if each ni is equal, which is in turn
bounded by replacing each ni with m ≥
3
2
m(m−1)+1
2m−2 . Counting the number of terms, we see
that the sum is bounded above by( 3
2
m(m− 1) + 2m− 2
2m− 3
)
·
(
m+ 3
3
)2m−2
≤ (2m2)2m−2 ·
(
3
2
m3
)2m−2
= (3m)10m−10.
This shows that∣∣∣∣∣
2m−2∏
k=1
R(d− ik, w)− Td,m(i;w)
∣∣∣∣∣ ≤ e(2m−2)g(ε)(4e2dεcd)s(3m)10m−10 · ws
≤ e2(3d)10d−10(4cd) 32d2 · ws. 
In order to finish bounding the monomials in equation (4.1) we need the following result.
We include the extra factor out front because of how it enters in equation (2.2).
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Lemma 4.3. Suppose 0 ≤ m ≤ d and i1 + . . . + i2m−2 = m(m − 1) for positive integers ik.
Then we have
(4.13)
∣∣∣∣∣∣
(√
2
c
)m(m−1) 2m−2∏
k=1
(
d
ik
)∣∣∣∣∣∣ ≤
(
e
4e
c2
)d2
.
Proof. The product
∏2m−2
k=1
(
d
ik
)
is maximized when all ik are equal (i.e. ik =
m
2
). Using
standard bounds on binomial coefficients, we therefore have
∏2m−2
k=1
(
d
ik
) ≤ (2ed
m
)m(m−1)
. For
0 ≤ m ≤ d, the function
(
2
√
2ed
cm
)m2
achieves its maximum at m = 2
√
2ed
c
. Thus
∣∣∣∣∣∣
(√
2
c
)m(m−1) 2m−2∏
k=1
(
d
ik
)∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
(
2
√
2ed
cm
)m2∣∣∣∣∣∣ ≤
(
e
4e
c2
)d2
. 
We now have bounds on the errors of our approximations of each monomial in (4.1). We
also must bound the number of such terms that appear in this equation for Dd,m(n).
Lemma 4.4. Suppose n > (3d)24d(50d)3d
2
and let Ai1,...,i2m−2 be as in (4.1). Then
(4.14)
∑
i1,...,i2m−2
|Ai1,...,i2m−2 | ≤ m!(m− 1)m2m
2−2 ≤ d2d · 2d2 .
Proof. By the Newton-Girard identities, the power sums Sk in the matrix in (2.1) can be
written as a sum of at most
k
∑
r1+···+k·rk=k
(r1 + · · ·+ rk − 1)!
r1! · · · rk! ≤ k2
k−1
monomials in the coefficients of our polynomial. The determinant of the matrix in (2.1) is
made up of a sum of at most m! monomials of the form
m∏
ℓ=1
Siℓ where i1 + · · ·+ im = m(m− 1).
Plugging in the elementary symmetric functions for each Siℓ in this product and expanding
will express each of these “S-monomials” as a sum of at most
m∏
ℓ=1
il2
iℓ−1 ≤ (m− 1)m2m(m−2)
monomials in the coefficients. To obtain Dd,m(n) from this, we must multiply by (p(n+d)p(n) )2m−2.
Since n is so large, we easily have p(n + d)/p(n) ≤ 2, for example by using Lemma 2.2 with
s = 1. Multiplying together the factors discussed above gives the result. 
The last ingredient we need to prove Theorem 1.3 is a lower bound on the Hankel deter-
minants of Hermite polynomials.
Lemma 4.5. For each m ≤ d, we have ∆m(Hd(X)) ≥ 1.
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Proof. We know ∆m(Hd(X)) =
∑
i1<···<im
∏
a<b(λia − λib)2 so by the inequality of the arith-
metic and geometric mean
∆m(Hd(X)) ≥
(
d
m
) ∏
i1<···<im
(∏
a<b
(λia − λib)2
) 1
( dm)
=
(
d
m
)(∏
j<k
(λj − λk)2(
d−2
m−2)
) 1
( dm)
=
(
d
m
)
∆d(Hd(X))
m(m−1)
d(d−1) .
By Theorem 6.71 of [11], and the fact that ad(Hd(X)) = 2
d, we have
∆d(Hd(X)) =
Disc(Hd(X))
22d(d−1)
= 2−
d(d−1)
2
d∏
ν=1
νν ≥ 1,
so the result follows. 
Proving Theorem 1.3 is now just a matter of collecting and bounding all of the higher order
terms from expanding Dd,m(n) in terms of w.
Proof of Theorem 1.3. Suppose n > (3d)24d(50d)3d
2
so that w(n) ∈ [0, ε]. By (2.2), we have
Dd,m(n)
w
3
2
m(m−1) =
∑
i1,...,i2m−2=m(m−1)
Ai1,...,i2m−2
w
3
2
m(m−1) ·
2m−2∏
k=1
(
d
ik
)(
Td,m(i;w) + Ed,m(w)w
3
2
m(m−1)+1
)
=
(
c√
2
)m(m−1)
∆m(Hd(X)) + w · Ed,m(w),
where by Lemmas 4.4, 4.3, and 4.2,(√
2
c
)m(m−1)
· |Ed,m(w)| · w ≤ d2d · 2d2 ·
(
e
4e
c2
)d2
· 2e2(3d)10d−10(4cd) 32d2 · w
< (3d)12d(50d)
3
2
d2 · w ≤ 1.
Since ∆m(Hd(X)) ≥ 1, it follows that Dd,m(n) > 0 and therefore, Jd,np (X) is hyperbolic. 
Appendix
The Sage and Mathematica code below implements the procedure described in the proof
of Theorem 1.1.
Sage code
e p s i l o n l i s t = [ 0 , 0 , 0 . 0295 , 0 . 021 , 0 . 0163 , 0 . 0081 , 0 . 001 ] #l i s t o f our ep s i l on choice s
e r r o r l i s t =[0 ,0 , [0 ,12719.9+1.59552∗10ˆ8 ,328255+1.7476∗10ˆ8 ] , [0 ,10559.2+4.30607∗10ˆ6 ,328255+4.
60022∗10ˆ6 ,3 .77919∗10ˆ6+4.91402∗10ˆ6] , [0 ,9026.37+51727.4 ,328255+54478.9 ,3 .77919∗10ˆ6+57374.2 ,
1.75707∗10ˆ7+60420.8] , [0 ,5893.44+1.54878∗10ˆ −6 ,328255+1.58991∗10ˆ −6 ,3.77919∗10ˆ6+1.63212∗10ˆ −
6 ,1.75708∗10ˆ7+1.67544∗10ˆ −6 ,5.37043∗10ˆ7+1.71991∗10ˆ −6] ] #from Mathematica and Lemma 2.3
#bu i l d symbol ic e xpr e s s i on s f o r Hankel determinants in terms of power sums s i
S.<s0 , s1 , s2 , s3 , s4 , s5 , s6 , s7 , s8>=PolynomialRing(QQ)
s s =[s0 , s1 , s2 , s3 , s4 , s5 , s6 , s7 , s8 ]
Matr ices =[matrix ( [ [ s s [ k ] for k in [ j . . j+i −1] ] for j in [ 0 . . i −1] ] ) for i in [ 0 . . 5 ] ]
MM=[M. determinant ( ) for M in Matr ices ] #Hankel determinant in terms of S i
AA.<a0 , a1 , a2 , a3 , a4 , a5>=PolynomialRing(QQ) #the c o e f f i c i e n t s a j o f a polynomial
aa=[a0 , a1 , a2 , a3 , a4 , a5 ]
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var ( ’w, p , j ’ ) #p=pi
c=2∗pˆ2/3
s=10 #poin t o f bounding errors −− see Remark f o l l ow i n g the proof o f Theorem 1.1
#de f i n e the func t ion R( j ,w) t ha t approximates p (n+j )/ p(n)
R=−exp ( j ∗c∗w/(1 + sq r t (1 + j ∗c∗wˆ2) ) )∗ ( s q r t (1 + j ∗c∗wˆ2) − w)/ ( (w − 1)∗(1 + j ∗ c∗wˆ2)ˆ(3/2))
A=R. s e r i e s (w, s ) . t runcate ( ) #degree s−1 Taylor polynomial
T.<E1 ,E2 ,E3 ,E4 ,E5 ,w, p , j>=PolynomialRing(QQ)
EE=[0 ,E1 , E2 ,E3 ,E4 ,E5 ]
A=T(A) #put A in the polynomial r ing
def c o l l e c t e r r o r s ( c , e r r ) : #minimizes c , g i ven l i s t o f bounds on | E i |
M=c . monomials ( )
C=[a . n ( ) for a in c . c o e f f i c i e n t s ( ) ]
l=len (C)
to sub= dict ( (EE[ i ] , e r r [ i ] ) for i in [ 1 . . len ( e r r )−1])
new=[ ]
for i in [ 0 . . l −1] :
i f M[ i ] . degree (E1)==M[ i ] . degree (E2)==M[ i ] . degree (E3)==M[ i ] . degree (E4)==M[ i ] .
degree (E5)==0: #a monomial wi th no error terms w i l l s t ay the same
new . append (C[ i ]∗M[ i ] . subs (p=RR( p i ) ) . n ( ) )
else :
new . append(−abs (C[ i ]∗M[ i ] . subs ( to sub ) . subs (p=RR( p i ) ) . n ( ) ) )
return min(0 ,sum(new ) )
for d in [ 2 , 3 , 4 , 5 ] :
e p s i l o n=e p s i l o n l i s t [ d ]
elem=[(−1)ˆ i ∗aa [ d−i ] / aa [ d ] for i in [ 0 . . d ] ] #elem sym func t s in root s o f sum( a iXˆ i )
for i in [ d+1. .2∗d−2] :
elem . append (0)
power sums=[d ] #l i s t o f power sums
for k in [ 1 . . 2 ∗ d−2] : #bu i l d s power sums r e c u r s i v e l y using Newton−Girard formulae
power sums . append ((−1)ˆ(k−1)∗k∗elem [ k]+sum( [ ( −1)ˆ( k−1+i )∗ elem [ k−i ]∗ power sums
[ i ] for i in [ 1 . . k−1 ] ] ) )
h a n k e l l i s t = [0 , 0 ] #polynomial expre ss ion f o r Hankel de t in terms of c o e f f i c i e n t s a j
for m in [ 2 . . d ] :
to sub = dict ( ( s s [ i ] , power sums [ i ] ) for i in [ 0 . . 2 ∗m−2] )
D=MM[m] . subs ( to sub )∗ aa [ d ] ˆ (2∗m−2)
D=AA(D) #put D back in polynomial r ing
h a n k e l l i s t . append (D)
e r r=e r r o r l i s t [ d ]
to sub = dict ( ( aa [ i ] , b inomial (d , i )∗ (A. subs ( j=i )+EE[ i ]∗wˆ s ) ) for i in [ 0 . . d ] )
D e l t a i s p o s i t i v e =[ ]
for m in [ 2 . . d ] :
D=h an k e l l i s t [m] #D i s D {d ,m}
Delta=T(D. subs ( to sub ) ) #with A s and symbol ic e rrors p lugged in
k=3∗m∗(m−1)/2
w=T(w)
minimized Delta = sum ( [ Delta . c o e f f i c i e n t ({w: i } ) . subs (p=RR( p i ) ) . n ( )∗wˆ( i−k ) f o
r i in [ 0 . . k+1] ] ) + sum ( [ c o l l e c t e r r o r s ( Delta . c o e f f i c i e n t ({w: i } ) , e r r ) . n ( )∗wˆ(
i−k ) for i in [ k+2 . . (2∗m−2)∗ s ] ] )
i f minimized Delta . subs (w=ep s i l o n ) . n ( ) > 0 :
D e l t a i s p o s i t i v e . append (m)
else :
print d ,m, ’ choose sma l l e r e p s i l o n ’
i f len ( D e l t a i s p o s i t i v e )==d−1:
print ’ For d =’ , d , ’ Jˆ{n , d} i s hyperbo l i c f o r a l l n > ’ , f l o o r (1/( c . subs (p=R
R( p i ) )∗ e p s i l o n ˆ2)+1/24)
else :
print ’ choose sma l l e r e p s i l o n ’
Mathematica code
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c = 2/3∗Pi ˆ2 ;
R[ j , w ]:=−Exp [ c∗ j ∗w/(1+ Sqrt [1+c∗ j ∗wˆ 2 ] ) ] ( Sqrt [1+c∗ j ∗ wˆ2]−w)/ ( (w−1)(1+c∗ j ∗ wˆ2)ˆ(3/2))
L [ w ]:=(1+21∗w)/(1−w)∗Exp[−1/(2∗w)]+Exp[−1/w] / (wˆ2−wˆ3)
Do [ Pr int [N[ Maximize [{R[ i , w]∗L [w] / (wˆ10∗(1 − L [w])) ,0<=w<=0.0295} ,w] , 3 0 ] ] , { i , 1 , 2 } ]
Do [ Pr int [N[ Maximize [{R[ i , w]∗L [w] / (wˆ10∗(1 − L [w])) ,0<=w<=0.021} ,w] , 3 0 ] ] , { i , 1 , 3 } ]
Do [ Pr int [N[ Maximize [{R[ i , w]∗L [w] / (wˆ10∗(1 − L [w])) ,0<=w<=0.0163} ,w] , 3 0 ] ] , { i , 1 , 4 } ]
Do [ Pr int [N[ Maximize [{R[ i , w]∗L [w] / (wˆ10∗(1 − L [w])) ,0<=w<=0.0081} ,w] , 3 0 ] ] , { i , 1 , 5 } ]
Do [ Pr int [N[ Maximize [{Abs [D[R[ i ,w] , {w, 1 0 } ] ] / Fac to r i a l [10] ,0<=w<=0.0295} ,w] , 3 0 ] ] , { i , 1 , 2 } ]
Do [ Pr int [N[ Maximize [{Abs [D[R[ i ,w] , {w, 1 0 } ] ] / Fac to r i a l [10] ,0<=w<=0.021} ,w] , 3 0 ] ] , { i , 1 , 3 } ]
Do [ Pr int [N[ Maximize [{Abs [D[R[ i ,w] , {w, 1 0 } ] ] / Fac to r i a l [10] ,0<=w<=0.0163} ,w] , 3 0 ] ] , { i , 1 , 4 } ]
Do [ Pr int [N[ Maximize [{Abs [D[R[ i ,w] , {w, 1 0 } ] ] / Fac to r i a l [10] ,0<=w<=0.0081} ,w] , 3 0 ] ] , { i , 1 , 5 } ]
Do [ I f [ CountRoots [ Par t i t i onsP [ i +3]∗xˆ3+3∗Par t i t i onsP [ i +2]∗xˆ2+3∗Par t i t i onsP [ i +1]∗x+Pa r t i t i o n s
P [ i ] , x ]<3 , Pr int [ i ] ] , { i , 9 4 , 344} ]
Do [ I f [ CountRoots [ Par t i t i onsP [ i +4]∗xˆ4+4∗Par t i t i onsP [ i +3]∗xˆ3+6∗Par t i t i onsP [ i +2]∗xˆ2+4∗Par t i t
ionsP [ i +1]∗x+Par t i t i onsP [ i ] , x ]<4 , Pr int [ i ] ] , { i , 2 06 , 572} ]
Do [ I f [ CountRoots [ Par t i t i onsP [ i +5]∗xˆ5+5∗Par t i t i onsP [ i +4]∗xˆ4+10∗ Par t i t i onsP [ i +3]∗xˆ3+10∗Part
i t i on sP [ i +2]∗xˆ2+5∗Par t i t i onsP [ i +1]∗x+Par t i t i onsP [ i ] , x ]<5 , Pr int [ i ] ] , { i , 3 81 , 2105} ]
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