Meta-analyses of interfuel and capital-energy elasticities of substitution show that elasticity estimates are dependent on the type of data -time series, panel, or cross-section -and the estimators used. Econometric theory suggests that the between estimator might generate the best estimates of long-run elasticities but no existing estimates of elasticities of substitution have used it. Alternatively, Chirinko et al. argued in favor of estimating long-run elasticities of substitution using a long-run difference estimator. We provide estimates of China's interfuel and interfactor elasticities of substitution using the between and long-run difference estimators. To address potential omitted variables bias, we add province level inefficiency and national technological change terms to our regression model. The results show that demand for coal and electricity in China is very inelastic, while demand for diesel and gasoline is elastic. With the exception of gasoline and diesel, there are limited substitution possibilities among the fuels. Substitution possibilities are greater between energy and labor than between energy and capital. The results are quite different to some previous studies for China but coincide well with the patterns found in meta-analyses for long-run estimates of elasticities of substitution.
Introduction
In this paper, we use the between estimator and a long-run difference estimator to estimate interfuel and interfactor elasticities of substitution using the translog cost function and a panel of Chinese provincial data. To reduce potential omitted variables bias, we add productivity terms to our regressions, which should eliminate the main source of correlation between the regressors and the error terms. Our results are quite different to some previous estimates for China but coincide well with the patterns found in meta-analyses for long-run estimates of elasticities of substitution.
Meta-analysis of interfuel shadow elasticities of substitution for coal, oil, gas, and electricity (Stern, 2012) shows that the type of data -time series, panel, or cross-section -and the estimator used in primary studies strongly affect their econometric results. Stern (2012) found that interfuel shadow elasticities of substitution from cross-section studies are greater than unity for all combinations of fuels apart from coal and electricity, though only two studies in the database used cross-section data. Elasticities of substitution are generally smaller for OLS, fixed-effects panel estimates, and time series estimates. Koetse et al. (2008) found similar results for capital-energy elasticities of substitution. However, cross-section estimates may be biased as they only utilize a single time series observation (Pesaran and Smith, 1995) .
Econometric theory (Pesaran and Smith, 1995; Griliches and Mairesse, 1984; Mairesse, 1990; Hauk and Wacziarg, 2009 ) suggests that the between estimator -a cross-sectional regression on the mean values over time for each individual -will produce consistent estimates of long-run elasticities under ideal assumptions and produce less biased estimates than traditional panel data estimators in the presence of misspecifications. But this estimator has not been used in the context of interfuel and energy-capital substitution. Chirinko et al. (2011) suggested instead that the interval-difference estimator, which uses the differences between two time series averages, might provide superior estimates of long-run substitution possibilities. They used this estimator to estimate the elasticity of substitution between capital and labor using a CES production function, but again, estimators of this sort have not been used to estimate interfuel or capital-energy elasticities of substitution.
Estimates of interfuel and energy-capital elasticities of substitution are particularly relevant to the estimation of the costs of climate mitigation. There are widely divergent opinions on the costs of climate mitigation policies and their impact on economic growth (Lu and Stern, 2016) . There has been extensive effort to model the costs of climate change mitigation and adaptation using computable general equilibrium (CGE) models. Such models critically depend on the possibilities for technological change and substitution between energy and other inputs as well as among fuels (Bhattacharya, 1996; Lu and Stern, 2016) . Furthermore, "in the economic literature, there is little consensus about different elasticities for energy products" (Bhattacharya, 1996, 159) . The meta-analyses discussed above find a large dispersion in the estimated elasticities of substitution between fuels and between energy and capital. As China is the largest emitter of greenhouse gases, better estimates of Chinese elasticities are important for estimates of mitigation possibilities and costs. The most relevant elasticities of substitution for this purpose in the current study are those between electricity, which could be produced renewably, and the various fossil fuels.
We use Chinese data that is similar to that previously used by H. Ma et al. ( , 2009 ) to estimate translog cost functions and cost share equations for energy cost and total cost. 1 This dataset has a good balance of time-and cross-section dimensions compared to other datasets used in the literature (Stern, 2012) , and so is suitable for evaluating different panel data estimators. We have province level data on the quantities of the final use of individual fuels and electricity and energy price series from the provincial capitals that we use to proxy provincial prices. We also have quantity and price data for capital, labor, and output. The dataset has a cross-section dimension of 30 and a time series dimension of eleven years. We aggregate the various types of coal into a single coal input and estimate the energy cost function and cost share equations for coal, gasoline, diesel, and electricity. We also aggregate all energy types into a single energy input and carry out a similar analysis for capital, labor, and energy. The dataset has a couple of shortcomings. There are no natural gas variables in the data and so we can only provide information on three of the interfuel elasticities of substitution analyzed by Stern (2012) . Also, our results are not relevant to substitution inside the electricity sector, which is not included in our study, but is obviously a topic of great interest.
We allow for biased technological change and impose concavity on the cost function. There are very substantial productivity differences between Chinese provinces and these are likely to be correlated with the prices of inputs. To address this potential omitted variables bias, which is more of a concern here than it would be with traditional fixed effects estimation, we add province level inefficiency and technical change terms to our interfactor cost function equation.
The paper follows the usual layout with the methods section following this introduction, followed by sections describing the data and the econometric results. The final two sections discuss the results in the context of previous estimates and provide conclusions.
Methods

a. Background
Differences between time-series and cross-section estimates have long been discussed in the econometric literature (Baltagi and Griffin, 1984) . In recent decades, this interest has been transferred to panel data, as time-series and cross-sections can be seen as special cases of panels with a cross-section or time dimension of one, respectively. Apostolakis (1990) and Bacon (1992) surveyed some of the early studies of interfuel substitution elasticities in the OECD countries. Bacon found that panel data studies tended to find more substitutability between fuels as measured by their cross-price elasticities than did time-series studies. He suggested that this was because this data represented long-run elasticities, while time-series data generated short-run elasticities. Apostolakis (1990) came to similar conclusions regarding substitution between aggregate energy and capital. Though short-run elasticities of substitution can be defined and estimated (Mundlak, 1968; Sharma, 2002) , the usual definitions of elasticities of substitution are based on long-run responses and, therefore, long-run estimates are desirable. As mentioned in the Introduction, recent metaanalyses of interfuel elasticities of substitution (Stern, 2012) and the capital-energy elasticity of substitution (Koetse et al., 2008) find that the largest elasticities of substitution are produced by cross-section estimates and the smallest by time series estimates, with fixed effects estimates somewhere in between. Koetse et al. (2008) Pesaran and Smith (1995) point out that, if the true data generating process is static, the explanatory variables are uncorrelated with the error term, and any parameter heterogeneity across individuals is random and distributed independently of the regressors, all the usual estimators -time-series, cross-section, and panel OLS, fixed and random effects (FE and RE) , and between estimates (BE) -should be consistent estimators of the coefficient means.
It is the presence of dynamics and/or correlation between the regressors and the error term that results in differences between these estimators. There is no essential difference between time-series and panel estimates, only differences in the likely importance and impact of misspecification. They argue further that, in the absence of correlation between the regressors and the error components, the cross-sectional average of dynamic time-series models for each individual and BE are consistent. But a traditional cross-section estimate -BE for a single period -may suffer from a high level of bias. In the presence of coefficient heterogeneity, FE and RE estimators for dynamic models will be inconsistent, as forcing the coefficients to be equal induces serial correlation in the disturbance, which results in inconsistency when there are lagged dependent variables. If the true model is static, static FE and RE should be consistent in the absence of other misspecifications. When the true model is dynamic, the higher the level of correlation between the dependent variable and the lagged variables omitted by a static estimator, the closer static estimates will be to the long-run coefficients (Baltagi and Griffin, 1984) . In the non-stationary case, static time-series estimates are superconsistent when the variables are I(1) and cointegrate. But, if the parameters vary across groups, the pooled estimates need not cointegrate. BE also consistently estimates the long-run coefficients when the explanatory variables are non-stationary but strictly exogenous even if there is no cointegration (Pesaran and Smith, 1995) .
The one-way error components model assumes that the error term in a panel model is composed of an individual effect, which varies across individuals but is constant over time, and a remainder disturbance that varies over both time and individuals (Baltagi, 2008) . If omitted explanatory variables are correlated with the included regressors, the regressors will be correlated with the individual effects and/or the remainder disturbance (Griliches and Mairesse, 1987) . The fixed effects estimator eliminates the individual effects prior to estimation while the between estimator averages over the remainder disturbances of each individual. Therefore, OLS panel, RE, BE, and cross-section estimators will be biased if the regressors are correlated with the individual effects and FE and time-series estimators will be unbiased. But if the correlation is with the remainder disturbance instead, BE will be consistent and all the other estimators will be inconsistent (Griliches and Mairesse, 1987) .
Measurement error in the explanatory variables also induces a correlation between the error term and the regressors and it biases the estimates towards zero (Hausman, 2001) . If measurement errors are non-systematic, BE will average them out over time and will be consistent but biased when the time-series dimension is small, while FE amplifies the noise to signal ratio by subtracting individual means from each time-series (Mairesse, 1990 ). Hauk and Wacziarg (2009) conducted a Monte Carlo analysis of an economic growth equation to examine the combined effects of measurement error and omitted variables on alternative panel estimators. The former would be expected to affect FE more and the latter to affect BE more. They found BE to have the minimum bias relative to FE, RE, and some GMM estimators commonly used in the growth literature. Other researchers that find superior performance for BE compared to other potential estimators are Pirotte (1999) and Egger and Pfaffermayr (2004) .
We can reduce the potential correlation between the regressors and the individual effects by including additional variables that vary across individuals and are usually omitted from regression analyses. In the case of cost function equations, the most important omitted variable in conventional models is likely to be the state of technology. Total factor productivity (TFP) varies across Chinese provinces and it is likely that TFP is correlated with input prices. For example, coal is cheaper and TFP lower in the poorer inland provinces. Of course, wage rates will be highly correlated with TFP. Therefore, we may obtain more consistent results by including TFP as an additional variable in the cost function equation for the interfactor estimates. In the current study, we compute these TFP indices both across provinces and over time and include these in the regressions as appropriate. Chirinko et al. (2011) also propose a method intended to capture long-run rather than shortrun variation -the interval-difference estimator (IDE). They compute the average of each variable over two periods of seven years and then compute the difference between the two periods. The estimator uses the cross-section of these interval-differences. They interpret this estimator "in terms of a low-pass filter placing relatively more weight on low-frequency movements than the traditional approach of first-differencing" (588). They argue that IDE is robust to several potential issues including unit roots, omitted variables bias, misspecified dynamics, and measurement error. In a departure from Chirinko et al. (2011) , we compute the differences from the first to the last time series observations in our sample. This allows us to exploit more of the variation in our short sample of 11 years. 2 Differences computed in the two different ways are highly correlated. This estimator then uses the cross-section of differences over time, whereas the between estimator uses the cross-section of averages over time. Chirinko et al. (2011) argue that the differenced regressors will likely not be correlated with the productivity shocks but they also provide instrumental variable estimates in case they are. 3 Instead, we include estimates of the productivity shocks by including the long-run differences of the provincial TFP variables mentioned above.
The relatively regulated energy price regime in China means that the assumption that energy prices at the provincial level are exogenous and driven mostly by differences in transportation costs is not unreasonable. However, following Pindyck (1979) , we also use an IV method to take into account the possible endogeneity of price indices for coal and energy in our interfuel and interfactor analyses respectively in both our DE and BE models.
b. Model
Assuming constant returns to scale, 4 the translog cost function for a panel of provinces is
given by:
where C is unit output cost, P are the prices of the J inputs indexed by j and k, i indexes provinces, and t years. All log prices and the linear time trend, t, are normalized at the national sample mean. We also deduct the mean of the log of cost, though this only affects the estimate of ! , but we do not demean the distance variable. The first parameter on the RHS, ! , is, therefore, a national mean effect, the second term, !" , is a provincial efficiency effect, which varies over time and is zero in the most efficient province, 5 and the third term, ! , is a national time effect with mean zero. The final term in the equation, !" , is a stationary random error term with a mean of zero. The !" coefficients are not that meaningful in themselves, but using our estimation methods, the ! 's are the expected cost shares at the sample mean. The ! coefficients are easily interpretable as technical change biases. ! > 0 implies that technical change is factor j using -the cost share of that input rises over time, ceteris paribus -and ! < 0 indicates that technical change is factor j saving.
In our interfactor analysis C is total cost per unit of real gross output. 6 In our interfuel analysis, C is the cost per unit of energy calculated as cost of energy divided by the aggregate energy input index (Pindyck, 1979) . We do not include provincial TFP terms in the interfuel cost function. However, we do include the technical change bias terms.
We impose the standard homogeneity and symmetry conditions on the parameters in all our estimates. Homogeneity of degree one in prices is imposed by deducting the log price of the Jth input from the prices of the first J-1 inputs. For the interfuel analysis we use the price of diesel as the Jth price or numeraire and for the interfactor analysis we use the price of labor as the numeraire. The cost function should also be concave in input prices. We test the concavity of the cost function at the reference point. We found that the concavity assumption was violated for the interfuel substitution model but not for the interfactor substitution model.
Therefore, we imposed concavity on the interfuel model using the method of Ryan and Wales (2000) . However, we report the original coefficients of the cost function as in equation (1) 5 The inefficiency term is the log of the distance of the province from the efficient frontier. A distance of unity places a province on the frontier and hence the log of distance in this province -in our sample Shanghai -is zero. See the next subsection for details of computation of distance and TFP. 6 See the following subsection for details of the computation of gross output.
rather than the coefficients estimated in the Ryan and Wales method and we compute their standard errors using the delta method.
The standard cost share equation based on Shephard's Lemma (Shephard, 1953) for input j is given by:
where !"# is a random error term. Only the first J-1 equations need to be estimated as the shares sum to unity. Using the Jarque-Bera test we could not reject the hypotheses that both the share data across provinces and the differenced share data are normally distributed. Hence the simple cost share functional form is appropriate. To apply the between estimator to (2) we estimate the cross-sectional regressions:
where M() is the between operator that averages data over time in each province i. As there are no longer observations for individual time periods, we drop the time subscript. Because the log prices are normalized at the national sample mean, ! is an estimate of the national mean cost share and can be used in elasticity formulae (Stern, 2011) . Because of its zero mean, the technical change bias has been averaged away. The simplest approach is to estimate only the J-1 equations (3), imposing the cross-equation symmetry restrictions.
However, better estimates might be obtained and degrees of freedom increased by jointly estimating (3) and the cost function itself (Leon-Ledesma et al., 2010) . Averaging (1) over time yields:
As the national time effect has a mean of zero it has been averaged away but the technical change bias terms are not eliminated. 7 Estimating (3) and (4) jointly takes advantage of crossequation restrictions but no cross-equation restrictions can be imposed on the ! coefficients.
Differencing (2) yields:
where D() is the long-run differencing operator applied to the data for each province i. The estimation equation for the cost function is:
Estimating (5) and (6) In order to compare our proposed estimators to more conventional approaches we also estimate a fixed effects model. The cost function is estimated using:
where F() is the fixed effects operator that first subtracts provincial means from each of the time series and then subtracts national time means from each time period. We do not include the productivity variables in the equation. We estimate the cost share equations using the following equations:
As we aggregate various types of coal into a single coal input using the Divisia index in the interfuel model and similarly aggregate the various types of energy into a single index in the interfactor model, the aggregated coal and energy prices are quantity weighted and endogenously chosen. Following Pindyck (1979) we use instrumental variables to estimate the models. We represent the price of aggregated coal (i.e. the average cost of aggregated coal for a producer choosing different coal products) by a homothetic translog cost function with constant returns to scale. Estimation of the share equations implied by this cost function allows us to generate the fitted cost function, which provides an instrumental variable for the price of the aggregated coal input. We also create additional instrumental variables for the interactions between the coal price and other variables by interacting the fitted price of the aggregated coal with the prices of other inputs and time. We follow the same procedure for the interfactor substitution estimation. We estimate the share equations implied by a homothetic translog cost function for the price of the aggregated energy input, and then generate instruments using the fitted energy cost and its associated interactions.
c. Computing Gross Output and Distance and Total Factor Productivity
Gross output and value added are related as follows:
where Q is gross output, G is GDP, E is energy, and the P i are their prices as indicated by the subscripts. 8 Assuming that the price of GDP and gross output are equal, we can compute gross output as follows:
Based on Hsieh (2002), we compute total factor productivity starting from the assumption that, under constant returns to scale, the value of output must equal the value of input and so the ratio of the value of output in two different provinces or years m and n must equal the ratio of the value of their inputs:
where !" and !" are indices for the ratios of prices and quantities, respectively, of inputs across the two provinces or years. Then rearranging (11) we have:
Given that the LHS is the primal index of the TFP ratio for two provinces or years as given by Feenstra et al. (2013) , the RHS is the dual index of the TFP ratio for the two provinces or years. Following Feenstra et al. (2013) , who use the Divisia index to approximate the quantity index, we approximate the price index using the Divisia index.
For DE we compute a TFP time series for each province using the RHS of (12) and then take the difference in log TFP between the last and first years for each province. For BE we compute the relative TFP of each province to the TFP in the most productive province (Shanghai). This is, therefore, the distance of each province from the efficient frontier. We compute the distance of all provinces in each year; take logs, and then average across years in each province.
d. Elasticities
We compute own-and cross-price elasticities and Morishima and shadow elasticities of substitution. For the normalized translog cost function, the own-and cross-price net elasticities at the sample mean are given by:
We use the delta method to compute the standard errors of these mean elasticities At the sample mean, the Morishima elasticity of substitution for a change in the price of input j is given by:
9 p-substitutes and complements are the standard definitions of substitutes and complements measuring the response of factor quantities to changes in factor prices. By contrast qsubstitutes and q-complements are defined by the reaction of factor prices to factor quantities (Hicks, 1970) . Inputs are usually q-complements -an increase in the level of other inputs increases their marginal product but could be p-complements or p-substitutes. Simply referring to inputs as complements or substitutes is, therefore, confusing (Stern, 2011) . 10 The former are often referred to as complements and the latter substitutes but this terminology is again confusing. When there are only two inputs they must be net psubstitutes irrespective of the value of the elasticity of substitution.
The shadow elasticity of substitution at the sample mean can be expressed as the share weighted mean of the Morishima elasticities (Chambers, 1988 11 ):
Allen-Uzawa elasticities of substitution are frequently reported in studies of substitution possibilities but we do not report them. 12 When there are only two inputs and constant returns to scale, the elasticity of substitution is unambiguously defined -the Morishima and Shadow elasticity formulae reduce to the Allen-Uzawa elasticity of substitution. But when there are more than two inputs this is not the case -the Allen-Uzawa elasticities have the same sign as the cross-price elasticities and no longer measure the difficulty of substitution on a zero to infinity scale.
Following Pindyck (1979) , the total own-and cross-price elasticities for fuel j with respect to the price of fuel k are given by:
where !! is the own-price elasticity of aggregate energy and ! is the fitted cost share for fuel k. To compute the elasticity at the reference point, we again substitute the estimate of ! for ! and we assume that the energy own-price elasticity is a known parameter.
Data
Our dataset consists of provincial level data for China for real GDP, the quantities of the final use of seven individual fuels and electricity, capital, and labor, price series for capital and labor, and energy price series from the provincial capitals, which we use to proxy provincial includes the free medical services provided to the employees, medicine expenses, transport subsidies, social insurance, and housing funding paid by the employers. Compared to wages, which were used in H. , this is clearly a superior indicator for actual compensation of labor. Using total employment and total compensation, we can construct the price index for labor.
The sum of the other three components of the decomposed GDP -net taxes of production, depreciation of fixed assets, and operating surplus -effectively gives the compensation of capital. Unfortunately, the CSY does not provide capital stock statistics. The capital stock series are provided by Wu (2009) with updated statistics obtained from the author. Using total compensation of capital and the capital stock series, we constructed the price index for capital. Our measure of total compensation of capital is also superior to that used by H. , who simply used the product of the capital stock and the price index of fixed assets reported in the CSY.
In the interfactor substitution analysis we use three factor inputs:, capital services, labor use, and aggregate energy use, aggregating the eight energy carriers into a single energy input.
For the interfuel substitution analysis we use four energy inputs: gasoline, diesel, electricity, and aggregated coal, aggregating the five types of coal in our data into a single coal input. 13
As the between estimator depends on variation in relative prices across the provinces, we cannot set the base year price or quantity index in each province to an arbitrary level as is often done in cost function analyses. Also, if we simply compute the average cost of energy per joule in each province then the price will depend on the mix of fuels. High quality energy carriers such as electricity have much higher prices than low quality fuels such as coal.
Therefore, we need to use index number methods to compute proper price indices for coal and energy for each province in each year.
We first computed Laspeyres price indices for each province in each year, using the national average price of coal or energy in RMB per joule as the base price. The Laspeyres index evaluates the price level in each province using the national average quantities as weights.
This gives a relative energy or coal price index for each province in each year but these prices cannot be compared across years. We address this by multiplying these relative price indices by a national price index time series to obtain a time series in each province in each year. We use the Divisia index to compute the national level price index. Distance from the technological frontier varies by a factor of roughly three (Figure 2) .
Shanghai is the most productive province and Guangdong and Tianjin and other coastal provinces are relatively close to the frontier. Furthest from the frontier are the western provinces of Qinghai, Ningxia, and Guizhou. Figure 3 shows that there has been some convergence in TFP over time. The slowest TFP growth was in Beijing and the highest in Sichuan and Hainan.
Econometric Results
Following Pindyck (1979) , we use iterative seemingly unrelated regressions to estimate the fitted prices of the aggregated coal input for use as instruments in the interfuel substitution model and the fitted prices of the aggregated energy input for the interfactor substitution model. 14 Then we estimate the BE model (3) and (4) simultaneously using GMM imposing symmetry and homogeneity restrictions for both the interfuel and interfactor cost function systems. 15 We estimate the DE model (5) and (6) and the FE model (7) and (8) in the same way. The diesel and labor prices are treated as the numeraire in the interfuel and interfactor estimations, respectively, and we drop the corresponding cost share equations. We retrieve the parameters for these variables using the homogeneity restrictions and compute their standard errors using the delta method. We also test the concavity of the cost function at every data point and impose concavity using the method of Ryan and Wales (2000) if concavity is violated.
Interfuel Substitution
We first estimated the unconstrained interfuel substitution model using BE and found that the estimated energy cost function violates the concavity condition at all sample observations.
The energy cost function estimated using unconstrained DE was only concave at 58 out of the total 330 sample observations. Therefore, we impose concavity. Table 2 presents the results from the constrained BE and DE estimation. Table 3 provides the implied own-and crossprice elasticities and Table 4 the Morishima and shadow elasticities of substitution.
The parameters estimated using BE and DE are remarkably similar -the main differences are in the technical change biases, which are not subject to cross-equation restrictions in the BE estimates ( Table 2 ). The FE estimates differ more substantially. All three methods find coalusing technical change ( ! > 0), but DE and FE find gasoline-saving ( ! < 0) and BE and It is particularly remarkable that the estimated ! 's are very similar for the three estimators when DE and FE do not explicitly utilize cross-equation restrictions to estimate them.
However, the concavity restrictions involve these parameters. A surprising result is that the average rate of cost reduction, ceteris paribus, given by the DE estimates is 1% per annum.
We had assumed that it is hard to make technological progress in composing an energy aggregate from different fuels.
The BE and DE estimates of own-and cross-price elasticities are similar, but the DE estimates are consistently greater in absolute value and more of them are statistically significant (Table 3) . For DE, all the own-price elasticities are negative and statistically significant -gasoline demand is elastic and the demand for the other fuels, especially coal, inelastic. Among the significant cross-price elasticities, coal and electricity and diesel and electricity are complements and gasoline and diesel substitutes, as we would expect. By contrast, the fixed effects estimates of elasticities are all very small, though several are significantly different to zero.
Moving on to the elasticities of substitution (Table 4) , we make the following observations:
• As expected given the parameter estimates, the elasticities estimated by BE and DE are similar but the BE elasticities are mostly smaller in absolute value and none of them is statistically significant. The FE elasticities are all very small and insignificantly different to zero.
• For BE, the shadow elasticities of substitution are less than unity (indicating poor substitutability) except for between gasoline and diesel, which are good substitutes. The
Morishima elasticities show that gasoline is a good substitute for coal and electricity if the gasoline price changes, but not otherwise. Three of the DE shadow elasticities are greater than unity and four are significantly different to zero.
• The elasticity of substitution between coal and electricity is very close to zero.
We present results for a DE model using five-year differences (2005-2000 and 2010-2005) in Appendix A. The 5-year and 10-year difference estimates are similar but, as expected, on average, the 5-year difference estimator produces smaller elasticities.
Interfactor Substitution
Again, we first estimated the cost function systems without imposing the concavity constraints. Using BE, the estimated cost function satisfies the concavity condition for most sample observations and is concave at the reference point. Using DE, the estimated cost function is concave for all sample observations. Using FE the estimated cost function is also concave at the reference point. Therefore, we did not impose concavity on the interfactor substitution models. Table 5 presents the estimated parameters and Table 6 provides the implied own-and cross-price elasticities and Morishima and shadow elasticities of substitution.
The parameter estimates vary more across estimators than the interfuel parameter estimates do (Table 5 ). 16 BE finds no statistically significant technical change biases but some indication of energy-using and labor-saving biases ( ! > 0, ! < 0), which are both statistically significant for FE, while DE finds capital-using and labor-saving technical change ( ! > 0, ! < 0). Because of the much larger number of degrees of freedom most of the FE parameter estimates are highly statistically significant.
The BE and DE estimates of the own-and cross-price elasticities (Table 6 ) are fairly different with no apparent pattern to the differences. All the own-price elasticities are inelastic. The BE estimates find that energy and capital are both substitutes for labor. The DE estimates find that energy and capital are also substitutes. The FE estimates are mostly smaller in absolute value.
Moving onto the elasticities of substitution (Table 6) , we have four key observations:
• All Morishima and shadow elasticities of substitution between factors are significant and less than unity for the DE estimator.
• BE finds that capital and energy are poor substitutes with an elasticity of substitution that is insignificantly different from zero and finds that energy and labor and capital and labor are good substitutes, though only when it is the price of labor which changes.
• For both estimators, substitution elasticities are higher between energy and labor than between energy and capital.
• All the FE estimates of elasticities of substitution are smaller than their BE and DE counterparts.
Results for the DE model using 5-year differences are again presented in Appendix A. We had to impose concavity on this model. The elasticities that involve the energy price are all much smaller than the 10-year difference estimates. The other elasticities are similar for the 5-and 10-year difference estimates.
Comparison with Existing Literature
Interfuel Substitution
The elasticities of substitution estimated in this study are mostly smaller than the elasticities for the United States estimated using meta-analysis (Stern, 2012) . The latter are all greater than unity with the exception of the coal-electricity elasticity (0.176). However, Stern (2012) concluded that there is no simple relationship between the values of the interfuel elasticities of substitution and the level of economic development, size of economies etc. and so it is unknown why there is this difference between the two economies.
But how do our estimates compare to previous estimates for China? Stern (2012) (2012) -who examine interfuel substitution in the Chinese iron and steel sector. We summarize the results of these studies in Table 7 as shadow elasticities. We use the long-run Morishima elasticities from Serletis et al. (2011) and weight them using the average cost shares from the current study. The averages of the seven regions in H. Ma et al. (2009) are very close to the national estimates and so we do not report results from that study. We use the most recent estimates of Hang and Tu (2007) and Smyth et al. (2012) .
Data types and methods of estimation differ across the studies. Ours is the only study to jointly estimate a cost function and first order conditions, which is likely to produce superior The most directly comparable study to ours should be that of H. Ma et al. ( , 2009 ) who use an earlier version of the same dataset as we do. However, the shadow elasticities from that study are inversely related to those from our study -for BE the correlation is -0.48 and for DE -0.39. In particular, their highest elasticity is for coal-electricity substitution, which is our lowest elasticity and their lowest elasticity is for gasoline-diesel substitution, which is our highest. Our results seem more plausible, as one would expect that it is easier to substitute between gasoline and diesel than between coal and electricity. The coal-electricity elasticity is the smallest in Stern's (2012) meta-analysis. Apart from the difference in estimatorsfixed effects vs. specifically long-run estimators -we impose concavity, which is one reason why even our fixed effects estimates are very different -and our data covers the period 2000-2010 whereas they used the period 1995-2004. We also include eight different fuel inputs while they only included four and there are other improvements in our data as mentioned above. Smyth et al.'s (2012) results are likely driven by using ridge regression with a single production function equation. Our results are more similar to those of Serletis et al. (2011 ) Fisher-Vanden et al. (2004 , and Hang and Tu (2007) . All these studies find a larger value for the oil-coal elasticity than for the coal-electricity elasticity.
We also compare our results to a few single equation estimates of demand elasticities that use panels of Chinese provincial data. Burke and Liao (2015) find that the coal own-price elasticity in China has increased over time. Using a panel of provincial data from 1998 to to evolve over time. This is very close to our estimates. Allowing evolution over time, they estimate an elasticity of -0.3 for 2005 (personal communication). Cao and Xie (2011) estimate that the long-run elasticity of demand for diesel is -0.86 between 1999 and 2007. This is very close to our DE estimate of -0.89.
Interfactor Substitution
Koetse et al. (2008) conducted a meta-analysis of 34 studies of capital-energy substitution.
Most studies included in the meta-analysis used data from before 1990 and there were no studies that included China. Koetse et al. (2008) found that short-run (time series) elasticities of substitution are around 0.4 for North America and 0.15 for Europe. Long-run (crosssection) elasticities are slightly greater than unity in North America and around 0.8 for Europe. Our BE elasticity is obviously much smaller than these long-run elasticities (and insignificantly different from zero), while our DE estimate is close to estimates for Europe and to Stern and Kander's (2012) estimate for Sweden. The consensus is that the capital-labor elasticity is less than unity for the United States (Acemoglu, 2003; Klump et al., 2007) . Here our DE estimate is again closest to expectations for developed countries. Table 8 reports the available estimates for China. We use the cost shares from our study to weight the Morishima elasticities from other studies. We use Fan et al.'s (2007) Again, ours is the only study to jointly estimate a cost function with the first order conditions.
Our results are very different to Fan et al. (2007) and Smyth et al. (2011) who use less sophisticated methods. Our DE capital-labor elasticity of substitution is almost identical to Mallick's (2012) . Results for DE have a similar pattern to those of H. but are a little larger in each case. There are a number of differences between our study and H. Ma et al.' s. We use a broader coverage of fuel inputs and a dataset covering a different period.
More importantly, using wages will underestimate the actual compensation for labor and their studies also seemed to have used incorrect measures of capital services, which will undoubtedly overestimate the actual compensation for capital.
Conclusions
In this paper, we use between and interval-difference estimators to provide estimates of interfuel (coal, gasoline, diesel, and electricity) and interfactor (capital, labor, and energy) elasticities of substitution for China. The results show that demand for coal and electricity in China is very inelastic (own-price elasticities less than -0.4), while demand for gasoline is elastic (-1.1 to -1.7), and for diesel moderately inelastic (-0.7 to -0.9). There are very limited substitution possibilities between coal and electricity (shadow elasticity less than 0.1) and
high substitution possibilities between gasoline and diesel (greater than 1.7). Substitution possibilities are greater between energy and labor (between 0.6 and 1.0) than between energy and capital (between 0.2 and 0.8). The results are quite different to some previous studies for
China but coincide well with the patterns in meta-analyses for long-run estimates of elasticities of substitution. Interfuel and capital-energy elasticities of substitution are generally lower than estimates for the United States derived from meta-analyses (Koetse et al., 2007; Stern, 2012) . These results should be taken into account in CGE models used for assessing climate policy options in China. The marginal cost of abatement for a given reduction in emissions will be higher than would be predicted assuming that Chinese elasticities are the same as US elasticities as some models assume (Lu and Stern, 2016) .
Our findings potentially have significant policy implications at a time when the Chinese government is under mounting domestic and international pressure to reduce greenhouse gases emissions from burning fossil fuels and particularly coal. Some previous studies (e.g.
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