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Abstract. In this paper we study the scattering of radial solutions to a l-component system
of nonlinear Schrödinger equations with quadratic-type growth interactions in dimension five.
Our approach is based on the recent technique introduced by Dodson and Murphy, which
relies on the radial Sobolev embedding and a Morawetz estimate.
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1. Introduction
The study of nonlinear Schrödinger systems with quadratic nonlinearities has attracted the
attention of physicists and mathematicians in recent years. These models appear, for instance,
in optical communications when the optical material has quadratic nonlinear response (see
e.g. [2] and [11]). One example is the system{
i∂tu1 +∆u1 = −2u1u2,
i∂tu2 + κ∆u2 = −u
2
1,
(1.1)
where u1 and u2 are complex-valued functions on the variables (x, t) ∈ R
n × R, κ is a real
constant and ∆ stands for the usual Laplacian operator. System (1.1) was introduced in [8]
as a non-relativistic version of some Klein-Gordon systems, but it can also be derived as a
model in nonlinear optics (see [2]).
2010 Mathematics Subject Classification. 35Q55, 35B40, 35A01.
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2 SCATTERING FOR NLS SYSTEMS
The local well-posedness of (1.1), in the spaces L2(Rn) and H1(Rn), was studied in [8]
for 1 ≤ n ≤ 4 and 1 ≤ n ≤ 6, respectively. Since (1.1) is L2-critical in dimension n = 4,
global well-posedness was also obtained in L2(Rn) and H1(Rn), for 1 ≤ n ≤ 3, due to the
conservation of the mass and energy. For initial data in H1(R4), a sharp threshold for global
well-posedness was proved. Existence of ground state solutions was also proved in dimensions
1 ≤ n ≤ 6. The dichotomy global existence versus blow-up in finite time in H1(R5) was
discussed in [6] and [15].
Motivated by (1.1), in [16] we initiated the study of Schrödinger systems with general
quadratic-type nonlinearities. More precisely, we considered the following initial-value prob-
lem {
iαk∂tuk + γk∆uk − βkuk = −fk(u1, . . . , ul),
(u1(x, 0), . . . , ul(x, 0)) = (u10, . . . , ul0), k = 1, . . . l,
(1.2)
where uk : R
n × R → C, (x, t) ∈ Rn × R, αk, γk > 0, βk ≥ 0 are real constants and the
nonlinearities fk satisfy a quadratic-type growth. To be more specific, we assumed
(H1).
fk(0, . . . , 0) = 0, k = 1, . . . , l.
(H2). There exists a constant C > 0 such that for (z1, . . . , zl), (z′1, . . . , z
′
l) ∈ C
l we have∣∣∣∣ ∂∂zm [fk(z1, . . . , zl)− fk(z′1, . . . , z′l)]
∣∣∣∣ ≤ C
l∑
j=1
|zj − z
′
j |, k,m = 1, . . . , l;
∣∣∣∣ ∂∂zm [fk(z1, . . . , zl)− fk(z′1, . . . , z′l)]
∣∣∣∣ ≤ C
l∑
j=1
|zj − z
′
j |, k,m = 1, . . . , l.
(H3). There exists a function F : Cl → C, such that
fk(z1, . . . , zl) =
∂F
∂zk
(z1, . . . , zl) +
∂F
∂zk
(z1, . . . , zl), k = 1 . . . , l.
(H4). For any θ ∈ R and (z1, . . . , zl) ∈ Cl,
ReF
(
e
i
α1
γ1
θ
z1, . . . , e
i
αl
γl
θ
zl
)
= ReF (z1, . . . , zl).
(H5). Function F is homogeneous of degree 3, that is, for any λ > 0 and (z1, . . . , zl) ∈ Cl,
F (λz1, . . . , λzl) = λ
3F (z1, . . . , zl).
(H6). There holds ∣∣∣∣Re
∫
Rn
F (u1, . . . , ul) dx
∣∣∣∣ ≤
∫
Rn
F (|u1|, . . . , |ul|) dx.
(H7). Function F is real valued on Rl, that is, if (y1, . . . , yl) ∈ Rl then
F (y1, . . . , yl) ∈ R.
Moreover, functions fk are non-negative on the positive cone in R
l, that is, for yi ≥ 0,
i = 1, . . . , l,
fk(y1, . . . , yl) ≥ 0.
(H8). Function F can be written as the sum F = F1 + · · · + Fm, where Fs, s = 1, . . . ,m is
super-modular on Rd+, 1 ≤ d ≤ l and vanishes on hyperplanes, that is, for any i, j ∈ {1, . . . , d},
i 6= j and k, h > 0, we have
Fs(y + hei + kej) + Fs(y) ≥ Fs(y + hei) + Fs(y + kej), y ∈ R
d
+,
and Fs(y1, . . . , yd) = 0 if yj = 0 for some j ∈ {1, . . . , d}.
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Remark 1.1. It is not difficult to check that system (1.1) satisfies (H1)-(H8). In this case
we have
f1(z1, z2) = 2z1z2, f2(z1, z2) = z
2
1 , and F (z1, z2) = z
2
1z2.
For additional models with quadratic nonlinearities satisfying (H1)-(H8) we refer the reader
to [11], [16], and [18].
The present work is the third of a series of papers concerned with the initial value problem
(1.2) endowed with assumptions (H1)-(H8). Let us recall some of the results we have estab-
lished (see Section 2 for some notations). In [16] we studied some aspects of the dynamics
of (1.2) such as local and global well-posedness, existence of standing waves, the dichotomy
global existence versus blow-up in finite time and the stability/instability of standing waves.
Since functions fk are homogeneous of degree two, system (1.2) (with βk = 0) is invariant un-
der the scaling uλk(x, t) = λ
2uk(λx, λ
2t), k = 1, . . . , l.. Thus, by a standard scaling argument
it is possible to show that H˙n/2−2(Rn) is the critical Sobolev space. In particular, L2(Rn) and
H˙1(Rn) are critical in dimensions n = 4 and n = 6, respectively. Hence, (1.2) is L2-subcritical
if 1 ≤ n ≤ 3 and H1-subcritical if 1 ≤ n ≤ 5. Consequently, using a standard contraction
argument based on the Strichartz estimates, assumptions (H1) and (H2) are enough to show
that (1.2) is locally well-posed in L2(Rn) if 1 ≤ n ≤ 4 and in H1(Rn) if 1 ≤ n ≤ 6. Next,
assuming (H3) and (H4) it is possible to establish the conservation of the quantities
Q(u(t)) :=
l∑
k=1
α2k
γk
‖uk(t)‖
2
L2 , (1.3)
and
Eβ(u(t)) :=
l∑
k=1
γk‖∇uk(t)‖
2
L2 +
l∑
k=1
βk‖uk(t)‖
2
L2 − 2Re
∫
F (u(t)) dx, (1.4)
with β = (β1, . . . , βl). This means that, as long as a solution exists, it satisfies
Q(u(t)) = Q(u0) and Eβ(u(t)) = Eβ(u0). (1.5)
Remark 1.2. Here we use Eβ to indicate the dependence on the parameter β. In particular,
when βk = 0, k = 1, . . . , l we write
E0(u(t)) =
l∑
k=1
γk‖∇uk(t)‖
2
L2 − 2Re
∫
F (u(t)) dx, (1.6)
Using these conserved quantities and (H6) we then got an a priori bound for the L2 and
H1-norm of a solution, so the global well-posedness may be established in L2(Rn) and H1(Rn),
when 1 ≤ n ≤ 3. In dimensions n = 4 and n = 5 global solutions in H1(Rn) may be obtained
depending on the size of the initial data compared to that of the ground states associated
with (1.2). To be more precise, recall that a standing wave for (1.2) is a solution of the form
uk(x, t) = e
i
αk
γk
ωt
ψk(x), k = 1, . . . , l, (1.7)
where ω ∈ R and ψk are real-valued functions decaying to zero at infinity, which satisfy the
following semilinear elliptic system
−γk∆ψk +
(
α2k
γk
ω + βk
)
ψk = fk(ψ), k = 1, . . . , l. (1.8)
A ground state solution for (1.8) is a solution that minimizes the action functional
I(ψ) =
1
2
[
l∑
k=1
γk‖∇ψk‖
2
L2 +
l∑
k=1
(
α2k
γk
ω + βk
)
‖ψk‖
2
L2
]
−
∫
F (ψ) dx.
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Let Gn(ω,β) denote the set of ground state solutions of (1.8). Under our assumption, in [16,
Theorem 4.12] it was shown that if the coefficients
α2
k
γk
ω + βk are positive then Gn(ω,β) 6= ∅
in the H1-subcritical case. As a byproduct of this result, introducing the functionals
Q(ψ) =
l∑
k=1
(
α2k
γk
ω + βk
)
‖ψk‖
2
L2 , (1.9)
K(ψ) =
l∑
k=1
γk‖∇ψk‖
2
L2 and P (ψ) =
∫
F (ψ) dx, (1.10)
we have the following Gagliardo-Nirenberg-type inequality,
P (u) ≤ Coptn Q(u)
6−n
4 K(u)
n
4 , (1.11)
for all functions u ∈ P := {ψ ∈ H1(Rn); P (ψ) > 0}, with the optimal constant Coptn given
by
Coptn :=
2(6− n)
n−4
4
n
n
4
1
Q(ψ)
1
2
, (1.12)
where ψ is any function in Gn(ω,β).
Remark 1.3. Let ψ be a solution of system (1.8). Then,
P (ψ) = 2I(ψ), K(ψ) = nI(ψ), and Q(ψ) = (6− n)I(ψ)
In particular, it is easy to see that if n = 5 and ψ ∈ G5(1,0) then K(ψ) = 5Q(ψ) and
E0(ψ) = Q(ψ). Note also that in the case ω = 1 and β = 0 the functional Q and Q
coincides.
As a consequence of (1.11) we proved (see [16, Theorem 5.2]) that, if u0 ∈ H
1(R4) satisfies
Q(u0) < Q(ψ), where ψ is any function in G4(1,0) then the corresponding solution of (1.2)
may be extended globally in H1(R4). In dimension n = 5 we established the following.
Theorem A. Let n = 5. Assume u0 ∈ H1 and let u be the corresponding solution of system
(1.2). Let ψ ∈ G5(1,0) be a ground state. If
Q(u0)Eβ(u0) < Q(ψ)E0(ψ), (1.13)
where E0 is the energy given in (1.6) and
Q(u0)K(u0) < Q(ψ)K(ψ), (1.14)
then, u is global in H1.
Our main purpose in this paper is to prove that if we assume that u0 is radial then the
solution provided by Theorem A scatters. More precisely, our main result is the following.
Theorem 1.4. Let n = 5. In addition to the assumptions of Theorem A, assume also that
u0 is radial. Then, u is global and scatters forward and backward in time, that is, there exist
u±k ∈ H
1(R5) such that
lim
t→+∞
‖uk(t)− Uk(t)u
+
k ‖H1 = 0, for k = 1, . . . , l
and
lim
t→−∞
‖uk(t)− Uk(t)u
−
k ‖H1 = 0, for k = 1, . . . , l.
Our idea to prove Theorem 1.4 is to apply the recent theory introduced in [3], where the
authors have shown the scattering for the standard cubic Schrödinger equation in dimension
n = 3.
Let us recall the scattering results for system (1.1). First recall that if κ = 1/2 then (1.1) is
said to satisfy the mass-resonance condition. In the critical case n = 4, scattering in L2(R4)
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was established in [9] under the condition Q(u0) < Q(ψ), with ψ ∈ G4(1,0). More precisely,
the authors established that scattering holds for any initial data satisfying Q(u0) < Q(ψ)
in the mass-resonance case and for radial initial data satisfying Q(u0) < Q(ψ) without the
mass-resonance condition.
In dimension n = 5, under similar assumption as in Theorem A, the scattering of radially
symmetric solutions in H1(R5) was established in [6] and [7] with the assumption of mass-
resonance and without the assumption of mass-resonance, respectively. In both cases, the
authors used the concentration-compactness and rigidity method introduced in [10]. These
results were improved in [21] and [13] where, in the mass-resonance case, using the ideas
introduced in [4], the authors dropped the assumption of radial initial data.
Before ending this introduction let us recall the notion of mass-resonance associated with
(1.2): we say that (1.2) satisfies the mass-resonance condition provided (see [14, Definition
1.1])
Im
l∑
k=1
αk
2γk
fk(z)zk = 0, z ∈ C
l. (RC)
Remark 1.5. It is easy to see that (1.1) satisfies (RC) if and only if κ = 1/2.
In view of Lemma 2.9 in [16], we recall that if (1.2) satisfies (H3) and (H4) then (RC)
holds. So our main result in Theorem 1.4 is obtained under the mass-resonance condition.
We believe that using the ideas in [4] we may omit the assumption of radial symmetry (in the
mass-resonance case) and replace the assumption (H4) by
(H4*). There exist positive constants σ1, . . . , σl such that for any z ∈ Cl
Im
l∑
k=1
σkfk(z)zk = 0.
This is currently under investigation.
It is to be clear that assumption (H4*) is enough to prove the conservation of the quantity
Q defined in (1.3) (see [14]). Consequently, Theorem A still holds replacing (H4) by (H4*).
In addition, in [14], under assumption (H4*), we have investigated the existence of ground
state solutions in the H˙1-critical case as well as the existence of finite time blow-up solutions.
This work is organized as follows. In section 2 we recall some notation and preliminary
lemmas that will be needed throughout the paper. In section 3, using the strategy introduced
in [19], we prove a scattering criterion for (1.2) in the radial case. Finally, section 4 is devoted
to showing Theorem 1.4, by using a generalized virial/Morawetz identity and the ground state
solutions.
2. Preliminaries
In this section we introduce some notations, review some useful estimates and give conse-
quences of our assumptions.
2.1. Notation. We use C to denote several positive constants that may vary line-by-line. If
a and b are two positive constants, by a . b we mean there is a constant C such that a ≤ Cb.
Given any set A, by A (or Al) we denote the product A × · · · × A (l times). In particular,
if A is a Banach space then A is also a Banach space with the standard norm given by the
sum. For a number z ∈ C, Re z and Im z represents its real and imaginary parts. Also, z
denotes its complex conjugate. Given z = (z1, . . . , zl) ∈ C
l, we write zm = xm + iym where
xm = Re zm and ym = Im zm. The operators ∂/∂zm and ∂/∂zm are defined by
∂
∂zm
=
1
2
(
∂
∂xm
− i
∂
∂ym
)
,
∂
∂zm
=
1
2
(
∂
∂xm
+ i
∂
∂ym
)
.
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The space Lp = Lp(Rn), 1 ≤ p ≤ ∞, stands for the standard Lebesgue spaces. By W sp =
W sp (R
n), 1 ≤ p ≤ ∞, s ∈ R, we denote the usual Sobolev spaces. In the case p = 2, we use the
standard notation Hs = W s2 . Thus, H
1 = H1(Rn) denotes the Sobolev space H1 × · · · ×H1.
To simplify notation, if no confusion is caused we use
∫
f dx to denote
∫
Rn
f dx. Given a
time interval I, the mixed spaces LptL
q
x(I × Rn) are endowed with the norm
‖f‖LptL
q
x(I×Rn) =
(∫
I
(∫
Rn
|f(x, t)|qdx
) p
q
dt
) 1
p
,
with the obvious modification if either p = ∞ or q = ∞. If no confusion will be caused we
denote LptL
q
x(I × Rn) simply by L
p
tL
q
x and its norm by ‖ · ‖LptL
q
x
. Also, when p = q we will
use Lptx instead of L
p
tL
q
x. More generally, if X is a Banach space, Lp(I;X) represents the Lp
space of X-valued functions defined on I.
2.2. Some useful estimates. Let us start by recalling from Duhamel’s principle the Cauchy
problem (1.2) can be written as the following system of integral equations,
uk(t) = Uk(t)uk0 + i
∫ t
0
Uk(t− t
′)
1
αk
fk(u) dt
′,
(u1(x, 0), . . . , ul(x, 0)) = (u10, . . . , ul0) =: u0,
(2.1)
where Uk(t) is the Schrödinger evolution group defined by Uk(t) = e
i t
αk
(γk∆−βk), k = 1 . . . , l.
We have the following dispersive estimate.
Lemma 2.1. If 2 ≤ p ≤ ∞ and t 6= 0, then Uk(t) maps L
p′
x (Rn) continuously to L
p
x(Rn) and
‖Uk(t)f‖Lpx(Rn) . |t|
−n
(
1
2
− 1
p
)
‖f‖
Lp
′
x (Rn)
, for all f ∈ Lp
′
x (Rn).
Proof. See Proposition 2.2.3 in [1]. 
Before proceeding we recall the definition of admissible pair in dimension n = 5.
Definition 2.2. We say that (q, r) is an admissible pair if
2
q
+
5
r
=
5
2
,
where 2 ≤ r ≤ 103 .
We now state the well known Strichartz inequalities.
Proposition 2.3 (Strichartz’s inequalities). The following inequalities hold.
(i) Let (q, r) be an admissible pair. Then,
‖Uk(t)f‖LqtLrx(R×R5) . ‖f‖L2x(R5)
(ii) Let I be an interval and t0 ∈ I. Let (q1, r1) and (q2, r2) be two admissible pairs. Then,∥∥∥∥
∫ t
t0
Uk(t− s)f(·, s)ds
∥∥∥∥
L
q1
t L
r1
x (I×R5)
. ‖f‖
L
q′
2
t L
r′
2
x (I×R5)
,
where q′2 and r
′
2 are the Hölder conjugates of q2 and r2, respectively.
(iii) Let I be an interval and t0 ∈ I. Then∥∥∥∥
∫ t
t0
Uk(t− s)f(·, s)ds
∥∥∥∥
L6tL
3
x(I×R
5)
. ‖f‖
L3tL
3
2
x (I×R5)
.
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Proof. For (i) and (ii) see, for instance, Theorem 2.3.3 in [1]. For (iii) note that (6, 3) and
(32 , 3) are
5
2 -acceptable pairs. Recall that a pair (q, r) is σ-acceptable if
1
q
< 2σ
(
1
2
−
1
r
)
.
Hence the result follows from Proposition 6.2 in [5]. 
In the proof of our main result, we need the well known Strauss’ radial lemma and one of
its consequence.
Lemma 2.4. Let f ∈ H1(Rn) be radially symmetric and suppose n ≥ 2. Then, for any
R > 0,
‖f‖L∞x (|x|≥R) . R
−(n−1)/2‖f‖
1/2
L2x(|x|≥R)
‖∇f‖
1/2
L2x(|x|≥R)
(2.2)
and
‖f‖p+1
Lp+1x (|x|≥R)
. R−(n−1)(p−1)/2‖f‖
(p+3)/2
L2x(|x|≥R)
‖∇f‖
(p−1)/2
L2x(|x|≥R)
. (2.3)
Proof. For (2.2) see [1, Lemma 1.7.3 ]. Inequality (2.3) is a consequence of (2.2) (see [17,
equation (3.7)]). 
Next, we will present some consequences of our assumptions on the non-linear terms.
Lemma 2.5. Assume that (H1)-(H5) hold.
(i) For all z ∈ Cl we have
|fk(z)| .
l∑
j=1
|zj |
2, k = 1 . . . , l
and
|ReF (z)| .
l∑
j=1
|zj |
3.
(ii) We have
Im
l∑
k=1
αk
γk
fk(z)zk = 0.
(iii) Let 1 < p, q, r <∞ be such that 1r =
1
p +
1
q . Then, for k = 1, . . . , l,
‖fk(u)‖Lr . ‖u‖Lpx‖∇u‖Lqx(Rn) (2.4)
and
‖fk(u)‖
W
1
2
,r . ‖u‖Lpx‖u‖
W
1
2
,q
x (Rn)
(2.5)
Proof. For (i) and (ii) see Corollary 2.3 and Lemmas 2.9 and 2.10 in [16]. Part (iii) is a
consequence of (H2) and the Leibniz rule (see Proposition 5.1 in [20] and Corollary 2.5 in
[16]). 
We finish this section with the following coercivity result.
Lemma 2.6 (Coercivity I). Let n = 5. Assume u0 ∈ H1x and let u be the corresponding
solution of system (1.2) with maximal existence interval I. Let ψ ∈ G5(1,0) be a ground
state. If
Q(u0)Eβ(u0) < (1− δ)Q(ψ)E0(ψ) (2.6)
and
Q(u0)K(u0) ≤ Q(ψ)K(ψ), (2.7)
then there exist δ′ > 0, depending on δ, so that
Q(u0)K(u(t)) < (1− δ
′)Q(ψ)K(ψ),
for all t ∈ I. In particular, I = R and u is uniformly bounded in H1x.
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Proof. First, by the conservation of Eβ, (H6), and (1.11) we have
Eβ(u0) ≥ K(u(t)) − 2C
opt
5 Q(u(t))
1
4K(u(t))
5
4 . (2.8)
Multiplying (2.8) by Q(u(t)) = Q(u0) and using (2.6) we obtain
(1− δ)Q(ψ)E0(ψ) > K(u(t))Q(u(t)) − 2C
opt
5 Q(u(t))
5
4K(u(t))
5
4 ,
or, equivalently,
1− δ > 5
K(u(t))Q(u(t))
K(ψ)Q(ψ)
− 10Copt5
Q(u(t))
5
4K(u(t))
5
4
K(ψ)Q(ψ)
, (2.9)
where we used that K(ψ) = 5E0(ψ) (see Remark 1.3). Now using (1.12) (with n = 5) and
that K(ψ) = 5Q(ψ) it it easy to see that
10Copt5
1
K(ψ)Q(ψ)
=
4
K(ψ)
5
4Q(ψ)
5
4
.
Thus, from (2.9),
1− δ > 5
K(u(t))Q(u(t))
K(ψ)Q(ψ)
− 4
(
K(u(t))Q(u(t))
K(ψ)Q(ψ)
) 5
4
.
Since, from (2.7) we have K(u0)Q(u0)
K(ψ)Q(ψ)
≤ 1, a simple continuity argument shows that K(u(t))Q(u(t))
K(ψ)Q(ψ)
<
δ′, for some δ′ > 0, which completes the proof of the lemma. 
3. Scattering criterion
The following result is an adapted version of Theorem 1.1 in [19]. See also [21, Lemma 3.2]
[3, Lemma 2.2] and [12, Lemma 2.5]. We will be concerned only with scattering forward in
time; in a similar fashion we may also prove the scattering backward in time.
Lemma 3.1 (Scattering criterion). Suppose that u is a radially-symmetric solution of (1.2)
satisfying
‖u‖L∞t (H1x) ≤ A. (3.1)
There exist positive constants ǫ and R, depending on A, such that if
lim inf
t→∞
∫
|x|≤R
l∑
k=1
α2k
γk
|uk(x, t)|
2 dx ≤ ǫ2, (3.2)
then u scatters forward in time.
Proof. First of all note that (72 ,
70
27 ) is an admissible pair. Hence, by Proposition 2.3 we
have that ‖Uk(t)uk0‖
L
7
2
t W
1
2
, 70
27
x (R×R5)
is finite for any k = 1, . . . , l. Thus, from the Sobolev
embedding (see for instance [1, Theorem 1.3.3])
W
1
2
, 70
27
x (R
5) →֒ L
7
2
x (R
5), (3.3)
we obtain that ‖Uk(t)uk0‖
L
7
2
tx(R×R
5)
is also finite for any k = 1, . . . , l. Consequently, for T0
large enough (depending on u0) we get
l∑
k=1
‖Uk(t)uk0‖
L
7
2
tx([T0,∞)×R
5)
< ǫ, (3.4)
where 0 < ǫ < 1 is a small constant to be chosen later. Now let χ ∈ C∞0 (R
5) be a radial
smooth function such that 0 ≤ χ ≤ 1 and
χ(x) =
{
1, |x| ≤ 12 ,
0, |x| ≥ 1.
(3.5)
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For any R > 0 we set χR(x) = χ(x/R). The parameter R will also be chosen later.
By hypothesis (3.2), there exists T > T0 such that∫ l∑
k=1
α2k
γk
χR(x)|uk(x, T )|
2 dx ≤ ǫ2. (3.6)
Also, using (1.2) and Lemma 2.5-(ii) we obtain the identity
l∑
k=1
α2k
γk
χR(x)∂t(|uk|
2) = −2Im
l∑
k=1
αkχR(x)uk∆uk,
which after integrating on R5 and using integration by parts yield
∂t
[∫ l∑
k=1
α2k
γk
χR(x)|uk|
2 dx
]
= 2Im
∫ l∑
k=1
αk∇χR(x)uk∇uk dx.
Since |∇χR(x)| ≤
C
R , the last identity and Young’s inequality give∣∣∣∣∣∂t
[∫ l∑
k=1
α2k
γk
χR(x)|uk|
2 dx
]∣∣∣∣∣ ≤ CR
∫ l∑
k=1
αk[|uk|
2 + |∇uk|
2] dx ≤
C
R
‖u‖2
H1x
≤
C
R
, (3.7)
where we have used (3.1).
Let α > 0 be small to be chosen later and define I1 := [T − ǫ
−α, T ]. Choose R sufficiently
large such that R ≥ ǫ−α−2. By using (3.7) we obtain for any t ∈ I1,∫ l∑
k=1
α2k
γk
χR(x)|uk(x, t)|
2 dx ≤
∫ l∑
k=1
α2k
γk
χR(x)|uk(x, T )|
2 dx+
∫ T
T−ǫ−α
C
R
dx
. ǫ2 +
ǫ−α
R
. ǫ2,
where we have used (3.6) and the choice of R. Hence,
‖χRu‖L∞t L2x(I1×R5) . ǫ. (3.8)
Now, by using interpolation, we get
‖uk(t)‖
L∞t L
21
8
x (I1×R5)
≤ ‖χRuk(t)‖
L∞t L
21
8
x (I1×R5)
+ ‖(1− χR)uk(t)‖
L∞t L
21
8
x (I1×R5)
≤ ‖χRuk(t)‖
17
42
L∞t L
2
x(I1×R
5)
‖uk(t)‖
25
42
L∞t L
10
3
x (I1×R5)
+ ‖(1 − χR)uk(t)‖
5
21
L∞tx(I1×R
5)
‖uk(t)‖
16
21
L∞t L
2
x(I1×R
5)
.
Note that the last term and the term with the norm L∞t L
10
3
x on the right-hand side of the last
inequality may be bounded in view of (3.1) and Sobolev’s embedding H1x(R
5) →֒ L
10
3
x (R5).
For the two remaining terms we may use (3.8) and Lemma 2.2 to obtain
‖uk(t)‖
L∞t L
21
8
x (I1×R5)
. ǫ
17
42 +R−
10
21 .
Hence for R sufficiently large (depending on ǫ) we have
‖u‖
L∞t L
21
8
x (I1×R5)
. ǫ
17
42 . (3.9)
Now, by using Duhamel’s formula (see (2.1)) we write
Uk(t− T )uk(T ) = Uk(t)uk0 + i
∫ T
0
Uk(t− s)
1
αk
fk(u)(s) ds. (3.10)
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Claim 1. ‖Uk(t− T )uk(T )‖
L
7
2
tx([T,∞)×R
5)
. ǫβ, form some 0 < β < 1.
To prove the claim let us first set I2 = [0, T − ǫ
−α] and
Fj(t) := i
∫
Ij
Uk(t− s)
1
αk
fk(u)(s) ds, j = 1, 2.
Thus, from (3.10) we can express
Uk(t− T )uk(T ) = Uk(t)uk0 + F1(t) + F2(t) (3.11)
and obtain
‖Uk(t− T )uk(T )‖
L
7
2
tx([T,∞)×R
5)
≤ ‖Uk(t)uk0‖
L
7
2
tx([T,∞)×R
5)
+ ‖F1(t)‖
L
7
2
tx([T,∞)×R
5)
+ ‖F2(t)‖
L
7
2
tx([T,∞)×R
5)
=: I0 + I1 + I2.
(3.12)
To bound I0, we use that T > T0 and (3.4), to get
I0 ≤ ‖Uk(t)uk0‖
L
7
2
tx([T0,∞)×R
5)
< ǫ. (3.13)
For I1, interpolation and the Sobolev embedding W
1
2
, 20
7
x (R5) →֒ L4x(R
5) give
I1 ≤ ‖F1‖
3
7
L6tL
3
x([T,∞)×R
5)
‖F1‖
4
7
L
8
3
t L
4
x([T,∞)×R
5)
. ‖F1‖
3
7
L6tL
3
x([T,∞)×R
5)
‖F1‖
4
7
L
8
3
t W
1
2
, 20
7
x ([T,∞)×R5)
.
Thus, since
(
8
3 ,
20
7
)
and
(
7
3 ,
70
23
)
are admissible pairs, from Proposition 2.3 we deduce
I1 . ‖fk(u)‖
3
7
L3tL
3
2
x (I1×R5)
‖fk(u)‖
4
7
L
7
4
t W
1
2
, 70
47
x (I1×R5)
(3.14)
Now, from Lemma 2.5-(i), Hölder’s inequality and (3.3), we have
‖fk(u)‖
L3tL
3
2
x (I1×R5)
. ‖u‖
L
7
2
tx(I1×R
5)
‖u‖
L21t L
21
8
x (I1×R5)
. ‖u‖
L
7
2
t W
1
2
, 70
27
x (I1×R5)
‖u‖
L21t L
21
8
x (I1×R5)
.
Also, from Lemma 2.5-(iii), (3.3) and Hölder’s inequality,
‖fk(u)‖
L
7
4
t W
1
2
, 70
47
x (I1×R5)
. ‖u‖
L
7
2
t L
7
2
x (I1×R5)
‖u‖
L
7
2
t W
1
2
,70
27
x (I1×R5)
. ‖u‖2
L
7
2
t W
1
2
, 70
27
x (I1×R5)
.
Hence, from (3.14),
I1 . ‖u‖
11
7
L
7
2
t W
1
2
, 70
27
x (I1×R5)
‖u‖
3
7
L21t L
21
8
x (I1×R5)
.
Next, since
(
7
2 ,
70
27
)
is admissible, a continuity argument (see, for instance, [19, Lemma 3.2])
gives that
‖u‖
L
7
2
t W
1
2
, 70
27
x (I1×R5)
. (1 + |I1|)
2
7 .
As a consequence, Hölder’s inequality and (3.9) yield
I1 . (1 + |I1|)
22
49 |I1|
3
147 ‖u‖
3
7
L∞t L
21
8
x (I1×R5)
. (1 + ǫ−α)
22
49
+ 3
147 ǫ
51
294
. ǫβ,
(3.15)
provided α is chosen to be small enough.
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Finally, for I2, we first use interpolation to obtain
I2 ≤ ‖F2(t)‖
1
2
L
14
5
tx ([T,∞)×R
5)
‖F2(t)‖
1
2
L
14
3
tx ([T,∞)×R
5)
. (3.16)
Next, we will bound each term in the last inequality. Recalling the definition of F2(t) and
using Duhamel’s formula we have
Uk(t− T + ǫ
−α)uk(T − ǫ
−α) = Uk(t)uk0 + F2(t),
or, equivalently,
F2(t) = Uk(t)
[
Uk(−T + ǫ
−α)uk(T − ǫ
−α)− uk0
]
.
Since
(
14
5 ,
14
5
)
is an admissible pair, the Strichartz estimates and (1.3) give
‖F2(t)‖
L
14
5
tx ([T,∞)×R
5)
.
∥∥Uk(−T + ǫ−α)uk(T − ǫ−α)− uk0∥∥L2x . ‖u0‖L2x ≤ C. (3.17)
On the other hand, by combining Lemma 2.1 with Lemma 2.5-(i), Hölder inequality and
the Sobolev embedding H1x →֒ L
5
2
x and H1x →֒ L
70
27
x , we have for all t ∈ [T,∞),
‖F2(t)‖
L
14
3
x
.
∫ T−ǫ−α
0
‖Uk(t− s)fk(u)(s)‖
L
14
3
x
ds
.
l∑
j=1
∫ T−ǫ−α
0
|t− s|−
10
7 ‖u2j (s)‖
L
14
11
x
ds
.
l∑
j=1
∫ T−ǫ−α
0
|t− s|−
10
7 ‖uj(s)‖
L
5
2
x
‖uj(s)‖
L
70
27
x
ds
.
l∑
j=1
∫ T−ǫ−α
0
|t− s|−
10
7 ‖uj(s)‖
2
H1x
ds
After using (3.1) and integrating we obtain
‖F2(t)‖
L
14
3
x
.
(
t− T + ǫ−α
)− 3
7 ,
implying that
‖F2(t)‖
L
14
3
tx ([T,∞)×R
5)
. ǫ
3
14
α. (3.18)
Putting together (3.16), (3.17) and (3.18) we get
I2 . ǫ
3α
28 . (3.19)
As a consequence of (3.12), (3.13), (3.15) and (3.19) the claim is proved.
Next we will show that Claim 1 implies the scattering. First note from Duhamel’s formula
that for k = 1, . . . , l
uk(t) = Uk(t− T )uk(T ) + i
∫ t
T
Uk(t− s)
1
αk
fk(u) ds. (3.20)
Claim 2. ‖u‖
L6tL
3
x([T,∞)×R
5) . ǫ
7β
12 .
Indeed, (3.20), interpolation, Claim 1, Strichartz and Hölder’s inequalities, and Sobolev’s
embedding give
‖uk‖L6tL3x . ‖Uk(t− T )uk(T )‖
7
12
L
7
2
tx
‖Uk(t− T )uk(T )‖
5
12
L∞t L
5
2
x
+ ‖fk(u)‖
L3tL
3
2
x
. ǫ
7β
12 ‖Uk(t− T )uk(T )‖
5
12
L∞t H
1
x
+ ‖fk(u)‖
L3tL
3
2
x
,
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where all space-time norms are on [T,∞)× R5. By using Lemma 2.5-(i), Hölder’s inequality
and (3.1) we then obtain
‖uk‖L6tL3x . ǫ
7β
12 ‖uk(T )‖
5
12
H1x
+
l∑
j=1
‖|uj |
2‖
L3tL
3
2
x
. ǫ
7β
12 + ‖u‖2
L6tL
3
x
.
By summing over k and using a continuity argument the claim is proved.
Claim 3. ‖u‖
L
12
5
t W
1,3
x ([T,∞)×R5)
is finite.
In fact, since
(
12
5 , 3
)
is admissible, Strichartz’s inequality yields
‖uk‖
L
12
5
t W
1,3
x
. ‖uk0‖H1x + ‖fk(u)‖L
12
7
t W
1, 3
2
x
,
where again all space-time norms are on [T,∞)×R5. In view of Lemma 2.5-(iii) and Hölder’s
inequality we then deduce
‖uk‖
L
12
5
t W
1,3
x
. ‖uk0‖H1x + ‖u‖L6tL3x‖u‖L
12
5
t W
1,3
x
. (3.21)
Since, from Claim 2, ‖u‖
L6tL
3
x
is sufficiently small (by choosing ǫ small) another continuity
argument gives the desired.
With Claims 1, 2 and 3 in hand we are able to prove the scattering. Indeed, since (∞, 2)
is admissible, a similar argument as in Claim 3 shows that the integral∫ +∞
T
Uk(−s)
1
αk
fk(u) ds,
converges in H1(R5), for k = 1, . . . , l. Thus we may define
u+k := Uk(−T )uk(T ) + i
∫ +∞
T
Uk(−s)
1
αk
fk(u) ds,
which in turn belongs to H1x(R
5). A straightforward calculation gives, for k = 1, . . . , l and
t ≥ T
uk(t)− Uk(t)u
+
k = i
∫ ∞
t
Uk(t− s)
1
αk
fk(u(s)) ds.
Hence, using that (∞, 2) is admissible, as in (3.21) we obtain
‖u(t) − Uk(t)u
+
k ‖H1x(R5) . ‖u‖L6tL3x‖u‖L
12
5
t W
1,3
x
,
where the space-time norms are over [t,+∞) × R5. Taking the limit as t → +∞ in last
inequality, the right-hand side goes to zero in view of Claims 2 and 3. This finishes the
proof. 
4. Proof of the main result
This section is devoted to prove Theorem 1.4. The main ingredient is a virial/Morawetz-
type estimate. To prove it we first state some useful lemmas based on the ground state
solutions. Throughout the section we assume the assumptions in Theorem 1.4 and let χR be
the radial cut-off function introduced in Section 3.
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4.1. Coercivity lemmas. Here we will prove two coercivity lemmas.
Lemma 4.1 (Coercivity II). Suppose Q(v)K(v) < (1 − δ)Q(ψ)K(ψ). Then, there exists
δ′ > 0, depending on δ, so that
K(v)−
5
2
Re
∫
F (v) dx ≥ δ′
∫ l∑
k=1
|vk|
3 dx.
Proof. Using (1.6) we write
K(v)−
5
2
Re
∫
F (v) dx =
5
4
E0(v)−
1
4
K(ψ). (4.1)
Since K(ψ) = 5Q(ψ) (see Remark 1.3), the best constant (1.12) can be expressed as
Copt5 =
2
5
1
Q(ψ)
1
4K(ψ)
1
4
. (4.2)
The last identity combined with the Gagliardo-Nirenberg inequality (1.11) then yields
E0(v) ≥ K(v) − 2C
opt
5 Q(v)
1
4K(v)
5
4
≥ K(v)
[
1− 2Copt5 Q(v)
1
4K(v)
1
4
]
> K(v)
[
1− 2Copt5 (1− δ)
1
4Q(ψ)
1
4K(ψ)
1
4
]
= K(v)
[
1−
4
5
(1− δ)
1
4
]
,
with 1− 45 (1− δ)
1
4 > 0. Thus, from (4.1) we obtain
K(v) −
5
2
Re
∫
F (v) dx ≥
5
4
[
1−
4
5
(1− δ)
1
4
]
K(v)−
1
4
K(v) =
[
1− (1− δ)
1
4
]
K(v), (4.3)
where 1− (1− δ)
1
4 > 0.
On the other hand, the standard Gagliardo-Nirenberg inequality and (4.2) imply∫ l∑
k=1
|vk|
3 dx ≤ CQ(v)
1
4K(v)
5
4 < C(1− δ)
1
4
[
Q(ψ)
1
4K(ψ)
1
4
]
K(v)
=
2
5
C
Copt5
(1− δ)
1
4K(v).
This combined with (4.3) gives the desired with δ′ = δ′(δ) =
5Copt
5
2C
[
1−(1−δ)
1
4
]
(1−δ)
1
4
> 0. Thus, the
proof of the lemma is completed. 
Remark 4.2. Under the assumptions of Theorem 1.4, an application of Lemma 2.6 yields we
may choose δ > 0 such that supt∈RQ(u0)K(u(t)) < (1− 2δ)Q(ψ)K(ψ).
Lemma 4.3 (Coercivity on balls). Let δ > 0 be as in Remark 4.2. Then, there exists R =
R(δ,Q(u),ψ) > 0 sufficiently large such that
sup
t∈R
Q(χRu(t))K(χRu(t)) < (1− δ)Q(ψ)K(ψ).
In particular, by Lemma 4.1, there exists δ′ = δ′(δ) > 0 so that
K(χRu(t))−
5
2
Re
∫
F (χRu(t)) dx ≥ δ
′
∫ l∑
k=1
|χRuk(t)|
3 dx,
uniformly for t ∈ R.
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Proof. First we observe that integrating by parts and using that χR has compact support, we
obtain ∫
χ2R|∇uk|
2 dx =
∫
|∇(χRuk)|
2 dx+
∫
χR∆(χR)|uk|
2 dx. (4.4)
Multiplying by γk and summing over k we have
∫
χ2R
l∑
k=1
γk|∇uk|
2 dx = K(χRu) +
∫
χR∆(χR)
l∑
k=1
γk|uk|
2 dx. (4.5)
But since |∆χR(x)| ≤
C
R2
, we infer
K(χRu) =
∫
χ2R
l∑
k=1
γk|∇uk|
2 dx−
∫
χR∆(χR)
l∑
k=1
γk|uk|
2 dx
≤ K(u) +
C
R2
Q(u0).
(4.6)
Thus by noting that Q(χRu(t)) ≤ Q(u(t)) = Q(u0), from (4.6) and Remark 4.2 we have
Q(χRu(t))K(χRu(t)) ≤ Q(u0)K(χRu(t))
≤ Q(u0)
[
K(u(t)) +
C
R2
Q(u0)
]
≤ Q(u0)K(u(t)) +
C
R2
Q(u0)
2
< (1− 2δ)Q(ψ)K(ψ) +
C
R2
Q(u0)
2.
Choosing R sufficiently large such that C
R2
Q(u0)
2 < δQ(ψ)K(ψ), we obtain
sup
t∈R
Q(χRu(t))K(χRu(t)) < (1− δ)Q(ψ)K(ψ).
The result is thus established. 
4.2. A Morawetz estimate. Next we will prove a Morawetz estimate adapted to system
(1.2). First we recall the following.
Lemma 4.4 (Morawetz identity). Assume u0 ∈ H1x and let u be the corresponding solution
of (1.2). Assume ϕ ∈ C∞(R5) and define
M(t) =
l∑
k=1
αkIm
∫
∇ϕ · ∇ukuk dx.
Then,
M ′(t) = 2
∑
1≤m,j≤5
Re
∫
∂2ϕ
∂xm∂xj
[
l∑
k=1
γk∂xjuk∂xmuk
]
dx
−
1
2
∫
∆2ϕ
(
l∑
k=1
γk|uk|
2
)
dx− Re
∫
∆ϕF (u) dx.
(4.7)
Proof. See Theorem 5.7 in [16]. 
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Corollary 4.5. Under the assumptions of Lemma 4.4, if ϕ(x) = Φ(|x|) and u0 are radially
symmetric functions, we can write (4.7) as
M ′(t) = 2
∫
Φ′′
(
l∑
k=1
γk|∇uk|
2
)
dx−
1
2
∫
∆2ϕ
(
l∑
k=1
γk|uk|
2
)
dx
− Re
∫
∆ϕF (u) dx,
(4.8)
where the prime represents the derivative with respect to r = |x|.
Proof. See Corollary 5.8 in [16]. 
Next, we will choose an appropriate localized function. Following the strategy in [3], for
R≫ 1 to be chosen later let us introduce a radial function a(x) satisfying
a(x) =
{
|x|2, |x| ≤ R,
3R|x|, |x| ≥ 2R,
(4.9)
In the intermediate region R < |x| ≤ 2R, we assume that
a′ ≥ 0, a′′ ≥ 0 and |∂αa| . R|x|−|α|+1, |α| ≥ 1, (4.10)
where (with abuse of notation) if r = |x| then a′(r) = ∂ra := ∇a ·
x
r . Note that
∂xja = a
′(r)
xj
r
and
∂2a
∂xj∂xm
= a′′(r)
xj
r
xm
r
+ a′(r)
(
δjm
r
−
xjxm
r3
)
.
In particular, |∇a| . R. Under this conditions we have the following:
i) For |x| ≤ R, we have a(x) = r2. Thus,
a′′ = 2, ∆a = 10 and ∆2a = 0. (4.11)
ii) If |x| > 2R, we have a(x) = 3Rr. So,
a′′ = 0, ∆a =
12R
r
and ∆2a = −
24R
r3
. (4.12)
Proposition 4.6 (Virial/Morawetz estimate). Let T > 0 be given. For R = R(δ,Q(u0),ψ)
sufficiently large we have
1
T
∫ T
0
∫
|x|≤R
l∑
k=1
|uk(t)|
3dt ≤ C(u, δ)
(
R
T
+
1
R2
)
. (4.13)
Proof. Let R = R(δ,Q(u0),ψ) be as in Lemma 4.3 and consider M as in Lemma 4.4 with ϕ
replaced by the function a defined above. Using the Cauchy-Schwarz inequality, we have
|M(t)| ≤
l∑
k=1
αk
∫
|∇uk||uk||∇a| dx ≤ CR‖u‖
2
H1x
.
Hence, the uniform bound for u in (3.1) implies
sup
t∈R
|M(t)| . R. (4.14)
Next we estimate M ′(t). Let us decompose (4.8) as the sum R1 + R2 + R3, where R1,
R2, and R3 mean that the integrals are taken on {x : |x| ≤ R}, {x : R < |x| ≤ 2R} and
{x : |x| > 2R}, respectively. Thus, from (4.11) we obtain
R1 = 4
[∫
|x|≤R
l∑
k=1
γk|∇uk|
2 dx−
5
2
∫
|x|≤R
ReF (u) dx
]
. (4.15)
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Also, taking into account (4.10), for R2 we have
R2 ≥ 2
∫
R<|x|≤2R
a′′
(
l∑
k=1
γk|∇uk|
2
)
dx− C
∫
R<|x|≤2R
R
|x|3
(
l∑
k=1
γk|uk|
2
)
dx
− C
∫
R<|x|≤2R
R
|x|
|ReF (u) | dx
≥ −
C
R2
Q(u)−C
∫
R<|x|≤2R
R
|x|
|ReF (u) | dx,
(4.16)
where we have discard the first term, since a′′ ≥ 0.
Finally, using (4.12) we obtain
R3 = 12
∫
|x|>2R
R
|x|3
(
l∑
k=1
γk|uk|
2
)
dx− 12
∫
|x|>2R
ReF (u) dx
≥ −12
∫
|x|>2R
|ReF (u) | dx,
(4.17)
where we have eliminated the non-negative term.
Putting together (4.15)-(4.17) we obtain
M ′(t) ≥ R1 −
C
R2
Q(u)− C
∫
R<|x|≤2R
R
|x|
|ReF (u) | dx− 12
∫
|x|>2R
|ReF (u) | dx
≥ R1 −
C
R2
Q(u)− C
∫
|x|>R/2
|ReF (u) | dx.
(4.18)
Now observe that
R1 ≥ 4
[∫
|x|≤R
l∑
k=1
χ2Rγk|∇uk|
2 dx−
5
2
∫
|x|≤R
ReF (u) dx
]
≥ 4
[∫
|x|≤R
l∑
k=1
χ2Rγk|∇uk|
2 dx−
5
2
∫
|x|≤R
χ3RReF (u) dx
]
− 10
∫
|x|≤R
|χ3R − 1||ReF (u) | dx
Thus, using (4.5) and Lemma 4.3 we obtain
R1 ≥ 4
[
K(χRu)−
5
2
Re
∫
F (χRu(t)) dx
]
+ 4
∫
χR∆(χR)
l∑
k=1
γk|uk|
2 dx
− 10
∫
|x|≤R
|χ3R − 1||ReF (u) | dx
≥ δ′
∫ l∑
k=1
|χRuk(t)|
3 dx−
C
R2
Q(u)− 10
∫
|x|≤R
|χ3R − 1||ReF (u) | dx.
Since χR ≡ 1 if |x| ≤
R
2 , for the last term in the above inequality we have
−10
∫
|x|≤R
|χ3R − 1||ReF (u) | dx = −10
∫
R/2<|x|≤R
|χ3R − 1||ReF (u) | dx
≥ −20
∫
|x|>R/2
|ReF (u) | dx.
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Hence,
R1 ≥ δ
′
∫ l∑
k=1
|χRuk|
3 dx−
C
R2
Q(u)− 20
∫
|x|>R/2
|ReF (u) | dx. (4.19)
Using (4.18) and (4.19) we conclude
δ′
∫ l∑
k=1
|χRuk(t)|
3 dx ≤M ′(t) +
C
R2
Q(u) + C
∫
|x|>R/2
|ReF (u) | dx. (4.20)
From Lemma 2.5-(i), (2.3) and (3.1) we have
C
∫
|x|>R/2
|ReF (u) | dx ≤ C
l∑
k=1
‖uk‖
3
L3x(|x|≥R/2)
≤ C
l∑
k=1
R−2‖uk‖
5
2
L2x(|x|≥R/2)
‖∇uk‖
1
2
L2x(|x|≥R/2)
≤
C
R2
Q(u0)
5
2‖u‖
1
2
L∞t (H
1
x)
≤ C(u)
1
R2
.
Therefore, (4.20) becomes
δ′
∫ l∑
k=1
|χRuk(t)|
3 dx ≤M ′(t) + C(u)
1
R2
.
Integrating on [0, T ], using the fundamental theorem of calculus and (4.14) we get∫ T
0
δ′
∫ l∑
k=1
|χRuk|
3 dxdt ≤M(T )−M(0) + C(u)
T
R2
≤ C(u)
[
R+
T
R2
]
.
This implies that
1
T
∫ T
0
∫
|x|≤R
l∑
k=1
|uk(t)|
3 dxdt ≤
C(u)
δ′
[
R
T
+
1
R2
]
.
Hence, (4.13) follows by recalling that δ′ depends on δ. 
4.3. Proof of Theorem 1.4. Here we will conclude the proof of our main result. The last
ingredient is the following energy evacuation result.
Proposition 4.7 (Energy evacuation). There exist sequences of real numbers tm → +∞ and
Rm → +∞ such that
lim
m→∞
∫
|x|≤Rm
l∑
k=1
|uk(x, tm)|
3 dx = 0.
Proof. We may assume u0 6= 0, otherwise the result is trivial. Taking Tm →∞ and Rm = T
1
3
m
in Proposition 4.6 we have
1
Tm
∫ Tm
0
∫
|x|≤Rm
l∑
k=1
|uk(x, t)|
3 dxdt ≤ CT
− 2
3
m → 0, as m→∞. (4.21)
Next, define the function H(t) :=
∫ t
0
∫
|x|≤Rm
∑l
k=1 |uk(x, τ)|
3 dxdτ . Since u is a global
solution, by the Gagliardo-Nirenberg inequality we have that H(t) is well defined. For m
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fixed we have that H is a continuous function on [0, Tm] and differentiable on (0, Tm). Then,
by the mean value theorem there exists tm ∈ (0, Tm) such that
H′(tm) =
H(Tm)−H(0)
Tm
=
1
Tm
∫ Tm
0
∫
|x|≤Rm
l∑
k=1
|uk(x, τ)|
3 dxdτ. (4.22)
Combining (4.21) with (4.22) we get∫
|x|≤Rm
l∑
k=1
|uk(x, tm)|
3 dx = H′(tm)→ 0, as m→∞,
which is the desired. Note that tm →∞ because otherwise, if there is at least one accumulation
point, then at this point u must vanishes almost everywhere in R5. Thus in view of (1.5) we
obtain u0 = 0, which is a contradiction. 
We are finally in a position to prove Theorem 1.4.
Proof of Theorem 1.4. By Theorem A, we already know that u is globally defined and uni-
formly bounded in H1x. Fix ǫ > 0 and R as in Lemma 3.1. Next, from Proposition 4.7 we
take tm →∞ and Rm →∞ such that
lim
m→∞
∫
|x|≤Rm
l∑
k=1
|uk(x, tm)|
3 dx = 0. (4.23)
Thus, choosing m large enough and Rm ≥ R we have from Hölder’s inequality that(∫
|x|≤R
l∑
k=1
α2k
γk
|uk(x, tm)|
2 dx
) 1
2
≤ C
l∑
k=1
(∫
|x|≤R
|uk(x, tm)|
2 dx
) 1
2
≤ C
l∑
k=1
(∫
|x|≤R
1 dx
) 1
6 l∑
k=1
(∫
|x|≤R
|uk(x, tm)|
3 dx
) 1
3
≤ CR
5
6
(∫
|x|≤Rm
l∑
k=1
|uk(x, tm)|
3 dx
) 1
3
.
By sending m→ ∞ and using (4.23) we conclude that (3.2) holds. Hence, an application of
Lemma 3.1 completes the proof. 
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