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Capítulo 1 
Introdução 
1.1 Processos estocásticos em biomedicina 
A presente dissertação, como já indicado no próprio título , versa sobre 
exemplos de aplicações da teoria dos processos estocásticos a problemas ori-
undos de biologia e medicina. É inegável o imenso auxílio que a matemática 
prestou e vem prestando no desenvolvimento de conhecimentos de diversas 
áreas de pesquisa ao longo da história da ciência. Em particular, numa 
estreita relação simbiótica com a física, modelos matemáticos realizaram 
grandes proezas ao descrever e predizer satisfatoriamente diversos fenômenos , 
fazendo até mesmo com que a matemática fosse valorizada a um nível de lin-
guagem própria da natureza, principalmente no início do século passado com 
as grandes revoluções da física teórica. 
Em grande parte inspirados por t al sucesso, muitos matemáticos têm se 
voltado para estudar e tentar descrever os fenômenos biológicos. A biolo-
gia matemática, que podemos dizer ser uma ciência relativamente nova, é 
hoje em dia um dos ramos de aplicação da matemática que mais cresce, e 
que tem ganho cada vez mais respeito e adeptos. Principalmente a partir 
da metade do último século, vários problemas de áreas biomédicas têm sido 
cada vez mais atacados com o auxílio sistemático da matemática. Geral-
mente, os pesquisadores experimentais das áreas biomédicas reportam um 
grande número de resultados e dados empíricos. A matemática entra para 
tentar fazer uma costura de tais resultados, de maneira a sintetizá-los numa 
teoria unificadora. Como aplicações em outras áreas , os modelos são mais 
elegantes quando não só podem descrever resultados já conhecidos, como 
também são capazes de predizer resultados futuros. Embora ainda seja uma 
área de garimpo e muitos modelos estão ainda num estágio de primeira aprox-
imação, a biologia matemática já mostra importantes utilidades de aplicações 
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reais no entendimento dos processos biológicos, e inclusive alguns prêmios No-
bel já foram distribuídos a fisiologistas que utilizaram matemática nas suas 
pesquisas. 
Hoje em dia, tem se percebido cada vez mais que a modelagem estocástica 
de problemas oriundos das diversas áreas de pesquisa é capaz de produzir 
certas respostas, descrições e especificações que uma teoria determinística 
não poderia fazer. Os processos estoc<isticos levam em conta a incerteza e o 
caráter aleatório muitas vezes inerentes ao próprio fenômeno. Os problemas 
em biologia podem ser muito complexos; geralmente, a maioria dos resultados 
que se obtém é oriunda de interações de muitas variáveis que, na prática, 
são muito difíceis - ou mesmo impossíveis por princípio - de serem isoladas 
e controladas na maioria dos experimentos. É muito comum ouvirmos o 
termo "variabilidade biológica" para justificar o grande espectro considerado 
da normalidade às vezes existente num certo fenômeno biológico. Uma vez 
que a biologia apresenta tal característica, fica evidente que uma abordagem 
estocástica se torna necessária e mais adequada para muitos problemas. Em 
muitos casos, os resultados para as médias são equivalentes aos resultados de 
uma abordagem determinística, o que não chega a ser surpreendente, uma 
vez que as próprias modelagens estocásticas são muitas vezes inspiradas nos 
modelos determinísticos prévios, mas com a vantagem de poderem acontar 
com a variabilidade vista na experiência. 
A presente dissertação está voltada para mostrar ao leitor uma série 
de exemplos de aplicações da teoria dos processos estocásticos a áreas de 
pesquisa em biomedicina. Interessant emente, muitos problemas biológicos 
fizeram com que novos processos estocásticos fossem pensados e criados para 
poderem ser resolvidos. Isto é, assim como problemas na física inspiram 
pesquisas em matemática, o mesmo parece estar acontecendo com a biologia, 
e na área de processos estocásticos tal fato não é diferente. Ainda assim, 
ficará claro que muitos problemas estão em abertos e acredito que a própria 
leitura da dissertação irá estimular novas formulações de problemas a serem 
atacados, uma vez que, mesmo com grandes avanços feitos na teoria dos pro-
cessos estocásticos, há muitos problemas que ainda não apresentam descrição 
satisfatória em termos matemáticos. 
Por fim , relembro que a matemática tem que concordar com a biologia, 
e não o contrário. Muitas vezes a matemática empregada é muito simples 
com um grau mínimo de sofistificação; entretanto, acredito que a pesquisa 
em biologia matemática não deva ser julgada pelo padrão da matemática 
envolvida, e sim na capacidade dos modelos predizerem a realidade. 
1.2 Estrutura da dissertação 
A presente dissertação constitui uma revisão da literatura que visou com-
pilar uma série de exemplos de aplicações de processos estocásticos à biomedi-
cina. Eles foram agrupados em quatro maiores capítulos de acordo com a 
área biomédica a qual se referem. Neste sentido, não há relação linear entre 
a disposição dos capítulos e o nível de complexidade da matemática sendo 
utilizada. 
O leitor reparará que , em muitos momentos durante uma passagem a 
outra da teoria sendo apresentada, uma gama de detalhes matemáticos será 
exposta, uma vez que , em se tratando de uma dissertação de mestrado, torna-
se necessário expor tais tipos de conhecimentos técnicos. Muitas vezes, as 
provas de alguns resultados utilizados, específicos do modelo em questão ou 
mesmo gerais da teoria dos processos estocásticos, poderão ser encontradas 
no capítulo de Apêndice , ao final desta dissertação, e o leitor será referido 
a ele quando for o caso. Por outro lado, em outras muitas passagens, será 
apenas indicada a referência onde se pode achar os detalhes técnicos para as 
mesmas, visto que muitas vezes se tratam de demonstrações mais elaboradas 
e compridas cuja exposição aqui estaria fora do contexto e quebraria em 
demasiado o fluxo da teoria sendo apresentada. Há outras passagens que 
também não são mostradas por motivos de manutenção do fluxo de leitura, 
mas que não constituem dificuldades maiores para o leitor verificar; entre 
elas , se incluem, por exemplo, manipulações algébricas simples, cálculo de 
integrais, obtenção de soluções de equações diferenciais ordinárias, utilização 
de algumas transformada de Laplace e cálculo de algumas funções de Green. 
Os conceitos relacionados às áreas biomédicas estudadas aqui são simples, 
a maioria dos exemplos são primeiras abordagens a uma determinada teoria, 
de maneira que o conhecimento de biologia necessário para o entendimento 
da presente dissertação é mínimo, e, muito provavelmente, já intuitivos da 
vivência do leitor. A única exceção constitui o capítulo 5, que apresenta 
abordagens estocásticas de problemas oriundos da neurobiologia, e onde é 
necessário um pouco de conhecimentos básicos de neurofisiologia. Para tanto , 
o leitor encontrará na primeira seção desse capítulo uma breve revisão dos 
principais conceitos e conhecimentos biológicos a serem utilizados , que está 
longe de servir como fonte de referência primária para tal , mas acredito que 
deva ajudar no entendimento dos modelos. Além disso, algum conhecimento 
de física e físico-química também ajudará na compreensão do capítulo 5, 
principalmente noções de circuitos elétricos. De matemática, acredito que 
apenas um primeiro curso de probabilidade e de processos estocásticos já 
devam ser suficientes para o entendimento da grande maioria dos exemplos. 
Conhecimentos de teoria da medida e de equações diferenciais estocásticas 
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ajudam, embora não sejam vitais para a presente dissertação. 
Por fim , ao final das referências bibliográficas, o leitor reparará que a 
dissertação possui ainda um capítulo extra denominado de "Anexo" . Tal 
capítulo em nada tem a ver com processos estocásticos; ele é, na realidade, 
uma demonstração em forma de art igo de um teorema de análise real que 
elaborei durante o p eríodo do curso de mest rado, e deixo-o aqui na presente 
dissertação para simples registro. 
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Capítulo 2 
Radio biologia 
No desenvolvimento de uma teoria matemática para descrever os fenômenos 
radiobiológicos, geralmente são considerados dois problemas separados, em-
bora relacionados entre si. O primeiro problema está relacionado com de-
terminar a probabilidade da ocorrência de uma radiação ionizante efetiva no 
alvo desejado (chamado na literatura também de volume sensível ou massa) 
de um determinado organismo vivo. Esta probabilidade depende da geome-
tria do alvo e da absorção dos quanta de radiação. O segundo problema está 
voltado com a determinação da probabilidade com que um dano inicial ao 
sistema irá causar um certo efeito, como, por exemplo, a morte do organismo. 
Este segundo problema irá ser considerado a seguir através da exposição de 
dois modelos estocásticos clássicos, um de tempo discreto e outro de tempo 
contínuo. Mostraremos também um resultado recente publicado por Hanin 
que foca numa utilização mais prática da teoria desenvolvida considerando 
uma aplicação à radioterapia [1]. 
2.1 Modelando o dano biológico após radiação 
2.1.1 O modelo de Reid e Landau 
Vamos considerar um passeio aleatório (random-walk) simples como de-
screvendo a transmissão de um dano por radiação através de um sistema 
biológico. Por um sistema biológico entenda um organismo, podendo ser, 
por exemplo, uma bactéria ou uma célula tumoral (de interesse em radioter-
apia). O modelo foi originalmente proposto por Reid e Landau em 1951 [2], e 
eles consideraram o mecanismo responsável pela transmissão do dano como 
sendo descrito da seguinte forma: no organismo cosiderado está presente 
uma molécula de controle (ou um grupo de moléculas) na qual uma cadeia 
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de macromoléculas está conectada. Esta molécula de controle pode ser con-
siderada como o alvo da radiação. Após um dano inicial a esta molécula, 
podemos ter transmissão do dano ao resto do sistema por uma cadeia de 
despolimerização das macromoléculas conectadas à molécula controle. Há 
chance de recuperação das despolimerizações em nível intermediário; entre-
tanto, se acontecer a despolimerização completa das macromoléculas, temos 
que este dano é observável e é definitivo ao organismo. 
O modelo matemático considerado é uma cadeia de Markov a tempo 
discreto e espaço de estados finito , com n + 1 estados: O, 1, ... , n. O sistema 
pode ser considerado como estando no estado O primariamente (isto é, com 
todas as macromoléculas intactas) e, após uma exposição, o sistema passa ao 
estado 1. As transições 1 ---+ 2 ---+ • · • - • n - 1 ---+ n representam a transmissão 
do dano após a radiação (aumentado o grau de despolimerização) , e o estado 
n representa o dano definitivo , observável. Os estados n e O são considerados 
absorventes, ou seja, ou o dano é completo, ou há cura do organismo em 
questão, e a matriz do processo é dada por 
1 o o o o o 
ql ri P1 o o o 
P = o q2 r2 P2 o o (2.1) 
o o o o rn-l Pn-l 
o o o o o 1 
onde ri é portanto a probabilidade condicional de , estando no estado i , per-
manecer em i , Pi é probabilidade condicional de mover para o estado i+ 1 
(ou seja, haver amplificação do dano) , e qi é a probabilidade condicional do 
processo mover para i - 1 (de ir em direção à cura). Landau e Reid pos-
tularam que estas probabilidades de transição que descrevem este processo 
estocástico são funções do número de estados n , e sugeriram usar ri = O, 
Pi = i/n, qi = 1 - i/n. Vemos então que a probabilidade de haver um 
dano observável aumenta com o grau de despolimerização1 , tratando-se por-
tanto de um passeio aleatório assimétrico com três classes de estado ( {O}, 
{1 , ... , n - 1}, {n}) , por exemplo, para n = 4, temos que (2.1) fica: 
P = 
1 o 
3/4 o 
o 1/2 
o o 
o o 
o o o 
1/4 o o 
o 1/2 o 
1/4 o 3/4 
o o 1 
(2.2) 
1 Há uma certa analogia aqui com uma disputa de queda de braço, isto é, quanto mais 
próximo da mesa, maior a chance de chegar até ela. 
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Começando no estado 1, estamos portanto interessados em calcular as 
probabilidades de cura e de dano observável, denotados por Q0 e Qn , respec-
tivamente. Uma vez que Q0 + Qn = 1 (ver Apêndice) , basta encontrar uma 
destas probabilidades. Seja Pi a probabilidade de absorção no estado n dado 
que o sistema estava originalmente no estado i , i = 1, 2, ... , n- 1. Então, 
temos que Pi deve satisfazer a seguinte equação de diferença: 
Pi = Pipi+1 + qiPi-1 = ~ P i+1 + ( 1 - ~) Pi- 1, (2.3) 
com as condições de fronteira 
Po =O e Pn = 1. (2.4) 
Se nós definirmos Pn+1 = 1, temos que a relação (2.3) é válida para todo 
i 2 1, pois, de fato , note daí que por (2.3) 
1 qi n (n ) n P i+1 = -Pi - -Pi-1 = --:Pi - --:- 1 Pi- 1 = --:(Pi - P i-1) + Pi-1 , (2.5) 
Pi Pi z z z 
logo Pn = Pn+1 = 1, e, usando (2.5) 
n 
Pn+2 = --(Pn-1-1- Pn) + Pn = 1 
n+1 
n 
Pn+3 = --(Pn-1-2 - Pn+1) + Pn+1 = 1 
n+2 
n 
Pn+4 = --(Pn+3 - Pn+2) + Pn+2 = 1, etc. 
n+3 
Agora, reescrevendo (2.3) como 
pi = ( i+ 1) pi+1- ~pi+1 + ( 1- i - 1) pi- 1- ~pi- 1 , 
n n \ n n 
(2.6) 
e chamando de F( s) a função geradora de Pi , no sentido que F( s) = 2.:~0 si Pi , 
nós obtemos 
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00 
. 1 00 ( 1) 00 00 . 'l i-1 i-1 i+1 'l i+1 
= L - 3 Pi --L 8 Pi + 1 - - L 8 Pi - L - 3 Pi. 
i=O n n i=O n i=O i=O n 
Agora, como F'(8) = 2.:~1 i8i-1 Pi , substituindo em (2.7) , temos: 
ou 
Daí 
F(8) = F'(8) - F(8) + (' 1- ~) F(8)8- F'(8)82' 
n 8n , n n 
F'(8) (82- 1) + F(8) ( n + ~- (n - 1) 8) =O. 
F'(8) 1 1 n - 1 
-- = -+--+--F(8) 8 1-8 1+8. 
(2.7) 
(2.8) 
Substituindo, é fácil ver que a solução da EDO obtida em (2.8) é dada por 
F(8) = C8(1 + 8)n-1 
1-8 
Então, a partir desta expressão, e lembrando de como F( 8) é definida, temos 
que o coeficiente P1 de 8 1 , P2 de 8 2 e P3 de 8 3 são dado por 
P = c((n - 1) 
1 o ' 
' 
p. = C (n -1 \) C (n -1) 
2 1 ) + o ' 
p. = C ( n - 1) C (r n - 1) C ( n - 1) 3 2 + 1 + o ' 
' 
e, mais geralmente, podemos ver que os coeficientes Pi , para 1 ~ i ~ n , são 
dados por 
P,~c~(n~l) (2.10) 
Agora, utilizando as condições de fronteira, nós temos que 
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Assim, usando (2.11) em (2.10) , temos 
1 ~i~ n. (2.12) 
Agora, nós assumimos que o processo começa no estado 1, e temos então que 
(2.13) 
E uma vez que Q0 + Qn = 1, nós temos que 
Qo = 1 - Qn = 1 - 21-n. (2.14) 
No caso particular do nosso exemplo dado em (2.2) , temos então que 
a probabilidade de cura é de 7/8. Agora, de um modo mais geral, em se 
tratando de uma população de N organismos (por exemplo, de células tu-
morais) , considerados estatisticamente independentes uns dos outros, e deno-
tando por S(n0 ) a probabilidade de sobrevivência de O ~ n0 ~ N organismos 
após irradiação, temos então que S(n0 ) apresenta um distribuição binomial 
dada por 
S(no) r-v B(no; N , Qo) = (~) Q~o(l- Qo)N-no. (2.15) 
Enquanto que a sobrevivência de até n0 organismos é dada por L,]~o S(j). 
Por fim, observe que , como os estados observáveis são os de dano e de cura, 
através da realização de exprimentos é em tese possível obter uma boa aprox-
imação para Q0 , o que, a partir da fórmula (2.14) , determinaria o número n 
de estados do processo. 
2.1.2 O modelo de Opato~v-ski 
Opatowski desenvolveu um modelo de tempo contínuo para a modelagem 
do dano após radiação usando uma cadeia de nascimento e morte [3]- [5].2 
Considere um determinado microorganismo que pode se apresentar em n + 1 
estados, digamos O, 1, ... , n. Análogo ao caso anterior, o estado O representa 
o organismo vivo em condições normais , e o estado n representa o organismo 
morto. Iremos estudar o caso de N organismos, mas , antes disso, como já 
mencionado, nós iremos assumir que o processo estocástico a tempo contínuo 
Y(t) , que denota o estado no qual o organismo em questão se encontra no 
2 Para uma breve revisão dos processos de nascimento e morte , ver capítulo de Apêndice 
página 161. 
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tempo t (espaço de estados dado por {0, 1, ... , n}) , é do tipo nascimento e 
morte, com taxa de transição do estado i - 1 para o estado i dada por N di 
(transições de dano) e de i + 1 para i (transições de recuperação) dada por 
Nri , isto é, 
P(Y(t + dt) = i iY(t) =i- 1) = Ndidt + o(dt) , 
P(Y(t + dt) = i iY(t) =i+ 1) = Nridt + o(dt) , (2.16) 
enquanto que saltos maiores do que o de um estado no período dt tem prob-
abilidade o(dt) , onde o(dt) é tal que limdt---+O o~t) =O. Em termos do gerador 
infinitesimal deste processo, denotado por A y , temos 
- Nd1 Nd1 O 
Nro - N(ro + d2) Nd2 
Áy= 
o o o 
o o o 
o 
o 
o 
o 
o 
o 
- Nrn- l 
(2.17) 
Agora, voltando a um grupo de N microorganismos, seja N Xi(t) o número 
de microorganismos no i-ésimo estado no tempo t , ou seja, um processo es-
tocástico a tempo contínuo com espaço de estados finito dado por {0 , 1, ... , N}. 
Então (ver Apêndice) , 
(2.18) 
Nós assumimos que di = ÀiXi- l , aonde Ài denota a intensidade de dano 
do microorganismo do estado i -1 para o estado i , e também assumimos que 
ri = P,iXi+1 , onde P,i denota a intensidade de recuperação do microorganismo 
do estado i+ 1 para o estado i. Então, podemos reescrever (2.18) como 
(2.19) 
O sistema de equações em (2.19) deve ser resolvido levando em conta as 
condições iniciais 
xi (o) = { 1, 1: = o , 
O, 1. = 1, 2, ... , n (2.20) 
ou seja, no tempo O os N microorganismos se encontram no estado O. No 
presente caso, estamos assumindo que Ài e P,i são constantes não negativas. 
No caso mais geral, poderíamos colocar Ài = f( i , t) e P,i = g(i , t) , aonde f 
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e g são funções arbritárias do estado i e do tempo t. Consideramos ainda 
como válidas as relações 
di > O À i > O i = 1, 2, ... , n 
r i 2 O P,i 2 O i = O, 1, ... , n - 2 . (2.21) 
Tn-l = P,n- l =O 
A última relação em (2.21) mostra que o estado n é absorvente e que a 
recuperação do organismo é impossível uma vez que este estado é alcançado. 
Definimos também 
dn+l = Àn+l = Tn == P,n =do = Ào =O. 
Para resolver o sistema (2.19), vamos utilizar a transformada de Laplace 
.C{Xi(t)} = xi(s). Usando (2.20) e (2.21), obtemos3 
{ 
dXi ( t) } { . } 
.C dt = .C ÀiX i- l - (.\i+l + Mi- l)Xi + P,iXi+1 ::::} 
sxi- Xi(O) = Àixi-l- ()1i+1 + Mi- I) xi + !J,iXi+ I ::::} 
(s + 2lo)xo- P,o XI = 1 
i= 1, ... , n (2.22) 
Aonde nós definimos l i = (.\i+1 + P,i- 1)/2, ou seja, li é a média artimética 
das intensidades de transições de dano e recuperação a partir do estado i. 
Escrevendo (2.22) em forma matricial , nós temos, usando (2.20) , 
3Lembre que L{f(t)} = f000 e-stf(t)dt = -( 1 /s)e-st f(t) l~ + (1/s) f000 e-stf'(t)dt, ou 
seja, L:{f'(t)} = sL{f(t)} - f(O) . 
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ou 
T x==b, (2.24) 
com T , x e b obviamente definidos. Chamamos de D(O, n) o determinante 
da matriz T , e considerando Di , i = O, .. . , n , o determinante da matriz que 
resulta de substituir a i-ésima coluna da matriz T pelo vetor b, isto é 
(s + 210 ) - P,o o 1 o o o 
- Àl (s+2II) - p,l o o o o 
Di= 
o o o o 
- Àn- l (s + 2In- l) - P,n- l 
o o o o o - Àn (s + 2In) 
Sabemos que a solução do sistema (2.22) acima vai então ser dada por 
(2.25) 
Agora, note que Di pode ser escrito da seguinte forma 
(2.26) 
onde 
A . - { 1, . i= o t - ( )i rrt . 
- 1 k=IÀk , 'l=1, 2, ... , n 
(2.27) 
e D(i , n) é o determinante de ordem n - i+ 1 dado por 
satisfazendo a condição D(n + 1, n) = 1. 
A solução do sistema (2.22) é então dada por 
·( ) = A-p(i + 1,n) 
xt s t D(O,n) (2.29) 
Para inverter (2 .29) , vamos fazer uma expansão de D(i , n) como um 
polinômio em s . Seja D0 (i ,n) o valor de D(i , n) paras= O e, considerando 
j ~ n - i+ 1, seja Mj(i , n) um menor principal de ordem j de D 0 (i , n) (ver 
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Apêndice para esta definição). Da teoria dos determinantes [6], nós temos 
então que 
(2.30) 
aonde l.:M denota a soma de todos os menores principais Mj de D 0 (i + 1, n). 
Lembrando que D 0 (i + 1,n) tem ordem n - i, temos da definição de menor 
principal que 
Mn-i(i + 1, n) = Do(i + 1, n). (2.31) 
Além disso, cada coeficiente de s-j dentro dos colchetes em (2.30) é uma 
soma de Cj-i determinantes de ordem j. Agora, a partir de (2.29) e (2.30) 
é possível obter uma expansão de xi(s) como uma série de potências em s-1 . 
Em particular, para o n-ésimo estado nós obtemos 
An 
Xn(s) = D(O, n) 
An 
{sn+1 [1 + l.:M M1 (0 , n)s-1 + l.:M M2 (0, n)s- 2 + · · · + D0 (i + 1, n)s-(n+1)]} 
(2.32) 
= Ans-(n+1) [1 +f anjS-jl ' 
J=1 
(2.33) 
aonde os coeficientes anj são obtidos em termos dos l.:M 's pela regra usual 
de divisão de uma série de potências, obtendo (ver Apêndice) 
an1 = - 2..:::: , 
1 
1 1 2 
(2.34) 
3 
e assim por diante, e aonde estamos usando l.:j = l.:M Mj(O, n). Agora, de 
(2.30) nós obtemos a inversão4 
(2.35) 
4Usando que se f(t) = tn =? L{f(t)} = ~>:;_, . 
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A sene acima em (2.35) é claramente convergente para t finito devido à 
equação (2.18) e a forma de di e ri· 
Agora, como já mencionado, na maioria das situações experimentais, ape-
nas os estados O e n são observáveis, uma vez que é impossível distinguir os 
organismos nos vários estados intermediários. Nestes casos, (2.35) pode ser 
usado para obter alguma informação a respeito do número de estados e das 
intensidades de transição. Primeiramente, nós obtemos de (2.35), 
[ 
00 
a tJnl l logXn(t) = logAn -logn! + nlogt + log 1 + ~ (nn~ j).! . (2.36) 
Agora, para valores suficientemente pequenos de t , o somatório entre 
colchetes é pequeno em relação a 1; assim, neste caso, (2.36) fica 
logXn(t) = nlogt + logAn -logn! , (2.37) 
o que nos diz que para valores pequeno de tempo, logXn(t) plotado contra 
log t é uma linha reta cuja a inclinação é dada pelo número de estados n, 
ou seja, se o modelo se adapta, a realização de experiências que visem medir 
o número de microorganismos mortos a diversos tempos pequenos distintos 
(e dividir o resultado por N) seria o suficiente para descobrir o número de 
estados do processo. 
2.2 Modelando a sobrevida celular após ra-
dioterapia 
Esta seção irá expor o trabalho desenvolvido por Hanin [1], que resolveu 
um problema relacionado à radioterapia levantado pelo início dos anos 90, a 
saber: Qual a distribuição do número de células tumorais clonogênicas que 
sobrevivem após uma seção fracionada de radioterapia? O seguinte modelo 
de cinética de população tumoral é considerado: o tumor apresenta inicial-
mente um número não aleatório de i células clonogênicas e é exposto a um 
esquema de radioterapia fracionado de n descargas de doses iguais a D , igual-
mente separadas por um intervalo de tempo T. É assumido que cada célula 
clonogênica sobrevive a cada exposição à dose D com a mesma probabilidade 
dada por s = s(D) , dado que a célula sobreviveu às exposições prévias, e é in-
dependente das outras células clonogênicas. Esta probabilidade s(D) poderia 
ser pensada como análoga às probabidades de morte (ou dano permanente) 
consideradas nas seções anteriores. Contudo, estaríamos aqui trabalhando 
numa escala de tempo bastante maior, pois a morte da célula clonogênica, 
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quando ocorre , será considerada instantânea no presente modelo. Cabe ob-
servar que nem todas as células tumorais são consideradas clonogênicas5 , e a 
morte instantânea após a radiação é no sentido de que, por convenção radio-
biológica, uma célula tumoral é considerada morta se é incapaz de produzir 
um clone viável. Entre as exposições, as células clonogênicas proliferam ou 
morrem espontaneamente independent emente com taxas constantes À > O e 
v 2 O - no sentido de um processo de Markov de nascimento e morte (ver 
Apêndice) , respectivamente. Finalmente, é assumido que a morte celular en-
tre as exposições radioterápicas também é instantânea, e que descendentes 
de células clonogênicas também são clonogênicas. 
Suponha que a exposição à radiação ocorre nos momentos de tempo dados 
por O, T , ... , (n-1)T. SejaM o número aleatório de células clonogênicas (in-
cluindo as originais e seus descendentes) que estão vivas no momento nT, isto 
é, no tempo T após após a n-ésima exposição. Ou seja, a variável aleatória 
M pode ser vista como um estado final de um processo estocástico definido 
como a uma iteração de n-vezes da combinação da exposição à dose D com 
um processo de Markov homogêneo (ver Apêndice para definições) de nasci-
mento e morte com taxa de nascimento À e taxa de morte v. Este processo 
estocástico de n-estágios será referido como um processo iterado de naci-
mento e morte. Ainda, denotamos por L o número de células clonogênicas 
sobreviventes imediatamente após à exposição da n-ésima fração de radiação. 
Embora L seja biologicamente mais natural do queM, veremos que a última 
é mais fácil de se tratar matematicamente. 
Muitos trabalhos prévios lidaram com o caso À = v = O, ou seja, onde 
não há proliferação celular entre as exposições radioterápicas , focando prin-
cipalmente na probabilidade de extinção fio := P(L = 0) , que também 
é referida na literatura como probabilidade de controle do tumor. Neste 
caso, a probabilidade que uma dada célula clonogênica irá sobreviver à n-
ésima dose de irradiação é dada por sn. Assim, M = L , e estas variáveis 
aleatórias seguem distribuição binomial E( i , sn). O número inicial i de células 
clonogênicas em um tumor é geralmente muito grande; 1 cm3 de um tumor 
sólido contém aproximadamente 109 células [7], e na maioria dos tumores 
detectáveis clinicamente, foi estimado um número de pelo menos 105 células 
clonogênicas [8]. Uma vez que a probabilidade sn é pequena (pois D e n 
são escolhidos justamente para este propósito) e o número i é grande, muitos 
pesquisadores aproximam a distribui1~ão B (i , sn) por uma distribuição de 
Poisson com parâmetro e= isn (ver Apêndice para tal aproximação) , e é essa 
5 Aqui , uma célula tumoral clonogênica está sendo considerada como uma célula pa-
tológica que se multiplica rapidamente gerando outras células tumorais, e células tumorais 
não clonogênicas seriam células que , embora patológicas, não são capazes de se multiplicar 
numa característica cancerígena. 
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aproximação que é usada no planejamento de uma radioterapia fracionada 
na prática clínica atual [9], [10]. 
Entretanto, esta aproximação tem sido questionada nos últimos anos, 
uma vez que a proliferação celular no período entre doses não está sendo 
levada em conta, o que levaria a um desvio da distribuição do número de 
células clonogênicas da distribuição binomial E( i, sn), fazendo a aproximação 
por Poisson P( B) não bem justificável. Baseado nisso , iremos então buscar 
uma fórmula explícita para a distribuição do estado final M considerando 
o processo exposto acima de nascimento e morte iterado. Antes disso , será 
necessário encontrar a função geradora de probabilidade deste processo. 
Para uma variável aleatória não negativa assumindo valores inteiros X , 
sua função geradora de probabilidade r/Jx é definida como 
00 
r/Jx(z) E(zx) = L P(X = m)zm, lzl ~ 1, 
m=O 
onde E significa a esperança. Assim, as probabilidades P(X 
relacionadas a esta função por 
P(X = m) = nmq;~(O) ' 
m. 
m2'::0. 
m) estão 
(2.38) 
Em particular, r/Jx(O) = P(X = 0). Também é fácil observar que r/Jx( 1) = 1, 
E X = r/J'x ( 1) , (2.39) 
e 
V ar X = r/J'x ( 1) + rjJ~ ( 1) - ( r/J'x ( 1)) 2 . (2.40) 
Onde V ar denota a variância. Para uma função rjJ cuja imagem está contida 
no domínio , nós denotamos por q;n a n-·ésima composição sua consigo mesmo. 
Vamos começar o cálculo de rPM com o caso i = 1, n = 1. Uma vez que 
cada célula clonogênica sobrevive à irradiação na dose D com probabilidade 
s , o número de células sobreviventes logo após uma única célula ser exposta 
à dose D é uma variável aleatória de Bernoulli que denotaremos por M1 , cuja 
função geradora de probabilidade é dada por 
00 
f3( z) =L P(M1 = j)zj = P(M1 = O) z0 + P(M1 = 1)z1 = (1- s) + sz. 
j=O 
(2.41) 
Agora, estamos assumindo que, após a irradiação, se houver sobrevivência, 
a célula é governada por um processo de nascimento e morte com taxa de 
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nascimento À e taxa de morte v. Neste caso, o estado do processo no tempo 
T , isto é, o tamanho S de número de células no tempo T de um processo 
inicial de uma célula tem distribuição dada por (ver Apêndice): 
P(S =O) =r, P(S = m) = (1- r)(1 - q)qm- 1, m 2 1. (2.42) 
Aonde os parâmetros r e q, O ~ r , q < 1, estão relacionadas as taxas do 
processo de nascimento e morte através das fórmulas 
v(1-cx) 
r=__.,..:-_ ____;_ 
À-cw e 
À(1- ex) q = __.,..:-_ ____;_ 
À- (XI/ ' (2.43) 
onde a e(v- .X)r. Ainda, temos que a função geradora de probabilidade de 
Sé dada por (ver Apêndice) 
Loo r - (r + q - 1)z 1Js(z ) =r+ (1- r)(1- q)qm- l zm = --'-------'---1- qz 
m=l 
(2.44) 
Observe que À-av= O apenas quando À= v , ou seja, quando a = 1. Neste 
caso, 
ÀT 
r=q= e 
1 + ÀT 
1Js(z ) = ÀT + (1- ÀT) z . 
1 + ÀT- ÀTZ 
Segue então de (2.43) e (2.44) que 
1 1- r- q r+ (1- r- q) z 
1Ys(z ) = 1 + q (1 )2 :::? 
- qz - qz 
1 1- r - q r+ (1- r - q) 1- r _1 ES = 4;8 (1) = + q = -- =a . 1 - q (1 - q) 2 1 - q 
(2.45) 
(2.46) 
O número X de células resultante após um tempo T de uma única seção de 
irradiação de uma única célula tem função geradora de probabilidade cp(z) 
dada por 
00 
cp(z) =L 2~j P(X = j). (2.47) 
j=O 
Agora, X é construído como uma composição dos dois processos, isto é, 
chamando de S(i) a variável a leatória que designa o número de células no 
tempo T dado que no tempo incial o processo estava em i , temos que X = 
S o M 1 , logo 
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00 00 00 00 L zj L P ( S(k) = j , M1 = k) = L :Zj L P(S(k) = jiM1 = k)P(M1 = k) = 
j=O k=O j=O k=O 
00 L zj [P(S(O) = j)(1 -- s) + P(S(1) = j)s] = 
j=O 
00 00 
(1- s) L zj P(S(O) = j) + s L zj P(S(1) = j). (2.48) 
j=O j=O 
Agora, O é um estado absorvente, de maneira que P(S(O) = j) = t50j , e note 
que S(1) é justamente o nosso processo S já considerado, de maneira que 
(2.48) fica 
cjJ = 1- s + sc/Js = (3 o c/Js, (2.49) 
ou seja, 
r- (r+ q- 1)z 1- s(1 - r)- [q- s(1 - r) ]z (2.50) cp (z) = 1- s + s = . 1- qz 1- qz 
Portanto, a varíavel aleatória X segue uma distribuição geométrica general-
izada. Assim, 
(2.51) 
Observe que a função geradora em (2.50) é uma função linear fracionada. 
Conversamente, toda função de distribuição de probabilidade da forma (a -
bz) / (c - dz) com c, d -/=- O, c -/=- d se origina de uma distribuição geométrica 
generalizada. 
Agora, se passarmos para o caso n > 1, teremos que a função de dis-
tribuição será dada por q;Cn) (ver Apêndice) , enquanto que, por independência, 
saindo de um número i > 1 de células, dada a independência, temos que a 
função será da forma (cp)i (ver Apêndice) , ou seja, mais geralmente temos 
que a função geradora de probabilidade de M é 
(2.52) 
Para calcular a função q;Cn) explicitamente, nós vamos primeiro introduzir 
uma mudança de variáveis. No caso a -/=- 1, colocamos 
_ 1- s(1 - r) À- va- s(À - v) 
w = q = .\(1- a) ' (2.53) 
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enquanto que no caso crít ico ex = 1 nós definimos por cont inuidade que 
w (1- s + ÀT)j(ÀT). Agora, usando (2.50) e (2.53) , observamos que 
1- s(1- r) - [q- s(1- r)] c-s~1-r) ) 
cp(w) = = 
1 _ q ( 1 -s~1-r) ) 
(
1- s(1- r) ) ( [1- s(1- r)] c-s~1-r) ) -1 - [q- s(1- r)]) 
q 1 _ q ( 1 -s~1 -r) ) 
( 1- s(1- r) ) (q- [q - s(1- r)] ) =w. q 1- (1- s(1- r)) 
Ou seja , w é um ponto fixo para a função c/J. Ainda, 
À- vcx - s(À- v) À(1- ex) - À+ vcx + s(À- v) (s - cx)(À- v) 1-w = 1- = = . À(1- ex) À(1- ex) À(1- ex) 
(2 .54) 
Agora, note que se À -v < O, então -T( À -v) > O e 1- ex = 1-cr(>,-v) < O, 
enquanto que À- v > O nos dá 1- ex > O, ou seja , o sinal do lado direito de 
(2.54) é decido por s - ex= cx(p,- 1). Assim, nós temos que O < w < 1 para 
p, > 1, w = 1 para p, = 1, e w > 1 para O ~ p, < 1. Observe ainda que 
À(1- cx)(s - ex) À(1- cx)(s - ex) q - -
- (s - cx)(À- cx v) - (sÀ- cxÀ + vcx2 - scxv) 
À(1- cx)(s - ex) s - cx 
À(1- cx)s - ex (À- vcx - s(À- v)) ( À-va-s(.>--v) ) s - ex .>-(1-a) 
e também vale 
s(1- r)= s 1- ---- = s = ( v(1 -- ex) ) ( À- v ) À - (X I/ À - (X I/ 
s(1- w) À(1- ex) 
(À- cxv)(s - ex) 
s(l- w) 
(
,\-va-s(.>- -v) ) 
s - ex - .>-(1-a) 
p, (1- w) 
p,- w 
' p,- w 
(2 .55) 
(2.56) 
Ou seja , usando (2.55) e (2.56) para reescrever (2.50) em termos de p, e 
w , temos 
1- s(1- r) - [q - s(1- r) ]z 
cp(z) = = 1- qz 
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1 _ (fL(1 -w) ) _ [ ( {L-1) _ (fL(1-w) )] Z 
{L -W {L -W {L -W 
1- ({L-1) z {L -W 
w(p,- 1)- (wp,- 1)z 
p,- w- (p,- 1)z · (2.57) 
A partir desta expressão, iremos provar que para obtermos a expressão 
explícita para cp(n), basta substituir na expressão acima p, por p,n , o que 
nos faz enunciar a seguinte proposição 
Proposição. Suponha que p,-/=- 1. Então, Vn E N temos 
(2.58) 
Demonstração. Vamos provar através de indução em n. Para n = 1 
sabemos que é verdade, pois (2.58) fica igual a (2.57). Supondo válido para 
n 2 1, observamos que 
aonde nós encontramos após um cálculo elementar que 
w( n _ 1) _ (w n _ 1) (w(fL-1)-(wfL-1)z ) 
( 1) P, fL {L -W-(tL - 1 )z rP n+ ( z) = -----------,----'-----.,........:-
n _ W _ ( n _ 1) (w(fL-1)-(wfL-1)z ) 
P, P, {L -W-(tL - 1 )z 
(p,- w - (p,- 1) z )w(p,n- 1)- (wp,n- 1)(w(p,- 1)- (wp,- 1)z) 
(p,- w- (p,- 1)z)(p,n- w) - (fJ,n - 1)(w(p,- 1)- (wp,- 1)z) 
w(p, - w)(p,n - 1)- w(p, - 1)(wp,n- 1)- [w (p,- 1)(p,n- 1)- (wp,- 1)(wp,n- 1)]z 
(p,- w)(p,n - w) - w(p, - 1)(p,n- 1)- [(p,- 1)(p,n- w) - (wp,- 1)(p,n- 1)]z 
Logo, temos 
An = w(p, - w)(p,n - 1)- w(p, - 1)(wp,n- 1) = w(1 - w)(p,n+1 - 1), 
Bn = w(p, - 1)(p,n- 1)- (wp,- 1)(wp,n- 1) = (1- w)(wp,n+1 - 1) , 
Cn = (p,- w)(p,n - w) - w(p, - 1)(p,n- 1) = (1- w)(p,n+1 - w), 
Dn = (p,- 1)(p,n- w)- (wp,- 1)(p,n- 1) = (1- w)(p,n+1 - 1). 
uma vez que p,-/=- 1, nós também temos w-/=- 1, assim, as fórmulas acima para 
An , Bn , Cn e Dn levam à expressão para cp(n+1) requerida em (2.58) , o que 
prova a proposição. 
Observação. Na passagem ao limite em (2.58) quando p, ---+ 1, nós 
encontramos que para p, = 1, 
rP(n) (z ) = n.\(1- a) - [n.\(1- a) - a(À - v) ]z 
n.\(1- a)+ n(À - v)- n.\(1- a)z · 
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Agora, de acordo com (2.52) e (2 .58) , nós encontramos que a função geradora 
de probabilidade de M é dada por 
(2.59) 
Pensando no número de iterações n como sendo fixo , também iremos usar 
c/JM da forma 
a- z ' b )i 
q; M ( z) = (c -dz ' (2.60) 
onde 
(2.61) 
Podemos agora usar (2 .60) e (2 .61) para avaliação da probabilidade de ex-
tinção 
Po = P(M =O) = c/JM (O) = (~)i = [w(p,n - 1)] i 
C P,n- W 
A fórmula (2.59) nos permite achar a função geradora de probabilidade da 
variável L , uma vez que c/JL = [q;Cn- l)]i o (3, ou seja 
onde 
c/JL(z ) = [1- w - s + awp,n - (awp,n- s)z ] i 
1 - w - s - ap,n - ( ap,n - s )z (~-bz)i c - dz (2.62) 
Em particular , a probabilidade de controle tumoral p0 = P(L = O) é dada 
por é dada por 
Po = (~) i = [ 1 - w - s + aw ~ n] i 
c 1 -- w - s - ap, (2.64) 
Agora, seja U qualquer variável aleatória assumindo valores inteiros não 
negativos, com função geradora de probabilidade da forma 
c/Ju (z ) =a- bz. 
c - dz 
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Então, 
- b a - bz I 
EU = cp~ ( 1) = d + d ( d )2 
C - Z C - Z zo=1 
- b(c - d)+d(a - b) 
(c - d)2 
onde l:,. ad - bc, e temos também 
- bd - bd a - bz I 
c/JS( 1) = (c - dz)2 + (c - dz)2 + 2d2 (c - dz )3 z=
1 
E por (2.40) , temos 
- 2bd(c - d) + 2d2 (a - b) 
(c - d)3 
2dl:,. 
(c - d)3 · 
(c - d)2 ' 
(2.65) 
(2.66) 
2dl:,. t:,. l:,.2 c2 - d2 - t:,. 
VarU = (c - d)3 +(c - d)2 - -(c - d)4 = l:,. (c - d)4 . (2.67) 
Seja ainda V U1 + · · · +Ui, onde [h , 1 ~ k ~ i, são variáveis aleatórias 
independentes e identicamente distribuídas tendo a mesma distribuição que 
U. Então EV = iEU, VarV = iVarU, e (ver Apêndice) 
c/Jv(z) = (a-bz ) t 
c - dz (2.68) 
Para V = M , um cálculo simples usando (2 .61) nos dá c - d = 1 - w , 
c+ d = 2p,n - w - 1, e 
Portanto, 
EM il:,.M . n 
= (c - · d)2 = 'l!J, · (2. 70) 
Ainda, de (2.67) e (2.54) nós encontramos que para p, -/=- 1 e ex -/=- 1, 
V M = . ( 1\ (c - d)(c + d) - DM) = ar 'l L:::,M (c - d)4 
· ( n( 1 )2 (1 - w)(2p,n - w - 1) - p,n(1 - w)
2
) _ . n( n 1)1+w 'l p, - w - 'l!J, p, - --(1 - w)4 1 - w 
1 + (>--va-s(>.-v) ) 
. n( n 1) >.(1-a) _ . n( n_ 1).\(2 - S - ex)+ v(s - ex) (2.71) 
'l!J, P, - --;(....:....(s- a- )-(>.-- -v)-:-)----'-- - 'l!J, fJ, (.\ - v)(s - ex) · 
>.(1-a) 
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Analogamente, para V = L , nós derivamos de (2.63) que c - J = 1 - w , 
c+ J = 1 - w - 2s + 20'-fJ,n , e 
DL ad- bc = (1-w- s +exw~tn)(exp.n - s) - (exw~tn- s)(1 - w - s + ex~tn) = 
exftn - 2Wexftn + exW2 ftn = exftn(1 - W )2 = exDM. (2. 72) 
Assim, 
e, para /L -/=- 1 e ex -/=- 1, 
V L - . ( 1\ (c - J) (c + J) - DL) -ar - 'l L..::;L -(c- d) 4 
. ( n _ 2 (1- w)(1 - W - 2s + 2ex~tn)- ex~tn(1 - w) 2 ) _ 
'l ex~t (1 w) (1 -w)4 -
(2. 73) 
(2.74) 
Os valores de V arMe V ar L nos casos críticos /L= 1 e/ ou ex= 1 podem ser 
calculados pela passagem aos limites de (2.71) e (2.74). 
Iremos agora calcular a distribuição Pm , m 2 O, de qualquer variável 
aleatória assumindo valores inteiros não negativos V com função geradora de 
probabilidade da forma (2.68). Em particular, nosso argumento se aplicará 
paraM e L. 
Escrevemos a função linear fracionai (2.68) da seguinte forma: 
a- bz bzd- ad 
c - dz d( zd- c) 
b(zd- c) - (ad- bc) 
d( zd- c) 
b ad- bc 1 
d d zd- c 
b ( ad - bc d ) b ( /::, 1 ) d 1 - bd . zd - c = d 1 - bd . z - c/ d · 
Então, 
(b) i i (i) (t:,)k c/Jv(z ) = d ~( -1)k k bd (z - c/ dtk. 
Diferenciando esta igualdade m vezes, temos 
(2. 75) 
'PV Z k 'l m L.:; - k- m dm"" ( ) ( b) i i ( · ) ( 1\ ) k dzm = d t;( -1) k ( -1) k(k-1) ... (k-m+1) bd (z - c/ d) . 
(2.76) 
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Colocando z = O em (2. 76) e reescrevendo de maneira um pouco diferente , 
obtemos 
dmr/Jv(O) = (~) i ~(-1 ) k+m ( i ) (k+m-1)! (D)k (- /d)-k-m dzm d ~ k 1 ( k - 1)! bd c ' 
(2. 77) 
e dividindo por m! , nós obtemos por (2.38) que 
Pm ~ (~) i ( ~) m t, G) c+: -1) ( ~) k m20, (2.78) 
que resolve o problema levantado. Contudo, uma vez que i é grande, esta 
fórmula é de limitado uso no cálculo da distribuição de uma variável aleatória 
V. Entretanto, as probabilidades Pm podem ser representadas de uma forma 
muito mais eficiente, como veremos a seguir. 
Primeiramente, nós introduzimos os seguintes polinômios 
(2. 79) 
Então, segue de (2. 78) que 
(2.80) 
A partir de (2. 79) podemos então ver que 
P0 (x) = (1 + x)i. (2.81) 
Ainda, 
A partir das expressões encontradas em (2.81) e (2.82) , somos então lev-
ados a definir funções Qm , m 2 O tais que 
(2.83) 
Assim, 
Qo(x) = 1, Q1(x) = ix. (2.84) 
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De fato , as funções Pm e Qm dependem de i. Entretanto, uma vez que no 
caso em que estamos tratando i é assumido fixo , esta dependência não será 
expressa na notação. 
O seguinte resultado nos mostra uma relação de recorrência para os 
polinômios Pm. 
Proposição 
Pm+I(x) = 1 [mPm(x) + xP:n(x)], m 2 O. 
m+1 (2.85) 
Demonstração 
De acordo com (2.81) e (2.82) , a relação (2.85) é válida para m O. 
Agora, usando (2. 79) 
P, (x) =~(i) (k + m)xk =~(i) k(k + 1) · · · (k + m) xk m >_O. 
m+l ~ k m + 1 ~ k ( m + 1)! ' 
(2.86) 
Assim, para m 2 1 
f m-l p ( ) = ~ (i) k ( k + 1) · · · ( k + m) f k+m-l = X m+ 1 X ~ k ( m + 1)! X k=l 
~ t (i) k(k + 1) · · · (k + m) xk+C = ~ t (i) (k + m- 1)xk+C 
m + 1 k m!(k + m) m + 1 k m k= l k=l 
xm 
= --P (x)+C. 
m+1 m 
Assim, diferenciando esta última expressão, nós obtemos 
(2.87) 
(2.88) 
que demonstra a proposição. A partir disso, podemos enunciar o seguinte 
resultado acerca das funções Qm , m 2. O. 
Proposição { Qm}~=O é uma sequência de polinômios satisfazendo a 
seguinte relação de recorrência 
Qm+I(x) = - 1- [(m + ix)Qm(x) + x(1 + x)Q:n(x)], m 2 O. 
m+1 (2.89) 
Demonstração Usando (2.83) nós podemos expressar a relação de recorrência 
em (2.85) da seguinte forma 
(1 + x)i-m-lQm+l(x) = --1- [m(1 + x)i-mQm(x)+ 
m+1 
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+x(i- m)(1 + x)i-m-IQm(x) + x(1 + x)i-mQ:n(x)], (2.90) 
o que implica (2.89) para m 2 1. Em vista de (2.84) , vemos que (2.89) 
também vale param= O. Ainda de (2.84) junto com (2.89) percebemos que 
Qm , m 2 O, é um polinômio de grau m, o que prova a proposição. 
O próximo resultado nos fornecerá uma fórmula conveniente para os 
polinômios Qm. Para i > m , ela oferece uma significativa vantagem com-
putacional sobre a fórmula (2.79) para os polinômios Pm. 
Proposição 
Demonstração Denote por Rm , m 2 1, o polinômio ao lado direito de 
(2.91). Param= 1, usando (2.84) , nós temos RI(x) = ix = QI(x). Portanto, 
basta provar que os polinômios Rm satisfazem a relação de recorrência dada 
em (2.89). Param 2 1, defina 
U(x) = - 1- [(m + ix)Rm(x) + x(1 + x)R:n(x)] 
m+1 
~ m ~ 1 [ ( m + ix) t, (: = D c + ~- 1) xk + 
~ (m - 1) (i + k - 1) +x(1+x)~k m-k k xk-I]. (2.92) 
Precisamos então verificar se o polinômio U(x) = 2.:;=+/ ukxk coincide com 
o polinômio V(x) Rm+I(x) = 2.:;=+/ vkxk, onde 
m+I ( rn ) (i + k - 1) k 
Rm+I (X) = ~ m - k + 1 k X . (2.93) 
De (2.92) e (2.93) , nós podemos ver que UI = (mi + i)/(m + 1) =i= VI , e, 
ainda, 
i+ m ( i+ m- 1) ( i+ m) Um+I(x) = m + 1 m = m + 1 = Vm+I(x). (2.94) 
Agora, para 2 ~ k ~ m , nós temos por (2.92) que 
uk = m + k (m - 1) ( i + k - 1) + i + k - 1 ( m - 1 ) ( i + k - 2). 
m+1 m-k k m+1 m-k+1 k-1 
(2.95) 
30 
Note que 
( m-1) = m-k~( m ), m-k m m-k+1 (2.96) 
e, analogamente, também valem 
( m-1 ) k-1( m ) m-k+1 =----:;;;:-- m-k+1 ' e (i + k - 2) = k (i + k - 1) . k-1 i+k -1 k 
(2.97) 
Assim, substituindo em (2.64) , nós temos 
uk = m + k (m - k + 1) ( m ) ( i + k - 1) 
m+1 m m-k+1 k 
(2.98) 
que completa a prova. 
Finalmente, enunciamos o seguinte resultado que resolve o principal prob-
lema formulado no início desta seção. 
Teorema Seja V uma variável aleatória assumindo valores inteiros não 
negativos com função geradora de probabilidade dada pela fórmula em (2 . 68) 
pra algum número natural i (ou seja, em particular este é o caso para V = M 
ou V = L). Então a distribuição de V é dada por 
l:,. a i (b) m, (D) 
Pm( b) = (-;) -;; Qm bc ' m20, (2.99) 
onde l:,. = ad- bc, Q0 (x) = 1, e os polinômios Qm, m 2 1 são dados por 
(2.91). 
Demonstração Uma vez que <Pv(1) = 1, colocando z = 1 em (2.68) nós 
observamos que a - b = c - d, assim a = b + c - d, e colocando z = 1 em 
(2.75) temos também l:,. = (b- d)(d -· c). Logo bc + l:,. = d(b +c- d) = ad. 
Então, usando (2.95) e (2.83) , nós encontramos que 
( b) i ( b) m ( L:,.) i - m (L:,.) a i ( b) m ( l:,.) Pm (X) = d ~ 1 + bc Q m bc = (-;;) -;; Q m bc ' 
(2.100) 
para m 2 0, o que prova o teorema. 
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Capítulo 3 
Cinética das Re~ações Químicas 
e Canais Iônicos 
A teoria dos processos de Markov possui muitas aplicações no estudo da 
cinética das reações químicas, enquanto que o estudo estocástico dos canais 
iônicos , que podem ser considerados como um tipo especial de reação química, 
tem se mostrado de grande utilidade junto à biologia experimental. A cinética 
química pode ser definida como o estudo das taxas das reações químicas e 
dos fatores que influenciam estas taxas. A teoria matemática é muito voltada 
à predição das concentrações dos reagentes e produtos como uma função 
do tempo, e o problema reside em descobrir uma função de distribuição 
para estas concentrações. Embora a matemática usada seja mais ou menos 
a padrão, cabe salientar que a importância desta área reside mais numa 
aplicação prática em si do que na sofisticação. 
3.1 Alguns modelos estocásticos para a cinética 
das reações químieas 
3.1.1 Um modelo simples para uma reação autocatalítica 
Nós consideraremos agora o modelo cinético de uma reação autocatalítica 
proposto por Delbrück [11]. Este modelo é aplicável ao estudo da produção 
de enzimas por substâncias percursoras por uma reação autocatalítica, sendo 
a taxa de produção de enzima proporcional à concentração do precursor 
e à concentração da própria enzima (daí o termo autocatalítico, o próprio 
produto da reação influencia na velocidade da mesma) , ou seja, uma reação 
do tipo 
E+P~E, (3.1) 
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onde E e P são as concentrações de enzima e precursor respectivamente , e ki 
é a constante de taxa da reação. Deterministicamente, pela lei da ação das 
massas, (3.1) é equivalente a 
(3.2) 
O modelo estocástico é formulado de acordo com a seguinte concepção: 
considere a realização de diversas amostras por uma experiência. Em t =O, 
cada amostra contém uma molécula de enzima e várias moléculas do precur-
sor. Agora assuma que a fração das amostras que já formaram a sua segunda 
molécula de enzima em um dado intervalo de tempo é sempre proporcional 
a fração das amostras que ainda não formaram sua segunda molécula no 
início deste intervalo de tempo, e é independente do tempo sendo consid-
erado. Como estamos considerando P constante, definindo k kiP como 
uma uma nova espécie de constante de taxa de reação, considere kdt + o(dt) 
como sendo a probabilidade de que , a partir de uma enzima, iremos ter duas 
(ocorrer duplicação) no intervalo ( t , t + dt). 
Agora considere a variável aleatória X(t) como representando o número 
de moléculas de enzima no sistema no tempo t e seja Px(t) = P(X(t) = 
x) , x = 1, 2, .... As amostras nas quais há duplicação do número de enzima 
saem do estado x para o estado x + 1. A probabilidade de que mais de uma 
enzima irá duplicar em (t , t+dt) é o(dt). Assim, se no tempo t há x moléculas 
de enzimas no sistema, a probabilidade Px(t) pode mudar como segue: 
1. Pode aumentar de k(x- 1)Px_ 1(t)dt devido ao número de amostras 
que contém x- 1 enzimas e que irão produzir uma enzima adicional. 
2. Pode diminuir de kxPx(t)dt devido ao número de amostras que contém 
x enzimas e irão produzir uma a mais. 
A partir disso , podemos escrever as equações de diferença-diferenciais que 
Px ( t) satisfaz. Nós temos 
dPx(t) dt = k(x- 1)Px-l(t)- kxPx(t). (3.3) 
A equação acima é uma equação diferencial para um processo de nascimento 
puro. Neste caso, Àx = kx. Vamos resolver a equação (3.3) com as condições 
llllCialS 
Temos 
Px (O) = { = 1, X = X o; 
= 0, X-/=- Xo. 
(3.4) 
dP1(t) -kt dt = -kP1(t):::? P1(t) =e se x0 = 1, e P1(t) =O se x0 -/=- 1. (3.5) 
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Recursivamente, é facil ver que sempre que x < x0 t emos Px(t) = O. Agora, 
suponha que x = x0 em (3.3) , então 
dP (t) ~~ = - kxoPx0 (t) =? Px0 (t) = e-kxot , (3.6) 
dPxo+l (t) k - kxot k( 1)P (t) p (t) - kx0t( 1 - kt) dt = Xoe - Xo + xo+l =? xo+l = Xoe - e . 
dPxo+2(t) = k(x + 1)x e-kxot(1 - e-kt) - k(x + 2)P (t) dt O O O xo+ 2 
=? p (t) = (xo + l)xo e-kx0t( 1 _ e-kt) 2 xo+ 2 2 · 
e, mais geralmente, obtemos 
{ 
= ( x- l) e-kx0t(1 - e-kt) x-x0 
Px(t) = = 
0
x-xo ' 
' 
x 2 xo; 
X< x0 . 
(3.7) 
(3.8) 
(3.9) 
Temos ainda que a função geradora de probabilidade c/Jxo ( z ) é dada por 
00 00 
( 1) cfJx0 (z ) = ~P(X(t) = x )zx = ~ :~Xo (e-kt )xo (1 - e-kt) x-xozx, 
(3.10) 
escrevendo p = e-kt e q = 1 - p, e fazendo m = x - x0 , t emos que (3.10) fica 
e usando a série binomial 
(3.12) 
em (3.11) , t emos1 
( 
zp ) xo 
c/Jxo (z ) = 1 - qz ' (3.13) 
1 Na realidade, acabamos de calcular um resultado part icular que poderia ser deduzido 
de uma fórmula muito mais geral existente para os processos de nascimento e morte, dada 
por [12] 
{ 
(
Àt( l -z)+z )J 
A. ( ) _ E ( X (t) ) _ .Xt( l -z)+l ' 
'PX(t) Z - Z - I 
J.L (l -z)--(J.L-Àz) exp [-t( .X - J.L )]) 
( .X (l -z)--( J.L -Àz) exp[-t(.X-J.L)]) ) ' 
se À= fJ 
onde À é a t axa de nascimento, fJ é a t axa de morte, I = X (O) > O, e O é um est ado 
absorvente. 
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e derivando o resultado acima, obtemos 
Agora, derivando (3.14) novamente , obtemos 
Logo, 
(3.16) 
e 
V ar X ( t) = cp~0 ( 1) + cp~0 ( 1) - cp~0 ( 1) 2 = 
= XoP-l + Xo(xo - 1) ( (1 _!:;xo+l ) + qxo(xo + 1) ( (1 _!:;xo+2) - x6p-2 = 
= xop- 1+xo(xo -1)p- 1+qxo(xo+1)p-2 - x6p-2 = x6p- 1+ xop-2 (qxo+q - xo) = 
= x6p- 1 + XoP- 2 ( -pxo + 1- p) = XoP- 2 - XoP- 1 = x 0ekt(ekt - 1). (3.17) 
Note ainda que a esperança em (3.16) é a solução da equação determinística 
(3.2). 
3.1.2 Reação unimolecular 
Nesta seção, iremos considerar um modelo estocástico para uma reação 
unimolecular 
(3.18) 
Isto é, nós estamos considerando o caso de duas espécies de moléculas, o 
reagente A e o produto B , no qual A é convertido irreversivelmente a B , e 
a taxa da reação é dada pela constante k > O. Para construir um modelo 
estocástico para esta reação unimolecular, nós procedemos como segue: seja 
a variável aleatória X(t) a concentração de A no tempo te seja X(O) = x0 > 
O. Baseado na natureza física das reações unimoleculares, nós fazemos as 
seguintes postulações: 
1. A probabilidade de uma única transformação de x moléculas no in-
tervalo (t , t + dt) , dado que em (0 , t) exatamente (x0 - x) transformações 
ocorreram, é dado por kxdt + o( dt). 
2. A probabilidade de mais de uma transformação em (t, t + dt) é o(dt). 
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3. As espécies A e B são estatisticamente independentes. 
4. A reação reversa B ---tA ocorre com probabilidade zero. 
Com base nos postulados acima, nós podemos escrever as equações difer-
enciais para Px(t) , onde Px(t) = P(X(t) = x) , x =O, 1, 2, ... , x0 . Nós temos 
dPx(t) ) dt = -kxPx(t) + k(x + 1)1x+l(t), X= O, 1, ... , x0 , (3.19) 
com as condições iniciais 
Px(O) = { = 1' 
=o, 
x = x0 ; 
caso contrário. (3.20) 
A equação (3.19) é a equação de um processo de morte pura. Temos clara-
mente que para y > x0 ::::} Py(t) = O e, resolvendo o sistema em (3.19) com 
as condições em (3.20) , encontramos que 
dPxo-l (t) _ k( 1)P ( ) k -kxot p ( ) _ -kxot( kt 1) dt - - Xo - x0 -l t + Xoe ::::} xo-1 t - Xoe e - , 
dPx~~2 (t) = -k(xo - 2)Pxo-2(t) + k(xo- 1)xoe-kxot(ekt- 1) 
::::} Pxo(t) = xo(x~ -- 1) e-kxot(ekt - 1)2, 
e, mais geralmente, temos 
(3.21) 
Agora, 
EX(t) ~ ~ x( ~) e-kxot(ekt -l)xo-x , (3.22) 
fazendo p = e-kt e q = 1- p, reescrevemos (3.22) como 
(3.23) 
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Agora, se nós diferenciarmos a identidade 
e multiplicarmos por y , obtemos 
~k(~)Yk ~ ny(! +y)"-1. 
Usando então (3.24) com y = pjq, temos que (3.23) fica 
EX(t) = qxox/! .. (1 +E) xo-l = XoP = Xoe-kt. 
q q 
(3.24) 
(3.25) 
Similarmente (ver Apêndice) , nós temos que a variância da concentração de 
A é dada por 
(3.26) 
Que o tratamento estocástico de uma reação unimolecular leve a um pro-
cesso de morte pura é esperado em termos físicos , uma vez que a concentração 
de A só pode decair do seu valor inicial x0 a zero enquanto ocorre a reação. 
Novamente, é interessante notar que a expressão (3.25) é a mesma expressão 
para a concentração de A predita pelo teoria determinística de uma reação 
unimolecular. 
3.1.3 Reação bimolecular e a lei de ação das massas 
Uma reação química na qual duas moléculas combinam resultando na 
formação de uma nova molécula é denominada bimolecular. Nesta seção, 
nós derivaremos equações diferenciais estocásticas que descrevem a mudança 
no número de moléculas novas formadas numa reação bimolecular. A lei de 
ação das massas2 para uma reação bimolecular também é derivada. Estu-
dos percursores nesta área foram realizados por Rényi [13] e também por 
Bartholomay [14]. 
Considere um líquido que consiste de moléculas de duas espécies, digamos 
A e B. Uma vez que há colisão de uma molécula A com uma molécula B , 
uma nova molécula, digamos C, é formada: 
A+B---tC 
2 A lei de ação das massas, a qual é um axioma básico da teoria determinística, diz 
que a taxa de uma reação química (velocidade de formação do produto) é proporcional à 
massa ativa das substâncias reagentes, isto é, numa reação A+ B ~ C , teríamos que 
~~ = kAB. 
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com probabilidade um. Sejam as variáveis aleatórias X 1 (t) , X 2 (t) , X 3 (t) as 
concentrações respectivas do número de moléculas de A , B e C no líquido 
no tempo t , e seja x 1 , x 2 , x 3 (xi 2 O) os valores que estas variáveis aleatórias 
possam assumir. Se em t = o, xl (O) = XlQ e X2(0) = X2o, então xl (t) = 
x10- X3(t) e X2(t) = X2o- X3(t). 
Uma vez que nós estamos inicialmente interessados em X 3 (t) , seja Px3 (t) = 
P(X3(t) = x3), onde x3 =O, 1, ... , C* :, onde C* = min(x 10 , x 20 ). Agora, seja 
Àdt + o(dt) a probabilidade de ocorrer uma colisão entre qualquer molécula 
A e qualquer molécula B no intervalo (t , t + dt) . Defina 
(3.27) 
O raciocínio habitual empregado nas seções anteriores nos leva a seguinte 
relação 
Quando dt ---+ O, nós obtemos as seguintes equações 
dP~~ (t) = À[h(x3 - 1)Px3 - 1 (t) - h(x3) Px3 (t)], X3 = 1, 2, ··· , C* 
d~?) = -Àh(O)P0 (t). (3.29) 
Para resolver este sistema, iremos usar a transformada de Laplace. Aplicando 
a transformada em (3.29) , nós obtemos 
L-{dP~~(t)} = L{À [h(x3 -1)Px3 - I(t)- h(x3) Px3 (t)]} =? 
sL-{Px3 (t)}- Px3 (0) = Àh(x3 - 1)L-{Px3 - I(t)}- Àh(x3) L-{Px3 (t)}. 
Logo 
Q ( ) = ~'{P (t)} = Àh(x3 - 1)Qx3 - I(s) C* 
x3 s - '-' x3 s + Àh(x3) ' x3 = 1, 2, ... ' . 
De (3.27) e (3.29) nós temos 
dP0 (t) dt = -)\XlQ X2oPo(t) , 
com a condição inicial P0 (O) = 1; Assim, 
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(3.30) 
(3.31) 
(3.32) 
e, por (3.31) , temos que a transformada de Laplace de P0 (t) será dada por é 
1 
s.C{Po(t)} - Po(O) = - ÀXIO X2o .C{Po(t)} =? Qo(s) .C{Po(t)} = --,--,--
s + AX10 X 2o 
(3.33) 
Usando (3.33) em (3.30) , nós podemos obter Qx3 (s) por iteração, assim, 
.\h(O)Q0 (s) .\h(O) 
Q1(s) = s + .\h(1) = (s + .\h(1))(s + .\h(O)) 
.\h(1)Q1 (s) À2h(1)h(0) 
Q2 (s) = s + .\h(2) = (s + ,\h(2))(s + .\h(1))(s + .\h(O)) 
e, mais geralmente, 
Empregando a representação por fraçôes parciais, nós t emos 
X :J; 
Q ( ) ,...._ fX3i 
X3 S = {:~ S + .\h( i) l (3.35) 
onde 
h(O)h(1) · · · h(x3 - 1) 
/x3i = [h(ü) - h(i) ][h(1) - h( i)] ··· [h('i - 1) - h(i) ][h(i + 1) - h( i)] ··· [h(x3 ) - h( i)]. 
(3.36) 
Assim, 
X 3 
Qx3(s) = h(O)h(1) ... h(x3 - 1) L {[s +.\h( i)] rr [h(j) - h( i)]} - l. (3.37) 
i= l 
Aplicando a transformação inversa, nós t emos 
para x3 =O, 1, ... , C*. 
Numa aplicação, é de interesse determinar o número esperado de moléculas 
da espécie C numa mistura num tempo t. O número esperado é dado por 
c· 
m(t) = EX3(t) = L x3Px3(t). (3.39) 
X3=Ü 
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De (3.29) podemos ver que m(t) satisfaz a equação 
C* L X3 (À [(xlO - X3 + 1)(x2o - X3 + 1)Px3 - I(t) - (x10 - X3 )(x2o - x3 )Px3 (t)]) = 
X3=Ü 
C* C* 
C* C* L (x3 + 1)À(x10 - X3 )(x2o - X3 )Px3 (t) - L X3 À(x10 - X3 )(x2o - X3 )Px3 (t) = 
C* C* 
À L (xl0 - x3 )(x2o - x3 )Px3 (t) = À L X10X2oPx3 (t) - x l0x3 Px3 (t) - x3X2oPx3 (t)+x~Px3 (t) = 
C* C* C* C* 
= À(x 10X2o L Px3 (t) - X10 L X3 Px3 (t) - X2o L X3 Px3 (t) +L x~Px3 (t)) = 
= À(x 10x2o - x10m(t) - X2om(t) + m(t) 2 + VarX3(t)). 
Logo, t emos que 
dm(t) ~ = À[x iO - m(t)] [x2o - m(t)] +À V ar X3(t) , 
ou 
dm(t) ~ = À[EX1(t) ][EX2(t)] + ÀVarX3(t) , (3.40) 
onde EX1 (t) e EX2(t) são o número esperado de moléculas de A e B , re-
spectivamente, e V ar X 3(t) é a variância do número de moléculas de C. A 
equação (3.40) também pode ser escrita como 
uma vez que a média do produto X 1 (t;)X2 (t) é dada por 
E [X1(t)X2(t)] = E [(x10 - X3(t))(x20 - X3(t)) ] 
= x10x2o - (x10 + x~w)EX3 (t) + EX~ (t) 
= X10X2o - (x10 + X2o)EX3(t) + E 2 X 3(t) +V ar X 3(t) 
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(3.41) 
= X10X2o - (x10 + X2o)EX3(t) + E 2 X3(t) +V ar X 3(t) 
= EX1 (t)EX2(t) + VarX3(t). (3.42) 
Agora, geralmente, na prática, V ar X3(t) « EX1 (t)EX2(t) , podendo por-
tanto ser ignorada. Então, numa primeira aproximação de (3.40) , teríamos 
dm(t) ~ = .\ [x10 - m(t) ][x20 - m(t)], (3.43) 
que é a lei de ação das massas! , a qual é sabida apenas aproximadamente 
válida. A solução de (3.43) é dada por 
e-.Àxwt _ e-ÀX2Qt 
m(t) = ----------(1/xiO)e.X-xwt - (1/x20 )e.X-x2ot ' 
Assim, para valores pequenos de t , m(t) r-v x 10x20t , e é fácil ver que 
lim m(t) =C* = min(x10 , x 20 ). 
t---->oo 
3.1.4 Sequência de reações monomoleculares 
(3.44) 
(3.45) 
Embora o tratamento aqui não seja estocástico, esta seção servirá como 
uma espécie de introdução ao próximo tópico. Nós agora consideraremos um 
sequência finita de reações monomolec:ulares representada por 
kl k2 
Af:2Bf:2C 
k; k~ 
onde k1 e k2 são as taxas de formação , e k~ e k~ são as taxas das reações 
reversas. Seja Px1 (t) , Px2 (t) e Px3 (t) a quantidade de substâncias A , B e 
C , respectivamente. Nós requeremos :c;=l = M , ou seja, há conservação de 
massa. As Pxi ( t) não são probabilidades, mas podem ser interpretadas como 
sendo, especialmente requerendo M = 1. O sistema de equações diferenciais 
descrevendo o curso desta reação é dado por 
(3.46) 
41 
Este sistema de equações deve ser resolvida levando em conta as condições 
iniciais 
Pxi (O) = XiQ, i = 1, 2, 3. (3.47) 
Seja Qxi (s) = .C{Pxi (t)} a transformada de Laplace de Pxi (t). Assim, apli-
cando a transformada de Laplace em (3.46) e usando (3.47) , chegamos no 
seguinte sistema de equações 
(k1 + s)Qx1 (s) - - k;Qx2 (s) = X10 
- klQx1 (s) + (k2 + k; + s)Qx2 (s) - k~Qx3 (s) = X2o 
- k2Qx2 (s) + (k~ + s)Qx3 (s) = X3o· 
Chamamos de D o determinante 
- k' 2 
k2 + k~ + s 
- k2 
o 
- k' 3 
k~ + s 
(3.48) 
(3.49) 
Assim, resolvendo o sistema de equações algébricas em (3.49) , nós temos 
XlQ - k' 2 o 
X2o k2 + k~ + s - k' 3 
Qx 1 (s) = 
X3o - k2 k~ + s 
D 
kl + s XlQ o 
- kl X2o - k' 3 
o X3o k~ + s Qx2 (s) = D 
kl + s - k' 2 XIO 
- kl k2 + k~ + s X2o 
o - k2 X3o Qx3 (s) = D (3.50) 
Em cada caso acima, o grau do numerador é menor do que o grau do denom-
inador e assim nós podemos expandir em frações parciais para obter uma 
solução da forma 
i= 1, 2, 3. (3.51) 
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onde 8 1, 8 2 e 8 3 são as raízes do determinante D e os ciy's são constantes. 
Claramente, 8 =O é uma raiz ; denote esta raiz por 8 3 . Aplicando a transfor-
mada inversa, nós obtemos 
2 
Pxi (t) = L Cijesjt + Ci3, 
j=l 
3.1.5 Reação em cadeia 
i = 1, 2, 3. (3.52) 
Nesta seção, vamos tratar de dois casos de reação em cadeia, que são 
exemplos um pouco mais complicados que as reações tratadas nas seções 
anteriores. A abordagem desenvolvida aqui foi primeiramente tratada por 
Singer [15], e ilustra uma aplicação dos métodos estocásticos a esquemas de 
reação relativamente complexos. 
Uma reação em cadeia sem ramificação 
Nós consideramos agora uma reaçã.o em cadeia sem ramificação que pode 
ser descrita pelo seguinte esquema 
A+R ~ B+Pr 
B+S~A+I 
( 1)} início da cadeia 
(2) } propagação da cadeia (3) 
Na reação acima, o passo 1 representa a formação de uma molécula ativa A 
a partir de uma substânciaS por uma reação de primeira ordem, o passo 2 
representa uma reação de segunda ordem entre A e o reagente R, a qual gera 
um produto Pr e uma molécula ativa B , e o passo 3 representa uma reação 
de segunda ordem entre B e S que gera A e uma substância inerte I. Por 
fim, ki é a constante de taxa de reação associada ao i-ésimo passo. 
Denote por P(x1 , x 2 , x 3 , t) a probabilidade de que o número de A , B e 
Pr moléculas no sistema no tempo t seja x 1 , x 2 e x3 , respectivamente. Em 
t = O, considera 8 e r como denotando o número de S e R moléculas presente 
no sistema, e considera que neste tempo não há moléculas do tipo A , B e 
Pr. Para derivar o sistema de equação diferencial governando o curso da 
reação, é necessário considerar as possíveis transições no intervalo de tempo 
(t , t + dt) que saem do estado (x1 , x2 , :c3 ) para outros estados e as transições 
que trazem de volta o sistema de outros estados para o estado (x1 , x 2 , x 3 ). 
As transições de (x1 , x 2 , x 3 ) em outros estados e as probabilidades associadas 
são 
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P((xi , x2 , x3)---+ (xi - 1, x2 + 1,:c3 + 1)) = k2(r - x3)xidt + o(dt) 
P((xi , x2 , x3) ---+ (xi + 1, x2 - 1, x3)) = k3(s - XI - x2)x2dt + o(dt). (3.53) 
As transições levando ao estado (xi , x 2 , x3) a partir de outros estados e 
as probabilidades associadas são 
P((xi - 1,x2 , x3)---+ (xi , x2 , x3)) = ki (s - XI+ 1 - x2)dt + o(dt) 
P((xi + 1, x2 - 1, X3 - 1) ---+ (xi , x2 , x3)) = k2(r - X3 + 1)(xi + 1)dt + o(dt) 
P((xi- 1, x2+1 , x3)---+ (xi , x2 , x3)) = k3(s - xi - x2)(x2+1)dt+o(dt). (3.54) 
Usando (3.53) e (3.54) , nós podemos escrever as equações diferenciais des-
crevendo a reação por 
Seja agora 
+k2(r - x3 + 1)(xi + 1)P(xi + 1, x2 - 1, x3 - 1, t) 
- k2(r - x3)xiP(xi , x2 , x3 , t) 
+k3(s - XI - X2)(x2 + l)P(xi- 1, X2 + 1, X3 , t) 
- k3(s - XI - X2)x2P(xi , X2 , X3 , t). 
00 
F( si , s2 , s3 , t) = L P(xi , x2, x3, t)s~ 1 s~2 s~3 
X1 ,X2 ,X3 =Ü 
(3.55) 
(3.56) 
a função geradora das probabilidades P(xi , x 2 , x3, t). De (3.55) nós obtemos 
a equação diferencial parcial para a função geradora (ver Apêndice) 
+k3 (si - s2)~ [(s - si~ - s2~ - 1) F] 8s2 &si &s2 
(3.57) 
A equação (3.57) pode ser simplificada se nós usarmos o fato de que du-
rante os estágios iniciais da reação (que constitui um interesse primário) 
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XI , x2, x 3 « r, s. Nós podemos, portanto, introduzir as seguintes aprox-
imações para (3.53) e (3.54): 
e 
ki(s- XI-- x2) r-v kis 
k2(r- x3):ri r-v k2rxi 
k3 ( S - XI - :r:2 )x2 r-v k3SX2 
ki(s- XI+ 1- x2) r-v kis 
k2(r- X3 + 1)(xi + 1) r-v k2r(xi + 1) 
k3(s- XI- x2)(x2 + 1) r-v k3s(x2 + 1). 
(3.58) 
(3.59) 
Introduzindo estas aproximações em (3.57) , nós obtemos (ver Apêndice) 
&F &F &F ~ = kis(si- 1)F + k2r(s2s3- si)~+ k3s(si- s2)~. (3.60) 
ut usi us2 
Esta equação deve ser resolvida com as condições de fronteira 
F( O, O, O, O) = 1, F(1 , 1, 1, t) = 1, (3.61) 
pois Xi =O (i= 1,2, 3) quando t =O, e 2..=: ,x2 ,x3 = 0 P(xi,x2 , x3 , t) = l. 
Empregando os métodos padrões da teoria das equações diferenciais par-
ciais de primeira ordem, encontramos 
1 F akis[k3ssi+(ak3s+k2r+k3s)s2]( [k ( ) ] ) og = exp 3s a - 1 t - 1 k3s(a- 1)(2ak3 s + k2r- k3s) 
kis(si- as2)(k3sa + k2r- k3s) 
+ ( k k k )( k k ) (1- exp[-(k2r + ak3s)t]) - kist (3.62) 2a 3s + 2r - 3s a 3s + 2r 
Em (3.62) , nós colocamos a igual a raiz positiva de e+ (k2r- k3s)/k3s~­
(k2r/k3s)s3 =O. 
Como vemos, a expressão para a função geradora é difícil de trabalhar 
para obter uma expressão explícita para P(xi , x2, x3, t). Entretanto, os mo-
mentos, que geram informações importantes, podem ser obtidos da maneira 
habitual. Considere o número esperado de moléculas de Pr no sistema, de-
notado por m(x3 , t). Então 
m(x, , t) ~ à~:, F 1 ,~,~,~1 
(3.63) 
onde AI= (kis(k2r) 2)j(k2r + k3s) 2, A2 = (kik2k3rs2)j2(k2r + k3s) , e A3 = 
(kis(k2r) 2)/(k2r + k3 s) 3 . Expressões similares podem ser encontradas para 
m(xi , t) e m(x2, t). 
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Uma reação em cadeia com ramHicação 
Nós agora consideramos o esquema de reação 
S~A ( 1) } início da cadeia A+R ~ B+Pr (2) 
k 3 A+h (3a) 
/ 
B+S propagação da cadeia 
""" 
k' 3 2A+I2 (3b) 
A~h (4) } término da cadeia 
Este esquema de reação difere do considerado na última seção pela presença 
de uma ramificação no passo 3b e o passo 4 de término da cadeia. Uma 
análise completa desta cadeia é bastante complicada. Nós vamos estudar 
aqui um caso especial que é obtido quando é assumido que os passos 3a e 3b 
são rápidos comparados com os outros passos. Neste caso, a quantidade de 
B não influencia na reação, que se torna 
S ~' A (1) 
Pr+A (2a) 
A+R+S 
Pr + 2A (2b) 
(3) 
O tratamento matemático que segue é bastante análogo ao empregado na 
seção anterior. Denotamos por P(xi , x 2 , t) a probabilidade de que o número 
de moléculas de A e Pr no sitema no tempo t seja XI e x2 , respectivamente. 
I é uma substância inerte e não interfere na reação. Como antes, sejas e r 
o número de moléculas de Se R no sistema em t =O. 
As transições que saem do estado (xi , x 2 ) para outros estados, e as prob-
abilidades associadas, são: 
P((xi , x2)-* (xi + 1, x2)) == ki(s- XI- x2)dt + o(dt) 
P((xi, x2) -* (xi , x2 + 1)) = k2(r- x2)xidt + o(dt) 
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P((xi , x2) ---t (xi + 1, x2 + 1)) = k3(r- x2)xidt + o(dt) 
P((xi , x2) ---t (xi -1, x2)) = k4xidt + o(dt). 
Para as transições para o estado (xi , x 2 ) , nós temos 
P((xi- 1, x2) ---t (xi , x2)) = ki(s- XI+ 1- x2)dt + o(dt) 
P((xi , x2 - 1) ---t (xi , x2)) == k2(r- x2 + 1)xidt + o(dt) 
P((xi- 1, x2 - 1) ---t (xi, x2)) = k3(r- x2 + 1)(xi- 1)dt + o(dt) 
(3.64) 
P((xi + 1, x2) ---t (xi , x2)) = k4(xi + 1)dt + o(dt). (3.65) 
Se nós assumirmos que XI, x2 « r, s durante os estágios iniciais da reação, 
as probabilidades dadas acima podem ser aproximadas por 
(3.66) 
e 
(3.67) 
A equação diferencial que descreve o sistema com esta aproximação é dada 
por 
-k2rxiP(xi , x2 , t) + k3r(xi- 1)P(xi- 1, x2 - 1, t) 
-k3rxiP(xi , x2 , t) + k4(XI + 1)P(xt + 1, x2, t) - k4xiP(xi, x2 , t). (3.68) 
Colocando 
notamos que 
00 
00 
F(si , s2 , t) = L P(xi , x2 , t)s~ 1 s~2 , 
&F 
&t 
X1 ,X2=Ü 
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00 
(3.69) 
00 00 
00 00 
00 00 
+k4 L 8~1 8~2 (x1 + 1)P(x1 + 1, x2, t) - k4 L 8~1 8~2 x1P(x1 , x2, t) = 
logo 
00 
= k18 L 8~ 1 + 1 8~2 P(x 1, x 2 , t) - k18F 
X 1 ,X2=Ü 
+k3r f 8~1 + 1 8~2 + 1 ((x 1 + 1) - 1)P(x1, x2, t)- k3r81 ~F U81 
X 1 ,X2=Ü 
+k4 f 8~ 1 - 1 8~2 ((x1 - 1) + 1)P(x1, x2, t) - k481 ~F = 
u81 
X 1 ,X2 =Ü 
&F &F 
= k1881F - k18F + k2r8281 ~- k2r81 ~ 
u81 u81 
&F &F 1 &F &F +k3r818281-- k3r81 -- + k48} 81-- k481 - , 
081 081 081 081 
&F &F ~ = k18(81 -1)F+ [k2r(82 -1)81 +k3r(8182 -1)81 +k4( 1-81) ] ~- (3.70) 
ut U81 
A solução de (3.70) quando F(O , O, O) = F(1 , 1, t) = 1 é 
logF = k18{(a - 1)t + (k3r82)-1log(a - (3) 
- (k3r82)-1log[81 - (3 - (81 - a) exp{ - (a - (3)k3r82t}]} (3.71) 
Na solução acima, a e (3 são as raízes de 
e + ( k2 - k2r + k3r + k4 ) ~ + ~ = o 
k3 k3r82 k3r82 
(3.72) 
Como no caso prévio, (3. 71) é difícil de tratar, mas os momentos podem 
ser obtidos. Considerando m(x2, t) o número esperado de moléculas Pr no 
sistema, nós temos 
k18(k2r + k3r) exp{(k3r - k4)t - 1} 
k3r - k4 (k3r - k4) - t (3.73) 
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3.2 Canais iônicos de membrana 
Toda célula possui em sua membrana celular canais iônicos, que podem 
ser considerados como poros na mesma, originados a partir de uma macro-
molécula,3 comunicando assim o meio extracelular com o meio intracelular. 
O leitor interessado em saber mais sobre a biologia dos canais iônicos deve 
consultar qualquer livro texto padrão de bioquímica ou fisiologia (como, por 
exemplo, [16]) , enquanto que uma abordagem mais detalhada e avançada 
pode ser encontrada em Hille [17]. Estes canais são seletivos, de forma que 
permitem a passagem de íons específicos através da membrana, e esta pas-
sagem é movida por um processo passivo orginado de duas fontes: (i) do 
gradiente de concentração do íon entre o interior celular e o meio onde esta se 
encontra e (ii) do potencial da membrana, ou seja, da influência da diferença 
de despolarização entre o exterior e o interior celular sobre a carga elétrica 
do íon. 
Um dos problemas mais estudados em fisiologia é a regulação de tais 
correntes iônicas. De fato , o controle de tais correntes é vital para o fun-
cionamento celular (ver Capítulo 5 para a importância de tais canais em no 
neurônio). A célula usa estes canais, junto com processos ativos4 de trans-
porte através da membrana plasmática, para manter o meio intracelular difer-
ente do meio extracelular, influenciando assim no potencial de membrana. O 
potencial de membrana tem importância fundamental para o comportamento 
celular e para a comunicação entre células. De nota, cabe citar que a ação de 
muitos fármacos se deve por agirem nos canais iônicos, como por exemplo os 
anestésicos que classicamente bloqueiam as correntes iônicas e a comunicação 
do sinal de dor. 
Um canal iônico é nomeado de acordo com o íon ao qual ele é mais 
permeável em circunstâncias usuais, por exemplo, um canal de sódio, um 
canal de potássio. Um canal nem sempre se encontra permeável, e fisica-
mente podemos encontrá-lo em diferentes configurações macromoleculares 
que caracterizam o estado do canal como sendo o de aberto ou fechado , ou 
em níveis intermediários aos dois (chamados também de estados de aberto e 
fechado). As mudanças de estado do canal são influenciadas por uma série 
de fatores , dependendo do canal, como por exemplo hormônios, neurotrans-
3Uma membrana plasmática é formada a partir de uma bicamada lipídica, enquanto que 
os canais iônicos são formados principalmente por proteínas que atravessam esta bicamada. 
4 As palavras ativo e passivo são usadas neste contexto em biologia no sentido de com 
ou sem gasto de energia, respectivamente. O exemplo clássico de um transporte ativo 
constitui a bomba de sódio (Na+) e potássio (K+), que põe pra fora da célula três íons 
de Na+ trazendo para dentro dois íons de K+, utilizando a quebra do ATP como fonte de 
energia (chamada assim de Na+ -K+ -ATPase). 
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missores ,5 e potencial de membrana (estes últimos também chamados de 
dependente de voltagem, ou voltage-gated). O diâmetro de um canal é da 
ordem de cerca de 6 A (1 A = l0- 10m) , que pode ser comparado com a 
grossura de uma membrana, de cerca de 100 A. A sua densidade espacial 
pode variar; canais de sódio, por exemplo, estão presentes numa densidade 
de 300 por micrômetro quadrado no axônio de lula e de 3000 por micrômetro 
quadrado em neurônios de sapo. 
Uma descoberta importante a cerca dos canais iônicos foi feita por Neher 
e Sakmann em 1976, que conseguiram analisar a corrente elétrica através de 
uma experiência com um único canal iônico. A corrente mostrava passos 
aleatórios, de zero a vários picoampéres, refletindo os estados de fechado e 
aberto. Algumas das quantidades buscadas eram a da condutância unitária, 
as características do tempo no qual o canal permanecia aberto, e a densi-
dade dos canais. Os modelos matemáticos se tornaram portanto úteis pelas 
seguintes razões: (a) nem todos os canais podem ser isolados, de forma que 
inferência a partir de resultados grosseiros de vários canais são usados para 
obter parâmetros de um único canal; (b) os vários esquemas de reação para 
a ligação com fármacos e de transição entre os vários estados de aberto e 
fechado levam a diferentes predições, que muitas vezes podem ser testadas 
experimentalmente, levando à formulação de uma teoria mais consistente 
sobre um determinado canal. 
Os modelos para a abertura e fechamento de canais individuais assumem 
a forma de uma cadeia de Markov de tempo contínuo. Como já mencionado, 
tais modelos apresentam maior importância em aplicações práticas do que 
sofistificação matemática em si. Eles foram empregados no presente contexto 
em por exemplo [18]-[21]. Denotamos por {X(t) , t 2 O} um processo de 
Markov com estados {1 , 2, ... , n} = S , e por P(t) a matriz de probabilidades 
de transição, que é assumida estacionária, 
Pij(t) = P(X(s + t) = j iX(s) =i) , 
e satisfaz as equações de Kolmogorov backward 
dP == AP 
e forward 
dt 
dP 
-==PA dt ' 
i , j E S, s , t 2 o, 
5 Muitos receptores de membrana, que sào proteínas nas quais um hormônio ou um 
neurotransmissor se liga, estào vinculados a um canal iônico. Após a ligaçào, ocorrem 
mudanças estruturais da macromolécula, mudando a sua configuraçào com consequente 
mudança de estado. 
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onde a matriz infinitesimal A é definida por (ver Apêndice) 
A = lim p ( dt) - I 
dt---->0 dt 
E os seguintes resultados são válidos 
(i) O intervalo de tempo gasto em qualquer estado (não absorvente) 
um vez entrado nele é distribuído exponencialmente com média -ai,i 1 (ver 
Apêndice). 
(ii) Se p(t) é um vetor de probabilidades, 
Pi(t) = P(X(t) = 1) , i E S, 
então 
p(t) = p(O)P(t). 
(iii) Uma vez que p = p(O)P(t) = p(O)P(t)A = pA, se uma distribuição 
estacionária limite existe , ela pode ser encontrada resolvendo pA = O. 
3.2.1 Um canal de dois estados 
A teoria clássica da ação de drogas consiste no seguinte esquema de reação 
simples 
/3 
A+R ~AR 
onde A representa uma molécula agonista (um fármaco) não ligada, R cor-
responde ao receptor não ligado ao agonista, considerado como estando no 
estado fechado (estado dois) , e AR representa o complexo agonista-receptor, 
correspondendo à configuração macromolecular do canal no estado aberto 
(estado um). Como já mencionado nas seções acima para reações químicas, 
na teoria determinística, ex e (3 são constantes de taxa, enquanto que na 
abordagem estocástica eles são definidos por 
P( canal aberto em t ---+ fechado em t + dt) = adt + o( dt) 
P( canal fechado em t ---+ aberto em t + dt) = (3dt + o( dt) 
A matriz A neste caso é definida por 
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(3.74) 
(3.75) 
e a probabilidade do canal estar aberto (p1(t)) em t é 
PI(t) = _ (3 _ + (P1(0)- _ (3 _) e-(o+/3)t , (3+a (3+a (3.76) 
enquanto que a probabilidade de estar fechado (p2(t)) é dada por 
P2(t) = _ a _+ (P2(0) -_a _) e-(o+/3)t. (3+a (3+a (3. 77) 
Para ver isto , a partir deste A dado, obtemos as equações forward para p11 ( t) 
da forma 
dpn (t) 
dt = - apn(t) + (3p12(t) = - apn(t) + (3(1 - p11 (t)). 
Que é facilmente resolvida gerando p11 (t) = 13!a + (Pn(O)- 13!a ) c(a+/3)t. 
Analogamente, para o processo começando no estado 2, teríamos: 
dp2l (t) 
dt = - ap21(t) + (3p22(t) = - ap21(t) + (3(1 - p21 (t)) , 
fornecendo a solução p21 (t) = 13!a + (p21 (O) - 13!a ) c(a+/3)t. Lembrando que 
P0 =I, ou sejapn(O) = 1 e P21(0) =O, e que (p1(t) ,p2(t)) = p = p(O)P(t) = 
(PI (0) , P2(0))P(t) , temos então que P1 (t) = PI(O)pn (t)+p2(0)p21(t) = Pl (O)pn (t)+ 
(1- P1(0))P21(t) , ou seja 
PI(t) = PI(O) [-(3 - + _ a _ e-(a+/3)t] +(1-pl(O)) [-(3-- _ (3 _ e-(a+/3)t] (3+a (3+a (3+a (3+a 
fornecendo o resultado afirmado. O cálculo da probabilidade do canal estar 
fechado é feito de maneira análoga. No capítulo de Apêndice é mostrado a 
obtenção de tais soluções via diagonalização da matriz A para obtenção de 
sua exponencial. 
Chamando X(t) o número de canais abertos, então p1 (t) = P(X(t) = 1) 
e p2(t) = P(X(t) = 0). Quando t --+ oo , X claramente tem distribuição 
estacionária p dada por 
(3.78) 
Alternativamente, se p1(0) e p2(0) são iguais aos valores estacionários, então 
o processo resultante neste caso especial, denotado por X ( t), é estritamente 
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estacionário. Se a condutância unitária (do canal aberto) é a, então a con-
dutância em t é dada por a vezes X(t) , pois antes da análise do experimento , 
o processo já estava "rodando" desde muito t empo, o que pode ser consider-
ado como t endo iniciado com as probabilidades estacionárias. Muitas vezes, é 
desejável fazer experimentos com o controle fixo da despolarização/ voltagem 
celular ( voltage clamp) para eliminar correntes capacitativas, além de outros 
efeitos. Neste caso, se a voltagem é fixa em V e o potencial de N ernst6 do 
íon em estudo é v; , então a corrente é dada por 
Í(t) = a(V - Vi)X(t). 
Esta corrente t em as seguintes propriedades: 
(a) Média: 
(b) Variância: 
EÍ(t) = a(V - Vi)EX(t) = a(V - i);3 . 
a+ 
(3.79) 
(3.80) 
V ar Í(t) = EÍ(t) 2 - E 2 Í(t) = a2 (V - v;) 2 EX2 - a2 ~~ ~ ~~2;3 = a2 (~ ~ ~~:a;3 . 
(3.81) 
(c) Covariância 7 
C(T) Cov(Í(t) , Í(t + T)) = E(Í(t)Í(t + T)) - E(Í(t))E(Í(t + T)) 
2 2 ~ ~ a2 (V - Vi) 2;32 
=a (V - Vi) E(X(t)X(t + T)) - (a+ ;3)2 
2 2 ~ . ~ a2 (V - Vi) 2;32 
=a (V - Vi) P(X(t + T) = 1, X(t) = 1) - (a+ ;3)2 
6Uma das mais importantes equações em eletrofisiologia é a equação do potencial de 
Nernst , a qual descreve como uma diferença na concentração iônica entre duas fases (meio 
intra e extra celular , por exemplo) pode resultar numa diferença de potencial entre as duas. 
O potencial de Nernst de um íon i é dado por Vi = ~J.ln ( ~) , onde [i]in representa 
a concentração interna, [i] ex a concentração externa, T é a temperatura absoluta, F é 
a constante de Faraday, R é a const ante dos gases, e z é a carga do íon. A derivação 
desta equação pode ser encontrada em mutois livros básicos de físico-química, como, por 
exemplo, [22]. 
7Muitas vezes é conveniente definir a função de covariância C(T) de um processo X(t) 
por C(T) = Cov(X(t) , X(t + T)) = E[(X(t) - EX(t))(X(t + T) - EX(t + T))] sempre 
que este resultado não depender de t e EX (t) = m const ante independente de t . Um 
processo satisfazendo est as condições é chamado de fra camente estacionário. A função de 
covariância é uma medida da influência dos valores obtidos em qualquer tempo nos tempos 
futuros. 
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= 2(V - V:)2 ( )- j}_ - a2(V - Vi)2,82 
a t Pn T a + ,B (a + ,8)2 
= a2(V - Vi)2 [-,8- + _ a _ e--(o+i'J)(T) ] _ ,B_- a2(V - Vi)2,82 
,B + a ,B + a a + ,B (a + ,8)2 
2 ( )'' 
_ a V - Vi '· a,B -(o+i'J)(T) (3.82) 
- (a+ ,8)2 e . 
( d) Densidade espectral: 
J·(w) = j c(T)e-i21rWTdT =f a2(V - Vi)2a,B e-(o+/'J )Te-i21rWTdT = 
I (a+ ,8)2 
a2 (V - Vi) 2 a,B 1 
1r(a + ,8) ·(a+ ,8)2 + w 2' 
a qual é chamada de uma Lorentziana. A frequência Wc satisfazendo 
1 f(wc) == 2J(O) 
(3.83) 
é chamada de corner frequency e aqui é dada por Wc =a+ ,8. Assim, a+ ,B 
pode ser faci lmente obtida da densidade espectral, a qual é rotineiramente 
obtida experimentalmente pelo uso de filtros de banda estreitos. 
(d) Tempos de espera. Os tempos gastos por um canal iônico nos estados 
fechado e aberto são variáveis aleatória distribuídas exponencialmente com 
média 1/a e 1/,8, respectivamente (ver Apêndice). A soma destas variáveis 
(independentes) é o tempo entre abertura e fechamento consecutivo, e tem 
densidade8 
t -a(t-y) ~ - !'Jyd - a,B ( -at - - !'Jt) _j_ ~ lo ae f-/ e y- (,8 _ a) e e , a 1 tJ, (3.84) 
e também é de interesse aos fisiologistas. 
A partir destas expressões, e de resultados experimentais para a corrente 
de um único canal, é possível, se o modelo é válido e V - Vi é sabido, estimar 
a e ,B a partir da distribuição do tempo gasto nos estados aberto e fechado , 
a condutância a seria obtida da média obtida em (3.80) , e então é possível 
verificar o valor de a + ,B obtido da densidade espectral e de a obtido da 
vanancm. 
8Para este cálculo, usamos o fato de que a função densidade de uma variável aleatória 
Z definida como a soma de duas variáveis aleatórias independentes X e Y com funções de 
densidade fx e jy é dada pela convolução fz(z) = (fx * jy )(z) = f~oo fx(z- y)jy(y)dy 
(ver Apêndice, página 188) . 
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3.2.2 Um canal de n-estados 
Foi mostrado em alguns casos que uma cadeia de Markov de dois estados 
é inadequada para descrever um canal iônico. Por exemplo, a densidade 
espectral não pode ser aproximada por uma única Lorentziana. A modelo 
acima é então extendido para incluir diversos estados. Um esquema proposto 
é o de ter r estados aberto e n - r estados fechados , conectados da seguinte 
forma 
1 f=± 2 f=± 3 f=± · · · f=± r f=± r + 1 f=± · · · f=± n - 1 f=± n 
' ' 
aberto fechado 
onde as transições ocorrem apenas entre estados vizinhos. A matriz infinites-
imal de X ( t) pode ser particionada como 
( 
aberto - aberto aberto - fechado ) 
A- · · · (3.85) 
- fechado - aberto fechado - fechado 
e é de fato tridiagonal. Em geral , as probabilidades absolutas podem ser 
escritas como 
n 
(3.86) 
k=2 
Aqui , a matriz A k é dada por 
(3.87) 
onde u k é um autovetor coluna (à direita) de A com autovalor Àk , e v k é a 
k-ésima linha da matriz 
[u1 · · · unr1 . 
A função de covariância de X ( t) é da forma 
n 
Cov(X(s) , X(t)) == const L cke>.kt , 
k= l 
de forma que a densidade espectral é a soma de n - 1 Lorentzianas. 
Exemplo 
(3.88) 
(3.89) 
O seguinte esquema introduzido por del Castillo e Katz [23] foi proposto 
por Magleby e Stevens [24] para um canal iônico ativado por acetilcolina 
numa junção neuromuscular de sapo: 
kl /3 
A+ R f=± AR f=± AR* , 
k2 a 
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onde A é a acetilcolina, R é o receptor não ligado (fechado no estado 3) , 
AR é o complexo fechado (estado 2) e AR* é o complexo aberto. A matriz 
infinitesimal para a cadeia de Markov correspondente é dada por 
(3.90) 
onde x A é a concentração do agonista. 
3.2.3 Vários canais de dois estados 
Consideramos agora uma área da membrana plasmática com vários canais 
iônicos e que a obtenção dos resultados experimentais da corrente fornece a 
soma das correntes dos canais individuais. Considerando N canais idênticos 
que agem independentemente e possuem apenas dois estados, então a corrente 
total , no regime estacionário, é dada por 
Í(t) = N t(t) (3.91) 
onde t é como descrito anterioriormente em (3. 79). A média, vanancia, 
covariância, e densidade espectral são dadas por N vezes aquelas de um 
canal único, obtidas em (3.80) , (3.81) ,(3.82) e (3.83). E estas observações 
possuem consequências importantes práticas, como, por exemplo 
(i)uma vez que a densidade espectral obtida de vários canais tem a mesma 
forma que a de um único canal , é possível obter os valores de a e (3 a partir 
de resultados macroscópicos. 
(ii)a fração entre a variância e a média obtidas com vários canais é a 
mesma do que pra um canal, por (3.80) e (3.81) 
Va~Í(t) = a(V -·Vi) "'a(V _ Vi) 
EI(t) 1 + (oo/{3) ' (3.92) 
onde foi assumido que a» (3, isto é, o tempo médio gasto no estado aberto 
é muito menor do que o gasto no estado fechado , que de fato é verdade para 
muitos canais. Assim, o valor de a para a condutância individual de um 
canal pode ser estimada a partir de resultados de vários canais. 
Agora, o número de canais abertos em função do tempo constitui um 
processo de nascimento e morte, o qual nós denotaremos por XN(t) , onde as 
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probabilidades infinitesimais de transi,ção são dadas por 
{ 
1- (ka + (N- k) f3 )dt + o(dt) , 
P(XN(t+dt) = jiXN(t) = k) = (N- k) f3dt + o(dt) , 
kadt + o(dt) , 
Definindo 
Pk(t) = P(XN(t) == kiXN(O) =No) , 
onde O ~ k, N0 ~ N < oo , temos que Pk(t) satisfaz 
j = k, 
j = k + 1, 
j=k-1. 
(3.93) 
(3.94) 
dpk dt = (N- k + 1) f3Pk- l- (ka + (N- k) f3 )Pk + (k + 1)aPk+l , (3.95) 
com p_1 = PN+l =O por definição. A função geradora de probabilidade 
N 
'1,-----"\ k 
cp (z, t) = 2.._, z Pk(t) (3.96) 
k:=O 
satisfaz 
N N 
-L zk(ka + (N- k) f3 )Pk(t) +L zk(k + 1)aPk+I(t) 
k=O k=O 
c/Jt = (3N (z - 1) cp +(a+ ((3 - a)z - (3z 2 )c/Jz · (3.97) 
Resolvendo esta equação com a condição inicial cp (z, O) = zNo, chegamos a 
cp (z, t) = (a+ (3 ) -N [a+ f3z +a(z -1 )e-(a+i:J)t]No [a+ (3z - f3 (z -1 )e-(a+i:J)t]N-No . 
(3.98) 
A partir desta, uma expressão explícita para a probabilidade de k canais 
abertos no tempo t pode ser obtida por Pk(t) = -k~:t l z=o ' neste caso 
x N ( No .) ( N ~No) (o; -a'l:) No-k+j (o;+ (3T) N-No-j' L k - J J (3 + o;'l (3 - (3T 
J=O 
(3.99) 
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onde T é definido como T = c(o+/3)t. 
Fazendo t ---+ oo temos T ---+ O e (3.99) fica 
. (3N N ( No ) ( N - No ) ( ex ) N- k ~~Pk(t) = (ex+ (3 )N f; k: - j j {J ' 
( (3 ) k ( ex ) N- k N ( No ) ( N - No ) ex+ (3 ex+ (3 f; k - j j · 
Logo, este processo é assintoticamente estacionário com distribuição bi-
nominal: 
~ (N) ( (3 ) k ( ex ) N- k 
P (XN(t) = k) = k ex+ (3 ex+ (3 , k = O, 1, ... , N. 
(3.100) 
E , neste caso estacionário, a esperança será dada por9 
Agora10 
N (3 
ex+ (3 (3. 101) 
~ 2 N 2 (N) ( (3 ) k ( ex ) N- k ( (3 ) 2 N (3
E(XN(t)) = ~ k k ex+ (3 ~:t + (3 = N(N -1) ex+ (3 +ex+ (3' 
(3.102) 
90 nde é usado o seguinte resultado 
l. d (3 o ap lCa O para X = o+f3 e y = o+f3 . 
10 Analogamente ao caso anterior 
l. d (3 o ap lCa O para X= o+f3 e y = o+f3 . 
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logo, a variância do processo estacionário será dada por 
~ ~ 2 ~ 2 No;(3 Var(XN(t)) = E(XN(t))- (EXN(t)) = (a+ (3)2 (3.103) 
Enquanto que no caso não estacionários pode-se mostrar que 
(3.104) 
e 
Var(XN(t)) = Na(3 + (:!:.- (3 ) ( No - N(3 ) e-(o+/3)t 
(o; + (3)2 o; + (3 o; + (3 
+ (No( f3 - a) _ Nf3 2 ) e-(o+/3)t . 
a+ (3 (a+ (3)2 (3.105) 
Agora, quando o número de canais iônicos se torna grande, de forma que 
os caminhos amostrais de XN(t) se tornam relativamente suáveis, nós pode-
mos aproximar um processo de nascimento e morte por um outro contínuo 
(ver Apêndice). 
3.2.4 Ruído de voltagem 
Quando um controle da voltagem celular não é realizado (de maneira que 
ela não permanece mais fixa) , o potencial elétrico através da membrana celu-
lar flutua sob influências das aberturas e fechamentos aleatórios dos canais 
iônicos. Considerando uma célula cuja membrana possua capacitância Cm e 
condutância Gm , a voltagem V(t) será determinada pela equação 
dV · m 
Cmdt + GmV = .L(Vi- V)gNi(t) , (3.106) 
i=l 
onde é assumido que há m espécies de íons com potenciais de Nernst Vi, 
i= 1, ... , me 9Ni (t) é a condutância devido aos Ni canais da i-ésima espécie. 
Se a condutância unitária é ai , então cada processo 9Ni ( t) será dado por ai 
vezes um processo de nascimento e morte , como descrito acima. A equação 
diferencial acima pode ser facilmente integrada quando os processos de nasci-
mento e morte são substituídos pelas suas correspondentes aproximação por 
difusão. Quando há apenas uma espécie de íon com potencial de equilíbrio VE 
e com N canais de condutância a, o potencial médio no estado de equilíbrio 
é dado por 
(3.107) 
onde G = aN. Para mais detalhes e discussões, ver Tuckwell [25]. 
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Capítulo 4 
Infectologia 
Uma das aplicações mais importantes dos processos estocásticos na área 
de biomedicina constitui a teoria matemática da epidemia das doenças infec-
ciosas. O interesse reside tanto nas várias aplicações e implicações biológicas 
advindas dos modelos, como também no tipo de ferramenta matemática em-
pregada. Em modelos de epidemia, muitas vezes teremos que as probabil-
idades de transição geralmente serão funções não lineares do tamanho da 
população, o que pode vir a gerar análises matemáticas complexas, mesmo 
com modelos que descritivamente sejam bastante simples. 
Antes de iniciar os modelos, iremos resumidamente revisar algumas idéias 
envolvidas na epidemiologia das doenças infecciosas. Inicialmente, nós supo-
mos que há um grupo de pessoas susceptíveis homogeneamente distribuído 
na população. Uma ou mais pessoas deste grupo contraem uma certa doença 
infecciosa que, no devido curso, pode ser passada para outros indivíduos sus-
ceptíveis. Em geral, nós assumimos que depois de ter contato com o objeto 
infectante, há um período de latência no qual a doença se desenvolve den-
tro do indivíduo, mas que ainda não pode ser transmitida aos demais. O 
período de latência é seguido por um período infeccioso, durante o qual a 
pessoa infectada, ou infectivo como é então chamado, mesmo na ausência 
de sintomas clínicos, pode disseminar o material infectante de alguma forma 
e assim possibilitar a infecção de outros indivíduos susceptíveis. Cedo ou 
tarde, sintomas começam aparecer no indivíduo infectivo e ele é removido 
da circulação entre os suceptíveis, de forma que esta remoção termina com o 
período infeccioso (no sentido em que não há mais espalhamento da doença 
por parte do indivíduo removido). O intervalo de tempo entre o início da 
infecção e o aparecimento dos sintomas é chamado de período de incubação. 
A maioria dos modelos geralmente leva em conta casos especiais da situação 
genérica descrita acima. Desta forma, veremos modelos mais simples a tempo 
contínuo que assumem o período de latência como sendo zero, de maneira 
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que um indivíduo infectado se torna infectivo tão logo receba a infecção. 
Também é bastante conveniente assumir que o período de duração da in-
fecção tem distribuição exponencial negativa. Outro postulado razoável é 
o de que a chance de um suscetível se tornar infectado num período curto 
do tempo é proporcional ao número de infectivos presente neste intervalo de 
tempo, o que significa que a chance de uma nova infecção na população será 
proporcional ao produto do número de indivíduos suceptíveis e infectivos, 
bem como do tamanho do intervalo, ou seja, temos uma probabilidade de 
transição que é uma função não linear do tamanho da população, como men-
cionado acima, e esta é a maior dificuldade a ser vencida por um tratamento 
matemático adequado. Os modelos expostos nas primeiras três seções deste 
capítulo seguem o tratamento dado em [27], enquanto que o da quarta seção 
foi retirado de [12]. 
4.1 Epidemia simples 
Iremos considerar primeiro o modelo mais simples de epidemia a tempo 
contínuo, no qual nós temos um grupo de indivíduos suceptíveis a se contam-
inarem com a infecção, mas no qual não há nenhuma espécie de remoção dos 
infectivos da população, isto é, o paciente infectado não morte , não se cura 
e não é isolado dos demais. Tal modelo poderia ser aplicado para infecções 
leves das vias respiratórias superiores, como os resfriados, onde há compar-
ativamente um longo intervalo de tempo entre a infecção do indivíduo e a 
remoção (no sentido de cura ou isolamento) da circulação. 
4.1.1 Caso determinístico 
É conveniente antes revisarmos a versão determinística desta situação, 
tanto porque os componentes determinísticos servem como uma primeira 
aproximação do estocástico, e também porque é instrutivo ver como a média 
do processo estocástico se comporta em relação ao valor determinístico. 
Seja um grupo homogêneo de n + 1 pessoas contendo inicialmente n su-
ceptíveis e apenas um infectivo. Suponha que no tempo t hás suceptíveis e 
i infectivos, de forma que s +i = n + 1. Como exposto na introdução deste 
capítulo, é razoável supor que , neste caso, o número de novos casos num 
intervalo D.t é (3 siD.t , onde (3 é a taxa de contato. Podemos então escrever 
D.s = -· f3 siD.t , (4.1) 
assim, o processo é descrito pela equa1~ão diferencial 
~; = - (3 si = -- f3 s(n - s + 1). (4.2) 
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Ou, mudando a escala de tempo para T = j3t , nós temos 
ds 
dT = -s(n- s + 1) , 
com condição inicial 
s = n , T =O. 
A solução de (4.3) , sujeita a (4.4) , é dada por 
n(n + 1) 
s= n + e(n+l )r . 
(4.3) 
(4.4) 
(4.5) 
Agora, em termos de epidemiologia de saúde pública, geralmente se trabalha 
muito com dados como número de novos casos por dia . Assim, é apropriado 
se trabalhar com uma curva epidêmica, a qual mede a taxa -ds / dT no qual 
novos casos acontecem, dada por 
ds . n( n + 1)2e(n+l )r 
-- = S'l = 
dT (n + e(n+ l )r) 2 (4.6) 
A curva epidêmica ( 4.6) é uma curva unimodal simétrica passando através 
do ponto (0, n) , e com máximo ocorrendo quando T = (log n)/(n + 1). Ou 
seja, nós temos uma propriedade característica de uma epidemia, na qual a 
taxa de ocorrência de novos casos cresce lentamente, atinge um pico, e depois 
declina, indo a zero com o tempo. 
4.1.2 Caso estocástico 
Vamos agora construir um modelo estocástico baseado neste modelo de-
terminístico discutido acima. Como antes , supomos que há n suceptíveis 
e um infectivo. Mudando um pouco a notação por conveniência (devido à 
transformada de Laplace a ser usada adiante) , consideramos agora a variável 
aleatória X(t) como representando o número de suceptíveis que ainda não 
foram infectados até o tempo t , e a probabilidade que X(t) assuma o valor r é 
dada por Pr(t). Portanto, no tempo t , temos ainda que há n-X(t) + 1 infec-
tivos. Apenas um tipo de transição é possível, a saber, a ocorrência de uma 
nova infecção, reduzindo em um o número de suceptíveis. A chance de uma 
infecção num tempo dt pode ser então escrita como sendo f3X(n- X+ 1)dt, 
onde f3 é a taxa de contato. Mudando a escala para T = j3t , esta chance se 
torna X(n- X+ 1)dT. A equação parcial diferencial para a função geradora 
de probabilidade cp(z , T) é dada por (ver Apêndice para a dedução de uma 
equação mais geral) 
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( 
{)cp {)2cp) 
= (1- z ) n--- z- , {)z {)z 2 (4.7) 
com a condição inicial 
(4.8) 
A equação correspondente para a função geradora de momento é dada por 
(ver Apêndice) 
(4.9) 
com condição inicial 
M(e , O) = en8. (4.10) 
Ainda não se encontrou soluções fechadas simples para as equações ( 4. 7) e 
(4.9). Entretanto, é possível achar expressões explícitas para as probabili-
dades dos estados e para os momentos de ordem mais baixas, embora estes 
sejam complicados para n não muito pequeno. 
Primeiro, considere uma equação de diferença-diferencial para as proba-
bilidades Pr ( T). Estas podem ser deduzidas de ( 4. 7) retirando os coeficientes 
de zr de ambos os lados, ou usando o argumento habitual para o valor de 
Pr( T + dt). Nós obtemos 
c;:; = (r + 1) ( n - r) Pr+ 1 - r ( n - r + 1) Pr , O ~ r ~ n - 1, 
~n ( ) dT = -npn, 4.11 
com condição inicial 
Pn(O) = 1. ( 4.12) 
Em princípio, o sistema de equações em ( 4.11) poderia ser resolvido suces-
sivamente, começando com a equação para Pn , embora, para n grande, isto 
pode vir a ser bastante complicado. Entretanto, há um outro procedimento 
através do uso da transformada de Laplace. Escrevemos qr ( s) para a trans-
formada de Pr ( T) , ou seja 
( 4.13) 
Aplicando a transformada no sistema de equações em (4.11) , e usando (4.12) , 
obemos a relação de recorrência 
(r+ 1)(n- r) 
qr = s + r ( n - r + 1) qr+ 1 ' O~ r~ n -1, 
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1 
qn = ---. 
s+n 
Nós podemos agora obter expressões explícitas para qr, dadas por 
n n 
qn- l = s + 2 ( n - 1) qn == ( s + 2 ( n - 1)) ( s + n) ' 
2(n- 1) 2(n- 1) n 
qn- 2 = s+3(n -2)qn-l = s+3(n -2) (s+2(n -1))(s+n) ' 
ou, mais geralmente, 
l( )ln-r+l 
qr = n. n ~ r . rr [s + j(n -- j + 1)r \ o::; r::; n. 
r. j=l 
(4.14) 
( 4.15) 
Em princípio, nós precisamos apenas usar a transformada inversa na ex-
pressão (4.15) para obter uma fórmula explícita para Pr(T). O lado direito 
de (4.15) pode ser expandido como uma soma de frações parciais com termos 
como [s + j(n- j + 1)]- 1 e [s + j(n -- j + 1)]- 2 . O útimo surge quando há 
fatores repetidos, o qual ocorre se r < ~ ( n + 1). Com a inversão , as frações 
parciais recém mencionadas vão a e-j(n-J+l )T e Te-j(n-J+l)T , respectivamente. 
O problema é que pode ser muito trabalhoso para obter explicitamente ex-
pansões em frações parciais. 
Agora, através de (4.9) , podemos obter algumas fórmulas relacionadas 
aos momentos do processo. Primeiramente, escrevemos a função geradora de 
momento como 
n (}r n 00 ( er )j 00 ej n . 00 ej 
M(B , T) =L e Pr(T) =L L - .-1 ·Pr(T) =L~ L r3pr(T) =L ~/Lj 
r=O r=O j=O J. j=O J. r=O j=O J. 
( 4.16) 
onde /Lk é o k-ésimo momento a cerca da origem. Então, usando (4.16) em 
( 4. 9) , obtemos 
00 ej d . ( 00 ( -e)j ) [ 00 ej- l 00 ej-2 ] ""--:-~ = ""-.- (n + 1) "" j - _-ft - "" j(j - 1)-.-M · . ~ j! dT ~ j! ~ j! J ~ j! J j=O j=l j=O j=O 
Equacionando os coeficientes de e dos dois lados, chegamos ao seguinte con-
junto de equações 
d~tl 
dT = - [(n + 1)~ti- /L2 ], 
d~t2 dT = + [(n + 1)~ti - 1t2l - 2[(n + 1)~t2 - ~t3 J, ( 4.17) 
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etc. 
Infelizmente, não é possível resolver estas equações sucessivamente, pois a 
primeira equação envolve tanto p,1 quanto p,2 . Entretanto, se nós tivéssemos 
p,1 , poderíamos facilmente calcular p,2 da primeira equação em ( 4.17) e, su-
cessivamente, outros momentos de ordem mais alta. 
Tempo de duração 
Um aspecto do modelo estocástico simples que é fácil de tratar mate-
maticamente é o tempo de duração, isto é, o tempo ocorrido até que todos os 
susceptíveis de tornem infectados. Agora, quando há j infectivos e n - j + 1 
susceptíveis, a chance de uma nova infecção em dT é j(n- j + 1)dT. O 
intervalo Tj entre a ocorrência da j-ésima e j + 1-ésima infecção tem portanto 
distribuição exponencial com função de densidade dada por (ver Apêndice) 
( 4.18) 
É claro que os Tj são independentemente distribuídos e temos ainda que o 
tempo de duração T vai ser dado por 
logo 
n 
n 
,,----.._ 
T = 2._, Tj, 
j=l 
n 
e VarT =L VarTj· 
j=l 
4.2 Epidemia geral 
(4.19) 
(4.20) 
Como vimos na seção anterior, mesmo com um modelo simples, no qual 
a remoção do paciente infectado não é levada em conta, dificuldades con-
sideráveis no manejo teórico do processo apareceram. Nesta seção, vamos 
considerar uma situação mais complicada, na qual a remoção do indivíduo 
infectivo é levada em conta. 
4.2.1 Caso determinístico 
Consideraremos uma população total de n indivíduos, dos quais, no tempo 
t , há x suceptíveis, y infectivos, e z indivíduos que estão isolados, mortos , ou 
curados e imunes. Assim, x + y + z == n . Considerando a taxa de contato 
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com sendo {3 , então em um tempo dt haverá {3xydt novos casos de infecção. 
Devemos agora incluir a remoção dos indivíduos, de forma que ela aconteça 
numa taxa 1 de maneira a termos que o número de removidos em dt seja 
dado por 1ydt. Assim, o processo determinístico é dado pelas equações 
dx 
dt = - {3xy , 
dy 
dt = {3xy - IY , (4.21) 
dz 
dt == IY , 
com condições iniciais (x, y, z) = (x0 , y0 , O) quando t = O. Consideraremos 
que inicialmente só há um certo traço de infecção na população, de forma 
que y0 é pequeno, e x0 '"" n. Começamos a análise pela segunda das equações 
(4.21). Vemos que a epidemia só poderá existir se x0 > 1/ {3 , considerando que 
para o número de infectivos aumentar devemos ter [dyjdt ]t=O >O. Definimos 
a taxa relativa de remoção por p = "'l / {3. Assim, um valor de p = x 0 '"" n 
constitui um limiar sobre o número/densidade de susceptíveis, valores acima 
do qual vão resultar num aumento do número de casos, e valores abaixo 
fazem com que o traço de infecção inicial seja removido mais rápido que a 
propagação. 
A solução do sistema (4.21) se obtém da seguinte forma. Eliminamos y 
da primeira e terceira equação, obtendo dx/dz = - x/ p, o qual integrando 
nos gera 
(4.22) 
e a terceira equação pode ser reescrita para a forma 
dz 
dt = I ( n - X - Z) , (4.23) 
uma vez que y = n- x - z. Usando (4.22) , obtemos 
(4.24) 
Agora expandimos o lado direito de (4.24) até o termo de segunda ordem, 
para obter, aproximadamente , 
dz [ ( z z
2 
) ] [ ( x 0 ) x 0 2] dt = 1 n - z - Xo 1 - p + 2p2 = 1 n - x 0 + p - 1 z - 2p2 z . 
(4.25) 
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A equação (4.25) pode ser resolvida por métodos padrões. Ainda, é possível 
neste caso obter também uma curva epidêmica, dada por 
onde 
dz / Ct2 p2 2 ( 1 ) 
- = -- sech - a1t - rjJ , 
dt 2x0 2 
a ~ [ ( ~ _ 1) + 2~;Vo ]'1' , 
rjJ = tanh-- 1 Xo - P. 
ap 
(4.26) 
(4.27) 
O gráfico é uma curva simétrica em forma de sino. Note que estamos 
definindo a curva epidêmica desta vez em função da taxa da remoção dos 
casos. De fato , isto é uma coisa natural , uma vez que nós só sabemos de 
novos casos uma vez diagnosticados, o que faz com que eles logo em seguida 
sejam removidos da circulação; nós não temos como observar a ocorrência 
atual de infecções. 
Por fim, quando termina a epidemia, nós devemos ter dz / dt = O. Segue 
que, considerando x0 '"" n , a partir de (4.25) encontramos que o valor final 
de z é 
Zoo '"" 2p ( 1 - :O) , (4.28) 
que é o tamanho total da epidemia. Já vimos que não haverá epidemia 
verdadeira se x0 < p. Suponha então que x0 > p e que v é tal que 
xo = p+v. ( 4.29) 
Substituindo em (4.28) , temos 
2pv Zoo rv -- rv 2v , 
p+v 
(4.30) 
se v é pequeno comparado com p. Neste caso, o resultado (4.30) mostra que 
o tamanho total de epidemia é 2v , de forma que o número de susceptíveis é 
reduzido de p +v a p- v , ou seja, para um ponto tão longe do limiar quanto 
estava acima anteriormente. Este é o teorema do limiar de Kermack e McK-
endrick. Uma versão mais precisa, a partir de uma análise exata de (4.21) 
é possível , mas as implicações epidemiológicas são similares. Compararemos 
este resultado com o obtido no modelo estocástico a seguir. 
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4.2.2 Caso estocástico 
Nós agora consideramos uma formulação estocástica para este tipo geral 
de epidemia. Necessitaremos de duas variáveis aleatórias. Como antes, seja 
X ( t) o número de indivíduos suceptíveis ainda não infectados até o tempo 
t , e seja Y(t) o número de infectivos em circulação no tempo t. Como a 
população total é fixa, o número de indivíduos removidos pode ser obtido 
uma vez que tenhamos X e Y. 
Seja então a probabilidade de se ter u suceptíveis e v infectivos no tempo 
t dada por Puv(t) , isto é 
Puv(t) = P(X(t) = u , Y(t) =v). (4.31) 
E também é conveniente trabalharmos com a função geradora de probabili-
dade 
( 4.32) 
u,v 
Há dois tipos possíveis de transição. Primeiro, a probabilidade de ocor-
rer uma nova infecção em dt é dada por (3XY dt , e u decrescerá de uma 
unidade , enquanto que v aumenta de uma unidade. Segundo, pode haver 
uma remoção, que ocorrerá com probabilidade 1vdt , e v irá decrescer de 
uma unidade. Nós podemos então escrever a equação diferencial parcial de 
cp(z, w, t) por (ver Apêndice) 
&cp 
&t 
2 [)2 cjJ [) cjJ 
= f3 (w - zw)-- + 1 (1- w)-. &z&w &w ( 4.33) 
Mudando a escala de tempo para T = (3t , e escrevendo p = 1/ (3 como antes, 
a equação (4.33) se torna 
&cp 2 ~c/J &cp 
- = (w - zw)-- + p(1- w)-. OT &z&w &w (4.34) 
Suponha que o processo comece em T = O com n susceptíveis e a infectivos. 
A condição inicial é então dada por 
( 4.35) 
Uma solução direta para (4.34) ainda não é disponível. Mas, coletando os co-
eficientes de zuwv de ambos os lados, ou alternativamente expressando Puv(t+ 
dt) em termos das probabilidade no tempo t como realizado muitas vezes 
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nos capítulos anteriores, nós obtemos o conjunto de equações de diferença-
diferenciais 
og;v = (u + l)(v- l)Pu+l ,v-l -- v(u + P)Pu,v + p(v + l)Pu,v+l , 
OPna ( ) OT = -a n + p Pna , ( 4.36) 
onde 
O~ u +v~ n +a, O~ u ~ n , O~ v~ n +a, 
e 
Pna(O) = 1. (4.37) 
(Nós assumimos que qualquer Puv cujos coeficientes fiquem fora do limite 
permitido tenha valor zero , como, por exemplo, Pn,a+ I) 
Em princípio, como no caso de epidemia simples, é possível resolver este 
sistema de equações levando em conta a observação acima. Podemos também, 
como no caso anterior, empregar a transformada de Laplace. Considerando 
quv ( s) como sendo a transformada de Pu v ( T) , isto é 
( 4.38) 
as equações em ( 4.36) podem ser transformadas para 
(u + l)(v- l)qu+l ,v-l - [v(u + p) + s]quv + p(v + l)qu,v+l =O 
- [a(n + p) + s]qna + 1 =O (4.39) 
que em princípio pode se resolvida e depois ter a transformada inversa calcu-
lada, sendo finalmente possível expressar cada Puv como uma soma de termos 
envolvendo fatores exponenciais como e-i(J+p)r. Infelizmente, até agora nen-
huma forma fechada viável foi encontrada para expressar tais resultados. 
Tamanho total da epidemia 
O número total de casos, sem levar em conta os casos iniciais, é dado pelo 
limite de n-u quando t --+ oo. Podemos ver que quando t --+ oo, todos os 
termos exponenciais em Pu v devem desaparecer, deixando apenas um termo 
constante. Tal termo constante é o coeficiente de s-1 em quv· Agora, a 
epidemia cessa tão logo quanto v = O. Assim, a probabilidade Pw de uma 
epidemia de w casos (em adição aos iniciais) é dada por 
Pw = lim Pn-w,o, 
t---->oo 
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O~ w ~ n , 
= limsqn-w O 
s---+0 ' 
= lim pqn-w, l , 
s---+0 
onde a última linha segue de se colocar v= O em (4.39). 
Nós podemos então escrever 
onde 
Pw = Pfn-w,l , O~ w ~ n , 
fuv = lim quv, 
s---+0 
com 1 ~ u + v ~ n + a , O ~ u ~ n, 1 ~ v ~ n + a. 
Deixando s---+ O em (4.39) , e usando (4.42) , nós obtemos 
(u + 1)(v- 1)fu+l ,v-l- [v(u + p) + s]fuv + p(v + 1)fu,v+l =O 
- [a(n + p) + s]fna + 1 =O. 
Estas equações simplificam para as fórmulas recorrentes 
9u+l ,v-l- 9uv + (u + p) - 19u,v+l =O 
9na == 1, 
usando a substituição 
n!(u + p - · 1)!pn+a-u-v 
fuv = '(' + )I 9uv· vu. n p. 
( 4.40) 
( 4.41) 
( 4.42) 
( 4.43) 
(4.44) 
( 4.45) 
Se nós resolvermos parcialmente ( 4.44) , de forma a expressar 9uv como uma 
função linear de 9u+l ,k, k = v- 1, ... , n +a- u- 1, a seguinte expressão 
resulta 
n+a-u-l 
9uv = L (u + p)v-k- l9u+l ,k, v'2_2 
k=v-l 
( 4.46) 
9na == 1. 
Para valores pequenos de n , nós podemos usar ( 4.46) para calcular expressões 
algébricas para 9uv, e, assim, Pw (Na verdade, nós precisamos apensa de 9ul , 
mas para isso é necessário calcular os outros 9uv). Através da plotagem de 
Pw para alguns valores de n (~ 40) e p, pode-se ver, como esperado, que 
quando p '?_nas distribuição são em forma J , com o maior ponto em w =O, 
enquanto que se p « n , a distribuição tem forma U, de forma que há ou um 
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número muito pequeno de casos totais , ou um grande número de casos, e as 
situações intermediárias são relativamente raras [28]. 
Um método alternativo para se lidar com Pw é construir um conjunto de 
funções geradoras 
n+a- u 
Gu(x) = L 9uv:l~v+ I, O~ u ~ n. ( 4.4 7) 
v=1 
Multiplicando a primeira equação em (4.44) por xv+2 e somando sobre v nos 
leva a 
O~ u ~ n. ( 4.48) 
É conveniente definir 
(4.49) 
Agora, Gu(x ) deve ser um polinômio. Assim, o denominador x - (u + p) - 1 
na direita de (4.48) deve também ser um fator da expressão entre colchetes, 
isto é, nós devemos ter 
9u1 = (u + p)Gu+1 (-
1
-) · 
u+p 
(4.50) 
Podemos agora usar a relação de recorrência em ( 4.48) repetidamente , com 
x = (u + p) - 1. Depois de algumas manipulações, nós obtemos o conjunto de 
equações 
t (n - U: ) ( n - j + p) w p w = ( ~) ( n - j + p) - a ' 
w=O n - J P \J P 
O~ j ~ n. 
(4.51) 
Que podem ser úteis na investigação do tamanho total da epidemia, embora 
não haja nenhuma solução explícita disponível. 
Um outro procedimento possível também é a abordagem pelo passeio-
aleatório. A progressão de uma epidemia pode ser representado como uma 
sucessão de pontos ( u, v). O passeio aleatório começa em ( n, a) e termina em 
( n - w , O) para uma epidemia de tamanho w. A linha v = O é claramente uma 
barreira absorvente. Há dois tipos de transição, com probabilidades dadas 
por 
(3uv 
P((u , v) ---t (u- 1, v+ 1)) = (3 
uv+ 1v 
P((u , v) ---t (u , v - 1)) = (3 / V 
uv+ 1v 
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u 
u+p ' 
p 
u+p 
( 4.52) 
Nós podemos escrever uma fórmula para Pw considerando a soma das prob-
abilidades de todos os caminhos saindo de ( n , a) chegando em ( n - w , O). A 
probabilidade procurada pode ser vista como sendo 
- n!pa+w -ao -aw 
Pw- ( )'( ) ( ) ""(n+p) · · · (n+p-w) , (4.53) 
n-w. n+p ··· n+p-w ~ 
a 
onde o somatório é sobre todas as composições de a+ w - 1 em w + 1 partes 
tais que 
O ~ L o;j :S: a +i - 1, 
j=O 
(4.54) 
para O ~i ~ w - 1 e 1 ~ aw ~ a+ w - 1. Infelizmente, para n grande, há 
dificuldades em usar este resultado. 
Teorema estocástico do limiar 
Nós vimos no caso determinístico que o teorema do limiar de Kermack e 
McKendrick nos gerou um resultado de importância possível para a prática 
epidemiológica. Nós agora procuramos se há algum resultado análogo para 
o caso estocástico. As propriedades do tamanho total da epidemia, citada 
acima, que constitui uma distribuição em forma de J para p 2 n e em forma 
de U para p « n , quando n é de tamanho moderado, sugere que o valor de 
p = n poderia ser um nível crítico para n suficientemente grande. Pois , para 
n grande, a população de infectivos se comporta aproximadamente como um 
processo de nascimento e morte, com taxas de nascimento e morte dadas 
por (3n e/, respectivamente. (Note que nós estamos evitando a dificuldade 
da probabilidade de transição não linear, simplesmente por assumir que n é 
aproximadamente constante, pelo menos no início da epidemia). Agora, dos 
resultados de nascimento e morte1 , nós temos que a chance de extinção de 
tal processo é um se p 2 n , e dada por (p/n)a se p < n. Assim, no primeiro 
caso, nós esperamos um pequeno surto de epidemia, enquanto que no último 
caso nós esperamos um surto pequeno com probabilidade de (p/n)a , e uma 
epidemia severa ocorreria com probabilidade 1- (p/n)a. 
1Usando a fórmula mostrada na nota de rodapé da página 34, aplicada para À= (Jn e 
11 = "f e I = a temos que 
c/Jx t (z) = E(zX(t)) = ( "f(l- z)- h- (Jnz) exp[-t((Jn- "()]) ) a 
C) (3n(1- z )- h- (Jn z ) exp[-t((Jn- "()]) 
Logo, 
c/Jx t (O)= ( "f - "( exp[-t((Jn- "( )]) )a 
C) (Jn- 1 exp[-t((Jn- "()]) 
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4.3 Epidemia recorrente 
Muitas doenças infecciosas apresentam um comportamento de um surto 
epidêmico, como o caso anterior, que, mesmo depois de controlado, volta a se 
repetir com o passar do tempo. Isto é, de tempos em tempos aparecem novos 
surtos epidêmicos, o que ocorre, por exemplo, quando o agente etiológico 
(vírus, bactéria, protozoário, etc) permanece vivo num vetor (macaco, rato , 
mosquito , etc) que , ocasionalmente, pode infectar o ser humano. Neste sen-
tido , a doença também é endêmica além de epidêmica. 2 Esta é a situação 
que será explorada matematicamente a seguir, e, como veremos, há distinções 
fundamentais entre o modelo determinístico e o estocástico. 
4.3.1 Caso determinístico 
O modelo é muito parecido com o estudado na seção anterior, com 
a diferença que nós colocamos uma taxa constante p, para o suprimento 
contínuo de susceptíveis , isto é, p,dt novos suceptíveis estão continuamente 
sendo colocado na população no t empo dt. Agora, para manter o número 
constante da população, o número de novos susceptíveis deve ser balanceado 
por uma taxa apropriada de morte. Vamos supor que esta última só afeta in-
divíduos do grupo removido. Assim, concentrando a atenção nos susceptíveis 
e infectivos, as equações diferenciais sào dadas por 
dx 
dt = - /3xy + p, , 
dy 
dt = /3xy - ! Y· ( 4.55) 
É claro de (4.55) que um estado de equilíbrio (x0 , y0 ) é possível, e é dado 
colocando dxjdt =O= dy j dt , obtendo 
Xo = !//3, Yo = M/J. ( 4.56) 
As equações para desvios pequenos do ponto de equilíbrio pode ser derivada 
de maneira habitual escrevendo 
x = x 0 (1 + u) , y = Yo(l +v) , (4.57) 
2 A palavra endemia é utilizada para uma doença que é persistente na população, en-
quanto que epidemia é utilizada para designar os surtos locais do aumento do número de 
casos num tempo finito. Um exemplo de tal doença seria, por exemplo, a malária, que 
sempre existe em algumas regiões do globo, e, por vezes, causa surtos epidêmicos. 
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onde u e v são pequenos. Substituindo (4.57) em (4.55) , temos 
du 
(J dt = - ( u + v + uv) 
dv 
T dt = U ( 1 + V) , 
onde 
1 
T = -. 
I 
( 4.58) 
(4.59) 
Agora, ignoramos o produto uv, e eliminamos u das duas equações em (4.58), 
obtendo uma equação diferencial de segunda ordem em v 
d
2
v + ~ dv + ..3!_ = O. 
dt 2 (J dt (JT 
( 4.60) 
Esta equação tem solução do tipo 
v= Voe-t / 2u cos(~t) , (4.61) 
onde 
e= ~ __ 1_. 
(JT 4rJ2 
E nós então obtemos para u o resultado 
( 4.62) 
onde 
Um fato importante sobre estas soluções é que elas são ondas harmônicas 
amortecidas. Assim, embora uma introdução constante de novos susceptíveis 
é suficiente para gerar algum grau de ondas epidêmicas, estas são sempre 
amortecidas para um estado de equilíbrio endêmico. Mas, biologicamente, é 
sabido que isto não ocorre assim via de regra. Os surtos podem variar de 
magnitude, mas um amortecimento não é comumente observado. Vamos ver 
agora como o modelo estocástico se comporta neste sentido. 
4.3.2 Caso estocástico 
Nós usaremos um modelo um pouco diferente do empregado no caso 
anterior. Teremos novos indivíduos suceptíveis introduzidos na população 
por um processo de Poisson com parámetro p,. Isto significa que agora há 
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três transições possíveis em um tempo dt. Como antes, nós usamos X(t) e 
Y(t) para representar o número de susceptíveis e infectivos no tempo t , com 
P(X(t) = u, Y(t) =v)= Puv(t). ( 4.63) 
Uma nova infecção vai ocorrer em dt com probabilidade (3XY dt , eu decresce 
de uma unidade e v aumenta de uma unidade. Uma remoção vai ocorrer 
com probabilidade 1Y dt , e então v decrescerá de uma unidade. Ainda, nós 
teremos a introdução de novos susceptíveis com probabilidade p,dt , e u au-
mentará então de uma unidade. Isto nos gera uma equação diferencial parcial 
para a função geradora de probabilidade dada por (ver Apêndice) 
or/Y 2 82 r/Y or/Y 
- = f3(w - wz)-- + 1(1 - w) - + p,(z- 1)cp, 
ot 8z8w ow (4.64) 
com condição inicial 
( 4.65) 
Esta equação, como nos casos anteriores, não é possível ainda de se resolver 
explicitamente numa solução fechada. E , como nos casos anteriores , nós 
também poderíamos escrever as equações de diferença-diferenciais para as 
probabilidades Puv , mas estas também não ajudam muito na investigação 
deste modelo, dadas suas complicações. 
Mesmo com todas estas dificuldades, podemos ainda estudar certas car-
acterísticas fundamentais deste processo, pelo menos aproximadamente. Nós 
vimos como a característica do limiar numa epidemia geral pode ser, de certa 
forma, estudada observando que , se n era grande, então, pelo menos inicial-
mente, o grupo dos infectivos era sujeito a um processo de nascimento e morte 
com taxas de nascimento e de morte dadas por (3n e /, respectivamente, e 
começando em t = O com a indivíduos. Então, no caso de n grande, e para o 
início do processo, suponha que nós ignoramos o decréscimo de susceptíveis 
por infecção, e mantemos a chegada de novos susceptíveis pela taxa p,. O 
processo de nascimento e morte então que aproxima este processo possui 
taxas de nascimento e morte .\(t) e p,(t) dadas por 
.\(t) = f3(n + p,t) , p,(t) = , , ( 4.66) 
e a função geradora de probabilidade deste processo deve satisfazer 
or/Y or/Y 
ot = (z - 1)(.\(t)z- p,(t)) {)z ' (4.67) 
com condição inicial 
(4.68) 
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Desta vez, não podemos usar a mesma fórmula empregada nos casos anteri-
ores para a obtenção direta desta função , uma vez que não temos o estado O 
como sendo absorventé . Vamos entar resolver a equação (4.67) por métodos 
padrões. De (4.67) , t emos que 
8~ 8~ 8t + (z - 1)(~t(t ) - .\(t)z ) 8z =o, (4.69) 
e como 
(4.70) 
para resolver a equação precisamos então calcular duas integrais , a saber 
D~(z , t) 
dt = o, 
dz dt == (z - 1)(~t(t) - .\(t)z ) (4.71) 
A primeira nos fornece ~ = constante no tempo, enquanto que fazendo a 
substituição z - 1 = 1/ y na segunda, encontramos 
dy 
dt =À - (~t(t) - .\(t))y. (4.72) 
Então, definindo 
(4.73) 
e usando o fator habitual de integração eP(t) , integrando em relação a t en-
contramos 
(4.74) 
ou 
eP(t ) 1t 
--- .\( T) ep(r )dT = C, 
z - 1 o 
(4.75) 
Então, a solução geral de ( 4.67) pode ser expressa da forma 
~(z , t) = W --- À(T) ep(r )dT . ( 
eP(t ) 1t ) 
z - 1 o 
(4.76) 
Agora, usando a condição inicial dada em ( 4. 68) e ( 4. 76) , encontramos que 
xa = ~(z , O) == W (-1-) . 
z - 1 
3Ver nota de rodapé nas páginas 34 e 72 . 
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(4. 77) 
Então, escrevendo u = (z - 1)-I, ou z = 1 +u-I, obtemos a forma desejada 
para \[! como 
w(u)= (1+~) a 
Logo, a função geradora de probabilidade será dada por 
1 
z t = 1 + 
( )
a 
rj;( ' ) e;~ti ·- J~ À( T )eP(r)dT 
E a chance de extinção p0 (t) pode então ser obtida de 
(4.78) 
(4.79) 
Po(t) ~ <}(0, t) ~ ( 1 + eP(t) + J~ ~(T)eP(r)dT ) a (4.80) 
Agora, 
ep(t) + 1 t À(T)ep(r)dT = ep(t) + 1 t p.(T)ep(r)dT -1t[p,(T) - À(T) ]ep(r)dT 
= ep(t) + 1 t p,( T )ep(r) dT - [ ep(r) J ~ = 1 + 1 t p,( T )ep(r) ( 4.81) 
Substituindo (4.81) em (4.80), encontramos 
( 
J~JL(T)ep(r) )a 
Po(t) = 1 + J~ p,(T)eP(r) 
No nosso caso, temos que p(t) é dado por 
1t 1 p(t) [p,(T) - À(T) ]dT = (! - (3n)t - - (3p,t 2 . o 2 
e obtemos assim a chance de extinção p0 (t) dada por 
Po ( t) = ( 1 : J) a , 
com 
Agora, notando que 
1 2 1( 2 ) (! - (3n)T - - (3 p,T = --- (3p,T + 2((3n - ! )T 
2 2 
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( 4.82) 
( 4.83) 
(4.84) 
(4.85) 
= - ~ ( fjFT ((3n - _I) ) 2 ~ ( ((3n - I) ) 2 
2 v f-J fJ, + V/IiJ, + 2 V7JjJ, ( 4.86) 
definindo 
I 
( = ((3 fJ,) (1 / 2) ' (4.87) 
e usando ( 4.87) em ( 4.86) chegamos 
( )
2 1 2 1 IT 1 2 2 (! - (3n)T - - (3p,T = -- - + ((5-1) + -( (5-1) 
2 2 ( 2 (4.88) 
definindo uma nova variável u como 
IT ( 
u = (+((5-1) :::? dT = ~du, (4.89) 
e, finalmente , ( 4.85) fica 
( 4.90) 
Quando p, = O, nós temos o resultado de limiar estocástico já obtido na 
seção anterior. Considerando p, -/=- O, a probabilidade de extinção para p = n 
é dada por 
Se p é muito maior do que n , nós devemos ter 5 ---+ O. Se ( é grande, então 
J será grande, e p0 ( t) ---+ 1. 
As conseqüencias são as seguintes, no modelo estocástico nós temos o 
fenômeno de extinção, o qual dá ao processo uma característica bem difer-
ente do determinístico. Suponha, por exemplo, que estamos considerando 
uma comunidade pequena, na qual susceptíveis novos aparecem por nasci-
mento ou introdução por fontes externas (como classes de colégio, por exem-
plo). Depois de um surto de doença, tanto o número de infectivos quanto 
de susceptíveis será pequeno. Neste ponto, pjn é provavelmente grande, e a 
extinção dos infectivos é provável. A população dos susceptíveis continua a 
crescer, de forma que vai atingir um nível onde um novo surto epidêmico pode 
facilmente ocorrer se existir uma chance de contacto com infectivos de fora 
da comunidade, ou se estes puderem se associar ao grupo. Portanto, nós de-
vemos ter uma série recorrente de surtos de doença, mas sem amortecimento 
ou estado de equilíbrio como no modelo determinístico. 
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As consequências de se introduzir novos indivíduos infectivos no grupo po-
dem ser investigadas um pouco mais a fundo a partir de argumentos aproxi-
mativos. Assim, suponha que novos infectivos chegam randomicamente numa 
taxa E, de forma que a chance de uma nova chegada em dt é dada por Edt. 
Suponha também que, em t = O, o número de susceptíveis é desprezível , mas 
aumenta de forma determinística numa taxa p, , que é muito maior do que E. 
Como antes , ignoramos uma mudança no número de susceptíveis quando a 
doença começa a se espalhar. Assim, com estes postulados, o efeito de cada 
novo caso de doença introduzido na população é independente um do outro. 
Considere agora o intervalo ( u, u + du). A chance de nenhum novo infec-
tivo aparecer é dada por 1 - Edu, e a chance de um novo infectivo é dada por 
Edu, quando haverá um total de p,u susceptíveis. Cada novo surto originado 
deste novo caso será extinto com probabilidade P(u) dada por4 . 
P(u) = { :u = {3:u = ~ ' u > cr; 
1, u ~ (J . (4.91) 
onde CJ = 1/ (3 p,. Assim, a probabilidade de que não haja epidemia a partir 
de eventos ocorrendo em du é dada por 1- Edu+ EduP(u). A chance de não 
ocorrer nenhuma epidemia até o tempo t é dada então por 
P (Nenhuma epidemia em (0 , t)) = 
lim P ( n Nenhuma epidemia em (u , u + du)) 
du---->0 
O<u<t 
lim I1 P (Nenhuma epidemia em ( u, u + du)) = 
du---->0 
O<u<t 
lim rr [1- Edu+ EduP(u)] ;v lim rr exp[- E[1 - P(u) ]du] = 
du---->0 du---->0 
O<u<t O<u<t 
d~~o exp [-E L [1- P(u) ]du] = exp [-E t [1- P(u) ]du] 
O<u<t Jo 
exp [-E 1t ( 1- ;) du] ( ~) w e -E(t- u), t > cr, (4.92) 
O limite inferior da integral na última linha é cr , uma vez que P(u) = 1 
quando O< u < CJ por (4.91) , e o índice O<u<t usado acima deve ser interpre-
tado como o conjunto finito de valores de u que particiona o intervalo (0 , t) 
em intervalos disjuntos do tipo (u , u + du). 
4Para chegar neste resultado, ver discussão anterior na página 72. 
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Se nós agora escrevermos F(t) para a função de distribuição do tempo 
ocorrido antes de um surto epidêmico, a quantidade em ( 4.92) é justamente 
1- F(t). A correspondente função densidade , dada diferenciando em relação 
a t , pode portanto ser escrita como 
j(T) = k(T- 1)Tk-- 1e-k(T-1) , T > 1, (4.93) 
onde 
T = tjrJ, k == w = qj{3p,. (4.94) 
A distribuição tem moda em Tm = 1 + k- 112 , e é razoável supor que a média 
T seja aproximadamente a mesma. Pode ser mostrado que T é relativamente 
independente de k, a menos que k seja menor do que 2. Isto significa que o 
tempo médio de renovação f = rJT de um surto de epidemia é proporcional 
a rJ , mas comparativamente insensível às mudanças de E, se este não for 
muito pequeno. Por fim, deve ficar claro, pelo menos em termos gerais , como 
esta formulação matemática para epidemia recorrente leva a uma sucessão 
permanente de surtos não amortecidos da doença, sem que se exiba uma 
seqüência estrita de oscilações. 
4.4 Usando teoria de Martingale num pro-
cesso estocástico de epidemia 
A teoria de Martingale é muito útil em diversos problemas de modelos 
populacionais, como no caso das epidemias, especialmente para certas regras 
de parada buscadas, nas quais podem ser utlizados os teoremas de parada 
ou de amostragem opcionais. Esta se 1~ão foi dividada em duas subseções, a 
primeira irá expor as principais definições e resultados a serem empregados 
pela segunda, que consiste do modelo em si. 
4.4.1 Definições e resultados 
Iniciamos recordando a definição de esperança condicional em relação a 
uma rJ-álgebra. 
Definição Seja X uma variável aleatória integrável em (D, :F, P) e seja Ç 
uma rJ-álgebra contida em :F. Então, existe uma variável aleatória E [XIIQ], 
chamada de o valor esperado de X dado Ç , possuindo as seguintes pro-
priedades: 
(i)E [XII9] é Ç-mensurável e integrável 
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(ii)E[X II9] satisfaz a equação funcional 
f E[X IIQ]dP = r XdP, G E Ç. 
lc Jc 
Para provar a existência de tal variável aleatória, considere primeiro o 
caso de X não negativa. Defina uma medida v em Ç por v( G) = f c X dP. 
Esta medida é finita pois estamos supondo X integrável, e é absolutamente 
contínua em relação a P. Pelo teorema de Radon-Nikodym5 , existe uma 
função j , Ç-mensurável, tal que v(G) = fc fdP. Esta f satisfaz as pro-
priedades (i) e (ii). Para X não necessariamente negativa, vemos que E[X+ IIQ]-
E[X- 119] claramente satisfaz as propriedades. 
Iremos agora mostrar um teorema que será utilizado um pouco mais 
abaixo. 
Teorema Se X é integrável e as rJ-álgebras 9 1 e Ç2 sastisfazem 9 1 C 9 2, 
então 
(4.95) 
Demonstração O lado esquerdo de (4.95) é Ç1-mensurável, e, para 
mostrar que é uma versão de E[X IIÇh ], é suficiente verificar que é válido 
fc E [E[XII92]119I] dP = f c XdP , para todo G E Çl· Mas, se G E Ç1 , então 
G E 9 2, e, além disso, E [E[XII92]II91] é também 9 2-mensurável , logo, o lado 
esquerdo neste caso é fc E[X II92]dP == fc XdP. 
Em particular, para Ç1 = {0 , D} e Ç2 = Q, temos que vale 
E [E[XII92]] = E[X], (4.96) 
o caso especial de (4.95) usando G = D. 
Uma martingale a tempo discreto em relação a uma família crescente de 
rJ-álgebras é definida como segue: 
Definição Seja X 1, X 2, ... uma seqüência de variáveis aleatórias num 
espaço de probabilidade (D, :F, P) , e seja :F1, :F2, ... uma sequência de rJ-
álgebras contidas em :F. A seqüência { (Xn , :Fn) : n = 1, 2, ... } é uma mar-
tingale se valem as condições: 
(i):Fn C :Fn+l ; 
5Teorema de Radon-Nikodym: Sejam À e p m edidas u-finitas definidas em Ç e suponha 
que À é absolutamente contínua em relação a p (ie, p( G) = O =} ,\( G) = O). Então, existe 
uma função f em M+ (X, Ç) tal que 
,\(E) = L fdp , G E Ç , 
e vale que a função f é unicamente determinada p-quase toda parte. 
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(ii) Xn é Fn-mensurável; 
(iii)E(IXnl) < oo; 
(iv) com probabilidade 1 vale 
Alternativamente, também podemos dizer que a sequência X 1 , X 2 , ... é 
uma martingale em relação às CJ-álgebras F 1 , F 2 , .... 
Na realidade, o conceito de martingale só requer que o conjunto de índices 
T do processo {X ( t) ; t E T} tenha alguma noção de ordem. Em particular, 
a definição acima considerou T = N, mas, mais geralmente, T pode ser 
qualquer subconjunto da reta, o que nos leva a seguinte definição 
Definição Seja T um conjunto em (-oo, oo) , e seja {X(t);t E T} um 
processo estocástico definido em (D, F , P). Para cada t E T, suponha que 
Ft é uma CJ-álgebra contida em F e vale 
set<s, t , sET. 
Então, {X(t)} é chamado de uma submartingale com relação à {Ft} se, para 
todo t E T , valem as condições: 
(ii)X(t) é Frmensurável; 
(i i) E ( I X ( t) I ) < ()(); 
(iii) E [X(t + u)IIFt] 2 X(t) , u >O, t + u E T 
E {X ( t)} é chamado de uma supermartingale com relação à { Ft} se 
{ -X(t)} é uma submartingale, e {X(t)} é chamado de uma martingale se 
for tanto uma submartingale e uma supermartingale. 
Veremos agora uma definição muito importante que é a de tempo de 
parada: 
Definição Seja {X(t); t 2 O} um processo estocástico a tempo contínuo 
num espaço de probabilidade (D , F , P). Para cada t 2 O, seja Ft uma CJ-
álgebra contida em F com Ft C Fs se t ~ s. Uma variável aleatória T 
assumindo valores em [0, oo] é chamada de um tempo de parada relativo a 
{Ft} se, para todo t 2 O, o evento {T ~ t} está em Ft. 
Nós podemos pensar em Ft como a informação disponível até o tempo 
t. Neste sentido, o evento de um tempo de parada ser menor ou igual a t é 
completamente decidível pela informação disponível até o tempo t. 
Uma vez que uma CJ-álgebra inclui os complementares de todos os seus 
membros, um condição equivalente seria {T > t} E Ft , para todo t >O. Note 
que, para processos a parâmetro contínuo, não é suficiente termos {T = 
t} E Ft para cada t. Entretanto, toda constante T T é claramente um 
tempo de parada, e, se Se T são tempos de parada, também o são S + T , 
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S 1\ T = min{S, T} , e S V T = ma:x:{S, T}. Assim, para cada t > O fixo e T 
tempo de parada, temos que T 1\ t = min { S , t} também é tempo de parada. 
Podemos agora mostrar um dos principais resultados da teoria de Martin-
gale , que vai nos mostrar que sob certas hipóteses E [Xr] = E [X0] para {Xt} 
martingale e T tempo de parada, conhecido como teorema da amostragem 
opcional: 
Teorema Se XI , ... , Xn é uma submartingale em relação a :FI , ... , Fn e 
TI , T2 são tempos de parada satisfazendo 1 ~ TI ~ T2 ~ n, então Xru Xr2 é 
submartingale em relação a Fr1 , Fr2 
Demonstração Uma vez que Xri são dominados por l.:~= I IXkl, eles são 
integráveis. Precisamos mostrar que E [Xr2 IIFr1 ] 2 Xr1 , ou 
1 (Xr2- Xr1 )dP 2 O, A E F 71 • 
Mas A E Fr1 implicaqueAn{TI < k ~ Td = (An{TI ~ k-1})n{T2 ~ k-1}c 
pertence a :Fk- I· Definindo l:,.k = Xk ·- Xk-I , então 
pela propriedade de ser submartingale. 
Corolário X 71 , X 72 é uma martingale se XI , ... , Xn o é, e, nestas condições, 
vale que E[Xr1 ] = E[Xo]. 
Sendo que para mostrar a segunda afirmação deste corolário basta usar 
a primeira afirmação e (4.96). Mas, comumente, encontramos na literatura 
este resultado sob o seguinte enunciado 
Teorema Seja {Xn} uma martingale e T um tempo de parada. Se P(T < 
oo) = 1 e E [supn2:0 IXr Anl] < oo, então E[Xr] = E [Xo]. 
E este resultado também vale para o caso contínuo, sob o enunciado 
Teorema Seja {Xt; t 2 O} uma martingale e T tempo de parada. Se 
P(T < oo) = 1 e E(supt2o IXt l) < oo, então E [Xr] = E [Xo]. 
Por fim, demonstramos o seguinte resultado que também será usado no 
modelo da próxima seção: 
Afirmação Seja {X(t) ; t 2 O} uma cadeia de Markov de tempo contínuo 
e espaço de estados S finito e gerador infinitesimal A. Seja TJ = { TJ( i) : i E S} 
uma raiz da equação ATJ = O. Então TJ(X(t)) é martingale em relação a 
:Ft = cr( {X(u) : u ~ t} ). 
Demonstração Temos que claramente TJ(X(t)) é F rmensurável, e que 
E( ITJ(X(t)) l) < oo. Queremos mostrar que E(TJ(X(t + s)) II:Ft) = TJ(X(t)) , 
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agora 
E(TJ(X(t + s)) IIFt) = E(TJ(X(t + s)) llo-(Xt)) 
pela propriedade de Markov. A esperanca condicional que estamos buscando 
é o-(Xt) mensurável , logo, assume valor constante em cada conjunto {Xt =i}. 
Sabemos ainda que \fA E o-(Xt) temos 
i E(TJ(X(t + s)) iio-(Xt))dP =i TJ(X(t + s))dP. 
Aplicando para A= {Xt =i} , temos 
r . E(TJ(X(t + s))iio-(Xt))dP = r . TJ(X(t + s))dP, 
J{Xt=t} J{Xt=t} 
logo 
E(TJ(X(t + s)) llo-(Xt)) = P( {X~= i}) ~Xt=i} TJ(X(t + s))dP. 
Mas 
P({X~ =i}) ~Xt=i} TJ(X(t+s))dP = ~P({X~ =i}) f TJ(X(t+s))I{xt=i}dP = 
= P( {Xl = .} ) L r . TJ(Xt+s))I{Xt=i}dP = 
t 'l j J{Xt+s =J} 
= P( {X~= i}) L f TJ(j)J{Xt+s=j} J{Xt=i}dP = 
J 
_ l::j TJ(j) f I{xt+s=J} n{xt=i}dP _ "" ( .)P(X _ .I IX _ .) _ 
- . - ~ TJ J t+s - J t - 'l -P({Xt = 7}) . 
J 
= LTJ(j)Pij(s) =TJ(i) =TJ(Xt)f 
j 
Onde a penúltima igualdade se deve ao fato de que como Pt = éA e ÁTJ =O 
temos 
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4.4.2 O modelo 
Uma vila contém N + 1 pessoas, e uma delas está sofrendo de uma doença 
infecciosa e fatal. Seja S(t) o número de pessoas susceptíveis no tempo t , e 
seja I(t) o número de infectivos, e seja M(t) = N + 1 - S(t) - I(t) o número 
de pessoas mortas. Assuma que (S(t) , I(t) , M(t)) é uma cadeia de Markov a 
tempo contínuo com taxas de transiçào 
( . ) { (s - 1, i+ 1, m), numa taxa Àsi, 8
' 
7
' m ---+ ( · 1 1) t · s, 'l - , rn + , numa axa p,'l; (4.97) 
isto é, susceptíveis se tornam infectivos numa taxa Àsi, infectivos morrem 
a uma taxa p,i , onde s e i representam, respectivamente , o número de sus-
ceptíveis e infectivos. As três variáveis sempre somam N + 1, e, portanto, 
podemos suprimir a referência aos mortos, escrevendo (s , i) para um estado 
do processo. 
Agora, para cada estados, nós temos que o número máximo de infectivos 
é N + 1 - s. Além disso , note que s nunca cresce, e seu valor inicial é 
N. A partir disso , temos que o número de estados possíveis é dado por 
2::~=0 2::~6 1-s = 2::~=0 N + 2 - s = (N + 1)(N + 2) - 2::~=0 s = (N + 1)(N + 
2) _ N(N+l) = (N+4)(N+l) 2 2 . 
Suponha que seja possível encontrar 'ljJ = { '1/J ( s , i) : O ~ s +i ~ N + 1} 
tal que A'lj; = O, aonde A é o gerador da cadeia; pense em 'ljJ como um vetor 
coluna. Entào o semigrupo de transiçào P t = e tA satisfaz 
(4.98) 
aonde já sabemos que 'lj; (S(t) , I (t)) define uma martingale de tempo contínua 
com relaçào a 
:Ft = cr( {S(u) , I (u) : u ~ t} ). ( 4.99) 
Observando o caso N=1 , pela fórmula acima, vemos que há 5 estados 
possíveis de (s , i) = (s , i , d) , que nós renomearemos agora 
1 = (1 , 1, 0) , 2 = (1 , o, 1) , 3 = (0 , 2, 0) 
4 = (0 , 1, 1) , 5 = (0 , o, 2) (4.100) 
Entào P t é da forma 
Pn (t) pl2(t) pl3( t) pl4(t) pl5(t) 
p21 (t) P22(t) p23( t) p24(t) p25(t) 
Pt= p3l (t) p32(t) p33( t) p34(t) p35(t) (4.101) 
p41 (t) p42(t) p43(t) p44(t) p45(t) 
p51 (t) p52(t) p53( t) p54(t) p55(t) 
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onde A neste caso é dado por 
- (À+ p,) /.l À o o 
o - À À o o 
A = o o - 2p, 2p, o (4.102) 
o o o - p, p, 
o o o o o 
Pensando em 'ljJ como 'ljJ = ('1j; (1 , 1) , 'lj; (1 , 0) , '1/J (O , 2) , '1/J (O , 1) , '1/J (O , 0)) , temos 
- (.\+p,) p, À o o 'lj; (1 , 1) 
O - À À O O 'lj; (1 , O) 
A 'lj; = O :::? O O - 2p, 2p, O '1/J (O , 2) = O (4.103) 
O O O - p, p, 'lj; (0 , 1) 
O O O O O '1/J (O , O) 
Mais geralmente , A 'lj; = O se , e somente se, 
Àsi'lj; (s - 1, i+ 1) - (.\si+ p,i) 'lj; (s , i)+ p,i'lj; (s , i - 1) =O, (4.104) 
para todos i e s relevantes. Se nós procurarmos por uma solução da forma 
'1/J (s , i)= a(s)f3(i), obtemos 
Àsa(s - 1)f3 (i + 1) - (Às+ p,)a(s) f3 (i) + p,a(s) f3 (i - 1) =O. (4.105) 
Visto como uma equação de diferença em f3 (i) , isto sugere colocarmos 
f3 (i) = Bi para algum B. (4.106) 
Daí, t emos que 
Àsa(s - 1)Bi+1 - (Às+ p,)a(s)Bi + p,a(s)Bi- l =O, (4.107) 
ou, 
Àsa(s - 1)B2 - (Às+ p,)a(s)B + p,a(s) =O. (4.108) 
Daí, 
a(s - 1) = a(s) c\sB ~:l~ - B) ) . (4.109) 
( ) = (N) IIN (' .\Bk - p,(1 - B) ) as a .\B2k . 
k=s+l ' 
( 4.110) 
6 Baseado nesta igualdade, será usado adiante a convenção de que 
IIN (ÀBk - J-1.(1 - B)) = ÀB2 k L 
k=N+l 
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Colocando a(N) = 1, temos que 
N 
( ) = rr (ÀBk- ~t(1- B)) as ÀB2k ' 
k=s+1 
(4.111) 
e vemos que a equação 
Àsa(s- 1)B2 - (Às+ ~t)a(s)B + ~ta(s) = 
N N 
=À B2I1(ÀBk-~t(1-B)) - (À )B I1 (ÀBk-~t(1-B)) 8 ÀB2k 8 +!L ÀB2k + 
k=s k=s+1 
N 
rr (ÀBk -~t(1- B)) = +~t ÀB2 k 
k=s+1 
N 
= ÀsB2À(3s -~t(1- B) ]] (ÀBk -~t(1- B)) _ 
ÀsB2 · ÀB2k k=os+1 
(À ) IIN (ÀBk)- ~t(1- B) ') IIN (ÀBk- ~t(1- B)) = 8 +!L B ÀB2k +!L ÀB2k O 
k=s+ 1 ' k=s+ 1 
é satisfeita. 
Com estas escolhas para a e (3, 'lj; (S(t) , I(t)) = a(S(t))(3(I(t)) define uma 
martingale. 
Duas possibilidades vêm à mente. Ou todo mundo acaba por morrer 
(isto é, S(t) = O antes que I(t) = 0) , ou a doença pára de se propagar 
antes que todos sejam atingidos (isto é, I(t) = O antes que S(t) = 0). Seja 
T = inf{t: S(t)I(t) =O} o tempo no qual o processo termina. Claramente, 
T é tempo de parada, e vale que (ver Apêndice) , 
E('lj; (S(T), I(T))) = 'ij; (S(O), I(O)) == a(S(0))(3(I(O)) = a(N)(3(1) = B , 
(4.112) 
o que nos diz que 
E( a( S(T) ),6(! (T))) ~ E ( BT(T) k~~)+ 
1 
C'Bk ~;; ~ - B))) ~ B , 
(4.113) 
para todo B. A partir desta equação, nós gostaríamos de determinar se 
S(T) = O ou I(T) = O, correspondendo às duas possibilidades descritas 
acima. 
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Nós temos uma livre escolha de B , e escolhemos os seguintes valores: 
para 1 ~ r ~ N , defina B r = À:'t-J.L ' de forma que ÀrBr - p,(1- B r) = O, 
substituindo B = B r na equação acima, obtemos 
( 
N ) _ I(T) 1 k- r 
-E B r B N-S(T) rr (-k-) 
r lc=S(T)+l 
= E (B~(T)-N rr. ( k ~ r)) = B n 
k=S(T)+l 
(4.114) 
pois lembre que I(T) =O se S(T) :/=-O e note que quando S(T) <r, temos que 
o produtório se anulará (e em particular, se anulará sempre para S(T) = 0). 
Utilizando a notação Pj = P(S(T) = j) , temos então que 
E (B;(T)-N fi c: r)) == t (B~-N fi c: r)) Pj = 
k=S(T)+l j=l k=j+l 
-~(j-N IIN (k-r)) __ p, 
-  B r . -k Pj - B r - Àr + . 
J=r k=J+l P, 
(4.115) 
Ponha r = N , note que o produtório se anula exceto para7 j = N , e 
encontramos P(S(T) = N) = B N = y::}j+J.L. Para r= N- 1, temos 
N- (N -1) 
PN + PN-l = B N- l ::::} PN-l = (BN-l- PN )N B N- l· (4.116) 
NBN-l 
Mais geralmente, nós temos da expressão obtida que P] satisfaz 
N- r (N- r)(N- r-- 1) (N- r)!r! 
PN + N B r PN-l + N(N _ 1)B; PN-2 + · · · + N!B[!-r Pr = B n 
para 1 ~ r ~ N. A partir destas equações, p0 
calculado notando que Po = 1 - 2.:~1 P]. 
7Usando a nota de rodapé da página 86 . 
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(4.117) 
= P(S(T) = O) pode ser 
Capítulo 5 
N euro biologia 
5.1 Neuroanatomia e neurofisiologia 
Iremos aqui dar os principais conceitos biológicos necessários para o en-
tendimento dos modelos estocásticos que serão tratados posteriormente. O 
leitor é referido a livros de referência clássicos no assunto (como, por exemplo, 
[29]) para uma abordagem mais detalhada de neuroanatomia e neurofisiolo-
gia. Adiantamos que o conceito mais importante que o leitor deve ter claro 
para a leitura das posteriores seções é o da geração do potencial de ação 
por um neurônio , que basicamente consiste de um processo de "ou tudo, ou 
nada", como ficará claro a seguir. Em sua maioria, os modelos matemáticos 
que serão apresentados nas seções futuras foram baseados em [30]. 
O sistema nervoso central tem como principal tarefa a comunicação e o 
processamento de informação. Assim, através dele o ser humano pode perce-
ber estímulos sensitivos, aprender, pensar, enviar ordens de execução motora, 
além da capacidade da consciência de si próprio ( self) e do ambiente ao seu 
redor, entre outras importantes funções. A unidade estrutural básica do sis-
tema nervoso central é a célula neurona1, ou neurônio. Neurônios são capazes 
de se comunicar com outros neurônios através de processos eletroquímicos 
chamados de sinapses. A estrutura de organização dos neurônios é extrema-
mente complexa, variando bastante de acordo com a região , e atualmente 
acredita-se que o número de neurônios no cérebro é da ordem de 10 bilhões. 
Os diferentes tipos de neurônios podem diferir muito em forma e tamanho; 
contudo, uma célula típica pode ser dividida em três partes: o corpo neuronal 
(ou soma) , de onde se projetam extensões filamentares, que são os dendri-
tos e o axônio. Os neurônios geralmente possuem um único axônio (embora 
este possa apresentar ramificações) , enquanto que é constituído de diversos 
dendritos; de fato , os dendritos geralmente cobrem um volume muitas vezes 
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maior que o próprio corpo celular (às vezes chamados de árvore dendrítica). 
Grosseiramente, podemos pensar que a informação chega num neurônio pelos 
dendritos enquanto que o neurônio transmite informação através do axônio, 
às vezes referido como fibra nervosa, que irá se "conectar" com os dendritos 
de outros neurônios, para a realização de sinapses. 
Manifestações elétricas dos neurônios foram observadas primeiramente 
no século 19 por DuBois Reymond com auxílio de galvanômetros. Desde lá, 
muitos trabalhos foram realizados para entender o funcionamento neuronal 
e a dinâmica de uma única fibra nervosa, com especial ênfase para o ano de 
1952, quando ocorreu a publicação de uma série de artigos dos eletrofisiolo-
gistas ingleses Alan Hodgkin e Andrew Huxley, culminando com o clássico 
"A quantitative description of membrane current and its application to con-
duction and excitation in nerve" [31]. Atualmente, e de forma simplificada, 
porém suficiente aos nosso propósitos, podemos dizer que o neurônio é um dis-
positivo biológico que apresenta muitas entradas e uma saída. As entradas 
ocorrem através de conexões sinápticas, que conectam a árvore dendrítica 
aos axônios de outras células nervosas, e a saída é a geração ou não de um 
potencial de ação, também conhecido como um impulso nervoso. 
A fenda sináptica é a região na qual um neurônio se comunica com outro, 
e pode ser caracterizada como a regiào delimitada entre duas membranas: 
a membrana pré-sináptica, por onde chega o estímulo proveniente de uma 
outra célula, e a membrana pós-sináptica, que é a do dendrito. Os sinais 
chegam à membrana pré-sináptica através de um potencial de ação, e faz 
com que vesículas sinápticas, que são vesículas contendo neurotransmissores , 
se fundam com a membrana pré-sináptica, liberando assim os neurotrans-
missores na fenda sináptica. Estas moléculas de neurotransmissores se ligam 
a receptores presentes na membrana pós-sináptica, resultando em um certo 
efeito a nível da despolarização (V) da membrana pós-sináptica, que pode ser 
tanto excitatório (elevando a despolarização da célula pós-sináptica) quanto 
inibitório (diminuindo a ddp pós-sináptica) . É importante neste momento 
realçar a importância do potencial de membrana de uma célula neuronal. 
5.1.1 O potencial de membrana 
Em repouso, isto é, sem a presença de estímulos nervosos, o interior da 
membrana plasmática está em um potencial eletronegativo da ordem de al-
gumas dezenas de milivolts em relação ao meio extracelular1 . De fato , tal 
1 Geralmente, a ddp de repouso de uma célula neuronal é de cerca de -70 m V, enquanto 
que o valor de limiar , a ser discutido adiante no texto , é de cerca de -40 m V. Contudo, 
notamos aqui que, nos modelos matemáticos a serem tratados adiante, o potencial de 
repouso será considerado como sendo O e o limiar como sendo de e> O. 
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característica não é exclusiva do neurônio, uma vez que todas as células do 
corpo humano apresentam um potencial elétrico através de sua membrana 
que é chamado de potencial de membrana e que , em repouso, é negativo no in-
terior. O potencial de membrana é causado por diferenças nas concentrações 
iônicas dos líquidos intra e extracelulares. O líquido intracelular contém 
concentração muito elevada de íons de potássio, enquanto que , no líquido 
extracelular, a concentração desse íon é muito reduzida, e o oposto ocorre 
com o íon sódio, isto é, concentração muito elevada no líquido extracelular e 
muito reduzida no líquido intracelular. Os potenciais de membrana desem-
penham papel fundamental na transmissão dos sinais neurais , no controle da 
concentração muscular, da secreção glandular, e em muitas outras funções 
celulares. 
A membrana de um axônio possui a mesma bomba de sódio-potássio 
que é encontrada em todas as outras membranas celulares do organismo. 
Essa bomba transporta íons sódio desde o interior do axônio para o exterior, 
enquanto que , ao mesmo tempo, transporta íons potássio para o interior. O 
efeito final desses processos de transporte sobre as concentrações de sódio e 
potássio é manter uma concentração elevada de sódio no exterior celular e 
uma concentração elevada de potássio no interior celular2 . Então, a partir das 
diferentes concentrações iônicas dentre o meio intra e extracelular, é gerado 
um potencial de membrana que pode ser predito pela equação de Goldman3 . 
5.1.2 O Potencial de Ação 
Quando um sinal é transmitido ao longo de uma fibra nervosa, o poten-
cial de membrana passa por uma série de variações que, no seu conjunto, são 
chamadas de potencial de ação. Antes do início do potencial de ação, o poten-
cial de membrana em repouso é muito negativo no interior celular, digamos 
cerca de -70 m V, mas, logo que come1~a o potencial de ação, o potencial de 
membrana torna-se positivo, digamos cerca de +35m V, seguido rapidamente 
2 A concentração de sódio no exterior do axônio é de 142 mEq/ l e de apenas 14 mEq/ l 
no interior. Para o potássio, a diferença de concentração tem sentido oposto: 140 mEq/ l 
no interior para 4 mEq/l no exterior. 
3 A equação de Goldman aplicada para as diferentes concentrações de sódio e potássio 
entre o meio intra e extracelular prediz que potencial de membrana é dado por 
onde P é a permeabilidade , R é a constante de gás, T é a temperatura em Kelvin , e os 
índices i e e se referem a concentrações intra e extracelulares, respectivamente. Note que 
tal fórmula é bastante semelhante à equação de Nernst para o potencial gerado por um 
único íon (ver nota de rodapé na página 53 para uma explicação da equação de Nernst) . 
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por um retorno ao valor negativo inicial. Esta variação súbita do potencial 
de membrana para a positividade e seu retorno à negatividade normal é o que 
caracteriza o potencial de ação, ou impulso nervoso. O impulso propaga-se ao 
longo da fibra nervosa e, por meio desses impulsos, a fibra nervosa transmite 
informações de uma parte do organismo a outra, visto que esta despolar-
ização irá ocasionar a liberação de neurotransmissores por estimular a fusão 
das vesículas sinápticas com a membrana pré-sináptica na extremidade final 
do axônio. Basicamente, pode-se pensar que um potencial de ação é uma 
onda de despolarização e repolarização súbita que percorre o axônio. A am-
plitude do potencial de ação é sempre a mesma ao longo de sua propagação, 
implicando, portanto, numa grande importância da frequência com o qual 
eles ocorrem, mais do que em sua amplitude em si. Assim, acredita-se que 
o processamento de informação no cérebro esteja muito voltado a mudanças 
nos padrões de frequência dos disparos4 . Desta forma, adiantamos aqui que 
o tempo de espera entre os disparos (ISI) 5 é uma das principais variáveis a 
serem estudadas nas seções seguintes. 
Os potenciais de ação são produzidos nas fibras nervosas por uma mu-
dança súbita da permeabilidade da membrana aos íons sódio. Quando a fibra 
torna-se abruptamente permeável ao sódio, estes íons de carga positiva pene-
tram para o interior da fibra aumentando o potencial de membrana. Como já 
mencionado, esse primeiro estágio do potencial de ação é chamado de despo-
larização, e o retorno seguinte do potencial ao seu valor negativo de repouso é 
chamado de repolarização. Assim, após a onda de despolarização ter passado 
numa região do axônio , o interior da fibra fica positivamente carregado dev-
ido a este grande número de íons sódio que se difundiu para o interior. Este 
aumento da despolarização estimula a entrada de íons cloro para a célula, 
e, além disso, muitos íons potássio começam a se difundir para o exterior 
por um aumento da permeabilidade da membrana ao potássio. Estes dois fa-
tores fazem com que cargas positivas (K+) saiam da célula e cargas negativas 
(Cl-) entrem na célula, reestabelecendo novamente uma eletronegatividade 
no interior da fibra, caracterizando assim o processo de repolarização. Por 
fim, após a passagem do potencial de ação , a bomba de sódio e potássio é 
responsável por normalizar as concentrações intra e extracelulares de sódio 
e potássio, trazendo o potássio de volta para dentro da célula e colocando o 
sódio de volta ao meio extracelular, enquanto que o cloro volta à concentração 
normal por um processo passivo de difusão por gradiente. Este processo de 
4Usaremos bastante a palavra "disparo"nas outras seções significando a ocorrência de 
um potencial de ação. 
5 Do inglês, ISI = interspike interval. Geralmente uma frequência típica de disparo é 
de 10 a 20 por segundo, embora muitas células possam atingir frequências muito maiores 
do que estas . 
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repolarização ocorre alguns poucos décimos - milésimos de segundo após a 
despolarização, ficando completada, em fibras nervosas de grande calibre, em 
menos de um milésimo de segundo, após o que a fibra fica apta a conduzir 
um novo impulso. 
Antes de explicarmos o mecanismo responsável pela geração e propagação 
do potencial de ação , necessitamos apresentar os conceitos de potenciais pós 
sinápticos (PSP) 6 . 
Potenciais Pós-Sinápticos 
Iremos agora abordar importantes conceitos que serão com frequência alvo 
do tratamento matemático das seções posteriores. A chegada de um poten-
cial de ação a um terminal sináptico faz com que os neurotransmissores do 
neurônio pré sináptico sejam liberados na fenda sináptica, ligando-se a re-
ceptores presentes na membrana pós-sináptica. Através desta ligação , eles 
desencadeam certas mudanças na permeabilidade da membrana do neurônio 
pós-sináptico a certos íons (isto é, agem sobre a abertura ou fechamento 
de canais iônicos para transporte seletivos de íons) , que podem tanto fazer 
com que a célula pós-sináptica fique menos eletronegativa (quando, por ex-
emplo, há entrada de sódio (Na+) ou cálcio (Ca+2 ) no interior celular), ou 
mais eletronegativa (por exemplo, quando há entrada de cloro (Cl- ) para o 
interior celular). 
Quando o sinal é o de aumentar a despolarização da celular (isto é, torná-
la menos negativa) , dizemos que a célula está num estado excitado, ou despo-
larizado, e que o estímulo foi excitatório. Se nenhum outro estímulo chega 
à célula, ela invariavelmente "resseta" o seu potencial de membrana para o 
nível de repouso, geralmente através de uma curva semelhante a um decai-
mento exponencial. Assim, a função da voltagem em relação ao tempo após 
a chegada de um estímulo excitatório é chamada de potencial pós-sináptico 
excitatório (EPSP)1. Analogamente , certos estímulos (ou seja, a ação de cer-
tos neurotransmissores em certos receptores) , denominados de inibitórios , 
fazem com que o potencial de membrana diminua (fique mais eletronega-
tivo). Nestes casos, dizemos que a célula está em um estado hiperpolarizado, 
e a função da despolarização em relação ao tempo também tende a voltar 
ao nível de repouso de forma exponencial caso não haja surgimento de novos 
estímulos , e a esta curva denominamos de potencial pós-sináptico inibitório 
(IPSP) 8 . 
6Do inglês, PSP = postsynaptic potential. 
7Do inglês, EPSP = excitatory postsynaptic potential. 
8 Do inglês, IPSP = inhibitory postsynaptic potential. 
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As amplitudes dos EPSP e IPSP podem variar bastante de acordo com o 
experimento e neurônio utilizado, sendo que geralmente assume valores entre 
0,06 m V e 2 m V, com média de 0,27 m V, sendo positivo para os EPSP e 
negativo para os IPSP. É importante ter em mente que existe uma integração 
temporal destes estímulos. Por exemplo, digamos que uma membrana orig-
inalmente em repouso com ddp de -70 m V, após a ocorrência de um EPSP, 
passa a ter uma despolarização de -69 m V, que tende a voltar a -70 m V 
quando não ocorrem novos estímulos. Contudo, supondo que cheguem cada 
vez mais EPSP num tempo suficientemente pequeno9 , temos assim que o po-
tencial vai ficando cada vez menos negativo. A importância desta mudança 
de potencial na geração de um impulso nervoso ficará claro na seção a seguir, 
onde abordaremos certos aspectos da geração do potencial de ação. 
Geração do Potencial de Ação 
Como mencionado acima, o potencial de ação é uma onda de despolar-
ização e repolarização que percorre o axônio, sendo responsável por liberar 
neurotrasmissores que irão atuar em outros neurônios após chegar a extrem-
idade sináptica. Geralmente se diz que a geração do potencial de ação por 
um neurônio é um evento "ou tudo, ou nada" . Isto que dizer que a resposta 
do neurônio pós-sináptico aos estímulos (isto é, às sinapses) dos neurônios 
pré-sinápticos é a geração ou não de um potencial de ação. Isto é devido ao 
fato de que , grosseiramente, podemos pensar que há uma região de gatilho no 
neurônio, localizando-se entre o início do axônio e o corpo neuronal. Como 
observado acima, o valor final do PSP é uma integração espaço temporal 
(levando em conta o decaimento exponencial) dos EPSP e IPSP. O potencial 
de ação é gerado cada vez que o potencial da zona de gatilho atinge um certo 
valor crítico, chamado de limiar. Por exemplo, considerando o limiar como 
sendo de -40 m V, temos que um impulso nervoso só será gerado se este valor 
de potencial for atingido, gerando quase que instantaneamente uma rápida 
despolarização seguida de repolarização celular10 , que se inicia nesta zona de 
gatilho e percorre todo o axônio. Como adiantamos acima, o potencial de 
ação é devido a mudanças bruscas da permeabilidade da membrana a certos 
íons. Se sabe hoje em dia que o mecanismo responsável por esta mudança de 
permeabilidade é devido à ativação (isto é, abertura) de canais iônicos que são 
9Na realidade, podemos t er vários EPSP ou IPSP ao mesmo tempo, proveniente de 
diferentes sinapses. 
10De fato , a velocidade de subida do pot encial é de cerca de 300 a 500 m V /s, e a 
velocidade de descida é de cerca de 200 a 250 m V j s. 
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dependentes da voltagem11 . Desta forma, um certo valor crítico de potencial 
faz com que canais de sódio sejam abertos, fazendo com que o potencial de-
spolarize ainda mais, o que irá estimular a abertura de mais canais de sódio, 
sendo este o mecanismo responsável pela despolarização. Já sabemos que a 
repolarização é devida à entrada de cloro secundária à eletropositividade da 
membrana após a entrada massiva do sódio e também é devida à saída do 
potássio pela abertura de canais de transporte de potássio. Estes últimos 
também são ativados pelo aumento da voltagem, só que o processo de aber-
tura destes canais de potássio ocorre de uma forma um pouco mais lenta do 
que a dos canais de sódio. Diminuído o potencial por estes dois processos, 
temos então que os canais dependentes de voltagem fecham-se novamente, e 
a bomba de sódio e potássio regulariza as concentrações iônicas iguais às de 
repouso. Desta forma, este processo vai se propagando ao longo do ax:ônio 
como uma onda até atingir suas extremidades12 . 
Por fim , realçamos que o problema que será tratado em muitas seções 
abaixo é o de como se comporta o potencial (V) do neurônio de acordo com 
diferentes chegadas aleatórias de estímulos excitatório e inibitórios. Um dos 
problemas que iremos nos concentrar é o de tempo de primeira passagem pelo 
limiar (e) ' que estaria relacionado com o intervalo de tempo entre os disparos , 
ou seja, com a frequência dos disparos. Antes disso, vamos mostrar na seção 
seguinte um exemplo de como a matemática pôde auxiliar nas descobertas 
da natureza da transmissão sináptica. 
11 Pense numa "função abertura" de um canal dependente de voltagem como sendo uma 
função sigmóide da voltagem , por exemplo, 
para k grande o suficiente. Note que quando k ----+ ao tal função tende a uma heaviside 
centrada em 1, isto é X{x >o. 5 }(x) , e podemos pensar em e= 0.5 como sendo o limiar. 
12Para entender tal propagação, imagine uma estrutura de uma dimensão, digamos um 
intervalo da reta, e imagine que a despolarização ocorre inicialmente numa extremidade , 
digamos a esquerda. Pensando que a função da voltagem ao longo do axônio deva ser 
contínua, ou pensando num "espalhamento espacial", tal despolarização vai gerar uma 
certa despolarização em uma vizinhança à direita, de amplitude menor. Contudo, tal 
despolarização fará com que os canais de sódio dependentes de voltagem sejam ativados 
nesta vizinhança, aumentado a sua despolarização ao nível da do potencial de ação, e 
causando também por sua vez uma despolarização numa vizinhança mais à direita, e 
assim por diante. Este raciocínio é análogo para a onda de repolarização. 
95 
5.2 Transmissão sináptica: a hipótese quântica 
Nesta seção, nós iremos obter uma descrição probabilística das peque-
nas mudanças de voltagem que ocorrem espontaneamente no neurônio pós-
sináptico. Na realidade, primeiros trabalhos nesta área estudaram a in-
teração entre um neurônio e uma placa motora, mas as consequências de 
interpretação são as mesmas para a sinapse neuronal. Espontâneo aqui está 
sendo empregado no sentido em que estas mudanças não são secundárias a 
uma despolarização (devido ao potencial de ação) do neurônio pré-sináptico. 
A existência de tais despolarizações foi originalmente relatada por Fatt e Katz 
em 1952 [32], e suas amplitudes são muito menores do que as originadas pelo 
impulso nervoso. Na literatura, se designa de EPP ( end-plate potential) as 
variações do potencial pós-sináptico secundárias a um impulso nervoso13 , en-
quanto que as resultantes dos processos espontâneos são chamados de MEPP 
( miniature end-plate potential). As amplitudes dos MEPP são aleatórias com 
média próxima de 0.5 m V, enquanto que um EPP possui amplitude entre 50 
e 70 mV14 . A hipótese quântica de del Castillo e Katz (1955) afirmava que 
um EPP era um número integral de MEPPs [33] , ou seja, EPP seria resul-
tante da ocorrência simultânea de vários MEPPs, isto é, que a transmissão 
sináptica ocorreria em múltiplos de a lguma unidade ou quanta. De fato , 
sabemos hoje em dia que isto é verdade. Por aquela mesma época apareceu 
a microscopia eletrônica como uma ferramenta poderosa para o estudo da 
histologia do sistema nervoso , e através dela pôde ser revelado a existência 
de vesículas de cerca de 500 Á nos terminais pré-sinápticos, que depois vieram 
a descobrir que continham neurotrasmissores no seu interior, se tratando das 
vesículas sinápticas descritas na seção anterior. Descobriu-se assim a unidade 
quântica de transmissão, que seria a despolarização causada pela liberação 
do número de neurotransmissores presente em uma única vesícula sináptica 
após a fusão desta com a membrana pré-sináptica (ver seção anterior para 
maiores detalhes). 
5.2.1 Amplitude 
Um modelo estocástico simples fo i elaborado na época, que pôde testar 
a hipótese quântica. Baseado em evidência anatômica, há um número finito 
13N a realidade, um EPP seria equivalente a um EPSP ou a um IPSP, só que tem este 
nome devido à forma como estes experimento foram realizados, como já mencionado, 
utilizando placa motoras ao invés de neurônios pós-sinápticos. 
14Note que aqui estes valores são diferentes dos citados na seção anterior. Novamente, 
isto é devido ao fato de que estes valores são provenientes de potenciais de placas motoras , 
e não de neurônios. 
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de lugares distintos (sítios de ligação) na qual a liberação do neurotrasmis-
sor (fusão da vesícula sináptica com a membrana plasmática) pode ocorrer, 
que denotaremos por n. Quando o potencial de ação invade o terminal, a 
liberação ocorre num número aleatório M (::; n) de sítios. A amplitude da 
despolarização do neurônio pós-sináptico secundária a liberação de neuro-
transmissor por cada sítio é também aleatória, e chamaremos de v; a se-
cundária ao i-ésimo sítio de ligação. Cada v; é assumido ter a mesma função 
de distribuição de probabilidade, e a ação de cada sítio é independente uma 
da outra. A amplitude do EPP é dada então por 
(5.1) 
Ou seja, é uma soma de variáveis aleatórias cujo o número de termos é 
também aleatório. 
Numa primeira instância, vamos assumir que M segue distribuição bi-
nomial com parâmetros n e p, onde p é a probabilidade de que um sítio de 
ligação seja ativo. Entretanto, se p é pequeno, podemos aproximar a dis-
tribuição binomial por uma Poisson15 , com a vantagem de que a distribuição 
de M possui agora somente um parâmetro, À = np, ou seja, o número médio 
de sítios ativos. Este número À pode ser obtido experimentalmente através 
da fração dos ensaios na qual não ocorre resposta de despolarização, a partir 
de 
(5.2) 
Considerando então M como tendo distribuição de Poisson, a soma aleatória 
V é dita ter distribuição de Poisson composta. Agora, também de evidência 
experimental, se verificou que os 1/i 's eram bem aproximados por uma dis-
tribuição normal com média p, e variância rJ2 . Vamos agora calcular a função 
densidade da amplitude de um EPP. A lei da probabilidade total nos dá: 
00 
P(v <V::; v+ dv) = L P(v <V::; v+ dviM = m)P(M = m). (5.3) 
m=O 
Agora, a probabilidade condicional de que V E (v, v+ dv) dado queM= m 
é encontrada da seguinte maneira: Se M = m > O, então, há exatamente m 
termos na soma ( 5.1) 
(5.4) 
Estes termos são independentes uns dos outros e cada um possui distribuição 
normal. Sabemos que a soma de variáveis aleatórias independentes de dis-
tribuição normal como V possui média (ver Apêndice) 
E(VIM = m) == mEV1 = mp,, (5.5) 
15Para esta aproximação, ver capítulo de Apêndice, página 161. 
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e vanancm 
Var(VIM = m) == mVarV1 = mrJ2 . (5.6) 
No caso m = O, a amplitude tem densidade que é uma função delta con-
centrada em v = O, com peso e->-. Logo, considerando tudo isso, usando 
(5.3) , nós chegamos à seguinte função de densidade de probabilidade para a 
amplitude do EPP 
F( v+ dv)- F( v) 
P( v < V ~ v + dv) = F (v + dv) - F (v) :::? Pv (v) = lim d , 
dv~o v 
Agora, calculando EV e V ar V , encontramos que 
(5.8) 
Mas 16 
' 
logo 
Houve uma excelente concordância desta função de densidade obtida com os 
resultados experimentais de distribui<;ão dos EPP [34], gerando uma forte 
16Usando que se X"' N(JJ , u2 ) , então VarX = u2 , mas VarX = EX2 - (EX) 2 , logo 
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evidência para suportar a hipótese quântica da transmissão sináptica. De 
fato , posteriormente com o desenvolvimento de aparelhos de microscopia 
eltrônica poderosos foi possível confirmar tal teoria. Ainda, como men-
cionado acima, considerando que p, vale cerca de 0.5 m V, e que a despo-
larização de um EPP é da ordem de ;)0-70 m V, podemos supor que 100 ou 
mais pacotes de neurotrasmissores são liberados cada vez que o potencial de 
ação invade o terminal sináptico. 
5.2.2 Tempo 
Fatt e Katz (1952) observaram experimentalmente que o intervalo de 
tempo entre cada MEPP possuía um histograma compatível com uma dis-
tribuição exponencial [32]. Este resultado os levou a formularem a hipótese 
de Poisson, na qual o tempo de chegada de cada MEPP é governado por um 
processo de Poisson com parâmetro constante (ver Apêndice para a definição 
deste processo). De fato , considere uma varíavel N ( t) com distribuição de 
Poisson com parâmetro À17 , e chame de To tempo de espera para o primeiro 
evento acontecendo depois de um tempo s > O. A probabilidade de que é 
necessário esperar um tempo maior do que t para a ocorrência do primeiro 
evento é a probabilidade de não haver eventos no intervalo (s , s + t]. Assim 
P(T > t) = P(N(s+t) - N(s) =O)== P(N(t) =O)= e-Àt , t >O. (5.10) 
Assim, a distribuição da função T é dada por 1 - cÀt , e temos que a função 
de densidade de probabilidade desta variável é dada por 
(5.11) 
ou seja, possui distribuição exponencial com média 1/ À. Com argumento 
análogo, pode se mostrar que o intervalo entre eventos também é exponen-
cialmente distribuído com média 1/ À, isto quer dizer grosseiramente que há 
em média cerca de À eventos por unidade de tempo. Por isso À também é 
chamado de taxa média ou intensidade. 
Vamos agora montar um modelo primitivo para a ação da célula neuronal 
através de um processo de Poisson. Seja a despolarização do neurônio pós-
sináptico dada por V ( t) , t 2 O. Suponha que as entradas excitatórias ocorrem 
de forma aleatória de acordo com um processo de Poisson N ( t) , t 2 O com 
taxa média À. É assumido que cada chegada excitatória causa um aumento de 
17Isto é, P(N(t) = n) = ( >.~r e->.t . 
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V dado por a E. Quando V alcança ou excede o seu nível de limiar (constante) 
e >O, a célula emite um potencial de ação. Então 
V(t) = aEN(t) , 1v <e, V(O) =O. (5.12) 
Neste modelo primitivo, uma pergunta natural é querer saber qual é a função 
de distribuição do intervalo de tempo entre os potenciais de ação. Para 
responder esta questão, nós buscaremos primeiro informação sobre o tempo 
de espera Tk até o k-ésimo evento num processo de Poisson depois de um 
tempo arbritário s. O k-ésimo evento vai acontecer em ( s + t , s + t + dt] se, e 
somente se, existem k-1 eventos em (s , s+t] e um evento em (s+t , s+t+dt]. 
Segue que 
e-.xt(Àt)k-l 
P(Tk E (t , t + dt]) = (k _ 1)! Àdt + o(dt) , k = 1, 2, .... (5.13) 
Assim, a densidade de Tk é 
t >O. (5.14) 
ou seja, Tk tem densidade gama18 com parâmetros k e À. Assim, Tk tem 
média k I À e variância k I À 2 . 
Agora, retornando ao modelo primitivo, um potencial de ação é emitido 
quando V alcança ou excede e, ou, equivalentemente, quando N alcança ou 
excede e I a E. Considerando [x] o maior inteiro menor do que x nós encon-
tramos que 1 + [e I a E] entradas excitatórias são necessárias para a geração do 
potencial de ação. Assim, o intervalo de tempo entre os potenciais de ação 
tem densidade gama com parâmetros 1 + [e I a E] e À. O intervalo médio entre 
os potenciais de ação é (1 + [e I a E]) I À. 
De fato , as densidades gama vão de acordo com muitos histogramas obti-
dos para os intervalos entre disparos (ISI) para muitos tipos de células neu-
rais. Entretanto, este modelo não leva em conta decaimentos do potencial 
de membrana entre as chegadas excitatórias; fisiologicamente, como exposto 
na introdução deste capítulo, existem bombas de íon (Na+ -K+ -ATPase) na 
membrana plasmática da célula que estão sempre mantendo ou colocando o 
potencial da célula no nível do potencial de repouso, de forma que a aprox-
imação só é válida quando a célula possui uma taxa de chegada de estímulos 
18 A densidade gama é definida por 
para x >O, e À, a >O, possuindo média dada por aj À e variância aj À2 . 
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excitatórias muito rápida. No te ainda que e/ a E grande faz com que a densi-
dade gama se aproxime a uma densidade normal. 
5.3 Excitação e inibição de Poisson 
Vamos considerar aqui outro modelo primitivo para a atividade neural no 
qual tanto estímulos excitatórios como os inibitórios chegam de acordo com 
processos de Poisson independentes entre si. Novamente, o decaimento do 
potencial de membrana entre as chegadas dos estímulos é ignorada. 
Seja V ( t) , t 2 O, a despolarização do neurônio pós-sináptico no tempo 
t . Nós assumimos que o número de chegadas excitatórias em (0 , t] é NE(t), 
onde NE é um processo de Poisson com taxa média ÀE , e que o número de 
chegadas inibitórias em (0, t] é N 1 (t) , onde N 1 é um processo de Poisson com 
taxa média À1 . Cada estímulo excitatório faz V aumentar de uma unidade , 
enquanto que cada estímulo inibitório faz V diminuir de uma unidade. Assim, 
V(t) = N E(t) - NI(t) , V(O) =O, V <e. (5.15) 
A primeira coisa que encontraremos será a distribuição de probabilidade de 
V ( t) considerando que não há limiar para o potencial de ação. Considere o 
que pode ocorrer em (t , t + dt ]. Um salto em NE ocorre com probabilidade 
ÀEdt +o( dt) , enquanto que um salto em N1 ocorre com probabilidade À1dt + 
o( dt) , e com probabilidade 1 - ÀEdt + o( dt) e 1 - À1dt + o( dt) temos que N E 
e N 1 permanecem inalterados, respectivamente. Assim, a probabilidade de 
um salto de qualquer tipo em V em ( t , t + dt] é19 ( ÀE + À1 )dt + o( dt) e a 
probabilidade de nenhum salto é dada por (1-ÀEdt+o(dt))(1-À1dt+o(dt)) = 
1- (ÀE + À1)dt + o(dt). Então, podemos ver que as vezes na qual V muda é 
um processo de Poisson com taxa média À ÀE + À1. De fato , considerando 
N(t) como o número de saltos (de qualquer tipo) em V no tempo (0 , t], então 
N(t) = N E(t) + NI(t). (5.16) 
e N(t) , t 2 O é um processo de Poisson com taxa média À. Da definição de 
probabilidade condicional, nós encontramos que 
P(V salte + 1 em (t , t + dt]l ocorreu um salto em V em (t , t + dt ]) 
(5.17) 
19Usando P(AUB) = P(A) + P(B)- P(AnB) , e notando que -À1 Àedt2 é do tipo 
o( dt). 
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e, analogamente 
P(V salte - 1 em (t , t + dt]l ocorreu um salto em V em (t , t + dt]) 
(5.18) 
e temos que p + q = 1. 
Agora, nós procuramos 
Pm(t) = P(V(t) = miV(O) = 0) , m =O, ± 1, ± 2, ... , (5.19) 
que é a probabilidade condicional de V(t) = m para um valor inicial zero. 
Agora, considera o processo V no estado m no tempo t e suponha que n 2 m 
saltos aconteceram, dos quais n 1 eram + 1 e n 2 eram - 1. Então, nós temos 
n = n 1 + n2 , (5.20) 
m = n 1 - n2. (5.21) 
Assim 20 
' n+m (5.22) nl = --2- , 
n = m + 2n2. (5.23) 
A probabilidade de que V(t) = m se n saltos ocorreram em (0 , t] é a proba-
bilidade de uma variável aleatória binomial com parâmetros n e p assumir o 
valor n 1 , isto é 
P(V(t) = mln saltos em (0, t ]) = ( : J pn1 qn-nl = ( n~m ) p ntrn q n-;rn. 
(5.24) 
Pela lei da probabilidade total, 
P(V(t) = m) = L P(V(t) = mln saltos em (0, t ]) P(n saltos em (0 , t]). 
n?_m 
(5.25) 
Uma vez que n saltos em (0 , t] tem probabilidade e->.t(>,t)n jn! , nós encon-
tramos que 
~ 
( ) = -Àt L00 (.\t)_: ( n ) n~rn n-;rn Pm t e 1 n+m P q ' n --n=m · 2 (5.26) 
aonde o chapéu no símbolo do somatório indica que a soma é sobre os n 
ímpares ou pares , dependendo de m ser ímpar ou par, respectivamente. 
2
°Como n 1 é inteiro, note quem ímpar ou par implica n ímpar ou par, respectivamente. 
102 
Agora, usando o fato que n = m , m + 2, m + 4, ... implica n 2 =O, 1, 2, ... , 
a última expressão fica 
(5.27) 
Podemos ainda escrever este resultado de maneira um pouco diferente. Con-
siderando a função modificada de Bessel 
00 1 (~2)2k+p ' 
Ip(x) =L k!f(k + p + 1) 
k=O 
(5.28) 
nós temos que 
=f 1 (t~)2n2+m ==f (t.\)2n2+m (m + 2n2)pn2+~qn2+~ 
n
2
= 0 n2!(n2 + m)! n 2 = 0 (m + 2n2)! m + n2 ' 
logo 
(5.29) 
5.3.1 Geração do potencial de ação 
Nós assumimos que há um limiar fixo e, o qual, quando alcançado por V , 
leva à emissão de um potencial de ação. A condição de limiar é uma imposição 
e, depois da geração do disparo, o potencial de membrana é artificialmente 
ressetado a zero , com possibilidades de um período refratário. 
Seja e um inteiro positivo e nós procuramos saber o tempo Te de primeira 
passagem de v por e' que é identificado como o intervalo entre os disparos. 
Para acharmos a distribuição de probabilidade de Te, dividiremos a abor-
dagem em dois casos, usaremos o método das imagens para o caso simétrico 
(ÀE = .\1 ) e a equação da renovação no caso assimétrico. 
O caso simétrico: o método das imagens 
Iremos primeiro encontrar p:n ( t) , a probabilidade do passeio aleatório 
estar no nível m < e em te ter permanecido abaixo de e até o tempo t. Note 
a distinção de Pm(t) , que inclui passagens para baixo, para, e para cima de 
e. Considere um processo U começando em 2e e possuindo valor m em t. 
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Há uma correspondência biunívoca entre os caminhos de U e aqueles de V 
que terminam em m no tempo t cruzando o nível e em (0 , t). Por simetria, 
a probabilidade de cada um destes caminhos é p2e- m(t). Estes caminhos são 
excluídos para calcularmos p:n(t) , de forma que temos 
P:n(t) = Pm(t)- P2e- m(t). (5.30) 
Para obter a função densidade fe(t) para Te , note que Te E (t , t + dt] se V 
permaneceu abaixo de e em (0 , t], está em e- 1 em t , e um salto +1 ocorre 
em (t , t + dt]. A probabilidade de um salto em (t , t + dt] é ÀEdt = (>.. j 2)dt. 
Juntando estas probabilidades, obtemos 
fe(t)dt =PÔ- I (t)~dt. (5.31) 
Usando (5.29) , (5.30) e (5.31) , e o fato que ÀE = À1 , encontramos 
fe(t) = (Pe- I(t)- PB+I(t)) ~ = fe(t) = ~e- Àt [Ie-I(2ÀEt)-JB+l(2ÀEt)], t > 0, 
(5.32) 
que pode ser simplificada usando a relação de recorrência para as funções de 
Bessel modificadas dada por 
para 
2e 
Ie - I(x)- IB+ I(x) = -Ie(x) , 
X 
O caso geral: a equação da renovação 
(5.33) 
(5.34) 
Quando as taxas de subida e descida não são iguais, utilizamos um outro 
método para obter fe(t). Observe que um caminho começando em zero e 
assumindo um estado m >e num tempo t deve , em algum tempo anterior a 
t , ter passado através do nível e e, em particular, para algum tempo t' < t 
deve ter feito isso pela primeira vez. Integrando sobre todos estes caminhos, 
usando uma versão contínua da lei da probabilidade total, obtemos 
Pm(t) = 1 t fe(t')Pm-e(t- t')dt'. (5.35) 
Esta equação integral também é conhecida como a equação da renovação, e 
nós iremos resolvê-la usando os métodos da transformada de Laplace. Esta 
equação é a convolução de fe e Pm- e, e a transmformada de Laplace da 
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convolução de duas funções é o produto das suas transformadas. Assim, 
usando o símbolo L para denotar a transformada, obtemos 
Pm,L(s) = fe ,L(s)Pm-e,L(s) , (5.36) 
onde s é a variável de transformação. Rearranjando, obtemos a relação 
+ ( ) _ Pm,L(s) JeL S - · · 
' Pm-e,L(s) (5.37) 
As transformadas do lado direito podem ser encontradas como séries. Através 
de (5.27) e usando que f(t) = tn :::? .C{f(t)} = s:l1 , encontramos 
.C{eÀtPm(t)} =.C {f (.\t)m+2n2 (m + 2n2)pm+n2qn2} 
n
2
= 0 (m + 2n2)! m + n2 
(5.38) 
Utilizando a propriedade .C{étf(t)} == h(s- c), nós encontramos 
(5.39) 
Com um pouco de trabalho, pode-se mostrar que a transformada inversa é 
dada por 
t >o, (5.40) 
nos fornecendo assim a densidade para o tempo de primeira passagem. 
Momentos do tempo de disparo 
Seja Te o tempo (aleatório) que 1/ leva para atingir e do estado inicial 
zero. Então, já sabemos que Te tem função de densidade dada por fe(t). O 
n-ésimo momento de Te é 
(5.41) 
Quando n =O, nós obtemos a massa de probabilidade total de Te concentrada 
em (0, oo). Isto é, 
Mo = P(Te < oo) = 100 fe(t)dt. (5.42) 
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Esta probabilidade possui uma representação em série que é difícl de ser 
calculada. Entretanto, da teoria geral dos processos de nascimento e morte 
(ver Apêndice) , nós temos que 
{
. 1 ÀE 2:: ÀJ , 
P,o = P(Te < oo) = . (~~r ' ÀE < ÀJ. (5.43) 
Assim, se a taxa média de excitação for maior ou igual do que a taxa média 
de inibição, o tempo para se alcançar o limiar é finito com probabilidade um. 
Por outro lado, se a taxa média de inibição for maior do que a taxa média 
de excitação, o limiar pode não ser nunca alcançado, o que implicaria que o 
neurônio poderia nunca emitir um pot encial de ação. Note, entretanto, que 
este resultado é obtido através de um modelo que negligencia o decaimento 
do potencial entre as chegadas dos estímulos. As integrais em (5.41) para o 
caso n = 1 e n = 2 podem ser feitas com a ajuda das seguinte integral [37]: 
(5.44) 
Quando ÀE > ÀI , isto nos fornece 
(5.45) 
(5.46) 
Quando ÀE = À1, embora Te < oo com probabilidade um, a média (e out-
ros momentos de ordem maior) é infinita. Note ainda que o coeficiente de 
variação, definido como o desvio padrào divido pela média, é 
(5.47) 
ou seja, inversamente proporcional a raiz quadrada do limiar e para taxas 
constantes de excitação e inibição. 
Por fim, note que nós assumimos que os saltos inibitórios e excitatórios 
de V são de uma unidade. Se, ao invés, tivermos saltos da magnitude a, de 
modo que 
V(t) = a[NE (t)- N1(t)], (5.48) 
então, com um limiar e > O não necessariamente inteiro, o tempo necessário 
para alcançar o limiar será o mesmo que o tempo para o processo com saltos 
unitários alcançar [ 1 + e 1 a]. 
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5.4 Modelando a atividade neuronal por um 
processo de Wiener 
5.4.1 O processo de Wiener 
Vamos agora em direção a modelos mais realísticos, que incluem o decai-
mento do potencial de membrana no período entre disparos. Vamos aproxi-
mar o processo anterior por um processo de Wiener (ou movimento Browni-
ano) , o qual pertence as classes dos processos de Markov chamados de difusão , 
que possuem espaço de caminhos como funções contínuas de t (embora não 
diferenciáveis em toda parte) , ao contrário dos caminhos descontínuos do 
passeio aleatório. 
O processo de Wiener como um caso limite do passeio aleatório 
Considere o processo definido por 
Va(t) = a[NE (t) -- NI(t)], t 2 O, (5.49) 
onde a é uma constante, N E e N 1 são processos de Poisson independentes 
com taxas médias ÀE = ÀI = À. O processo Va(t) apresenta saltos para cima 
ou para baixo de magnitude a. Note que 
EVa(t) = a[)1E - ÀI] =O, 
VarVa(t) = a2 [VarNE(t) + VarN1(t) ] = 2a2 Àt. 
A função característica de Va ( t) é 
rPa(u ; t) = E [exp(iuVa(t)) ] 
= E [exp(iua(NE(t) - N1(t))] 
= E [exp(iuaNE(t)) ]E [exp( - iuaN1(t))] 
(5.50) 
(5.51) 
(5.52) 
pela independência de N E e N 1 . Agora, lembramos que se X tem distribuição 
de Poisson com parâmetro À, então 
r/Jx(u; t) = E [eiaX] = exp[À(eiu - 1)]. (5.53) 
Então, 
rPa(u; t) = exp[Àt(eiua + e-iua - 2)]. (5.54) 
Padronizando a variável aleatória Va(t:) , nós colocamos À= 1/2a2 , de forma 
que Va(t) tem média zero e variância t para todo a. Agora, note que 
[ 
1 ( c":., (iua)n 00 (- iua)n )] 
lim rPa(u ; t) = lim exp - 2 t L 1 +L 1 - 2 a---+0 a---+0 2a n. n . 
no=O n=O 
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= lim exp [-1 t (-2(ua)2 + ~ (iua)n + ~ ( - iua)n ) l = e-~u2t::::::::: rj;(u; t). 
a---+0 2a2 2! L...t n! L...t n! 
n=4 n=4 
(5.55) 
Assim, lembrando que a função característica de uma varíavel X r-v N(p, , cr2) 
é da forma r/Jx(u;t) = exp[ip,u - ~u2 cr2 ], vemos que rj;(u;t) é a função carac-
terística de uma variável normal de média zero e variância t. 
Uma seqüência de variáveis aleatórias { Xn} converge em distribuição para 
uma variável X se Fn(x) --+ F(x) para todo pontos x onde F é contínua. Um 
teorema básico nos diz que para estabelecer a convergência em distribuição 
é suficiente mostrar a convergência da correspondente sequência de funções 
características. Assim, quando a --+ O, temos que Va(t) converge em dis-
tribuição para uma variável normal de média zero e variância t. Chamamos 
esta variável de W ( t) , isto é 
lim Va(t) = W(t). 
a---+0 
(5.56) 
O processo {W(t) , t 2 O} é chamado de processo de Wiener padrão (ou 
movimento Browniano padrão) , onde a palavra "padrão" é utilizada para 
desginar que o processo tem média zero e variância t. 
Definição e algumas propriedades de W 
No processo de limite tomado acima, nós obtivemos W fazendo com que 
o tamanho do salto no passeio aleatório se tornasse pequeno, enquanto que a 
taxa na qual os saltos aconteciam se tornaram mais rápidas. Assim, W tem 
caminhos que são de fato contínuos. Entretanto, a definição de um processo 
de Wiener é geralmente dada como segue: 
Definição {W(t) , t 2 O} é um processo de Wiener (movimento Browni-
ano) padrão se: 
1. W(O) =O 
2. dado qualquer O ~ t0 < t1 < t2 < · · · < tn-l < tn , as vanaveis 
aleatórias W(tk) - W(tk_ 1 ) , k = 1, 2, ... , n , são independentes. 
3. para qualquer O ~ t 1 < t 2, W(t2)- W(t1 ) é uma variável aleatória com 
distribuição normal apresentando média zero e variância t2 - t1 . 
Note que Va(t) satisfaz 1, 2 e 3 assintoticamente quando a --+ O. Assim, 
a densidade de W(t) é dada por 
1 { x
2
} fw(x , t) = y'27ii exp - 2t , - 00 < X < 00, t >O. (5.57) 
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O processo de Wiener com arrasto 
Nós podemos construir novos processos a partir de W , multiplicando-o 
por uma constante e adicionando um termo linear de arrasto. Assim, 
X(t) = x0 + CJW(t) + p,t , t >O. (5.58) 
onde X (O) = x 0 define um processo de Wiener com parâmetro de variância 
CJ e parâmetro de arrasto p, . É sabido que operações lineares em processos 
Gaussianos , como W , produz processos Gaussianos. Uma vez que 
a densidade de X(t) é 
EX(t) = x0 + p,t , 
VarX(t) = CJ2t , 
1 { (x- x 0 -p,t) 2 } fx(x , t) = ~exp - 2CJ2t , - 00 < X < 00 , 
quando t--+ 0+, fx(x , t) Se aproxima de ó(x- Xo). 
5.4.2 O modelo de atividade neural 
(5.59) 
(5.60) 
t >O. 
(5.61) 
O processo de Wiener com arrasto foi empregado por Gerstein e Mandel-
brot como uma aproximação para o modelo de potencial de membrana do 
neurônio [35]. Se a excitação e a inibição chegam através de dois processos 
de Poisson independentes N E e N 1 , com taxas médias ÀE e À 1 , e se cada 
chegada excitatória causar um salto pra cima de V(t) de aE 2 O, e se cada 
chegada inibitória causar um salto pra baixo de V(t) de a1 2 O, então 
t 2 O. (5.62) 
Para obter uma aproximação de V com caminhos contínuos, nós utilizamos 
o processo de Wiener com arrasto que tem a mesma média e variância de V. 
Assim, na expressão (5.58) , colocamos 
(5.63) 
CJ = ~\E+ aJÀI , (5.64) 
realizando assim a chamada aproximação usual por difusão [36]. 
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Tempo de primeira passagem do limiar 
Um potencial de ação ocorre sempre que o processo X(t) atinge um nível 
de limiar e, assumido constante, pela primeira vez. Então, o tempo de disparo 
é a variável aleatória 
Te= inf{tiX(t) =e}, X(O) = Xo <e. (5.65) 
Iremos encontrar a função de densidade de Te de forma fechada, primeira-
mente usando o método das imagens para o caso onde não há arrasto , e 
posteriormente através da equação da renovação para o caso com arrasto. 
(A) Arrasto p, = 0: o método das imagens. 
Nós utilizamos essencialmente o mesmo argumento usado anteiormente 
para o passeio aleatório simétrico. Denotando a densidade da probabilidade 
de transição de X por 
d 
p(x , tlxo) = dx P(X(t) ~ x iX(O) = x0 ) , (5.66) 
temos para o nosso caso de um processo não restrito que ela é dada por 
(5.61). Então, grosseiramente 
P(X(t) E (x , x + dx]IX(O) = x0 ) = p(x , tlx0 )dx. (5.67) 
Considere então os caminhos que começam em x0 e tocam ou vão acima de 
e em (0 , t). Para cada um desses caminhos , há um outro do ponto imagem 
2e - x0 para x. Assim, 
P(X(t) E (x , X+ dx] e X(t') <e para t' E (0, t)IX(O) = Xo) = 
= [p(x , tlxo) - p(x , t12e- xo)]dx. (5.68) 
Integrando sobre todo x menor do que e e notando que se X permaneceu 
abaixo de e até o tempo t então Te > t , 
P(Te > t) = P(0~t~t X(t') < eiX(O) == xo) = 1~ [p(x , tlx0 )-p(x, t12e-x0 )]dx. 
(5.69) 
Agora, grosseiramente, transições de 2e - x0 para x ocorrem com a mesma 
probabilidade que transições de x0 para 2e - x , assim, p(x , t12e - x0 ) 
p(2e- x , tlx0 ). Logo 
P(Te ~ t) = 1- 1~ [p(x , tlxo) - p(2e- x , tlxo) ]dx. (5.70) 
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E uma mudança de variável e o uso de (5.61) nos fornece 
P(Te ~ t) = 2 ()Q p(x , tlxo)dx = 2 f oo ~ exp {- (x- : 0 ) 2 } dx. le le 2JrrJ2t 2rJ t 
(5.71) 
Com uma mudança extra de variável ;z = (x- x0 )/rJVt, encontramos 
!OO z 2 P(Te ~ t) = e-2 dx. • (8-xo) / uv't (5.72) 
E , derivando (5.72), encontramos a densidade para o tempo de primeira 
passagem através do limiar e para o processo de Wiener sem arrasto, dada 
por 
t > 0, e> Xo. (5.73) 
Ainda, fazendo e ---+ oo em ( 5. 72), vemos que a passagem através do limiar é 
certa. 
(B) O caso geral incluindo p, -/=- 0: a equação da renovação 
Usando o mesmo argumento empregado para o passeio aleatório general-
izado, nós obtemos a seguinte equação de renovação 
p(x, tlxo) = 1t fe(t')p(x , t- t'le)dt' , X >e. (5.74) 
Empregando a transformada de Laplace, e rearranjando, encontramos 
+ ( ) _ Ih(x , s lxo) 
JBL S -
' PL(x , si e) · 
Agora, com a ajuda do seguinte resultado padrão tabelado [37] 
.C {-1 ex (- k2)} == exp( -kJS) k >_O , 
yÇt p 4t Vs ' 
e usando (5.61) , encontramos 
- _1_ { p,(x- xo)_} exp {- (x~xo) y'2( s - c) } 
PL(x , slxo)- ~exp 2 , v 2rJ2 (J s - c 
onde c= -p,2 /2rJ2 . Assim, usando (5.75) e (5.77) , chegamos a 
!e,L(s) = exp {(e : 2xo) (p,- J p,2 + 2rJ2s)}. 
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(5.75) 
(5.76) 
(5. 77) 
(5.78) 
E, usando um outro resultado padrão tabelado [37] 
.c { ~ exp (- k2 )} = exp( -kvs) , k 2 O. 
2 7rt3 4t 
(5. 79) 
nos gera que 
t > 0, e> Xo. (5.80) 
Momentos para o tempo de disparo 
Nós podemos encontrar a probabilidade com que X alcance e alguma vez 
usando a relação 
!e,L(O) = 100 fe(t)dt = P(Te < oo). (5.81) 
Assim, de (5. 78) 
{ (e- xo) } !e,L(O) = exp -~(p,- lp,l) · (5.82) 
Ou seja, 
{ 
1, p, 2 o, 
P(Te < oo) = { 2IMI(B-xo) } 0 
exp - a-2 , P, < · 
(5.83) 
Assim, se o arrasto é zero ou na dire<;ão do limiar, um potencial de ação é 
gerado num tempo finito com probabilidade um. Por outro lado, se o arrasto 
é em outro sentido, de modo que agÀE < ai ÀI, há uma probabilidade de 
1 - exp {- 2 1 fL I ~;-xo)} de que um potencial de ação nunca seja gerado. 
No caso então p, 2 O o tempo médio de espera para a ocorrência de um 
potencial de ação (tempo médio de ISI) pode ser obtido de (5.78) usando 
ETe = _ dfe ,L(s) I 
ds s=O 
e o segundo momento de 
112 
e- Xo 
p, 
(5.84) 
(5.85) 
Então, encontramos que 
2 2 (e ~~ xo_) 2 + (rJ2(e"-
3 
xo) ) V arTe = E(T8 ) - (ETe) = ,.., ,.., 
P, > 0, e 2:: Xo. (5.86) 
Quando p, = O o primeiro e outros momentos de ordem maior de Te são 
infinitos , como também deve ser o caso quando p, < O. 
Em termos dos parâmetros fisiológicos originais do modelo, assumindo 
que o valor inicial do potencial de membrana é o de repouso, usando (5.63) 
e (5.64) nós temos que a média do ISI é 
(5.87) 
e a vanancm 
(5.88) 
que gera o coeficiente de variação 
(5.89) 
Novamente , para valores fixos dos outros parâmteros, o coeficiente de 
variação para o ISI é inversamente proporcional a raiz quadrada do limiar, 
ou seja, nestes casos, quanto maior o valor do limiar, mais regular o intervalo 
dos ISis. 
Embora o processo de Wiener com arrasto possua pouco fundamento 
fisiológico como um modelo para o potencial de membrana, surpreendente-
mente a fórmula obitda em (5.80) para a densidade do tempo de primeira 
passagem do limiar possui uma excelente concordância com resultados ex-
perimentais [35]. 
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5.5 O modelo de Stein 
Stein (1965) propôs um modelo para a atividade neuronal na presença 
de chegadas de estímulos (inibitórios ou excitatórios) aleatórios [38]. Ele 
estendeu os modelos prévios por incluir um decaimento exponencial do po-
tencial entre as chegadas dos estímulos, e constitui basicamente uma versão 
estocástica do modelo de Lapicque (1907) , que há quase cem anos propôs 
que os neurônios funcionavam como circuitos R-C [39]. De fato , observações 
do potencial pós-sináptico realizados no soma dos neurônios suportam a de-
scrição do potencial pela equação V + V / T = I /C, pois eles geralmente 
apresentam algumas fases curtas longe do potencial de repouso, seguidas de 
um decaimente exponencial até este. Tipicamente, uma constante de tempo 
no sistema nervoso central de mamíferos é de cerca de 5-10 ms. 
Bem como no modelo anterior, as chegadas dos estímulos ocorrem gov-
ernadas por um processo de Poisson. Seja V(t) a despolarização no t empo 
t 2 O, e seja NE(t) , N1(t) , t 2 O processos de Poisson independentes com taxa 
média ÀE e À1, respectivamente. Seja aE e a1 números reais não negativos. 
Então, o modelo básico é o seguinte: 
(i) A célula está inicialmente em repouso, de forma que V(O) = O. 
(ii) Entre os saltos em NE e N1 , V decresce de acordo com 
dV 
dt = - o;V. 
(iii) Se um salto ocorre em N E num tempo t 0 , então 
V(tÓ)- V(t0) = aE , 
enquanto que uma chegada inibitória gera 
V(tÓ) - V(t0) = -aJ . 
(iv) Quando V(t) atinge o valor de limiar e (constante) , a célula dispara. 
(v) Depois de um disparo , um perííodo refratário absoluto de duração tR 
ocorre. A partir do qual V é ressetado a zero junto com N E e N 1 , e o processo 
começa novamente. 
A despolarização do estado abaixo do limiar no modelo acima pode ser 
descrita pela equação 
dV(t) = - cxV(t)dt + aEdNE(t)- a1dN1(t). (5.90) 
Agora, para achar a média e a variância de tal processo, vamos primeiro 
considerar o caso na ausência de um limiar. Primeiramente , definimos Y(t) 
como 
Y(t) = etV(t) , (5.91) 
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neste caso, considerando um reescalonamento do tempo que nos forneça a = 
1, Y ( t) satisfaz 
dY(t) _ detV(t) _ tv() tdV(t) __ t ( dNE(t) _ dN1(t)) 
dt - dt - e t +e dt -- e aE dt ai dt ' t >o, 
(5.92) 
com Y(O) = V(O). Integrando esta última equação, obtemos 
(5.93) 
E encontramos que a esperança e a variância do processo são dados por (ver 
Apêndice) 
EY(t) = Y(O) + (aEÀE- a1À1)(et- 1) , 
VarY(t) = (a~ÀE + aJÀI) (e2t- 1). 
2 
Agora, uma vez que EV(t) = ct EY(t) e VarV(t) 
lembrando que estamos considerando V(O) = O, temos 
variância no modelo de Stein são dadas portanto por 
EV(t) = (aEÀE -- a1À1)(1- e-t) , 
VarV(t) = (a~ÀE + aJÀI) (1- e-2t). 
2 
(5.94) 
(5.95) 
c 2tVarY(t) , e 
que a média e a 
(5.96) 
(5.97) 
Note que quando t ---+ oo, ambas a média e a variância se aproximam de 
um equilíbrio na ausência de um limiar, em contrário aos modelos prévios, 
aonde na ausência de um limiar os momentos ficavam ilimitados quando 
t ---+ ()(). 
Agora, no caso de n eventos independentes de Poisson, com taxas médias 
Ài e com amplitudes de mudança do potencial pós-sinápticos correspondentes 
a ai , a média e a variância de V(t) são dadas por 
n 
EV(t) = (1- e-t) L(aiÀi) , (5.98) 
i=l 
1 n 
VarV(t) = "2(1-- e-2t) L(a7>..i)· (5.99) 
i=l 
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5.5.1 O intervalo entre disparos 
Assuma que uma célula está inicialmente em repouso tal que V(O) = O. 
Considerando a despolarização média mais ou menos dois desvios padrões 
p,v(t) ± 2ov(t) , a maior parte da distribuição de V está concentrada dentro 
deste envelope, e sabemos do resultado anterior que quando t ---+ oo a dis-
tribuição de V se aproxima de uma distribuição estacionária. Seja Pest tal 
distribuição, que sabemos ter média :C aiÀi e desvio padrão (:C a; .\d2) 112 . 
Nós consideraremos dois casos 
(a) Se p,v( oo) = :C aiÀi > e, um valor aproximado de tempo de disparo 
é aquele no qual P,v(t) atinge e, que chamaremos de te , sendo, por (5.98) , 
dado por 
te= -ln [1- _e-,-] , 
:C au\i (5.100) 
Quanto menor a variância de V(t) , melhor nós podemos esperar que seja 
esta aproximação, uma vez em que o caso limite de variância zero é exato. 
Agora, chamando de t1 e t2 o tempo no qual p,v(t) + 2ov(t) e p,v(t)- 2ov(t) 
atingem e respectivamente, nós podemos esperar que (5.100) é uma boa 
aproximação se t 1 e t 2 não diferirem muito de te , ou seja, te será uma boa 
aproximação se as seguintes condições valerem simultaneamente 
n 
L:: aiÀi >e, 
i=l 
t l 1- -- « 1, 
to 
t2 
--1 «1. 
te 
(5.101) 
e os valores de t 1 e t 2 podem ser encontrados explicitamente por (5.98) e 
(5.99). 
(b) Se p,v(oo) = :CaiÀi <e, nós não podemos estimar ETe pelo método 
acima. Entretanto, se a variância não for grande o suficiente para carregar 
V através de e, nós podemos esperar que o ISI seja grande. Uma estima-
tiva grosseira de quando esta situação ocorre é quando tivermos P,v( oo) + 
2ov(oo) < e, ou seja, nós podemos esperar que a célular seja silenciosa 
quando ocorrem 
n 
L::aiÀi <e, (5.102) 
i= l 
Antes de seguir adiante com a teoria, vamos revisar alguns tópicos da 
teoria dos processos estocásticos. 
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O gerador infinitesimal 
Os processos de Markov admitem uma caracterização através de oper-
adores que descrevem as mudanças no processo em intervalos pequenos de 
tempo. Seja X um processo de Markov de tempo contínuo. O gerador in-
finitesimal de X é definido para funções adequadas f como 
(Af)(x) = lim E [f(X(t + dt))- f(X(t))IX(t) = xJ. 
dtlO dt (5.103) 
O gerador infinitesimal A de um processo pode ser calculado pelo conhec-
imento das funções de probabilidade de transição. Na teoria dos processos de 
Markov, é mostrado como obter o contrário através das equações diferenciais 
parciais de Kolmogorov. 
Exemplos 
(i) O processo de Poisson. Para o processo de Poisson, se X(t) = x , então 
X(t + dt) = x + 1 com probabilidade Àdt + o(dt) , e X(t + dt) = x com 
probabilidade 1 - )..dt + o( dt). Assim, 
E [f(X(t+dt))- f(X(t))IX(t) = x] = )\dtf(x+1)+(1-Àdt)f(x) - f( x)+o(dt). 
Colocando este resultado em (5.103) , efetuando o limite, chegamos a 
(Af)(x) = >.. [f( x + 1)- f( x) ]. 
(ii) Passeio aleatório randomizado. Um cálculo similar mostra que no 
caso do passeio aleatório randomizado (no sentido em que a cada tempo as 
probabilidades de transição são aleatórias) considerado previamente, temos 
(Af)(x) = ÀEf( x + aE) + Àif(x - a1)- (ÀE + ÀI)f(x). 
(iii) Processo de Wiener com arrasto. Para o processo de Wiener com 
arrasto, o uso de (5.103) fornece (ver Apêndice) 
Processos de Difusão 
Grosseiramente falando , os processos de difusão são processos de Markov 
a tempo contínuo cujo espaço de estados é contínuo. Tais processos são 
caracterizados por uma média infinitesimal 
( ) _ 1. E [X(t + dt)- X(t)IX(t) = x] ex x - 1m d , 
dtlO t 
(5.104) 
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e por uma variância infinitesimal 
f3 2 (x) = lim Var [X(t + dt)- X(t)IX(t) = xJ. 
dtlO dt (5.105) 
E o gerador infinitesimal de tal processo é dado por 
(Af)(x) = a(x)df + f32(x) d2 f. 
dx 2 dx2 (5.106) 
Os processos difusivos podem ser caracterizados por suas equações diferen-
ciais estocásticas. O processo com gerador infinitesimal dado por (5.106) 
possui diferencial estocástica dada por21 
dX = a(X)dt + f3(X)dW, (5.107) 
onde W é o processo de Wiener padrão. Uma vez que este último não é difer-
enciável em nenhuma parte, esta equação acima só faz sentido no momento 
em que implica a seguinte versão integral 
X(t) = X 0 + 1t a(X(t') )dt + 1t f3(X(t'))dW(t' ), (5.108) 
onde a condição inicial é X(O) = X 0 . A primeira integral em (5.108) é de 
Riemman, enquanto que a segunda trata-se de uma integral estocástica com 
respeito a W. 
Processos com saltos 
Considere um processo de Markov Y apresentando saltos de várias 
magnitudes. Seja v(t , A) o número de saltos de Y até o tempo t que pos-
suem magnitude dentro do conjunto A. Suponha que para A fixo , v(t , A) 
é um processo de Poisson homogêneo com taxa média II(A) dependendo de 
A. Então Ev(t , A) = tiT(A). Suponha ainda que se A, i = 1, 2, ... , n são 
conjuntos disjuntos, então v(t, A1), v(t, A2 ), ... , v(t , An) são mutuamente in-
dependentes. 
Se nós integrarmos sobre todas as amplitudes possíveis de salto , nós re-
cuperamos o processo original Y , isto é, 
Y(t) = 1 uv(t , du), (5.109) 
21 Ver discussão similar no capítulo de Apêndice , página 184. 
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e a taxa total de saltos (a taxa média de saltos de todas as magnitudes) é 
A= 1 IT(du). (5.110) 
O processo Y é chamado um processo de Poisson composto. Agora, se a taxa 
média II tem densidade de forma que IT(du) = 1r(u)du, então 
A= 11r(u)du. (5.111) 
Exemplos 
Para o passeio aleatório randomizado exposto acima, saltos de magnitude 
+a E e - ai ocorrem com taxas médias ÀE e ÀI , respectivamente. Assim, 
e a taxa total média de saltos é 
A= 11r(u)du = ÀE + ÀI· 
Pode-se escrever uma equação diferencial estocástica, a qual descreve um 
processo de Markov geral com componentes de difusão e salto 
dX = a(X)dt + ,B(X)dTV + 1r(X, u)v(dt , du). (5.112) 
Esta equação diferencial é, novamente , uma abreviação para a equação inte-
gral 
X(t) = X 0 + 1t a(X(t'))dt+ 1t ,B(X(t'))dW(t')+ 1t 1r(X(t'), u)v(dt' , du), 
(5.113) 
onde a terceira integral é uma integral estocástica em relação a v. Pode ser 
mostrado que este processo tem gerador infinitesimal definido por [40] 
df ,82 (x) d2 f r (Af)(x) = a(x) -d + ---d 2 + J f(x + r(x , u))IT(du) - Aj. X 2 X IR (5.114) 
No caso do modelo de Stein, nós podemos escrevê-lo em termos da equação 
diferencial estocástica 
dV = - Vdt + 1 uv(dt , du), t >O, V< e, (5.115) 
onde neste caso 
(5.116) 
com aE, ai 2 O. 
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Tempos de primeira saída 
Uma parte da teoria que mais tem nos ocupado constitui a teoria dos 
tempos de saída, uma vez que estes estão diretamente relacionados com o 
disparo aleatório dos neurônios. Suponha que X(O) = x onde a < x < b. O 
tempo de primeira saída para X do intervalo (a , b) é a variável aleatória 
Tab(x) = inf{tiX(t) tf_ (a , b)} , X(O) = x E (a ,b). (5.117) 
Seja a função de distribuição de Tab(x) 
Fab(x , t) = P(Tab(x) ~ t). (5.118) 
Então Fab pode ser encontrada como solução de [41] 
&Fab == AF 
éJt ab (5.119) 
onde A é o gerador infinitesimal de X. As condições iniciais são dadas por 
F ( O) = { O, x E (a , b) ; (5.120) 
ab x , 1, X tj_ (a , b). 
e as condições de fronteira dadas por 
Fab(x , t) = 1, X tf_ (a , b), t 2':: O. (5.121) 
Diferenciando Fab em relação a t , nós temos a densidade do tempo de primeira 
saída !ab(x , t) , a qual também satisfaz (5.119) , com condições de fronteira 
fab(x , t) = 6(t) , X tf_ (a , b) , 
fab(x , O) =O, X E (a , b). 
(5.122) 
(5.123) 
Os momentos para o tempo de primeira saída são definidos através de 
P,n,ab(x) = 100 tn fab(x , t)dt , n =O, 1, 2, ... (5.124) 
e satisfazem o sistema recursivo de equações 
AP,n,ab(x, t) = -nP,n- L,ab(x , t) , X E (a , b). (5.125) 
Quando n =O, é obtido a probabilidade P,o,ab de que X alguma vez abandone 
(a , b) e a condição de fronteira neste caso é dada por 
P,o,ab(x) = 1, x tf_ (a , b) , (5.126) 
Para o primeiro momento e para momentos de ordem superior de Tab(x) , as 
condições de fronteira são 
P,n,ab(x) =O, X tf_ (a , b) , n = 1, 2, ... , (5.127) 
e P,n,ab é limitada em (a , b) , se (a , b) for um intervalo finito. Os tempos de 
saída para intervalos da forma ( -oo, b) são obtidos fazendo a ---+ -oo nos 
resultados para intervalos finitos. 
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Momentos para o tempo de disparo 
Retornando ao modelo de Stein, temos que o gerador infinitesimal A 
para a despolarização V para o caso de um único tipo de entrada excitatória 
e inibitória, baseado em (5.114), (5.115) e (5.116) , é dado por 
df (Af)(x) = - x dx + ÀEf(x + aE) + ,\If(x- ai)- (ÀE + ÀI)f(x). (5.128) 
Assim, as equações para os momentos do tempo de primeira saída de V 
do intervalo (a , e) podem ser encontradas baseado em (5.125). Tirando os 
índices a, e' nós temos 
para x E (a , e) , n = O, 1, 2, .... Este é um sistema recursivo de equações de 
diferença-diferencial cuja solução exat a pode ser obtida apenas em alguns 
casos simples [42]. Geralmente, são necessários métodos numéricos para sua 
solução. Quando há apenas excitação e nós estamos interessados no cruza-
mento do limiar a partir do repouso ou de um estado inicialmente despo-
larizado, a equação pode ser resolvida em [0, e), mas quando também há 
inibição, devemos considerar o intervalo ( - oo , e). 
(A) O caso de somente excitação Se há apenas excitação, a equação 
(5.129) fica 
- X d:: + ÀE [ftn(X + aE)- ftn(x) ] = -nftn-l , X E [0, e). (5.130) 
É fácil ver que a solução da equação com n = O e contorno /Lo = 1 para 
X tj_ [0, e) é dada por 
~to(x) = 1, (5.131) 
O que significa 
P(Te < oo) = 1. (5.132) 
A equação para o primeiro momento e para momentos de ordem superior 
pode ser resolvida de forma exata em apenas alguns casos pelo método dos 
degraus. 
Exemplos 
(i) Seja aE = 1, ÀE = 1, e e = 2. Considerando o resultado acima, temos 
que a equação para o tempo médio de saída ~t 1 , agora denotado por f(x) , é 
dada por 
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df 
-x dx + f(x + 1)- f(x) = -1, x E [0, 2) . (5.133) 
Nós vamos resolver esta equação em (0, 2) e depois encontraremos f(O) 
pela relação que se obtém colocando 1: =O em (5.133) , ou seja 
f(O) = 1 + f(1). 
A condição de fronteira é f(x) =O para x 2 2 e nós colocamos o requerimento 
de que f seja contínua e limitada em (0, 2) . A continuidade é requerida 
pois o tempo médio de primeira saída para pontos próximos deve também 
ser próximo. Nós agora aplicamos a condição de fronteira para converter a 
equação em dois sitemas acoplados de equações diferenciais. 
Chamamos de h a solução em [1, 2) e de f 2 a solução em (0 , 1) . Para 
x E [1, 2), nós temos x + 1 2 2, de forma que a equação para h é 
dh h 1 
- + -- = - . 
dx :r x (5.134) 
Logo 
cl h(x) = 1 + -·, X E [1, 2) , 
X 
(5.135) 
onde c1 é uma constante a ser determinada. 
Quando x E (0, 1) , nós temos x + 1 E (1 , 2) , de forma que , usando este 
resultado prévio, temos 
df2 f2 2 c1 
- + - = - + - ( --), X E (0, 1) . dx X X X 1: + 1 (5.136) 
A solução geral desta última equação é da forma 
f ( ) c1ln( x + 1) c2 2 X = 2 + + - . X X (5.137) 
Em x = 1, a continuidade de f demanda que f 2 (L) = h(1), o que nos 
dá 
(5.138) 
Considere agora o comportamento de f2(x) quando x---+ O. Uma vez que 
ln(x + 1) = x - x2 /2 + ... , (5.139) 
o segundo termo de (5.137) é limitado quando x---+ O. Entretanto, c2 /x---+ oo 
quando x ---+ O para qualquer c2 diferente de zero. A limitação de f então 
requer que c2 =O. Temos então 
1 
cl = ---. 
1 - ln2 
(5.140) 
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A solução de (5.133) fica, na notação original , 
{ 
2 + (1-ln2)_1 ln(:+l) , O< X< 1; 
Ml(x) = 1 + (1-ln2) - I 1 <_X< 2. 
X l 
Ainda, usando que f(O) = 1 + f(1) , nós obtemos para p,1 (0) 
1 
ETe = 2 + -
1
-_-1-n-2 
(5.141) 
(5.142) 
Agora, note que se não tivéssemos decaimento exponencial, teríamos 
então que ETe = 2, de maneira que o termo extra 1_in 2 rv 3.26 reflete a 
contribuição do decaimento entre os EPSPs. 
(ii) Seja 1 < e ~ 2. Soluções exatas para o primeiro e o segundo momento 
dos ISis podem ser encontradas apenas no caso onde há somente excitação 
quando aE = 1, e ÀE = n ou 1/n, n = 1, 2, .... Note que colocando aE = 
1 significa uma reinterpretação de e como fração do limiar em relação a 
amplitude de um EPSP. Em geral, empregando (5.130) , nós temos que a 
equação do primeiro momento f(x) e do segundo momento g(x) são dadas 
respectivamente por 
df 
- X dx + ÀE [f(x + 1)- j(x) ] = -1, X E [0, e) , 
dg 
- X dx + ÀE [g(x + 1)- g(x) ] == -2f(x) , X E [0, e). 
O que , de acordo com Tuckwell [42], apresenta como soluções 
onde 
2 
ETe = ÀE +ex 
2 2 2ET8 4(e- 1VB + 2ex [ÀEh -ln(e- 1)] 
ETe = À~ + ----;:-;- + 1 - ÀEil 
(e- 1VB 
ex= ÀE(1- ÀEh) ' 
- ( - ~) ÀB oo (1- 1je)j 
h- 1 e L . À , 
j=O J + E 
( 1) >.B 
00 (1- 1je)j 
I 2 = I 1 ln e + 1 - -- L ( . )2 . 
e j=O J + ÀE 
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(5.143) 
(5.144) 
(5.145) 
(5.146) 
(5.14 7) 
(5.148) 
(5.149) 
Outros resultados estão presentes em Tuckwell [43]. 
É natural perguntar até aonde o modelo de Stein, o qual negligencia 
muitos detalhes anatômicos e fisiológicos , pode prever o padrão de disparos 
neuronais. Em um experimento, motoneurônios da medula espinhal de gatos 
foram monosinapticamente excitados de acordo com um processo de Poisson 
[44]. As amplitudes dos EPSP neste experimento foram maiores em cerca 
de um terço do limiar. Entretanto, o modelo de Stein não pode prever a 
variação na média da frequência de saída quando a média da frequência 
de entrada aumentava [43]. Muitos fatores não levados em conta podem 
resultar nesta diferença, sendo um muito provável a inibição recorrente via as 
células de Renshaw. Confirmação parcial do modelo de Stein veio do fato que 
parâmetros estimados (por métodos numéricos) para neurônios reais (como 
constantes de tempo, fração do limiar sobre a amplitude do EPSP, frequência 
de chegada) foram plausíveis [45], [46]. 
(B) Excitação com inibição. Quando há consideração das chegadas de 
estímulos inibitórios junto com os excitatórios, as equações dos momentos 
são dadas por (5.129) e são extremamentes difíceis de resolver, não existindo 
nenhum método padrão para encontrar a solução. 
Tendo em mente os resultados obtidos com o passeio aleatório random-
izado, nossa primeira preocupação é até aonde a despolarização vai atingir 
e num tempo finito com probabilidade um, e se isso depende da força da 
excitação relativa à da inibição. Nós encontramos que sempre que ÀE > O e 
aE > O, a solução de (5.129) que satisfaz a condição de fronteira p,0(x) = 1 
para X tf_ (a , e) é, de fato , P,o(x) = 1. Assim, P(Te < oo) = 1 e V(t) atinge e 
num tempo finito. 
Um método foi desenvolvido por Cope e Tuckwell (1979) para resolver a 
equação para a média do tempo de primeira passagem de e [47]. Quando, 
por conveniência, aE = a1 = 1, nós temos 
- x ~~ + ÀEf(x + 1) + >..d(x- 1)- (ÀE + ÀI )f(x) = -1 , x < e. (5.150) 
Foi argumentado que para valores grandes negativos de x , f(x) , f(x + 1) , 
f(x- 1) devem ser próximos de forma que, assintoticamente , 
df 
- X - "'-1, X --t -OO . (5.151) dx 
Assim, para x grande negativo, a média do tempo de primeira saída deve 
ser da forma 
f(x) rv ln lxl +c, x --t -oo, (5.152) 
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onde C é uma constante a ser determinada. Então, buscou-se tentar uma 
solução de (5.150) do tipo 
00 
f(x) r-v ln lxl +C+ L Anx-n. (5.153) 
n=l 
Os coeficientes An são encontrados substituindo (5.153) em (5.150). A 
solução assintótica pode ser continuada até e, uma vez que se f é conhecida 
em dois intervalos unitários vizinhos, ( 5.150) vira uma equação algébrica. 
Finalmente, o valor de C é obtido pelas condições de contorno em x 2 e 
(ver a referência para maiores detalhes). Este método forneceu resultados 
acurados quando foi possível uma comparação com resultados exatos sabidos 
(no caso de apenas excitação) ou com resultados de simulação. 
V árias modificações e generalizações do modelo de Stein que acontam com 
maior realismo fisiológico foram propostas, e iremos considerar duas delas nas 
seguintes seções. 
5.5.2 Potenciais pós-sinápticos com amplitudes aleatórias 
Suponha que ao invés de sempre termos o mesmo efeito no potencial de 
membrana, os EPSPs e IPSPs tenham amplitudes aleatórias com funções 
densidade de probabilidade dadas respectivamente por c/JE(u) e c/JI(u). Por 
definição, c/JE deve ser zero para u < O e c/JI deve ser zero para u > O. No 
modelo original de Stein, cfJE = 6(u - a E) e cfJI = 6(u +ai) , a E, ai > O. No 
caso geral , 
dV=-Vdt+ 100 uv(dt , du)+ 1: uv(dt , du). (5.154) 
Se as taxas médias de excitação e inibição são ÀE e ÀI, então a taxa média 
rr associada a 1/ tem densidade dada por 
(5.155) 
de forma que a taxa total de saltos ainda é A= ÀE + ÀI· 
Assim, de (5.114) , o gerador infinitesimal de V é agora dado por 
df r(X) 1° (Af)(x) = - x dx +ÀE lo f(x+u)cfJE(u)du+ÀI -oo f(x+u)cfJI(u)du-Af(x). 
(5.156) 
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A média e a variância de V ( t) podem ser encontradas pelo mesmo método 
que o anterior. Da representação integral 
V(t) = V(O)e-t + 1 t e-(t-t') (100 Ul~ (dt' , du) +I: uv(dt', du)) , (5.157) 
nós temos 
EV(t) = V(O)e-t + e-t 1 t et' dt' ( ÀE 100 uc/JE(u)du + ÀI I : uc/JI(u)du) , 
(5.158) 
de forma que a média da despolarização é 
(5.159) 
com ME e MI são as médias das amplitudes dos EPSPs e dos IPSPs 
ME= 100 uc/JE(u)du , MI =I: uc/JI(u)du. (5.160) 
Nós também temos 
VarV(t) = e-2t 1 t e 2t' dt' ( ÀE 100 u2 c/JE(u)du + ÀI I : u2c/JI(u)du) , 
(5.161) 
o que dá a variância da despolarização como sendo 
( ) [ ( 2 2) , ( 2 2)] [1 - C
2t] VarV t = ÀE ME+rJE +AI MI+rJI 2 ' (5.162) 
onde rJ~ e rJJ são as variâncias das amplitudes dos EPSPs e IPSPs, respecti-
vamente. 
Uma escolha frequente da distribuição da amplitude do PSP é inibição 
zero com EPSP distribuído exponencialmente 
1 
c/JE(U) = ·-e-U/J.LE , 
ME 
ÀI = 0, u >O. (5.163) 
Neste caso, a média do tempo de primeira passagem por e satisfaz 
- x-- ÀEf + __!!!_ f(x + u)e--u/J.LEdu = -1, df À 100 
dx ME o 
X E (0, e). (5.164) 
Losev [48] e Tsuri e Osaki [49] encontraram expressões para a média de 
tempo de disparo para tal distribuiçào de amplitude para os PSP. Losev, 
Shik e Yagodnitsyn [45] usaram seus resultados para estimar a frequência 
das chegadas dos estímulos, limiar, e constante de tempo para células de 
mesencéfalo de gatos. 
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5.5.3 A inclusão de potenciais reversos 
Como visto na primeira seção deste capítulo, num processo de realização 
de uma sinapse, a condutância da membrana plasmática aumenta para certos 
íons. A mudança da condutância para os diferentes íons (geralmente restritos 
ao Cl- , K+ e Na+) depende da natureza da sinapse, mais especificamente 
dos neurotransmissores e receptores envolvidos. Aumentos da condutância 
do Na+ leva, por exemplo, a efeitos excitatórios. 
A corrente local li através da membrana do neurônio pós-sináptico para 
o íon i é assumida ser 
li = 9i(1i!i- V), 
onde Vi é o potencial de Nernst correspondente, 9i é a condutância (na real-
idade 9i é definido por esta fórmula e encontrado experimentalmente) , e V o 
potencial de membrana. Uma vez que durante uma sinapse podem ocorrer 
mudanças de condutâncias para mais de um tipo de íon, um potencial re-
verso líquido (isto é, um potencial na qual a corrente é zero e muda de sinal 
quando V passa através dele) é geralmente aparente, sendo motivo de diver-
sos estudos numa abordagem mais determinística da neurobiologia teórica. 
Tais potenciais reversos inibitórios e excitatórios foram encontrados exper-
imentalmente (por exemplo, [50]) e são geralmente denotados por VE e VI , 
respectivamente. Uma expressão para os potenciais reversos em termos dos 
potenciais de N ernst é em alguns casos possível [5 1]. 
A inclusão dos potenciais reversos faz com que a resposta da célula neu-
ronal às chegadas dos estímulos dependa do estado da célula quando ocorre a 
chegada. De fato , pode ser mostrado pela teoria determinística que as ampli-
tudes dos EPSP e IPSP estão diminuídas quando a despolarização da célula 
está próxima de seus respectivos potenciais reversos. Uma vez incluídos os 
potenciais reversos, a equação estocástica para a despolarização do neurônio 
se torna [52] 
(5.165) 
onde VI ~ O ~ VE e agora aE e ai sào ambos não negativos. A média da 
despolarização V na ausência de limiar é dada por 
(5.166) 
onde k1 = 1 + aEÀE + aiÀI e k2 = aBÀE VE + aiÀI VI . O processo V difere 
dos encontrados previamente por que mesmo na ausência de barreiras de 
absorção, se X(O) E (VI , VE), então X(t) E (VI , VE) para todo t > O. Na 
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notação de ( 5.112) , nós temos 
dV =-V dt + 11(V, u)v(dt , du). (5.167) 
Para especificar 1 e v , sejam AE e AI dois intervalos disjuntos em IR e seja 
Agora ponha 
{ 
(VE- V)aE , u E AE; 
!(X, u) = (VI- V )ai , u E AI; 
O, caso contrário. 
Então, de (5.114) , o gerador infinitesimal de V é dado por 
(5.168) 
(5.169) 
(Af)(x) = - x :f+ r f(x+!(x , u))H(du)+ r f(x+!(x , u))IT(du) -Af(x) 
X JAE }AI 
df 
= - x dx + ÀEf(x + (VE- x)aE) + Àif(x +(VI- x)ai) - Af(x).O (5.170) 
Assim, as equações para os momentos dos tempos de disparo podem ser 
escritas baseadas em (5.125). 
Quando há apenas excitação e ÀE = 1, a média do tempo de disparo é 
obtido de 
df 
- X dx + f(x + (VE- x)aE) - f(x) = -1 , X E (0, e) , (5.171) 
COm f = 0 para X tj_ (0 , e). Ü método dos degraus pode Ser empregado para 
encontrar soluções exatas desta equa<;ão para e suficientemente pequeno e 
valores epeciais dos parâmetros. Tomando e= aEVE(2- aE), nós obtemos 
para f(O) , 
ETe = 2 + 1 - e I a E VE 
aE- 1 + ln(e jaEVE) (5.172) 
Quando VE =50 e aE = 0.02, e vale 1.98 e o valor esperado do intervalo entre 
disparos é 5.3007 enquanto que a do processo quando o potencial reverso é 
negligenciado e amplitude do EPSP é tomada igual àquela obtida no repouso 
é de 5.0924. Quando VE = 5 e aE = 0.2, e é 1.9 e (5.172) nos dá ETe = 5.7698 , 
enquanto que o modelo de Stein fornece 3.9407, uma diferença de 31.7%. 
Por fim, o modelo incluindo potenciais reversos pode ser generalizado 
para incluir amplitudes de PSP aleatórias a valores fixo da despolarização 
{ 
cfJE(u) , u > O; 
1r(u) = cfJI(u) , u < O. 
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(5.173) 
! (X u) = { (VE- V)u , u >O; 
' (VI -- V)lul , u <O. 
A= 100 c/JE(u)d~!L + 1: cp1 (u)du 
E V tem gerador infinitesimal dado por 
(5.174) 
(5.175) 
# roo 10 (Af)(x) = - x dx +lo f(x+(VE-x)u)c/JE(u)du+ -oo f(x+(VI-x)u)c/JI(u)du-Af(x). 
(5.176) 
5.6 O processo de Ornstein-Uhlenbeck 
Nos modelos das seções anteriores, o potencial de membrana é uma função 
descontínua do tempo. As equações para a densidade e momentos do tempo 
de disparo eram equações de diferença-diferenciais ou outra equação diferen-
cial funcionaL Bem como o processo de Wiener com arrasto pode ser visto 
como uma versão suavizada do passeio aleatório randomizado, nós podemos 
obter também uma versão suavizada do modelo de Stein. Isto nos leva ao 
processo de Ornstein-Uhlenbeck (1930) , que apresenta discussão ampla em 
vários livros de processos estocásticos, e aparece na modelagem de diversos 
fenômenos. A aplicação do processo de Ornstein-Uhlenbeck para a ativi-
dade neuronal foi primeiramente abordada no presente contexto em 1965 
por Calvin e Stevens [53]. 
Nossa abordagem básica é construir um processo de difusão com os mes-
mos primeiros e segundos momentos (ver (5.104) e (5.105)) do que o do 
modelo de Stein. Este procedimento é chamado a aproximação usual por 
difusão [36] e é esperado que funcione melhor para pequenos valores de am-
plitude de EPSP e IPSP com frequência de chegadas de estímulos elevada. 
A aproximação por difusão apresenta então média infinitesimal 
(5.177) 
e variância infinitesimal 
2\ 2 \ - 2 
aE/\E + a 1 AJ = (J . (5.178) 
A equação diferencial estocástica é dada então por 
dV =(-V+ p,)dt + crdW, (5.179) 
que é a mesma de um processo de Ornstein-Uhlenbeck 
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5.6.1 Média, variância e densidade de transição 
Se nós colocarmos Y(t) = etV(t) , a seguinte equação é obtida: 
dY = et (p,dt + crdW), 
com Y(O) = V(O). Integrando, 
Y(t) = Y(O) + p, 1 t et' dt' + cr 1 t et' dW(t'). 
(5.180) 
(5.181) 
A média e a variância podem ser obtidas como na seção anterior por: 
= V(O)e-t + p,(1 - e--t) ~ V(O)e-t + m(t) , (5.182) 
VarV(t) = Var [e-tY(t) ] = e-2tVar [Y(O) + p, 1 t et' dt' + cr 1 t et' dW(t') ] = 
e-2tVar [cr 1 t et'dW(t') ] = e-2tcr2Var [1t et'dW(t') ] = 
~ e-"cr' (E [ (l e'' dW(t' )) ']-E [l e'' dW(t') ] ' ) ~ 
= e-
2tcr2 (E [ (1t et'dW(t') ) (1t e7 dW(T) ) ]) = 
(5.183) 
Assim, V(t) é Gaussiana e a função de densidade de probabilidade de 
transição deve ser 
1 [- (y -xct - m(t)) 2 ] 
p(y, tlx) = J27rs2(t) exp 2s2(t) . (5.184) 
Alternativamente, p(y, tlx) pode ser obtido através da resolução da equação 
de Kolmogorov forward. Quando t ---+ oo , a distribuição de V(t) se torna uma 
distribuição Gaussiana invariante por tempo com média p, e variância cr2 /2. 
5.6.2 Função densidade para o tempo de primeira pas-
sagem 
Nós temos de (5.106) que o gerador inifitesimal de V é dado neste caso 
por 
df (]"2 d2 f (Af)(x) = (p,- x) - + --. dx 2 dx2 (5.185) 
Suponha agora que X(O) = x E (a , b). Sabemos que a densidade para o 
tempo de primeira saída de (a , b) , denotada por !ab(x , t) , é solução de 
[) !ab = (u- x) [) !ab + (]"2 02 !ab ( ) &t r &x 2 &x2 , t > O, x E a, b , (5.186) 
com dados de fronteira 
fab(a , t) = fab(b , t) = 6(t) , (5.187) 
e condição inicial 
fab(x , O) = O. (5.188) 
A equação ( 5.186) é difícil de resolver. Entretanto, muita informação 
pode ser obtida pela transformada de Laplace 
ro fab ,L(x,s) = Jo e-stfab(x , t)dt, (5.189) 
de !ab· Aplicando a transformada em (!5.186) e em suas condições de fronteira , 
nós encontramos 
(]"
2 d2 fab ,L + ( _ ) dfab,L _ + _ O 
2 dx2 P, X dx SJab,L - ' 
com condições de fronteira 
X E (a , b) , 
fab ,L(a, s) = fab ,L(b, s) = 1. 
(5.190) 
(5.191) 
O processo de Ornstein-Uhlenbeck não restrito (movimento livre) assume 
valores em (-oo,oo). Nós estamos interessados no tempo Te(x) que o pro-
cesso leva para atingir pela primeira vez o limiar e > O para um valor de 
condição inicial X < e. A correspondente função de densidade !e (X ' t) é 
obtida de 
fe(x , t) = lim f-a ,e(x , t) , a> O, (5.192) 
a-+oo 
e uma equação similar também se aplica para a transformada de Laplace. 
A transformada de Laplace fe ,L de fe tem sido obtida resolvendo (5.190) e 
usando (5.192) para vários valores de parâmetros (Siegert 1951, Roy e Smith 
1969, Kryukov 1976) . Roy e Smith obtiveram Je ,L(x, s) da forma 
!e,L(x, s) = ( ~ .!.. (f.L_0)2) , 
\[! 2 ' 2 ' (J 
w ~( ~ .!. . (f.L-x )2) 
2 ' 2 ' (J (5.193) 
onde w(a , b; b) é a função hipergeométrica confluente do segundo tipo [37]. 
Isto é uma solução de 
d2w , dw 
z - + (b - z)-- aw =O. 
dz 2 dz 
(5.194) 
Em termos das funções hipergeométricas do primeiro tipo, 
az a(a+1)z2 r(a+n)f(a) zn 
<I>(a ,b;z) = 1 + b + b(b+a) 2T + ... + r(b+n) r(b) n! + ... ' (5.195) 
Nós temos 
\11( b· ) __ 1r_ ( <I>( a, b; z) _ z1-b<I>(1 +a- b, 2- b; z) ) 
a, ,z- sin7rb f(1+a-b)f(b) r(a)f(2-b) . 
(5.196) 
Alternativamente, Je ,L ( x, s) pode ser expressa em termos de funções cilíndricas 
parabólicas [37] 
[( )2] ex ~-x f.L -x p <7v'2 D_s (~) 
!e,L(x, s) = [ 2] ( f.L-e ) , 
exp (~~) D_s uv'2 
(5.197) 
a qual é obtida da expressão dada por Sugiyama e colaboradores (1970). A 
função cilíndrica parabólica dada em ( 5.197) é relacionada a função conflu-
ente hipergeométrica do primeiro tipo por 
-21/ 2 sin - r 1- -· x<I> - +- -·- . ( 1r s) ( s ) ( s 1 3 x 2 ) ] 2 2 2 2 ' 2 ' 2 (5.198) 
A inversão de Je ,L(x , s) não foi realizada, embora métodos numéricos para 
a mesma possam ser úteis. A densidade do tempo de primeira passagem 
tem sido obtida por solução direta da sua equação diferencial parcial [54]. 
As tabelas de Keilson e Ross (1975) podem ser usadas para encontrar a 
densidade de Te para valores particulares de parâmetros [55]. Sato (1978) 
forneceu uma análise assintótica pra fe quando t ---+ oo [56]. 
5.6.3 Momentos para o te1mpo de disparo neuronal 
Os momentos P,n(x), n =O, 1, 2, .. . , para o tempo de primeira passagem 
quando X(O) = X E (a , e) podem ser encontrados pela transformada de 
Laplace da densidade por meio de 
(5.199) 
Alternativamente, é possível resolver o sistema recursivo obtido em (5.125) 
~2 d2 P,n dp,n 2 dx2 + (p,- x) dx == -nP,n- 1, X E (a , e). (5.200) 
Usando a equação com n =O, nós podemos mostrar que , chamando T8(x) 
o tempo de primeira passagem por e de X(O) =X< e, então 
P(Te < oo) = 1. (5.201) 
Para fazer isso , nós resolvemos 
~2 d2 P,o dp,o 
--- + (p, - X) - = 0 
2 dx2 dx ' (5.202) 
com a condição de que a saída de (a, e) ocorre em e antes do que a. Isto 
é, 
P,o(a) =O, P,o(e) = 1. (5.203) 
Isto nos dá a seguinte solução (ver Apêndice) 
I: exp { 2 (v; - p,y) / ~2 } dy 
Mo(x) = I: exp { 2 (y22- p,y) ;~2 } dy (5.204) 
Quando a ---+ -oo, p,0 (x) ---+ 1, de forma que (5.201) segue. Assim, no 
modelo de Ornstein-Uhlenbeck, o neurônio dispara com probabilidade 1. 
O tempo médio de disparo para uma célula inicialmente em repouso foi 
obtido de (5.199) e (5.193) por Roy e Smith [57]: 
onde 
00 k 
ET. _ "" 2 (Y2k+2 _ z2k+2) 8
- ~ (2k + 1)!!(k + 1) 
k=O 
+2 IJi [z<I> (~ ~ . z2 ') _ Y<I> (~ ~ . y2) J V" 2 ' 2 ' 2 ' 2 ' ' 
/ 
Y = (p,- e);(J 
z = p,jrJ 
(5.205) 
(5.206) 
(5.207) 
e (2k+ 1)!! = (2k+1)(2k-1) ... 3.1. Uma expressão para o segundo momento 
em forma de série foi derivada por Ricciardi e Sacerdote [58]. 
Uma comparaçao foi feita para o valor esperado dos ISI entre o modelo de 
Stein e o de Ornstein Uhlenbeck por Tuckwell e Cope [47]. Os valores de p, e 
rJ foram determinados por (5.177) e (5.178). Embora para muitos parâmetros 
os resultados foram próximos, foi mostrado que a aproximação por difusão 
pode algumas vezes tanto hiperestimar como hipoestimar bastante a média 
dos ISI em relação ao processo descontínuo. 
5. 7 Teoria estocástica do cabo 
Os modelos estocásticos considerados até agora neste capítulo são análogos 
ao modelo de Lapicque [39], eles ignoram a extensão espacial da célula neu-
ral. Assim, eles não podem por exemplo diferenciar os efeitos dos estímulos 
provenientes da sinapse daqueles que ocorrem em outras partes do neurônio. 
A teoria do cabo é uma ampla área de estudo na teoria determinística que 
aconta com estes fatores. Nós vamos aqui brevemente introduzi-la e formular 
uma versão estocástica da mesma, concentrando em alguns casos específicos 
que já foram considerados. 
5. 7.1 História e derivação da equação do cabo 
A designação de "teoria do cabo" é oriunda da derivação e aplicação da 
equação do cabo para cálculos que foram essenciais para o primeiro cabo 
telegráfico transatlântico, em cerca de 1855, pelo professor William Thomson 
(posteriormente, Lord Kelvin). Após estudar em Paris e tornar-se familiar 
com os métodos matemáticos que foram introduzidos por Fourier, Thomson 
sabia que a sua equação do cabo unidimensional era formalmente a mesma 
equação diferencial parcial que Fourier tinha usado para descrever a condução 
do calor em um arame ou num anel. Em 1870, Hermann e Weber derivaram e 
aplicaram uma equação diferencial parcial diferente para o problema do fluxo 
de corrente elétrica dentro e ao redor de um núcleo condutor cilíndrico (que é 
o modelo de um axônio). Posteriormente, ao redor de 1900, Hermann e outros 
reconheceram explicitamente que quando a equação deste núcleo condutor 
era reduzida a uma dimensão espacial, ela se tornava equivalente a equação 
do cabo de Kelvin. Testes experimentais com preparações de uma única 
fibra nervosa nos anos 30 mostraram evidências importantes confirmando a 
relevância da teoria do cabo para axônios de neurônios. 
Ao analisarmos o formato de uma célula neuronal, percebemos que é 
muito improvável que o potencial de membrana permaneça o mesmo em 
cada ponto. Em alguns casos, é possíível de se obter uniformidade espacial 
experimentalmente, mas, in vivo, há a ocorrência de gradientes do potência! 
de membrana em relação ao espaço. Embora isso seja hoje em dia bastante 
evidente, tal fato não estava claro até os trabalhos pioneiros de Wilfrid Rall 
nos anos 50 e 60, quando a importância dos efeitos espaciais começou a 
ganhar uma aceitação maior. 
Para entender como uma distribuiç;ão espacial afeta o comportamento de 
um cabo, é necessário derivar e entender a equação do cabo. Nós vemos 
a célula neuronal como um cilindro longo de membrana ao redor do cito-
plasma (chamado de um cabo). Nós supomos que , em qualquer lugar ao 
longo de seu comprimento, o potencial depende apenas da variável compri-
mento, e não de variáveis angulares ou radiais, de maneira que o cabo pode 
ser visto como sendo unidimensional. Nós agora dividimos o cabo em um 
certo número de pequenos pedaços de membrana isopotenciais, cada um de 
comprimento dx. Em cada uma destas seções do cabo, todas as correntes 
devem se balancear, sendo que há apenas dois tipos de corrente, a saber, 
a corrente transmembrana e a corrente axial. A corrente axial possui com-
ponentes intra e extracelulares, ambas as quais nós assumimos que sejam 
ôhmicas22 . Assim, 
Vi(x + dx)- Vi(:r) = -Ii(x)ridx , 
Ve(x + dx)- Ve(:r) = -Ie(x)redx. 
(5.208) 
(5.209) 
Os números r e e ri são resistências por unidade de comprimento de meio intra 
e extracelular, respectivamente23 . O sinal negativo no lado direito aparece 
22Isto é, funções lineares da voltagem (da :física básica, V= RI) . 
23Geralmente, ri = Rc/ Ai , onde Rc é a resistividade citoplasmática, medida por Ohms-
comprimento, e Ai é a área seccional de um cabo cilíndrico. Uma expressão similar também 
é válida para o espaço extracelular . 
devido à convenção de que corrente positivas são um fluxo de cargas positivas 
da esquerda para a direita (ou seja, na direção de aumento de x). Se Vi(x + 
dx) > Vi ( x) , então cargas positivas fluem na direção da diminuição de x, 
dando um sinal negativo à corrente. Assim, no limite quando dx ---+ O, temos 
(5.210) 
(5.211) 
Agora, a partir das leis de Kirchhoff, qualquer mudança nas correntes axiais 
intra e extracelulares deve ser devida à corrente transmembrana, assim: 
(5.212) 
onde It é a corrente total transmembrana (positiva para fora) por unidade 
de comprimento de membrana24 . Assim, no limite quando dx---+ O, temos 
(5.213) 
Em um cabo sem fontes adicionais de corrente, a corrente axial total é Ir = 
li+ Ie, assim, usando que V= Vi - V.~ , encontramos 
-Ir=~ &Vi+ ~ &Ve =ri+ re &Vi _ ~_&V_ 
ri &x re &x rire &x re &x ' 
(5.214) 
do qual segue que 
(5.215) 
Agora, substituindo (5.215) em (5.213) , utilizando (5.210) e o fato de Ir ser 
constante, encontramos 
(5.216) 
24Para ter uma idéia do porquê destas igualdades, lembre que uma das formas de ver a 
Lei de Kirchhoff para correntes é a afirmação de que a soma das correntes entrando em uma 
junção deve ser igual a soma das correntes saindo da junção. Assim, ao considerarmos 
a corrente intracelular (li ), se ela for menor (maior) em x + dx do que em dx, então 
a diferença saiu (entrou) transversalmente, e tal raciocínio é análogo, porém com sinal 
invertido devido à convenção de sinal It, para I e . 
Finalmente, lembramos que a corrente transmembrana It é uma soma de 
correntes capacitativas e iônicas , de forma que 
(5.217) 
onde p é o perímetro do axônio. A equação (5.217) é usualmente referida 
como sendo a equação do cabo. Note que Cm tem unidades de capacitância 
por unidade de área de membrana, e Iion tem unidades de corrente por 
unidade de área de membrana. Se uma corrente !aplicada , com unidades de 
corrente por unidade de área, é aplicada através da membrana (como antes , 
considerando positivo na sentido para fora) , a equação do cabo se torna 
( av ) a ( 1 av) It = P Cm ot + Iion +!aplicada = OX ri+ r e OX · (5.218) 
É conveniente adimensionalizar a equação do cabo. Para isso, nós definimos 
a resistividade da membrana (Rm) como a resistência por unidade de área 
da membrana, tendo unidades de D cm2 . Para qualquer Vo fixo , Rm pode 
ser determinado medindo a mudança na corrente membrana! quando V é 
levemente perturbado de V0 . Ou, em termos matemáticos, 
(5.219) 
Embora o valor de Rm dependa da escolha do valor de Vo , é típico tomar V0 
como sendo o potencial de repouso da membrana na definição de Rm· Note 
que se a membrana é um resistor ôhmico, então Iion = V/ Rm , sendo Rm , 
neste caso, independente de V0 . 
Assumindo que re e ri são constantes, a equação do cabo (5.217) pode 
agora ser escrita como 
(5.220) 
onde 
À _ { Rm 
m - V JJ(re +ri) (5.221) 
tem unidade de distância e é chamada de constante de espaço do cabo, e 
onde 
(5.222) 
t em unidade de t empo e é chamada de constante de t empo da membrana . 
Se nós ignorarmos a resistência extracelular , então 
(R;;;i 
Àm = \14R;' (5.223) 
onde d é o diâmetro do axônio. Finalmente, nós reescalamos a corrente 
iônica definindo Iion = - f(V, t) l Rm, para alguma f , a qual, geralmente, é 
uma função t anto da voltagem quanto do tempo e t em unidades de voltagem, 
de forma que podemos adimensionalizar o espaço e o t empo definindo novas 
variá v eis X = x I Àm e T = tI T m. Nest as novas variá v eis , a equação do cabo 
é dada por 
&V &2V 
&T = 8X2 + f(V, T). (5.224) 
Embora nós escrevamos f como uma função da voltagem e do tempo, em 
muitas versões simplificadas da equação do cabo, f é uma função de V ape-
nas. Qualquer atividade elétrica para a qual a aproximação f = -V é válida 
(isto é, se a membrana for um resistor ôhmico) é dita como uma atividade 
passiva. Há alguns cabos, principalmente em redes de neurônios dendríticos, 
onde t al aproximação é boa dentro de um intervalo de atividade normal. En-
tret anto , para outras células, a atividade é passiva apenas se o potencial de 
membrana for suficientemente pequeno. 
5. 7.2 Correntes de chegada impulsivas 
Nós consideramos um cilindro nervoso (possivelmente um cilidro equiv-
alente representando um dendrito) em [a , b] no qual o potencial satisfaz a 
equação do cabo: 
vt =-V+ Vxx +I, a < x < b, t > O, (5.225) 
onde I = I(x , t) é a densidade de corrente. Agora , I(x , t)dxdt é a carga 
que passa através de um elemento de comprimento (x , x + dx ) no tempo 
(t , t + dt) e nós recordamos que se Q(x ,t) é a carga através de (O ,x) em 
(0 , t) , então I= Qxt· Nós estendemos o conceito de uma medida aleatória de 
Poisson usada nos modelos pont uais para incluir uma dependência espacial. 
Assim, nós colocamos 
a2Q r 
&x&t dxdt =}IR uv(dt, dx , du ) = I(x , t )dxdt. (5.226) 
Nós assumimos que v t em as seguintes propriedades 
(i) Seja A C [a , b], B C IR. Então {v(t , A, B) , t 2 O} é um processo de 
Poisson homogêneo com taxa média H(A, B). 
(ii) Seja Ai , i = 1, ... , m e Bj , j = 1, ... , n , subconjuntos disjuntos 
de [a , b] e IR, respectivamente. Então, as variáveis aleatórias v(t , Ai, Bj ), 
i = 1, ... , m ; j = 1, ... , n são mutuamente independentes. 
Para ver o que isto significa, ponha 
t; X 
Y(t , x ) = 1 uv(t , x , du) = 111 uv(dt' , dx' , du) , (5.227) 
que é um processo de Poisson composto em duas dimensões. Note que 
v(t , A, B) = r r v(t ,dx ,du) lAJE (5.228) 
conta o número de saltos de Y até o t empo t que ocorrem no subespaço 
de est ados A e t êm aplitudes em B. A t axa total média de chegada dos saltos 
é 
A= 1b 1 IT(dx , du). (5.229) 
Nós vamos usualmente assumir que II t em densidade, de forma que nós 
podemos escrever formalmente IT(dx , du) = cp(x , u)dxdu 
Soluções da equação do cabo e dos momentos da despolarização 
Suponha que nos são fornecidas soluções de fronteira em x = a e x = b e 
que a despolarização inicial é 
V(x , O) = Vo(x ), a ~ x ~ b, (5.230) 
possivelmente aleatória. Assumindo que as condições de fronteira são t ais 
que o método de solução por função de Green possa ser empregado, então 
(ver Apêndice) 
V(x , t) = 1b G(x , y; t)Vo(y)dy + t 1b 100 G(x , y; t- s)uv(ds, dy , du). 
a lo a -oo 
(5.231) 
Por conveniência , vamos considerar a condição inicial como sendo a da 
célula em repouso, isto é Vo(x ) =O, x E [a , b]. A esperança de V(x, t) é 
EV(x , t) = t 1b 100 G(x , y; t- s)ucp(y , u)dyduds. lo a -oo (5.232) 
e a variância é dada por 
VarV(x , t) = t 1b 100 G2 (x, y; t- s)u21J(y , u)dyduds. Jo a -oo (5.233) 
A taxa média total de chegada dos impulsos em (x , x + dx) é 
À(x)dx = ~:: cp (x, u)dudx , (5.234) 
sendo a amplitude média em (x , x + dx) dada por 
( ) _ f ucp(x , u)du p, x - À(x) ' (5.235) 
Ainda, a variância da amplitude é dada por 
2 ( ) _ f u21;(x , u)du _ 2 ( ) 
(J X - À(;r) P, X . (5.236) 
Em termos destas quantidades, 
EV(x, t) = 1t 1b G(x , y ; t- s)p,(y)À(y)dyds. (5.237) 
(5.238) 
Inibição e excitação simples de Poisson 
Consideramos o cilindro nervoso como recebendo uma excitação de Pois-
son em XE com taxa média ÀE e amplitude aE e inibição de Poisson em XI 
com taxa média À1 e amplitude a1 . A densidade da taxa é então 
(5.239) 
A substituição de 1; nas fórmulas acima gera 
EV(x , t) = aEÀE 1t G(x , xE; t- s)ds - a1 À1 1t G(x , x1 ; t- s)ds , (5.240) 
VarV(x, t) = a~ÀE 1t G2 (x, xE; t-s)ds+a~À1 1t G2 (x, x 1 ; t-s)ds. (5.241) 
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Note que em termos dos processos de Poisson simples NE e NI , as equações 
estocásticas do cabo podem ser escritas como 
(5.242) 
No caso de múltiplos sítios de chegadas de estímulos excitatórios e in-
ibitórios, 
&V a2V Lm dNEi Ln dNi i 
-=-V+-+ aE ó(x - XE ·)·--' - ai ó(x - XI ·)--' (5.243) &t &2 x ,t , t dt , t ,t dt 
i-1 i-1 
é a média e a variância são dadas por (5.240) e (5.241) com aEÀE sub-
stituído por 2..::_1 aE,iÀE,i e a1ÀE substituído por 2..::_ 1 a1,iÀE,i , e similar-
mente para a contribuição inibitória. 
Média e variância para várias condições de fronteira 
Iremos agora utlizar as fórmulas obtidas na seção anterior para encontrar 
expressões para a média e a variância em alguns casos da equação do cabo. 
Para isso, utilizaremos ainda funções de Green correspondentes a cada caso, 
que não serão explicitamente derivadas aqui, mas que o leitor poderá verificar 
suas validades. 
(i) Cilindro infinito, x E ( - oo, oo) 
A função de Green neste caso é dada por: 
X E ( -oo, 00) 
Assim, o uso de (5.240) nos fornece 25 
E [V( x , t)] = 2~ [ aEÀE [e-lx-xEiercf ( lx - ;~- 2t) -
lx-xEI f ( lx - XE I + 2t) l , [ -lx-xrl f ( lx - XII - 2t) 
- e erc - ar/\I e erc -20 . 20 
25Lembrando da definição 
( ) 2 100 - z 2 erfc x = y'Tr: x e dz . 
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_ lx-xi i f ( lx - XI I+ 2t)]] e erc fi . 2vt (5.244) 
Este resultado é o mesmo que o resultado determinístico com corrente 
constante em XE e em x 1 . Quando t --+ oo , temos 
(5.245) 
Uma expressão explícita para a variância no tempo t é difícil de ser obtida. 
Entretanto, a seguinte fórmula é válida 
V ar [V ( x , t) ] = __§___.!!_ dt' + __!___!_ dt' a2 À 1t e-2t' e-(x-xE)2 /2t' a2 À 1t e-2t' e-(x-x1 )
2 / 2t' 
47r o t' 47r o t' 
(5.246) 
Usando uma integral padrão [59], temos que a variância quando t ---+ oo é 
dada por 
1 [ 2 2 ] Var [V(x , oo)] =- aEÀEKo(2lx - · XE I) + a1 ÀIKo(2lx- XI I) , 27r (5.247) 
onde K 0 (z) é uma função de Bessel modificada [37], que é singular na origem, 
de forma que a variância é ilimitada em x = XE e em x = x 1 . 
(ii) Cilindro semi-infinito, x E [0, oo) 
A função de Green para o caso do terminal selado26 em x = O é dada por 
e (x- y ) (x+ y ) 
-t [ 2 2] G(x, y ; t) = v'4Jrt e-~t- + e- - 4t - , X 2 O. 
Para o caso de chegada excitatória em x = XE , temos 
E[V(x, t) ] = 2~aEÀE [e- lx- xEiercf ex -;~- 2t)-
- e lx-xE iercf ( lx - ;~ + 2t) + e- lx-xE iercf ( lx + ;~- 2t) -
elx-xE iercf ( lx + ;~ + 2t)] , (5.248) 
a qual resulta, fazendo t ---+ oo, em 
(5.249) 
26Isto é, tem condição de contorno dada por Vx(O, t) =O. 
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E a variância assintótica é dada por 
Var [V(x, oo )] = a~~E [ K 0 (2l x - xE I) + Ko(2l x + xE I) + 2Ko(2V x 2 + x~ ) ] . 
(5.250) 
Enquanto que o caso do terminal morto (isto é, V(O , t) =O) não apresenta 
solução fechada para a média e para a variância . 
(iii) Cilindro finito , x E [0, L] 
Para um cilindro nervoso com terminais selados em x = O e x = L , a 
função de Green é dada por 
G(x, y; t) ~ e~' [ 1+ 2 ~ cos c~x) cos c~Y) e-":;'']. O :S x :S L 
E os seguintes resultados foram obtidos em [60] para a inj eção de corrente 
de ruído branco em x = x E : 
00 1 - k2t 
E [V(x , t) ] = aEÀE L -:2 n c/Jn (xE )cfJn (x ), 
n=O n 
(5.251) 
{ 
a À cosh (L -xE) cosh x O < X < X . 
- E E sinhL ' - - E, E [V(x , oo)]- À cosh xEcosh (L -x) < < L 
aE E sinhL ' XE - X - ' 
(5.252) 
(5.253) 
onde c/Jn são autofunções da função de Green com k~ os correspondentes 
autovalores, dados por c/Jo ( x ) = )r , c/Jn ( x ) = ji c os ( n2x), k~ = 1 + n~~2 • A 
variância é infinita no ponto de aplica,ção do estímulo. 
O intervalo entre disparos (ISI) 
Para o modelo neuronal por cabo o problema de determinar o ISI é 
complicado devido às várias condições que podem ser impost as sobre V. Para 
um nervo em [0, L], pode ser assumida a existência de uma zona de gatilho 
em um ponto ou sobre uma região do espaço. Se a zona de gatilho é tomada 
como sendo um único ponto xe E [0, L ], na qual o limiar da despolarização é 
e, então o ISI pode ser definido como a variável aleatória 
Te = inf{ tiV(xe, t) 2':: e} , V (x, O) =O, x E [0, L], (5.254) 
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para uma célula inicialmente em repouso. Para uma zona de gatilho mais 
extensa, digamos [x1 , x 2], com O ~ x1 < x2 ~ L , a condição para o disparo 
poderia ser a de que o potencial em algum ponto do intervalo [x1 , x 2] exceda 
e, 
Te = inf {tI sup V(x , t) 2 e} ' 
X l ::ÔX::ÔX2 
V(x , O) =O, x E [0, L ], (5.255) 
ou ainda a de que o potencial sobre todo o intervalo [xl, x2] exceda e, 
Te = in f { t I in f v (X ' t) 2 e } ' 
X l ::Ô X ::Ô X2 
V(x , O)= O, x E [0, L]. (5.256) 
Ainda se poderia elaborar condições sobre o limiar em relação à corrente 
axial em termos de ~~ ou mesmo em termos tanto de V quanto de ~~. 
Há uma grande variedade de condições possíveis, e soluções exatas para os 
momentos e a distribuição de Te são difíceis, se não mesmo impossíveis, de se 
obter. Nestes casos, a simulação tem sido muito utilizada perante as técnicas 
analíticas. 
Séries infinitas de processos de l\!Iarkov descontínuos 
Consideraremos aqui o caso de um cilindro nervoso em [0,1 ] com excitação 
de Poisson em x E. Então 
&V 82V dNE 
-=-V+-+ aE6(x - XE) -
ot &2x dt ' o< X< L,t >O. (5.257) 
Nós iremos mostrar que num dado ponto do espaço a voltagem pode ser 
representada como uma série infinita de processos de Markov descontínuos. 
Cada componente na soma é análogo a despolarização no modelo de Stein. 
Primeiro, nós assumimos que a função de Green pode ser expressa como 
n 
Assumindo V(x , O) =O, a solução de (5.257) fica então 
V(x , t) = t {L 100 G(1:, y ; t- s)uv(ds , dy , du) = lo lo -oo 
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(5.258) 
= aE L <Pn(x)<Pn(xE)e-Ànt 1t eÀnsd:E ds. 
n 
(5.259) 
Agora defina 
(5.260) 
de forma que 
V(x , t) =I: Vn(t)<Pn(x). (5.261) 
n 
Então Vn pode ser visto como a solução de uma equação diferencial es-
tocástica ordinária 
(5.262) 
a qual deve ser comparada com (5.90). Assim, V pode ser representada como 
uma série infinita de processos de Markov descontínuos. 
Para x fixo , podemos escrever 
V(x , t) = L Xn(t) , (5.263) 
n 
onde Xn = Vn<Pn satisfaz 
(5.264) 
Nós podemos aproximar a série infinita (5.263) retendo um número finito 
de termos. Se os primeiros m termos são retidos, então o ISI aproximado é 
. '\----... 
{ 
?n } 
Te ,m = mf t bXn(t) 2 e . (5.265) 
A teoria dos processos de Markov assumindo valores vetoriais pode então 
ser aplicada para se determinar os momentos e a distribuição da função Te ,m· 
Nós ilustramos com m = 2. 
Ponha CXn = aE<Pn(xE)<Pn(x) e seja X= (X1 , X2). O gerador infinitesimal 
de X é dado por 
(Af)( ) _ 1. E [f(X(t + dt))- f(X(t))IX(t) = x] X1 , X2 - lm d 
dtlO t 
(5.266) 
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E através de um cálculo baseado no que foi previamente exposto, obtemos 
Agora, consideramos X( O) = (x1 , x2) e 
(5.268) 
Então, se o n-ésimo momento de Te,2 (x1 , x2 ) é denotado por f.Ln(x1, x 2), 
nós temos o sistema recursivo 
-À1X1 ~n - À2X2 ~f.Ln + ÀE [f.Ln(XI + cx1 , X2 + cx2)- f.Ln(XI , x2)] = -nP,n-1 , 
UXI UX2 
(5.269) 
para n =o, 1, 2, ... ' XI+ X2 < e. Para o primeiro momento e momentos 
de ordem superior a condição de fronteira é 
(5.270) 
Os momentos para o tempo de disparo para uma célula inicialmente em 
repouso são aproximados por f.Ln(O , 0). Similarmente, pode-se tratar o caso 
de excitação e inibição e amplitudes aleatórias para os PSP. 
Estimulação uniforme de Poisson 
Se a taxa de chegada dos impulsos é a mesma em todos os elementos ao 
longo do cabo nervoso , então a densidade de taxa é 
(5.271) 
independente de x. A taxa total média de chegada de impulsos em todo o 
cabo é 
A= 1b 1 cp(x, u)dxdu = (b- a)(ÀE + .\1 ). (5.272) 
A equação do cabo pode ser escrita como 
(5.273) 
aonde NE(x, t) e N 1(x , t) são dois processos de Poisson independentes na 
faixa [a , b] x [0, oo). 
De (5.237) e (5.238) , a média e a variância da despolarização são 
EV(x , t) = (.\EaE- À1a1) 1t 1b G(x, y; t- s)dyds , (5.274) 
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(5.275) 
Muitos dos resultados para a stimulação de Poisson uniforme são os 
mesmo da estimulação por ruído branco ( white noise) , que será consider-
ado na próxima seção. 
5. 7.3 Correntes de ruído branco 
Injeção de correntes de ruído branco em um ponto 
Com corrente de ruído branco aplicada em x = x0 , nós podemos escrever 
&V 82V [ dW] 
- = -V + - + 5 (x - xo) a + (3 -&t &x2 dt ' a < x < b, t > O, (5.276) 
onde o; e (3 são constantes e W é o processo de Wiener padrão. Note que 
a "derivada" de W , chamada de ruído branco, na equação implica uma inte-
gração. A equação (5.276) foi considerada por Wan e Tuckwell [61] e Tuckwell 
e colaboradores [62]. O caso de uma injeção de corrente de ruído branco sobre 
um pequeno comprimento do cabo foi tratado em Tuckwell e Wan [63]. 
A solução de (5.276) assumindo que a depolarização inicial é zero em 
todos os pontos é 
V(x , t) = 1t 1b G(x , y; t- s) [a+ (3 d:;s)] ó(y- x0 )dsdy = 
=o; 1t G(x , x0 ; t- s)ds + (3 Jç G(x, y; t- s)dW(s). (5.277) 
A média e a variância de V satisfazendo (5.276) são as mesmas que as da 
estimulação por Poisson com as substituições aEÀE ---+ o; e aEV>..E ---+ (3 em, 
por exemplo (5.252) e (5.253). A covariância de V(x , t) e V(y , T) pode ser 
encontrada utilizando a propriedade formal da covariância do ruído branco: 
Cov [dW(s) , dVV(t)] = ó(t _ s). 
ds dt (5.278) 
Neste caso, a covariância requerida é dada por 
K(x , t ; y, T) = (3217 G(x, x0 ; t- s)G(y , x0 ; T- s)ds (5.279) 
Este resultado também é válido para uma chegada de Poisson num ponto 
com (32 = a~ÀE. 
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Assim como a solução da equação do cabo num intervalo finito com 
chegadas de estímulos por Poisson em um ponto pode ser decomposta em 
um número infinito de processos de Markov descontínuos , quando o estímulo 
é um ruído branco, a voltagem pode ser expressa como uma série infinita 
cujos termos são processos de Ornstein-Uhlenbeck. Para x fixo , 
V(x, t) = L Xn(t) , (5.280) 
n 
aonde os Xn 's sastisfazem 
(5.281) 
Isto é, cada termo em (5.280) é um processo de Ornstein-Uhlenbeck. 
O tempo para o disparo neural foi investigado para (5.276) com condições 
de limiar do tipo (5.254) em Tuckwell e colaboradores [62]. Cálculos numéricos 
foram realizados nas equações para os momentos do tempo de primeira saída 
usando os primeiros dois termos de (5.280). Estes cálculos foram complemen-
tados por simulação dos processos de Ornstein-Uhlenbeck e por simulação 
direta das soluções da integral estocástica (5.277). Essas simulações também 
permitiram estimar a densidade para os ISI , observando-se uma tendência de 
uma forma tipo exponencial, para uma tipo gama, ou para uma tipo normal 
(dependendo dos parâmetros) , quando a localização da chegada do estímulo 
ia se tornando mais distante da zona de gatilho. Nestes estudos, também se 
encontrou que o coeficiente de variação dos ISis é uma função monotônica 
descrescente da distância entre a fonte e a zona de gatilho. 
Ruído branco de dois parâmetros 
Uma versão contínua de (5.273) é dada por 
&V &2V &2 lV 
&t = -V + &x2 + ex + (3 &xat ' a< x < b, t >O, (5.282) 
onde ex e (3 são constantes e W = W(x , t) é um processo de Wiener a dois 
parâmetros, ou uma faixa Browniana. A versão padrão deste processo tem 
as seguintes propriedades: 
(i) W(x , t) é uma variável aleatória Gaussiana com média zero e variância 
xt (x E [a, b], t 2 O) ; e 
(ii) Cov[W(x, s), W(y , t) ] = min(x- a, y- a) min(s, t) 
O ruído branco de dois parâmetros, o qual está sendo denotado por 
82Wj&x&t ou w(x, t) , novamente , como o caso de um parâmetro, pode ser 
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visto como uma derivada formal de W e sua relação pode ser expressa como 
1 x 1t w(y , s)dyds = W(x , t) (5.283) 
e a covariância do ruído branco neste caso pode ser escrita formalmente como 
E[w(x, s)w(y, t) ] == 6(s- t)6(x - y). (5.284) 
Convergência fraca de soluções das equações do cabo com correntes impulsi-
vas aleatórias para as soluções de equações como (5.282) foram investigadas 
por Walsh [36] e por Kallianpur e Wolpert [64]. 
Em termos das funções de Green, a solução de (5.282) é, para uma célula 
inicialmente em repouso , 
V(x , t) =ex 1b 1t G(x , y; t-s)dsdy+ f3 1b 1t G(x, y; t-s)dW(s , y) (5.285) 
onde a segunda integral é uma integral estocástica com respeito a um processo 
de Wiener a dois parâmetros [65]. Em geral , nós temos que a voltagem média 
é 
EV(x , t) =ex 1b i·t G(x , y; t- s)dsdy 
e para a covariância com s ~ t , 
(5.286) 
1b r Cov [V(x , s) , V(y , t) ] = /32 a Jo G(x , z; s - u)G(y, z; t- u)dudz 
1 lt+s 
= - /32 G(x, y; u)du. 
2 t-s (5.287) 
Finalmente , uma teoria do cabo completa para a atividade estocástica 
de um neurônio deve incluir os potenciais reversos para a ação de sinapses 
excitatórias e inibitórias. Então, em cada segmento dedrítico a despolarização 
vai obedecer uma equação do tipo 
av a2v a2 r a2 r 
&t = -V+ &x2 +(VE-V) &x&t }IR uvE(t , x , du)+(V1- V) &x&t }IR uv1(t , x , du) , 
(5.288) 
onde vE e v1 são medidas aleatórias de Poisson associadas respectivamente 
com a excitação e a inibição. Para a estimulação de um único local excitatório 
e inibitório, estas equações se reduzem a 
&V &2V dN E dNI 
&t =-V+ &x2 + (VE- V)aE6(x - · XE)dt +(VI- V)a16(x- x1)dt, 
(5.289) 
equações estas que ainda não foram muito investigadas. 
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5.8 Modelando o trern de disparos por pro-
cesso de renovação 
Grande parte da teoria estocástica mostrada até agora foi voltada para a 
determinação da despolarização V do neurônio , com ênfase a tipos especiais 
de tempos de parada como os de primeira passagem por um limiar e. Uma 
vez que V ultrapassa e, é assumido que um potencial de ação é gerado, e o 
processo é renovado colocando-se V igual ao potencial de repouso da mem-
brana. Assim, estes tempos de parada estariam relacionados ao intervalo en-
tre disparos (ISI) da célula neuronal. A importância de se ter uma estimativa 
para os ISis se deve ao fato de que , como a amplitude de cada potencial de 
ação é relativamente constante, a hipótese de que o processo de comunicação 
neuronal está intimamente relacionado à frequência dos disparos tem ganho 
cada vez mais evidência. Isto é, a frequência com que o neurônio dispara seria 
uma função da frequência com que as aferências chegam. Em alguns casos 
de células, consegue-se obter uma relação linear entre as duas ; entretanto, 
para muitas células, o "código" que governa a passagem de informação não 
parece ser nada óbvio. Na literatura, chama-se de um trem de disparos uma 
sequência de disparos em diferentes tempo t0 < t 1 < · · · < tn realizados por 
um neurônio. Iremos mostrar aqui uma primeira e mais simples abordagem 
à modelagem do trem de disparos. 
Suponha que um experimento comece em t = O e uma sequência de 
disparos ocorre a tempos aleatórios B 1 < 8 2 < 8 3 < . . . . O intervalo de 
tempo entre os sucessivos disparos são Tk = 8k - 8k_1 , k = 1, 2, ... , onde 
8 0 O. Nós podemos contar o número de disparos que ocorreram até o 
tempo t > O e denotá-lo por N(t). 
Definição Se as variáveis aleatórias Tk são independentes e identicamente 
distribuídas , então { N ( t) , t 2 O} é chamado um processo de renovação. 
O nome processo de renovação t em uma conotação industrial. Se uma 
máquina é instalada em t = O, e falha em um tempo 8 1 , sendo substituída 
por uma nova do mesmo tipo , é assumido que o t empo até a falha da segunda 
máquina tem a mesma função de distribuição de probabilidade que a original. 
Propriedades do processo de renovação 
Um processo de renovação pode ser tanto descrito como em termos das 
sequências de variáveis aleatórias {Tk} , das sequências {8k} , ou da família 
lbO 
contínua { N ( t)}. De fato , nós temos 
N ( t) < k , se e somente se 8 k > t , k = 1, 2, ... , (5.290) 
e 
(5.291) 
A relação (5.290) nos permite transitar entre afirmações acerca das variáveis 
discretas N(t) e das variáveis contínuas 8k, uma vez que devemos ter 
P(N(t) = k) = P(N(t) < k + 1) - P(N(t) < k) = 
= P(8k+1 > t) - P(8k > t) = 1 - P(8k+1 ~ t) - (1 - P(8k ~ t) 
= P(8k ~ t) -- P(8k+1 ~ t). (5.292) 
Neste contexto, os Tk 's são os ISis, 8k é o tempo para a ocorrência do k-ésimo 
disparo, e N(t) o número de potenciais de ação até e incluindo o tempo t. 
Segue da independência e da distribuição igual dos Tk 's que, no modelo de 
renovação, um trem de disparos é probabilisticamente especificado atráves 
da função de distribuição comum do ISI 
F(t) = P(T1 :::; t), t > O, (5.293) 
ou sua densidade f ( t). 
Outras quantidades que podem ser úteis, embora todas das quais possam 
ser obtidas de f ou F , são as seguintes 
(i) Função de taxa de disparo. A densidade do ISI condicionado ao não 
aparecimento de um disparo é dada pela função de taxa de disparo 
( ) _ 1. P(t < '11 ~ t + dtiT1 > t) s t - lm d ' dt---->0 t (5.294) 
que, em outras áreas, também é conhecida como função de taxa de falha. Da 
definição de probabilidade condicional 
P( T < d IT ) _ P(t < T1 ::; t + dt , T1 > t) _ P(t < T1 ~ t + dt) 
t < 1 - t+ t 1 > t - P(T1 > t) - P(T1 > t) ' 
chegamos à seguinte relação 
( ) 1. P(t < T1 :::; t + dt) 1 s t = lm ----·------,---...,.... 
dt---->o dt P(T1 > t) 
= lim F(t + dt) - F(t) 1 
dt---->o dt 1 - F(t) 
1b1 
f(t) 
1 - F(t)" 
(5.295) 
(5.296) 
A quantidade s(t) mostra o quão eminente é um disparo. 
(ii) Densidade de disparo. Na teoria dos processos de renovação, uma 
densidade de renovação é definida como 
( ) 1. P(ocorra um evento em (t , t + dt]) u t = lm ____.: _________ ....:....._ _ ...:...:... 
dt---->0 dt (5.297) 
Para o trem de disparos, nós chamaremos isto de densidade de disparo. Será 
mostrado que u(t) também é a taxa de mudança do número esperado de 
disparos em (0 , t], isto é 
u(t) = dE[N(t)] 
dt 
Prova Seja Fk(t) a função de distribuição de 8k, então, 
00 00 
E(N(t)) =L kP(N(t) = k) =L k[Fk(t) - Fk+l(t)] = 
k=l k=l 
00 00 00 
k=l k=l k=l 
00 00 00 
k=l k=2 k=2 
00 00 
= Fk(t) +L F,,(t) = L Fk(t). 
k=2 k=l 
Assim, 
dE[;(t)] == f fk(t). 
k=l 
Agora, usando que 
00 
(5.298) 
(5.299) 
(5.300) 
P(ocorra um disparo em (t , t + dt]) =L P(k-ésimo disparo em (t , t + dt]) , 
k=l 
t emos 
u(t) = lim P(ocorra um evento em (t , t + dt]) = 
dt---->0 dt 
= lim 2::: 1 P(k-ésimo disparo em (t , t + dt]) = ~ Fk(t + dt) - Fk(t). 
dt---->0 dt ~ dt k=l 
lb2 
Ou seja, 
00 
u(t) = L fk(t) , (5.301) 
k=l 
e vale (5.298). Esta última equação nos mostra que u(t) é a soma da função de 
densidade de probabilidade para os tempos de espera do primeiro, segundo, ... 
disparos. Veremos a seguir que u(t) pode ser derivado da densidade comum 
f(t) dos ISis. 
Sejam X e Y duas variáveis aleatórias quaisquer assumindo valores posi-
tivos. Sejam fx e jy suas densidades de probabilidade. Suponha ainda que 
X e Y são independentes e que nós obtemos uma terceira variável aleatória 
Z de sua soma: 
Z=X+Y. (5.302) 
Então, a densidade de probabilidade deZ é dada pela integral de convolução 
(ver Apêndice) 
fz(z) = 100 fx(x)fy(z- x)dx. (5.303) 
Uma vez que 8 2 = T1 + T2 , e T1 e T2 tem densidade comum f 
!2(t) = 100 f(v)f(t- v)dv. (5.304) 
Similarmente, 8 3 = 8 2 + T3 , assim, a densidade de probabilidade de 8 3 é 
a convolução de !2 com fi e assim por diante. Em princípio, portanto, u(t) 
pode ser sempre obtido a partir de f(t) se o modelo da renovação é válido. 
Exemplos 
(a) Processo de Poisson. Se os tempos de espera entre os disparos são 
variáveis aleatórias exponenciais com densidade comum 
(5.305) 
então, {N(t), t 2 O} é um processo simples de Poisson com intensidade À 
(ver Apêndice). E nós temos que 
e 
f(t) 
s(t) = 1- F(t) 
\ ->.t 
/\e =À 
1 - (1 - e->.t) ' 
u(t) = dE [N(t)]) = dÀt =À 
dt dt ' 
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(5.306) 
(5.307) 
de forma que tanto a função de taxa de disparo quanto a densidade de 
disparo são constantes. 
(b) Distribuição gama para o !SI. Considere os ISis como tendo densidade 
comum À(Àt)m-1cÀt 
f(t) = (m _ 1)! , t > O, (5.308) 
onde m é um inteiro maior que zero e À > O. Então, uma vez que cada Tk 
pode ser visto como o tempo de espera para m eventos em um processo de 
Poisson, nós encontramos 
À(Àt)m-1 
s( t) - ---,------..:...._.:....__ ____ ----,--
- (m- 1)! (1 + Àt + (Àt)2 + ... + (Àt)=- 1)' 
2! (m-1)! 
(5.309) 
-Àt "'.~ (Àt)km-1 
u(t) = Àe ~ (km _ 1)! (5.310) 
Neste caso, a função u(t) é a suma de densidades gama com parâmetros À e 
m, 2m, 3m, .... Assim, u(t) vai ter o primeiro pico próximo do máximo de fi, 
e o segundo próximo do máximo de f 2 , e assim por diante. Isto dá a aparência 
de u(t) como uma sinusóide amortecida, o que é muito frequentemente obser-
vado experimentalmente, como, por exemplo, em certos neurônios talâmicos 
[67]. 
(iii) Propriedades assintóticas quando t---+ oo. Seja N(t) um processo de 
renovação como acima e seja ET1 = p, e VarT1 = rJ2 . As variáveis N(t) têm 
as seguintes propriedades quando t ---+ oo 
(a) Normalidade assintótica. Um resultado que segue de se aplicar o 
teorema central do limite é que o número de disparos em (0 , t] é aproximada-
mente normal distribuído com média tj p, e variância rJ2t/ p,3 (ver Apêndice). 
Isto é 
d----+ ( t (Jyt) 
N(t) t ----+oo N f;, ' p,3/2 , (5.311) 
aonde d significa a convergência ponto a ponto da função de distribuição. 
(b) Aproximação da média e variância assintótica. Para t grande, nós 
temos , assintoticamente, 
t o·2 - p,2 
EN(t) r-v - +- + o(1) , p, 2p,2 (5.312) 
(5.313) 
1b4 
onde r-v siginifica que a fração das quantidades no lado direito em relação a 
do lado esquerdo se aproxima de 1 quando t ---+ oo , aqui o(1) é um termo 
que vai rapidamente a zero (como e-t) , e p,3 é o terceiro momento central, 
p,3 = E [(T1 - p,) 3 ] . Uma consequência de (5.312) é que 
u(t) r-v 1/ p, , se t---+ oo. 
E de (5.312) e (5.313) temos que, para t grande, 
VarN(t) 
EN(t) 
(5.314) 
(5.315) 
ou seja, para t grande, o coeficiente de variação fica constante, e a relação em 
(5.314) indica que a densidade de disparo se torna constante para t grande, 
independente da densidade do ISI. 
O modelo que nós descrevemos, no qual um disparo ocorre em t = O, 
é chamado de processo de renovação ordinário, onde neste caso T1 , T2 , ... 
têm todos a mesma distribuição. Pode acontecer que a observação de um 
trem de disparos não comece com um disparo, de forma que o tempo de 
espera para o primeiro disparo T1 tem distribuição diferente dos intervalos 
subsequentes T2 , T3 , .. .. O processo assim obtido é chamado de processo de 
renovação modificado, onde T1 tem densidade h(t), enquanto que T2 , T3 , ... 
tem densidade comum f ( t). 
Há um terceiro modelo, chamado de processo de renovação de equilíbrio, 
que ocorre como um caso especial do processo de renovação modificado. Neste 
caso, a densidade de T1 é dada como sendo 
h (t) = [1 - F(t) ]/ p,. (5.316) 
A razão para esta escolha especial é que ela é a densidade assintótica ( t ---+ 
oo) para o tempo de espera de um disparo a partir de um tempo qualquer 
t para um processo de renovação ordinário ou modificado. Ou seja, seria 
como se o processo já estivesse rodando a um tempo infinito. Considerando 
que um neurônio quando observado em laboratório já deva estar disparando 
potenciais de ação por um período muito grande de tempo, este processo de 
renovação de equilíbrio pode ser apropriado em muitas circunstâncias. 
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Capítulo 6 
Apêndice 
É exposto aqui a demonstração de a lguns resultados empregados ao longo 
desta dissertação, alguns específicos para o modelo que estava sendo tratado 
em si, outros gerais da teoria dos processos estocásticos. As demonstrações 
estão agrupadas de acordo com o capítulo e a correspondente seção aonde o 
resultado foi mencionado/utilizado. 
6.1 Capítulo 2 
Seção 2.1.1 ; P ágina 11. 
Chamamos o processo estocástico em questão de Xk , ou seja, Xk denota o 
estado do processo no tempo k, e queremos mostrar que Q0 + Qn = 1, onde 
Q0 = P(wl 3k tq Xk(w) ==O dado que X 0 (w) = 1) 
Qn = P(wl 3k tq Xk(w) == n dado que X 0 (w) = 1). 
Lembre que O e n são estados absorventes, de maneira que os conjuntos 
formados pelos w's que definem as probabilidades Q0 e Qn são disjuntos, e 
os denotaremos por A0 e An , respectivamente. Então, se P(Ao U An) = 
P(A0 ) + P(An) = Q0 + Qn < 1, é equivalente a afirmar que P(A6 n 
A~) = r5 > O, ou seja, que existe uma probabilidade positiva de que para 
todo k o processo fique em {1 , ... , n - 1 }, pois, claramente, A6' nA~ = 
{ wl\fk temos Xk(w) E {1 , ... , n - 1} dado que X 0 (w) = 1 }. Mas, definindo 
AK = {wl\fk ~ K temos Xk(w) E {1 , ... , n - 1} dado que X 0 (w) = 1} e Pt = P(wiXk(w) = j dado que X 0 = i) , como A6' nA~ C AK, e con-
siderando as absorbâncias em O e n , temos 
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Então 
P(A6 nA~) = lim P(A6 nA~) ~ lim p~ + pf; + · · · + pfn_ 1 . K-+oo K-+oo 
Basta então mostrar que V j E { 1, ... , n -1} temos p~j ---+ O quando k ---+ oo1 . 
Agora, note que por (2.1) (ou por (2.2)) temos que o caminho w enquanto 
permanece em { 1, ... , n - 1} tem probabilidades de transição em um passo 
de tempo sempre menor ou igual a e::::::: 1- ~ < 1, ou seja, as probabilidades 
de transição em k passos de tempo são sempre menores que ek, de maneira 
que 
00 00 1 
""'Pk. < ""'ek: = - < oo. ~ lJ-~ 1-e 
k=O k=O 
Logo, P~j ---+ O quando k ---+ oo :::? P(A6 nA~) = O :::? 1 = P(Ao U An) = 
P(Ao) + P(An) = Qo + Qn, como afirmado. 
Seção 2.1.2; Página 14. 
Reinvocando (2.16) , temos que 
P(Y(t + dt) = i iY(t) =i -1) = Ndidt + o(dt) 
Agora, mudando um pouco a notação, denotando por Yk(t) este processo para 
o k-ésimo organismo, e considerando que os organismos são independentes 
entre si , temos 
P(Yjl (t + dt) =i, ... , Yjm(t + dt) = i iYj1 (t) =i- 1, ... , Yjm(t) =i- 1) = 
P(Yjl(t + dt) =i, ... , Yjm(t + dt) =i , Yj1(t) =i- 1, ... , Yjm(t) =i- 1) 
P(Yjl(t) =i- 1, ... , Yjm(t) =i- 1) 
P(Yj1(t + dt) =i, Yj1(t) =i- 1) · · · P(Yjm(t + dt) =i, YJm(t) =i- 1) 
P(Yj1 (t) =i- 1) · · · P(Yjm(t) =i- 1) 
P(Yjl (t + dt) = i iYj1 (t) =i- 1) · · · P(Yjm(t + dt) = i iYjm(t) =i- 1) ~ 
(Ndidt + o(dt))(Ndidt + o(dt)) = (Ndi) 2dt 2 + 2Ndidto(dt) + o2 (dt) = o(dt). 
Ou seja, a probabilidade da transição de dano de mais de um microorgan-
ismo a partir de i - 1 até i em um tempo dt é da ordem de o(dt) , e o mesmo 
resultado é válido para as transições de recuperação; na realidade , com um 
argumento similar ao acima, é fácil ver que a probabilidade de duas ou mais 
10u seja, bastaria mostrar que {1 , ... , n -- 1} é uma classe de estados transiente. 
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transições no tempo dt é da ordem de o( dt). Isto é levado em consideração 
implicitamente no que se segue: 
número de microorganismos em i em t+dt- número de microorganismos em i em t = 
número de entradas em i em dt -- número de saídas de i em dt = 
(recuperações até i em dt + danos até i em dt) 
-(recuperações a partir de i em dt +danos a partir de i em dt) = 
(Nridt + Ndidt + o(dt))- (Nri_ 1dt + Ndi+ 1dt + o(dt)) , 
logo 
como afirmado. 
Seção 2.1.2; Página 17. 
Dado uma matriz A E Mnxm , com entradas aij , um menor de A é uma 
matriz formada a partir de suas entradas selecionando apenas algumas col-
unas e linhas. Sejam K = {k1 , k2 , ... , kp} e L= {h , l2 , ... , lp} subconjuntos 
de {O, 1, ... , n} e de {O, 1, ... , m} , respectivamente , e os índices são escolhi-
dos de forma que k1 < k2 < · · · < kp e h < l2 < · · · < lp· O menor de ordem 
p definido por K e L é o seguinte determinante 
akd1 ak1l2 ak1lp 
ak2h ak2l2 ak2lp 
Se p excede m ou n , então o menor é automaticamente zero. Quando p = 
m = n , o menor é simplesmente o determinante da matriz. Se K =L, então 
o menor é chamado de principal. Agora, note que quando n = m , é possível 
obter c; menores principais de ordem p, onde c; = (;) = (n-n;)!p! . 
Seção 2.1.2; Página 17. 
Lembre que n - i neste caso vale n + 1 e que estamos usando a notação 
l.: j = l.:M Mj(O , n). Queremos colocar 
1 1 
1 + 2.:1 s-1 + 2.:2 s-2 + ... + l.:n + 1 s-(n+1) 
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em forma de série do potências de s-j , isto é, queremos encontrar ank ' s tais 
que 
00 
"" -k 1 + '"'n + l '"'. s--j = ~ ankS . 
L....J=l L....J k=O 
1 
Daí 
oo n + l oo 
1 = L ankS-k +L L j s-j L ankS-k. 
k=O j=l k=O 
Como o coeficiente de s 0 é dado por ano , devemos ter ano = 1. Agora, os 
coeficientes de s-j para j > O devem ser todos nulos para a igualdade acima 
ser satisfeita. Para j = 1, j = 2 e j =~~temos que os termos que multiplicam 
s 1 ,s 2 e s3 são dados respectivamente por 
an2 +L 1an1 +L 2ano 
an3 +L 1an2 + ~ 2an1 +L 3ano 
Daí, igualando estes termos a zero, usando ano = 1, obtemos 
anl =--LI, 
an2 =- Llanl - 2:= 2 = (LI)2 - L 2, 
an3 = - L 1 an2 - L 2anl - L 3 = -(L 1 )3 + 2 L 1 L 2 - L 3 ' 
como mencionado. 
Seção 2.2; Página 19. 
Uma família X= {X(t) : t 2 O} de variáveis aleatórias assumindo valores 
num conjunto enumerável S de espaço de estados é chamada uma cadeia de 
Markov a tempo contínuo se satisfaz a propriedade de Markov, isto é, X é 
tal que 
pra todo j , i 1 , ... , in - I E S e qualquer sequência t 1 < t 2 < · · · < tn de 
tempos. A probabilidade de transição Pij ( s , t) é definida como 
Pij(s , t) = P(X(t) = jiX(s) =i) , paras~ t. 
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A cadeia é chamada homogênea se 
Pij(s, t) = Pij(O , t - s), para todo i , j E S; s ~ t. 
e neste caso nós escrevemos Pij ( t - s) == Pij ( s, t). Consideraremos a partir de 
agora o processo estocástico X sempre como sendo uma cadeia de Markov 
homogênea, e às vezes nos referiremos a ele apenas como sendo um processo 
de Markov2 . Nós denotamos por P t a matriz ISI x ISI de entradas Pij(t), e 
vale o seguinte resultado 
Teorem a . A família {P t : t 2 O} é um semigrupo estocástico, isto é, 
satisfaz o seguinte: 
(a) P 0 = I , a matriz identidade; 
(b) P t é estocástica, isto é, P t tem entradas não negativas e a soma das 
entradas das linhas é 1; 
(c) a equação de Chapman-Kolmogorov, P s+t = P sP t , se s , t 2 O. 
D emonstração. 
(a) Óbvia. 
(b) Seja 1 um vetor coluna com todas entradas iguais a um. 
(P t l )i = L Pij(t) = L P(X(t) = jiX(O) =i) = 
j j 
P ( y {X(t) ~ j) X(O) ~i) ~ P(fl) ~ 1 
(c) temos 
Pij(t + s) = P(X(t + s) = jiX(O) =i) 
= 2:k P(X(t + s) = j, X(s) = kiX(O) =i) 
= '""' P(X(t+s)=j,X(s)=k,X(O)=i) P(X(s)=k,X(O)=i) 
L.....k P(X(O)=i) P(X(s)=k,X(O)=i) 
= 2:k P(X(t + s) = jiX(s) = k, X(O) = i)P(X(s) = kiX(O) =i) 
= 2:k P(X(t + s) = jiX(s) = k)P(X(s) = kiX(O) =i) 
= 2:kPik(s)pkj(t). 
Dizemos ainda que um semigrupo {P t} é padrão se 
P t ---+ I quando t 1 O, 
2Embora tal terminologia não se aplique somente a espaços de estados enumeráveis , 
mas o contexto deixará claro sempre. 
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o que significa dizer que Pii(t) ---+ 1 e Pij(t) ---+O para i-/=- j quando t 1 O. Note 
que o semigrupo é padrão se, e somente se , seus elementos Pij(t) são funções 
contínuas de t. Para mostrar que semigrupo padrão implica em continuidade 
das probabilidades, basta usar a equação de Chapman-Kolmogorov. De fato, 
já temos continuidade em t =O pela definição de semigrupo, dados quaisquer 
i , j E S e t > O e 6 > O queremos mostrar que Pij ( t + 6) ---+ Pij ( t) quando 
6 ---+ O, ou, em notação matricial, queremos ter Pt+ó ---+ Pt quando 6 ---+ O. 
Mas Pt+ó = PtP(h logo limó___.o Pt+ó = Ptlimó___.o P ó = Ptl = Pt. Por 
outro lado, para t > O e O < 6 < t , temos Pt = Pt-óP ó. Agora, P ó 
é muito próxima da matriz identidade para 6 suficientemente pequeno, de 
forma que sua inversa P ó - 1 existe e também se aproxima da identidade. 
Portanto Pt = Pt limó___.o P ó - 1 = limó___.o PtPó - 1 = limó___.o Pt-ó , provando 
também a continuidade a esquerda. 
Um processo de Markov X(t) é um processo de nascimento e morte se 
são satisfeitos os seguintes postulados 
(a) X assume valores em {0, 1, 2, ... } 
(b) Há probabilidades de transição infinitesimal dadas por3 
{ 
Àidt + o(dt) , se n = 1; 
Pii+n(dt) = P(X(t + dt) =i+ niX(t) =i) = P,i + o(dt) , se n = -1; 
o(dt) , se lnl > 1. 
(c) As taxas de nascimento Ào, À1 , ... e as taxas de morte p,0 , p,1 , ... sat-
isfazem 
11· >o 
t""t -- ' Mo =O. 
Seção 2.2; Página 19. 
Na realidade, o resultado existente é a convergência de B(n, p )rHOê Poisson(À) , 
se tivermos À = np permanecendo fixo , e este resultado tem sido empregado, 
na prática, como no caso que estamos estudando, quando temos um processo 
dado por um n grande com p pequeno (ou bastante próximo de 1, visto a 
simetria). Da definição, a probabilidade de ocorrer k ~ n é dada por 
' ( ) n. k( )n-k B k ;n ,p = (n _ k)!k!p 1- p 
3Deste postulado, temos claramente que Pii(dt) = 1 - (Ài + J..li)dt + o(dt) . 
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Agora, usando À = np, t emos 
n! (-nÀ ) k ( 1 - _nÀ ) n-k ' B(k; n ,p) = (n - k)!k! 
logo 
À k [ n! ( À) n-kl E~  B(k; n ,p) = kT l~~ -(n - k)!nk 1 - -:;; = 
À k [ lim n! ] [nliJ?oo (1 - _nÀ ) n-kl 
k! n---+oo (n - k)!nk - = - lim 1 --
Àk ( À) n-k 
k! n---+oo n 
como afirmado. 
Seção 2.2; P ágina 21. 
Cada célula tumoral é independente uma da outra, e cada célula apresenta 
taxa de nascimento dado por À e taxa de morte dada por v. Agora, denotando 
por S(t) o número de células tumorais no tempo t ,4 considerando que o 
processo iniciou no estado 1, temos que 
P(S(t+dt) = n+1IS(t) = n) = Àh + o(dt) + ... + Àh + o(dt) = nÀdt+o(dt). 
n vezes, uma para cada célula 
Analogamente, 
P(S(t + dt) = n - 1IS(t) = n) = nvdt + o(dt) 
P(S(t + dt) = n + miS(t) = n) = o(dt) , para lml > 1. 
Logo S(t) satisfaz os postulados de um processo de nascimento e morte , 
com probabilidades Àn = nÀ e P,n = nv. Logo, como visto acima, as prob-
abilidades de transição de S devem satisfazer o seguinte sitema de equação 
diferencial 
P~o(t) = - ÀoPIO(t) + P, IPn(t) 
P~j(t) = Àj- lPlj- I(t) - (Àj + P,j)Pij(t) + P,J+ IPIJ+ I(t) , j 2 1, 
ou seja, 
P~0 (t) = +vpn(t) 
P~j(t) = (j - 1)ÀPlj- I(t) - (À+ v)]Pij(t) + (j + 1)vPIJ+I(t) , j 2 1, 
40 que tínhamos denotado por S durante a exposição do modelo corresponde portanto 
na presente notação a S ( T) . 
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Multiplicamos a j -ésima equação por z] e somamos sobre j , obtemos 
j j j j 
Denotando por c/Js(z, t) a função geradora deste processo, t emos então que 
&c/Js _ À 2 &c/Js _ (À ) &c/Js &c/Js 
&t - z az ' + v z az + v az ' 
com condição de fronteira c/Js(z, O) = 2~ . 
Substituindo, podemos verificar que a solução desta equação diferencial 
parcial é dada por, 
Àt(1 - z ) + z 
cjJ s ( z, t) = À t ( 1 _ z) + 1 , se v = À; e 
v(1 - z ) - (v - À2~ ) exp - t(À - v) 
cjJ s ( z, t) = ( ) ( ) ( ) , se v -1- À. À 1 - z - v - À2~ exp - t À - v 
E note que c/Js(z, T) = c/Js(z ) na notação empregada durante a exposição do 
modelo. Logo, t emos 
v( 1 - e(v- À)r) v( 1 - ex) . 
P(S(T) =O)= c/Js (O , T) = , ( À) = À =r, /\ - ve v - 7 - Vex 
e onde ex = e(v - À)r e 
' 
P(S(T) = m) = -~ dm~~' T) I ' 
m. z z=O 
Reescrevendo cjJ s ( z, T) como 
v(1 - z ) - (v - Àz )ex u(1 - ex) + z(Àex - v) 
c/Js (z T) = = 
' À(1 - z ) - (v - Àz )ex (À - vex) + z (À ex - À) 
definindo q = Àt~~) , chegamos a 
r+ (1 - r - q) z 
c/Js(z ) = c/Js(z, T) == , 1 - qz 
Assim, 
(Àa-v) 
r+ z (À- va) 
1 + z(Àa-À)' (À- va) 
1 1 - r - q r+ (1 - r - q) z 1 1 
c/Js(z ) = 1 _ qz +q (1 - qz )2 :::? 1!cp8 (0) = 1- r - q+qr = (1 - r)(1 - q) 
11 1 - r - q (1 - r - q) 2 r+(1 - r - q) z 1 11 
c/Js(z ) = q (1 - qz )2 +q (1 - qz )2 +2q (1 - qz )2 :::? 2! c/Js(O) = (1 - r)(1 - q)q, 
e assim por diante, como afirmado. 
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Seção 2.2; Páginas 22 e 26. 
Note que, como cada célula é independente uma da outra, temos que um 
processo iniciando com i células clonogênicas vai ter, após um tempo T de 
uma única dose de radiação , um número de células X (i) dado por 
onde XJ , 1 ~ j ~ i , representa o número de células originadas a partir da 
j-ésima célula inicial , e temos ainda que a distribuição de cada XJ é a mesma 
que a de X considerada no modelo (logo, possuem mesma função geradora 
cp( z)) Agora, para mostrar que este processo iniciando de i células tumor ais 
clonogênicas possui distribuição dada por [ cp( z )li , basta provar o seguinte 
resultado: 
Teorema. Se X 1 e XP são independentes, então temos 
Demonstração. c/JxL+XP (z) = E(zX1+XP) = E(zx1zXP) , escrevemos 
g(X1) = zx1 e h(XP) = zxp . Agora, se X 1 e XP são independentes, temos que 
g(X1) e h(XP) também o são, de forma que E(g(X1)h(XP)) = E(g(X1))E(h(XP)) = 
c/JxL (z)c/JxP (z), como requerido. 
Este resultado é facilmente induzido para uma soma de um número qual-
quer de variáveis aleatórias. Logo, no nosso caso específico, temos 
Agora, para mostrar que a função geradora de uma variável aleatória 
descrevendo o número de células tumorais existentes a partir de uma única 
célula tumoral num tempo T após a última dose de radiação de uma seção 
de radioterapia de n doses fracionadas a um tempo T é dada por q;Cn) (z), 
iremos proceder de forma análoga aos argumentos usados em processos de 
ramificação. Isto é, temos uma probabilidade inicial de que , após uma dose 
de radiação e intervalo de tempo T , a célula inicial dê origem a outras células. 
Então, o número de células originado a partir de cada célula presente nesta 
"segunda geração" constituirá um novo processo idêntico ao anterior para a 
próxima dose de radiação e intervalo de tempo T , e independente dos demais, 
e assim por diante. Chamamos de Xi o número de células presente no t empo 
T após i-ésima dose , isto é o tamanho do tumor no tempo iT. Seja c/Ji (z) = 
E(zxi) a função geradora de Xi. Então, o seguinte resultado é válido 
Teorema. c/Jm+i (z) = c/Jm (c/Ji (z)), e assim, temos c/Jn (z) = cp (cp ( ... (cp (z)) .. . )) = 
q;(n) (z). 
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Demonstração.Cada célula existente após um tempo T da (m+i)-ésima 
dose de radiação tem uma única célula antecessora presente no tempo T após 
a m-ésima dose, de forma que 
onde Zj é o número de células presentes num tempo T após a ( m + i)-ésima 
dose originado da j-ésima célula presente num tempo T após a m-ésima dose. 
Ou seja, temos uma soma de Xm variáveis aleatórias, que são independentes 
e igualmente distribuídas, tendo a mesma distribuição que Xi. Agora, para 
terminar esta prova, precisamos antes demonstrar um outro resultado 
Teorema'. Se Z1 , Z2 , ... é uma sequência de varíaveis aleatórias inde-
pendentes e identicamente distribuídas e tendo a mesma função geradora de 
probabilidade dada por cpz, e se N(?_ O) é uma variável aleatória independente 
das Zi e tendo função geradora dada por cp N, então 
tem função geradora dada por 
Demonstração'. Usamos uma propriedade da esperança condicional5 para 
encontrar que 
n 
n n 
5Estamos usando que E(E(Y IX)) = E(Y) . Para brevemente revisar este resultado, 
suponha que X= x , e como temos E(Y IX = x) = L:k kP(Y = kiX = x) , então podemos 
ver E(Y IX = x) como função de x, escrevemos daí 'lj; (x) = E(Y IX = x) . Agora, 'lj; (X) é 
definido como sendo a esperança condicional de Y dado X , escrita por E(Y IX) , e vale 
E(E(Y IX)) = E('lj; (X)) = L 'lj; (j)P(X = j) = L E(Y IX = j)P(X = j) = 
j j 
L L kP(Y = k iX = j)P(X = j) = :~ k L P(YP()'=x) j) P(X = j) = 
j k k j J 
LkP (y = k,u{x = j} \) = LkP(Y = k) = E(Y). 
k j ) k 
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pela independência de N e Zi , e usando a independência dos Z/s entre si e 
o resultado anterior 
n n 
Então, para finalizar a prova do teorema anterior, nós aplicamos este resul-
tado com S = Xm+i , N = Xm , de maneira que c/Jm+i(z) = c/Jm(c/Ji(z)). E , 
iterando, obtemos 
e, finalmente, note portanto que cp1 ( z) é o mesmo que cp( z) , como queríamos 
mostrar. 
6.2 Capítulo 3 
Seção 3 .1.2; P ágina 37. 
Queremos calcular a variância do processo de morte pura descrito para a 
reação unimolecular. Temos por definição que 
VarX(t) = E [(X(t) - E [X(t)]) 2] = 
= E [X(t) 2 - 2X(t)E[X(t)] + E [X(tWJ = E [X(t) 2] - E [X(t)]2 . 
Já sabemos E [X(t) ], vamos então calcular E [X(t) 2] . Com base em (3.21) , 
temos que 
E [X(t)' ] ~ ~x' (~ ) e-kxot(ekt _ 1)"'-x. 
Fazendo p = e-kt e q = 1 - p, reescrevemos a equação acima como 
Agora, se nós diferenciarmos duas vezes a identidade 
e multiplicarmos por y2 , obtemos 
t, k(k - 1) (~) yk ~ n(n - 1)y2 (1 + y)n-' , 
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ou seja , 
colocando y = pjq, obtemos então 
= Xo(Xo- 1)p2 + XoP· 
Logo, 
como afirmado. 
Seção 3.1.5; Página 44. 
Queremos most rar que a função geradora F(8I, 8 2, 83, t ) das probabili-
dades P(x i , x2 , x3, t ) definida por (3 .56) satisfaz a equação dada em (3.57). 
Temos, então, por definição: 
00 
F( 8I, 82 , 83 , t ) = L P(x i , x 2 , x3, t)8~ 1 8~2 8~3 
Logo 
éJF(8I, 82 , 83, t) 
éJt 
Usando (3. 55) , t emos 
00 
X 1 ,X2 ,X3 =Ü 
00 
éJF(8I, 82 , 83 , t ) 
éJt L 8~1 8~2 8~3 ki ( 8 - XI + 1 - x2) P(x i - 1, x2 , x3, t ) 
X l ,X2 ,X3 = Ü 
00 L 8~1 8~2 8~3 ki ( 8 - XI - x2 )P(x i , x2 , x3 , t ) 
X l ,X2 ,X3 = Ü 
00 
+ L 8~ 1 8~2 8~3 k2 (r - X3 + 1)(xi + 1)P(xi + 1, x2 - 1, X3 - 1, t ) 
X 1 ,X2 ,X3 = Ü 
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00 L 8~ 1 8~2 8~3 k2(r - x3)x1P(x1, x2 , X3 , t) 
X 1 ,X2 ,X 3 = Ü 
00 
+ L 8~ 1 8~2 8~3 k3 (8 - XI - ;:r:2) (x2 +1)P(xi - 1 , x2 +1 , x3 , t) 
X 1 ,X2 ,X 3 = Ü 
00 L 8~ 1 8~2 8~3 k3 (8 - x1 - x2 )x2P(x1, x2, x3 , t)::::} 
X l ,X2 ,X3= Ü 
00 
+k2 L 8~1 - 1 8~2 + 1 8~3+ 1 (r - (x3 + 1) + 1)((x1 - 1) + 1)P(xi , x2, x3 , t) 
X 1 ,X2 ,X3= Ü 
00 
+k3 L 8~ 1 + 1 8~2 - 1 8~3 (8 - (x1 + 1) - (x2 - 1))((x2 - 1) + 1)P(xi , x2 , x3, t) 
X 1 ,X2 ,X3= Ü 
Logo 
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como afirmado. 
Seção 3.1.5; Página 45. 
Procedemos de forma análoga ao caso anterior para encontrarmos que: 
éJF(8I, 82, 83, t ) 
éJt 
00 L 8~: 1 8~2 8~3 k1 8P(xl-l , x2,x3 , t ) 
X l ,X2 ,X3=Ü 
00 L 8~1 8~2 8~3 ki 8P(xi , x2 , x3 , t ) 
X 1 ,X2 ,X3 = Ü 
00 
+ L 8~1 8~2 8~3 k2r (x1 + l)P(x1 + l , x2 -l, x3 -l, t) 
X 1 ,X 2 ,X3 = Ü 
00 L 8~ 1 8~2 8~3 k2rx1P(x 1, x2 , X3 , t ) 
X l ,X2 ,X3 = Ü 
00 
+ L 8~1 8~2 8~3 k3 8 (X2 + l )P(x1-l, x2 + l , x3 , t ) 
X 1 ,X2 ,X3 = Ü 
00 L 8~1 8~2 8~3 ka8X2P(xl , x2 , x3 , t)::::} 
X l ,X2 ,X3=Ü 
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Logo, 
como afirmado. 
Seção 3.2; Página 51. 
A definição do gerador infinitesimal do processo dada por6 
A = lim p ( dt) - I 
dt---->0 dt 
pode ser vista como secundária a algumas afirmativas referentes ao processo. 
Suponha que a cadeia está no estado X(t) = i no tempo t. Durante um 
intervalo pequeno de tempo (t , t + dt) podemos ter: 
(a) nada acontece , com probabilidade Pii(dt) + o(dt), e o termo de erro 
corresponderia aos casos em que a cadeia se move para fora de i e retoma a 
i neste intervalo. 
(b) a cadeia pode se mover a um novo estado j com probabilidade Pij(dt)+ 
o( dt). 
Nós estamos assumindo aqui que a probabilidade de duas ou mais transições 
ocorrerem no intervalo ( t , t + dt) é o( dt), o que de fato pode ser provado. Es-
tamos interessados no comportamento de Pij(dt) para dt pequeno. Pode se 
mostrar que Pij ( dt) é aproximadamente linear em dt para dt pequeno. Isto 
é, existem constantes { aij : i , j E S} tais que 
se i -1- j 
Daí, claramente temos aij 2 O se i 1!::. j e aii ~ O para todo i. Definindo 
a matriz A = ( aij) , podemos ver que esta matriz A satisfaz a definição 
dada acima. Ainda, as afirmações em (a) e (b) acima podem ser reafirmadas 
(considerando X ( t) = i) como 
(a) nada acontece em (t , t + dt) com probabilidade 1 + aiidt + o(dt) , 
(b) a cadeia pula para o estado j(-l- i) com probabilidade aijdt + o(dt). 
Além disso, como L_j Pij(t) = 1, devemos ter 
j j 
6 Aqui nós estamos considerando P com sendo um semigrupo padrão, ver página 160 
para esta definição e outros comentários. 
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nos informando que 
para todo i , ou Al = O, 
onde 1 e O são vetores coluna de uns e zeros. Contudo, em alguns casos 
especiais, isto não é válido. 
Agora, vamos mostrar que tal processo satisfaz as equações backward e for-
ward de Kolmogorov. Suponha que X(O) = i , e condicione X(t + dt) em 
X ( t) para encontrar que 
ou seja 
Pij(t + dt) = L Pik(t)Pkj(dt) 
k 
rv Pij(t)(1 + ajjdt) + L Pik(t)akjdt 
k=h 
= Pij(t) + dt L Pik(t)akj , 
k 
Pij(t + dt) - Pij(t) "' "'>" . (t) . _ (P A ) .. dt - ~Ptk akJ - t tJ· 
k 
Fazendo dt--+ O, obtemos a equação forward, dada por 
ou 
Agora, condicionando X ( t + dt) em X ( dt) , temos 
ou seja 
Pij(t + dt) = L Pik(dt)Pkj(t) 
k 
rv (1 + aiidt)Pij(t) + L aikdtpkj(t) 
k=li 
= Pij(t) + dt L aikPkj(t) , 
k 
Pij(t + dt) - Pij(t) "' y......, . ·( ) _ (AP ) .. dt - L atkPkJ t - t tJ· 
k 
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Fazendo dt---+ O, obtemos a equação backward, dada por 
ou 
As equações descritas acima relacionam então {Pt} com A. Sujeitas à 
condição de fronteira P 0 I, elas geralmente apresentam solução única 
dada pela soma infinita 
de potências de matrizes (lembre que A 0 = I), sendo muitas vezes também 
escrita como 
Seção 3.2 e 3.2.1; Páginas 51 e 5LJL 
Considere que X(t) = i , e seja T o tempo em que a cadeia permanece 
neste estado, ou seja 
T = inf{s 2 OIX(t + s) =f= i}. 
T também é chamado de tempo de espera. Queremos provar que ET = - a~i, 
para isto, bastará mostrar a seguinte afirmação 
Proposição T é distribuído exponencialmente com parâmetro - aii . 
Demonstração A distribuição de T tem a propriedade de "perda de 
memória" , uma vez que 
P(T > x+y iT > x) = P(T > x+yiX(T+x) =i) = P(X(t+x+y) = i iX(t+x) =i)= 
= P(X(t + y) = i iX(t) =i) = P(T > y) se x , t 2 O, 
pela propriedade Markoviana e pela homogeneidade da cadeia. Deste resul-
tado, temos então 
P(T > X + y T > X) 
P(T > x + yiT > x) = P(T > y):::;. P(T > ~) = P(T > y) =? 
=? P(T > X + y) = P(T > y )P(T > X) 
Segue portanto que a função de distribuição Fr de T satisfaz 
1- Fr(x + y) = [1 -- Fr(x)][1- Fr(Y) ]. 
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Agora, definindo a função g(t) 1- Fr(t) temos então que g é monotônica 
não negativa satisfazendo g(O) = 1 e, para x, y 2 O, 
g(x + y) == g(x)g(y). 
A única função com tais características é dada por7 g(t) = e->..t. De forma 
que 
1- Fr(x) == exp( -Àx) 
onde À = FH O) Agora 
F' (O) = lim Fr(dt)- Fr(O) = lim Fr(dt) = 
T dt---->0 dt dt---->0 dt 
lim P(T ~ dt) = lim P(wi3T E (O ,dt] tal que X(T)-::/- i iX(O) =i) 
dt---->0 dt dt---->0 dt 
_ 1. 1- P(X(T) =i, O~ T ~ dtiX(O) =i) _ 1. 1- 1 + aiidt + o(dt) _ - 1m - 1m - aii dt---->0 dt dt---->0 dt 
O que prova a proposição. E , logo, ET =f tdFr =f tÀe->..tdt = -± = -aij1 , 
como afirmado. 
Seção 3.2.1; Página 52. 
Sabemos que a solução que estamos procurando é obtida por P t = é A = 
2.:~ ~~ A n , conforme discutido na página 172. No presente caso, temos 
( - a a) A= ~~ -~ 
Diagonalizando A para obter A = DAD- 1 , encontramos que 
7De fato , para mostrar isso, derivamos a igualdade g(x + y) = g(x )g(y) em relação a x 
e em relação a y , obtendo 
g'(x + y) = g'(x)g(y) e g'(x + y) = g(x)g'(y) 
de forma que 
g'(y) g'(x) 
g(y) g(x) 
logo, existe uma constante C tal que 
g'(x) = Cg(x) 
e usando a condição de que g(O)=l e a unicidade da solução da equação diferencial or-
dinária, obtemos o resultado afirmado. 
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Portanto 
daí 
1 ( acCa+,6)t + (3 a - acCa+,6)t) 
p t = a + (3 (3 + (3e-(a+,6)t a+ (3c(a+,6)t 
que concorda com o resultado obtido pelo outro método. 
Seção 3.2.3; Página 59. 
Vamos mostrar a construção de duas aproximações por difusão(ver [25]) . 
Convergência fraca à difusão 
A primeira aproximação é baseada no seguinte resultado de McN eil e 
Schach [26]. 
Teorema Seja {XN(t) , N = 1, 2, ... } uma seqüência de processos de 
nascimento e morte como exposta. Então 
X N(t)-((3Nj (cv+ (3 ) w U() VH ---t t , (6.1) 
onde U ( t) é um processo de Ornstein- Uhlenbeck com equação diferencial es-
tocástica [2c:ii 
dU =-(a+ (3 )Udt +v ~dW (6.2) 
O processo YN(t) que é usado para aproximar é obtido rearranjando o resul-
tado acima (31V 
YN(t) = --(3 + VNUt. 
a+ 
(6.3) 
Assim co~o no processo de nascimento e morte , YN tem uma versão esta-
cionária YN cuja distribuição em t é a distribuição assintótica de YN. Assim, 
YN(t) é uma variável aleatória normal com densidade 
- ( ) = a+ (3 ex {- (y- ((3Nj (a + (3))2(a + (3)2} 
pyN y y'21ra(3N p 2a(3N ' (6.4) 
e com a mesma média e variância que XN(t). 
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Aproximação padrão por difusão 
A construção de um processo de difusão com os mesmos primeiros mo-
mentos infinitesimais como o processo original gera um processo cuja equação 
diferencial é dada por 
dZN = ({3N- (a+ {3)ZN)dt + y'{3N +(a- {3) ZNdW (6.5) 
Assim, a média infinitesimal some quando 
{3N 
z ---l ,N - a+ {3' (6.6) 
enquanto que a variância infinitesimal some quando 
- {3N 
z ---
2,N - a+ {3' (6.7) 
Na classificação de Feller de pontos de fronteira, z1,N é regular e z2,N é de 
entrada. Uma escolha boa para a imagem de Z N é ( z2,N, oo) , uma vez que 
pode ser mostrado que o processo passa muito pouco tempo fora de [0, N]. 
A densidade estacionária jj(z) de ZN deve satisfazer a equação de equilíbrio 
de Kolmogorov: 
1 d2 d 2 dz 2 ([{3N +(a- f3)z ]jj)- dz ([{3N - (a+ {3)z]jj) =O, z > z2,N · (6.8) 
Integrando duas vezes, temos 
jj(z) = k1 (1z eAx(B + Cx)-Ddx) e-Az(B + Cz)D-l + k2e-Az(B + Cz)D-I, 
(6.9) 
com k1 , k2 constantes de integração e onde definimos 
A= 2(o: + {3) 
a- {3 ' 
B = {3N, 
C= Ct- {3, 
4aB D= (o' - {3)2 (6.10) 
Pode-se mostrar que jj só pode ser positivo para todo z > z2,N se k1 = O. 
Assim, k2 é encontrado pela normalização de jj. Isto gera 
ADcl-De-AB/C jj(z) = e-Az(B + Cz)D-l. 
r(D) (6.11) 
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A média e a variância desta densidade são idênticas àquelas dos processos 
XN(t) e YN(t). Em Tuckwell [25] é feita uma comparação entre as dis-
tribuições estacionárias do processo original de nascimento e morte com estas 
duas aproximações por difusão. 
6.3 Capítulo 4 
Seção 4.1.2; Página 63. 
Vamos aqui mostrar a dedução de uma equação mais geral que deve ser sat-
isfeita pela função geradora de momento, e deduziremos também uma outra 
que deve ser satisfeita pela função geradora de probabilidade. Primeiramente, 
definimos uma nova variável aleatória a partir de X ( t), que chamaremos de 
incremento de X(t) no intervalo D.t , definida por 
D.X(t) X(t + D.t)- X(t) , 
e nós também escreveremos D.cp(z , t) para a função geradora de probabili-
dade desta variável , e cp(z , t) a função geradora de X(t). Seja ainda M(e , t) 
a função geradora de momento de X(t). Para uma função arbritária g(X(t)) , 
dada as propriedades da esperança condicional , podemos então escrever E[g(X(t+ 
D.t))] = E[E[g(X(t+D.t) IX(t))]] = E[E[g(X(t)+D.X(t)) IX(t) ]], o que , apli-
cado para g(x) = eex nos fornece 
M(B, t+D.t) = E [eex(t+L:,t)] = E [E [ee(x(t)+i:,X(t))IX(t) ]] = E [eex(t) E [ee6 x(t)IX(t) ]] . 
Logo 
&M = lim M(e , t + D.t)- M(e , t) 
&t 6t---+0 D.t 
= lim ~ (E [eex(t) E[e()L:,X(t) IX(t)]] - E [eex(t)l) 
6t---+0 D.t 
=E eex(t) lim E e - X(t) . [ [ MX(t) 11 ] ] 6t---+0 D.t 
Então, se a esperança condicional, dado X(t) , de eM:~l -I tiver um limite 
finito, digamos w(e, t , X), quando D.t ·--tO, então podemos escrever a relação 
acima como 
( a) =W e,t , [;l(j M(B,t) , 
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onde o operador w(e , t , %e) atua apenas em M(e , t) 8 . 
A fórmula que estamos para deduzir poderá ser aplicada nos casos de 
processos em que apenas um número finito de transições são possíveis num 
intervalo D.t e de maneira a t ermos 
P(D.X(t) = jiX(t)) == jj(X)D.t , j ::/-O, 
onde fj é uma função suave não negativa de X(t) , e j pode ser positivo ou 
negativo. E a chance de nenhuma transição vai ser portanto dada nestes 
casos por 
P(D.X(t) = OIX(t)) = 1 - L fj(X)D.t. 
# 0 
Nestes casos podemos calcular w(61, t , X) , que será dada por 
Logo 
[ 
ee6 X (t ) _ 11 ] w(e, t , X) = lim E D. X(t) 
6 t ---+0 t 
. ( 1 - L.# o fj(X)D.t ) + L.# o fj(X)D.t e8J - 1 
= hm _;_--------'-----------
6 t ---+O Dt 
= L (e8j -- 1)fj(X). 
# 0 
&M~: ' t) = L (e8j -- 1)fj ( :e ) M(e , t). 
#0 
Colocando e8 = z e 8 I &e = za I az no resultado acima, obtemos a expressão 
correspondente para a função geradora de probabilidade 
arjJ (z, t) - ""( j ) ( 8 ) ( ) &t - ~ z - 1 fj z 8 z rP z' t . 
Seção 4.1.2; P ágina 65. 
De fato , para mostrar que o tempo de espera t em distribuição exponencial 
basta reparar que o processo sendo descrito pode ser considerado como um 
8 Aqui est amos considerando que l]i é comportada o suficiente para poder ser expressa 
como um polinômio em X , e que os operadores de diferenciação e integração comutam . 
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processo de morte pura, cujo gerador infinitesimal é dado neste caso por 
o o o o o o o 
n - n o o o o o 
o 2(n - 1) - 2(n - 1) o o o o 
A = o o 3(n - 2) - 3(n - 2) o o o 
o o o n - n o 
o o o o o o 
de maneira que - aii = i(n - i+ 1) , podendo portanto ser aplicado o resultado 
obtido na página 172. 
Seção 4 .2.2; P ágina 68. 
De fato , os resultados obtidos na página 177 podem ser extendidos para os 
casos envolvendo duas ou mais variáveis. No caso de duas variáveis X(t) e 
Y(t) com probabilidades conjuntas de transição dadas por 
P(D.X(t) = j , D.Y(t) = kiX(t) , Y(t)) = fjk(X , Y)D.t , 
excluindo o caso em que ambos j e k são zeros juntos, temos a equação para 
a função geradora de momento dada por 
enquanto que a fórmula para a função geradora de probabilidade fica 
E , aplicado à presente discussão, representando as transições possíveis por 
(j , k) = ( - 1, +1) e (0 , - 1) , temos que fjk é da forma f - 1,1 = (3XY e fo ,-1 = 
1 Y , de acordo com a afirmativa. 
Seção 4. 3 .2; P ágina 75. 
Analogamente ao caso discutido no comentário acima, representando as 
transições possíveis por (j , k) = ( - 1, +1) , (0 , - 1) , e ( +1 , 0) , temos que fjk é 
da forma f - 1,1 = (3XY , fo ,-1 = 1Y , e h ,o = p, , de acordo com a afirmativa. 
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Seção 4.4.2; Página 87. 
Nós utilizamos o seguinte resultado: 
Teorema Seja {Xt; t 2 O} uma martingale e Te tempo de parada. Se 
P(T < oo) = 1 e E(supt>o IIXt ll ) < oo, então E(Xr) = E(Xo). 
No nosso caso, Xt =- 'lj; (S(t) , I(t) ), e como 'ljJ é um vetor constante de 
(N+4)JN+l) entradas, temos claramente que E(supt>o 11 'lf; (S(t),I(t))ll) < oo. 
Agora, é bastante intuitivo que P(T < oo) = 1. Para mostrarmos de uma 
maneira mais formal , vamos fazer a seguinte partição do conjunto D, 
D=A+B+C, 
com 
A= { wiSw(t) =O para t finito } 
B = { wiSw(t) > O para todo t , Iw(t) =O para t finito } 
C= { wiSw(t) >O para todo t , Iw(t) >O para todo t} 
Então { wiTw < oo} = A + B e resta mostrar que P( C) = O. Agora, se 
w E C temos que 3T >O e 3s E {1, ... , N} tal que Sw(t) = s Vt > T (lembre 
novamente que S(t) nunca aumenta). Também devemos ter que Iw(t) nunca 
aumenta para todo t > T (pois se existisse f> T tal que Iw(f) aumentasse, 
teríamos Sw(f) = s - 1). Assim, deve existir f > O e I E {1 , ... , N} tal que 
Iw(t) =I Vt > f. Ou seja, se w E C, w não troca de estado para a partir de 
f. 
Agora, da propriedade Markoviana 
P( (S(t + f),I(t +f) = (s, I) I (S(f),I(f)) = (s, I)) 
= P((S(t),I(t)) = (s,I)I(S(O),I(O)) = (s,I)). 
E como é sabido dos resultados das cadeias de nascimento e morte9 , 
P((S(t),I(t)) = (s,I) I(S(O),I(O)) = (s,I)) = e-(>.si+tLI)t. 
O que nos diz que a probabilidade de não trocar de estado para todo 
t > f é zero (pois I > O). Logo P( C) = O e as hipóteses requeridas para o 
uso do teorema são satisfeitas. 
9Ver , por exemplo, página 172. 
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6 .4 Capítulo 5 
Seção 5.2.1 ; P ágina 97. 
Provaremos tal afirmativa usando funções características. A função car-
acterística de uma variável aleatória X é uma função cjJ : IR ---+ C definida 
por 
c/Jx(t) E [eitX], onde i= J=I. 
Agora, se X r-v N(O, 1) , então 
c/Jx(t) = E [eitX ] = 1oo eitxdF(x) = 1oo eitx _ 1 _ e_ x22 dx =e-~ 
-(X) -(X) v'2K 
Agora, se Y r-v N(p, , CJ2 ) , necessitamos do seguinte lema para encontrar a 
função característica de Y 
Lem a Se a, b E IR e Y = aX + b, então 
D emonstração 
Logo, para Y r-v N(p, , CJ2 ) , podemos interpretar esta variável como sendo 
Y = CJX + p, , logo 
Agora, considerando Z(X, Y) = X+Y, e X r-v N(p,1 , CJi) e Y r-v N(p,2 , CJ~). 
A função característica de Z é dada por 
c/Jz(t) =f eitz f( z )dz =/f eit(x+y) fx,Y(x , y)dxdy 
=f f eit(x+y) fx(x)jy(y)dxdy (por independência) 
=f eitx fx(x)dx f eity jy(y)dy = 4>x(t)cpy(t) = eitJ.Lle-~uft2 eitJ.L2e-~u~t2 
"t( + ) 1 ( 2+ 2)t2 = et /LI J.L2 e-2 ul (}"2 . 
Assim10 , Z r-v N(p,1 + p,2 , CJi + CJ~) , e a função de distribuição da soma de 
mais de duas variáveis normais e independentes é provada analogamente. 
10 Aqui nós estamos usando o seguinte resultado: 
Teore m a X e Y têm a mesma função característica se, e somente se, elas têm a mesma 
função de distribuição . 
Este resultado é conseqüência do teorema de inversão da transformada de Fourier. 
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Seção 5.2.2; P ágina 99. 
Mostramos aqui a definição do processo de Poisson: 
D efinição Um processo de Poisson com intensidade À é um processo 
N = {N(t) : t 2':: O} assumindo valores em S = {0, 1, 2, ... } tal que 
(a) N(O) =O; se s < t então N(s) ~ N(t) 
(b) P(N(t + dt) = n + miN(t) = n) = o(dt) , sem> 1 { 
.\dt + o( dt) , se m = 1 
1 - .\dt + o( dt) , se m = O 
(c) se s < t então o número N ( t) -- N ( s) de acontecimentos no intervalo 
(s , t ] é independente do número de acontecimentos durante [0, s]. 
N(t) é freqüentemente chamado de número de chegadas, emissões, ou 
acontecimentos, e constitui um exemplo de cadeia de Markov a tempo contínuo11 . 
Ainda, vale o seguinte resultado a respeito da distribuição de N(t). 
Teorem a N(t) tem distribuição de Poisson com parâmetro Àt, isto é 
P(N(t) = j) = (.\?J e- Àt , j =O, 1, 2, ... 
J. 
D emonstração Condicionando N(t +h) em N(t) obtemos 
P(N(t + dt) = j) =L P(N(t) = i)P(N(t +h) = jiN(t) =i) 
i 
=L P(N(t) = i)P((j - 1) chegadas em (t , t + dt]) 
= P(N(t) = j - 1)P(uma chegada)+P(N(t) = j)P(nenhuma chegada)+o(dt). 
Assim, pj(t) P(N(t) = j) satisfaz 
pj(t + dt) = .\dtpj_1 (t) + (1 - .\dt)pj(t) + o(dt) , j -1- O 
Po(t + dt) = (1 - .\dt)p0 (t) + o(dt). 
Subtraindo pj(t) de cada lado, dividindo por dt e fazendo dt 1 O obtemos 
pj(t) = ÀPj- l (t) -- Àpj(t) , j -::/-O , 
p~(t) = ·-Àpo(t) , 
com condição de fronteira 
11 Ver definição na página 159 . 
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Tal sistema de equações de diferença-diferenciais pode ser resolvido primeiro 
descobrindo p0 (t) = c>-t , p1 (t) = Àtc>-t e a partir daí fazendo indução em j. 
Outro método para mostrar isto, é através do uso de funções geradores, isto 
é, definindo 
00 
F(s,t) E(sN(t)) = LPj(t)sj , 
j=O 
multiplicando o sistema de equações acima por sJ e somando sobre j , vemos 
que F satisfaz 
&F 8t = À(s-1)F 
Com a condição de fronteira F(s, O) = 1. A solução da equação acima é dada 
por 
. 
00 (Àt)j . 
F(s , t) = exp[À(s - l)t] = e->.t L - .
1
-s1 , 
j=O J. 
como requerido. 
Seção 5.3.1; Página 106. 
De fato, podemos usar a fórmula apresentada na nota de rodapé da página 
34, que nós repetimos aqui12 : 
( )
I 
>.t(l-z)+z 
>.t(l-z)+l ' 
( )
I f.L(l-z)--(f.L-ÀZ) exp[-t(.X-f.L)]) 
>.(1- z)--(f.L-ÀZ) exp[-t(.X-f.L)]) ' 
se À = p, , 
se À # p, , 
onde À é a taxa de nascimento, p, é a taxa de morte, I= X(O) > O, e O é um 
estado absorvente. E a probabilidade de que X(t) =O é dada por <Px(t)(O) 
Entretanto, temos que ter cuidado no emprego desta fórmula pois O neste 
caso não é estado absorvente, e, para tornar-se um, é necessário, a lém de um 
shift de escala (para fazermos e ser considerado "O"), precisamos ainda ver 
o processo "de cabeça para baixo", de maneira a termos o estado inical I 
positivo. Desta forma, temos que ÀE pode ser considerado como a taxa de 
morte e ÀI a taxa de nascimento. Matematicamente, isto corresponde a criar 
um novo processo dado por Y(t) = --(V(t ) -e); assim, V(O) = O :::;. I = 
Y(O) =e >O, e Y =O:::;. V(t) =e é estado absorvente. 
Uma segunda dedução de tal resultado que pode ser encontrada em [68] 
página 147. 
12E veja também discussão nas páginas 72 e 76 . 
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Seção 5.5; P ágina 115. 
Primeiramente, note que a notação que estamos empregando para dNE(t) 
e dN1 ( t) pode ser interpretada como significando dN E ( t) = N E ( t + dt) - N E ( t) 
e dN1 ( t) = N1 ( t + dt) - N1 ( t). Assim, de acordo com as definições dadas na 
página 181, temos 
P(dNE(t) = m) = P(NE(t+dt) - NE(t) = m) = P(NE(t+dt) - n = miNE(t) = n) = 
{ 
ÀEdt + o(dt), 
P(NE(t + dt) = n + miNE(t) = n) = o(dt) , 
1 - ÀEdt + o(dt) , 
param= 1 
param> 1 
param= O 
logo, 
E [dNE(u) ] =.>..Edu+ o(du) , 
e, analogamente, 
E [dN1(u) ] = .'A1du + o(du). 
Temos ainda que 
Var [dNE(u) ] = E [dNE(u) 2 - E [dNE(uWJ = E [dNE(u) 2]+o(du) = ÀEdu+o(du) , 
e 
Var [dN1(u) ] = À1du + o(du). 
Assim, utilizando (5.93) , o primeiro momento será dado por 
E [Y(t)] =E [Y(O) + 1 t eu(aEdNE(u) - a1dNI(u)) ] 
= Y(O) + 1 t eu(aEE[dNE(u) ]- a1E [dNI(u)]) 
= Y(O) + 1 t eu(aEÀE - aiÀI)du = Y(O) + (aEÀE - aiÀI)(et - 1). 
E a variância será dada por13 
Var [Y(t) ] =V ar [Y(O) + 1 t eu(aEdNE(u) - a1dN1(u)) ] = 
= 1 t e2u(a~Var [dNE(u) ] + a~Var [dNI(u) ] = 1 t e2u(a~ÀE + a~ÀI)du = 
= (a~ÀE; a:fÀI) (e2t _ 1) , 
como afirmado. 
13Usando Var[aX ] = a2VarX . 
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Seção 5.5.1 ; P ágina 117. 
Primeiramente, note que pela definição de X(t) dada em (5.58) , temos 
que 
dX(t) = p,dt + O"dW(t). 
Mais geralmente, vamos considerar o caso 
dX(t) = a(x(t) , t)dt + f3(x(t) , t)dW(t). 
Agora, note que 
E[dW(t)] = E[W(t + dt) - W(t) ] =O, 
e também vale que 
E[dW(t) 2] =E [(vV(t + dt) - W(t)) 2] 
= Var [W(t + dt) - W(t) ] + (E [W(t + dt) - W(t)]) 2 = dt , 
ambos resultados secundários à definição do processo W(t) (ver página 108). 
Agora, considerando uma função f(X(t)) , e usando que X(t + dt) = X(t) + 
dX(t) , nós temos que 
f (X ( t + dt)) - f (X ( t)) = f (X ( t) + dX ( t)) - f (X ( t)) 
= J'(X(t))dX(t) + f"(X(t))dX(t)2 + ... 
2 
= J'(X(t)) [a (X(t) , t)dt + f3 (X(t) , t)dW(t) ] + 
1 
+"2 f" (X(t)) ( a(X(t) , t) 2dt2+2a(X(t) , t)dtf3 (X(t) , t)dW(t)+ f3 (X(t) , t) 2dW(t) 2)+. .. 
Então, usando que X(t) = x e empregando os resultados acima, encontramos 
que 
E [f(X(t + dt)) - f(X(t)) ] = a(x, t)f'(x))dt+ 
1 1 
+2a(x) , t)
2 J"(x )dt2 + 2(3 (x , t)
2 J"(x))dt + ... 
e dividindo por dt e fazendo o limite dt ---+ O, usando a definição dada em 
5.103 , encontramos que o gerador infinitesimal do processo é dado por 
(Af)(x) = a(x , t)f'(x) + ~ f3 (x , t) 2 J"(x ), 
como afirmado. 
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Seção 5.6.3; Página 133. 
Transformamos 
rJ
2 d2 Mo dMo 
--- + (M - X)- = 0 
2 dx 2 dx ' 
no sistema 
dy 2 
dx + rJ2 (M - x )y = O, 
dMo 
-=y. 
dx 
Então, para resolver a primeira equação do sist ema acima, bast a multiplicá-la 
pelo fator exp{ ;}2 (Mx - x2
2
) } , obtendo 
{ 2 ( x
2
) } dy 2 { 2 ( x
2
) } exp - MX - - - + - (M - x) exp - MX - - y = O, 
rJ2 2 dx rJ2 rJ2 2 
Logo 
( e}2 ({Lx-xn y(x) )' =o=> y(x) = y(O )e-}2 ({Lx-xn 
Daí, usando Mo( a) =O, t emos 
1x rx 2 ( 12 ) Mo( x) = y(x' )dx' = In y(O )e- a2 fLXI _ T dx'. a va 
Usando Mo(B) = 1, encontramos que 
y(O) = e { ( 12 ) } Ia exp 2 .x2 - MX' I rJ2 dx' 
1 
logo I: exp { 2 ( x~2 - Mx') I rJ2 } dx' 
Mo ( x) = e 12 ' Ia exp { 2 ( 'T - MX') I rJ2 } dx' 
como afirmado. 
Seção 5. 7.2; Página 139. 
Nós estamos interessados em resolver a seguinte equação diferencial par-
cial: 
vt = Vxx - V+ I , O <X < L, t > O, 
onde I(x , t) é a chegada de densidade de corrente, e as variáveis são adimen-
sionais. Para resolver t al equação, precisamos das condições de fronteira, que 
assumimos serem 
a 1 V(O , t) + fJ1 Vx(O , t) =O, 
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cx2 V(L , t) + fJ2 Vx(L , t) =O, 
e necessitamos ainda do valor inicial da despolarização, dado por 
V(x, O) = v(x) , O~ x ~L. 
A função de Green G(x , y; t) para a equação acima com tais condições de 
fronteira é a solução de 
Gt = Gxx - G + b(x - y)b(t) , O <X< L, O < y <L, 
que satisfaz as mesmas condições de fronteira e possui valor G = O para 
t < O. Desta forma, G é a despolarização que resulta quando uma unidade 
de carga é fornecida instantaneamente em t = O no ponto y. Uma definição 
equivalente e alternativa da função de Green é dizer que ela satisfaz a equação 
homogênea para t >O, 
com condição inicial 
G(x , y; O)== b(x - y). 
Uma vez que G(x, y; t) é sabida, a despolarização V(x, t) pode ser encontrada 
a partir da seguinte fórmula, válida para quaisquer densidades de corrente 
I(x , t) suficientemente adequadas, 
V(x , t) = 1L G(x , y; t)v(y)dy + 1L 1t G(x , y; t - s)I(y, s)dsdy. 
Assim, é possível encontrar V(x , t) para várias despolarizações iniciais v(x) 
e várias densidades de corrente a partir da integração acima. 
Iremos a seguir fornecer alguns argumentos para corroborar a validade 
de tal solução. Precisamos mostrar que ela satisfaz as condições iniciais, as 
condições de fronteira, e a equação diferencial parcial. 
Para mostrar que V(x , t) satisfaz a condição inicial , observamos que 
V(x, O) = { L G(x, y; O)v(y)dy + [L r G(x, y; O- s)I(y , s)dsdy = lo J o lo 
= { L G(x , y; O)v(y)dy = [L b(x- y)v(y)dy = v(x). lo JO 
Para mostrar que satisfaz as condi,ções de fronteira, notamos que 
cx1 V(O , t)+{31 Vx(O , t) = cx1 [1L G(O , y; t)v(y)dy + 1L 1t G(O, y; t - s)I(y, s)dsdy] + 
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+,81 [1L Gx(O, y; t)v(y)dy + 1L 1t Gx(O , y; t- s)I(y, s)dsdy] 
1L [a1G(O, y;t) +,BIGx(O, y;t) ]v(y)dy+ 
+ 1L 1t [cx1G(O, y; t - s) + ,BlGx(O, y; t - s)] I(y , s)dsdy =O, 
uma vez que G, por definição, satisfaz as mesmas condições de fronteira que 
V , de forma que os integrandos são identicamente nulos. Analogamente, 
pode-se mostrar que a condição de fronteira em x = L também é satisfeita. 
Resta mostrar que tal solução satisfaz a equação para t > O. Para isso, 
necessitaremos do seguinte resultado válido: seja f(s , t) uma função suave 
de s e t , então14 
0 t t&J(s ,t) 
&t l o f(s , t)ds = f(t , t) +lo &t ds , 
Aplicando a fórmula acima, encontramos 
14Fornecemos uma demonstração de tal resultado: 
a t 1 [ r +h t l 
at l o f(s, t)ds =~~ h l o f(s, t + h)ds- l o f(s, t)ds = 
1 [ t l t+-h t l =~~h l o f(s , t + h)ds + t f(s , t + h)ds - l o f(s , t)ds = 
1 [lt+h ( af(s t) ( ] =~~ h t f(s , t + h)ds + l o f(s, t) + at' h + o(h)ds- l o f(s, t)ds+ = 
1 [lt+h ] ( a f( t) =~~h t f( s, t + h)ds + l o a:' ds , 
agora, considerando T1 E [t , t+h] e T2 E [t , t+-h] tais que 'Vs E [t, t+h] temos fh , t+h) ::; 
f(s , t + h) ::; fh,t + h) , e observando que quando h ----+ O temos f( Ti, t + h) ----+ f(t , t) para 
i= 1, 2, então 
l t+h fh , t + h)h ::; t f(s , t + h)ds ::; fh,t + h)h, 
logo 
1 1 [lt+h l 1 f(t , t) = lim -h j(T1 , t + h)h ::; lim -h f(s , t + h)ds ::; lim -hfh , t + h)h = f(t , t) , 
h~o h~o t h~o 
o que demonstra o resultado. 
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&V {L &G(x y·t) (~ a t 8t =lo 0~ ' v(y)dy +lo &t lo G(x , y; t- s) I(y , s)dsdy = 
{LaG(x , y;t) () {L ( .) ( ) {L t&G(x ,y;t-s) ( ) 
=lo &t v y dy+ lo G x , y;O I y,t dy+ lo lo &t I y, s dsdy = 
=1L&G(x, y;t) ( )d I( ) · 1L1t&G(x, y;t-s)I( )d d 
8 v y y + x , t + 8 y, s s y, o t o o t 
{L [a2G(x y· t) ] 
= I(x , t) +lo &x'2 ' - G(x , y; t) v(y)dy+ 
{L t [&2 G(x, y ; t- s) ] 
+lo lo &x2 -- G(x , y; t- s) I(y , s)dsdy, 
onde usamos G(x, y; O) = 5(x- y) e o fato de que G satisfaz a equação. 
Agora, analisamos o lado direito da equação diferencial parcial 
~;:-V+ I= ::2 [1L G(x , y; t)v(y)dy + 1L 1 t G(x, y; t- s) I(y , s)dsdy] 
- [1L G(x , y; t)v(y)dy + 1L 1 t G(x , y; t- s) I(y , s)dsdy] + I(x , t) 
= 1L [ a2G~:~y ; t) -- G(x , y; t)] v(y)dy+ 
{L t [&2 G(x, y ; t- s) ] 
+lo lo &x2 - G(:r , y; t- s) I(y , s)dsdy + I(x , t) , 
Logo 
como queríamos mostrar. 
Seção 5.8; Páginas 54 e 153. 
Queremos mostrar que se X e Y são duas variáveis aleatórias indepen-
dentes assumindo valores positivos com funções de densidade fx e jy e se 
Z =X+ Y , então 
f z(z ) = 100 fx( x)fy(z - x)dx. 
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Iremos mostrar a validade de tal afirmativa de uma maneira mais geral, 
através do seguinte t eorema. 
Teorem a Se X e Y têm função de densidade conjunta dada por fxy, 
então Z = X + Y tem densidade 
f z (z ) = 1: fxy( x, z - x )dx . 
D emonstração Seja A= { (x, y) : x + y ~ z }. Então 
P(Z ~ z ) =f i fxy(u , v)dudv = 1~-oo 1:~: fxy(u , v )dudv . 
Agora, basta substituir x = u e y = v + u na igualdade acima, encontrando 
P(Z ~ z ) = 1~-oo 1:--oo fxy( x, y - x )dydx = 
= 1:-oo 1~-oo fxy( x, y - x )dx dy = 1~ g(y)dy , 
onde 
g(y) = 1: fxy( x, y - x )dx . 
Logo 
dP(Z < z) d (jz ) 100 f z (z ) = dz- = dz -oo g(y )dy = g( z ) = -oo fxy( x, y - x )dx, 
o que demonstra o t eorema. Então, usando que se X e Y são independentes 
t emos fxy( x, y) = fx( x )fy(y) , a afirmativa acima segue do resultado do 
seguinte corolário 
Corolário Se X e Y são independentes, então 
f z (z ) = 1: fx( x )fy (z - x )dx = 1: fx( z - y)fy(y)dy, 
e lembrando que X e Y só assumem valores positivos. 
Seção 5.8; P ágina 153. 
Temos que os t empos de espera entre os disparos15 t êm densidade comum 
dada por 
15Lembre que est amos denotando por Tk t empo de espera do k-ésimo disparo a part ir 
do k - 1-ésimo disparo, dado por Tk = G k - Gk- 1, onde Gk é o tempo onde ocorre o 
k-ésimo disparo. 
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onde XA(x) = 1 se x E A e XA(x) =O caso contrário. Queremos mostrar que 
{N(t) , t 2 O} é um processo simples de Poisson com intensidade À. Agora 
P(N(t) = k) = P(N(t) < k+1)-P(N(t) < k) = P(8k+l > t)-P(8k > t) = 
= P(T1 + T2 + · · · + Tk+l > t)- P(T1 + T2 + · · · + Tk > t) = 
= P(T1 + T2 + · · · + Tk ~ t) - P(T1 + T2 + · · · + Tk+l ~ t) = Fk- Fk+l 
Onde Fk é a função de distribuição de 8k = T1 + T2 + · · · + Tk , que será 
dada pelo lema a seguir. 
Lema S e X 1 , X 2 , ... , X n são variáveis independentes distribuídas expo-
nencialmente com parâmetro À, então Sn = X 1 + X 2 + · · · + Xn tem dis-
tribuição16 r( À, n). 
Demonstração Provaremos tal afirmativa por indução em n. Para n = 
1, a densidade de S1 = X1 é dada por ÀC ÀxX{x>O} = rtl) (Àx )1- l C .XxX{x>O}· 
Supondo válido para n- 1, t emos que a densidade de Sn = Sn- l + Xn , 
utilizando o resultado da página ( 189) , vai ser dada por 
100 À n-2 - Ày , - À(x-y) = -(X) r(n- 1) (Ày) e X{y>O}Àe X{x-y>O}dy = 
o que demonstra o lema. 
Então 
= --(Àt')k-le-Wdt' - (Àt')k_e _ - Àkt'k- l_e _dt' = 1t À ( [ À -W] t 1t kÀ -W ) o r(k) r(k + 1) -À o o r(k + 1) -À 
161 embre que a densidade de r(,\ ,n) é dada por rên)(Àx)n-l e- >.xX{x>O} · 
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À (À )k~~-Àt = (Àt)k -Àt 
r(k + 1) t À k! e . 
Logo, {N(t) , t 2 O} é um processo simples de Poisson com intensidade À 
como afirmado. 
Seção 5.8; Página 154. 
Primeiramente, denotando por p, 
teorema: 
E [T1] < oo , provamos o seguinte 
Teorema 
~ N ( t) q.:!:f ~ 
t p, 
quando t ---+ oo. 
Demonstração Basta notar que 
8 N(t) ~ t < 8 N (t)+ l 
Portanto, para N(t) > O, 
8 N (t) < t 8 N (t)+ l ( 1 1 ) N(t) - N(t) < N (t) + 1 + N(t) 
E temos claramente que N(t) q.:!:f oo e quando t---+ oo , além disso, a lei forte 
d d , d. e NCtJ q.t.p 1 os gran es numeras nos 1z que N (t) · ---+ p, , ogo 
p, ~ lim (_!__( ),) ~ p, (q.t .p.) 
t ---->oo N t 
como afirmado. 
Não iremos demonstrar aqui o resultado afirmado, apenas mostramos a 
seguir uma forma rápida e pouco rigorosa de obtê-lo, com muitos detalhes 
omitidos. Trata-se basicamente de uma aplicação do teorema do limite cen-
tral.17 Iremos precisar da definição 8n = T1 + · · · + Tn e da identidade básica 
17Teorema do limite central: Sejam X 1 , X 2 , ... variáveis independentes identicamente 
distribuídas com m édia finita JJ e variância finita u 2 , e seja Sn = X 1 + · · · + X n . Então, 
definindo 
z - ~·n - njJ 
n- uy'n 
temos que Zn converge em distribuição para N(O , 1) , isto é 
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que t emos usado at é agora N (t) < n {::} 8 n > t . Agora , considera x fixo e 
n ---+ oo e t ---+ oo de forma a t ermos 
. t- n p, hm --=- = - x. t~= CJ / n 
n---+oo V 
Então, empregando o t eorema do limite central 
. . (en-np, ) hm P(Bn > t) = hm P -----;:;=- > - x = 1- cp( - x) = cp (x), 
~=:~ ri~~ (]"v rL 
onde cp representa a função de distribuição N (O , 1) . Então, 
cp (x) = lim P(Bn > t) = lim P(N (t) < n) = 
t----+oo t ____..oo 
n---+oo n---+oo 
= lim p ( N ( t) - t I p, < n - t h t ) = lim p ( N ( t) - t I p, < x) 
J::::~ y'tCJ2 1 p,3 ~3 t---+oo JtCJ2 1 p,3 , 
uma vez que ( n - t I p,) I y'tCJ2 I p,3 ---+ x quando t ---+ oo e n ---+ oo de forma a 
t ermos (t- n p, )lrn;li---+ - x . 
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Capítulo 7 
Anexo 
Nas páginas seguintes o leitor encontrará a demonstração de um teorema 
que mostra uma condição necessária e suficiente para a convergência da soma 
de certos tipos de função real. Basicamente, há uma interpretação possível 
em termos de biologia matemática no sentido de dizer quando a soma de 
certos efeitos vão tender a uma função periódica ou, como corolário, quando 
irão acumular ao infinito. Para isso, inicialmente é definido o conceito de 
função de efeito isolado , que basicamente é uma função de JR+ em JR+ que 
tende a zero, e o conceito de função de efeito acumulado, que constitui da 
soma de funções de efeito isolado com diferentes shifts à direita. Como ex-
emplo biológico para manter em mente, pode-se pensar que cada função de 
efeito isolado corresponderia ao efeito causado na concentração sanguínea de 
um certo fármaco após uma aplicação endovenosa do mesmo, enquanto que a 
soma destas funções corresponderia à concentração final da droga após várias 
administrações em tempos distintos. Desta forma, a pergunta que se buscou 
responder foi a de quando ocorreria acúmulo da droga, ou quando a concen-
tração final do fármaco tenderia a uma função periódica. A demonstração 
está em forma de artigo e escrita em inglês. 
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