We study theoretically the nonlinear optical response of a two-dimensional semiconductor quantum dot supercrystal under a resonant continuous wave excitation. A single quantum dot is modeled as a three-level ladder-like system with the ground, one-exciton, and bi-exction states. We propose an exact linear parametric method of solving the nonlinear steady-state problem. It is demonstrate that the system may exhibit multistability, periodic and aperiodic self-oscillations, and hyperchaotic behavior, depending on the system's parameters and frequency of excitation. The effects originate from the retarded dipole-dipole interaction of quantum dots. The latter provides a positive feedback which, in combination with the nonlinearity of SQDs, leads to an exotic nonlinear dynamics of the system indicated above. We discuss relevance of the underlined effects for nanosized all-optical devices. In particular, a quantum dot supercrystal may serve as a nanosized all-optical switch, a tunable generator of trains of THz pulses (in self-oscillating regime), as well as a noise generator (in chaotic regime) at the nanoscale. We show also that the supercrystal can operate as a bistable mirror. All this suggests various nanophotonic applications of such type of materials.
I. INTRODUCTION
In the last decade, the so-called metamaterials, a class of new materials not existing in nature, received a great deal of attention (see for recent reviews Refs. [1] [2] [3] [4] [5] . Super-crystals comprising regularly spaced quantum emitters represent one of examples of metamaterials with tunable optical properties which can be controlled by the geometry and chemical composition of components. [6] Modern nanotechnology has in its disposal a variety of methods to fabricate such systems. [7] [8] [9] [10] [11] In Fig. 1 , a few examples of ultrathin sheets of regularly spaced semiconductor nanocrystals grown by the method of oriented attachment (see for details Ref. 7) are present.
As is well known, a thin layer of two-level emitters (atoms, molecules, J-aggregates), the thickness L of which is much smaller than the radiation wavelength λ in the layer, may act as an all-optical bistable element. [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] For bistability to occur, two factors are required: nonlinearity of the material and a positive feedback. Interplay of these two factors leads to a situation when the system has two stable states; switching between them is governed again by an external optical signal. The nonlinearity of the layer is ensured by the fact that two-level emitters are nonlinear systems. The positive feedback originates from the secondary field, which is generated by the emitters themselves; this is the so-called intrinsic feedback, i.e. here, a cavity (external feedback) is not required.
A two-dimensional (2D) semiconductor quantum dot (SQD) supercrystal represents a limiting case of a thin layer. In this paper, we conduct a theoretical study of the nonlinear optical response of such a system. A single SQD dot is considered as a point-like system with three consecutive levels of the ground, one-exciton, and bi-exction states (corresponding to the so-called ladder or Θ level scheme). Due to the high density of SQDs and high oscillator strengths of the SQD's transitions, the total (retarded) dipole-dipole SQD-SQD interactions have to be taken into account, which is finally done in the mean-field approximation for the point-like dipoles in a homogeneous host for simplicity. The real part of the dipole-dipole interaction results in the dynamic shift of the SQD's energy levels, whereas the imaginary part describes the collective radiative decay of SQDs, both depending on the population differences between the levels. These two effects are crucial for the nonlinear dynamics of the SQD supercrystal. As a result, in addition to bistability, analogous to that for a thin layer of two-level emitters, we found multistability, periodic and aperiodic selfoscillation, and chaotic regimes in the optical response of the SQD supercrystal. [23] To uncover the character of the instabilities, we analyze the Lyapunov exponents of different branches of the steady-state characteristics, as well as the phase space map of the full field and Fourier spectrum of the latter. An important achievement of our study is the invention of a method of finding the exact solution of the nonlinear steady-state multilevel MaxwellBloch equations for a layer-like system. To the best of our knowledge, a detailed study of the SQD supercrystal optical response has not been performed so far. [24] The arrangement of the paper is as follows. In the next section, we describe the model of a 2D supercrystal comprised of SQDs and the mathematical formalism to treat its optical response. We use for that the one-particle density matrix formalism within the rotating wave approximation (RWA), where the total retarded dipole-dipole interactions between point-like SQDs are taken into account. In Sec.III, the general formalism is simplified making use of the mean-field approximation, and the meanfield parameters (the collective energy level shift and radiation damping) are calculated. In Sec. IV, we present the results of numerical calculations of the supersrystal optical response for two conditions of excitation: (i) the external field is tuned into the one-exciton transition and (ii) it is in resonance with the coherent two-photon transition (with the simultaneous absorption of two photons). The results are discussed in Sec. IV C. In Sec. VI, we conclude and discuss the possibility to observe the effects found in the paper in real-world nanosystems.
II. MODEL AND THEORETICAL BACKGROUND
We consider a 2D supercrystal comprising identical semiconductor quantum dots (SQDs). The optical excitations in an SQD are confined excitons. In such a system, the degeneracy of the one-exciton state is lifted due to the anisotropic electron-hole exchange, leading to two split linearly polarized one-exciton states (see, e.g., Refs. [25] [26] [27] . In this case, the ground state is coupled to the bi-exciton state via the linearly polarized one-exciton transitions. By choosing the appropriate polarization of the applied field, i.e., selecting one of the single-exciton states, the system effectively acquires a three-level ladder-like structure with a ground FIG. 2 . Energy level diagram of a ladder-type three-level SQD: |1 , |2 , and |3 are the ground, one-exciton, and biexciton states, respectively. The energies of corresponding states are ε1 = 0, ε2 = ω2 and ε3 = (2ω2 − ∆B). Here, ∆B is the bi-exciton binding energy. Allowed transitions with the corresponding transition dipole moments d21 and d32 are indicated by solid arrows. Wigging arrows denote the allowed spontaneous transitions with rates γ32 and γ21. The dashed horizontal line shows the location of the coherent two-photon resonance (with simultaneous absorption of two photons).
state |1 , one exciton state |2 , and bi-exciton state |3 with corresponding energies ε 1 = 0, ε 2 = ω 2 , and ε 3 = ω 3 = (2ω 2 − ∆ B ), where ∆ B is bi-exciton binding energy (see Fig. 2 ). Within this model, the allowed transitions, induced by the external field, are |1 ↔ |2 and |2 ↔ |3 , which are characterized by the transition dipole moments d 21 and d 32 , respectively. For the sake of simplicity, we assume that they are real. The states |3 and |2 spontaneously decay with rates γ 32 and γ 21 , accordingly. Note that the bi-exciton state |3 , having no allowed transition dipole moment from the ground state |1 , can be populated either via consecutive |1 → |2 → |3 transitions or via the simultaneous absorption of two photons of frequency ω 3 /2. In what follows, we will consider both options.
The optical dynamics of SQDs is described by means of the Lindblad quantum master equation for the density operator ρ(t), [28, 29] which in the rotating frame (with the frequency of the external field ω 0 ) readṡ 
, where E n (t) is the slowly-varying amplitude of the total field driving the optical transitions in the n-th SQD, E n (t) = E n (t) exp(−iω 0 t) + c.c.. The latter is the sum of the applied field E 0 n (t) = E 0 n (t) exp(−iω 0 t) + c.c. and the field produced by all others SQDs in place of the n-th SQD, E loc n (t) = m E mn (t) = m E mn (t) exp(−iω 0 t) + c.c., where the amplitude E mn (t) is given by (see, e.g., Refs. 30 and 31) [32] 
where r mn is the distance between sites m and n, k 0 = ω 0 /c (c is the speed of light in vacuum), u mn = r mn /r mn is the unit vector along r mn , and t = t − r mn /c. Equation (2) represents the field (amplitude) produced by an
situated at a point r m in another point r n at an instant t, accounting for retardation: t−t = r mn /c. Having Eq. (2), the fields Ω n αβ (t) (αβ = 21, 32) can be written in the form
We used in Eqs. (3b) and (3c) the expression γ αβ = 4|d αβ | 2 ω 
where Ω n 21 and Ω It is worth to noting that Eqs. (4a) -(4f) represent a set of equations for the one-particle density matrix, where the quantum correlations of the dipole operators of different SQDs are neglected that implies that d ndm = d n d m , where ... denotes the quantum mechanical average. A prove of this assumption is a stand-alone problem to be solved, that is is beyond the scope of the present paper.
III. MEAN-FIELD APPROXIMATION
The set of Eqs. (4a) -(4f) allows one to study the optical response of a SQD monolayer, without any limitation to the layer's size, lattice geometry, and the spatial profile of the external field amplitude E n 0 . Here, we restrict our consideration to a spatially homogeneous case, when all relevant quantities entering Eqs. (4a) -(4f) do not depend on the SQD's position n. In fact, this approximation is equivalent to taking into account the Lorentz local field correction to the field acting on an emitter, which has been widely used when analysing the optical response of dense media, both linear [33, 34] and nonlinear. [16, 22, [35] [36] [37] [38] This approximation intuitively seems to be appropriate for an infinite layer, however, for a finite sample, its validity should be examined. Nevertheless, as will be shown below, even this simplest model already brings to the layers's optical response a variety of fascinating effects. Not to complicate the computational work, we consider a simple square lattice of SQDs.
Thus, we neglect the spatial dependence of all functions in Eqs. 
where the constants γ R and ∆ L are given by
Recall that the summation in Eqs. (6a) and (6b) runs over sites n = (n x , n y ) of a simple square lattice, where n x = 0, ±1, ±2, ±3... ± N x , n y = 0, ±1, ±2, ±3... ± N y , and e = d/d is the unit vector along the transition dipole moment d 21 .
Next, we are interested in (k 0 a)-scaling of the constants γ R and ∆ L . First, consider a point-like system, when the lateral lattice sizes N x a and N y a are much smaller that the reduced wavelength λ = k −1 0 . Then, making the expansion of sine-and cosine-functions in Eqs. (6a) and (6b) to the lowest order with respect to k 0 a 1, one finds
where N = 4N x N y is the total number of sites in the lattice, ζ(x) is the Riman z-function and β(x) = ∞ n=0 (−1) n (2n + 1) −x is the analytical continuation of the Dirichlet series. [40] When deriving Eq. (7a) we used the fact that n =0 κ n = N/2. Furthermore, the formula (7b) follows from Eq. (A20) of Ref. 41 at θ = π/2. As is seen from Eq. (7a), γ R does not depend on k 0 a; it is determined by the total number of SQDs in the lattice and describes the collective (Dicke) radiative relaxation of SQDs as all the SQD's dipoles are in phase for a pointlike system. [31, 42] Oppositely, ∆ L shows (k 0 a)-scaling, corresponding to the near-zone dipole-dipole interaction of a given SQD with all others.
For a large system (N x a, N y a λ), one has to use Eqs. (6a) and (6b) to calculate γ R and ∆ L , keeping all terms when performing summation. It turns out that the sums in Eqs. (7a) and (7b), which contain summands proportional to |n| −1 , converge very slowly, leading to small oscillations of γ R and ∆ L with the lattice size around some average values (see Appendix A). The latter are given by
(8a)
As follows from Eq. (8a), for a large system, the collective radiation rate γ R is determined by a number of SQDs within an area on the order of λ 2 : all SQD's dipoles are in phase there. Recall that for a linear chain of emitters, γ R ∼ λ/a. [30] On the contrary, the near-zone dipoledipole interaction ∆ L changes only slightly over that one for a point-like system [compare Eq.(8b) with Eq. (7b)].
It should be noticed that irrespectively of the system size, the inequality |∆ L | γ R is always fulfilled for a dense system, λ a. We will use this relationship in our analysis of the supercrystal's optical response.
IV. NUMERICS
We performed calculations of the external field dependence of the mean field Ω for two resonance conditions: (i) the applied field Ω 0 is in resonance with the oneexciton transition ω 0 = ω 2 (∆ 21 = 0, ∆ 32 = −∆ B ) of a single emitter (conventionally called in what follows as one-photon resonance) and (ii) it is tuned to the twophoton resonance, ω 0 = ω 3 /2 (∆ 21 = ∆ B /2, ∆ 32 = −∆ B /2). In reality, however, the single emitter resonance ∆ 21 = 0 is read-shifted due to the near-zone SQD-SQD interactions by |∆ L |, so that the resonance in the linear low field intensity regime is defined by the condition ∆ 21 = |∆ L | (see Sec. IV C for detail).
The set of parameters we used in our numerical calculations has been chosen on the basis of typical optical parameters of SQDs and SQDs spacing in a supercrystal (see, e.g., Fig. 1 ). More specifically, for the spontaneous decay rate γ we used the typical for SQDs (emitting in the visible) value of γ ≈ 3 · 10 9 s −1 , whereas for the ratio µ = d 32 /d 21 = γ 32 /γ 21 , a value of µ = 2/3. The magnitudes of γ R and ∆ L depend on the ratio λ/a. Taking λ ∼ 100 ÷ 200 nm and a ∼ 10 ÷ 20 nm, we get for these two constants the following estimates: γ R ∼ 10 The typical values of ∆ B are on the order of several meV, ∆ B ∼ 2.5 ÷ 5 meV ∼ 10 12 s −1 , although for some 2D systems, like transition metal dichalcogenides, [43, 44] it can be one order of magnitude larger. In what follows, the spontaneous emission rate γ is used as a unit of all frequency-dimensional quantities, whereas γ −1 for time. According to our estimates, we set in γ R = 100γ and |∆ L | = 1000γ. The biexciton binding energy ∆ B is considered as a variable parameter.
The system of equations (5a)-(5g) represents a class of so-called stiff equations, characterized by several significantly different time scales. In our case, they are defined by γ
It is well known that, under such conditions, general methods of numerical integration (such as the Runge-Kutta one) may lead to unreliable solutions. Bearing this in mind, we use special routines adapted for solving such kind of equations, in particular, the ODE23tb of MATLAB and some implementations of methods based on the backward differentiation formulas.
A. Steady-state analysis
As a first step in studying the supercrystal's optical response, we turn to the steady-state regime, setting to zero the time derivatives in in Eqs. (5a) -(5g). Then we use the method developed in Appendix B to find the steady-state solutions to these equations. The results for different values of the biexciton binding energy ∆ B are presented in series of figures below. Figures 3 and 4 show the dependence of the meanfield magnitude |Ω| (leftmost column) and the population difference Z 21 = ρ 22 − ρ 11 (rightmost column) on the external field magnitude |Ω 0 | calculated for the onephoton (ω 0 = ω 2 , ∆ 21 = 0, ∆ 32 = −∆ B ) and twophoton (ω 0 = ω 3 /2, ∆ 21 = −∆ 32 = ∆ B /2 resonance, respectively. As is seen from the figures, the mean-field magnitude |Ω| may have several solutions (up to five at ∆ 32 = −50) for a given value of the external field magnitude |Ω 0 |, that signals emerging instabilities. We analyzed the stability of different branches, linearizing Eqs. (5a) -(5g) around the steady-state solution and computing the Lyapunov exponents λ. [45, 46] For this purpose, we calculated the eigenvalues of the Jacoby matrix of the linearized Eqs. (5a) -(5g) as a function of |Ω|. In our case, the Jacoby matrix is of the rank eight. Accordingly, there are eight complex-valued solutions for λ for each value of |Ω|. We selected from those an exponent with the maximal real part, Max{Re is unstable (see the plot for ∆ B = 100). Moreover, for ∆ B = 50, two unstable regions are separated by a stable one. The nature of the instabilities is analyzed in the next section.
B. Time domain analysis
To uncover the nature of instabilities of different branches of the steady-state solutions (shown in Figs. 3  and 4) , we solved numerically Eqs. (5a) -(5g) for two conditions of excitation: (i) -tuning the external field into the one-photon resonance (ω = ω 2 ) and (i) -into the two-photon resonance (ω = ω 3 /2). Two types of initial conditions were used: first, when the system initially is in the ground state (ρ 11 = 1, while all other density matrix elements are equal to zero), and second, when the system starts from one of the steady-states solutions. We will present results for the most relevant points of the unstable branches, discussing the others only briefly. Fig. 3 , only for the two-photon resonance (∆21 = −∆32 = ∆B/2). Note that all these states of the system are inaccessible from the ground state: ρ 11 (0) = 1, while all other density matrix elements are equal to zero. They can be accessed if one starts from a stable state at higher external field magnitude |Ω 0 |, further sweeps |Ω 0 | down adiabatically until reaching the necessary point, and fixes here |Ω 0 |. Therefore, we consider that initially the system stands in the steady-state corresponding to the aforementioned points of the steady-state solution, and from this moment onward address its dynamics.
FIG. 4. Same as in
The leftmost column of panels of Fig. 5 shows the time evolution of the mean-field magnitude |Ω|. As is seen, after some delay, the instabilities develop, the character of which significantly differs for all three considered points. the sustained signal (middle column) contains a couple of well-defined harmonics: see sharp peaks in the middle panel. Accordingly, the phase map in the reduced phase space (Re[Ω], Im[Ω]) (right panel) represents a simple closed curve, commonly called limit cycle. [45, 46] For (|Ω 0 | = 150, |Ω| = 34.7519), the dynamics is more complicated, nevertheless, revealing periodicity (see the inset in the left panel). The Fourier spectrum of the sustained signal is more complicated as compared to the previous case. It consists of a set of equidistant welldefined sharp peaks grouped in bands. Analyzing the relationship between different frequencies, we found that the their ratios appear to be rational numbers. Accordingly, the phase trajectory (right panel) represents a complicated but closed curve.
Contrary to the first two cases, for (|Ω 0 | = 140.0002, |Ω| = 32.3261), the dynamics manifests signatures of aperiodic oscillations. This is reflected in the Fourier spectrum of the sustained signal, which also has a discrete nature but the peaks are smeared or have satel-lites and the frequency ratios are irrational, which is a signature of aperiodic oscillations. [45] The phase map of the sustained signal represents an open trajectory, almost filling a finite area in the phase space.
In all the above examples, the dynamics exhibits a delay before instabilities develop, which correlates excellently with the values of Lyapunov exponents for the corresponding points of the steady-state solution (see Fig. 3 , the middle panel for ∆ B = 50). In Fig. 6 , we present the results of the time-domain analysis of the system's dynamics for another value of the exciton binding energy ∆ B = 100 (∆ 32 = −100). Fig. 6 show the time evolution of the mean-field magnitude |Ω|. The dynamics here essentially similar to the previous case of ∆ B = 50, except the fact that the delay in developing the instabilities is short, which again correlates nicely with large positive values of the Lyapunov's exponents at the selected points of the steady-state solution (see Fig. 3 , the middle panel for ∆ B = 100 ). Figure 3 (middle panel) shows the maximum Lyapunov exponent as a function of |Ω|. Also, not without interest is the whole set of eight Lyapunov's exponents. In Table I , we present it for ∆ B = 100 and two particular points of the steady-state solution, (|Ω 0 | = 190, |Ω| = 71.9098) and (|Ω 0 | = 195, |Ω| = 74.3081), for which the system's dynamics was calculated (see Fig. 6 ). As follows from Table I , two complex conjugated Lyapunov's exponents have positive sign of their real parts. Generally, this can be a signature of the chaotic behavior of a nonlinear dynamical system, but not necessarily so, [47] that is just our case: for the parameters indicated above, the system's dynamics demonstrates self-or aperiodic oscillations. In the case of the two-photon resonance (ω 0 = ω 3 /2), a part of the lower branch of the steady state solution with a positive slope is unstable (see Fig. 4 ). In contrast with the previous case (see the preceding section), it is accessible from the system's ground state: ρ 11 (0) = 1. Therefore, we will consider both options of the initial conditions: (i) the steady-state and (ii) the ground state. In Figs. 7 and 8 , the results of numerical calculations for these two cases are presented. Figure 7 shows the time-domain calculations performed for ∆ B = 50 using the steady-state solution as the initial condition. Two unstable points of the the steady-state solution were considered: (|Ω 0 | = 91, |Ω| = 23, 5655) -upper row, and (|Ω 0 | = 94, |Ω| = 32.3261) -lower row. These points are indicated by the thick dots on the steady-state solutions shown in the inserts.
We observe that for the point (|Ω 0 | = 91, |Ω| = 23, 5655), the dynamics demonstrates a highly irregular behavior. Note that in spite of the signal is shown only on the time interval t < 20, such a behavior holds for much longer times. The Fourier spectrum of the signal represents a broad structureless quasi-continuum, suggesting that the oscillatory regime found is of chaotic nature. The phase-space map confirms this, showing a trajectory that covers a finite volume of the phase space, not forming any close loop.
More insight on the character of the system's dynamics provides the Lyapunov's exponents spectrum shown in Table II . Remarcably, for the case under consideration, two different positive Lyapunov's exponents appear in the spectrum, that is a signature of emerging hyperchaos, [47] which is in accordance with our numerical calculations. By contrast, for the point (|Ω 0 | = 94, |Ω| = 32.3261) -lower row in Fig. 7 , the system, after a short chaotic stage, evolves towards the upper stable branch of the steady-state solution. Figure 8 shows the evolution of the system being initially in the ground state (ρ 11 (0) = 1, while all other density matrix elements are equal to zero) for the same external field magnitudes as in Fig. 7 , |Ω 0 | = 91 (upper row) and |Ω 0 | = 94 (lower row). Here, in both cases we observe hyperchaotic behavior of the system.
It should be pointed out the inherent difference between two calculations performed at the same external field magnitude Ω 0 = 94 for different initial conditions (compare the dynamics of |Ω| plotted on the lower panels of Figs. 7 and 8) . When choosing the initial condition, corresponding to the point on the steady-state solution, the long-time dynamics of |Ω| approaches the upper stable branch of the steady-state curve, whereas if the system is initially in the ground state, its time evolution demonstrates a hyper-chaotic behavior. This example shows that the scenario of the system's evolution may strongly depend on the initial conditions, resulting in the trajectories well separated and nonintersecting in the full phase space. A multivalued steady-state response of the system, Figs. 3 and 4, implies a hysteresis-like behavior of the latter under swiping the external field magnitude |Ω 0 | adiabatically up and down. Figures 9 and 10 show the results for the one-photon and two-photon resonance, respectively. In calculations, the external field magnitude |Ω 0 | was swept linearly: |Ω 0 | = 0.002t for t < T ) and |Ω 0 | = 0.002(t − T ) for t > T with the time step ∆t = 0.001. From Figs. 9 and 10 it follows that in both cases, the supercrystal's optical response behaves in a bistable fashion. On swiping the external field magnitude |Ω 0 | up, the system follows the lower branch of the steady state characteristics until it reaches the high-field turning point. Then it abruptly jumps up to the upper stable branch. Here, the system is saturated. On swiping |Ω 0 | down, the system is remaining on the upper branch until |Ω 0 | reaches the low-field turning point, where the system abruptly jumps down to the lower branch, forming finally the hysteresis loop. The negative-slope branches are not accessible in the adiabatic numerical experiment.
C. Discussion
As was shown above, the system under consideration demonstrates a very rich optical dynamics: multistability, periodic and aperiodic aperiodic self-oscillations, and dynamical chaos. The origin of such a behavior is derived from the secondary field produced by the SQDs, which depends on the current state of SQDs. This can provide a strong enough positive feedback resulting finally in instabilities. On neglecting the secondary field, all above mentioned effects disappear.
Below, we discuss the principal nonlinearities responsible for the exotic SQD supercrystal optical response. For an illustration, let us consider Eqs. (5d) and (5e). Substituting into Eqs. (5d) and (5e) the expression (5g) for the field Ω, one getṡ
As is seen, these equations contain a number of nonlinear terms, however a special attention should be paid to the first terms in the right-hand side, which describe the oscillations and decay of the off-diagonal density matrix element ρ 21 and ρ 32 . It is found that the secondary field results in an additional frequency detuning ∆ L Z 21 and damping γ R Z 21 for ρ 21 and, respectively, µ 2 ∆ L Z 32 and µ 2 γ R Z 32 for ρ 32 , depending on the corresponding population differences Z 21 and Z 32 . Thus, a renormalization is evident:
for the transition 2 ↔ 1, and
for the transition 3 ↔ 2. Before the external field is switched on, the population difference Z 21 = −1, whereas Z 32 = 0, because the states |2 and |3 are unpopulated. Accordingly, only the lower (1 ↔ 2) transition experiences the above mentioned renormalization, whereas the higher (2 ↔ 3) transition does not. So the starting parameters are: the actual detuning away from the resonance 1 ↔ 2 and the decay rate of the latter acquire values ∆ 21 − |∆ L | and 1/2 + γ R , respectively. As |∆ L | ∆ 21 and γ R 1/2, namely ∆ L and γ R determine the resonance detuning and the decay rate of the 1 ↔ 2 transition. All other resonance detunings and decay rates keep their bare values.
On switching the external field on, the system starts to evolve and react on the excitation in such a way that the secondary field, created by the system polarization and being in antiphase with the external field, almost compensates the latter. Indeed, let us consider the initial (linear) steady-state stage. Under this condition, the major contribution to the secondary field comes from ρ 21 which is given by
According to this, for the total field Ω one gets
From Eq. (11), it follows that for values of ∆ 21 ≤ 100, γ R = 100, and |∆ L | = 1000 used in our calculations, the inequality |Ω| |Ω 0 | is always fulfilled, i.e., the secondary field destructively interferes with the incident field.
This (linear) stage holds until the acting field magnitude |Ω| becomes comparable with or larger than unity, |Ω| 1. From this onwards, the system enters the strong excitation regime. Accordingly, the dynamic shifts ∆ L Z 21 starts to increase, whereas µ 2 ∆ L Z 32 to decrease, improving the initially off-resonance situation towards a better resonance with both transitions. As a result, a redistribution of the level populations and the competition between transitions come into play, which finally creates conditions for emerging instabilities (see for more details Ref. 48) .
The bistability and hysteresis loop are ensured by the parameters ∆ L , γ R , and ∆ B which are chosen in the calculations. They are well above the bistability threshold. [49, 50] V. REFLECTANCE In our analysis of the layer's nonlinear response we used the total field Ω acting on an emitter. In an experiment, the reflected or transmitted fields are commonly detected. These two fields differ from the total field: they are determined by the fare-zone part of Ω and are given by the following expressions:
The reflectance and transmittance, R and T , respectively, are then defined as
Let us look first at the linear regime of excitation and restrict ourselves to analyzing reflectance. Substituting Eq. (10) into Eq. (13), for the reflectance R we get
From this expression it follows that for the detuning ∆ 21 ≤ 100 used in our calculations, the reflectance R 1, because |∆ L | ∆ 21 , γ R . Nevertheless, all features of the mean field Ω found in our study will be mirrored in the reflected field Ω refl and the reflectance as well.
Remarkably, if we are in the vicinity of the resonance renormalized by the near field, i. e., ∆ 21 ≈ −∆ L , the reflectance of the system is close to unity, R ≈ 1. Thus, in this region of frequencies, the SQD supercrystal appears to be a perfect reflector. Recently, it has been reported that on the basis of a monolayer of MoSe 2 , an atomically thin mirror can be realized. [51, 52] Our considered supercristall represents one more example of such a system but it offers various ways to control the properties of the mirror and the working frequency range by geometry and material choice.
It is of great interest to look at the nonlinear behaviour of the reflectance in the vicinity of ∆ 21 = −∆ L . We performed calculations of the ∆ 21 -dependence of the reflectance R in the range of ∆ 21 ≤ −∆ L (above the renormalized resonance). The results almost do not depend on the biexciton binding energy ∆ B , so for the illustration purpose, we chosen ∆ B = 50. Figure 11 shows the corresponding result. From Fig. 11 one observes that at the exact resonance (∆ 21 = −∆ L ), the reflectance monotonously decreases (from almost unity) on increasing the external field magnitude |Ω 0 |. This behavior has its natural explanation in the population difference dependence of the actual de-
on excitation, the system goes away from the renormalized resonance (∆ 21 = −∆ L , ∆ 21 = 0) and the reflectance reduces accordingly.
By contrast, if the system is far from the renormalized resonance (above, ∆ 21 ≤ −∆ L ), the low-field reflectance drops down and perfectly follows Eq. (14) . Increasing the applied field magnitude |Ω 0 | and subsequent excitation of the system improves the resonance conditions as ∆ 21 − ∆ L Z 21 → 0, that manifests itself in high reflectance, R ≈ 1. Furthermore, starting some critical value of ∆ 21 , namely ∆ th 21 = 850 for the set of parameters used, the reflectance becomes three-valued, indicating the existence of the optical bistability. The critical value ∆ th 21 = 850 is in a good agreement with the theoretical estimate within a framework of an effective two-level model, ∆ 21 = −∆ L − √ 3γ R ≈ 827. [16] A small deviation from the calculated value originates from the fact that the system under consideration has an additional biexciton level, a small admixture of which slightly affects the threshold value.
VI. SUMMARY AND OUTLOOK
We conducted a theoretical study of the optical response of a two-dimensional semiconductor quantum dot supercrystal subject to a single-frequency quasiresonant excitation. An isolated SQD was modeled as a three-level ladder-like system with the ground, one-exciton and biexciton states. The set of parameters used in our study is typical for SQDs emitting in the visible range, such as, for instance, CdSe and CdSe/ZnSe. We took into account the SQD-SQD interaction within the framework of the mean-field approximation. An exact method of solving the nonlinear steady-state problem, developed in the paper, allowed us to reveal the fact that the system's response can be multivalued. Analyzing the Lyapunov exponents, we found windows of stability and instability of different branches of the steady-state solutions. It turned out that the supercrystal optical response might demonstrate bistability, self-oscillation, and dynamic chaos/hyperchaos under a single CW excitation. [23] The frequency of self-oscillations depends on the external field magnitude and, for the set of parameters used, falls in the THz region. We have provided a physical insight into the instabilities found, which have their origin in the competition between the ground-to-one exciton and one exciton-to-biexciton transitions, driven by the near-field SQD-SQD interactions.
On the basis of our findings, a SQD supercrystal can be viewed as (i) an all-optical bistable switch, (II) as a tunable generator of trains of THz pulses (in self-oscillation regime), and (iii) as a noise generator (in chaotic regime). In addition, the sensitivity of the supercrystal's optical response to the initial conditions, experienced in a chaotic/hyperchaotic regime, is of interest for encryption of information. [53] And finally, the 2D SQD supercrystal may act as a bistable nanosized mirror. All this makes such systems promising objects for practical applications in all-optical information processing and optical computing.
One problem which remains to be solved is the validity of the mean-field approximation for a sample of finite size. As a mater of fact, the surrounding of SQDs at the boundary differs from that inside the sample. Because of that, this inhomogeneity will propagate through the sample due to the SQD-SQD dipole-dipole interaction. A question arises: To what extent the finite size effects will violate the results of the mean-field (homogeneous) approximation? The same problem holds if only a part of the sample is subjected to irradiation. These issues are beyond the scope of the present paper and will be the objectives of a forthcoming study. 
− i∆ 31 + 1 2 µ 2 ρ 31 − µΩρ 21 + Ωρ 32 = 0 , (B1e)
Thus, originally the system of nine nonlinear coupled equations for the density matrix elements should be solved to find the dependence of these elements and the full field Ω on the external field Ω 0 . The two fields are related by Eq. (5g) which we rewrite here for convenience in the following form:
Traditionally, one or another numerical method of direct solution of the nonlinear system (B1a-B1f) is used. Below we propose a much more efficient and essentially linear parametric method to solve this nonlinear problem.
First, we note that Eqs. (B1a-B1f) and Eq. (B2) are invariant under the following phase transformation:
i ϕ , ρ 31 → ρ 31 e i ϕ , ρ 32 → ρ 32 e 2i ϕ (B3a)
where ϕ is an arbitrary phase. Second, Eq. (B3b) suggests that instead of (naturally) considering the external field Ω 0 to be real, one can consider the full field Ω to be real. In this case, given that Ω = Ω, the system of Eqs. (B1a-B1f) are linear in the density matrix elements if Ω is considered to be a real parameter. Hence, the system can be solved and the unique parametric dependence of the density matrix elements on Ω can be obtained. Further, Eq. (B2) provides the unique parametric dependence of the external field Ω 0 on the real full field Ω.
Finally, the sought dependencies of the density matrix elements on the external field Ω 0 are obtained in the parametric way, varying the real Ω within an appropriate interval of values. To recover the "traditional" case, in which the external field Ω 0 is real, the transformations (B3) can be used with the phase ϕ given by:
To conclude, we note that our proposed method is general for a whole class of the steady-state Maxwell-Blochlike equations and can be applied for a broad range of systems.
