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Abstract
Modeling of high order multivariate probability distribution is a difficult
problem which occurs in many fields. Copula approach is a good choice for
this purpose, but the curse of dimensionality still remains a problem. In this
paper we give a theorem which expresses a multivariate copula by using only
some lower dimensional ones based on the conditional independences between
the variables. In general the construction of a multivariate copula using this
theorem is quite difficult, due the consistency properties which have to be
fulfilled. For this purpose we introduce the sample derivated copula, and
prove that the dependence between the random variables involved depends
just on this copula and on the partition. By using the sample derivated
copula the theorem can be successfully applied, in order to to construct a
multivariate discrete copula by using some of its marginals.
Keywords:
Multivariate copula, Junction tree, Conditional independence, Sample
derivated copula.
1. Introduction
First we motivate why should we model the multivariate distribution
by copulas from an information theoretical point of view. The information
content of a multivariate probability distribution depends only on its copula
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density. In [12] and [1] one can see this result for the two-dimensional case
and the same is true for more dimensions, too.
In this paper we prove a theorem which links the multivariate probability
distribution assigned to a junction tree to the multivariate copula. It is
known that the probability distribution assigned to a junction tree uses the
conditional independence structure underlying the random variables so the
copula introduced here will have this property, too.
In this introductory part we describe the main concepts and introduce
the notations which we will use in the paper. In the second section we prove
a theorem which links a multivariate copula to the junction tree probability
distribution. In the third section we will introduce the concept of Sample
Derivated Copula (SDC) which makes possible the exploitation of the con-
ditional independences between the random variables. We prove that the
information content of the probability distribution given by a partition set
depends only on the SDC. In the fourth section we apply the junction tree
approach to the SDC.
We finish the paper with conclusions and possible applications.
Let V = {1, . . . , n} be a set of vertices. A hypergraph is a set V of vertices
together with a set Γ of subsets of V . A hypergraph is acyclic if no elements
in Γ are subsets of other elements, and if the elements of Γ can be ordered
(K1, . . . , Km) to have the running intersection property : for all j ≥ 2, exists
i < j : Ki ⊇ Kj ∩ (K1 ∪ . . . ∪Kj−1) [8].
It is convenient to introduce the so called separator sets Sj = Kj ∩ (K1 ∪
. . . ∪Kj−1), where S1 = φ.
We note here that if Rj = Kj\Sj then Sj separates (in graph terms) the
vertices in Rj from the vertices in (K1 ∪ . . . ∪Kj−1)\Sj.
We mention here that a hypergraph (V,Γ) is acyclic if and only if Γ can be
considered to be the set of cliques of a chordal (triangulated) graph [9],[16].
In the following we consider acyclic hypergraphs with the property that
the union of all sets in Γ is V . We denote the separator set by S and refer
to the acyclic hypergraph as (V,Γ,S).
Let V = {1, 2, . . . , n} be the set of indices of the continuous random vari-
ables X = {X1, . . . , Xn}. We suppose that the probability density functions
of X1, . . . , Xn exist and denote them by fX1 , . . . , fXn.
We need the following notations:
• FXi(xi) = P (Xi < xi;Xj = ∞ for all j 6= i) stands for the univariate
marginal cumulative distribution function corresponding to the variable
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Xi,
• The joint probability density function and the joint cumulative dis-
tribution function of (X1, . . . , Xn)
T is denoted by fX(x) and FX(x),
respectively,
• D = {i1, . . . , id} ⊂ V , XD = (Xi1 , . . . , Xid)
T , xD = (xi1 , . . . , xid)
T ,
• The d-th order marginal probability density function and the d-the
order marginal cumulative distribution function of XD is denoted by
fXD(xD) and FXD(xD),respectively.
Having these notations we give the concept of the junction tree. It is
known that the junction tree encodes the conditional independences between
the variables. Let us remark here that from now on the indices of the random
variables are assigned to the nodes of a graph. In the graph a set of nodes
B separates a set of nodes A from another set of nodes C, where A,B,C are
disjoint subsets of V , if and only if XA and XC are conditionally independent
with respect to XB (see the definition of the Markov random field).
Definition 1. A junction tree over X is a cluster tree, which is assigned to
an acyclic hypergraph (V,Γ,S) as follows:
1) Each cluster of the cluster tree consists of a subset XK of X , where
K ∈ Γ. To each cluster is assigned the joint marginal density function
fXK (xK);
2) Each edge connecting to clusters is called separator and consists of a
subset XS of X , where S is a separator set. To each separator there is
assigned the marginal probability density function fXS (xS);
3) The union of all clusters is X .
Definition 2. A junction tree probability distribution is a probability dis-
tribution assigned to the junction tree in the following way:
fX (x) =
∏
K∈Γ
fXK (xK)∏
S∈S
(
f
XS
(xS)
)vs−1 ,
where vS is the number of those clusters which contain all the variables of
XS.
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It is useful to note here that since in the hypergraph (V,Γ,S) Sj sepa-
rates (in graph terms) the vertices in Rj = Kj − Sj from the vertices in
(K1 ∪ . . . ∪Kj−1) − Sj the random variables with indices in Rj = Kj − Sj
and the variables with indices in (K1 ∪ . . . ∪Kj−1) − Sj are conditionally
independent with respect to the variables with indices in Sj .
Remark 1. Since the junction tree is assigned to an acyclic hypergraph,
the running intersection property stands for the junction tree, too. It can be
reformulated as follows. If two clusters contain a random variable, then all
clusters on the path between these clusters contain this random variable.
First we call back the concept of copula and formulate the Sklar’s theorem
(see [3] and [13]).
Definition 3. A function C : [0; 1]d → [0; 1] is called a d-dimensional copula
if it satisfies the following conditions:
1) C (u1, . . . , ud) is increasing in each component ui,
2) C (u1, . . . , ui−1, 0, ui+1, . . . , ud) = 0 for all uk ∈ [0; 1], k 6= i, i = 1, . . . , n,
3) C (1, . . . , 1, ui, 1, . . . , 1) = ui for all ui ∈ [0; 1] , i = 1, . . . , d,
4) C is d-increasing, i.e for all (u1,1, . . . , u1,d) and (u2,1, . . . , u2,d) in [0; 1]
d
with u1,i < u2,i for all i, we have
2∑
i1=1
· · ·
2∑
id=1
(−1)
d∑
j=1
ij
C (ui1,1, . . . , uid,d) ≥ 0.
Due to Sklar’s theorem if X1, . . . , Xd are continuous random variables
defined on a common probability space, with the univariate marginal cdf’s
FXi (xi) and the joint cdf FX1,...,Xd (x1, . . . , xd) then there exists a unique
copula function CX1,...,Xd (u1, . . . , ud) : [0; 1]
d → [0; 1] such that by the sub-
stitution ui = Fi (xi) , i = 1, . . . , d we get
FX1,...,Xd (x1, . . . , xd) = CX1,...,Xd (F1 (x1) , . . . , Fd (xd))
for all (x1, . . . , xd)
T ∈ Rd.
In the following we will use the vectorial notation FXD (xD) = CXD (uD),
where uD =
(
FXi1 (xi1) , . . . , FXid (xid)
)T
.
We need the following assertion:
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fXi1 ,...Xid (xi1 , . . . , xid) =
=
∂dFXi1 ,...Xid (xi1 , . . . , xid)
∂xi1 · · ·∂xid
=
∂dCXi1 ,...,Xid
(
FXi1 (xi1) , . . . , FXid (xid)
)
∂xi1 · · ·∂xid
=
∂dCXi1 ,...Xid (ui1, . . . , uid)
∂ui1 · · ·∂uid
∣∣∣∣∣uik=FXik (xik),
k=1,...d
·
d∏
k=1
∂FXik (xik)
∂xik
= cXi1 ,...Xid
(
FXi1 (xi1) , . . . , FXid (xid)
)
·
d∏
k=1
fXik (xik)
In vectorial notation this can be written as
fXD (xD) = cXD (uD) ·
∏
ik∈D
fXik (xik) (1)
and from (1) we get
cXD (uD) =
fXD (xD)∏
ik∈D
fXik (xik)
(2)
2. The multivariate copula associated to a junction tree probability
distribution.
Theorem 1. The copula density function associated to a junction tree prob-
ability distribution
fX (x) =
∏
K∈Γ
fXK (xK)∏
S∈S
[fXS (xS)]
vS−1
,
is given by
cX (uV ) =
∏
K∈Γ
cXK (uK)∏
S∈S
[cXS (uS)]
vS−1
. (3)
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Proof.
fX (x) =
∏
K∈Γ
fXK (xK)∏
S∈S
[fXS (xS)]
vS−1
=
∏
K∈Γ
cXK (uK) ·
∏
ik∈K
fXik (xik)
∏
S∈S
[
cXS (uS) ·
∏
ik∈S
fXik (xik)
]vS−1 . (4)
The question that we have to answer is how many times appears in the
nominator respectively in the denominator the probability density function
fXi (xi) of each Xi random variable.
Since
⋃
K∈Γ
XK = X for each random variable Xi ǫX , fXi (xi) appears at
least once in the nominator.
Now we prove that in the junction tree over X the number of clusters
which contain a variable Xi is greater with 1 than the number of separators
which contain the same variable. This is true for all i = 1, . . . , n. This means
# {K ∈ Γ|Xi ∈ XK} =#{S ∈ S|Xi ∈ XS}+ 1.
For a variable Xi we denote #{S ∈ S|Xi ∈ XS} by t.
Case: t = 0.
The statement is a consequence of the definition of junction tree, that is
the union of all clusters is X , so every variable have to appear at least in one
cluster. Xi can not appear in two clusters, because in this case there should
exist a separator which contain Xi too, and we supposed that there is not
such a separator (t = 0)
Case: t > 0
If two clusters contain the variable Xi, then every cluster from the path
between the two clusters contain Xi (running intersection property). From
this results that the clusters containing Xi are the nodes of a connected
graph, and this graph is a tree. If this tree contain t separator sets then it
contains t+1 clusters. All of these separators contain Xi, and each separator
connects two clusters. So there will be t + 1 clusters that contain Xi.
Applying this result in formula (4) after simplification we obtain
fX (x) =
∏
K∈Γ
cXK (uK)
n∏
i=1
fXi (xi)∏
S∈S
[cXS (uS)]
vS−1
.
Dividing both sides by
n∏
i=1
fXi (xi) we obtain
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fX (x)
n∏
i=1
fXi (xi)
=
∏
K∈Γ
cXK (uK)∏
S∈S
[cXS (uS)]
vS−1
. (5)
Equations (2) and (5) prove the statement of the theorem.
We saw that if the conditional independence structure underlying the
random variables makes possible the construction of a junction tree, then
the multivariate copula density associated to the joint probability distribu-
tion can be expressed as a product and fraction of lower dimensional copula
densities.
A logical question is the following. What conditions are necessary for (5)
to be a copula density? It is easy to see that the product and fraction of
copulas are positive. So
c (u) =
∏
K∈Γ
c
K
(uK)∏
S∈S
[c
S
(uS)]
vS−1
will be a copula density if and only if
∫
[0;1]n
∏
K∈Γ
c
K
(uK)∏
S∈S
[c
S
(uS)]
vS−1
du = 1.
This happens if the following consistency conditions are fulfilled for all con-
nected clique pairs Ki and Kj :
∫
[0;1]
#{Ki\Sij}
c
Ki
(uKi) duKi\Sij =
∫
[0;1]
#{Kj\Sij}
c
Kj
(
uKj
)
duKj\Sij ,
where Sij = Ki ∩ Kj . We emphasize here that all cliques are subsets of the
set Γ of the acyclic hypergraph (V,Γ,S).
These conditions are fulfilled if c
Sij
(
uSij
)
are marginal probability densi-
ties of cKi (uKi), whenever Sij connects a cluster Ki. This can be expressed
by terms of copula function as follows.
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For {k1, . . . , km} = Ki and {s1, . . . , sl} = Sij, {s1, . . . , sl} ⊂ {k1, . . . , km}
stands Cm (uk1, . . . , ukm) = Cl (us1, . . . , usl) for uki = 1, when ki /∈ Sij . Usu-
ally this condition is not fulfilled by copulas.
Finding multivariate copulas which fulfill the consistency conditions is
not a trivial task.
A special type of conditional independence, when the graph underlying
the random variables is starlike, is treated in [19]. Another type of special
multivariate copula where the underlying conditional independence graph is
a tree can be found in [6].
For discrete random variables, the conditional independences are ex-
ploited by the Markov random fields. In physics for two-valued random
variables it is known the Ising model. In these cases the random variables
take on a few values only. However many times the problem is hard. The
great advantage of using the discrete approach is that the marginal proba-
bility distributions involved fulfill the consistency conditions ( see [17] and
[18]).
If we have an i.i.d. sample of size N from a continuous joint probabil-
ity distribution then for each random variable we have N different values.
For this case, the empirical copulas were introduced and first studied by P.
Deheuvels in [5] who called them empirical dependence functions. Later in
[10] and [11] there were introduced the so called discrete copulas. About
the two-dimensional empirical copulas one can read in Nelsen’s introductory
book (see [13]). In the case when we are dealing with a sample drawn from
a continuous joint probability distribution the size of these random variables
would be too large, so we will apply a uniform partition and define the so
called sample derivated copula.
3. The sample derivated copula.
Let X1, . . . , Xn be continuous random variables in the same probability
field. Let
x11, . . . , x
1
n
x21, . . . , x
2
n
...
xN1 , . . . , x
N
n
(6)
be an i.i.d. sample of size N taken from the joint probability distribution of
the random vector (X1, . . . , Xn)
T .
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As any sample element occurs two times in the sample with probability
zero, we can suppose that the sample elements are different.
We denote the set of the values of Xi in the sample by Λi. This set
contains N values, for each random variable. The theoretical range of the
continuous random variable Xi will be denoted by Λi. For every i we denote
by λmi = minΛi ∈ R and by λ
M
i = maxΛi ∈ R. We suppose for simplicity
that minΛi 6= minΛi and maxΛi 6= maxΛi For each random variable Xi we
define a partition of Λi by Pi =
{
xpi0 = λ
m
i , x
pi
1 , . . . , x
pi
mi−1
, xpimi = λ
M
i
}
with
the following properties:
• For each random variable Xi, each interval
(
xpij−1; x
pi
j
]
, j = 1, . . . , mi
contains a given ni =
N
mi
∈ N number of values from the set Λi.
• Each xpij ∈ Λi, j = 1, . . . , mi − 1.
The partition with the above properties will be called uniform partition.
We denote by P the set of partitions {P1, . . . ,Pn}.
Let be X˜i the categorical random variable associated to the random vari-
able Xi:
P (X˜i ∈
(
xpij−1; x
pi
j
]
) =
1
mi
, j = 1, . . . , mi.
We assign to each xi ∈
(
xpij−1; x
pi
j
]
the number uij =
j
mi
, j = 0, . . . , mi.
Obviously ui0 = 0 and u
i
mi
= 1. Let Λ˜i =
{
uij|j = 0, . . . , mi
}
. So we can
define the following discrete uniform random variables:
U˜i =
 u
i
0 u
i
1 . . . u
i
mi−1
uimi
0
1
mi
. . .
1
mi
1
mi
 , i = 1, . . . , n.
Now we transform the sample (6) using the above assignment. We denote
the transformed sample by T .
Definition 4. The function c˜ :
n∏
i=1
Λ˜i → R defined by
(
u1k1, . . . , u
n
kn
)
7→ c˜
(
u1k1, . . . , u
n
kn
)
=
#
{
(u1k1, . . . , u
n
kn
) ∈ T
}
N
, ki = 0, . . . , mi
will be called sample derivated copula distribution.
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Remark 2. The maximum number of different vectors what the above de-
fined sample derivated copula can take on equals to
n∏
i=1
mi.
Definition 5. The function C˜Pn :
n∏
i=1
Λ˜i ⊂ [0; 1]
n → [0; 1] defined by
(
u1k1, . . . , u
n
kn
)
7→ C˜Pn
(
u1k1, . . . , u
n
kn
)
=
=
#
{
(u1k1, . . . , u
n
kn
) ∈ T | u1 ≤ u
1
k1
, . . . , un ≤ u
n
kn
}
N
will be called sample derivated copula.
Throughout the paper we use the notation C˜n instead of C˜
P
n .
Theorem 2. The sample derivated copula is a copula.
Proof. 1) It is evident that C˜n is increasing in its each component.
2) If exists s such that usks = 0 then C˜n
(
u1k1, . . . , u
s−1
ks−1
, 0, us+1ks+1 . . . , u
n
kn
)
=
0. This follows directly from the definition. The sample do not contain
any vector with a negative coordinate.
3) If for all s 6= l we have usks = 1 then
C˜n
(
1, . . . 1, ulkl, 1 . . . , 1
)
=
=
#
{
(u1, . . . , us, . . . un) ∈ T | us ≤ 1, ∀s 6= l and ul ≤ u
l
kl
}
N
=
=
1
N
kl−1∑
0
nl =
nl · kl
N
=
kl
ml
= ulkl
4) C˜n is n-increasing as it is a cumulative probability distribution function.
Remark 3. The sample derivated copula differs, from the empirical copula
[5] and the discrete copula [10], [11]. One of the differences is that the cardinal
of Λ˜i is not necessary the same for all i = 1, . . . , n. Another difference is that
a marginal variable can take the same value in more than one vector (since
mi < N).
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Theorem 3. The sample derivated copula has the following consistency prop-
erty. If all variables usks = 1 for s ∈ V \ {l1, . . . , lq} then
C˜n
(
u1k1, . . . , u
n
kn
)
= C˜q
(
u1l1, . . . , u
q
lq
)
.
Proof.
C˜n
(
u1k1, . . . , u
n
kn
)
=
=
#
{
(u1, . . . , un) ∈ T | us ≤ 1, s ∈ V \ {l1, . . . , lq} , uli ≤ u
i
li
, i = 1 . . . q
}
N
=
=
#
{
(u1, . . . , un) ∈ T | uli ≤ u
i
li
, i = 1 . . . q
}
N
=
= C˜q
(
u1l1, . . . , u
q
lq
)
.
Remark 4. In general copulas do not fulfill the consistency property..
Remark 5. This theorem assures the consistency statements that we need
when constructing junction tree like copulas.
At the end of this part we convince the reader from an information theo-
retical point of view why should one use the uniform partition and the sample
derivated copula.
In the following we suppose that each Λi, i = 1, . . . , n is partitioned in the
same number of mi, i = 1, . . . , n intervals as in the previous case. We denote
now the partitioning points by ypij , j = 0, 1, . . . , mi; i = 1, . . . , n. This par-
tition is arbitrary (for example equidistant) which has not the property that
each interval contains the same number of sample elements. The partition
of Λi is given by
{
ypij | j ∈ {0, 1, . . . , mi}
}
and is denoted by P ′i. We denote
by P ′ the set of partitions P ′1, . . . ,P
′
n.
We denote the number of values of the variableXi belonging to
(
ypij ; y
pi
j+1
]
∩
Λi by k
i
j.
Let Y˜i be the categorical random variable associated to Xi:
P
(
Y˜i ∈
(
ypij ; y
pi
j+1
])
=
kij
N
, j = 0, 1, . . . , mi,
where
mi∑
j=1
kij
N
= 1.
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The entropy of Xi determined by the partition P
′
i is:
HP ′i (Xi) = H
(
Y˜i
)
= −
mi∑
j=1
kij
N
log
kij
N
, i = 1 . . . n.
It can be seen that the entropy HP ′i (Xi) depends on the number of intervals
mi and on k
i
j.
We introduce the following notation:
qX1,...,Xnj1,...,jn = P
(
X1 ∈
(
yp1j1−1; y
p1
j1
]
, X2 ∈
(
yp2j2−1; y
p2
j2
]
, . . . , Xn ∈
(
ypnjn−1; y
pn
jn
])
,
where ji = 1, . . . , mi, i = 1, . . . , n.
The joint probability distribution determined by the partition P
′
has the
joint entropy:
HP ′ (X1, . . . , Xn) = −
m1∑
j1=1
· · ·
mn∑
jn=1
qX1,...,Xnj1,...jn log2 q
X1,...,Xn
j1,...jn
.
The information content of the joint probability distribution determined by
the partition P
′
is:
IP ′ (X1, . . . , Xn) =
n∑
i=1
HP ′
i
(Xi)−HP ′ (X1, . . . , Xn) =
= −
n∑
i=1
mi∑
j=1
kij
N
log
kij
mi
+
m1∑
j1=1
· · ·
mn∑
jn=1
qX1,...,Xnj1,...jn log2 q
X1,...,Xn
j1,...jn
.
(7)
Remark 6. In this case the information content depends on the number of
intervals mi, the number of values in each one dimensional interval k
i
j, and
the probabilities of belonging to the n-dimensional intervals.
If we regard the uniform partition P then the entropy of Xi is:
HPi (Xi) = H
(
X˜i
)
= −
mi∑
j=1
1
mi
log
1
mi
= logmi, i = 1, . . . , n.
The entropy HPi (Xi) depends just on the number of intervals mi.
We express now the probability
pX1,...,Xnj1,...jn = P
(
X1 ∈
(
xp1j1−1; x
p1
j1
]
, . . . , Xn ∈
(
xpnjn−1; x
pn
jn
])
=
P
(
U˜1 = uj1, . . . , U˜n = ujn
)
= c˜ (uj1, . . . , ujn)
12
The joint probability entropy associated to the partition is:
HP (X1, . . . , Xn) = −
m1∑
j1=1
· · ·
mn∑
jn=1
pX1,...,Xnj1,...jn log2 p
X1,...,Xn
j1,...jn
=
= −
m1∑
j1=1
· · ·
mn∑
jn=1
c˜ (uj1, . . . , ujn) log2 c˜ (uj1, . . . , ujn) .
The information content determined by the partition P is:
IP (X1, . . . , Xn) =
n∑
i=1
HPi (Xi)−HP (X1, . . . , Xn) =
=
n∑
i=1
logmi +
m1∑
j1=1
· · ·
mn∑
jn=1
c˜ (uj1, . . . , ujn) log2 c˜ (uj1, . . . , ujn)
(8)
Remark 7. If we suppose that for all i = 1, . . . , n the number of intervals
mi is the same for the two discussed cases then comparing formulas (7) and
(8) we can see that in the case of partition P the information content does
not depend on the first sum of formula (8) but only on the sample derivated
copula.
4. The junction tree approach applied to the sample derivated cop-
ula.
We introduced the sample derivated copula as a discrete probability distri-
bution with uniform marginals. We proved for this special copula in Theorem
3 that the consistency properties are fulfilled.
Let V = {1, . . . , n} be again a set of vertices. Let be defined an acyclic hy-
pergraph over V . We denote by Γ and S the set of clusters and separators of
the hypergraph which determine a junction tree J . The marginal probability
distributions associated to the clusters K = {i1, . . . , it} ∈ Γ are denoted by
c˜K
(
U˜K
)
= c˜i1,...,it
(
U˜i1 , . . . , U˜it
)
. The marginal probability distributions as-
sociated to the separators are denoted in the same way by c˜S
(
U˜S
)
. The joint
discrete copula is shortly denoted by c˜
(
U˜
)
and the univariate marginals by
c˜i
(
U˜i
)
, i = 1, . . . , n .
In this section we are going to use the following popular notation:∑
u
f
(
U˜
)
=
m1∑
i1=1
. . .
mn∑
in=1
f
(
U˜1 = u
1
i1
, . . . , U˜n = u
n
in
)
,
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where ukik , ik = 1, . . . , mk are the possible values of the random variable
U˜k, k = 1, . . . , n and f is an arbitrary n-dimensional function. This simplified
notation is used for the products, too.
Definition 6. The junction tree distribution given by
c˜J
(
U˜
)
=
∏
K∈Γ
c˜K
(
U˜K
)
∏
S∈S
[
c˜S
(
U˜S
)]vS−1 , (9)
where vS is the number of clusters connected by the separator S, is called
copula junction tree distribution, or shortly junction tree copula.
The problem is finding the junction tree copula which fits to the sample
derivated copula. The goodness of fitting will be quantified by the Kullback-
Leibler divergence [4].
Theorem 4. The Kullback-Leibler divergence between the approximation (9)
and the sample derivated copula c˜
(
U˜
)
is given by the formula:
KL
(
c˜J
(
U˜
)
, c˜
(
U˜
))
=
= −H
(
U˜
)
−
[ ∑
K∈Γ
I
(
U˜K
)
−
∑
S∈S
(vS − 1) I
(
U˜S
)]
+
n∑
i=1
log2mi.
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Proof.
KL
(
c˜J
(
U˜
)
, c˜
(
U˜
))
=
=
∑
u
c˜
(
U˜
)
log2
c˜
(
U˜
)
c˜Γ
(
U˜
) =∑
u
c˜
(
U˜
)
log2 c˜
(
U˜
)
−
∑
u
c˜
(
U˜
)
log2 c˜Γ
(
U˜
)
=
= −H
(
U˜
)
−
∑
u
c˜
(
U˜
)
log2
∏
K∈Γ
c˜K
(
U˜K
)
∏
S∈S
[
c˜S
(
U˜S
)]vS−1 = −H (U˜)−
−
∑
u
c˜
(
U˜
)[
log2
∏
K∈Γ
c˜K
(
U˜K
)
− log2
∏
S∈S
[
c˜S
(
U˜S
)]vS−1]
=
= −H
(
U˜
)
−
∑
u
c˜
(
U˜
)
log2
∏
K∈Γ
c˜K
(
U˜K
)
+
+
∑
u
c˜
(
U˜
)
log2
∏
S∈S
[
c˜S
(
U˜S
)]vS−1
.
We add and substract the sum:∑
u
c˜
(
U˜
)
log2
∏
K∈Γ
∏
i∈K
c˜i
(
U˜i
)
. (10)
It follows from the definition of the junction tree that
⋃
K∈Γ
K = V , and each
variable belongs once more in the clusters as in the separators. So by adding
and substracting (10) we obtain the following:
KL
(
c˜J
(
U˜
)
, c˜
(
U˜
))
= −H
(
U˜
)
−
∑
u
c˜
(
U˜
)
log2
∏
K∈Γ
c˜K
(
U˜K
)
∏
K∈Γ
∏
i∈K
c˜i
(
U˜i
)+
+
∑
u
c˜
(
U˜
)
log2
∏
S∈S
[
c˜S
(
U˜S
)]vS−1
∏
S∈S
[∏
i∈S
c˜i
(
U˜i
)]vS−1 −∑
u
c˜
(
U˜
)
log2
n∏
i=1
c˜i
(
U˜i
)
=
15
= −H
(
U˜
)
−
∑
u
c˜
(
U˜
) ∑
K∈Γ
log2
c˜K
(
U˜K
)
∏
i∈K
c˜i
(
U˜i
)+
+
∑
u
c˜
(
U˜
) ∑
S∈S
log2
[
c˜S
(
U˜S
)]vS−1
[∏
i∈S
c˜i
(
U˜i
)]vS−1 −∑
u
c˜
(
U˜
) n∑
i=1
log2 c˜i
(
U˜i
)
.
Since the sample derivated copula has the property that all c˜K
(
U˜K
)
,
c˜S
(
U˜S
)
, c˜i
(
U˜i
)
are consistent marginals of c˜
(
U˜
)
(see Theorem 3) we have
the following relations:
•
∑
u
c˜
(
U˜
) ∑
K∈Γ
log2
c˜K
(
U˜K
)
∏
i∈K
c˜i
(
U˜i
) =
=
∑
K∈Γ
∑
uk
c˜K
(
U˜K
)
log2
c˜K
(
U˜K
)
∏
i∈K
c˜i
(
U˜i
) = ∑
K∈Γ
I
(
U˜K
)
;
•
∑
u
c˜
(
U˜
) ∑
S∈S
log2
[
c˜S
(
U˜S
)]vS−1
[∏
i∈S
c˜i
(
U˜i
)]vS−1 =
=
∑
S∈S
∑
uS
(vS − 1) c˜S
(
U˜S
)
log2
c˜S
(
U˜S
)
∏
i∈S
c˜i
(
U˜i
) = ∑
S∈S
(vS − 1) I
(
U˜S
)
;
• −
∑
u
c˜
(
U˜
) n∑
i=1
log2 c˜i
(
U˜i
)
=
n∑
i=1
H
(
U˜i
)
=
n∑
i=1
log2mi;
Here I
(
U˜K
)
, I
(
U˜S
)
are the information content of the probability distri-
bution of the marginals c˜K
(
U˜K
)
and c˜S
(
U˜S
)
(see [4]).
By the substitution of these assertions we obtain:
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KL
(
c˜J
(
U˜
)
, c˜
(
U˜
))
=
= −H
(
U˜
)
−
[ ∑
K∈Γ
I
(
U˜K
)
−
∑
S∈S
(vS − 1) I
(
U˜S
)]
+
n∑
i=1
log2mi.
Remark 8. The difference
n∑
i=1
log2mi−H
(
U˜
)
does not depend on the junc-
tion tree structure.
Definition 7. The difference∑
K∈Γ
I
(
U˜K
)
−
∑
S∈S
(vS − 1) I
(
U˜S
)
is called the weight of the junction tree copula.
It is easy to see that in order to find a better approximation using junction
trees, wee have to find the junction tree having the largest weight.
Finding the best fitting k-width junction tree, (the largest cluster contains
k elements) for k > 2 is an NP-hard problem. For k = 2 the problem is similar
to the Chow-Liu approximation [2]. In this case it is possible to find the best
fitting second order junction tree by Kruskal’ or Prim’ algorithm.
For k ≥ 3 it can be successfully used a heuristic approach introduced by
the authors in [7] and [14]. The idea is the fitting of a special kind of junction
tree, called t-cherry junction tree.
5. Conclusions and possible applications
One of the advantages of the junction tree copula is that it reveals some
of the conditional independences between the variables involved. This kind
of dependence structure is not exploited by the copula function. Another
advantage of the method is that a multivariate copula can be decomposed
into some lower dimensional sample derivated copulas.
The sample derivated copula approach is useful in cases when nothing
else is known about the probability distribution but an iid sample. If the
uniform partition is applied the whole information content depends on the
sample derivated copula.
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The copula junction tree can be used in feature selection which is a key-
question in many fields as finance, medicine and biostatistics.
We got very good numerical results in pattern recognition (see [15]). First
we applied the uniform partition to discretize continuous random variables
then constructed the t-cherry junction tree approximation. In this way we
found the informative features and so reduced the dimension of the classifier.
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