Abstract. In an asynchronous data stream, the data items may be out of order with respect to their original timestamps. This paper gives a space-efficient data structure to maintain such a data stream so that it can approximate the frequent item set over a sliding time window with sufficient accuracy. Prior to our work, Cormode et al. [3] have the best solution, with space complexity O(
Introduction
Identifying frequent items in a massive data stream has many applications in data mining and network monitoring, and the problem has been studied extensively [8, 7, 9, 6, 5, 1] . Recent interest has been shifted from the statistics of the whole data stream to that of a sliding window of recent data [1, 8] . In most applications, the amount of data in a window is gigantic when compared with the amount of memory in the processing units, and it is impossible to store all the data and to find the exact frequent items. Existing research has focused on finding space-efficient data structures to support finding approximate frequent items. The key concern is how to minimize the space so as to achieve a given level of accuracy.
Asynchronous data stream.
Most of the previous work on data streams assume that items in a data stream are synchronous in the sense that the order of their arrivals is the same as the order of their creations. This synchronous model is however not suitable to applications that are distributed in nature. For example, in a sensor network, the sink collects data transmitted from sensors over a large area, and the data transmitted from different sensors would suffer different delay. It is possible that an item created at time t at a certain sensor may arrive at the sink later than an item created after t at another sensor. From the sink's viewpoint, items in the data stream are out of order with respect to their creation times. Yet the statistics to be computed are usually based on the creation times. More specifically, an asynchronous data stream (or equivalently, out-of-order data stream) [11, 2, 3] can be considered as a sequence (a 1 , d 1 ), (a 2 , d 2 ), (a 3 , d 3 ) , . . . , where a i is the name of a data item chosen from a fixed universe Σ, and d i is an integer timestamp recording the creation time of this item. Items arriving at the data stream are in arbitrary order regarding their timestamps. Furthermore, it is possible that more than one data item has the same timestamp.
Previous work on approximating frequent items. Consider a data stream and, in particular, those data items whose timestamps fall into the last W time units (W is the size of the sliding window). An item (precisely, an item name) is said to be a frequent item if its count (i.e., the number of occurrences) exceeds a certain required threshold of the total item count. Arasu and Manku [1] were the first to study the data structures for computing approximate frequent items over a sliding window under the synchronous model (in which data items arrive in non-decreasing order of timestamps). The space complexity is O(
ε log(εB)), where ε is a user-specified error bound and B is the maximum number of items with timestamps falling into the same sliding window. Their work was later improved by Lee and Ting [8] to O( 1 ε log(εB)) space. Recently, Cormode et al. [3] has initiated the study of frequent items under the asynchronous model, and gave a solution with space complexity O(
where U = |Σ| is the number of possible item names. The earlier work on asynchronous data stream focused on a relatively simpler problem called basic counting [11, 2] . 1 In the same paper, Cormode et al. [3] improved the space complexity of basic counting to O( 1 ε log W log( εB log W )). Notice that under the synchronous model, the best data structure requires O( 1 ε log(εB)) space [4] . It is believed that there is roughly a gap of log W between the synchronous model to the asynchronous model. Yet, for frequent items, the asynchronous result of Cormode et al. [3] requires space way bigger than that of the best synchronous result (which is O( 1 ε log(εB))) [8] . This motivates us to study better solutions for approximating frequent items in the asynchronous model.
Formal definition of approximate frequent item set.
Consider an asynchronous data stream ( d 2 ) , . . . . The current time is defined to be the maximum timestamp over all items received thus far. If the current time is t, a sliding window of size W covers the time interval [t−W +1, t]. For any time interval I and any data item a, let f a (I) denote the frequency of item a in interval I, i.e., the number of items named a in the data stream with timestamps falling into I. Let Σ be the set of all possible item names. Define f * (I) = a∈Σ f a (I) to be the total number of all items in the stream with timestamps within I. 
log log(εB)) Given a user-specified error bound ε and a window size W , we want to maintain a data structure to answer any ε-approximate frequent item set query in the form (φ, W ), where φ ≥ ε and W ≤ W . The answer to such a query is a set S of item names defined as follows. Let t be the current time, and let I = [t − W + 1, t] be the current window.
(i) S contains every item a whose frequency in interval I is at least φf * (I) (i.e., f a (I) ≥ φf * (I)); and (ii) For any item a in S, its frequency in interval I is at least
For example, assume ε = 1%, then the query (10%, 10000) would return all items whose frequencies are each at least 10% of the total item count in the last 10000 time units, plus possibly some items with frequency at least 9% of the total count. The set S is also called the ε-approximate φ-frequent item set.
Our contribution. Our main result is a space-efficient data structure for computing an ε-approximate frequent item set; it uses O( 1 ε log W log( εB log W )) words, where B is the maximum number of items with timestamp in the same window of W time units. Our memory usage is much smaller than that of the algorithm in [3] , i.e., O(
ε } log U ) words. We have also improved the time complexity of the update and query operations. See Table 1 for a comparison. Interestingly, the space complexity for finding approximate frequent items can now match the best space requirement for the relatively simpler problem of approximating basic counting (i.e., O( 1 ε log W log( εB log W ))) [3] . In the asynchronous model, if a data item has a delay more than W time units, it can be immediately discarded when it arrives at the data stream. On the other hand, in many applications, the delay is relatively small when compared with the window size. This motivates us to extend the asynchronous model to consider data items that have a bounded delay. We say that an asynchronous data stream has tardiness τ if a data item created at time d must arrive at the data stream no later than a data item created at time d + τ . If we set τ = 0, the model becomes the synchronous model. If we consider τ = W , this is the asynchronous model studied above. In general, for any τ ∈ [0, W ], we adapt our approximate data structure for the frequent item set to occupy O( 1 ε log τ log( εB log τ )) space. Note that our work implies the same space complexity as the best result under the synchronous model [8] , but the underlying data structures and algorithms are more complicated than that in [8] .
Technical digest. Our improved solution to the frequent item set problem stems from two new ideas, namely, a more versatile data structure called λ-counter for bookkeeping individual data items, and a technique of exploiting multi-resolution to optimize the space for organizing the λ-counters.
The λ-counter is a generalization of the data structure proposed by Lee and Ting [8] , which estimates the number of an item within a sliding window under the synchronous model. Roughly speaking, the idea in [8] is to keep a sample of every λ item a's received, for some constant λ. In an out-of-order stream, the order of timestamps is arbitrary, and it does not make sense to sample every λ item a's in the stream. Our idea is to use an interval splitting technique, which dynamically (and erroneously) splits the current window into disjoint intervals of varying sizes but with similar number of items. An interesting point is that the splitting will inevitably introduce error, but we are able to keep the error in control. In Cormode et al.'s solution [3] , they make use of the data structure qdigest (first proposed in [10] ) for a similar purpose. Both q-digest and λ-counter allow efficient insertion of a new item. But an obvious advantage of λ-counter is that it also allows the deletion of the latest item in O(1) time. The special deletion operation allows us to have a better and simpler way to organize the λ-counters for approximating frequent item set.
Based on the new λ-counters, it is not difficult to adapt Lee and Ting's synchronous data structure for approximating frequent item set [8] to the asynchronous model. The space complexity would be O(
. The extra factor B is due to the fact that the approximation has to be within an absolute error εf * (I), where f * (I) can be as small as one and as big as B. An useful observation here is that there is a more error-sensitive way to exploit the λ-counters such that if f * (I) is restricted to be in the range [ , r] , then the space complexity for approximating frequent item set would be O(
. We call such a structure the (Y, δ)-collection (see the details in Section 3). Then we can adopt the "multi-resolution" idea of [1] to keep O(log( εB log W )) data structures, each could estimate the frequent item set with sufficient accuracy when f * (I) is in a particular range, and each requires only O(
Organization of the paper. Sections 2 and 3 present the data structures λ-counter and (Y, δ)-collection, respectively; the latter gives good estimates on the frequency of any item, when the total frequency of all items in the window is bounded by some fixed value Y . Section 4 uses the multi-resolution technique to remove the restriction on total frequency, and Section 5 shows how this data structure can identify ε-approximate frequent item set using O( 1 ε log W log( εB log W )) words of space. Finally, Section 6 extends the results for out-of-order stream with tardiness.
λ-Counter: Estimating the Frequency of a Fixed Item
This section presents a new data structure λ-counter, where λ ≥ 1 is a parameter. Let W be the window size. Each λ-counter counts only one certain item, and it maintains an estimation for the number of this item within a sliding window of W time units, for any W ≤ W . The absolute error in the estimation is at most 2λ log W . We first define a λ-counter and then present the analysis.
Definition of a λ-Counter
A λ-counter C a for an item a is simply a list of intervals
where 
Analysis of the λ-Counter
Without loss of generality, we assume that the first item or query arrives no earlier than time W . We first state a fact which can be proved easily by induction. (2) is equivalent to
The following technical lemma analyzes how well E a (t) estimates f a ([t, q k ]). We say that an update is critical to t if it splits the critical interval for t (i.e., Case 2, and the extra step is executed on the critical interval for t). The proof of the lemma is a tedious verification of Inequality (3) and will be given in full paper. 
Lemma 2. Let
We can apply Lemma 2 to obtain our main theorem, as follows. Note that if W < 4, we can use three counters to maintain the exact count of an item a. 
where n c is the number of updates critical to t cur − W + 1. Since W ≥ 4, 2λ ≤ λ log W . Note that n c ≤ log W because t cur − W + 1 is initially in an interval of size at most W and each critical update reduces the size of the critical interval by half. Since the interval length is at least 1, the theorem follows.
(Y, δ)-Collection: Estimating the Frequency of Every Item When Total Frequency Is at Most Y
Let Y be a fixed constant and δ be an error bound. This section presents a data structure (Y, δ)-collection, which maintains an estimation of the frequency of any item within a sliding window of W time units. We will define a (Y, δ)-collection and show that the absolute error of an estimation is at most δY , when the total frequency of all items within the window at most Y . In the next section, we will extend the data structure to remove this restriction. A (Y, δ)-collection is a collection of at most 24 δ λ-counters where λ = δY 10 log W . Below we assume that W ≥ 4.
2 Initially, the collection has no counter.
Updating a (Y, δ)-Collection
When an item (a, t) arrives, we update as follows. 
The following fact is easy to verify.
Fact 2. With respect to the λ-counter C a , there are at most two intervals in its list with estimates smaller than λ.
In Case 1 of the update operation, we discard some interval if (i) the total number of intervals is greater than ( 
If there is no batch-of-decrement step, by Theorem 1, the total estimate is at most
Otherwise, suppose there is a batch-of-decrement step. We first claim that Theorem 1 still holds. To see this, consider the decrement of some λ-counter C x , which essentially deletes the latest item x in the stream. If the decrement combines two intervals [p, q] and [q + 1, r] into an interval [p, r] , then the number of critical update to any time t ∈ [p, r] can be reset to 0 (because e a ([p, r]) = 0 and any item x with timestamps in [p, r] has been deleted). Furthermore, the condition that q is not a multiple of W guarantees [p, r] has size at most W . Thus, we still have Theorem 1. The decrement operations will only make the estimates smaller and thus the above inequality still holds even when there are decrements. Combining the above two inequalities and recall that λ = δY 10 log W , the lemma follows.
Estimation by a (Y, δ)-Counter
Given any W ≤ W , let I W = [t cur − W + 1, t cur ]. The (Y, δ)-collection gives an estimate Est a (I W ) of f a (I W ) for every item a as follows.
-If the (Y, δ)-collection has a λ-counter C a for item a, then Est a (I W ) is equal to the estimate
We can analyze the accuracy of the estimate given by a (Y, δ) 
Proof. We first derive an upper bound on the number of batch-of-decrement steps performed during I cur . Note that at time t cur − W , the total estimate of all intervals in the (Y, δ)-collection is at most 58 10 Y . Together with the fact that f * (I cur ) ≤ Y items arrived during I cur , the total units that can be decreased by the batch-of-decrement steps performed during I cur is at most 
The decrement operations will introduce an additional error of at most 
Estimating the Frequency of Every Item
In this section, we build a data structure D ε using (Y, δ)-collections and show that D ε can give good estimates without any restriction on the total frequency. We estimate the frequency of any item within a sliding window of the last recent W time units, for any W ≤ W . Proof. To find an estimate of f a (I W ) for any item a, we first get an estimate Est * (I W ) using the data structure in [3] . Let Y * = 2 i be the unique integer with
Finding ε-Approximate φ-Frequent Item Set
In this section, we apply the data structure in 
To find such set, we maintain the following:
, which enables us to find, for any item a, an estimate
-The data structure by Cormode et al. [3] that enables us to find an estimate Est
The following theorem suggests how to find an ε-approximate φ-frequent item set, and states the space and time complexity of the data structure. Proof. By the estimate guarantees of the two data structures and the fact that φ ≤ 1, it can be verified that any item a with f a (I W ) ≥ φf * (I W ) is in S, and any item a ∈ S has f a (I W ) ≥ (φ−ε)f * (I W ). Thus, S is an ε-approximate φ-frequent item set. The space and time complexity follow directly from Theorem 2.
Extension for a Stream with Bounded Tardiness
Recall that in an out-of-order data stream with tardniess τ ∈ [0, W ], any item (a, d) arriving at time t cur satisfies d ≥ t cur − τ ; intuitively, it guarantees that the delay of any item is at most τ . In this section, we sketch the idea for extending our data structure to take advantage of this small delay guarantee to reduce the space requirement.
Modification to λ-counter. We say that an interval [p, q] is short if its length is no more than τ +1 (i.e., p−q ≤ τ ); otherwise it is long. To take advantage of the small delay guarantee, we make some minor modification to the implementation of λ-counter. Consider any λ-counter C a . When an item (a, d) arrives at time t cur , we update C a in exactly same way as in the original implementation except for the case: d belongs to some long interval [p, q] Proof. It can be verified that the modified implementation still satisfies Lemma 2.
To prove the error bound, it suffices to prove that for any t, the number of updates that are critical to t is at most (log(τ + 1) + 1). Suppose that initially, t ∈ [p, q]. If [p, q] are short, there will be at most log(τ + 1) critical updates to t. Suppose [p, q] is long. If t > t cur , the clean-up step will add the new interval R = [t cur +1, q], and the number of critical updates to t is reset to 0. In such case, we can treat it as if t was initially in R without any update yet, and we can repeat the argument by replacing [p, q] by R.
Suppose t ≤ t cur . A divide step can split [p, s] into two new intervals and t is in one of them, say [x, y] . It can be verified that either (i) [x, y] is short, and there will be at most log(τ +1) additional critical updates to t, or (ii) y < t cur −τ and there will be no more update to [x, y] because the tardiness is τ . Thus, the total number of critical updates to t is at most log(τ + 1) + 1.
Finding frequent item set. By setting λ = δY 10(log(τ +1)+2) and using the same analysis in previous sections, we have the following theorem.
Theorem 4.
There is a data structure that finds ε-approximate φ-frequent item set for data streams with tardiness τ using O( 
