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Abstract
Our previous constructions of Borchers triples are extended to massless scatter-
ing with nontrivial left and right components. A massless Borchers triple is con-
structed from a set of left-left, right-right and left-right scattering functions. We find
a correspondence between massless left-right scattering S-matrices and massive block
diagonal S-matrices. We point out a simple class of S-matrices with examples.
We study also the restriction of two-dimensional models to the lightray. Sev-
eral arguments for constructing strictly local two-dimensional nets are presented and
possible scenarios are discussed.
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1 Introduction
Here we further study our operator-algebraic approach to constructing quantum field mod-
els in the two-dimensional spacetime. In the previous works we have established the general
theory of (wedge-local) massless excitations [19, 42] and constructed several families of ex-
amples [42, 7]. It has been revealed that from a pair of chiral components of conformal
field theory and an appropriate S-matrix one can construct the von Neumann algebra cor-
responding to the wedge-shaped region. The operators in strictly local regions are to be
determined through the intersection of such wedges [8]. In our previous result, we con-
sidered only simple particle spectrum. Here we allow multiple particle spectrum. Given
a set of massless S-matrices, we construct a Borchers triple, which is a weakened notion
of Haag-Kastler net. A corresponding massive result has been obtained in [28]. We show
also that given a set of massless S-matrices, it is possible to construct a massive Borchers
triple. This provides a simple class of massive models. In addition, with this transparent
formulation we exhibit a family of concrete examples of S-matrices, both massless and
massive. Finally, we consider a restriction of a two-dimensional model on the lightray. A
novel strategy to construct two-dimensional models is proposed and several candidates for
this program are discussed.
To integrable quantum field theory there is another approach, the so-called form factor
bootstrap program [40, 21]. One takes a Lagrangian, and after discussing its symmetry,
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one conjectures the S-matrix. The Hilbert space is identified with the Fock space twisted
by the S-matrix and the local operators are obtained when one finds the set of matrix
components which satisfy the so-called form factor equations. This program has seen
many interesting developments, including form factors of several S-matrices (e.g. [47, 4] for
massless S-matrices and [17, 32] for form factors). In massless models there are so-called
left-left, right-right and left-right S-matrices [4]. We formulate the properties of S-matrices
in terms of operator algebras and construct corresponding Borchers triples. By using an
analogous twist as [44], it turns out that the same set of S-matrices can be used to construct
a massive Borchers triple. In our approach, we construct first one-dimensional Borchers
triples (defined below) using the left-left and right-right S-matrices and the two-dimensional
Borchers triple is obtained by twisting with the left-right S-matrix. In addition, we find a
simple class of S-matrices which contains an infinite family of concrete examples.
Conversely, for a given two-dimensional model, one can simply restrict it to the lightray.
In this way, one obtains a one-dimensional Borchers triple. The full two-dimensional the-
ory is remembered through a one-parameter semigroup of Longo-Witten endomorphisms.
Under this restriction, several conjectures have been made for integrable models, for exam-
ple, the SU(2)-Thirring model should correspond to the SU(2)-current algebra [47], or an
asymptotically free theory should correspond to the free current (c.f. [10, 28]). We are not
going to prove these conjectures. Rather, we will argue that any of such correspondence
would lead to further new two-dimensional Haag-Kastler nets. Although we still do not
have any nontrivial example to which this program applies, it could in principle go beyond
integrable models in which the particle number is always conserved.
This paper is organized as follows. In Section 2 we collect the notions in the operator-
algebraic approach to QFT, especially those oriented to scattering theory and conformal
field theory. Section 3 treats massless integrable models. We define two-particle S-matrix
and construct the corresponding Borchers triples. It is shown that a class of massive
S-matrices can be used to construct massless S-matrices. Then we observe that such a
massless S-matrix can be turned into a massive S-matrix in Section 4. We exhibit the
correspondence between one- and two-dimensional models in Section 5. Several existing
conjectures are explained and a possible strategy for new two-dimensional models is pre-
sented. We gather open problems in Section 6.
Parts of this paper are based on the Ph.D. thesis of the author (M.B.) [6].
2 Preliminaries
Here we collect fundamental notions in the operator-algebraic approach to scattering the-
ory. Many of them are generalizations of the ones which we considered before [42, 7]. Some
properties remain valid for such generalizations.
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2.1 Algebraic QFT and Borchers triples
A Haag-Kastler net (A, U,Ω) is an axiomatization of local observables in quantum field
theory. It is an assignment of a von Neumann algebra A(O) on a common Hilbert space H
to each open region O ⊂ Rd. It should be covariant with respect to a unitary representation
U of the Poincare´ group on H and possess an invariant ground state given by the vacuum
vector Ω. The triple (A, U,Ω) is subject to standard axioms and considered as a model
of quantum field theory [23]. Each von Neumann algebra A(O) is considered to be the
algebra generated by the observables measured in the region O. For example, if one
has a quantum field in the sense of Wightmann given by an operator valued distribution
φ(f) acting on a Hilbert space H, one obtains—provided the fields commute for functions
with spacelike separated supports in a strong sense—a Haag-Kastler net on H by taking
A(O) = {eiφ(f) : suppf ⊂ O}′′.
It holds by the general Reeh-Schlieder argument that Ω is cyclic and separating for
A(WR), the algebra associated with the standard right-wedge WR := {(a0, a1) ∈ R2 : a1 >
|a0|}. Then there is a one-parameter group of unitaries {∆it} canonically associated with
the pair (A(WR),Ω) by Tomita-Takesaki modular theory [41]. These and the spacetime
translations have the same commutation relation as that of Lorentz boosts and transla-
tions, and in many cases they actually coincide, ∆it = U(Λ(−2pit)) (Bisognano-Wichmann
property).
It seems quite difficult to construct such an infinite family {A(O)} of von Neumann
algebras with compatibility conditions. Actually, Borchers proved that for d = 2, it is
enough to consider a single von Neumann algebra M which is associated with WR, the
spacetime translations T and an invariant vector Ω. Such a triple (M,T,Ω) subject to
several requirements is called a Borchers triple and we will give its formal definition below.
If (A, U,Ω) is a Haag-Kastler net, then (A(WR), U |R2,Ω) is a Borchers triple, and we
consider the restriction of U to the spacetime translations. Conversely, if one has a Borchers
triple (M, T,Ω), it is possible to define a net as follows: one first defines a net for every
wedge by
A(WR + a) = AdT (a)(M) , A(WL + b) = AdT (b)(M
′) , (1)
where WL is the standard left-wedge. To pass to bounded regions one just has to take
intersections, more precisely any double cone (diamond) in two dimensional spacetime can
be represented as the intersection of two-wedges: (WR+a)∩ (WL+ b) =: Da,b, where WL is
the standard left-wedge. Then the von Neumann algebras for double cones Da,b are defined
by A(Da,b) := AdT (a)(M)∩AdT (b)(M′). For a general region O one takes the union from
the inside: A(O) :=
(⋃
Da,b⊂OA(Da,b)
)′′
. Furthermore, one can extend the representation
of the translation group to a representation of the whole Poincare´ group by using the
Tomita-Takesaki theory of von Neumann algebras. Namely one defines the representation
guided by the Bisagnono-Wichmann property above and Borchers’ theorem ensures that
this really defines a representation of the Poincare´ group [8]. More precisely, the one-
parameter unitary group {∆it} canonically associated with the pair of a von Neumann
algebra M and Ω represents the Lorentz boosts.
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Then one can show that this “net” (A, U,Ω) satisfies almost all of the properties of
Haag-Kastler net. But, while the wedge algebras are by definition always sufficiently large,
i.e. they generate the whole Hilbert space H from the vacuum Ω, it is in general difficult to
show that for local algebras A(Da,b) and it can actually fail [42, Theorem 4.16]. But if it
is the case, then the triple indeed defines a Haag-Kastler net by the above structure. This
program has been accomplished in some cases and obtained families of interacting models
[26, 44]. It might happen that A(Da,b) just contains the scalars and one would not have
any local observables. If there are non-trivial local observables in A(Da,b) one gets at least
a Haag-Kastler net on a smaller Hilbert space H0 = A(Da,b)Ω.
A Borchers triple on a Hilbert spaceH is a triple (M, T,Ω) of a von Neumann algebra
M, a unitary representation T of R2 and a unit vector Ω, such that
(1) If a ∈ WR, then AdT (a)(M) ⊂M.
(2) The joint spectrum of T is contained in the closed forward lightcone V+ := {(a0, a1) ∈
R2 : a0 ≥ |a1|}.
(3) Ω is cyclic and separating for M.
In the sense explained above, a Borchers triple gives a Poincare´ covariant, wedge-local net
defined by equation (1) and can be considered to be a “net of observables localized in
wedges”. If Ω is cyclic for the von Neumann algebra M ∩ AdT (a)(M′) for any a ∈ WR,
one can construct a Haag-Kastler net on the original Hilbert space H and in this case we
say that the Borchers triple (M, T,Ω) is strictly local. In Sections 3 and 4 we construct
Borchers triples and Section 5 is concerned with strictly local triples.
The massive scalar free field
The simplest Borchers triple is constructed from the simplest quantum field. The one-
particle Hilbert space of the free scalar field of massm > 0 is given byHm := L
2(R, dθ) and
the translation acts by (Tm(a)ψ)(θ) = e
ipm(θ)·aψ(θ), where pm(θ) := (m cosh(θ), m sinh(θ))
parametrizes the mass shell. We need the unsymmetrized Hilbert space HΣm :=
⊕
H⊗nm
and the symmetrized Hilbert space Hr :=
⊕
Pn,symH
⊗n
m , where Pn,sym is the projection
onto the symmetric subspace.
Let a†r and ar be the creation and annihilation operators as usual (see [44, Section 2.3].
In our notation, a†r(ψ) is linear and ar(ψ) is antilinear with respect to ψ). The (real) free
field φr is defined by
φr(f) := a
†
r(f
+) + ar(Jmf
−), f±(θ) =
1
2pi
∫
d2af(a)e±ipm(θ)·a,
where f is a test function in S (R2) and Jmψ(θ) = ψ(θ). Our von Neumann algebra is
Mr := {eiφr(f) : suppf ⊂WR}′′.
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The translation on the full space is the second quantized representation Tr := Γ(Tm) and
there is the Fock vacuum vector Ωr ∈ Hr. This triple (Mr, Tr,Ωr) is the Borchers triple of
the free field. Of course this is strictly local and the corresponding net is the familiar free
field net. A more abstract definition of this free field construction starting from a general
positive energy representation of the Poincare´ is given in [11].
Examples from integrable models
The form factor bootstrap program, an approach to integrable quantum field theory, can
be briefly summarized as follows [40]. First a model with infinitely many conserved current
is considered. The scattering matrix turns out to be factorizing, then the explicit form of
it is speculated by a symmetry argument. Finally, one finds solutions of the so-called form
factor equation, which is given in terms of the two-particle scattering function. A solution
of the form factor equation is a series of functions. It is supposed to serve as the matrix
coefficients of a local observable. The convergence of the series as an operator is expected
in a wide class of models but remains open.
An alternative approach has been initiated by Schroer [37, 38] and worked out by
Lechner [26]. In this approach, given an S-matrix, the operators localized in a wedge are
constructed and the local observables are obtained as the intersection of left and right
wedges. The determination of the intersection, which in the form factor program would
correspond to finding form factors (and proving the convergence), has been done with the
help of operator algebraic methods including the Tomita-Takesaki theory of von Neumann
algebras [13].
For the case of single species of particle of mass m > 0 (the scalar case) treated in [26]
one takes a bounded analytic function S2(θ) on the strip R + i(0, pi), continuous on the
boundary, such that
S2(θ)
−1 = S2(θ) = S2(−θ) = S2(θ + ipi)
for θ ∈ R.
The one-particle space H1 is the same as that of the free field. On n-particle space one
defines the S2-permutation by
(DS2,n(τj)Ψ)(θ1, · · · , θn) = S2(θj+1 − θj)Ψ(θ1, · · · , θj+1, θj , · · · , θn).
This time Pn,S2 is the orthogonal projection onto the subspace of H
⊗n
1 invariant under
{DS2,n(τj) : i ≤ j ≤ n}. We take the Hilbert space HS2 :=
⊕
Pn,S2H
⊗n
1 , the representation
TS2 is the second quantized promotion of T
1 and the Fock vacuum is denoted by ΩS2 . The
creation and annihilation operators are given by (z†S2(ψ)Φ)n =
√
nPn,S2(ψ ⊗ Φn−1) and
zS2(ψ) = z
†
S2
(ψ)∗. For a test function f on R2, the wedge-local field is defined also as
φS2(f) := z
†
S2
(f+) + zS2(J1f
−), f±(θ) =
1
2pi
∫
d2af(a)e±ipm(θ)·a .
The von Neumann algebra MS2 is given by
MS2 := {eiφS2(f) : suppf ⊂WL}′.
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The triple (MS2 , US2,ΩS2) is a Borchers triple [24] and strictly local if S2 is regular and
fermionic (S2(0) = −1) [26].
2.2 One-dimensional Borchers triple
Let H0 be a Hilbert space. A triple (M0, T0,Ω0) of a von Neumann algebra M0, a unitary
representation T0 of R with positive generator and a unit vector Ω0 is said to be a one-
dimensional Borchers triple if Ω0 is cyclic and separating for M0 and it holds that
AdT0(t)(M0) ⊂ M0 for t ≥ 0. Note that this notion is equivalent to that of half-sided
modular inclusion [45, 3] if one considers the inclusion AdT0(1)(M0) ⊂M0.
If Ω0 is cyclic for the intersection M0 ∩ AdT0(1)(M0), then we say that the triple
(M0, T0,Ω0) is strictly local. The corresponding notion in half-sided modular inclusion
is the standardness. If one has a strictly local one-dimensional Borchers triple, then one
can construct a Mo¨bius covariant net of von Neumann algebras on S1 (see below), in which
M0 and T0 correspond to the algebra of the half-line R+ and the translation, respectively
[22].
After this remark it is natural to introduce the following concept (see [30, 42]): a
Longo-Witten endomorphism of the triple (M0, T0,Ω0) is an endomorphism of M0
which is implemented by a unitary V0, which commutes with T0 and preserves the vacuum
state 〈Ω0, ·Ω0〉. If we require that V0Ω0 = Ω0, such an implementation is unique.
Examples from nets
An important class of examples comes from Mo¨bius covariant nets on S1. A Mo¨bius
covariant net of von Neumann algebras on S1 defined on H0 is a triple (A0, U0,Ω0),
where A0 assigns a von Neumann algebra A0(I) to each proper open interval I ⊂ S1, U0
is a unitary representation of the Mo¨bius group PSL(2,R) and Ω0, which satisfy certain
properties (see the preliminary sections in [42, 7]). Then (A0(R+), U0|R,Ω0) is a one-
dimensional, strictly local Borchers triple, where R+ ⊂ R is understood as a subset of
S1 by the stereographic projection and U0 is restricted to the translation subgroup of
PSL(2,R) under this identification. Conversely, if one has a strictly local triple, one can
construct a Mo¨bius covariant net. The correspondence is one-to-one if one assumes the
Mo¨bius covariant nets to be strongly additive [22].
Similarly, if we take a (two-dimensional) Borchers triple (M, T,Ω), then one can consider
the restriction of T to the positive lightray {(t, t) ∈ R2 : t ∈ R}, which we denote by T+.
It is immediate that the triple (M, T+,Ω) is a one-dimensional Borchers triple (WR is by
definition an open wedge, hence does not include the lightrays, but the inclusion relation
for Borchers triple is immediate from the strong continuity of T and strong closedness of
M). We will discuss this class with examples in detail in Section 5.
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2.3 Massless scattering theory
Usually the existence of massless particles is a source of difficulty in scattering theory. We
have seen that an additional assumption, asymptotic completeness, greatly reduces the
problem [19, 43, 42]. Of particular importance is the result [42, Section 3] that a Haag-
Kastler net which is asymptotically complete with respect to waves (the corresponding
notion of massless particles in the two-dimensional spacetime) can be easily reconstructed
from its asymptotic (free) behavior and the S-matrix. In this paper we are concerned only
with such models.
Borchers triples by tensor product
A (two-dimensional) Borchers triple can be constructed out of a pair of one-dimensional
Borchers triples (M±, T±,Ω±) as follows. Let (t+, t−) be the lightray coordinates of R2,
where t+ = t0 − t1 and t− = t0 + t1 (the indices might look unnatural, but are consistent
with the scattering theory [12, 19]). One takes a triple (M, T,Ω) where
• M := M′+ ⊗M−,
• T (t+, t−) = T+(t+)⊗ T−(t−),
• Ω = Ω+ ⊗ Ω−.
Then it is immediate to see that this is a Borchers triple. The representation T is said to
contain waves, in the sense that there are nontrivial spectral projections concentrated in
the lightrays. This triple naturally turns out not to interact, namely the S-matrix is the
identity operator I [42].
t+
t1
t0
WR
1⊗M−
t−
M′+⊗1
WR + (t+, t−)
(1⊗Ad T−(t−)(M−)
t−
AdT+(t+)(M′+)⊗1
t1
t0t+
Figure 1: On the definition of the tensor product Borchers triple
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How to construct interacting models
We do not repeat the definition of asymptotic completeness for waves [12, 19]. By repeating
the proofs of [42, Section 3][7, Proposition 2.2], one can show the following.
Proposition 2.1. There is a one-to-one correspondence between
• asymptotically complete (for massless waves) Borchers triples {(M, T,Ω)},
• 7-tuples {((M+, T+,Ω+), (M−, T−,Ω−), S)}, where (M±, T±,Ω±) are one-dimensional
Borchers triples and S is a unitary operator on H+ ⊗H− commuting with T+ ⊗ T−,
leaving H+ ⊗Ω− and Ω+ ⊗H− pointwise invariant, such that x′ ⊗ 1 commutes with
AdS(x ⊗ 1) where x ∈ M+ and x′ ∈ M′+, and AdS(1 ⊗ y) commutes with 1 ⊗ y′
where y ∈M− and y ∈M′−.
The correspondence is given by
• M := M′+ ⊗ 1 ∨ AdS(1⊗M−),
• T (t+, t−) := T+(t+)⊗ T−(t−),
• Ω := Ω+ ⊗ Ω−.
Indeed, the properties of net (strict locality) are used only to show the Mo¨bius covariance
of the one-dimensional components, which we do not claim here and the rest of the proofs
works.
Our program to construct massless Borchers triples is now split into two steps: first
prepare a pair of one-dimensional Borchers triples, then find an appropriate operator S to
make them interact. We carry out this program in Section 3. We do not investigate strict
locality in the present paper.
3 Massless models with nontrivial scattering
Here we construct massless Borchers triples following the program described in Section 2.3.
As an input we take so-called left-left, right-right and left-right scattering matrices (c.f.
[4]).
Usually the form factor bootstrap program is carried out for massive models. Massless
limit makes worse the behavior of the form factors in the momentum space and even the
fundamental “local commutativity theorem” [40] fails when applied to concrete cases. As
for the operator algebraic approach, the modular nuclearity has been proved through a
careful estimate [26], which will no longer be valid for the massless case.
Yet in operator-algebraic approach, half of the program can be carried out: one can
construct certain operators to be interpreted as observables in a wedge. This has been
done in [28] for the massive case with multiple particle spectrum and in [42, 7] for the
massless case with simple spectrum. In this Section we exhibit a massless construction
which includes several kinds of particles. It is also interesting to observe at which point
the Yang-Baxter equation enters.
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3.1 Scattering matrices and operators
As in massless bootstrap program, we need two kinds of input: left-left and right-right
scattering and left-right scattering. While the former governs the asymptotic behavior of
the model, the latter is directly related to the S-matrix.
3.1.1 Scattering matrices for chiral parts
One-dimensional Borchers triples can be obtained by second quantization of so-called stan-
dard pairs, similarly to the algebraic construction of massive models with factorizing S-
matrices [28] and the free field construction in [11]. This will be done on a R-symmetric
Fock space (defined in Section 3.2), where R is a certain operator. We give an abstract
definition for suitable operators R and characterize them in terms of usual scattering ma-
trices. They are called left-left or right-right scattering operator in physics literature from
a formal similarity to S-matrix, but the physical meaning of R remains unclear, c.f. [10].
Let H be a Hilbert space. For operator A ∈ B(H⊗H) we denote by Aij the operator
on B(H⊗n) (n ≥ i, j) which acts by A on the product of the i-th and the j-th tensor
factors. For example, if A = A1 ⊗ A2, then Aij = 1⊗ · · · ⊗ A1
i-th
⊗ · · · ⊗ A2
j-th
⊗ · · ·1.
A closed, real linear subspace H ⊂ H with H ∩ iH = {0} and H + iH = H is called
standard. We denote by H ′ = {x ∈ H : ℑ〈H, x〉 = 0}, where ℑ is the imaginary
part, the symplectic complement of a closed real linear space, which is standard if and
only if H is standard. With a standard subspace H we can associate modular objects,
i.e. an antiunitary involution JH and a unitary one-parameter group {∆itH}t∈R by the polar
decomposition SH = JH∆
1/2
H of the densely defined, closed, antilinear involution SH :
f + ig 7→ f − ig for f, g ∈ H . A (simpler) one-particle version of Tomita-Takesaki theory
says that ∆itHH = H and JHH = H
′ hold [29].
Let H be a standard subspace of a Hilbert space H and let us assume that there exists
a one-parameter group T (t) = eitP on H such that
• T (t)H ⊂ H for all t ≥ 0,
• P is positive and P has no point spectrum in 0.
Then we call the pair (H, T ) a (non-degenerate) standard pair. A standard pair is called
irreducible if it cannot be written as a non-trivial direct sum of two standard pairs.
There exists a unique (up to unitary equivalence) irreducible standard pair (H0, T0)
whose “Schro¨dinger representation” is given as follows. We realize (H0, T0) on H0 = L
2(R)
and T0(t) = e
itP0 , where Q0 = lnP0 with (e
itQ0f)(q) = eitqf(q). A function f ∈ L2(R) is in
H0 if and only if f admits an analytic continuation on the strip R + i(0, pi), such that for
every a ∈ (0, pi) it is: f( · +ia) ∈ L2(R) with boundary value f(q+ipi) = (JH0f)(q) := f(q).
One defines (∆−isH0 f)(q) = f(q+2pis) and it can be easily checked that (JH0 ,∆
it
H0
) are indeed
the modular objects for H0 [29].
For a standard pair (H, T ) we give an abstract definition of an operator R, which
encodes the two-particle scattering process.
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Definition 3.1. Let (H, T ) be a standard pair in H. Let S(H, T ) be the set of all unitary
operators R ∈ B(H ⊗H) such that the following properties hold:
(1) Reflection property: R21 = R
∗.
(2) Yang-Baxter equation: R12R13R23 = R23R13R12 on H
⊗3.
(3) Translation covariance: [R, T (t1)⊗ T (t2)] = 0.
(4) Dilation+TCP covariance: [∆itH ⊗∆itH , R] = 0 and R(JH ⊗ JH) = (JH ⊗ JH)R∗.
(5) Half-line locality: 〈g′ ⊗ η, R(f ⊗ ξ)〉 = 〈f ⊗ η, R∗(g′ ⊗ ξ)〉 for all f ∈ H, g ∈ H ′ and
ξ, η ∈ H or equivalently: the operator ARf,g′ defined by
ξ 7→
∑
k
〈g′ ⊗ ek, R(f ⊗ ξ)〉 · ek
with {ek} an orthonormal basis of H, is self-adjoint for all f ∈ H, g′ ∈ H ′.
We will see that the locality assumption follows from the requirement that, on two-
particle level, certain generators of the wedge-algebra fulfill half-line locality in Lemma
3.11.
We remember that each (non-degenerate) standard pair (H, T ) is a direct sum of the
unique irreducible standard pair (H0, T0) [30]. A standard pair with multiplicity n can be
given as follows. We can choose a Hilbert space K with dimK = n and H = H0 ⊗ K ∼=
L2(R,Cn) and T (t) = eitP := T0(t)⊗ 1, ∆itH = ∆itH0 ⊗ 1. To make contact with the physics
literature, we choose some orthonormal basis indexed by {α} of K and an involution α 7→ α¯
on the index set and define the antiunitary involution JH to be
(JHf)
α(q) = f α¯(q) . (2)
Then a function f = (fα) ∈ L2(R,Cn) is in H if and only if f admits an analytic continu-
ation on the strip R+ i(0, pi), such that for every a ∈ (0, pi) it is: fα( · + ia) ∈ L2(R) with
boundary value fα(q + ipi) = fα¯(q). Every standard pair with finite multiplicity is of this
form.
Due to unitarity, translation covariance and the fact that R commutes with ∆itH ⊗∆itH ,
a two-particle scattering operator is given by the spectral calculus by R(Q1 −Q2), where
Q1 = Q⊗ 1, Q2 = 1⊗ Q, Q = lnP , P is the generator of T and q 7→ R(q) is a operator-
valued function from R to B(K ⊗ K) which is unitary almost everywhere. By fixing a
basis on K, we can represent R(q) as a matrix Rαβγδ (q) (almost everywhere). In the above
representation this reads
(Rξ)αβ(q1, q2) = R
αβ
γδ (q1 − q2)ξγδ(q1, q2) =: Sβαγδ (q1 − q2)ξγδ(q1, q2) (3)
where it is sometimes common to use the matrix valued function q 7→ S(q) with inter-
changed indices, c.f. [28].
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Note. In the following, symbols with underline denote matrix-valued functions or equiv-
alently functions with operator-value on a finite dimensional Hilbert space.
Let us define the operator-valued function R ∋ q 7→ Rδβ(q) ∈ B(H) by
Rβδ (s) := R
·β
· δ (Q− s), i.e. (Rβδ (s)ξ)α(q) =
∑
γ
Rαβγδ (q − s)ξγ(q) , (4)
where ξ ∈ H. The partial disintegration of R reads
R =
∑
β,δ
∫
Rβδ (q)⊗ dE(q)βδ ,
where dEβδ = dE0 ⊗ Eβδ and dE0 is the spectral measure of Q0 = lnP0 and Eβδ is the
operator corresponding on the fixed basis {ξα} to the matrix which has the value 1 in
(β, δ)-component and 0 in the others.
Before giving a characterization of the operators R ∈ S(H, T ) we prove the following
Lemma, which will reduce the argument of half-line locality to two-particle processes.
Lemma 3.2. Let (H, T ) be a standard pair, R ∈ S(H, T ) and R˜ = R1,n+1R1,n · · ·R1,2 on
H⊗n+1. Then the operator AR˜f,g′ ∈ B(H⊗n) given by
ξ 7→
∑
k˜
〈g′ ⊗ ek˜, R˜(f ⊗ ξ)〉 · ek˜
is self-adjoint for all f ∈ H, g ∈ H ′, where {ek˜} is a basis on H⊗n.
Proof. Because every standard pair is just a direct sum of the irreducible standard pairs,
we may assume α¯ = α in the above decomposition. We can write R as
R =
∑
β,δ
∫
Rβδ (q)⊗ dE(q)βδ ,
R∗ =
∑
β,δ
∫
(Rβδ (q))
∗ ⊗ dE(q)δβ =
∑
β,δ
∫
(Rδβ(q))
∗ ⊗ dE(q)βδ .
Then by the assumption that R ∈ S(H, T ), for all f ∈ H, g′ ∈ H ′ we have∑
β,δ
∫
〈g′, Rβδ (q)f〉 dE(q)βδ = ARf,g′ = (ARf,g′)∗ =
∑
β,δ
∫
〈Rδβ(q)f, g′〉 dE(q)βδ ,
which is equivalent to Rβδ (q)SH ⊂ SHRδβ(q) for almost all q by Lemma A.1. But this
implies that also Rβ1δ1 (q1) · · ·Rβnδn (qn)SH ⊂ SHRδ1β1(q1) · · ·Rδnβn(qn) holds, hence using again
Lemma A.1 the equality of the following two operators follows
AR˜f,g′ =
∑
β1,...,βn,δ1,...,δn
∫
〈g′, Rβ1δ1 (q1) · · ·Rβnδn (qn)f〉 dE(qn)βnδn ⊗ · · · ⊗ dE(q1)β1δ1 and
(AR˜f,g′)
∗ =
∑
β1,...,βn,δ1,...,δn
∫
〈g′, Rδ1β1(q1) · · ·Rδnβn(qn)f〉 dE(qn)βnδn ⊗ · · · ⊗ dE(q1)β1δ1 ,
which proves the claim.
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We characterize the two-particle scattering operators R in terms of matrix-valued func-
tion and show that they indeed come from two-particle scattering matrices (c.f. [28]).
Proposition 3.3. Let (H, T ) be a standard pair with finite multiplicity. Then R ∈ S(H, T )
if and only if R comes from a matrix valued functions (Sαβγδ ) as in (3), fulfilling the following
relations:
(1) Unitarity: S(q) is an unitary matrix for almost all q ∈ R.
(2) Hermitian analyticity: S(−q) = S(q)∗ for almost all q ∈ R.
(3) Yang-Baxter equation:
S(q)12S(q + q
′)23S(q′)12 = S(q′)23S(q + q′)12S(q)23 .
(4) TCP: Sαβγδ (q) = S
δ¯γ¯
β¯α¯
(q) for almost all q ∈ R.
(5) Analyticity: q 7→ S(q) is boundary value of a bounded analytic function on R+i(0, pi).
(6) Crossing symmetry: Sαβγδ (ipi − q) = S γ¯αδβ¯ (q).
Proof. As discussed above the ansatz in equation (3) is equivalent to unitarity, translation
covariance and the fact that R commutes with ∆itH⊗∆itH . It is straightforward to check that
hermitian analyticity of S( · ) is equivalent to the reflection property of R; the property
R(JH ⊗ JH) = (JH ⊗ JH)R∗ is equivalent to TCP, and Yang–Baxter equation of R with
the one for the matrices S(q).
Using Rδβ(s) defined in Equation (4) we write A
R
f,g′ as
(ARf,g′ξ)
δ(q) =
∑
β
〈g′, Rδβ(q)f〉ξβ(q) .
It is self-adjoint for all f ∈ H, g′ ∈ H ′ if and only if 〈g′, Rδβ(q)f〉 = 〈Rβδ (q)f, g′〉 for all
f ∈ H and g′ ∈ H ′, which is by Lemma A.1 equivalent to that ∆−isH Rδβ(q)∆isH extends to a
bounded weakly continuous map on the strip R+i[0, 1/2] with boundary value JHR
β
δ (q)JH
for s = i/2. Like in [30] this is equivalent to R( · −q) being a bounded analytic matrix valued
function on R+i(0, pi) with boundary values Rαβγδ (q+ipi) = R
α¯δ
γ¯β(q) almost everywhere, which
is by S(q)∗ = S(−q) equivalent to Sαβγδ (ipi − q) = S γ¯αδβ¯ (q).
3.1.2 Two-particle left-right scattering matrices
In this section we give an operator definition for two-particle scattering functions which
describe the scattering behavior of a left and right moving particle in the sense of Fock
space excitations.
Bernard remarked that, for the left-right scattering, two of the conditions can be com-
bined and thus weakened [4]. The following is our precise rendition in terms of standard
subspaces.
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Definition 3.4. Given two standard pairs (H±, T±) on H±, respectively, and operators
R± ∈ S(H±, T±), we denote by S(R+, R−) ≡ S(R+, H+, T+;R−, H−, T−) the set of all
S ∈ U(H+ ⊗H−) fulfilling
(1) Boost covariance: [S,∆itH+ ⊗∆−itH− ] = 0.
(2) Translation covariance: [S, T+(t+)⊗ T−(t−)] = 0 for all t+, t− ∈ R.
(3) Left mixed Yang-Baxter equation: R+12S13S23 = S23S13R
+
12 on H+ ⊗H+ ⊗H−.
(4) Right mixed Yang-Baxter equation: R−23S12S13 = S13S12R
−
23 on H+ ⊗H− ⊗H−.
(5) Left locality: 〈g′ ⊗ η, S(f ⊗ ξ)〉 = 〈f ⊗ η, S∗(g′ ⊗ ξ)〉 for all f ∈ H+, g′ ∈ H ′+ and
ξ, η ∈ H−.
(6) Right locality: 〈η ⊗ g′, S(ξ ⊗ f)〉 = 〈η ⊗ f, S∗(ξ ⊗ g′)〉 for all f ∈ H−, g′ ∈ H ′− and
ξ, η ∈ H+.
Using the physicists’ notation, we will define the operator
ξ 7→ 〈g′|1S(f ⊗ ξ) ≡
∑
k
〈g′ ⊗ e−k , S(f ⊗ ξ)〉 · e−k
on H−, where {ek} is an orthonormal basis of H− and analogously for “bra” on the second
component. Left/right locality is with this notation equivalent to self-adjointness of the
operators A±f,JH±g ∈ B(H∓) for all f, g ∈ H±, respectively, where A
±
f,JH±g
is defined by
ξ 7→ 〈JH+g|1S(f ⊗ ξ) and ξ 7→ 〈JH−g|2S(ξ ⊗ f), respectively.
We use the same parametrization as before for the standard pairs (H±, T±). The fact
[S,∆itH+ ⊗ ∆−itH−] = 0 and [S, T+(t+) ⊗ T−(t−)] = 0 enables us to make for S ∈ S(R+, R−)
the ansatz S = S(Q1 +Q2), i.e.
(Sf)αβ(q1, q2) = S
αβ
γδ (q1 + q2)f
γδ(q1, q2) (5)
where by abuse of notation S( · ) = (Sαβγδ ( · )) is a matrix valued function.
The operators S ∈ S(R+, R−) are characterized as follows:
Proposition 3.5. Let S ∈ S(R+, R−) then S comes from a matrix valued function q 7→
S(q) = (Sαβγδ )(q) (using the above parametrization) fulfilling
(1) Unitarity: S(q)∗ = S(q)−1 for almost all q ∈ R.
(2) Left mixed Yang–Baxter identity: For almost all q, q′ ∈ R following holds:
R+(q − q′)12S(q)13S(q′)23 = S(q′)23S(q)13R+(q − q′)12 ,
i.e.
∑
α′β′γ′
R+
αβ
α′β′(q − q′)Sα
′γ
α′′γ′(q)S
β′γ′
β′′γ′′(q
′) =
∑
α′β′γ′
Sβγβ′γ′(q
′)Sαγ
′
α′γ′′(q)R
+α
′β′
α′′β′′(q − q′) .
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(3) Right mixed Yang–Baxter identity: For almost all q, q′ ∈ R the following holds:
R−(q − q′)23 · S(q)12 · S(q′)13 = S(q′)13 · S(q)12 · R−(q − q′)23 ,
i.e.
∑
α′β′γ′
R−βγβ′γ′(q − q′)Sαβ
′
α′β′′(q)S
α′γ′
α′′γ′′(q
′) =
∑
α′β′γ′
Sαγα′γ′(q
′)Sα
′β
α′′β′(q)R
−β′γ′
β′′γ′′(q − q′) .
(4) Analyticity: q 7→ S(q) is boundary value of a bounded analytic function on R+i(0, pi).
(5) Mixed unitary-crossing relation: Sαβγδ (q + ipi) = S
α¯δ
γ¯β(q) = S
γβ¯
αδ¯
(q) holds.
Proof. The above ansatz by a matrix-valued function is the most general ansatz fulfilling
[S,∆itH+ ⊗ ∆−itH− ] = 0 and [S, T+(t+) ⊗ T−(t−)] = 0. Then the two notions of unitarity
and Yang–Baxter identities can be checked to be pairwise equivalent. The proof that left
and right locality are equivalent to the analyticity and mixed unitary-crossing relation is
completely analogous to the proof of Proposition 3.3.
Namely with W δβ (s) := S
· δ
·β(Q+ + s) left locality is equivalent to 〈g′,W δβ (q)f〉 =
〈W βδ (q)f, g′〉 for all f ∈ H+ and g′ ∈ H ′+, which is equivalent to ∆−isH+W δβ (q)∆isH+ ex-
tending to a bounded weakly continuous map on the strip R + i[0, 1/2] with boundary
value JH+W
β
δ (q)JH+ for s = i/2. Similarly, with V
γ
α (s) := S
γ ·
α · (s + Q−) right locality is
equivalent to 〈g′, V γα (q)f〉 = 〈V αγ (q)f, g′〉 for all f ∈ H− and g′ ∈ H ′−, which is equivalent
to ∆−isH−V
γ
α (q)∆
is
H−
extending to a bounded weakly continuous map on the strip R+i[0, 1/2]
with boundary value JH−V
α
γ (q)JH− for s = i/2.
So left and right locality is equivalent to (Sαβγδ (q)) being a bounded analytic matrix
valued function on R+i(0, pi) with boundary values Sαβγδ (q+ipi) = S
γβ¯
αδ¯
(q) and Sαβγδ (q+ipi) =
Sα¯δγ¯β(q), respectively, almost everywhere.
3.1.3 Examples
One can see that the conditions in our Proposition 3.3 and [28, Definition 2.1] are essentially
the same: the mass parameters and the global gauge action can be added by hand. They
assume continuity at the boundary, but it is clear from the proof that their proof works
with non-continuous boundary values.
Hence, as for S(H+, T+), we have the same set of examples as [28]. We point out that
the S-matrix of the O(N) σ-models satisfies our conditions, where H+ has multiplicity N
and Sαα
′
ββ′ (q) = σ1(q)δ
α
α′δ
β
β′ +σ2(q)δ
α
β′δ
α′
β +σ3(q)δ
α
β δ
α′
β′ where σi are certain analytic functions
on the strip R+ i(0, pi) (see [1, 28] for detail) and δ is the Kronecker Delta.
As for left-right scattering, we present a class of examples. The O(N) σ-models can be
used to construct examples of this class. Let us take R ∈ S(H, T ) and assume that for the
corresponding matrix-valued function R it holds that Rαβγδ (q) = R
βα
δγ (q). By introducing the
component flip operator (Fξ)αβ(q1, q2) = ξ
βα(q1, q2), this is equivalent to FR(q)F = R(q).
Let us say in this case that R satisfies the component flip symmetry (this should be
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distinguished from the canonical flip which appears below). It is clear that the S-matrices
of the O(N) σ-models satisfy this. We claim that R itself can play the role of the left-left,
right-right and left-right scatterings.
Proposition 3.6. If R ∈ S(H, T ) and satisfies the flip symmetry, then S˘ = R(Q+ ⊗ 1 +
1⊗Q+) ∈ S(R,R), where R(·) is the to R corresponding operator-valued function, namely
S˘ is a left-right scattering for the pair (R,R).
Proof. From Proposition 3.3 we know that the matrix-valued function Sαβγδ := R
βα
γδ satisfies
the conditions listed there and the necessary properties of S˘ = S˘(Q+ ⊗ 1 + 1 ⊗ Q+) in
Proposition 3.5 can be read off: Unitarity is trivial. Since S˘ is defined through the same
function R, the left mixed Yang-Baxter equations follow trivially from the Yang-Baxter
equation for R. Note that Proposition 3.3 is written in S and must be translated in R:
namely,
R(q)12R(q + q
′)13R(q′)23 = R(q′)23R(q + q′)13R(q)12 .
The right mixed Yang-Baxter equation can be obtained by applying the component flip F23
from the both sides to the left mixed Yang-Baxter equation and by using the component
flip symmetry of R(q). Analyticity for S˘ is exactly the analyticity of R. Finally, the mixed
unitary-crossing relation can be shown as follows:
S˘αβγδ (q + ipi) = R
αβ
γδ (q + ipi) = S
βα
γδ (q + ipi) = S
γ¯β
δα¯ (−q) = Sδα¯γ¯β(q) = Rα¯δγ¯β(q) = S˘α¯δγ¯β(q)
where we used the definition of S˘, the definition of S, the crossing symmetry for S, Her-
mitian analyticity of S and the definitions of S and S˘ in this order. This is the first
of the Mixed unitary-crossing relation. The second relation is obtained by applying the
component flip symmetry to the both sides of the first relation and replacing the labels as
α↔ β, γ ↔ δ.
Hence we obtain a concrete family of left-right scattering operators out of O(N) σ-
models. We do not know whether there are Lagrangians for our new S-matrices. We
will construct corresponding massless Borchers triples in Section 3.3 and massive Borchers
triples in Section 4. This in turn gives again another family of left-left scattering. In order
to repeat this procedure, it is necessary that the starting R satisfies further symmetry
R(q) = R(ipi − q). We do not know any such example except constant matrices or scalar
case [44].
3.2 Second quantization of standard pairs
3.2.1 R-symmetric Fock space
Proposition 3.7. Let H be a Hilbert space and F ≡ F12 : H⊗H −→ H⊗H the canonical
flip operator given by F (ξ1 ⊗ ξ2) = ξ2 ⊗ ξ1. Then there is a one-to-one correspondence
between
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1. unitary operators R on H ⊗ H satisfying R21 ≡ FRF = R∗ and the Yang-Baxter
equation
R12R13R23 = R23R13R12 ,
2. unitary involutions (i.e. self-adjoint unitary operators) Φ on H ⊗H, such that the
braiding relation
Φ12Φ23Φ12 = Φ23Φ12Φ23
holds, and
3. families (Dn : Sn → U(H⊗n))n=2,3,... of unitary representations of the symmetric
group compatible with all inclusions of Sn ⊂ Sm (m > n) in the following way. Let
{i1, · · · , im} ∪ {im+1, . . . , in} be an ordered partition of {1, . . . , n} and let ιi1···im be
the inclusion of Sm into Sn as the subgroup of permutations of {i1, · · · , im} (leaving
im+1, . . . , in invariant), then
Dm(pi) = Dn(pi)i1···in (pi ∈ ιi1···im(Sn) ⊂ Sm),
where Dn(pi)i1···in acts on i1 · · · in-th tensor components.
The correspondence given by Φ = FR and Dn is defined by Dn(τj) = Φj,j+1 for 1 ≤ j ≤
n− 1 and τj is the transposition of j ↔ j + 1.
Proof. Given unitary R with FRF = R∗, define Φ := FR and therefore Φ∗ = R∗F =
FR = Φ. If on the other hand a unitary involution Φ is given, by defining R := FΦ we
get R∗ = ΦF = R−1 and FRF = FFΦF = ΦF = R∗. It is obvious that F12F23F12 =
F23F12F23 holds. For F and S we get the commutation relation S12F23 = F23S13 and
therefore
Φ23Φ12Φ23 = F23R23F12R12F23R23
= F23F12F23 ◦R12R13R23 ,
Φ12Φ23Φ12 = F12R12F23R23F12R12
= F12F23F12 ◦R23R13R12.
From this, the equivalence between the 1. and 2. is clear.
For τi the transposition of the i-th and (i + 1)-th element, we define Dn(τi) = Φi,i+1,
which gives a representation of
Sn = 〈τ1, . . . , τn−1 : τiτi+1τi = τi+1τiτi+1 and τiτj = τjτi for |i− j| ≥ 2〉
by the properties of Φ. Given {Dn} we set Φ := D2(τ1) and we observe that the family is
already fixed by Dn(τi) = Φi,i+1, because the transpositions generate Sn.
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For a pair (H, R) of a Hilbert space and a unitary R ∈ U(H ⊗ H) fulfilling R21 ≡
FRF = R∗ and the Yang–Baxter identity, i.e. Properties (1) and (2) of Definition 3.1, we
associated the Fock space FH,R given by
FH,R = PRF
Σ
H
,
where PR is the projection
PR ↾ H
⊗n =
1
n!
∑
σ∈Sn
Dn(σ)
and
F
Σ
H
= CΩ⊕
∞⊕
n=1
H
⊗n
is the unsymmetrized Fock space over H. For ‖A‖ ≤ 1, such that [A ⊗ A,R] = 0 there is
an operator Γ(A) = 1⊕ A⊕ (A⊗A)⊕ · · · , which restricts to FH,R.
The construction is functiorial, from the additive (by taking direct sums) category with
Objects Pairs (H, R) of a Hilbert space and a unitary R ∈ U(H ⊗ H) fulfilling R21 =
FRF = R∗ and the Yang–Baxter relation.
Morphisms Contractions A : (H1, R1)→ (H2, R2) with (A⊗ A)R1 = R2(A⊗A).
to the multiplicative (by taking tensor products) category of Hilbert spaces with contrac-
tions, which is given by
(H, R) 7−→ FH,R
A : (H1, R1)→ (H2, R2) 7−→ Γ(A) = 1⊕
∞⊕
n=1
A⊗n : FH1,R1 → FH2,R2 .
We note that Γ(A) is well defined because from (A ⊗ A)R1 = R2(A ⊗ A) it follows that
PR1Γ(A) = Γ(A)PR2 = PR1Γ(A)PR2 where PRi is here the projection from F
Σ
Hi
onto FHi,Ri.
It preserves adjoints
Γ(A∗) = Γ(A)∗ .
namely they are preserved on the full Fock space and (A⊗A)R1 = R2(A⊗A) is equivalent
to (A∗ ⊗ A∗)R2 = R1(A∗ ⊗ A∗) due to R∗i = (Ri)21. In particular, Γ(U) is unitary if U is
unitary. There is a natural isomorphism
N : FH1⊕H2,R1⊕R2 ∼= FH1,R1 ⊗ FH2,R2
NΓ(A1 ⊕ A2) = Γ(A1)⊗ Γ(A2)N .
For A antilinear with (A⊗ A)R = R∗(A⊗A) we define
Γˆ(A) = A0 ⊕
∞⊕
n=1
F1···nA⊗n .
18
where for an antilinear operator A we define A0 as the complex conjugation on C and
F1···n(f1 ⊗ · · · ⊗ fn) = fn ⊗ · · · ⊗ f1. This is well-defined, namely we have
F1···nA⊗nDn(τi) = F1···nΦi+1,iA⊗n = Φn−i,n−i+1F1···nA⊗n = Dn(τn−i)F1···nA⊗n
hence Γˆ(A)PR = PRΓˆ(A). This can also be formulated as
Γˆ(A) ↾ PRH
⊗n = A⊗nF1···n = A
⊗n ∏
1≤i<j≤n
Rij ,
where in the product the operators are lexicographically ordered from left to right (or
equivalently from right to left by YBE). Namely, for ψ ∈ H⊗n, the restricted vector PRψ
is R-symmetric in the sense that we have Fi,i+1PRψ = Ri,i+1Ψi,i+1PRψ = Ri,i+1PRψ. From
this one can show that on H⊗n it holds that F1···nPR =
∏
1≤i<j≤nRijPR.
3.2.2 Second quantization on R–symmetric Fock space
For f ∈ H let b(f) be the creation operator on the subspace of finite particles of FΣ
H
, given
by b(f)ξ =
√
n+ 1 · f ⊗ ξ for ξ ∈ H⊗n. Then its adjoint is given by b(f)∗ξ = √n · 〈f |1 ξ,
namely
(h0 ⊗ · · · ⊗ hm, b(f)g1 ⊗ · · · ⊗ gn)
= δmn
√
n+ 1(h0 ⊗ · · · ⊗ hm, f ⊗ g1 ⊗ · · · ⊗ gn)
= δmn
√
m+ 1 · (f, h0)(h1 ⊗ · · · ⊗ hm, g1 ⊗ · · · ⊗ gn)
= (b(f)∗h0 ⊗ · · · ⊗ hm, g1 ⊗ · · · ⊗ gn) .
Let D be the vectors with finite particle number, i.e. Ψ ∈ FH,R where n-th component
vanishes for sufficiently large n.
We define on FH,R the compressed operators a(f) = PRb(f)PR and define the Segal
type field φ(f) = a(f) + a(f)∗ on D which is symmetric. We note that f 7→ φ(f) is just
real linear.
Lemma 3.8 (c.f. [25, Lemma 4.1.3.]). Let N be the number operator. On Ψ ∈ D holds
‖a(f)Ψ‖ ≤ ‖f‖ · ‖(N + 1) 12Ψ‖ , ‖a(f)∗Ψ‖ ≤ ‖f‖ · ‖N 12Ψ‖ .
Proof. On the unsymmetrized Fock space FΣ
H
with NΨn = nΨn one checks b(g)
∗b(f)Ψn =
(g, f)(N+1)Ψn and gets b(g)
∗b(f) = (g, f)(N+1) on D. Hence ‖b(f)Ψ‖2 = ‖(N+1) 12Ψ‖2 ·
‖f‖2 which implies ‖b(f)(N + 1)− 12‖ = ‖f‖. But then also the adjoint (N + 1)− 12 b(f)∗ =
b(f)∗N−
1
2 has the same norm. Then the bounds follow from a(f)# = PRb(f)
#PR.
Lemma 3.9. It holds:
1. φ(f) is essentially self-adjoint on D.
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2. f 7→ φ(f) is strongly continuous on D.
3. f 7→ eiφ(f) is strongly continuous (where φ(f) here is the self-adjoint extension).
4. Let U ∈ U(H) with [U ⊗ U,R] = 0, then Γ(U)φ(f)Γ(U)∗ = φ(Uf) on D.
5. If H is cyclic then Ω is cyclic for the polynomial algebra of φ(f) with f ∈ H.
Proof. We proceed as in [25, Proposition 4.2.2]. For Ψn ∈ D with NΨn = nΨn we get
with cf = 2‖f‖ with the help of the bounds of Lemma 3.8 the estimate ‖φ(f)Ψn‖ ≤√
n+ 1 · cf · ‖Ψn‖. Iteratively, we get
‖φ(f)kΨn‖ ≤
√
(n+ 1) · · · (n+ k)ckf‖Ψn‖
and for every t > 0 we have
∞∑
k=0
‖φ(f)Ψn‖
k!
tk ≤ ‖Ψn‖
∞∑
k=0
√
(n+ k)!
n!
1
k!
(cf · t)k ≤ ∞ .
By Nelson’s Theorem [36, Theorem X.39] φ(f) is essentially self-adjoint on D.
Next we prove the continuity (c.f. [35, Theorem X.41]). For ψ ∈ PRH⊗k and fn → f a
sequence in H we get
‖φ(fn)ψ − φ(f)ψ‖ = ‖φ(fn − f)ψ‖ ≤ 2
√
k + 1 ‖fn − f‖ ‖ψ‖
so φ(fn)ψ → φ(f)ψ and thus φ(fn) converges strongly to φ(f) on D. Since D is a core for
φ(f) and all φ(fn)’s, it holds that e
itφ(fn) → eitφ(f) strongly.
Let U ∈ U(H) with [U ⊗U,R] = 0, then Γ(U) commutes with PR. For ξ ∈ H⊗n we get
Γ(U)a(f)Γ(U)∗ξ =
√
n+ 1U⊗(n+1)PR(f ⊗ U∗⊗nξ)
=
√
n+ 1PR(Uf ⊗ ξ)
= a(Uf)ξ
and Γ(U)a(f)∗Γ(U∗) = (Γ(U)a(f)Γ(U∗))∗ = a(Uf)∗, hence we obtain 4.
The cyclicity can be shown inductively, namely by applying φ(f) on Ω one can show
that one obtain a total set in PRH
⊗n.
We define for every real subspace H ⊂ H the von Neumann algebra
MR(H) =
{
eiφ(f) : f ∈ H}′′ ⊂ B(FH,R) .
This can be seen as a generalization of the CCR and CAR algebra.
Proposition 3.10. Let (H, R) like before and K,H ⊂ H real subspaces:
1. K ⊂ H then MR(K) ⊂MR(H),
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2. MR(K) = MR(H) if K = H,
3. Let U ∈ U(H) with [U ⊗ U,R] = 0, then Γ(U)MR(H)Γ(U)∗ = MR(UH),
4. If H is cyclic then Ω is cyclic for MR(H).
Proof. The first statement is clear and the second follows from continuity. The covariance
with respect to unitaries with [U ⊗ U,R] = 0 follows from the covariance of φ(f). Let
f1, · · · , fn ∈ H and let Ek(t) be the spectral projection of the self-adjoint operator φ(fk)
on the spectral values [−t, t]. Then Fk(t) := φ(fk)Ek(t) ∈M for all t > 0 and Fk(t)→ φ(fk)
strongly on D and hence F1(t) · · ·Fn(t)Ω converges to φ(f1) · · ·φ(fn)Ω for t → ∞. The
cyclicity of Ω for M then follows from the cyclicity of Ω for φ.
3.2.3 R–symmetric second quantization of standards pairs and modular theory
In this section we are interested in the construction of one-dimensional Borchers triples
from a standard pair (H, T 1) on H. It turns out that for all R ∈ S(H, T 1) it is possible to
construct a one-dimensional Borchers triple on the “twisted Fock space” FH,R.
Before we turn to the von Neumann algebras we first need commutation relation of
the Segal field φ(f) with the “reflected Segal field” Jφ(f)J . One can think of φ(f) for
f ∈ T 1(a)H as a field localized in a right half-ray R+ + a and of φ′(g) := Jφ(JHg)J as a
field localized in the left half-ray R− + b for g ∈ T 1(b)H ′.
Lemma 3.11. Let (H, T 1) be a standard pair and R ∈ S(H, T 1) two-particle scattering
operator, φ(f) the operator on D ⊂ FH,R defined above and J = Γˆ(JH). Then for f, g ∈ H
the commutator [Jφ(g)J, φ(f)] vanishes on D.
Proof. Note that 〈h|1 and 〈h|n, operators on FΣH, preserve PRH⊗n because PRH⊗n is charac-
terized by R-symmetry (see Section 3.2.1) and 〈h|1 and 〈h|n do not affect the decomposition
of a permutation into transpositions. For Ψn ∈ PRH⊗n we get
Ja(f)∗JΨn = Ja(f)
∗F1···nJ
⊗n
H Ψn
=
√
n · F1···(n−1)J⊗(n−1)H 〈f |1 F1···nJ⊗nH Ψn
=
√
n · F1···(n−1)J⊗(n−1)H F1···(n−1)J⊗(n−1)H 〈JHf |nΨn
=
√
n 〈JHf |nΨn .
Therefore, we have
[Ja(g)∗J, a(f)∗] Ψn =
√
n (Ja(g)∗J〈f |1 − a(f)〈JHg|n)Ψn
=
√
(n− 1)n (〈JHg|n−1〈f |1 − 〈f |1〈JHg|n)Ψn
=
√
(n− 1)n (〈f |1〈JHg|n − 〈f |1〈JHg|n)Ψn
= 0
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and also [Ja(g)J, a(f)] = −[Ja(g)∗J, a(f)∗]∗ = 0 on D. To calculate the mixed commuta-
tor, we first note that (c.f [25, Lemma 4.1.2])
PR ↾ H⊗ PRH⊗n = 1
n+ 1
n+1∑
i=1
X1i
holds, where X11 = 1 by convention and X1i := Dn+1(τi−1 · · · τ1) ≡ Φi−1,iΦi−2,i−1 · · ·Φ12 =
Fi−1,i · · ·F12R1iR1,i−1 · · ·R12. In other words, this amounts to R-symmetrizing the first
component since the rest is already R-symmetric. Therefore, the creation operator acts on
Ψn ∈ PRH⊗n by a(f)Ψn = 1√n+1
∑n+1
i=1 X1i(f ⊗Ψn) and we calculate:
Ja(g)∗Ja(f)Ψn = Ja(g)∗J
1√
n+ 1
n+1∑
i=1
X1i (f ⊗Ψn)
=
n+1∑
i=1
〈JHg|n+1X1i (f ⊗Ψn) ,
a(f)Ja(g)∗JΨn = a(f)
√
n〈JHg|nΨn
=
n∑
i=1
X1i (f ⊗ (〈JHg|nΨn))
=
n∑
i=1
〈JHg|n+1X1i (f ⊗Ψn) ,
[Ja(g)∗J, a(f)]Ψn = 〈JHg|n+1X1,n+1 (f ⊗Ψn)
= 〈JHg|1R1,n+1R1,n · · ·R12(f ⊗Ψn) .
Finally, restricted to PH⊗n with R˜ = R1,n+1R1,n · · ·R12,
[Jφ(g)J, φ(f)] = [Ja(g)∗J, a(f)] + [Ja(g)J, a(f)∗]
= [Ja(g)∗J, a(f)]− [Ja(g)∗J, a(f)]∗
≡ AR˜f,JHg − (AR˜f,JHg)∗
= 0
holds for all f, g ∈ H because of Lemma 3.2.
Proposition 3.12. Let (H, T 1) be a standard pair with finite multiplicity on H and R ∈
S(H, T 1), then for the von Neumann algebra MR(H) = {eiφ(f) : f ∈ H}′′ on FH,R it holds
that:
(1) T (t)MR(H)T (−t) ⊂MR(H) for t ≥ 0, where T (t) = Γ(T 1(t)).
(2) Ω ∈ FH,R is cyclic and separating for MR(H).
(3) ∆it(MR(H),Ω) = Γ(∆
it
H) and J(MR(H),Ω) = Γˆ(JH).
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(4) Ω is up to phase unique translation invariant vector in FH,R.
Proof. (1): This follows from the inclusion of one-particle spaces.
(2): We define M2 := {eiJφ(f)J : f ∈ H}. Analogously to the case of M = MR(H),
it can be shown that Ω is cyclic for M2, so that Ω is separating for M can be shown by
proving [M,M2] = {0}.
To show that M and M2 commute we need to use energy bounds. Let P0 = dΓ(P1 +
1/P1) ≥ 2 with domain D0 be the generator of Γ(eit(P1+1/P1)). We get P0 ≥ 2N . We
will see in Section 5.2 (only for the irreducible case, but reducible cases are just parallel)
that P1 and 1/P1 can be identified with the generators of positive and negative lightlike
translations in a massive representation. Hence P1 + 1/P1 is the generator of the timelike
translations. Real Schwartz test functions with support in WR are mapped densely into
H as we will see in Section 5.2. We get bounds from the proof of Lemma 3.8 and because
the multiplicity is finite, it holds that ‖(1 + P0)− 12φ(f)‖ < ∞ on D0 and similar for the
commutator [P0, φ(h)] = φ(∂0h), where h is a test function with support in WR, ∂0h is
the timelike derivative and φ(h) is defined through the mapping mentioned above, and for
Jφ(h)J, [P0, Jφ(h)J ] (see also the argument in [13, Proposition 3.1]). By the commutator
theorem [18] one can conclude that eiφ(h) and eiJφ(g)J commute for all such h, g which by
continuity implies that M and M2 commute.
The property of the modular operators (3) is proved as in [13, Proposition 3.1] and
Ω is the unique translation invariant vector, because we assume that standard pairs are
non-degenerate.
Corollary 3.13. For each standard pair (with finite multiplicity in the reducible case)
(H, T 1) and R ∈ S(H, T 1) there exists a one-dimensional Borchers triple (MR(H), T,Ω)
and therefore a half-ray local dilation translation covariant net on R.
Special cases of such models were constructed in [10] and were proposed as scaling limits
of two-dimensional models with factorizing S-matrices. We will present a direct relation
to massive models in two dimensions via a class of Longo-Witten unitaries like in Section
5, in other words via the idea of lightfront holography.
Remark 3.14. Let us note that each V1 ∈ E(H, T 1) with [V1 ⊗ V1, R] = 0 gives a Longo-
Witten unitary V = Γ(V1) for the one-dimensional Borchers triple (MR(H),Γ(T
1),Ω). An
internal symmetry of a Borchers triple (M, T,Ω) is a unitary U leaving Ω invariant with
[U, T (t)] = 0 and AdU(M) = M. So as a special case, we get internal symmetries by
second quantization of elements in {V1 ∈ E(H, T 1) : V1H = H, [V1 ⊗ V1, R] = 0}. Using
the characterization of Longo-Witten unitaries in E(H, T 1) in [30] by matrices of analytic
function, we get that these are exactly constant matrices in U(Cn) commuting with R
in the above sense where n is the multiplicity of H . Therefore, we can associate with
(H, T 1, R) a compact group G ⊂ U(n) acting by internal symmetries.
Remark 3.15. Let us define an operator M as (Mf)α(q) = mαfα(q) with constants mα =
mα¯ > 0 and define T 1
′
(t) = eitM
2P−1, i.e. (T 1
′
(t)f)α(q) = eit(m
α)2e−qfα(q). As in [30] we
get T 1
′
(t) ∈ E(H, T 1). We want that [T 1′(t) ⊗ T 1′(t), R] = 0, so that T ′(t) = Γ(T 1′(t))
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is well-defined and therefore defines a Longo-Witten unitary for t ≤ 0. In the notation
with matrix-valued functions, this is equivalent to e−q1m2γ + e
−q2m2δ = e
−q1m2α + e
−q2n2β if
Rαβγδ (q1− q2) 6= 0 and it is further equivalent to that mα 6= mγ implies that Rα•γ•(q) = 0 and
mβ 6= mδ implies that R•β•δ (q) = 0 for almost all q ∈ R, respectively.
As in Remark 3.14 we can associate a compact group G with (H, T 1, T 1
′
, R) by asking
besides [T 1, V1] = 0 and V1H = H that also [T
1′, V1] = 0 holds.
3.3 Construction of massless wedge-local models from scattering
operators
Given two standard pairs (H±, T 1±) onH±, respectively, and two operators R
± ∈ S(H±, T 1±)
we obtain two one-dimensional Borchers triples (M±, T±,Ω±) by the construction of Section
3.2.
We show that every S ∈ S(R+, R−) gives rise to a wave-scattering matrix S˜ as in
Proposition 2.1.
Let us define the operator S˜ =
⊕
m,n S
(m,n) on full Fock space FΣ
H+
⊗ FΣ
H−
by
B(CΩ+ ⊗H⊗n− ) ∋ S(0,n) = 1
B(H⊗m+ ⊗ CΩ−) ∋ S(m,0) = 1
B(H⊗m+ ⊗H⊗n− ) ∋ S(m,n) = S1|1S2|1 · · ·Sm|1S1|2 · · ·Sm|n
where we denote for 1 ≤ i ≤ m and 1 ≤ j ≤ n by Si|j ≡ Sm|ni|j the operator on H⊗m+ ⊗H⊗n−
given by Si,j+m (we omit m|n when no confusion arises). We will use notation as 〈f |1|, R+ij|
and R−|ij as well. Namely if one side of | is empty, then the operator acts trivially on that
side.
Lemma 3.16. Let (H±, T 1±) be two standard pairs on H± respectively and R
± ∈ S(H±, T 1±).
Given an operator S fulfilling the properties (1) and (2) of Definition 3.4 and let S˜ be
defined as above. Then the following hold.
• [S˜, PR+ ⊗ 1FΣ
H−
] = 0 if and only if the left YBE holds;
• [S˜,1FΣ
H+
⊗ PR− ] = 0 if and only if the right YBE holds.
Proof. Fix m ≥ 2. The left mixed YBE R+12S13S23 = S23S13R+12 implies on H⊗m+ ⊗ H⊗n−
the equality Φ+i,i+1Si|•Si+1|• = Si|•Si+1|•Φ
+
i,i+1 for 1 ≤ i ≤ m − 1, where Φ+ij = FijR+ij .
Furthermore [Sk|•,Φi,i+1] = 0 holds trivially for 1 ≤ k ≤ m with k /∈ {i, i+1}. Because the
P
(m)
R+ := PR+ ↾ H
⊗m
+ is given by the linear combination of products of Φi,i+1 and because
Si+1|• always appears next to Si|• in the definition of S(m,n), we can conclude that S(m,n)
commutes with P
(m)
R+ ⊗ 1H⊗n− for all n. For the second statement, note that we can rewrite
S(m,n) as follows:
S(m,n) = S1|1S1|2 · · · · · ·S1|nS2|1 · · ·Sm|n,
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because one has only to exchange the orders of elements which are acting on different tensor
components. Now one proves from the right mixed YBE that 1
H
⊗m
+
⊗P (n)R− commutes with
S(m,n) for m ≥ 1, n ≥ 2.
The converse holds because the left and right mixed YBE are equivalent to the commu-
tation of S˜ with PR+⊗1FH− and 1FH+⊗PR− restricted toH+⊗H+⊗H− andH+⊗H−⊗H−,
respectively.
Therefore, S˜ canonically restricts to an operator on FH+,R+ ⊗FH−,R− if and only if the
left and right YBE are fulfilled. By abuse of notation we denote the restricted operator
also by S˜.
Lemma 3.17. Let (H±, T 1±) be two standard pairs on H± respectively and R
± ∈ S(H±, T 1±).
Given an operator S fulfilling the properties (1)-(4) of Definition 3.4.
If left locality holds, then for R˜+ = R+1,m+1| · · ·R+12|S1|1 · · ·S1|n and the operator AR˜
+
f,JH+g
:
Ψm ⊗ Φn 7→ 〈JH+g|1R˜+(g ⊗Ψm ⊗ Φn) on H+,m ⊗H−,n is self-adjoint for all f, g ∈ H+.
If right locality holds, then R˜− = R−|1,n+1 · · ·R−|12S1|1 · · ·Sm|1 and BR˜
+
f,JH−g
: Ψm ⊗ Φn 7→
〈JH−g||1R˜−(Ψm ⊗ f ⊗ Φn) on H+,m ⊗H−,n is self-adjoint for all f, g ∈ H−.
Proof. The proof is analogous to the proof of Lemma 3.2. For example for the left case we
write
R+ =
∑
β,δ
∫
(R+)βδ (q)⊗ dE(q)βδ , S =
∑
β,δ
∫
W βδ (q)⊗ dE(q)βδ
and from left locality it holds thatW βδ (q)SH+ ⊂ SH+W δβ (q). Together with (R+)βδ (q)SH+ ⊂
SH+(R
+)δβ(q) it follows like in the above-mentioned proof that A
R˜+ is self-adjoint.
Proposition 3.18. Let (H±, T 1±) be two standard pairs, R
± ∈ S(H±, T 1±) and the associated
one-dimensional Borchers triples (M±, T±,Ω±). Let S be an operator fulfilling (1)-(4) of
Definition 3.4. And let S˜ be the operator on FH+,R+ ⊗ FH−,R− associated with S as above.
Then
• x′ ⊗ 1 commutes with Ad S˜(x ⊗ 1) for x′ ∈ M′R+ and x ∈ MR+ if and only if S
satisfies left locality.
• Ad S˜(1 ⊗ y) commutes with 1 ⊗ y′ for y ∈ MR− and y′ ∈ M′R− if and only if S
satisfies right locality.
Proof. Let us assume left locality holds. We need to show that [Jφ(g)J ⊗ 1, S˜(φ(f) ⊗
1)S˜∗] = 0 holds, then the statement follows using the energy bounds as in Proposition
3.12.
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Let Ψm ⊗ Φn ∈ PR+H⊗m+ ⊗ PR−H⊗n− . We calculate on the full tensor product space
H
⊗m
+ ⊗H⊗n−
1√
(n− 1)n [Ja(g)
∗J ⊗ 1, S˜(a(f)∗ ⊗ 1)S˜∗](Ψm ⊗ Φn)
=
1√
n− 1
(
(Ja(g)∗J ⊗ 1)〈f |1|S∗1|n · · ·S∗1|1 − S˜(a(f)∗ ⊗ 1)S˜∗〈JH+g|m|
)
(Ψm ⊗ Φn)
=
(〈JH+g|m−1|〈f |1|S∗1|n · · ·S∗1|1 − 〈f |1|S∗1|n · · ·S∗1|1〈JH+g|m|) (Ψm ⊗ Φn)
= 0,
where we again used that 〈h|• preserves the R±-symmetric Fock space (see Lemma 3.11) as
do S˜ due to Lemma 3.16. Therefore, we get [Ja(g)∗J⊗1, S˜(a(f)∗⊗1)S˜∗] = 0 and [Ja(g)J⊗
1, S˜(a(f) ⊗ 1)S˜∗] = 0 by taking the adjoint on D. To compute mixed commutators we
proceed as follows, noting that S˜ commutes with R+-symmetrization:
(Ja(g)∗J ⊗ 1)S˜(a(f)⊗ 1)S˜∗(Ψm ⊗ Φn) =
=
1√
m+ 1
(Ja(g)∗J ⊗ 1)
m+1∑
i=1
X1iS1|1 · · ·S1|n(f ⊗Ψm ⊗ Φn)
=
m+1∑
i=1
〈JH+g|m+1|X1iS1|1 · · ·S1|n(f ⊗Ψm ⊗ Φn)
S˜(a(f)⊗ 1)S˜∗(Ja(g)∗J ⊗ 1)(Ψm ⊗ Φn) =
=
√
mS˜(a(f)⊗ 1)S˜∗〈JH+g|m|(Ψm ⊗ Φn)
=
m∑
i=1
X1iS1|1 · · ·S1|n〈JH+g|m+1|(f ⊗Ψm ⊗ Φn)
[Ja(g)∗J ⊗ 1, S˜(a(f)⊗ 1)S˜∗](Ψm ⊗ Φn)
= 〈JH+g|m+1|X1,m+1S1|1 · · ·S1|n(f ⊗Ψm ⊗ Φn)
= 〈JH+g|m+1|Fm,m+1 · · ·F12R+1,m+1 · · ·R+12S1|1 · · ·S1|n(f ⊗Ψm ⊗ Φn)
= 〈JH+g|1|R+1,m+1 · · ·R+12S1|1 · · ·S1|n(f ⊗Ψm ⊗ Φn)
=: AR˜
+
f,JH+g
(Ψm ⊗ Φn)
and it holds on finite particle states that
[Jφ(g)J ⊗ 1, S˜(φ(f)⊗ 1)S˜∗]
= [Ja(g)∗J ⊗ 1, S˜(a(f)⊗ 1)S˜∗] + [Ja(g)J ⊗ 1, S˜(a(f)∗ ⊗ 1)S˜∗]
= [Ja(g)∗J ⊗ 1, S˜(a(f)⊗ 1)S˜∗]− [Ja(g)∗J ⊗ 1, S˜(a(f)⊗ 1)S˜∗]∗
= 0
where we use that the operator AR˜
+
f,JH+g
is self-adjoint for all f, g ∈ H+ by Lemma 3.17.
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For the second statement similar calculation leads to
[(1⊗ Ja(g)∗J), S˜(1⊗ a(f))S˜∗](Ψn ⊗ Φm)
= 〈JH−g||1R−|1,n+1 · · ·R−|1,1S1|1 · · ·Sm|1(Ψm ⊗ f ⊗ Φn)
= BR˜
−
f,JH−g
(Ψm ⊗ Φn)
and the same arguments as above hold.
For the only if part we realize that the commutation of x′⊗1 with Ad S˜(x⊗1) implies
that [Jφ(g)J ⊗ 1, S˜(φ(f) ⊗ 1)S˜∗] = 0 on a dense domain. The above calculation for the
case m = 0 and n = 1 shows that left locality holds and right locality is analogous.
Remark 3.19. Lemma 3.17 and Proposition 3.18 show that Definition 3.4 leads to the most
general form of operators S giving rise to a wave S-matrix as in Proposition 2.1 using the
Fock space structure. But there are known examples where the S-matrix is not of this form.
Namely, for the case H± the irreducible standard pair and R± = 1 a more general family
of wave S-matrix not compatible with the Fock structure, has been implicitly constructed
in [7].
We summarize the construction.
Proposition 3.20. For each pair of standard pairs (H±, T 1±) with finite multiplicity and
operators R± ∈ S(H±, T 1±), S ∈ S(R+, R−) there is an asymptotically complete (in the
sense of waves) Borchers triple (MS˜, T,Ω) with wave S-matrix S˜, defined as in Proposition
2.1.
Remark 3.21. We recall that in [42, 7] we proved the corresponding commutation by decom-
posing the S-matrix into Longo-Witten unitaries. In this paper we took a slightly different
strategy. This was necessary for nondiagonal S-matrix, which is more complicated and
does not admit a simple decomposition into Longo-Witten unitaries. On the other hand,
the commutation relation we needed is [x′ ⊗ 1,Ad S˜(x ⊗ 1)] = 0 and it is sufficient that
Ad S˜(x ⊗ 1) ∈ M ⊗ B(FH−,R−) hence on the B(FH−,R−) side one has a greater freedom.
One has to consider not Longo-Witten endomorphisms of M but commutation relations
on a larger space. After this observation one can follow the same line of the proofs in [42].
The connection of these extended commutation relations to nets with boundary [30] is
unclear.
We showed in [42, Section 3] that the asymptotic chiral components are conformal if the
two-dimensional Borchers triple is strictly local. Conversely, in order to construct strictly
local Borchers triples, one has to take strictly local one-dimensional components from the
beginning. The question whether one-dimensional Borchers triples can be strictly local has
been considered in [10], which largely remains open.
From the bootstrap approach, there have been found form factors of some local op-
erators in certain massless models [17, 32]. However, the existence of form factors by no
means implies the existence of the corresponding Haag-Kastler net. Indeed, we showed
[42, 44] that in massless models with a prescribed S-matrix, the strict locality can fail.
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This should be connected with the well-known problem of the convergence of form factors,
which is clearly worse in massless cases. Yet, the possibility that one-dimensional Borchers
triples can be strictly local is a very interesting problem. We will discuss this point later
in Section 5.
4 Massive models from left-right scattering
In this short section we construct massive Borchers triples. For a given standard pair
(H+, T
1
+), we define the opposite standard pair as follows: Let P
1
+ be the generator of T
1
+.
We put T 1′+ (t) = e
it/P 1
+ and T ′+(t) = Γ(T
1′
+ ).
Lemma 4.1. The pair (H ′+, T
1′
+ ) is a standard pair.
Proof. A standard pair admits the direct sum decomposition as in [30]. With this de-
composition, our claim follows from the result for the irreducible pair [30, Theorem 2.6],
namely T 1′+ (t)H+ ⊂ H+ for t ≤ 0.
One can use the converse of the one-particle Borchers theorem as well [29, Theorem
2.2.3].
If R+ ∈ S(H, T 1), then [R+, T 1′+ ⊗ 1] = [R+,1 ⊗ T 1′+ ] = 0, since T 1′+ is defined by a
functional calculus of T 1+. Hence it is clear that the second quantization T
′
+ = Γ(T
1′
+ )
restricts to the R+-symmetrized Fock space FH+,R+ .
Let us recall that one can construct a Borchers triple (M+, T+,Ω+) (Section 3.2). From
Lemma 4.1 it follows that AdT ′+(t) preserves M+ for t ≤ 0. This is equivalent to that
AdT ′+(t) preserves M
′
+ for t ≥ 0. Two representations T+ and T ′+ obviously commute,
both have the positive generator. Hence the joint spectrum of the combined representation
T+(t+)T
′
+(t−) of R
2 is contained in V+. Furthermore, if (t+, t−) ∈ WR, or equivalently
if t+ ≤ 0 and t− ≥ 0 (see Figure 1 and note an unusual definitions of t+, t−), then
AdT+(t+)T
′
+(t−)(M
′
+) ⊂ M′+. Namely (M′+, T+T ′+,Ω+) is a two-dimensional Borchers
triple.
By a parallel reasoning, one sees that (M−, T ′−T−,Ω−) is a two-dimensional Borchers
triple, where T ′− is constructed analogously, but here t+-lightlike translations are given by
T ′− and t−-translations by T−.
Theorem 4.2. Let S ∈ S(R+, R−). Then (M˜S, T˜ , Ω˜) is a Borchers triple, where
• M˜S = M′+ ⊗ 1 ∨Ad S˜(1⊗M−),
• T˜ (t+, t−) = T+(t+)T+(t−)′ ⊗ T ′−(t+)T−(t−),
• Ω˜ = Ω+ ⊗ Ω−.
Proof. The properties for T˜ and Ω˜ are obvious. It follows from the properties of their two-
particle components that T˜ and S˜ commute, hence Ad T˜ (t+, t−)(M˜) ⊂ M˜ for (t+, t−) ∈
WR. The cyclicity and separating property of Ω˜ have been already proven in Proposition
3.20.
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We will see in Section 5.2 that if (H+, T
1
+) is irreducible, then T+(t+)T+(t−)
′ is a massive
representation. It follows immediately that for a reducible pair (H+, T
1
+) the representation
T+(t+)
′T+(t−) is just the massive representation with the same multiplicity. Accordingly,
we can call (M˜S, T˜ , Ω˜) a massive Borchers triple.
It can be easily realized that the construction here is a generalization of [44, Section
6]. Indeed, the present construction takes two standard pairs, not only irreducible ones,
and promotes them by R±-symmetric second quantization, not only by symmetric or an-
tisymmetric second quantization. Finally, the operator S is allowed to have matrix-value,
not only scalar. It is also a generalization of [44, Section 3], because S can depend on the
rapidity. However, here we will not investigate the strict locality.
One may wonder if the S-matrices from our previous work [7] can be used, which does
not preserve the two-particle space. This does not work, at least straightforwardly, because
it is not clear whether the S-matrix commutes with the opposite translation T ′+ ⊗ 1.
Finally, we remark that our construction in this section is a special case of [28]. To see
this, it is enough to extract a Zamolodchikov-Fadeev algebra from our algebra. This can
be done exactly as in [44, Section 6] and we omit the proof. As in [44], our von Neumann
algebra is a tensor product twisted by S˜, hence the scattering inside a component remains
the same. We just illustrate how the two-particle S-matrix looks like: As one sees from the
construction, the first component is parity-transformed (c.f. Section 5), hence the scattering
is determined by R+′(q) = R+(ipi− q). If both the multiplicities of (H±, T 1±) are two, then
understanding the q-dependence implicitly, it is given by

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11
S22
21
S22
12
S22
22
S11
11
S12
11
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11
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11
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11 R
−21
11 R
−22
11
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−12
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−21
21 R
−22
21
S11
12
S12
12
S21
12
S22
12
S11
22
S12
22
S21
22
S22
22
R−
11
12 R
−12
12 R
−21
12 R
−22
12
R−
11
22 R
−12
22 R
−21
22 R
−22
22


.
Using the convention of [28] and with an appropriate basis, an S-matrix of this form could
be called block diagonal. Of course, such an S-matrix has been already treated in [28] in
more generality. The point here is that one can obtain concrete examples from massless
left-right scattering.
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5 Further construction of massive models
Here we investigate another connection between two- and one-dimensional Borchers triples.
In Sections 3, 4 our construction has always been carried out on the tensor product Hilbert
space. In this Section we work on a single Hilbert space.
A similar connection has been proposed under the name of algebraic lightfront holog-
raphy [39]. There has been also an effort to reconstruct a full QFT net from a set of a few
von Neumann algebras and some additional structure [46] where, however, strict locality
remains open. We present a simple sufficient condition in order to reconstruct a strictly
local Borchers triple out of a conformal net. This sufficient condition turns out to be hard
to satisfy, but we believe that it is of some interest, because techniques to construct models
are rather scarce.
The idea to recover the massive free field from the U(1)-current through the endomor-
phisms associated with the functions eit/p is due to Roberto Longo. Some of the results in
this Section have already appeared in the Ph.D. thesis of the author (M.B.) [6].
5.1 Holographic projection and reconstruction
Let (M, T,Ω) be a (two-dimensional) Borchers triple. As we explained in Section 2.2, T
can be restricted to the lightray t+ = 0, the restriction we denote by T
+, and the triple
(M, T+,Ω) is a one-dimensional Borchers triple. We observe that the negative lightlike
translation T+′ is now reinterpreted as a one-parameter semigroup of Longo-Witten en-
domorphisms. Indeed, T+′ obviously commutes with T+ and AdT+′(t+) preserves M for
t+ ≤ 0. Furthermore, T+′(·) has the positive generator. These properties of T+′ are actu-
ally very rare if we exclude the massless asymptotically complete case which we considered
in Section 3.
Now let us reformulate the situation the other way around. Let (M, T+,Ω) be a one-
dimensional Borchers triple and V (t) be a one-parameter semigroup of Longo-Witten endo-
morphism for t ≤ 0 with positive generator. Let T (t+, t−) = V (t+)T+(t−). By assumption
T+ and V commute, hence T is a representation of R2. By the assumed spectral conditions,
spT ⊂ V+. Then we have the following.
Theorem 5.1. The triple (M, T+,Ω) is a Borchers triple. If (M, T+,Ω) is strictly local,
then so is (M, T,Ω).
Proof. The first statement is clear from the definition.
We assume that (M, T+,Ω) is strictly local. Let (t+, t−) ∈ WR, in other words t+ < 0
and t− > 0. One observes that AdT+(t−) ◦ AdV (t+)(M) ⊂ AdT+(t−)(M). The intersec-
tion in question is
M ∩ AdT (t+, t−)(M′) = M ∩AdT+(t−) ◦ AdV (t+)(M′)
⊃ M ∩AdT+(t−)(M′)
and Ω is cyclic for the right-hand side by assumption.
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As a strictly local Borchers triple corresponds to a Haag-Kastler net, this Theorem
gives a simple construction strategy. However, as a natural consequence of difficulty in
constructing Haag-Kastler nets, examples of such Longo-Witten endomorphisms seem very
rare.
Let us take a closer look at this phenomenon. We take the Borchers triple (M, T+,Ω)
associated with the U(1)-current net. Among the endomorphisms found by Longo and
Witten, the only one-parameter family with positive generator (negative in their convention
[30]) is given by the function ϕ(p) = eit/p with t ≤ 0. As we will see, if we take Vϕ =
Γ(ϕ(P1)), the above prescription gives just the free massive field net, hence is not very
interesting. However, this endomorphisms is expected not to extend to any extension of
the U(1)-current net, due to the failure of Ho¨lder continuity of the function eit/p at p = 0
for t < 0. We found another family of such endomorphisms in [7]. We will discuss it in
Section 5.3.
General properties of such endomorphisms have been studied in [9]. It is very interesting
to find out how to construct more examples of one-parameter semigroup of Longo-Witten
endomorphisms with the semibounded generator, which would immediately lead to Haag-
Kastler nets.
5.2 Examples
Standard pairs and two-dimensional Wigner representations
First we show that from a irreducible standard pair we can obtain a representation of the
two-dimensional Poincare´ group. Everything could be done abstractly by using Borchers
commutation relations, but we rather give a proof using an explicit representation to get
in contact with models constructed in the literature.
Let Um be the irreducible positive-energy representation of the the two-dimensional
proper Poincare´ group P+ with mass m > 0 on a Hilbert space denoted by Hm. We can
identify Hm = L
2(R, dθ) and the action is given by
pm(θ) = (m cosh θ,m sinh θ)
(p0, p1) · (a0, a1) = p0a0 − p1a1
(Um(x, λ)f)(θ) = e
ipm(θ)·xψ(θ − λ)
Jmψ(θ) = ψ(θ) ,
where Jm = Um(−I) is the anti-unitary representation of (a0, a1) 7→ (−a0,−a1). We remind
that we can associate a standard space Hm(WR) with the right wedge using modular
localization [11], namely Hm(WR) = ker(1 − Sm) is the standard space associated with
Sm = Jm∆
1
2
m, where ∆itm = Um(0,−2pit).
For the irreducible standard pair it is convenient to take the restriction to the translation
subgroup {T0(t)}t∈R of the lowest weight 1 positive energy representation of the Mo¨bius
group Mo¨b onH0 and the standard subspace H0 = H0(R+) defined again through modular
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localization [29]. It can be represented on H0 = L
2(R+, p dp) by
(T0(t)f)(p) = e
itpf(p)
(∆it0 )f(p) = e
−2pitf(e−2pitp)
J0f(p) = f(p)
such that (J0,∆0) are the modular objects for H0.
Proposition 5.2. Let (H0, T0) be the irreducible standard pair and Vm(s) = e
im2s/P0, where
T0(t) = e
itP0. Then Um(a, λ) = Vm(
1
2
(a0 − a1))T0(12(a0 + a1))∆
−i λ
2pi
0 gives the mass m
representation and H0 is identified with Hm(WR).
Proof. We show using the explicit parametrization. First we note that
Rm : L
2(R+, p dp) −→ L2(R, dθ)
f 7−→ (θ 7→ me−θf(me−θ))
defines a unitary, namely
(Rmf, Rmg)L2(R+,pdp) =
∫
R
Rmf(θ)Rmg(θ) dθ
=
∫
R
f(e−θ+lnm)g(e−θ+lnm)e−2θ+2 lnm dθ
=
∫
R
f(e−θ)g(e−θ)e−2θ dθ
=
∫
R
f(p)g(p)p dp
= (f, g)L2(R+,pdp)
shows unitarity. Then using(
Vm(
1
2
(a0 − a1))T0(12(a0 + a1))∆
−i λ
2pi
0 f
)
(p) = eλei
1
2
(a0+a1)p+im
2
2
(a0−a1)/pf(eλp)
we get:(
RmVm(
1
2
(a0 − a1))T (1
2
(a0 + a1))∆−i
λ
2pi f
)
(θ) = me−θ+λei
m
2
(a0+a1)e−θ+im
2
(a0−a1)eθf(me−θ+λ)
= eipm(θ)·a(Rmf)(θ − λ)
= U(x, λ)(Rmf)(θ) ,
in particular, one has RmT0(
1
2
(a0+a1))Vm(
1
2
(a0−a1))∆−i
λ
2pi
0 = Um(x, λ)Rm. J• acts in both
representation by complex conjugation, so it holds also RmJm = J0Rm.
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Factorizing S-matrix models
We exhibited some examples of previously known Borchers triples in Section 2.1. The
restriction to the lightray gives one-dimensional Borchers triples as we observed in Section
2.2. On the other hand, the scaling limit of the models [26] has been investigated and some
one-dimensional Borchers triples (half local quantum fields, in their terminology) have been
introduced [10, Section 4]. Here we observe that they simply coincide. As a special case,
the lightray-restriction of the massive free net corresponds to the U(1)-current net, which
we used in [44].
The one-dimensional Borchers triples in [10] are given as follows: Let us fix S2. The
Hilbert space is the same S2-symmetric Fock space HS2 based on the irreducible one-
particle space L2(R, dθ). The representation T is restricted to the positive lightray, which
acts on the one-particle space as T (t)(ξ)(θ) = eite
θ
ξ(θ). For a test function g on R, the von
Neumann algebra is in our notation given by
φS2(g) = z
†
S2
(gˆ+) + zS2(J1gˆ
−),
NS2 = {eiφS2(g) : suppg ⊂ R−}′.
where fˆ±(θ) = ±ieθ ∫ f(t)eite±θ dt = ±ieθf˜(±θ), where f˜ is the Fourier transform of f .
Note that in our notation zS2(·) is antilinear, while [10] it is linear. TS1 and ΩS2 are same
as before.
Let us compare this with the von Neumann algebra of the two-dimensional Borchers
triple. It is almost the same:
MS2 := {eiφS2(f) : suppf ⊂WL}′,
φS2(f) := z
†
S2
(f+) + zS2(Jmf
−), f±(θ) =
1
2pi
∫
d2af(a)e±ip(θ)·a,
Let us consider a function f(t+, t−) = g1(t+)g2(t−). Then f±(θ) = g˜1(−eθ)g˜2(eθ). If we
take g1 which is the derivative of g above and g2 which approximates the delta function, it
is clear that f± approximate gˆ±, hence we obtain NS2 ⊂MS2. By the standard argument
using the cyclicity of ΩS2 and Takesaki’s theory (see, e.g. the final paragraph of [27,
Theorem 2.4]) one can conclude that NS2 = MS2 . Namely the one-dimensional Borchers
triples coincide.
Finally, we observe that the case S2(θ) = 1 corresponds to the U(1)-current net. The
one-particle Hilbert spaces are identified as above and the full spaces are the symmetric
Fock spaces, thus they coincide. Translations are also identified. In this case one can
directly take Mr := {eiφr(f) : suppf ⊂ WR}′′ If one takes f+ as in the previous paragraph
where f is a test function supported inWR, then as shown in [24], f
+(θ−λ) has an analytic
continuation in R+i(0, pi) and f+(θ−ipi) = f−(θ) and it is clear that Jmf− = f+. In other
words, f+ ∈ ker(1 − Jm∆
1
2
m). As the wedge-algebra of the U(1)-current net is generated
by the exponentiated fields AU(1)(R+) = {eiφ(f+) : f+ ∈ H(R+)}′′, this coincides with Mr
again by Takesaki’s theorem.
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From 1D Borchers pairs
For a Borchers pair (H, T 1) and R ∈ S(H, T 1) and a operator M given in our representa-
tion by (Mf)α(q) = mαfα(q) as in Remark 3.15 we can define a massive Borchers triple
(MR(H), TT
′,Ω) where T ′(t) = Γ(T 1′(t)) and T 1′(t) = eitM
2P−1 . The one-particle spaces
can be identified with a direct sum of the spaces Hmα like in Proposition 5.2. Each α
corresponds, therefore, to a massive particle with mass mα. It is clear that the former
example is just a special case and one obtains in this way the models in [28], namely from
these assumptions about the particle spectrum and the two particle scattering operator
one can construct the needed data (H, T 1, T 1
′
, R).
Conjecture on the SU(2)-current algebra
Zamolodchikov and Zamolodchikov conjectured [47] that, in our terminology, the one-
dimensional Borchers triples constructed out of the S-matrix of the SU(2)-symmetric
Thirring model is equivalent to the SU(2)-current algebra, the chiral component of a con-
formal field theory. This conjecture, if it turns out to be true, would imply that the SU(2)-
current net admits a one-parameter semigroup of Longo-Witten endomorphisms with pos-
itive generator, which comes from the negative lightlike translation in the SU(2)-Thirring
model. As remarked before, no such semigroup is so far known for the SU(2)-current net,
hence this would be already new. Furthermore, as we see in the next Section, if we have
two such semigroups, under suitable technical conditions we can “mix” them to obtain new
strictly local Borchers triples, or equivalently Haag-Kastler nets, which would be a striking
consequence.
As far as the authors understand, the conjecture remains open. Nakayashiki found
a quite large family of form factors of the SU(2)-Thirring model which have the same
character as the SU(2)-current algebra at level 1 [33]. However, it is not known whether
the current algebra itself is appropriately represented. As another evidence, it has been
revealed that both the SU(2) Thirring model and the SU(2)-current algebra admit the same
symmetry, so-called Yangian symmetry [5, 31]. Yet the equivalence of the two-models is
unknown.
5.3 Mixing models by the Trotter formula
Here we present a novel idea to construct strictly local Borchers triples. This has not led
to any new example, but the authors expect that there should be concrete situations where
it can apply, as we explain later.
Proposition 5.3. Let (M, T+,Ω) be a one-dimensional Borchers triple and assume that
AdV1(t),AdV2(t), t ≤ 0 are one-parameter Longo-Witten endomorphisms with positive
generators Q1, Q2. Furthermore, we assume that Q1 +Q2 is essentially self-adjoint. Then
V (t) := eit(Q1+Q2) implement a one-parameter semigroup of Longo-Witten endomorphism
for t ≤ 0 with positive generator. The triple (M, T,Ω) is a two-dimensional Borchers triple,
where T (t+, t−) := V (t+)T+(t−). It is strictly local if so is (M, T+,Ω).
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Proof. The Trotter product formula (proved in [14] under the assumption here) tells us
that V (t) = limn (V1(t/n)V2(t/n))
n. Then it is clear that
AdV (t)(M) = lim
n
Ad (V1(t/n)V2(t/n))
n (M) ⊂
∨
n
Ad (V1(t/n)V2(t/n))
n (M) ⊂M,
since both AdV1(t/n) and AdV2(t/n) are endomorphisms ofM. Analogously T
+ commutes
with V since so do both V1 and V2. Hence V implements a one-parameter semigroup of
Longo-Witten endomorphisms. Positivity of the generator Q1 + Q2 is trivial from the
assumptions.
The last statement is just a corollary of Theorem 5.1.
The assumption on the generators could be weakened in order to obtain the same result,
see [15, 16].
This Proposition indicates that it is important to investigate the set of one-parameter
semigroups of Longo-Witten endomorphisms. Some general properties have been obtained
in [9], however, if one aims at constructing models, it is necessary to study concrete exam-
ples. Even in the best-known case where the Borchers triple comes from the U(1)-current
net, the known examples of such one-parameter semigroups are scarce.
There is some hope in models with asymptotic freedom. Certain integrable models are
expected to be asymptotically free [48, 1], including the O(N) σ-models treated in [28].
In terms of Algebraic QFT, asymptotic freedom should imply that the scaling limit net is
equivalent to the massless free field net, hence to the tensor product of the U(1)-current
nets. For an integrable model, the scaling limit net should be constructed from the one-
dimensional Borchers triples as seen in [10], which is expected to be equivalent to the
U(1)-current net for an asymptotically free models. Then one conjectures that there are
two different one-parameter semigroup of Longo-Witten endomorphisms, one coming from
the free field and the other coming from the interacting field (they cannot be the same
because such a semigroup directly reproduces the net through Theorem 5.1). They could
be mixed as Proposition 5.3, producing further different nets.
Trivial examples
For any Borchers triple (M, T,Ω) one can take the one-dimensional reduction (M, T+,Ω)
and take the two copies of the t+-translation T
+′. The construction of Proposition 5.3 gives
simply the dilated T+′. One can take also arbitrarily dilated translation T+′(κ ·), κ > 0.
The resulting Borchers triple is just the dilation in the negative lightlike direction.
A slightly more complicated example can be found in [44]. We take the Borchers triple
(Mc, Tc,Ωc) which comes from the free massive complex free field. There is an action of
the global gauge group U(1), implemented by ei2pitQc . For κ ∈ R, one can construct a new
Borchers triple
M˜c,κ := Mc ⊗ 1 ∨ Ad ei2piκQc⊗Qc(1⊗Mc), T˜c = Tc ⊗ Tc, Ω˜c := Ωc ⊗ Ωc.
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It turned out that this is strictly local. It is easy to observe that T+′c ⊗1 and 1⊗T+′c are both
one-parameter semigroups of Longo-Witten endomorphisms with the positive generators,
since they commute with Qc ⊗ Qc. Proposition 5.3 changes simply the mass of the left
or right component, correspondingly. A similar observation holds for the construction in
Section 4.
With the example above from [44], it is possible to determine the lightlike intersec-
tion M˜c,κ ∩ Ad T˜+c (t)(M˜c,κ)′. Indeed, as we know how the commutant looks like, it takes
explicitly the form(
Mc ⊗ 1 ∨Ad ei2piκQc⊗Qc (1⊗Mc)
) ∩ (Ad ei2piκQc⊗Qc (Mc(t)′ ⊗ 1) ∨ 1⊗Mc(t)′) ,
where Mc(t) = AdT
+
c (t)(Mc). We have considered this intersection in [44, Section 4.4]
(with the change of the action from ZN to S
1, which does not affect the argument). The
result is that the above intersection is equal to (Mαc ∩Mαc (t)′)⊗ (Mαc ∩Mαc (t)′), where Mαc
is the fixed point with respect to Ad ei2piαQc. The vacuum is clearly not cyclic for this von
Neumann algebra if α /∈ Z (if α ∈ Z, ei2piκQc⊗Qc = 1 and this case is not interesting).
In other words, the one-dimensional Borchers triple (M˜c,κ, T˜
+
c , Ω˜c) does not satisfy strict
locality.
A non example
Here we show that on the U(1)-current net A(0), there is a nontrivial semigroup of Longo-
Witten endomorphisms with positive generator. The fundamental idea is the boson-fermion
correspondence, which we reformulated in the operator-algebraic approach in [7, Section
3.3]. In short, the U(1)-current net can be embedded in the free complex fermion net FerC,
where there is the U(1)-action by inner symmetry and it holds that A(0) = Fer
U(1)
C
, the
fixed point subnet.
The net FerC acts on the fermionic Fock space, where the “one-particle space” has
actually multiplicity two as the (projective) representation of the Mo¨bius group with the
lowest weight 1
2
. Let us denote by P1 the generator of the translation group on this
“one-particle space”. The argument of [30] works without any essential change for the
fermionic case and one sees that Λ(e
it
P1 ) implements a Longo-Witten endomorphism for
t ≤ 0, where Λ is the fermionic second quantization. This operator obviously commutes
with the inner symmetry and therefore restricts to the bosonic subspace and implements a
Longo-Witten endomorphism of the U(1)-current net. The generator is again the restriction
and is positive.
One can observe that if the procedure of Theorem 5.1 is applied to the FerC and Λ(e
it
P1 ),
one obtains the massive free complex fermion net. The proof will be just analogous as in
Section 5.2. This still admits the U(1)-action. It is immediate that the construction of The-
orem 5.1, applied to the U(1)-current net and this restriction of the fermionic translation,
leads to this U(1)-fixed point subnet of the two-dimensional free fermion net.
A natural question arises as to what happens if we mix the two one-parameter semi-
groups: one coming from the restriction of the fermionic translation and the other coming
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from the bosonic translation, by Proposition 5.3. Unfortunately, but interestingly, the
self-adjointness condition is crucial.
We show that the common domain does not contain the bosonic one-particle space.
As we calculated in [7, Section 3.3], the bosonic one-particle space L2(R+, p dp) can be
embedded in the fermionic “two-particle space” (L2(R+, dq+)⊕ L2(R−, dq−))⊗2 as follows:
For Ψ ∈ L2(R+, p dp), there corresponds a function
ι(Ψ)(q1, q2) = − 1
2pi
Ψ(q1 − q2), for q1 > 0, q2 < 0,
ι(Ψ) = 0 if q1 and q2 have the same sign and on the region q1 < 0, q2 > 0 it is determined
by antisymmetry (note the slight modification of notation from [7]). The generator of
fermionic one-particle translation P1 acts as the multiplication by |q|, hence 1P1 acts by 1|q| .
Now we see that any function Ψ ∈ L2(R+, p dp) is not in the domain of 1P1 . Indeed, we
may assume that the support of Ψ contains some p0 > 0. The multiplication by
1
q1
− 1
q2
in
the fermionic two-particle space gives the function(
1
q1
− 1
q2
)
ι(Ψ(q1, q2)) = − 1
2pi
(
1
q1
− 1
q2
)
Ψ(q1 − q2),
which has divergences like 1
q1
and 1
q2
around (0,−p0) and (p0, 0), respectively, hence is
clearly not in L2(R+, dq1) ⊗ L2(R−, dq2). This implies that ι(Ψ) is not in the domain of
Λ( 1
P1
).
Therefore, we cannot find a common domain in such an elementary way to apply
Proposition 5.3. There are still weaker conditions which enable such an addition of two
generators [16], but we are so far not able to check them in this situation. To the authors’
opinion, it is curious that the very existence of Haag-Kastler net is immediately related to
such a domain problem.
6 Outlook
We constructed families of Borchers triples, massless ones with multiple particle compo-
nents and nontrivial left-left, right-right and left-right scatterings and massive ones with
block diagonal S-matrix. Strict locality of these models remains open. One should note
that integrable models with bound states (S-matrix has poles in the strip [40, 34]) have
not been treated in the operator-algebraic framework (c.f. [28]).
We presented also relations between massive models and one-dimensional Borchers
triples accompanied with a one-parameter semigroup of Longo-Witten endomorphisms with
the semibounded generator. Many open problems in integrable models are relevant with
this observation. We discussed the conjectured relations between the SU(2)-current algebra
and the SU(2)-symmetric Thirring model and asymptotic freedom in integrable models.
We argued that an affirmative solution of any of these conjectures could lead to further
new constructions of strictly local Borchers triples.
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Another correspondence between an integrable model and a conformal field theory has
been recently proposed, e.g. [20], in connection with higher dimensional gauge theory [2].
The authors would like to see possible consequences in the operator-algebraic framework.
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A A Lemma on standard subspaces
We need a straightforward generalization of a well-known result (the special case T =
T ′ is basically [29, Theorem 3.18]). A general operator T should not be confused with
translation. We use this notation only in this Appendix.
Lemma A.1 (cf. [29, Theorem 3.18], [30, Lemma 2.1.]). Let K ⊂ K and H ⊂ H be two
standard subspaces and T, T ′ ∈ B(K,H). Then the following are equivalent:
1. 〈g′, T f〉 = 〈T ′f, g′〉 for all f ∈ K, g′ ∈ H ′.
2. TSK ⊂ SHT ′.
3. ∆
1/2
H T∆
−1/2
K is defined on D(∆
−1/2
K ) and its closure coincides with JHT
′JK.
4. The map T (s) := ∆−isH T∆
is
K ∈ B(K,H), s ∈ R extends to a bounded weakly continu-
ous map on R+ i[0, 1/2] analytic in R+ i(0, 1/2) and satisfying T (i/2) = JHT
′JK.
Proof. To see 2 ⇔ 3 we note that J• is an involution and S• = ∆−1/2• J• for • = H,K.
Therefore, TSH ⊂ SHT ′ is equivalent to T∆−1/2K ⊂ ∆−1/2H JHT ′JK . This is equivalent to
∆
1/2
K T∆
−1/2
H ξ = JHT
′JKξ for ξ ∈ D(∆−1/2K ).
For 3 ⇒ 4 let ξ ∈ H and η ∈ K be entire vectors of exponential growth for ∆H and
∆K , respectively. We define
fξ,η(z) := 〈ξ,∆−izH T∆izKη〉 ≡ 〈∆−izH ξ, T∆izKη〉
which is an entire function with fξ,η(t + i/2) = 〈∆1/2H ∆itHξ, T∆−1/2K ∆itKη〉, which equals
〈∆itHξ, JHT ′JK∆itKη〉 by assuming 3. A priori one has the estimate
‖fξ,η(z)‖ ≤ max{‖T‖, ‖T ′‖}
∥∥∥(1 +∆−1/2H )ξ∥∥∥∥∥∥(1 +∆−1/2K )η∥∥∥
and this can be improved to ‖fξ,η(z)‖ ≤ max{‖T‖, ‖T ′‖}‖ξ‖ ‖η‖ by the three-line theorem
(e.g. [35]). By density of ξ’s in H and η’s in K, 4 follows.
4 ⇒ 3: Assuming 4 as in the step before 〈T∆−1/2K η,∆1/2H ξ〉 = 〈JHT ′JKη, ξ〉 holds and
the η’s and ξ’s form a core for ∆
−1/2
K and ∆
−1/2
H , respectively. It follows that the equation
38
holds for all η ∈ D(SK) and ξ ∈ D(SH). This implies ∆1/2H T∆−1/2K η = JHT ′JKη for all
η ∈ D(SK), namely 3 holds.
To see that 2 implies 1 we calculate for g′ ∈ H ′ and f ∈ K
〈g′, T f〉 = 〈g′, TSKf〉
= 〈g′, SHT ′f〉
= 〈T ′f, S∗Hg′〉
= 〈T ′f, g′〉 .
By assuming 〈g′, T f〉 = 〈T ′f, g′〉 for all f ∈ K and g′ ∈ H ′ we get
〈g′, SHT ′f〉 = 〈T ′f, S∗Hg′〉 = 〈T ′f, g′〉 = 〈g′, T f〉
and because H ′ + iH ′ is dense in H it holds SHT ′f = Tf for all f ∈ K. Then we have for
f, g ∈ K
TSK(f + ig) = Tf − iTg = SHT ′f − iSHT ′g = SHT ′(f + ig)
and in particular TSK ⊂ SHT ′ and we showed 1 implies 2.
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