The duality theorem
Let G denote a real reductive group [9] with maximal compact subgroup K and complexified Lie algebra g. Let Γ be a discrete cocompact subgroup of G. For a finite dimensional complex G-module E it is classical [2] , that the Γ-cohomology with coefficients in E can be computed by (g, K)-cohomology. One way to state this is to say
for q ≥ 0, where C ∞ (Γ\G) K denotes the (g, K)-module of all K-finite functions in C ∞ (Γ\G). We want to generalize this formula to an arbitrary Harish-Chandra module V , i.e. V is an admissible (g, K)-module of finite length. Any complete locally convex, Hausdorff topological vector spaceV on which G acts via a continuous representation such that the (g, K)-module of K-finite vectorsV K is isomorphic to V is called a globalization of V . Among all globalizations there is a maximal one V max , i.e. any other embeds continuously and G-equivariantly into V max (see [8] ).
It is known that the G-representation L 2 (Γ\G) splits discretely with finite multiplicities:
The duality theorem of Gelfand [6] states that the multiplicity N Γ (π) of a certain representation π equals the dimension of the space of Γ-fixed vectors in (π K ) max . In other words:
We generalize this to higher degrees as follows:
Theorem 1.1 (Duality Theorem) Let V be a Harish-Chandra module, then for all q ≥ 0 we have
Proof: LetṼ be the Harish-Chandra module dual to V , soṼ = (V * ) K , the space of K-finite vectors in the algebraic dual space V * . Since V is admissible it follows that the natural map V →Ṽ is an isomorphism. LetM
The group K acts onM via
The derived action of the Lie algebra
extends by this very formula to the Lie algebra g of G and makes M a (g, K)-module. The group G acts onM by
This action commutes with the (g, K)-structure, it preserves M and thus makes M a (g, K) × Gmodule. For the (g, K)-invariants we have
which as G-module is just V max [8] .
By restriction M becomes a (g, K) × Γ-module.
Let M od(Γ) denote the category of Γ-modules and similar for (g, K) and (g, K) × Γ. The functor of taking invariants from M od((g, K) × Γ) to the category Ab of abelian groups can be factored in two diferent ways:
giving rise to two spectral sequences
Proof: For the (g, K)-acyclicity consider
which vanishes for q > 0 according to Theorem 6.13 p. 481 of [8] .
For the Γ-acyclicity we consider the standard resolution
The group Γ acts on C q by
Then H * (Γ, M ) is the cohomology of the complex of Γ-invariants (C q ) Γ . Choose an open set U ⊂ G such that U = U K and (γU ) γ∈Γ is a locally finite covering of G. Then there exists a smooth K × Γ-invariant partition of unity (ρ γ ) γ∈Γ such that suppρ γ ⊂ γU . Consider a cocycle f ∈ (C q ) Γ , df = 0, q > 0. Let F ∈ C q−1 be defined by
The sum is locally finite in x and since ρ γ is K-invariant this function remains K-finite. A computation shows that F is Γ-invariant and that dF = (−1) q f .
It follows that both our spectral sequences degenerate. Since they have the same abutment it follows
The first term is H p (Γ, V max ). The last is
Recall that C ∞ (Γ\G) K splits as a topological direct sum with finite multiplicities:
where now only those finitely many summands are nonzero with infinitesimal character λ π occuring in the Jordan-Hölder series ofṼ . We now apply the Lemma 1.3 Let V, W be Harish-Chandra modules, then
Proof: We have the natural dualizing map Hom C (V, W ) → Hom C (W ,Ṽ ), which is injective. Iterating we get Hom C (Ṽ ,W ) → Hom C (W ,Ṽ ) ∼ = Hom C (V, W ). These two maps are inverse to each other.
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Applying this and the fact that the invariant integral puts C ∞ (Γ\G) in duality with itself we conclude
The duality theorem is proven. 2
The divisor of the Selberg zeta function
In this section we show how the higher duality theorem can be used to derive the Patterson conjecture about the divisor of the Selberg zeta function. For simplicity of presentation we restrict to the rank one case, the higher rank case can be treated similarly. Let G denote a semisimple Lie group with finite center of real rank one. Let P = M AN ne a minimal parabolic subgroup, then M is compact, A is a connected split torus of dimension one and N is nilpotent. Let (σ, V σ ) be a finite dimensional representation of M . Fix a cocompact, torsion free, discrete subgroup Γ of G. Any γ ∈ Γ, γ = 1 is in G conjugate to an element a γ m γ of A + M , where A + is the positive Weyl chamber in A given by the choice of P . For γ ∈ Γ let l γ := | log(a)|, the length of γ. For Re(s) >> 0 the Euler-product:
converges, where the product runs over all primitive conjugacy classes [γ] in Γ and Ad N means the N -th symmetric power of the adjoint representation of A on n = Lie(N ).
In [4] or [5] it is shown that Z σ (s) extends to a meromorphic function on the plane. Let λ ∈ a * and consider the principal series representation π σ,λ on the Hilbert space H σ,λ of all functions f from G to V σ such that f (manx) = a (ν+ρ) σ(m)f (x) and such that the restriction of f to K is an L 2 -function. This becomes a Hilbert space in the quotient modulo null-functions. The group G acts on H σ,λ by right translations. It is known that π σ,λ is a representation of finite length and that its space of K-finite vectors, (π σ,λ ) K is a Harish-Chandra module. Let π max σ,λ denote the maximal completion of the latter.
Theorem 2.1
The cohomology H p (Γ, π max σ,λ ) is finite dimensional for all p ≥ 0 and the vanishing order of the zeta function Z σ is
if λ = 0 and
whereπ max σ,0 is a certain nontrivial extension of π max σ,0 with itself.
Proof: Let a 0 be the real Lie algebra of A and a + 0 the positive Weyl chamber with exp(a
be the unique element of norm 1. From [5] we take that the vanishing of
wheren is the Lie algebra ofN , the unipotent radical ofP = M AN , the parabolic opposite to P . Further for any A-module V the notion (V ) λ means the generalized λ-eigenspace, i.e. (V ) λ is the maximal subspace of V on which H − λ(H) acts nilpotently for any H ∈ a. Let ρ 0 ∈ a * be the half sum of positive roots.
This is proven in [3] Prop. 4.1.
To prove the theorem, assume first λ = ρ 0 . Let π ∈Ĝ, then
where V σ,−λ is the representation space of the representation σ ⊗ (−λ). Since M is compact the fixmodule-functor (.) M is exact so there is no higher cohomology. A being a split torus of dimension one carries cohomology in degrees 0 and 1. It follows H 0 (AM, W ) = H 1 (AM, W ) for any AM -module W and H p (AM (W ) = 0 for p > 1. Therefore the above equals
For a (g, K)-module V and a (a ⊕ m, M )-module U we have [7] :
where C ρ 0 is the one dimensional A-module given by ρ 0 . For fixed U we consider this as a contravariant right exact functor in V and consider the corresponding Grothendieck spectral sequence E
From the above it follows that E 0,q 2 = E 1,q 2 and E p,q 2 = 0 for p > 1. The spectral sequence degenerates and we conclude for
which by the duality theorem implies the second assertion. vanishes. Above we have made use of the fact that χ(E 2 ) = χ(E 3 ) = . . . = χ(E ∞ ) = χ(abutment). Now we use the fact that in case the Euler number vanishes, then the first higher Euler number:
satisfies χ 1 (E 2 ) = χ 1 (E 3 ) = . . . = χ 1 (E ∞ ) = χ 1 (abutment). Hence the order of Z σ (s + |ρ 0 |) at s = λ(H 1 ) equals
This gives the claim for s = 0. In the case s = 0 we have to replace H 0 (AM, .) by H 0 (a 2 ⊕m, M, .), where a 2 means the subalgebra of U (a) generated by H 2 , H ∈ a. It then follows that Ind G P (U ) is to be replaced by a suitable self-extension.
