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Abstract
Integrability in Optical Design
Meredith L. Coletta
Advisor: R. Andrew Hicks, Ph.D.
Catadioptric sensors can be designed to induce certain transformations between an
object surface and an image plane. We discuss techniques for designing these sensors
and examine the error involved when dealing with non-integrable distributions. Rota-
tionally symmetric mirrors can be used to produce panoramic images. Two methods
for producing rotationally symmetric mirrors that induce cylindrical projections are
described. The first has the advantage of imaging without distorting vertical lines and
the second has the advantage of producing uniform resolution panoramic images. If
we do not required a surface to be rotationally symmetric we will have more flexibility
in the design process. However, in general, when dealing with the non-rotationally
symmetric case, the problem of designing a catadioptric sensor that will induce a
given transformation does not have a solution. If a distribution is integrable then
solutions to this problem will exist. Frobenius’ Integrability Theorem can be use to
check for integrability. When a distribution is non-integrable we use methods that will
produce approximate solutions to the problem. We then introduce ways to measure
the error associated with these approximations. We show that on an open set with
compact closure we can find a lower bound on our error metric. We also describe a
Cartesian slice method for constructing a surface to approximate a given distribution
and show that when this method is used, we can measure the error associated with
the resulting surface. These error measurements are important because they give us
a way to measure integrability and determine when a distribution is “badly” behaved
with respect to integrability.
11. Geometric Optics, the Pinhole Camera and Image Formation
1.1 Geometric Optics
Geometric optics models light as rays, which emanate from point sources. These
rays interact with surfaces via reflection or refraction. In the reflective case, the
incoming ray forms a plane with the normal to the surface. In that plane, the incoming
ray is reflected about the normal. This is the rule often called “the angle of reflection
equals the angle of incidence”. In the refractive case, after a ray strikes a surface
it is re-directed according to Snell’s law n1 sin(θ1) = n2 sin(θ2), as seen in Fig. 1.1.
Here θ1 and θ2 are the respective angles made with the incoming ray and the normal,
and the outgoing ray (which may or may not enter the material) and the normal.
This law contains two parameters, n1 and n2 known as the indices of refraction of
the materials. These values vary with the wavelength of the light ray. The general
optical design problem is to find an optical system that directs the light rays from
a collection of point sources to a given target surface in some prescribed way, as
in Fig. 1.2. For the problem of imaging, each of the rays emanating from a single
point source should be brought to a single prescribed point. When this is achieved,
the source point is said to be imaged perfectly. In this case the target surface is
almost always a plane, which, in the case of imaging is known as the image plane.
For the problem of illumination, the goal is to achieve a prescribed energy density on
the target surface.
A ray bundle, or a congruence of lines, is a continuous, or differentiable 2-parameter
family of lines. This means that there is a differentiable map B from an open, con-
nected subset U ⊂ R3 to R3×R3, such that if we write B(u, v) = (B1(u, v), B2(u, v)),
then B1 is a diffeomorphism from U to R
3 and B2 is non-vanishing differentiable map
2to R3. Intuitively, B1 creates a patch of a differentiable surface and B2 assigns a
direction to each point on it, which gives rise to a line. Each line represents a ray of
light, and together, all of the lines coming from a single source form a ray bundle. A
wavefront is a family of surfaces in which each surface is formed by the set of points
reached by a wave at a certain instant as the wave propagates through space. Not
every ray bundle has wavefronts. If a ray bundle does have wavefronts then each
ray will be normal to the plane tangent to the wavefront at the point where the ray
intersects the wavefront. When this is the case the ray bundle is integrable.
Figure 1.1: When a ray of lights strikes a surface it is refracted according to Snell’s
law n1 sin(θ1) = n2 sin(θ2).
Optical System
Point sources
Target plane
Figure 1.2: The general problem of optical design is to guide light rays from a collec-
tion of sources to a given target plane.
31.2 The Pinhole Camera
As is well known, optical systems generally consists of mirrors and lenses. An im-
portant example of image formation that does not require any reflection or refraction
is the pinhole camera. Here, a small hole is made in a container that allows light
to enter only the hole. An image is formed as in Fig. 1.3A. The pinhole camera is
probably the simplest model of how to form images, i.e. of a camera, and it has the
advantages of being able to produce images that have a large depth of field, and wide
angle images that have little distortion. One of the main disadvantages of this model
is the exposure time. Since the hole actually has a positive diameter, point sources
are imaged as elliptical spots, plots of which are referred to as spot diagrams, whose
size is proportional to the size of the hole. Thus one generally uses a small hole in
a pinhole camera, which requires long exposures. One may imagine introducing a
lens at the hole in Fig. 1.3A to make the ray bundles passing through the pinhole
converge back down to a point.
1.3 Image Formation
Physical optics prohibits imaging points perfectly, but in practice designers often
work within the realm of geometric optics and attempt to design imaging systems
with spot diagram as small as possible. Imaging more than one point perfectly is a
difficult problem. In imaging systems with lenses and mirrors, images are formed as a
collection of small spot diagrams, although their structure may be more complex than
in the case of the pinhole camera. For example, in the case of the Newtonian reflecting
telescope, rays that are parallel to the axis of rotation of a paraboloid are perfectly
imaged to a point, but other ray bundles are not. Fig. 1.3B depicts sample points
from a spot formed by a bundle of rays that have 1◦ tilt with respect to the optical
axis. If these spots are sufficiently small, then the result may be an acceptable image.
4The conclusion is that if a source point can be imaged perfectly, then by continuity,
points near that source point may form small enough spot diagrams to be acceptable.
This means that narrow field imaging is the norm, and high quality wide-field imaging
is difficult to attain.
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Figure 1.3: A. Image formation with a pinhole camera. (From Edey [1970].) B.
Sample points from spot diagram formed by a ray bundle entering a Newtonian
telescope.
Aside from the task of keeping the spot diagrams small, the designer may also have
to contend with chromatic aberration. That is, since the index of refraction of
many refracting materials is a function of the wavelength of the light traveling through
it, white light may be broken into different colors, whose corresponding rays arrive at
different points of the image plane. Considerable effort is sometimes required on the
part of the optical designer to compensate for chromatic aberration, resulting in the
use of many more surfaces than may have been required otherwise. Mirrors do not
exhibit chromatic aberration. Unfortunately though, mirrors introduce the problem
of obstruction. Nevertheless, in some optical systems, such as telescopes, mirrors are
in fact the surface of choice because chromatic aberration must be avoided, and due
to the fact that large lenses are problematic to cast and are quite heavy. Obstruction
is less of an issue since only a few surfaces are needed. Note that the issue of weight
5does remain a problem in the design of certain lenses for single-lens reflex (SLR)
cameras, in particular zoom lenses. It is common to see at sporting events, such as
golf tournaments, hoards of photographers holding SLR cameras with extremely long,
heavy zoom lenses.
One of the main points of this proposal is that by using free-form mirrors it may
be possible to design systems without obstruction and hence it may be possible to
design light weight mirror lenses to replace bulky zoom lenses. Here the term lens
is used as a general term for image forming optical system. An additional advantage
of mirror lenses is that they may be used in a wider range of wavelengths. For exam-
ple, refracting lenses for cameras that image in the far infra-red are often made from
germanium, which is extremely expensive. It is not uncommon for such lenses to cost
upwards of $30,000(US). Mirrors, even free-form ones, are generally considered inex-
pensive to manufacture, and a wide-angle mirror lens could make infra-red imaging
more broadly available.
A. B.
LIGHT 
PATH
Figure 1.4: A. The Katoptaron all mirror “lens”. B. The light path through the
Katoptaron overlaid in an image from the German patent.
There do exist narrow field off-axis reflecting telescopes called schiefspieglers,
as in Stavroudis [1972]. Off-axis camera lenses, such the Makowsky Katoptaron, de-
picted in Fig. 1.4, are rare and have an extremely narrow field of view (an 800 mm
6lens for a 35 mm camera), since they are essentially reflecting telescopes. The Katop-
taron makes use of two rotationally symmetric aspherical mirrors. This mirror lens is
extremely flexible, working in the ultra-violet, visible or near infra-red wavelengths.
The design of illumination systems has recently attracted the attention of the PDE
community. Non-imaging optics is largely is concerned with the illumination prob-
lem, which is the problem of redistributing, with a prescribed intensity distribution,
the radiation from a collection of sources onto a target, as in McDermit and Horton
[1974], Winston et al. [2005], and Rubinstein and Wolansky [2007]. The illumination
problem has applications to areas such as laser beam shaping, as in Shealy [2000] and
solar collector design, as in Winston [1995]. Some single source, single surface mod-
els make use of the Monge-Ampe`re equation, such as Ries and Muschaweck [2002].
Construction and existence have been considered by Oliker and Kochengin [2003] and
Glimm and Oliker [2003], Glimm and Oliker [2004]. In general the problem of con-
trolling multiple bundles simultaneously is unsolved, as is discussed in Winston et al.
[2005]. Probably the most recent and popular application of illumination optics has
been due to the wide-spread use of light emitting diodes, which is a technology
that could possibly help cut energy consumption drastically worldwide. Our view-
point is that these design problem should be viewed in a unified fashion; namely the
control of rays emanating from multiple point sources.
72. Panoramic Imaging with Mirrors
The method of panoramic imaging with mirrors described here was introduced
in Hicks et al. [2001]. A panoramic image is one that provides a “360 degree” field
of view. There are numerous ways to capture such images, from wide-angle lenses
to cameras with slits that rotate around a piece of film wrapped on a cylinder. An
approach which has recently generated much interest within the computer vision com-
munity is the use of catadioptric sensors, which consist of combinations of cameras
with conventional lenses (dioptrics) and curved mirrors (catoptrics). In this chapter,
our attention will be focused on this type of sensor. Their usefulness in panoramic
imaging stems from the following idea: if one points a camera at a curved mirror
(usually convex), the field of view of the camera can be increased. The image may
then be digitized and numerically transformed as desired, including the generation of
various different projections from the acquired image. For example, one might use the
sensor to generate a perspective projection of a small portion of the image. A major
asset of this type of panoramic sensor is that it operates in real-time, facilitating video
applications.
A consequence of the increased field of view of a catadioptric sensor is that image
resolution tends to be low. To make this precise, we define the resolution of the
sensor to be the total number of pixels in the image divided by the total solid angle
(steradians) that have been imaged. (Recall that solid angle simply refers to the area
of a region on a unit sphere; hence a hemisphere corresponds to an angle of 2π. A
true omnidirectional sensor can view a whole sphere - a solid angle of 4π.) Suppose
one chooses a fixed camera with a conventional glass lens; this choice effectively
fixes accumulated pixels and resolution. If one augments the sensor by introducing
a reflective surface component which increases the imaged solid angle, the resolution
8obviously decreases. Decreased resolution is a major disadvantage for important
applications such as stereo imaging and tracking. It is therefore worthwhile to design
sensors which maximize resolution by more “efficiently” imaging the view sphere, and
ignoring regions not of interest to the observer.
The shape of the catoptric component of a catadioptric sensor is crucial in de-
termining not only the field of view, but also the types of projections that may be
mimicked by the sensor (possibly coupled with digitally transforming the image). An
important example is the class of surfaces that yield a single effective viewpoint.
We will say that a sensor has a single effective viewpoint if it measures the intensity
of light passing through some fixed point in space, in every possible direction. This
point, which is known as the effective viewpoint, acts as a sort of virtual center of
projection. If a sensor does have a single effective viewpoint, then perspective images
with respect to that point may be recovered. This may be achieved by backprojecting
the image onto the plane of choice. For example, consider a parabolic mirror being
viewed by an orthographic-type1 camera. This sensor design, from Nayar [1997],
exploits the fact that the focus of a parabola can play the role of a single effective
viewpoint if the parabola is viewed orthographically.
Suppose we wish to create a panoramic image with such a parabolic sensor, where
the region on the view sphere of interest lies between parallel latitudinal lines - imagine
the region of space which is swept out by the rotating beam of light of a lighthouse,
the “beam sweep”. A large fraction of the image obtained by the parabolic sensor is
devoted to the camera (centered in the middle), and its immediate neighborhood –
an area likely not of interest to the observer. Thus, valuable pixels are wasted; the
resolution of the sensor is not optimized. See Fig. 2.1 for a diagram illustrating this
1Two basic projection models for a camera are orthographic and perspective. In the orthographic
case the camera is assumed to detect light rays that are parallel to one another in a fixed direction.
In the perspective case, the rays detected are all those that pass through a fixed point called the
pinhole or center of projection.
9Horizon line
Figure 2.1: Here we see a schematic depiction of an image from a parabolic sensor.
The region in side of the dotted circle is of no use when creating a panoramic image,
and so those pixels are “wasted”.
10
phenomenon.
To circumvent this difficulty, we have designed an “exotic” (non-conic) rotationally
symmetric reflective surface which gives an approximate cylindrical projection of
a specified “beam sweep”. Recall that a cylindrical projection is a mapping from
the world to the plane obtained by choosing a center of projection on the axis of
symmetry of a cylinder and projecting points in the world onto the cylinder along
the lines that contain the center of projection. Then the cylinder is “unrolled” by a
software transformation to obtain a 2-dimensional image (see Fig. 2.2). The design
specification for our mirror translates mathematically into the requirement that the
cross-sectional profile of the surface satisfy a certain differential equation (see section
3).
Center of
World point projected onto the cylinder
World point 
projection
Cut the cylinder along a line
Figure 2.2: The cylindrical projection
Any rotationally symmetric mirror will have the property that horizontal circles
on a cylinder (whose symmetry axis coincides with that of the mirror) will be imaged
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without distortion, up to scaling. Our mirror enjoys the additional property that
vertical lines along a given cylinder are imaged without distortion, that is, they
are subjected to a simple linear scaling. We have observed experimentally that this
property corresponds to a certain robustness for the unwarping process - the sensor
is designed to image objects at a certain distance, but continues to work reasonably
well for objects at varying distances.
2.1 Previous Work
There are numerous systems for creating panoramic images: wide-angle and fish-
eye lenses, mechanical means, stitching images, etc. We will not survey all of these
methods, since we are interested in catadioptric sensors. The reader may consult the
surveys by Svoboda and Pajdla [2000] and Yagi [1990]. Many designs catalogued on
Hicks [2003], Daniilidis [2002] and McBride [2002]. One approach that has recently
become popular in the robotics and vision community is the use of curved mirrors
coupled with conventional camera/lens systems, known as catadioptric sensors or
omnidirectional cameras, as depicted in Fig. 3.1. Such systems are inexpensive, and
the resulting distorted “annular” panoramas, as in Fig. 3.2, may be unwarped with
software to produce traditional panoramic strips, as depicted in Fig. 3.3. In addi-
tion, these sensors can be applied to video applications, unlike some of the classical
solutions, such as stitching images or rotating cameras.
An early use of mirrors for panoramic imaging is a patent by Rees [1970], who
proposes the use of a hyperbolic mirror for television viewing. Another patent is by
Greguss [1986], which is a system for panoramic viewing based on an annular lens
combined with mirrored surfaces.
Nalwa [1996] describes a panoramic sensor that uses flat mirrors and multiple
cameras that has a single effective viewpoint.
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Chahl and Srinivasan [1997] describe a mirror that has the property that there
is a linear relationship between the angle of incidence of the light and its angle of
elevation. The mirror is described using a differential equation. Hicks and Bajcsy
[2000] consider a mirror which provides perspective images without digital unwarping.
Nayar [1997] has described a true omnidirectional sensor, with the goal of recon-
structing perspective views. Nayar and Peri Nayar and Peri [1999] investigate two
mirror systems with a single effective viewpoint.
2.2 The Polar Sensor
cx
f(x)
θ θ
ax+b
Figure 2.3: The derivation of the differential equation.
We now derive the differential equation that describes our panoramic mirrors for
cylindrical projection. In Fig. 2.3 we see a schematic of the mirror geometry. The
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cross section of the mirror is the graph of a function f(x). We assume that the mirror
is being viewed orthographically2 and that the image is formed on the x-axis. We
fix the vertical line at x = c and assume also that the mirror shape is such that
the point (0, x) is the image of a point (c, T (x)) where we require T (x) = ax + b;
this corresponds to a linear relationship between distance measured along the vertical
line x = c, and the “film” located along y = 0. Thus the image obtained from such
a sensor can be used to create a cylindrical projection by applying a simple polar
coordinate transformation, hence we refer to this sensor as the polar sensor. θ is
the angle between the normal to the curve and the light ray, where we assume of
course that the angle of incidence is equal to the angle of reflection. We derive our
equation by computing tan(2θ) is two different ways, and setting the two expressions
equal to each other.
On one hand, since tan(θ) = f ′(x), tan(2θ) = 2f
′(x)
1−f ′(x)2
. On the other hand, from
the diagram tan(2θ) = c−x
f(x)−T (x)
. Here we are mostly interested in the case when
T (x) = ax+ b. Thus we have our basic equation:
2f ′(x)
1− f ′(x)2 =
c− x
f(x)− ax− b.
Solutions to this equation tend to look like straight lines or concave up monotonic
functions (see Fig. 2.4).
In Fig. 2.6 we see a panoramic view of a scene obtained from a prototype of our
catadioptric sensor. In this case the “vertical field of view” is about 45 degrees. The
image quality decreases towards the top of the image, where there is a discontinuity
in the unwarping process.
2This is a reasonable approximation for a camera with telecentric lens. A similar derivation is
possible for the case in which the camera projection is assumed to be perspective.
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Figure 2.4: Cross sections of mirrors for use with orthographic projection, with scaling
factors a = 1 (a straight line of slope 1), a = 3 and a = 9, all with b = 0 and c = 10.
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Figure 2.5: An image obtained directly from our sensor. On the right we see the same
image unwarped.
Figure 2.6: On the left we see an image obtained directly from our sensor. On the
right we see the same image unwarped.
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3. Equicylindrical Catadioptric Sensors
Here we address the problem of designing catadioptric sensors that produce uni-
form resolution panoramic images. Catadioptric sensors have already been designed
that are equiresolution with respect to solid angle; but such sensors do not take into
account the effect of unwarping transformations that are typically applied to the
initially recorded images.
We will describe a family of catadioptric sensors for generating panoramic strip
images from a cylindrical projection. These sensors have equiresolution properties
which take into account the unwarping transformations. We present the derivations
of the equations that describe such sensors and demonstrate in simulation their prop-
erties with respect to unwarping.
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LIGHT RAY
MIRROR
Figure 3.1: A catadioptric sensor typically consists of a camera/dioptric component
pointed at a mirror.
Consider the image in Fig. 3.3, which has non-uniform “resolution”, i.e. in some
sense there is more information at the top of the image than at the bottom. Here we
describe a means of designing mirror shapes for panoramic systems such that when
the annular image is transformed in software, the resulting panoramic strip image
does have uniform resolution. This is an example of computational imaging, in which
the optical system is designed to include computational component that performs a
task that is not a mere heuristic. The classic example of such thinking is Cathey and
Dowksy’s wave-front coding introduced in Cathey and Dowski [1995], which allows
for optical imaging with great depth of field.
When it was said above that the resolution of an unwarped image is non-uniform,
the term resolution was not referring to the dimensions of an image when considered
as an array of numbers. One definition of resolution of a catadioptric sensor is as
the number of pixels per solid angle allocated by the sensor, as in Baker and Nayar
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Figure 3.2: An annular panoramic view captured with a parabolic mirror. The pho-
tographer can be partially seen near the center.
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Figure 3.3: The image from Fig. 3.2 digitally processed into a strip view. The region
containing the photographer, along the bottom of the strip, has lower quality than
the rest of the image.
[1998]. This is a pointwise notion, i.e., the resolution can vary from point to point.
Formally, if the sensor is viewed as a projection of the sphere at infinity to the image
plane, then the resolution is essentially the determinant of the Jacobian matrix of the
projection. In other words, it encodes the magnification information of the mapping
from the sphere at infinity to the image plane. Systems employing a single mirror
for which this magnification factor is constant were described by Hicks and Perline
[2005]. Two mirror systems with this property were classified by Hicks et al. [2006]. It
may seem then that the problem of creating uniform resolution panoramic images is
solved, but the above work does not take into account post-processing, i.e., typically
images are unwarped to create panoramic strips. These unwarping maps generally
have non-constant Jacobian determinant that results in a non-uniform distribution
of pixels.
As mentioned above, a common approach for processing images taken with om-
nidirectional camera is to apply an unwarping transformation to yield a panoramic
strip. Suppose that I is the image obtained from an omnidirectional camera and let
D be the portion of I that corresponds to the mirror of system. We wish to unwrap
D to rectangular panoramic strip S, i.e. implement a function f : D → S. If this
approach is taken, then if one labels a pixel of D as [x, y] we have that the unwarping
20
transformation is of the form
[x, y]→ [arctan(y/x), g(
√
x2 + y2), ] = [θ(x, y), r(x, y)]. (3.1)
Note that it is traditional for the horizontal axis of a panoramic image to be the
θ axis. As an example of the above, if g(t) = t then the above transformation is
the usual conversion to polar coordinates. From an algorithmic point of view, this
mapping is not the one needed for the unwarping, because the image of D under this
map will not be onto, due to D consisting of a discrete set of pixels. Therefore in
practice one chooses a point [θ, r] in the strip and assigns to it the color value of a
pixel in D using the inverse of the above map, which is of the form
[θ, r]→ [f(r) cos(θ), f(r) sin(θ)], (3.2)
Of course rounding is required and this is also a point for possible image processing
opportunities. Nevertheless, this mapping, while assigning a value to every entry of
S, is not necessarily onto D, nor is it 1− 1.
What is the meaning of the function f ? Let us take a step back and examine
the workings of a catadioptric sensor. Note that the function f above is chosen based
upon the mirror shape in order to achieve the desired projection. The traditional
cylindrical panoramic projection that we are concerned with consists first of a map
to the cylinder
[x, y, z]→
[
x√
x2 + y2
,
y√
x2 + y2
,
z√
x2 + y2
]
= [x1, y1, z1] (3.3)
followed by a map to the plane (the “unwrapping of the cylinder”)
[x1, y1, z1]→ [arctan(y1/x1), z1]. (3.4)
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Figure 3.4: A collection of points randomly distributed in a strip in a uniform fashion.
The projection p determined by the composition of the above two transformations
does in fact scale area by a constant factor for any cylinder whose axis of rotation
is the z-axis. Yet if one implements this with an arbitrary mirror and appropriate
choice of f , the projection induced by the mirror will not be area preserving, nor
will the unwarping transformation. As a result, since we are in a discrete setting,
information will be lost.
Suppose that we have sample points on an image plane, which are randomly but
uniformly distributed points (this is for visual purposes only), as in Fig. 3.4. This
is the nature of the data provided by an omnidirectional camera regardless of the
mirror shape used, although the data lies on a grid. If we then unwarp as described
above, using the standard polar coordinate transformation, the set of points in the
disk that are “called upon” to give color values appear in Fig. 3.5. The region of
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Figure 3.5: The image of the points from Fig. 3.4 under the standard polar transfor-
mation. Note the clustering around the center.
densely distributed points in the center of the disk in Fig. 3.5 will correspond to lower
resolution in the bottom of the strip.
An example of an area preserving projection map can be obtained by taking
f(r) =
√
r in equation (3.2). When this transformation is applied to the points in
Fig. 3.4, the resulting points in the disk are uniformly distributed, as depicted in Fig.
3.6. One can easily check that this choice of f does give rise to a map whose Jacobian
has a constant determinant. This choice of f is found by computing the determinant
of the Jacobean of the map (3.2) and setting it equal to a constant, which gives
the differential equation f(r)f ′(r) = 1. This equation can then be easily solved by
separation of variables – the general solution is of the form f(r) =
√
r + κ. Below we
derive the mirror shapes that give rise to sensors whose unwarping transformations
are of this type.
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Figure 3.6: The image of the points from Fig. 3.4 under an area preserving transfor-
mation. These points are uniformly distributed in the disk.
3.1 Related Work
The problem of designing a catadioptric sensor to have a required resolution has
been approached by several authors. In a 1945 patent, Benford gives a description
of a mirror designed in such a way that the solid angle is related to the area in the
photograph in some prescribed way, as in Benford [1945]. The exact relationship is
left vague, but the text indicates that a differential equation is used to determine the
shape of the mirror.
Chahl and Srinivasan employ differential equations to derive a mirror shape such
that the radial angle θ and the angle of elevation φ are linearly related, as in Chahl
and Srinivasan [1997]. This relationship results in a second-order ordinary differential
equation whose solutions are given in implicit form
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sin(A+ θ(1−K)/2) = (Br)(1−K)/2. (3.5)
Here, dφ
dθ
= K, and A and B are constants arising from the fact that the differential
equation derived is second-order. The application was to create a visual sensor that
mimicked the eye of an insect, such as a dragonfly, for the control of a small flying
robot.
Ollis et al. argued that improved uniformity of resolution is obtained if one de-
mands that the angle of elevation φ be proportional to the tangent of the radial angle
θ as in Ollis et al. [1999]; geometrically, tan(θ) represents the distance of the image
point to the optical axis. Thus, as the angle θ ”sweeps” out some range of angle, a
proportional length is swept out in the image plane (note that the line of reasoning
here is essentially one dimensional). The profiles for the resulting mirrors satisfy the
differential equation dr
dθ
= r cot
(
K tan(θ) + pi
2
)
. The authors then apply these mirrors
to mobile robot navigation and panoramic stereo.
A variant of the Ollis mirror is described by Conroy and Moore [1999]. Using the
same parameters as above, the authors then calculate what the mirror shape such
that φ is proportional to the area of the corresponding disk in the image plane. Hua
and Ahuja built a camera for creating uniform resolution panoramic images using
multiple cameras, as in Hua and Ahuja [2001].
Hicks and Bajcsy derive the mirror shapes for a sensor which will give wide-angle
perspective images, and so uniformly image planes, as in Hicks [2002]. Hicks and
Perline describe a sensor for which the projection map from the view sphere to the
image plane is area preserving, as in Hicks and Perline [2005]. This means that any
two solid angles are allocated the same number of pixels by the sensor. But if the
image is to undergo further processing, such as being unwarped to a panorama, then
the map that should be considered is not the projection map from the sphere to the
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plane, but rather a map from a cylinder to a plane.
Sensors designed to image cylinders were investigated by Gaechter and Pajdla
[2001]. The analysis of these devices is essentially two dimensional (and extended
to three dimensions by radial symmetry) and so do not take into account the area
considerations discussed here. In fact, the unwarping map for these sensors is the
standard polar map discussed in the above example and giving the point distribution
of Fig. 3.6.
The resolution of a parabolic based catadioptric sensor is considered by Baker and
Nayar [1998]. Nayar and Baker compute the resolution of their catadioptric sensor
and compare it to a conventional camera.
3.2 Derivation of the equation of the mirror cross-section
For simplicity, we assume that we are imaging a cylinder of radius R and height
2R, i.e. we would like our mirror to have a ±45 degree field of view. Using the
notation of Fig. 3.7, we assume that we have camera with image plane at y = 1 and
pinhole at the origin. We would like to compute a formula for the slope of the mirror
at an arbitrary point (x, y). This point projects back to the point (x/y, 1) in the
image plane. We would like for area of the disk of radius x/y to be proportional to
the area of the corresponding imaged portion of the cylinder swept out by the vertical
line x = R. Suppose that we consider the region of the cylinder that extends from
y = −R to h(x/y). Thus our basic equation is
kπ(x/y)2 = 2πR(h(x/y) +R). (3.6)
Note that we would like h(0) = −R. This equation determines the function h, namely
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Figure 3.7: The derivation of the differential equation for the mirror profile.
h(x/y) =
k
2R
(
x
y
)2
−R. (3.7)
From Fig. 3.7 we see that we can now compute the incoming and outgoing direc-
tions of the light at (x, y). Using this information we can compute the normal vector
W at (x, y):
W =
(−x,−y)√
x2 + y2
+
(R− x, h(x/y)− y)√
(R− x)2 + (h(x/y)− y)2 . (3.8)
This allows us to write a differential equation for y(x) by simply computing the slope
of a vector orthogonal to W , giving the ordinary differential equation
dy
dx
=
−
(
y − h
(
x
y
))
1r
(R−x)2+(y−h(xy ))
2
+ y√
x2+y2
(R− x) 1r
(R−x)2+(y−h(xy ))
2
− x√
x2+y2
(3.9)
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Figure 3.8: The mirror profile as numerically generated from equation (3.6). Here
the parameters were chose so that the mirror would have a radius of 1 unit, and at a
height of 1 unit above the center of projection would have a ±45 degree view.
A sample cross-section, with initial conditions y(0) = 1, and h chosen to map the
unit disk to the portion of the cylinder under consideration appears in Fig. 3.8.
3.3 Simulations
Using graphical ray tracing simulations, it is possible to inspect the performance of
the above imaging system and compare it with a commonly used commercial design,
i.e. a parabolic mirror combined with a telecentric lens. We chose to design a mirror
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Figure 3.9: The image of a cylinder with a parabolic mirror. This mirror actually
has zero derivative at its lowest point and so smoothly images the region below the
horizon from -45 to -90 degrees. This region is allocated 3% of all the pixels used by
the mirror.
with a ±45 degree field of view as described in the above derivation. The target
object was a cylinder with a sand like texture that would allow one to see in detail
the dependency of the image resolution on the shape of the mirror. Note that this
comparison is unfair in the sense that the parabolic system actually can see more of
the scene than the equicylindrical mirror.
In this case we choose the parabola to have the field of view from -90 degree to
+45 degrees, namely y = x2+1 with x = 0 to 1.2, but it should be noted that region
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Figure 3.10: The cylindrical projection of the portion of a cylinder with a sand
grain like texture, created by imaging the cylinder with a parabolic mirror and then
unwarping the image in software. Note the variation in grain size from top to bottom
of the image, which corresponds to -45 to +45 degrees above the horizon.
of pixels we did not use, corresponding to the view from -90 to -45 degrees, consisted
of only 3% of the available pixels in the image. A sample image appears in Fig. 3.9.
This visible in the sample data as the lighter portion of center of the disk which is
imaging a checker board wall in the distance.
After the ray tracing simulations were performed, the images were unwarped ac-
cording to the appropriate transformation to give a cylindrical projection. A portion
of the result from the parabolic system can be seem in Fig. 3.10, where it is evi-
dent that there is great variation in the size of the sand grains, as opposed to the
uniformity provided by the equicylindrical mirror, in Fig. 3.11.
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Figure 3.11: Results of an experiment similar to that described in Fig. 3.10, except
using an equicylindrical system.
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4. The Prescribed Projection Problem
The prescribed projection problem involves finding a mirror surface that will cause
a second given surface to be imaged in a certain way. The given projection is defined
by a transformation between a camera with image plane I and an object surface S. A
mirror surfaceM induces this transformation TM from a subset of I to S by following
a ray from a point in the image plane until it intersects M . The ray is then reflected
according to the law that the angle of incidence is equal to the angle of reflection and
then the ray intersects the object surface.
Rays going from the image plane toward the mirror surface are determined by the
camera model. To simulate a perspective camera model we designate a single point
with which all rays that will be imaged must pass through. If an orthographic model
is used all rays will be perpendicular to the image plane.
The Prescribed-Projection Problem described in Hicks [2005] is as follows.
Given a transformation G from I to S, find M such that TM = G. If no such M
exists, then find M such that TM is a good approximation to G. See Fig. 4.1A.
The given transformation G can be used to construct a vector field that will be
normal to the desired mirror surface. In order to construct the vector field W of a
subset of R3, for each point r lying on a ray that enters the camera, we define
W(r) =
q(r)− r
|q(r)− r| +
G(q(r))− r
|G(q(r))− r| , (4.1)
where q(r) is the point in the image plane I such that rays traced out from q(r) will
pass through r. This can be seen in Fig. 4.1B.
A vector field is an infinite dimensional vector space, and a gradient vector field
is a subspace of this vector space. Occasionally W will be the gradient of a function
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A. B.
Figure 4.1: A. Prescribed projection problem as described in Hicks [2005]. B. Con-
struction of the vector field W.
F (x, y, z). This occurs if and only if the curl of W is identically zero. If this is the
case then the mirror surface is of the form F (x, y, z) = C. It may also be the case
that a surface perpendicular toW exists butW is not a gradient. If this occurs there
must be a scalar function α(x, y, z) such that ∇F = α(x, y, z)W.
Using vector fields is not the most natural way to approach this problem because
the length of the vector field is not important. A more natural approach is to assign
a plane to each point in space such that each plane is perpendicular toW. In general,
the assignment of a plane to each point of a space is called a planar distribution
or 2-distribution. In this thesis we are only concerned with the case of planar
distribution in R3. (The notion can be generalized to differentiable manifolds, where
at each point of the tangent space of the manifold a subspace is chosen, usually in a
differentiable manner.)
A planar distribution in R3 is integrable at p if in some open neighborhood of
p there is a regular surface containing p whose tangent planes coincide with the
distribution in that neighborhood. The distribution is integrable if it is integrable
at every point within the open set on which it is defined. Frobenius’ Integrability
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Theorem is the fundamental theorem regarding the integrability of a distribution.
4.1 Frobienius’ Integrability Theorem
Frobenius’ Integrability Theorem: A planar distribution is integrable if and
only if, for every pair of vector fields X and Y lying in the distribution, their Lie
bracket, [X,Y], also lies in the distribution.
For a discussion of Lie brackets, see Spivak [2005]. A planar distribution in R3
can be described as a family of planes perpendicular to a non-vanishing vector field
W. In this case the Frobenius theorem has a simpler form. In the language of vector
calculus this test becomes: W is perpendicular to a family of surfaces if and only
if (∇ ×W) ·W = 0. We prove one of the directions here, and in a later chapter
provide a proof that comes along with an error estimate for a technique to construct
approximate integral surfaces. The proof in one direction, where we are assuming
that W is a multiple of a gradient, is as follows:
If W = α(x, y, z)∇f(x, y, z) then
W =
[
α(x, y, z)
∂
∂x
f(x, y, z), α(x, y, z)
∂
∂y
f(x, y, z), α(x, y, z)
∂
∂z
f(x, y, z)
]
(4.2)
and therefore
(∇×W) ·W = α ∂
∂x
f
(
∂
∂y
α
∂
∂z
f − ∂
∂z
α
∂
∂y
f
)
+ α
∂
∂y
f
(
∂
∂z
α
∂
∂x
f − ∂
∂x
α
∂
∂z
f
)
+ α
∂
∂z
f
(
∂
∂x
α
∂
∂y
f − ∂
∂y
α
∂
∂x
f
)
= 0.
(4.3)
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The converse will follow as a corollary of an estimate proved later, (6.21).
4.2 Rotationally Symmetric Surfaces
The rotationally symmetric version of the prescribed projection problem always
has a solution. If a system is rotationally symmetric then only a slice of the system
needs to be considered so the problem reduces to two dimensions. The reason that
solutions always exist is because differential equations generally have integral curves.
The proof using Frobenius Theorem is short. Assume, without loss of generality
that
W = [0, g(y, z), h(y, z)] (4.4)
is a vector field. Then, applying Frobenius gives
(∇×W) ·W =
[
dh(y, z)
dy
− dg(y, z)
dz
, 0, 0
]
· [0, g(y, z), h(y, z)] = 0. (4.5)
4.3 Non-rotationally Symmetric Surface
The non-rotationally symmetric version of the problem generally is not integrable.
An example of the asymmetric version is the problem of finding a right angle mirror.
We define the right angle mirror to be a mirror surface of the form x = f(y, z) such
that when the surface is viewed orthographically from the positive x-axis, the induced
projection maps an object plane, y = −k, k > 0, to an image plane, x = c, c > 0,
by a scaling transformation. So a point [c, y, z] on the image plane is mapped to the
point [λy,−k, λz] on the object plane where λ > 0 is a constant scale factor that
determines the field of view. This can be seen in Fig. 4.2.
The given transformation for the right angle mirror is G([c, y, z]) = [λky,−k, λkz].
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Figure 4.2: The right angle mirror maps a point [c, y, z] on the image plane to the
point [λy,−k, λz] on the object plane. Here we use an orthographic projection.
Therefore if an orthographic projection is used then
W = e1 +
[λky − x,−k − y, λkz − z]
[(λky − x)2 + (−k − y)2 + (λkz − z)2]1/2
, (4.6)
where e1 = [1, 0, 0]. The vector field W was constructed for imaging the plane
y = −k. In order to image the plane at infinity we take k →∞, giving
W∞ = e1 +
[λy,−1, λz]
(λ2y2 + 1 + λ2z2)1/2
=
[λy + (λ2y+1 + λ2z2)1/2,−1, λz]
(λ2y2 + 1 + λ2z2)1/2
. (4.7)
The length of the vectors in W∞ is not important so W∞ can be multiplied by a
nonzero scalar function. We let U be the vector field resulting from dividing W∞ by
the first component of W∞. U has the same direction as W∞,
U =
[
1,
−1
λy + (λ2y2 + 1 + λ2z2)1/2
,
λz
λy + (λ2y2 + 1 + λ2z2)1/2
]
. (4.8)
Note that W∞ and U are independent of x. This is because an orthographic projec-
tion was used and because the object plane was imaged at infinity.
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W, W∞, and U are not gradients or gradients times a scalar function. To show
that this is true for W one can compute (∇×W) ·W and show that it is not equal
to zero for all x, y and z.
If a vector field W(x, y, z) is not a gradient or a gradient times a scalar function,
then Hodge functionals can be used to find the closest gradient to W. This is done
by minimizing
HW(F ) =
∫ ∫ ∫
Ω
|∇F −W|2dV, (4.9)
for a given vector field W, over all F = F (x, y, z). In the right angle mirror example
W =W(x, y) and F is of the form x− f(y, z) so the Hodge functional reduces to a
double integral.
The Hodge functional does not take into account the fact that the gradient vector
field may be scaled by a nonzero function. The generalized Hodge functional takes
this into account by using an integrating factor α. The generalized Hodge functional
is
GHW(F ) =
∫ ∫ ∫
Ω
|∇F − αW|2dV. (4.10)
If α is treated as unknown and F as given then the Euler-Lagrange equation for
functionals gives the optimal choice of α for F , which is α = W·∇F
W·W
. In order to
prevent the generalized Hodge functionals minimum from occurring when F = 0, ∇F
must be constrained to be nonzero. One way to do this is to assume F is of the form
∑
0≤i,j,k≤N
cijkx
iyjzk (4.11)
where c100 = 1.
Note that if α = W·∇F
W·W
and |W| = 1 then |∇F − αW| = |∇F ×W|.
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Proof:
Using the identity (a× b)× c = (a · c)b− (a · b)c.
with a =W, b = ∇F, c =W
(W ×∇F )×W = (W ·W)∇F − (W · ∇F )W = ∇F − (W · ∇F )W
= ∇F − αW
and |(W ×∇F )×W| = |(W ×∇F )||W| = |(W ×∇F )|
therefore |∇F − αW|2 = |W ×∇F |2.
Therefore minimizing the functional in (4.10) with α = W·∇F
W·W
over all F is equivalent
to minimizing ∫ ∫ ∫
Ω
|∇F ×W|2dV (4.12)
over all F.
The Rayleigh-Ritz Approximation Method can be used to approximately mini-
mize GHW(F ). In order to minimize a functional over an infinite-dimensional space
of functions, the Rayleigh-Ritz method uses a smaller space of functions that can be
described with a finite number of parameters. Then the minimization can be per-
formed on these parameters, therefore converting the problem to one of traditional
optimization. For example, this method can be used to solve the differential equation
f ′(x) = f(x), f(0) = 1 over the interval [0, 1]. The solution is
f(x) = ex = 1 + x+
1
2!
x2 +
1
3!
x3 + · · · (4.13)
but the problem may be rephrased as minimizing the integral
∫ 1
0
[f(x)− f ′(x)]2dx (4.14)
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over a space of f with f(0) = 1. Letting the smaller space be functions of the form
1 + a1x + a2x
2, the integral in (4.14) becomes 8
15
a22 +
1
2
a1a2 +
1
3
a21 − 43a2 − a1 + 1.
The coefficients of this polynomial are determined by definite integrals. To find the
approximate solution to the problem, the polynomial expression must be minimized.
The polynomial is quadratic in the ai terms, so the minimization can be performed
by solving a linear system of the partial derivatives. The result of minimizing the
polynomial is approximately f(x) = 1 + 0.87x + 0.84x2, which is not a very good
approximation to the power series for ex. If the space of functions of the form f(x) =
1+a1x+a2x
2+a3x
3 is used instead, the result is f(x) = 1+1.01x+0.43x2+0.28x3,
which is a much better approximation.
In the case of the right angle mirror problem the Rayleigh-Ritz method was used
with
F (x, y, z) = x− f(y, z) (4.15)
where
f(y, z) = c1y + c2z
2 + c3y
2 + c4yz
2 + c5z
4 + c6y
3 + c7y
2z2 + c8yz
4 + c9z
6. (4.16)
Because the mirror will be symmetric about the xy-plane only even powers of z are
used. Then F can be substituted into the integral and the integral can be minimized.
4.4 Simulations
An example of a surface created using this method is a mirror that rotates a scene
about the x-axis by an angle of θ. First we will examine the case where our mirror
does not reverse the image as a traditional flat mirror would. We take our image
plane to be x = x0 and our object plane to be x = k. This can be seen in Fig. 4.3A.
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The given transformation from the image plane to the object plane is
G([x0, y, z]) = [k,−kλ(cos(θ)y − sin(θ)z), kλ(sin(θ)y + cos(θ)z)]. (4.17)
The vector field can be computed using the transformation G, with F set to be of
the form F (x, y, z) = x− f(y, z) where
f(y, z) =
∑
c1+ c2z+ c3y+ c4z
2+ c5yz+ c6y
2+ c7z
3+ c8yz
2+ c9y
2z+ c10y
3. (4.18)
The generalized Hodge functional can be minimized using the Rayleigh-Ritz method
resulting in the surface show in Fig. 4.4.
A. B.
Figure 4.3: A. Mapping from the image plane x = x0 to the object plane x = k
rotating the image 45 degrees without reversing the image as a traditional flat mirror
would. B. Here the image is reverse.
An example simulation of a checkerboard wall viewed with this mirror appears in
Fig. 4.5. Note that this mirror does not “reverse” the image.
If a vector field is not integrable then minimizing the generalized Hodge functional
does not always give a good solution. An example of this is simply to consider a
40
Figure 4.4: Mirror that maps the object plane x = k to the image plane x = x0
rotating the image 45 degrees.
version of the above rotating mirror, but requiring that it does reverse, like a normal
mirror, i.e.,
G([x0, y, z]) = [k, kλ(cos(θ)y − sin(θ)z), kλ(sin(θ)y + cos(θ)z)]. (4.19)
This can be seen in Fig. 4.3B.
A sample image from a simulation of such an approximating mirror appears in
Fig. 4.6. As in the first rotating example, the vector field W created by this cor-
respondence is not integrable. Here, however, using the Rayleigh-Ritz method to
minimize the generalized Hodge functional does not give a very good approximation.
Therefore there is significant distortion in the images formed by this mirror. The
distortion is do to the fact that there is no gradient vector field within the space
of functions used, that is a good approximation of the W. Using a larger space of
functions does not significantly reduce this distortion. It is tempting to ask if this is
related to the magnitude of |(∇×W) ·W| in the volume in which the mirror is being
constructed. (Here, we want to assume that we have normalized W.) This idea was
first put forward by R. Perline in 2000. In fact, numerical estimates give that for the
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Figure 4.5: A simulated view of a mirror from Fig. 4.4 which provides a rotated
image of a checkerboard plane behind the observer. This mirror does not reverse the
image as a traditional flat mirror would.
rotating mirror that does not reverse, 0.03 ≥ |(∇ ×W) ·W| ≥ 0.00005, whereas in
the case where it is required to reverse, .35 ≥ |(∇×W) ·W| ≥ .26. Thus, intuitively,
it would seem that |(∇×W) ·W| is a measure of integrability. Later we will derive
estimates that make this sort of statement, and allow one to tell when a distribution
is “badly” behaved with respect to integrability, measured in terms of such numbers.
In particular, (6.21) is an error estimate in terms of |(∇×W) ·W| which allows one
to see that an exact solution exists when |(∇×W) ·W| = 0.
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Figure 4.6: A simulated view of a mirror which results from attempting to find a
surface that will rotate the image and still reverse the image, unlike the mirror in
Fig. 4.5. In some sense, the distribution in this problem is not “extremely” non-
integrable. Chapter 6 attempts to give a somewhat more rigorous discussion of this
phenomenon.
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5. Panoramic Lenses
The prescribed projection problem described in the previous chapter can also be
applied to refracting lenses. As light passes through a refracting lens it is redirected
according to Snell’s law, n1 sin(θ1) = n2 sin(θ2). θ1 and θ2 are the respective angles
made with the incoming ray and the lens normal, and the outgoing ray and the lens
normal. n1 and n2 are the respective indices of refraction of the medium the incoming
rays are traveling through and the medium the outgoing rays are traveling through.
In the example we describe here, the incoming rays are traveling through air so n1 = 1
and the outgoing rays are traveling through our lens. In order to construct a vector
field W of a subset of R3, for each point r lying on a ray that enters the camera, we
define
W(r) = n2
G(q(r))− r
|G(q(r))− r| − n1
q(r)− r
|q(r)− r| (5.1)
where q(r) is the point in the image plane I such that rays traced out from q(r) will
pass through r.
In order to create a lens that will image a wide field of view we let the image plane
be x = x0 and use the transformation
G([x0, y, z]) =
[
k cos
(y
λ
)
, k sin
(y
λ
)
,
kz
λ
]
(5.2)
where λ is a constant scale factor that determines the field of view. If we use an
orthographic projection then
W = n2
[
k cos
(
y
λ
)− x, k sin ( y
λ
)− y, kz
λ
− z][
(k cos
(
y
λ
)− x)2 + (k sin ( y
λ
)− y)2 + (kz
λ
− z)2]1/2 − n1e1 (5.3)
The vector field W was constructed to image the cylinder with the z-axis as the axis
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of symmetry and radius k. In order to image a cylinder at infinity we let k → ∞,
giving
W∞ = n2
[
cos
(
y
λ
)
, sin
(
y
λ
)
, z
λ
]
[
cos2
(
y
λ
)
+ sin2
(
y
λ
)
+
(
z
λ
)2]1/2 − n1e1
=
[
n2 cos
(
y
λ
)− n1, n2 sin ( yλ) , n2 zλ]√
1 + z
2
λ2
(5.4)
Because the length of the vectors in W∞ is not important we can divide W∞ by its
first component. The vector field
U =
[
1,
n2 sin
(
y
λ
)
n2 cos
(
y
λ
)− n1 ,
n2
z
λ
n2 cos
(
y
λ
)− n1
]
(5.5)
has the same direction as W∞.
W, W∞ and U are not gradients or gradients times a scalar function so we use
the generalized Hodge functional from equation (4.12) to find the closest gradient to
U. We apply the Rayleigh-Ritz method with F of the form
F (x, y, z) = x− f(y, z) (5.6)
where
f(y, z) = c1z
2 + c2y
2 + c3z
4 + c4y
2z2 + c5y
4 + c6z
6 + c7y
2z4 + c8y
4z2 + c9y
6. (5.7)
f is a cubic polynomial in y2 and z2. We only use even powers of y and z because the
lens should be symmetric about the xz plane and also about the yz plane. A surface
resulting from this method is shown in Fig. 5.1.
This surface is designed to be the side of the lens closest to the image plane. We
have not yet taken into account the fact that lenses have a front and a back surface
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Figure 5.1: Surface of a lens that images a wide field of view.
and that the rays of light entering the lens may also refract as they leave the lens.
One way to deal with the second surface is to design the surface so that it will be
perpendicular to the rays that pass through it and go on to reach the image plane.
This can be seen in Fig. 5.2. If the surface is perpendicular to these rays then
the rays will pass straight through without refracting. It will always be possible to
design a second surface in this manner due to the Malus and Dupin theorem which is
discussed in Born and Wolf [1999]. According to the Malus and Dupin theorem, if a
ray bundle has wavefronts then it will continue to have wavefronts after any number
of refractions or reflections.
Another option for designing the second surface is to use the same method that
was used to design the first surface. The second surface could then be used to improve
on the approximation resulting from the design of the first surface.
If we trace rays from the image plane through the lens and onto a cylinder with
checkers on it, we can see in Fig. 5.3 that the resulting image has little distortion.
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Figure 5.2: Front and back surfaces of a lens that images a wide field of view. The
top surface is perpendicular to the rays of light that are imaged.
Note that when designing refracting lenses we have an additional restriction to
consider due to total internal refraction. This limits the maximum angle at which a
refracting lens can redirect a light ray.
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Figure 5.3: Image produced by looking through the lens at a cylinder with checkers
on it.
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6. Approximate and Isolated Integral Surfaces of Planar Distributions
6.1 A Universal Estimate for Non-Integrability
Suppose that V ⊂ R3 is an open set with compact closure. Let W : V → R3 be
a unit differentiable vector field on V with ∇ ×W ·W ≥ ǫ > 0. Let S ⊂ V be a
smooth surface. We would like to estimate how close the unit normal field n on S
can be to W restricted to S.
We have the following inequality
∫
S
∇×W ·Wdσ ≥ ǫA (6.1)
where the integral is the usual surface integral taken over S, and A is the area of S.
We would like to be able to find a lower bound on the quantity
max
p∈S
|W(p)− n(p)|. (6.2)
Using Stoke’s Theorem with C = ∂S we get the following inequality
∫
S
∇×W ·Wdσ =
∫
S
∇×W · (W − n)dσ +
∫
S
∇×W · ndσ
≤
∫
S
|∇ ×W · (W − n)|dσ +
∫
C
W · dc
≤
∫
S
|∇ ×W||W − n|dσ +
∫
C
W · dc−
∫
C
n · dc
≤
∫
S
M |W − n|dσ +
∫
C
|W − n|ds
(6.3)
where M ≥ |∇ ×W| when W is restricted to S.
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If k = maxp∈S|W(p)− n(p)| then
∫
S
Mkdσ +
∫
C
kds = MkA+ kL ≥ ǫA > 0 (6.4)
where L is the length of C.
Therefore
k = max
p∈S
|W(p)− n(p)| ≥ ǫA
MA+ L
> 0. (6.5)
This estimate, which is dependent on ǫ, puts a lower bound on how close the unit
normal field n on S can be to W restricted to S.
6.2 Error Estimates for the Cartesian Slice Method
LetW : R3 → R3 be a differentiable vector field and assume that there is an ǫ > 0
such that
ǫ ≥ ∇×W ·W ≥ 0. (6.6)
We would like to find the error associated with the construction of a certain
surface. We will assume that W is scaled so that W = (1, U, V ).
First we define φ(z) to be the solution of the differential equation
(φ′(z), 0, 1) ·W(φ(z), 0, z) = 0, (6.7)
with the initial condition φ(0) = x0. Written out this says that
φ′(z) = −V (φ(z), 0, z). (6.8)
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Next we define our surface g(y, z), dependent on φ, to be the solution of the differential
equation
gy(y, z) = −U(g(y, z), y, z), (6.9)
with the initial condition that g(0, z) = φ(z). It follows from this that
gz(0, z) = φ
′(z) = −V (φ(z), 0, z), (6.10)
which will play an important role later. This construction can be seen if Fig. 6.1.
Figure 6.1: The Cartesian slice method
The normal of the surface that is the graph of g has direction (1,−gy,−gz), which
we wish to compare with W(g(y, z), y, z) = (1, U(g(y, z), y, z), V (g(y, z), y, z)). From
the above definition it follows that on the surface
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|W(g(y, z), y, z)−(1,−gy(y, z),−gz(y, z))| = |(0, 0, V (g(y, z), y, z)+gz(y, z))|, (6.11)
i.e. we want to estimate V + gz, which is the error associated with the construction
of g. In particular, we would like to show that it is small, in terms of ǫ.
Note that
gyz(y, z) = −Ux(g(y, z), y, z)gz(y, z)− Uz(g(y, z), y, z), (6.12)
and so
gz(y, z) =
∫ y
0
[−Ux(g(t, z), t, z)gz(t, z)− Uz(g(t, z), t, z)] dt+ gz(0, z). (6.13)
Suppressing the (t, z) variables in the expression, we may re-write this as
gz(y, z) =
∫ y
0
[−Uxgz − Uz] dt+ gz(0, z) + V (g(y, z), y, z)− V (g(y, z), y, z). (6.14)
Next we write V as an integral and then combine it with (6.14). Thus
V (g(y, z), y, z) =
∫ y
0
Vx(g(t, z), t, z)gy(t, z) + Vy(g(t, z), t, z)dt+ V (g(0, z), 0, z).
(6.15)
So that (again suppressing the variables in some selected places)
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gz(y, z) =
∫ y
0
−Uxgz − Uzdt+ gz(0, z)
+
∫ y
0
Vxgy + Vydt+ V (g(0, z), 0, z)− V (g(y, z), y, z)
=
∫ y
0
−Uxgz − Uz + Vxgy + Vydt− V
(6.16)
where the terms gz(0, z) and V (g(0, z), 0, z) cancelled each other due to (6.10). The
key observation is then that this is equal to
gz(y, z) = −V (g(y, z), y, z) +
∫ y
0
(∇×W)(g(y, z), y, z) · (1,−gy,−gz)dt
= −V +
∫ y
0
∇×W ·Wdt+
∫ y
0
(∇×W)(g(y, z), y, z) · (0, 0,−gz − V )dt.
(6.17)
If we define E(y, z) = gz(y, z) + V (g(y, z), y, z) then we have that
E =
∫ y
0
∇×W ·Wdt−
∫ y
0
UxEdt. (6.18)
We then differentiate with respect to y to give
Ey = ∇×W ·W − UxE, (6.19)
which is a first order differential equation for E. Using the integrating factor e
R y
0
Uxdτ
(where note that we have used τ as the variable that we are integrating with respect
to) we have that
d
dy
(e
R y
0
UxdτE) = e
R y
0
Uxdτ (∇×W ·W), (6.20)
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which gives the solution for E
E = e−
R y
0
Uxdτ
∫ y
0
e
R t
0
Uxdτ (∇×W ·W)dt. (6.21)
Here we can see that the error is related to ∇×W ·W. When ∇×W ·W = 0,
E = 0, which means a family of surfaces can be contructed using this method, such
that each surface will be perpendicular toW. Note that in particular, this proves the
Frobenius theorem in the special case in which we are interested in this thesis.
6.3 Isolated Integral Surfaces
Let W : R3 → R3 be a differentiable vector field. If ∇×W ·W 6= 0 for all x, y,
z then a family of surfaces that are perpendicular to W does not exist. There may,
however, be isolated surfaces that are perpendicular to W. To find an example of a
vector field with an isolated surface we let W be determined by the correspondence,
G(9, y, z) = (20y,−10, 20z), (6.22)
between the image plane x = 9 and the object plane y = −10, with a perspective
projection where the pinhole is at (10, 0, 0). ∇ ×W ·W 6= 0 for all x, y, z but
the plane x = y is perpendicular to W. Therefore x = y is an isolated surface that
produces the correct transformation. This can be seen in Fig. 6.2.
To find a vector field’s isolated surfaces we can look at ∇×W ·W = f(x, y, z).
Any surface, S, on which f(x, y, z) = 0 has the possibility of being perpendicular to
W. S will be perpendicular to W if and only if ∇(S)×W = 0.
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Figure 6.2: The plane x = y produces the transformation G(9, y, z) = (20y,−10, 20z)
between the image plane x = 9 and the object plane y = −10.
If we restrict W to be a linear vector field
W =


u1 v1 w1
u2 v2 w2
u3 v3 w3




x
y
z

 (6.23)
then W is perpendicular to a family of surfaces if and only if
∇×W ·W = (v3u1 − v1u3 + w1u2 − w2u1)x
+ (w1v2 − w2v1 + u2v3 − u3v2)y
+ (v3w1 − v1w3 + u2w3 − u3w2)z = 0
(6.24)
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for all x, y, z. This occurs when
v3u1 − v1u3 + w1u2 − w2u1 = 0, (6.25)
w1v2 − w2v1 + u2v3 − u3v2 = 0, (6.26)
v3w1 − v1w3 + u2w3 − u3w2 = 0. (6.27)
Isolated surfaces may still exist if these conditions are not met. An example of a
linear vector field with an isolated surface is
W =


2 1 0
2 1 0
1 1 0




x
y
z

 =
[
2x+ y, 2x+ y, x+ y
]
. (6.28)
∇×W ·W = x + y, therefore it is possible that the plane x + y = 0 is an isolated
surface. To determine if this actually is an isolated surface we compute ∇(x+y)×W.
Here we see that ∇(x + y)×W = 0 when W is restricted to the surface x + y = 0,
therefore this plane is perpendicular to W which means it is an isolated surface.
Next we show an example of a vector field, W, that has several surfaces on which
∇×W ·W = 0 but only one surface that is perpendicular to W. Let
W = [x2 + y2, xy, xz2]. (6.29)
∇ ×W ·W = −2xyz2, which is not zero for all x, y, z so there is no family of
surfaces perpendicular to W. Solving ∇ ×W ·W = −2xyz2 = 0 results in three
planes x = 0, y = 0, and z = 0. These three planes are the possible isolated surfaces
of W. ∇x ×W = 0 when W is restricted to x = 0, which means the plane x = 0
is perpendicular to W and is therefore an isolated surface. ∇y ×W 6= 0 when W
is restricted to the plane y = 0 and ∇z ×W 6= 0 when W is restricted to the plane
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z = 0, so the planes y = 0 and z = 0 are not isolated surfaces.
This section shows that even if a distribution is not integrable there may be exact
solutions within the volume we are examining.
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7. Concluding Remarks
We have described techniques for designing catadioptric sensors. These techniques
can be used to generate surfaces based on a given projection. Free form surfaces may
make it possible to design systems without obstruction and hence it may be possible
to design light weight mirror lenses to replace bulky zoom lenses. Another advantage
of imaging with mirrors is that they can be used in a wide range of wavelengths.
Refracting lenses that image a wide range of wavelengths are much more expensive.
If a distribution is integral, a family of exact solutions to the prescribed projection
problem will exist. When a distribution is not integrable we use techniques to generate
approximate solutions. Some non-integrable distributions will have better solutions
than others. In the case of the non-reversing rotation mirror described in chapter
four, the solution we generated images without much distortion. We also showed
that |∇×W ·W| was very small in the volume in which this mirror was constructed.
In the case of the reversing rotation mirror we did not find an acceptable solution and
|∇ ×W ·W| was much larger in the same volume. The approximations discussed in
chapter six allow us to measure the error associated with a given surfaces. We showed
that if ∇ ×W ·W ≥ ǫ > 0 on an open set with compact closer then we can find a
lower bound, which is dependent on ǫ, on our error metric. If ǫ ≥ ∇×W ·W ≥ 0 we
showed that we could construct a surface and determine the error associated with it.
This error is dependent on ∇ ×W ·W. In particular, if ∇ ×W ·W = 0 then the
solution has no error. This proves the special case of the Frobenius theorem.
These estimates show that ∇×W ·W can be used to measure integrability and
determine when a distribution is “badly” behaved with respect to integrability.
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