Given a class of combinatorial structures C, we consider the quantity N (n, m), the number of multiset constructions P (of C) of size n having exactly m C-components.
Introduction
The study of the statistical properties of parameters in random combinatorial structures has recently received much attention in the literature. While the methods used may be roughly classified as either elementary, analytic or probabilistic, results obtainable by each of these methods are, in general, of rather different nature. Grosso modo, probabilistic methods are especially useful for understanding the component structures and analytic methods for parameters explicitly definable by generating functions.
Our object of this paper is to develop general analytic methods (some of them being new) for characterizing, in a complete manner, the asymptotic behaviour of the number of components in a class of multiset combinatorial constructions (see below for definition).
Here the words "asymptotic" and "complete" are in the sense that the first parameter (the size of the structures) tends to infinity and the second parameter (the number of components) varies through all its possible values. These methods thus constitute, in a certain sense, a concise and effective set of analytic tools. This paper may be regarded as the "additive" counterpart of [20] . It should be noted that although the generating functions may present rather complicated forms, the asymptotic results obtained are, somewhat unexpectedly, very neat and explicit.
In general, given a class of combinatorial structures C, we can form the multiset construction P of C, whose elements are obtained by taking arbitrary sets of elements of C (with repetition allowed). Such a construction translates into the relations for generating functions [15, §2.3] :
where w marks the number of C-components in a P-structure, C(z) = j≥1 c j z j is the generating function of the structures C and N (n, m) denotes the number of P-structures of size n having exactly m C-components. With the definition of N , we can associate a sequence of random variables {ξ n } n with probability distributions Pr{ξ n = m} := N (n, m)
provided that the denominator is positive. Note that j N (n, j) = P n is the cardinality of the set (denoted by P n ) of elements of P of size n. Thus ξ n counts the number of components in a random P-structure of size n, where each element of P n is assigned with the same probability.
In this paper, we shall consider exclusively the class of combinatorial structures C whose generating functions are logarithmic [11, 12] , see § 2 for definition. Roughly, C(z) behaves like a constant times the logarithmic function as z tends to the dominant singularity of C in some connected region. In this case, the asymptotic behaviour of the distribution (2) can be completely characterized as n → ∞ and 1 ≤ m ≤ n. Briefly, our results state that the distribution of ξ n is Poisson when 1 ≤ m = O(log n) and is geometric for the remaining ranges of m, the transitional behaviour being essentially Gaussian. Moreover, an asymptotic formula incorporating these divers behaviours (using more primitive approximants)
is also derived.
In the next section, we state the main results of this paper. Then we sketch a probabilistic interpretation of the results in § 3. The proof of the theorems is given in § 4. Some concrete examples are discussed in § 5. We conclude this paper by some remarks.
Let us first state the definition of the logarithmic function.
Definition. (Logarithmic function) Let G(z) be a generating function 1 which is analytic at the origin and has a unique dominant singularity ρ, 0 < ρ < ∞, on its circle of convergence. We say that G is a logarithmic function (with parameters (ρ, α, κ, β)) if it is analytic inside a domain ∆ 0 = ∆ 0 (ρ, ε, φ), ε > 0, 0 < φ < π/2:
being some indented disk in the z-plane, and satisfies there
where α > 0, κ ∈ C, β ∈ Z + , and H(u) is analytic at u = 0 with H(0) = 0.
Note that although the conditions that we imposed on G are slightly stronger than those used in [11, 12] , they are satisfied in almost all applications.
Throughout this paper, we assume that P , N , and C are related by (1), the function C being logarithmic with parameters (ρ, α, κ, β). When 0 < ρ < 1, Flajolet and Soria [11] established the asymptotic normality of ξ n whose mean and variance are both asymptotic to α log n + O(1), as n → ∞. They also showed that the tails of the distribution of ξ n decrease exponentially. Further limit theorems, starting from the convergence rate in the central limit theorem, are systematically discussed in [21, Ch. 5] , cf. also [13] . In particular, the following two theorems are derived in [21, Ch. 5] as special cases of more general results. All limits in this paper, including the symbols O, o, ∼, unless otherwise specified, will be taken as n → ∞. The symbols ε, δ always denote small positive quantities whose values vary from one occurrence to another.
Theorem 1 [21, p. 107] Let ε > 0 be fixed and set R = (m − 1)/(α log n). Then N satisfies asymptotically the expression
the O-term holding uniformly for 1 ≤ m ≤ α(ρ −1 − ε) log n, where g is a meromorphic function defined by
for |w| < ρ −1 .
In view of the asymptotic formula (cf. [11, 12] )
we observe that this theorem states roughly that the distribution of ξ n is asymptotically
Poisson with parameter α log n.
The restriction that m < (α/ρ) log n is a natural one since the function g has a pole of order c 1 at w = ρ −1 (when c 1 > 0). However, this property of g offers an asymptotic benefit since we can apply Cauchy's residue theorem to include the contribution of this pole, which yields an asymptotic formula for N (n, m) for larger m. For simplicity we consider only the case of a simple pole. Then for α(ρ −1 + ε) log n ≤ m ≤ αM log n, we have
, where Q(t) := t log t − t + 1, t > 0, and K is the residue of −g(w) at w = ρ −1 :
Roughly, this theorem says that the distribution of ξ n is geometric (with parameter ρ) when m lies in the range specified in the theorem.
From these two results, we see that there is a drastic change as to the asymptotic behaviour of N as m/(α log n) crosses the "critical interval" [ρ −1 −ε, ρ −1 +ε]. The following theorem states that the transitional behaviour of N in the critical interval is asymptotically Gaussian.
Theorem 3
If m → ∞ with n in such a way that m ≤ α(ρ −2 − ε) log n, ε > 0, then the quantity N admits the asymptotic expansion
uniformly in m, with the convention that the square root has the sign of (ρR 1 ) −1 + log(ρR 1 ) − 1. Here R 1 = m/(α log n), Φ represents the standard normal distribution:
and the b j 's are certain coefficients depending upon R 1 .
An expression of the coefficients b j is given in (19) .
When m = (α/ρ) log n + t (α/ρ) log n, t = O(1), the main contribution to N comes from the first term in (6) and we can state
Note that an asymptotic expansion can be obtained by expanding more terms in (6) .
The range of m in Theorem 2 can be further extended in the following way.
Theorem 4
If m ≥ α(ρ −1 + ε) log n, ε > 0, and n − m → ∞, then N satisfies
the O-term holding uniformly in m, where δ p,q denotes Kronecker's symbol. If, furthermore, m/ log n → ∞, then N satisfies the asymptotic expansion
where the j 's are polynomials of degree β[j/β].
Thus the geometric behaviour of N subsists in the "right domain". There remains the case when n − m = O(1). This is completed by the following combinatorial theorem. 
where
For practical purposes, (7) is useful when n − m = O(1).
Thus when 0 < ρ < 1 and c 1 = 1, the asymptotic behaviour of N is completely characterized. The case when c 1 > 1, although technically more complicated, can be treated by the same set of analytic methods used in this paper. A convolution law of the Poisson and negative binomial distributions is then naturally introduced.
Comparing these results with those of the quantity Ω(x, m):
, Ω(n) being the number (multiplicities counted) of prime factors of n, we can, following
Balazard, Delange and Nicolas [5] , make the Gaussian transition of N between the Poisson and geometric behaviours more explicit by introducing more "primitive" approximants.
Then N satisfies
for m ≥ 1 and n − m → ∞.
Note that h(1) = K and r = Π m−2 (X)/Π m−1 (X) when m ≥ 2. As in [4] , we can derive some interesting consequences of this theorem. For example, since (cf. [4, pp. 18-19] or
we can write
Another consequence of this theorem is the unimodality (cf. Intuitively, the geometric behaviour of ξ n when m > (α/ρ) log n is dictated by the number of C-components of size 1, this being so since we count the multiplicity of the occurrences of each component. We may further divide the ranges of m in such a way to explicit (or isolate) the contributions of the C-components of sizes 2, 3, etc, these latter being, however, asymptotically negligible. A more precise probabilistic interpretation is provided in the next section.
It should be noted that when the multiplicity of each component is not taken into account and counted only once, the generating function being
the situation becomes more involved when m log n as no a single component plays a predominating rôle in the corresponding counting function. In such a case the use of a two-dimensional saddle-point method seems necessary, compare [16] . Similar remark applies to structures whose generating functions are of the forms
corresponding, respectively, to the set construction of C and the construction of C whose elements have no two components of the same size.
Our complete characterization of N is in spirit similar to the classical work by Moser and Wyman [28, 29] concerning the Stirling numbers of both kinds for which the second parameters are divided into several overlapping ranges to each of which different analytic methods are then applied. We add that uniform asymptotic estimates of these numbers are recently derived by Temme [35] . While the principal tools used in these problems are the saddle-point method and its extensions, our basic tool of attack is the singularity analysis of Flajolet and Odlyzko [10] .
Let us briefly describe the methods of proof of these theorems. First of all, a uniform estimate for P n (w) = [z n ]P (w, z), where the symbol [z n ]f (z) denotes the coefficient of z n in the Taylor expansion of f (z), is derived by singularity analysis [10] :
From this formula, Theorems 1 and 2 follow from Cauchy's formula and the saddle-point method and Theorem 3 from van der Waerden's method that we used in [20] . The proof of Theorems 4, 5, and 6 are based on explicitly isolating the contribution of C-components of size 1.
It should be mentioned that although Theorems 1-4 can be derived as corollaries of Theorem 6 by applying the asymptotic properties of Π m−1 (X) (cf. (13) below) as in [3, pp. 109-112] and it suffices that we prove only Theorem 6; however, the individual method leading to the result of each theorem has general applicability and is of some interest per se, thus from a methodological point of view, it does not seem devoid of interest to present these methods separately.
3 Poisson * geometric law and probabilistic interpretation Let X be a Poisson random variable with parameter λ > 0:
and Y a geometric random variable:
The convolution of the distributions of X and Y is then defined by (Z = X + Y ):
for k = 1, 2, 3, . . .. Such a Poisson * geometric law is a special case of the Poisson * negative binomial convolution law, the latter being known in the actuarial literature as
Delaporte distribution, cf. [22, p. 232 ] and the references therein. A comparison of (10) with (9) suggests the following probabilistic interpretation, compare [4] .
where ξ n denotes the number of C-components of size > 1 in a random P n -structure and η n the number of C-components of size 1. Thus, in view of (10) and (9) , it is to be expected that ξ n ∼ Poisson(α log n), η n ∼ Geometric(ρ).
In fact, we can derive more precise results concerning these two variates (assuming c 1 = 1):
for 1 ≤ m ≤ (ρ −2 − ε)α log n, where R = (m − 1)/(α log n) and
and
for m ≥ 0 and m = o(n). Since the proof of (11) proceeds along the same line as the proof (see next section) of Theorem 1 starting from the relation
it is omitted here. As to (12) , it follows easily from the defining equation
and the asymptotic estimate (4) for P n .
For our purposes, we need the following estimates for partial sums of the exponential series Π k (X) = 0≤j≤k X j /j!, as the parameter X → ∞:
where µ > 0 is a sufficiently large constant. Note that there are overlaps in the first and the last two ranges.
Of these, the second one is a consequence of Cramér-type large deviations for sums We only prove the remaining ones which seem less known in the probability literature. The key idea of the proof, due to Selberg [33] , is summarized in the following lemma.
Lemma 1 Let
where F is analytic for |z| ≤ a, a > ζ > 0, m ∈ N and X is a large parameter. Then I
uniformly for 0 ≤ m ≤ aX, where τ := m/X and L 2 := sup |z|≤a |F (z)|.
Proof. (Sketch) Expand F at z = τ ≤ a:
substitute this formula into I and estimate the integral An extension to asymptotic expansion involving Laguerre polynomials as coefficients is established in [17] .
Proof of the Theorems
Adapting a number-theoretic convention, we shall use the symbols and O interchangeably as is convenient.
Theorems 1, 2 and 3
First of all, by (1), we can write
Since the radius of convergence of C is equal to ρ < 1, it follows that the function z → Ψ(w, z) is analytic for |z| < √ ρ when |zw| < 1. On the other hand, the assumption that C is logarithmic implies that
, as z → ρ in some ∆ 0 -region. Thus, applying singularity analysis [10] to P (w, z) yields, in view of (3),
uniformly in w, |w| ≤ ρ −1 − ε, ε > 0.
The proof of Theorem 1. Starting from (16) and observing that g is analytic at the origin, we can apply Cauchy's formula and write
is of type (14) and
.).
Thus Theorem 1 follows from applying (15) to I 1 .
The proof of Theorem 2. First of all, when α(ρ −1 + ε) log n ≤ m ≤ αM log n, we have easily
where R 2 = ρ −1 − δ, δ > 0. Thus
by choosing δ sufficiently small.
On the other hand, since g has a simple pole at w = ρ −1 with residue −K, we have, by Cauchy's residue theorem,
the last integral being bounded in modulus by
by the definition of Q (in Theorem 2). This completes the proof.
The proof of Theorem 3. We use again (16) , but now with van der Waerden's method [37] , see [20] where the following lemma is proved.
Lemma 2 Let a > 0 and F (z) be an analytic function in |z| ≤ A with A > a and F (a) = 0. Then the integral J defined by
satisfies, as m, X → ∞ and m ≤ AX, the asymptotic expansion
with the convention that the square root has the sign of a/τ + log(τ /a) − 1. Here τ = m/X and the ϕ j 's are certain coefficients.
To prove Theorem (3), we rewrite (16) as
and V n (w) ε n −1/β for |w| ≤ ρ −1 −ε, ε > 0. We can then apply Lemma 2 to the principal term in (17) . It remains to show that, for m → ∞ and m ≤ α(ρ −2 − ε) log n,
or, equivalently, for any L ≥ 0,
say.
Consider first I 2 and T 2 . We divide the comparison into two cases. Recall that R 1 = m/(α log n). (18), we find easily
for all L ≥ 0.
2. (ρ −1 −ε) ≤ R 1 < ρ −2 . We take R = ρ −1 −ε and we obtain, by choosing ε sufficiently small,
As to T 1 , we also distinguish two cases:
1. |m − (α/ρ) log n| √ log n. In this case, we have |R 1 − ρ −1 | (log n) −1/2 and
where m = (α/ρ) log n + t (α/ρ) log n. Taking R = ρ −1 − ε, we obtain easily
for all L ≥ 0, by taking ε sufficiently small.
Observe that Φ satisfies the asymptotic expansion (by integration by parts)
the e j 's being real coefficients. Thus, it follows
From the comparison of T 2 with I 2 above, we conclude that
This completes the proof of Theorem 3.
From [20] , we can compute the coefficients b j as follows. Set
the function φ being analytic at u = 0 and u = (ρR 1 ) −1 + log(ρR 1 ) − 1. Then we have
the coefficient of u 2j in the Taylor expansion of φ. In particular,
Theorems 4 and 5
We first prove Theorem 5. Assume, throughout this and the next section, that c 1 = 1 and d is the least integer > 1 such that c 1 c d > 0.
Lemma 3 Let N be defined as in (8) . Then, for any n, m ≥ 1,
Proof. The first equality follows immediately from the definitions of N and N : 
Thus, when m > (n − m)/(d − 1), the second sum is identically zero and we find exactly Theorem 5.
An important corollary of this decomposition is that when m is sufficiently large, the first sum in (21) gives the principal term in the asymptotic expansion of N . What we need is the following analytic version of (20) .
Corollary 2 For n, m ∈ Z + , the quantity N satisfies
with 0 < ζ, ζ < ρ and 0 < υ < ρ −1 .
Proof. It is easily seen that ,j≥0
and the required result follows from (20) and Cauchy's integral formula.
Remarks. 1. As in [20] , a purely formal proof of (22) is to use the integral representation
by first interchanging the order of integrations, computing the residue of the integrand at w = 1/z and then expanding the factor (1 − wz) −1 in descending powers of wz.
2.
There is yet another way of looking into the above formal argument. It is based on the observation
(1 − wz j ) −c j , and the latter expression can then be expanded into sums of partial fractions (in the variable w).
3. The validity of the formulae (20) and (22) is independent of the assumption that ρ < 1.
Lemma 4
If n − m → ∞, then I 3 admits the asymptotic expansion
for any positive integer ν, where j (u) is a polynomial in u of degree [j/β].
Proof. We have
is analytic for |z| < √ ρ. Now using the formal identity (a 0 = e 0 = 1)
a j e k−βj , for any positive integer β, we deduce the local expansion
as z → ρ in some ∆ 0 -region, where ν ∈ Z + , exp α z
Thus (24) follows from applying singularity analysis [10] to (25) . Note that, in view of (5), we have K = e −1+α/ρ Λ(ρ)/Γ(α/ρ).
Lemma 5 Let m ∈ Z + and ρ −1 < υ < ρ −2 . Then I 4 satisfies the estimate
Proof. First of all, since C is logarithmic, we have available the estimate
uniformly for z in any compact set in some ∆ 0 -region. Thus, again, by singularity analysis,
for |w| ≤ ρ −2 − ε, ε > 0. Hence, for I 4 , we obtain, for any ρ −1 < υ < ρ −2 and j ∈ Z + ,
as required.
Corollary 3
For m ≥ α(ρ −1 + ε) log n, I 4 satisfies
Proof. Distinguish two cases: (i) m = o(n) and (ii) m n. The result follows from (26) by straightforward computations.
From Lemmas 3, 4, 5, and Corollary 3, Theorem 4 follows.
Theorem 6
To prove Theorem 6, we again use Lemma 3 but with the following analytic version which formally corresponds to the change of variables u = wz in (23).
Corollary 4 For any n, m ∈ Z + , N satisfies
where 0 < υ < 1 and 0 < ζ < ρ −1 .
Proof. Observe that
the required formula follows from expanding the factor (1 − u) −1 in ascending powers of u and (20) .
The following lemma is derived by refining the same analyses in the proof of Lemma 4.
Lemma 6
If n − m → ∞, then the asymptotic relation
holds, where
and h is defined as in Theorem 6.
Thus, from (27) and (28), the evaluation of N is decomposed into two terms:
where (throughout this section X = (α/ρ) log(n − m))
, and
Before the evaluation of these integrals, let us first prove a simple lemma. Recall that
Lemma 7 Let Y (t) = t 1−m e tX and µ > 0 be a large constant. Then Y satisfies
Proof. First of all, observe that Y (t) = Y (t)(X − (m − 1)/t), t > 0. By the first mean value theorem, we have
since Y attains the minimum at r 0 = (m − 1)/X. Thus
The lemma follows from the first two estimates in (13) .
We now show that the principal contribution to N comes from I 5 .
Lemma 8 Let r, F, λ be defined as in Theorem 6. Then I 5 satisfies
, uniformly for m ≥ 1 and n − m → ∞.
Proof. The proof uses again Selberg's idea that we mentioned in Lemma 1. We shall follow
Balazard's proof with some simplifications [3, pp. 102-109] .
First, as in the proof of Lemma 1, expand h(u) at u = r < 1:
Substituting this formula into I 5 and taking υ = r, we find
In this section, we indicate some applications of our theorems. For further examples, see [11, 24, 25] . 
where w marks the number of connected components and
ϕ(j) being Euler's totient function and S satisfying
It is known (cf. [6, 11] ) that C is logarithmic with α = 1/2, β = 2, 0 < ρ < 1, and
where σ occurs in the local expansion of S at z = ρ:
Since c 1 = 1 and 0 < ρ < 1, all our theorems apply and the results so obtained are new.
Example 2. Antisymmetric necklaces. A necklace containing n black and n white beads is said to be antisymmetric [32, pp. 94-95] if the diametrically opposed bead of a black bead is white. The generating function of the number of such necklaces satisfies
where c n denotes the number of antisymmetric necklaces with n black and n white beads.
Forming the multiset construction of such objects with w marking the number of antisymmetric necklaces, we find the bivariate generating function
Obviously, C is logarithmic with α = 1/2, β = 1, ρ = 1/2 and
and all our results again apply. We observe that although these generating functions do not bear the same form as that we studied in this paper, there are essentially few differences.
For we can write (cf. [34, 14] ) P (w, z) = e wE(z) Q(w, z),
where E is logarithmic and the function z → Q(w, z) has a larger radius of convergence.
In particular, when q = 2, the asymptotic behaviour of Pr{Ω n = m} can be fully characterized by the same type of results that we derived in previous sections. Note that Theorem 1 does not assume that c 1 = 1.
Concluding remarks
First of all, the same underlying principle of the proof techniques used in this paper can be applied, for example, to the case when C satisfies
where H is analytic in |z| ≤ ρ + ε, ε > 0. Such a case, besides its combinatorial source [21, Ch. 6] , occurs also in the problem [23] of "factorisatio numerorum" in (additive)
arithmetical semigroups (when we consider the distribution of the number of components).
There appears a convolution law of the Bessel and the negative binomial distributions for the number of components, cf. [21, Ch. 6].
As we have mentioned, at the expense of more computations, we can treat the case c 1 > 1 by the same set of analytic tools. This case occurs, for example, in counting the number of irreducible factors in the factorization of a random monic polynomial over a finite field [11] .
The case when ρ = 1, which occurs ubiquitously in integer partition problems [2] , is more involved and requires more delicate analysis, cf. [31] and the references therein. Our tools (with singularity analysis replaced by the saddle-point method) can still be applied but with less satisfactory results than those in this paper [19] .
We can impose further arithmetical constraints on either the number of components or the sizes of the components, these are systematically studied in [21, Ch. 5] .
Another frequently encountered exponential scheme [11, 12] is P (w, z) = e wC(z) , where C is logarithmic. The asymptotic behaviour of the coefficient
when n → ∞ and 1 ≤ m ≤ M log n, 0 < M < ∞ being arbitrary, can be obtained by the same method used in the proof of Theorem 1, namely, singularity analysis and Selberg's method, cf. [17] . The case when m ≥ M log n requires the use of the saddle-point method and is discussed in detail in [8] .
