Many hyperbolic and kinetic equations contain a non-stiff convection/transport part and a stiff relaxation/collision part (characterized by the relaxation or mean free time ε). To solve this type of problems, implicit-explicit (IMEX) Runge-Kutta or multistep methods have been widely used and their performance is understood well in the non-stiff regime (ε = O(1)) and limiting regime (ε → 0). However, in the intermediate regime (say, ε = O(∆t)), some uniform accuracy or order reduction phenomena have been reported numerically without much theoretical justification. In this work, we prove the uniform accuracy (an optimal a priori error bound) of a class of IMEX multistep methods -IMEX backward differentiation formulas (IMEX-BDF) for linear hyperbolic systems with stiff relaxation. The proof is based on the energy estimate with a new multiplier technique. For nonlinear hyperbolic and kinetic equations, we numerically verify the same property using a series of examples.
Introduction
Many hyperbolic and kinetic equations contain a non-stiff convection/transport part and a stiff relaxation/collision part. For example, a simple linear hyperbolic system with stiff relaxation (cf. [12] ) reads:
where u = u(t, x), v = v(t, x) are the unknown functions of time t ≥ 0 and position x ∈ R or a torus T = [0, 2π], b is a constant such that |b| < 1, and ε > 0 is the relaxation parameter. Depending on the application, ε could take any value between 0 and 1, leading to non-stiff regime (ε = O(1)), stiff regime (ε 1), or intermediate regime (0 < ε < 1, neither too small nor too big). In particular, when ε → 0, the second equation of (1.1) formally implies v → bu. Substituting it into the first equation yields ∂ t u + ∂ x (bu) = 0, (1.2) which is the so-called zero relaxation limit. When 0 < ε 1, via the Chapman-Enskog expansion, one can derive the next order approximation:
which is a convection-diffusion equation.
Due to the multiscale nature of the problem (1.1), a popular numerical scheme for time discretization is the so-called implicit-explicit (IMEX) methods, being either multistage (Runge-Kutta type) [4, 30] or multistep [5, 21] . In these methods, the non-stiff convection part is treated explicitly, while the stiff relaxation part is treated implicitly. In this way, the scheme is expected to be uniformly stable for a range of ε between 0 and 1, provided the time step ∆t only satisfies the CFL condition from the convection part, i.e., ∆t can be chosen independent of ε. Furthermore, the high order accuracy of the scheme can often be guaranteed when ε = O(1) (being the order of the full IMEX scheme) and when ε → 0 (being the order of the explicit part of the IMEX scheme). The latter is a direct consequence of the scheme being asymptotic-preserving (AP) [23] . However, not much can be said, even formally, about the accuracy of the scheme in the intermediate regime (say, ε = O(∆t)). In fact, various past numerical studies for equations of a similar type to (1.1) suggest that the IMEX-RK schemes often suffer from the order reduction in the intermediate regime, while the IMEX multistep schemes can maintain the uniform accuracy for a wide range of ε, see, for instance, the numerical results in [21] .
Motivated by above observation, we study in this paper the stability of a class of IMEX multistep schemes -IMEX backward differentiation formulas (IMEX-BDF) for (1.1), and also its generalization to variable coefficient case. We prove the uniform stability and uniform accuracy of the IMEX-BDF schemes up to fourth order when coupled with spectral discretization in space. Simply speaking, our main result implies the following: u(T, ·) − U (T, ·) L 2 + v(T, ·) − V (T, ·) L 2 ≤ C∆t q , (1.4) where U and V are the numerical solutions at time T , q is the order of the scheme, and C is a constant depending on T , q, etc., but independent of ε. Note that (1.4) is an optimal a priori error bound that holds regardless of the value of ε, hence the accuracy of the scheme is guaranteed in all regimes! This is especially useful when ε is neither too small or nor too big. For instance, if we are interested in capturing the behavior of the solution at O(ε), or in other words, the solution to the limiting equation (1. 3), all we need is to resolve O(ε) term in the sense that ∆t q < O(ε). Here the advantage of using high order (at least second order) schemes should be clear: first order scheme is not able to capture O(ε) information since ∆t is generally bigger than O(ε) when ε is small. Our proof is based on the energy estimate along with a new multiplier technique. Although the multiplier technique for study of stability of multistep methods for ODEs traces back to [13, 29] , it has only recently been used in the numerical analysis of parabolic problems, see for instance [26, 2, 1] . While to study our problem (1.1), existing multipliers cannot be applied due to its special convectionrelaxation structure. Therefore, a new class of multipliers needs to be invented to prove the stability which constitutes one of our main contributions of this work. The uniform stability, combined with the consistency of the IMEX-BDF schemes which is a consequence of the uniform-in-ε regularity of (1.1), finally yields the desired uniform accuracy. To the best of our knowledge, this is the first high order uniform-in-ε accuracy result established for stiff hyperbolic type equations.
Although we used the linear system (1.1) as a prototype problem to prove the main result, we expect similar conclusion holds for more general nonlinear hyperbolic equations, among which a very important class of equations in multiscale modeling is the following kinetic equation (cf. [34] ):
Here f = f (t, x, v) is the probability density function (PDF) of time t ≥ 0, position x ∈ R d , and velocity v ∈ R d . Q is the collision operator modeling the interaction between particles: Q could be the Boltzmann collision operator which is a nonlinear integral operator [10] , or some simplified version mimicking the properties of the full Boltzmann operator, e.g., BGK [7] , ES-BGK [18] , or Shakov models [31] . In this context, ε is the so-called Knudsen number defined as the ratio of the mean free path and characteristic length. In practice, the value of ε characterizes the flow regime [33] : 1) ε → 0, Euler regime (the flow is well described by the compressible Euler equations, analogue of (1.2)); 2) 0 < ε 0.01, Navier-Stokes regime (the flow is well described by the Navier-Stokes-Fourier (NSF) equations, analogue of (1.3)); 3) 0.01 ε 1, transition regime (NSF equations fail, and one has to resort to extended macroscopic models or the original equation (1.5)). Since (1.1) and (1.5) share a common structure (non-stiff convection/transport plus stiff relaxation/collision), we conjecture on an uniform error bound similar to (1.4) for smooth solutions, which implies the IMEX-BDF schemes could capture the Navier-Stokes regime or even the transition regime with uniform accuracy. While proving this rigorously is currently out of reach due to the complexity of the problem, we demonstrate it numerically in the paper using the kinetic BGK equation.
To close this section, let us summarize a few related works. Since the pioneering work [30] , it has been realized that the IMEX scheme is an ideal method to treat hyperbolic/kinetic equations with multiple scales. Among abundant literatures, we mention the recent works [15, 3] , where IMEX multistep methods are developed for hyperbolic and kinetic equations. On the other hand, IMEX-RK schemes have been extensively used to solve the same kind of equations [30, 16, 14, 35] and some structure-preserving schemes are even proposed [19] . We point out that the implicit part of these schemes is always restricted to diagonally implicit RK (DIRK) methods. This is to avoid nonlinear iteration as solving kinetic equations is computationally expensive due to their high dimensionality. Despite the algorithm advance, high order uniform accuracy of IMEX-RK schemes is generally hard to obtain and we are not aware of any existing result (in fact, tons of order reduction phenomena suggest that this cannot be true for commonly used IMEX-RK schemes such as the ARS type [4] ). Yet, another approach is to consider the mildly stiff regime ε ∆t and some better understanding of the behavior of IMEX-RK schemes can be gained by using asymptotic analysis [8, 20, 9] . Finally, a parallel direction is to design uniformly accurate methods for highly oscillatory equations, see the recent work [11] and references therein. Although some ideas involved are of a similar flavor, the structure of equations in both fields are very different: our problem is of dissipative nature (endowed with an entropy), while the highly oscillatory problem is often conservative (endowed with a Hamiltonian).
The rest of the paper is organized as follows. In Section 2, we briefly introduce the IMEX-BDF schemes employed in this paper. In Section 3, we establish our main result for the linear system (1.1). To this end, we first study the regularity of the solution in time, then introduce the fully discrete scheme by adopting a Fourier spectral method in space. With these preparations, we prove in Section 3.3 the uniform stability of the schemes which is facilitated by a newly introduced multiplier technique, and then in Section 3.4 the uniform accuracy of the schemes by combining the stability and consistency results. In Section 4, we extend our analysis to the variable coefficient case. In Section 5, we present several numerical studies including the verification of our theoretical results for the linear problem and investigation of some nonlinear hyperbolic and kinetic equations. The paper is concluded in Section 6.
IMEX-BDF schemes for (1.1)
In this section, we briefly describe the IMEX-BDF schemes for the prototype problem (1.1) and fix the notations for the following discussion.
Let U n , V n denote the numerical solutions at time t n = T 0 + n∆t, where T 0 is the initial time, n is a non-negative integer, and ∆t is the time step size, then the q-th order IMEX-BDF scheme for the system
where the coefficients α = (α 0 , . . . , α q ), γ = (γ 0 , . . . , γ q−1 ) and β are given by
The coefficients of IMEX-BDF schemes up to fourth order are provided in Table 1 . Note that IMEX-BDF1 is just the forward-backward Euler scheme. q α γ β 1 (−1, 1) 1 1 2 Table 1 : Coefficients of IMEX-BDF schemes up to fourth order (cf. [21] ).
To initiate the scheme (2.1), one needs 2q starting values: U 0 , . . . , U q−1 , V 0 , . . . , V q−1 . In practice, they can be obtained using RK type schemes. With the proper starting values, the scheme can proceed by first solving U n+q from the first equation of (2.1) and then solving V n+q from the second equation.
The above IMEX-BDF scheme is AP in the sense that, for initial data satisfying V i = bU i , i = 0, . . . , q − 1, it captures the asymptotic limit (1.2) when ε → 0 with fixed ∆t. Indeed, as ε → 0, from the second equation of (2.1) one formally has V n+q = bU n+q for n ≥ 0, hence V i = bU i for all i ≥ 0. Substituting this into the first equation of (2.1), one obtains the limiting scheme:
which is a q-th order explicit multistep scheme for (1.2).
Remark 2.1. Here for simplicity we only present the scheme for the linear problem (1.1). If the relaxation term is nonlinear, e.g., bu on the right-hand side of (1.1) is replaced by a nonlinear function f (u), the scheme works equally. In fact, due to the special structure of the equation, one can still obtain U n+q first and then V n+q , and no iteration is needed, i.e., a nonlinear implicit scheme can be implemented explicitly. Similar idea applies to the nonlinear kinetic equations, for instance, the kinetic BGK equation, see Appendix A for a brief description.
Uniform accuracy of the IMEX-BDF schemes
In this section, we prove the uniform accuracy of the IMEX-BDF schemes for the linear hyperbolic relaxation system (1.1). To this end, we need to employ the spatial discretization as well. For simplicity, we assume that the spatial domain is [0, 2π] with periodic boundary condition and adopt the Fourier-Galerkin spectral method.
The proof of uniform accuracy consists of three steps. First, we study the regularity of (1.1), especially for high order time derivatives of u and v, which is necessary for high order consistency of the numerical scheme. Next, we establish the uniform stability of the fully discrete scheme by using energy estimates with the multiplier technique. A new class of multipliers is introduced to overcome the difficulty coming from the special structure of (1.1). Finally, we prove the uniform accuracy by combining the consistency and stability results.
In the following, all the integrals without the range refer to 2π 0 · dx; function norms · without the subscript refer to L 2 norm in x; and C denotes a generic constant independent of ε.
Regularity estimate
Hyperbolic relaxation systems, especially the nonlinear ones, have been studied throughly in the 90's, where the main concern is to justify rigorously the convergence to the zero relaxation limit (see [28] for a survey). Here our purpose is different as we need the uniform-in-ε regularity in time to prove the consistency of high order time discretization. Therefore, we give a self-contained proof in this subsection.
To study the regularity of (1.1), we first reformulate it into a new form, similar to the micro-macro decomposition in kinetic theory [25, 6] . Introducing a new variable w = v − bu, one can rewrite (1.1) as
Multiplying the two equations of (3.1) by u and w respectively and integrating in x, we get
and
Then a linear combination of the above two equations gives the energy estimate
Notice that the condition |b| < 1 guarantees the equivalence of u 2 + w 2 and the Lyapunov functional
The regularity estimate for (3.1) is stated as follows.
Theorem 3.1. For any integer s ≥ 0, assume
Then the solution to (3.1) satisfies
8)
for all t ≥ sε log(1/ε).
Proof. First of all, for any integer s ≥ 0, (∂ s x u, ∂ s x w) satisfies the same system (3.1), thus also has the energy estimate (3.5) . This implies (3.7).
We then prove that (3.6) implies (3.8) by induction on s. The case s = 0 clearly follows from (3.7). Now assume (3.6) implies (3.8) with s replaced by s − 1 in both equations. We aim to prove that (3.6) implies (3.8) in the case of s. Since for any 0
Then by (3.10),
Then (ũ,w) also satisfies (3.1), and (3.14) means
By the induction hypothesis, we have the estimate
for all t ≥ (s − 1)ε log(1/ε). In view of the definition of (ũ,w), this together with (3.7) implies (3.8). Finally, (3.9) follows from (3.8) using the relation
Spatial discretization and fully discrete scheme
For the spatial discretization, we apply the Fourier-Galerkin spectral method (cf. [17] ). Consider the space of trigonometric polynomials of degree up to N :
equipped with inner product
For a given function f (x), its projection P N f is defined as
For the projection operator, we have the following basic facts:
for any functions f (x) and g(x), there holds
Proof. It is obvious by noting that
Proof. By Parseval's identity,
The Fourier-Galerkin spectral method for (3.1) seeks to approximate u, w as
Substituting (3.28) into (3.1) and conducting the Galerkin projection yields
i.e., u N , w N still satisfy (3.1). Applying the q-th order IMEX-BDF scheme to (3.29), similarly as (2.1), yields the fully discrete scheme
where U n N , W n N are the fully discrete solutions. For the starting values, we assume they can be obtained with very high accuracy (in time) using RK type scheme so that the error only comes from the spatial discretization, i.e., we assume
where u and w are the exact solutions.
Uniform stability
To analyze the stability of (3.30), we adopt the multiplier technique. We mention that this technique appeared already in early works [13, 29] but it is only recently used in the analysis of BDF schemes for parabolic equations, see for instance [26, 2] . When it comes to our problem (1.1), the existing multipliers, including the recently proposed ones [1] , cannot be applied due to the special convection-relaxation structure of the equation. Therefore, we invent a new multiplier as stated in the following lemma.
where all coefficients involved are real, and real constants d 1 > 0 and d 2 , such that
hold for any u 0 , u 1 , . . . , u q ∈ C, where denotes the real part of a complex number.
Proof. We first show that it suffices to prove (3.32) and (3.33) for u 0 , u 1 , . . . , u q ∈ R. In fact, for any u 0 , u 1 , . . . , u q ∈ C, if we denote the real part and imaginary part of u i as u i = u r i + iu i i , i = 0, . . . , q, then (3.32) can be expanded as
Similar expansion holds for (3.33) . These imply that if we can show the following equalities hold for any real numbers u 0 , u 1 , . . . , u q ∈ R:
then (3.32) and (3.33) are true for any complex numbers u 0 , u 1 , . . . , u q ∈ C. From now on we assume u 0 , u 1 , . . . , u q ∈ R. For q = 1, 2, the unknown coefficients are provided explicitly as rational numbers: for q = 1, the coefficients are given by
for q = 2, the coefficients are given by
For these two cases, (3.35), (3.36), as well as the (semi-)positive-definiteness of G and A can be checked directly.
For q = 3, the coefficients g ij , η i , d i are given by irrational numbers: which satisfies 0.106 < z * < 0.107. 2 To check (3.36), we first write the difference between LHS and RHS of (3.36) as a quadratic polynomial in u 1 , u 2 , u 3 with coefficients being polynomials in z, viewing z as a variable. There are six such polynomials in z, as the coefficients of u 2 1 , u 2 2 , u 2 3 , u 1 u 2 , u 1 u 3 , u 2 u 3 . Then it can be checked that φ(z) is a factor of all these polynomials. This shows that the root z * of φ(z) will make (3.36) hold. Since A is a quadratic form of two variables, to check the positive-definiteness of A, it suffices to check a 22 > 0 and a 11 a 22 − a 2 12 > 0, for the root z * of φ(z): the first fact is clear; to check the second fact, we compute by using 0.106 < z * < 0.107. 3 For q = 4, we list in Appendix B an approximate choice of coefficients which satisfy (3.35) and (3.36) up to an error of 10 −31 , with the quadratic forms G and A being positive-definite. In principle, one can argue rigorously as that for q = 3. We omit the detail.
Remark 3.6. We did not consider the case with q > 4 because for kinetic equations (1.5) that we are mostly interested in, the spatial error often dominants even using high order methods such as fifth order WENO method [32] and much often up to third order accuracy in time would suffice (see also the numerical results in Section 5.3).
Remark 3.7. Compared with the multipliers constructed in [29] for q ≤ 5, the main feature of Lemma 3.5 is a precise quantification of the last square term in (3.32) : it is exactly the square of a linear combination of the multiplier u q − q−1 i=1 η i u i and the explicit part q−1 i=0 γ i u i appeared in the IMEX-BDF scheme. This will be essential to the proof of uniform stability, for handling the contribution from the convection term.
Next we state our result on the uniform stability of the IMEX-BDF scheme (3.30): 
45)
for any n such that t n = T 0 + n∆t ≤ T , where C is a constant independent of ε, N and ∆t.
Proof. In this proof we follow the notations from Lemma 3.5. Denote 
(3.47)
Similar treatment for the second equation of (3.30) gives
(3.48)
Notice that for any κ > 0, using Young's inequality,
49)
and similarly for the other three integrals of this form in (3.47) and (3.48 ). Then we take (1 − b 2 ) × (3.47) + (3.48), and by estimating these integrals with κ small (in terms of b and d 1 ), we may absorb the terms with coefficient κ by the two terms with coefficient d 1 , and obtain
where we used the fact that
Therefore,
Using Lemma 3.4 and the CFL condition, one has
The same estimate holds for W n N . Therefore,
On the other hand, the positive-definiteness of G guarantees the existence of λ max (q) ≥ λ min (q) > 0 such that
The semi-positive-definiteness of A guarantees the existence of η max (q) > 0 such that
i.e.,
which gives
Finally, the conclusion follows by noticing that
(3.64) Remark 3.9. For q = 1, 2, the same estimate (3.45) holds with the ∆t ε term removed. In view of (3.57), this is a consequence of the fact that for q = 1, 2, A can be taken as zero in Lemma 3.5.
Remark 3.10. The CFL condition ∆t ≤ c CF L /N 2 is the standard stability condition one will obtain when using the forward Euler coupled with Fourier spectral method to solve the hyperbolic system (1.1) without relaxation term [17] .
Uniform accuracy
In this subsection, we establish our main result on the uniform accuracy of the IMEX-BDF schemes. To this end, we distinguish two kinds of initial conditions. Case 1. For q = 1, 2, 3, 4, if the initial data is consistent up to order q, in the sense that 
then the IMEX-BDF scheme (3.30) is applied at the starting time T 0 ≥ (q + 2)ε log(1/ε). The above treatment makes sure the initial layer is passed and the initial data is well prepared so that we have the following: 
67)
for any n such that t n = T 0 + n∆t ≤ T , where C is a constant independent of ε, N and ∆t, and
The projection error e proj is small if one assumes enough regularity of the initial data. To be precise, we have 
69)
then there holds the error estimate
70)
Proof. By Theorem 3.11, it suffices to prove that e proj ≤ C/N 4q . In fact, (3.4) implies
for all t ≥ T 0 , since (∂ s x u, ∂ s x w) satisfies the same system (3.1). Therefore, using Lemma 3.3,
(3.72)
Similar treatment for w, ∂ x u, ∂ x w, ∂ t w gives
(3.73)
The second line above implies
). Then the conclusion follows.
Proof of Theorem 3.11. We first prove the consistency of the IMEX-BDF schemes and then combine it with the stability to achieve the uniform accuracy. If (3.65) holds, then (3.4) implies
∂ q+1
For the exact solution u(t, x) there holds the consistency error (pointwise in x):
(3.78) Similar estimates hold for the exact solution w(t, x). Let S n U and S n W be the truncation errors of the scheme, i.e., the reminders obtained by inserting the exact solutions u(t, x) and w(t, x) into (3.30):
(3.79)
Then using the estimates in (3.78), we have
Define the errors δU n = u n − U n N , δW n = w n − W n N , then subtracting (3.30) from (3.79) gives
(3.81) Therefore, (δU, δW ) satisfies the same scheme (3.30) up to the source terms. An argument similar to the proof of Theorem 3.8 gives
where the term involving S n U is estimated by (S n W is estimated similarly)
83)
with κ > 0 small, to be chosen.
Similarly as in Theorem 3.8, define
then by the postive-definiteness of G and semi-positive-definiteness of A, we have
85)
Using these in (3.82) gives
Then using Gronwall's inequality, we obtain
Finally the conclusion follows by noticing that
Extension to the variable coefficient case
In this section we show that our results on the uniform accuracy of IMEX-BDF schemes can be extended to linear hyperbolic relaxation systems with variable coefficients:
where b(x) and σ(x) are smooth, satisfying
In particular, the rationale of considering σ(x) is that it resembles the collision frequency in the kinetic equation. For simplicity, we will only show the analogs of Theorem 3.1 with s = 1 and Theorem 3.8 with q = 1. Higher order case can be obtained in similar ways.
Introducing the new variable
Multiplying the first equation by (1 − b 2 )u and integrating in x, we get
using the notation u b for a weighted L 2 norm, being equivalent to u 2 since |b(x)| ≤ b 1 < 1. Multiplying the second equation of (4.3) by w and integrating in x, we get
Adding the above two equations gives the energy estimate
We first state the regularity result, analogous to Theorem 3.1 with s = 1:
Then the solution to (4.3) satisfies
and w(t) 2 ≤ CE 0 ε 2 e Ct , (4.9)
(4.10) Therefore, similar energy estimate as above gives
where the term ∂ x w(− ∂xσ ε w) dx is handled by
Multiplying (4.6) by C 1 /σ 0 and adding to (4.11), we can absorb the last term C1 ε w 2 and get
and then it follows that 14) for all t ≥ 0. (∂ t u, ∂ t w) satisfies the same system (4.3), and thus has the energy estimate
for some C 1 > 0. Notice that ∂ t u = −∂ x (b(x)u + w). Thus by (4.14) ,
Then by (4.15), 18) and it follows that
for t ≥ ε log(1/ε) σ0 . (4.9) follows from (4.8) using the relation w = − ε σ (∂ t w+∂ x ((1−b 2 )u)+b∂ x bu−b∂ x w).
To apply the spectral discretization in space, we first need to rewrite (4.3) using the variables (ũ, w),
(4.20)
Based on this reformulation, the first order IMEX-BDF (i.e., forward-backward Euler) scheme together with the Fourier-Galerkin spectral method reads
).
(4.21)
We have the following stability result:
Under the CFL condition ∆t ≤ c CF L /N 2 for any c CF L > 0, (4.21) is uniformly stable, in the sense that
for any n such that t n = T 0 + n∆t ≤ T , where C is a constant independent of ε, ∆t and N .
Proof. Multiplying the first equation of (4.21) byŪ n+1 N , integrating in x and taking the real part gives
where we used the fact that P N is self-adjoint (Lemma 3.2) and P N (Ũ n+1 N ) =Ũ n+1 N . Multiplying the second equation of (4.21) byW n+1 N , integrating in x and taking the real part gives
and estimate the terms
with κ > 0 small, to be chosen, and similar for those terms in (4.24). Therefore, adding (4.23) and (4.24) yields
(4.27)
Under the CFL condition, one has (similarly for W n N )
(4.30)
By choosing κ = min{1, 1 4∆t }, we have 1 32) and the conclusion follows.
Numerical tests
In this section, we numerically test the accuracy of the IMEX-BDF schemes applied to several stiff hyperbolic and kinetic equations. We first verify our theoretical results in Section 3.4 by considering the linear system (1.1) for which the exact solution is available. We then consider a nonlinear hyperbolic relaxation system and the kinetic BGK equation. As a comparison, we also implement the IMEX-RK schemes, in particular, the ARS(2,2,2) and ARS (4, 4, 3) schemes which are second and third order accurate, respectively. These schemes are initially proposed in [4] and have been widely used to solve the stiff hyperbolic/kinetic equations. See Appendix A for a brief introduction of the BGK equation and its IMEX discretization. We adopt the Fourier-Galerkin spectral method for spatial discretization with modes |k| ≤ N , and fix N = 40. The exact solution to this problem can be computed analytically using the Fourier transform in x. To avoid the initial layer or prepare the initial data satisfying the conditions of Theorem 3.11 (in particular, Case 2), we start the computation from time T 0 = 1. The starting values at T 0 + i∆t, i = 0, . . . , q − 1 are taken from the exact solution. We compute the solution to time T = 2 and record the error as U − u L 2 + V − v L 2 . Figure 1 shows the results of IMEX-BDF schemes of order q = 2, 3, 4, and various values of ∆t and ε. In all the subfigures except the last one, each curve represents the error for a fixed ∆t with ε ranging from 1e − 7 to 1. When taking the maximal L 2 error among all the tested values of ε for a fixed ∆t (see bottom right subfigure), the uniform q-th order accuracy is clearly achieved for q = 2, 3, 4. This is in perfect agreement with our theoretical results. As a comparison, we compute the same problem by ARS(2,2,2) and ARS(4,4,3) schemes using the same spatial discretization and the same time steps. The results are shown in Figure 2 . One can see that ARS(2,2,2) achieves uniform second order accuracy, while ARS(4,4,3) exhibits order reduction in intermediate regimes, i.e., it does not maintain uniform third order accuracy. The bottom subfigure shows that it still achieves uniform second order accuracy. Remark 5.1. We believe that compared with IMEX-RK schemes, the uniform optimal accuracy of IMEX-BDF schemes originates from the uniform consistency: the exact solution, if smooth enough in time, satisfies the scheme up to an optimal error O(∆t q ), independent of ε. This basically means that for IMEX-BDF schemes, uniform stability directly implies uniform optimal accuracy. For IMEX-RK schemes, a related concept is the "stage order" [27] which indicates how close the numerical solution is to the exact solution at intermediate stages. For the ARS type schemes we used here, their stage order is only 1, which might explain the order reduction phenomena for high order IMEX-RK schemes.
A linear stiff hyperbolic relaxation system

A nonlinear stiff hyperbolic relaxation system
We now consider the following nonlinear hyperbolic relaxation system
with b = 0.2 on x ∈ [0, 1] with periodic boundary condition and initial condition u(0, x) = 1 2 e sin 2πx := u 0 (x). (5.3)
Since the limit of (5.2) is the Burger's equation which may develop shocks, we discretize the space by a fifth order finite volume WENO scheme [32] . We apply the second and third order IMEX-BDF schemes for time discretization. For the second order scheme, we choose the time step as ∆t = 1 4 ∆x and the initial data for v as v(0, x) = bu 2 0 ,
which is consistent up to O(1). For the third order scheme, we choose the time step as ∆t = 1 3 ∆x and the initial data for v as
which is consistent up to O(ε). The starting values at i∆t, i = 0, . . . , q − 1 are prepared using ARS(4,4,3) with a much smaller time step δt = ∆t/500. We compute the solution to time T = 0.2 and estimate the error of the solutions U ∆t,∆x , V ∆t,∆x as U ∆t,∆x − U ∆t/2,∆x/2
The results are shown in Figure 3 . The uniform q-th order accuracy can be observed, similar to the previous subsection, except for the third order scheme one can see a slightly higher convergence rate for large ∆t due to the error from spatial discretization.
Remark 5.2. The initial data we take here does not satisfy the conditions in Theorem 3.11. Nevertheless the q-th order uniform accuracy can still be observed. This shows that the conditions of Theorem 3.11 may not be optimal. However, if using (5.4) for the third order scheme, we do observe some order reduction. This means that certain high-order consistency of initial data is necessary to achieve uniform accuracy of high-order IMEX-BDF schemes.
The nonlinear stiff kinetic BGK equation
We finally consider the kinetic BGK equation in one dimension
The spatial domain is taken as x ∈ [0, 2] with periodic boundary condition and discretized by the fifth order finite volume WENO scheme. The velocity domain is truncated into [−|v| max , |v| max ] with |v| max = 15 and discretized by a finite difference scheme using N v = 150 grid points. The time step is chosen as ∆t = 1 which is consistent up to O(1). For the third order scheme, we take the initial data as
with (5.8) , which is consistent up to O(ε). The starting values at i∆t, i = 0, . . . , q − 1 are prepared using ARS(4,4,3) with a much smaller time step δt = ∆t/500. We compute the solution to time T = 0.1 and estimate the L 2 error of the solution f ∆t,∆x as f ∆t,∆x − f ∆t/2,∆x/2 L 2 x,v . The results are shown in Figure 4 . The uniform q-th order accuracy can be observed, similar to the previous subsection, except for the third order scheme one sees a higher convergence rate because the error from the spatial discretization is always dominating.
Conclusion
The stiff kinetic equation (1.5) plays an important role in multiscale modeling by connecting mesoscopic kinetic and macroscopic fluid descriptions. Inspired by its structure, we study in this paper a simple linear hyperbolic system with stiff relaxation. Our main concern is to understand the accuracy of a class of IMEX methods -IMEX-BDF schemes that are widely used to solve this type of equations. By studying the regularity of the solution in time and introducing a new multiplier technique, we were able to establish the uniform stability and accuracy of the IMEX-BDF schemes for (1.1). Its extension to variable coefficient case was also considered. We provided several numerical examples for both linear and nonlinear problems to validate our theoretical findings.
Regarding the future work, one possibility is to consider high order spatial discretization other than the spectral method, for example, the discontinuous Galerkin method. Another direction is to study the hyperbolic/kinetic equations in diffusive scaling. As opposed to the scaling in the current work which leads to a hyperbolic equation when ε → 0, the diffusive scaling leads to a diffusion equation in the limit. There are already some numerical analysis work in this case [24, 22] , whereas the time discretization is limited to first order. Finally, it is interesting and challenging to design IMEX-RK schemes (with implicit part being DIRK) that are of uniform accuracy. [4] .
The scheme (A.8) again appears implicit since at every stage i, M (i) depends on f (i) . Yet, it has a similar structure as (A.6) hence can be treated using the same idea presented above. We omit the detail.
B Lemma 3.5 with q = 4
Here we list an approximate choice of coefficients for q = 4. These values are obtained using symbolic computation such that (3.35) and (3.36) are satisfied up to an error of 10 −31 for each coefficient of u i u j . 
