The paper studies the general nonautonomous Lotka-Volterra multispecies systems with finite delays. The ultimate boundedness, permanence, global attractivity, and existence and uniqueness of strictly positive solutions, positive periodic solutions, and almost periodic solutions are obtained. These results are basically an extension of the known results for nonautonomous Lotka-Volterra multispecies systems without delay to systems with delay. © 2002 Elsevier Science (USA)
INTRODUCTION
In this paper we consider the following general nonautonomous LotkaVolterra type multispecies systems with delays: When the delays y ij (t) -0 and s ij -0 for all t ¥ R and i, j=1, 2, ..., n, then system (1) will degenerate into the following nondelayed nonautonomous multispecies Lotka-Volterra system
where b ii (t)=b i (t)+c ii (t) and b ij (t)=c ij (t) for i, j=1, 2, ..., n and i ] j. As we well know, systems like (1) and (2) are very important mathematical models which describe multispecies population dynamics. The most basic and important questions to ask for these systems in the theory of mathematical ecology are the persistences, extinctions, global asymptotic behaviors, and existences of coexistence states (for example, the positive equilibrium, strictly positive solution, positive periodic solution, and almost periodic solution, etc.) of population (see [4, 6, 10, 17, 21] ). In this domain there have been numerous works for the nonautonomous Lotka-Volterra and Kolmogorov type systems with delays. In particular, for the nonautonomous Lotka-Volterra type competitive and predator-prey systems with delays the above questions have been extensively studied. Many important results can be found in [1, 2, 7-11, 15, 17-20, 22, 25, 28-31, 33, 34] and references cited therein. In those works the method of Liapunov functions [3, 12] , the theory of monotone semiflows generated by functional differential equations [26, 27] , the fixed point theory [5, 16] , and so on are extensively applied.
Recently, the nondelayed system (2) was studied by Redheffer [23, 24] and Tineo [32] . Under remarkably weak conditions (See conditions (a)-(e) in [23] and condition (0.2) in [32] ) the boundedness, permanence, extinction, global attractivity, and existence of positive periodic solutions and almost periodic solutions are obtained (See Theorem 1 in [23] , Sections 3 and 4 in [32] ).
Motivated by the above works, in this paper we study the delayed system (1). As a basic extension of the main results given by Redheffer in [23] we will establish a series of sufficient conditions on the ultimate boundedness, permanence, global attractivity, and existence and uniqueness of strictly positive solutions, positive periodic solutions, and almost periodic solutions for the delayed system (1) .
The organization of this paper is as follows. In the next section, the main assumptions and our major theorems are described. In Section 3, the proofs of the main theorems are contained. The main methods used in the proofs of the theorems are motivated by the papers [13, 23, 24, 31] .
MAIN RESULTS
For any function f(t) defined on R we denote f 
For system (1) we first introduce the following assumptions. Let t 0 ¥ R be a fixed initial time. 
(A 4 ) There exist positive constants w and z such that for all t \ t 0 and i=1, 2, ..., n
where the constants p i (i=1, 2, ..., n) are given in the assumption (A 3 ).
.., n) and c such that
for all t \ t 0 and i=1, 2, ..., n. Remark 1. Assumptions (A 1 ), (A 2 ) and (A 5 ) are general and elementary because similar assumptions are required in many works on the qualitative analysis of nonautonomous Lotka-Volterra type systems with delays, for example [2, 11, 18-20, 28-31, 33] (ii) There exist positive constants p i (i=1, 2, ..., n) and a such that the functions
(iii) There exist positive constants w and z such that for all t \ t 0 and i=1, 2, ..., n
where the constants p i (i=1, 2, ..., n) are given in the above.
(v) There exist positive constants h i (i=1, 2, . .., n) and c such that for all t \ t 0 and i=1, 2, ..., n
Compared with the conditions in [23] , we see that the boundedness of a i (t) and b ij (t) required in condition (i) is not assumed in [23] and condition (a) in [23] is decomposed in this paper into conditions (ii) and (iii). Obviously, condition (ii) is a little stronger than the right inequality of condition (a). However, condition (iii) is weaker than the left inequality of condition (a). In addition, conditions (iv) and (v) are corresponding to conditions (b) and [3, 12, 17] we know that for any
Define the subset C
.., n. Motivated by the biological background of system (1) , in this paper we will be concerned with only positive solutions of system (1) . Here, we say that a solution
.., n) in its maximal interval of existence. It is not hard to prove that the solution (1) is said to be strictly positive, if the solution x(t) is defined on t ¥ R and satisfies
System (1) is said to be periodic with the period w > 0 if for each
, and y ij (t) are w-periodic functions and k ij (t, s) also is an w-periodic function with respect to t.
System (1) is said to be almost periodic if for each
, and y ij (t) are almost periodic functions and k ij (t, s) is a uniformly almost periodic function with respect to t.
We now state our main theorems in this paper. 
Theorem 6. If system (1) is periodic with the period w > 0, and assumptions
(A 1 )-(A 4 ) hold, then system (1) has a positive w-periodic solution x g (t)=(x g 1 (t), x g 2 (t), ..., x g n (t)).
Theorem 7. If system (1) is periodic with the period w > 0, assumptions
(A 1 )-(A 6 ) hold on t ¥ R, d(t) is w-periodic, and d(t) ¥ S 1 , then system (1) has a unique positive w-periodic solution x g (t)=(x g 1 (t), x g 2 (t), ..., x g n (t)) such that for any positive solution x(t, f)=(x 1 (t, f), x 2 (t, f), ..., x n (t, f)) of system (1) lim t Q . (x i (t, f) − x g i (t))=0 for i=1, 2, ..., n. Theorem 8. If system (1) is almost periodic, y ij (t) -y ij is constant for each i, j=1, 2, ..., n, assumptions (A 1 )-(A 4 ) and (A 6 ) hold on t ¥ R, and d(t) -d is a positive constant, then system (1) has a unique strictly positive almost periodic solution x g (t)=(x g 1 (t), x g 2 (t), ..., x g n (t)) such that for any positive solution x(t, f)=(x 1 (t, f), x 2 (t, f), ..., x n (t, f)) of system (1) lim t Q . (x i (t, f) − x g i (t))=0 for i=1, 2, ..., n.
Theorem 9. If assumptions (A 1 )-(A 5 ) and (A 7 ) hold, and system (1) has a solution u(t)=(u
then the conclusions of Theorems 1-9 remain true.
Remark 5. Theorem 1 shows that all positive solutions of system (1) are ultimately bounded with the bound p=(p 1 , p 2 , ..., p n ). Theorem 2 shows that system (1) is permanent. Theorems 3 and 6 give the existence of strictly positive solutions and positive w-periodic solutions of system (1). Theorem 4 shows that system (1) is globally atrractive. Theorems 5, 7, and 8 give the existence, uniqueness, and global attractivity of strictly positive solution, positive w-periodic solution, and positive almost periodic solution of system (1), respectively. In addition, if system (1) has a positive equilibrium q=(q 1 , q 2 , ..., q n ), that is,
for all t ¥ R and i=1, 2, ..., n, then Theorem 9 shows that the equilibrium q is globally attractive.
Remark 6. In [30] , Teng and Chen have proved that in a periodic Kolmogorov type system with finite delays, if the system is permanent, then it has at least a positive periodic solution (see [Theorem 1, 30] ). Therefore, we see that Theorem 6 is a direct corollary of Theorem 2 and the main results in [30] . In addition, we also see that Theorem 7 is a direct corollary of Theorems 4 and 6.
PROOFS OF THEOREMS
In this section we will give the proofs of the main results of this paper. We first have f) ) be any positive solution of system (1) . Define the function as follows
When 
For any constant h > 1, by assumption (A 3 ) there is a sufficiently large T > 0 such that a i (t) [ hb(t) for all t \ T and i=1, 2, ..., n. Hence, by (4) we have For each i=1, 2, . .., n, we introduce the following functions
By assumptions (A 1 ), (A 2 ), and (A 4 ), we can choose the sufficiently small constant g 0 > 0 such that , f) , ..., x n (t, f)) be any positive solution of system (1). We first prove lim sup t Q .
In fact, if lim sup t Q . x l (t, f) < g 0 for some l ¥ {1, 2, ..., n}, then there is a T 1 > t 0 such that
By Theorem 1, we have that there is a T 2 \ T 1 such that j=1, 2, . .., n.
Hence, for any t \ T 2 +y, we have
By integrating (8) from T 2 +y to t, we obtain
Obviously, inequality (6) implies x l (T 2 +y+Nw, f) Q . as N Q ., which is a contradiction with the boundedness of the solution x(t, f). Therefore, inequality (7) is true. We now prove that there is a constant m > 0 such that
for any positive solution 
By Theorem 1, without loss of generality, we can suppose
and
Suppose that there is an integer k such that t 2k+1 − t 2k > (N 1 +N 2 ) w; then by (6), (10) , and (11) we can obtain
Therefore, directly from system (1) we have
This leads to a contradiction in the inequality (11) . Hence, we must have t 2k+1 − t 2k [ (N 1 +N 2 ) w for all k=1, 2, . .. . Consequently, we have
Let m=g g exp(−p 0 (N 1 +N 2 ) w); then we finally have inequality (8) , and this completes the proof.
Proof of Theorem 3.
We first prove the following claim. For any positive solution x(t, f)=(x 1 (t, f), x 2 (t, f), ...,  x n (t, f)) of system (1) with the initial function f=(f 1 , f 2 , ..., f n 
In fact, for any constant h > 1, from assumption (A 3 ) we can obtain 
a contradiction. The arbitrariness of h implies that
For any initial time t 0 ¥ R, we consider the positive solution x(t, f)= (x 1 (t, f), x 2 (t, f) , ..., x n (t, f)) of system (1) starting at t=t 0 with the initial function f=(
.., n} and
Let the positive integers N 1 , N 2 be fixed such that N 1 w > y and 
where m
Choose the initial time t 0 =−k(k=1, 2, ...); then we can obtain a sequence {x k (t, f)} of positive solutions of system (1) with the initial function f=(
for all t \ − k and k=1, 2, .... Hence, for any integer q > 0, the sequence {x k (t, f): k \ q} is uniformly bounded on interval [ − q, .). On the other hand, from assumptions (A 1 ), (A 2 ), and (14) we can obtain directly from system (1) that there is a constant M 0 > 0 such that 
is defined on the whole R, is continuous, and satisfies Proof of Theorem 4. We first introduce the following claim. 
Claim 2. If d(t) ¥ S 1 , f(t) is uniformly continuous on [0, .), and >
This leads to a contradiction to the conditions of the claim.
Let
2) be any two positive solutions of system (1) . We use the function as follows
similar forms of which have been used by Ahmad and Mohana Rao in [1] and Bereketoglu and Gyori in [2] . Assumptions (A 1 ), (A 2 ) , and (A 5 ) imply that V(t) is defined for all t \ t 0 . Calculating the upper right derivative of V(t), we can obtain
for all t \ t 0 . Integrating (15) from t 0 to t, we obtain
and consequently
By assumptions (A 1 ), (A 2 ), and (A 5 ) and the boundedness of 
This completes the proof of Theorem 4.
Proof of Theorem
Here we only need to prove the uniqueness of the strictly positive solution.
n (t))(k=1, 2) be two strictly positive solutions of system (1). Then there are positive constants m and M such that
Define the function as in the proof of Theorem 4
Obviously, by (17) , V(t) is bounded on the whole R and V(t) \ 0 for all t ¥ R. Calculating the upper right derivative of V(t), then similar to (15), we can obtain
This implies that V(t) is nonincreasing for all t ¥ R. For any t, T ¥ R and t \ T, integrating (19) from T to t we have
C n i=1 F t T d(s) |x (1) i (s) − x(2)
i (s)| ds [ V(T) − V(t).
Hence, 
Let the constant
For any constant e > 0 there is a sufficiently large N(e) such that
Hence, when t [ − N(e) we have directly from (18)
This shows V(t) Q 0 as t Q − .. So, V(t)=0 for all t ¥ R by the nonincrease of V(t) on R, and hence x (1) (t)=x (2) (t) for all t ¥ R. This completes the proof.
Proof of Theorem 8. For an almost periodic function f(t) we denote by H(f) the hull of f(t).
When y ij (t) -y ij is constant for each i, j=1, 2, ..., n, then assumption (A 6 ) will become (A g 6 ) There exist positive constants d i (i=1, 2, . .., n) and d such that for all t \ t 0 and i=1, 2, ..., n
we consider the following hull system of system (1)
By the theory of almost periodic functions we easily prove that, if assumptions (A 1 )-(A 4 ) and (A (i=1, 2, ..., n) , a, w, z, and d can be chosen to be common. Therefore, from Theorem 5 we obtain that hull system (20) has a unique strictly positive solution x
where the constant m g is given in the proof of Theorem 3. By Theorem 3.2 in [Chap. 3, 13] on the existence of almost periodic solutions, we can obtain that system (1) has a unique strictly positive almost periodic solution. The global attractivity is obtained from Theorem 4. This completes the proof.
Proof of Theorem 9. Here, we will give the proof of Theorem 9 by improving the method given by Redheffer in [24] . Let x(t)= (x 1 (t), x 2 (t), ..., x n (t)) be any positive solution of system (1). By Theorem 2, there exist positive constants m, M and T 0 > t 0 such that
.., n we have
where
By assumption (A 3 ) we obtain b i (t) > 0 for all t \ t 0 and i=1, 2, ..., n. From assumption (A 7 ) we have
for all \ t 0 and i=1, 2, ..., n. This implies that the functions |c j=1, 2, . .., n. Obviously, we have
.., n, we can obtain that there are sufficiently small constant m > 0 and sufficiently large T 1 \ T 0 such that
for all t \ T 1 and i=1, 2, ..., n. Consequently,
for all t \ T 1 and i=1, 2, ..., n, where r i =h i /q i and c i =c/q i . We now use the Liapunov function
For any t \ T 1 there is an i=i(t) such that V(t)=r
Calculating the upper right derivative of V(t) at time t, by (22) we have all s ¥ [ − y, 0] and j=1, 2, . .., n. Therefore, for any t \ T 1 from (21) and (23)- (25) we have
where h=
} c i m. Therefore, employing the standard argument of the Liapunov-Razumikhim type theorems of the asymptotic stability of functional differential equations with finite delay (see [3, 12, 17] ), we can obtain y i (t) Q 0 as t Q . for i=1, 2, ..., n. This shows that x i (t) Q q i as t Q . for i=1, 2, ..., n. This completes the proof. 
Proof of Theorem 10. From conditions (A
This shows that assumption (A 7 ) holds. Using Lemma 10 given by Redheffer in [23] and by (26) , we can obtain that there are positive constants d i (i=1, 2, . .., n) and d such that
This shows that assumption (A 6 ) holds. Therefore, the conclusions of Theorems 1-9 remain true. This completes the proof.
Last, we propose several remarks to conclude this paper. x i (t) p i (t) [ 1, i=1, 2, . .., n.
Remark 9. Theorem 9 shows that if system (1) has a positive solution with a limit as t Q ., then the row diagonal dominance of the coefficients guarantees the global attractivity of system (1). However, if thus solution does not exist, then the Redheffer's counterexample in [24] shows that, even when system (1) is competitive, the row diagonal dominance cannot ensure the global attractivity of system (1) . Therefore, to obtain the global attractivity of system (1), we need the column giagonal dominance; that is, introduction of assumption (A 6 ) is really necessary.
Remark 10. In Theorem 6, under assumptions (A 1 )-(A 4 ) we can obtain the existence of a positive periodic solution for system (1) . In Theorem 8, to obtain the existence of strictly positive almost periodic solutions for system (1) we require, in addition to assumptions (A 1 )-(A 4 ), that assumption (A 6 ) also holds. Therefore, an important open problem is to prove the existence of strictly positive almost periodic solutions when system (1) only satisfies assumptions (A 1 )-(A 4 ). [19] . For some special cases of system (27) , for example, the constant coefficient case, competition, and predator-prey cases, etc., the global attractivity of positive equilibrium and permanence of solutions have been studied in [10, 14, 17, 28] .
