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ABSTRACT

Date of Degree: May 1, 2020
Institution: Mississippi State University
Major Field: Biomedical Engineering
Major Professor(s): Raj K. Prabh, Lauren B. Priddy
Title of Study: Defining the mechanical characteristics of porcine brain tissue subject to cyclic,
compressive loading
Pages in Study: 76
Candidate for Degree of Master of Science
In recent years, repetitive traumatic brain injuries have been linked to the progressive
neurodegenerative disorder termed chronic traumatic encephalopathy. However, the mechanical
characteristics of brain tissue exposed to repetitive loading still lack understanding. This research
evaluated the response of porcine brain tissue undergoing cyclic, compressive loading in
reference to three impact parameters: cycle number (N25, N50, N100, N150, and N200), strain level
(15, 30, and 40%), and strain rate (0.00625, 0.025, 0.10, and 1.0s-1). Following mechanical
testing, tissue samples were processed for hematoxylin and eosin (H&E) staining. Stress values,
hysteresis energy, and decreases in hysteresis energy for all parameters were compared. The data
suggest that microstructural brain tissue damage is highly dependent on strain level and cycle
number, whereas strain rate did not appear to cause permanent damage in the quasi-static range
applied. The onset of permanent microstructural tissue damage may relate to movement of fluid
molecules within the tissue.
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CHAPTER I
INTRODUCTION
1.1
1.1.1

Traumatic Brain Injuries
Traumatic Brain Injuries and Chronic Traumatic Encephalopathy

Approximately 2.7 million Americans suffer from a traumatic brain injury (TBI) every year, of
which 90% of them have been characterized as a mild TBI (mTBI) case [1]–[5]. However, this
evaluation is believed to be a gross underestimate due to the overwhelming number of people
who fail to seek medical attention following a mild to moderate TBI, more commonly termed a
concussion [4]–[7]. These TBIs can have devastating consequences. Clinically, a mTBI is noted
by immediate symptoms of dizziness, headaches, slowed reaction times, irritability and even
insomnia [5], [6], [8]. While these symptoms tend to spontaneously resolve on their own
following a single TBI, some patients suffer these symptoms in a chronic or long-term state [8].
In recent years, repetitive TBI at the concussive and sub-concussive levels has also been linked
to the progressive neurodegenerative disorder termed chronic traumatic encephalopathy (CTE)
[9]. Symptomatically, CTE shares a striking resemblance to Alzheimer’s disease (AD). Though
the two diseases are symptomatic of progressive memory loss, CTE generally appears in stages
with initial onset involving erratic behavior, depression and decline in attention and memory
capability; while the third or final stage is characteristic of more severe symptoms such as
dementia and speech and gait abnormalities [10]. Due to the progressive nature of the disease,
clinical symptoms of CTE are delayed by years to decades following the repeated TBIs,
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generally relating to number of years the patient was exposed to cyclic impacts and total number
of TBIs endured [10]. Therefore, by the time a CTE patient is severely symptomatic in their later
life, diagnostic issues arise due to the paucity in observable differences CTE has separating it
from AD and even post-encephalitic Parkinsonism [10].
CTE is not a new concept but the evolution in understanding and awareness of the
disease has exponentially increased in the last decade or so, due to profound studies on numerous
professional American boxers, soccer, and football players [10]–[13]. These studies have brought
much needed attention, not only to other contact-sport athletes of all ages, but other populations
who are also at risk for CTE based on cyclic exposure to TBIs, as with victims of domestic
abuse, patients suffering from severe epilepsy, and military personnel [4], [9], [14]–[16].
However, many of these studies have focused on the histopathological consequences of CTE
post-mortem. While the findings are still incredibly insightful for overall consequences of cyclic
TBI, the precise biochemical mechanisms or propagation as well as mechanical impact factors
and responses of the brain tissue remain poorly understood.
1.1.2

Understanding the Anatomy
While the focus of this research was primarily on understanding mechanical impact

factors and thresholds for brain tissue damage, a TBI is a dynamic process, made even more
complex by the cytoarchitecture of brain tissue. Therefore, it is crucial to briefly review the
anatomical structures and composition of the tissue, in order to couple these properties with the
precise mechanical responses of the brain tissue.
Brain tissue is highly heterogeneous at both the macroscopic and microscopic levels,
which can be better visualized in figure 1.1 [17]. Macroscopically, brain is composed of three
main parts: the cerebrum, cerebellum, and brainstem. Additionally, the tissue is regionally
2

separated by gray and white matter. The outer layer of gray matter, referred to as the cortical
layer or cerebral gray matter, is mainly composed of neuronal cell bodies, unmyelinated axons,
and several types of glial cells, such as astrocytes and microglia, providing the neurons with
nutrients and immune defense among other tasks [17]–[21]. The more internally localized white
matter contains the axons, the long, highly oriented and heavily insulated (myelin sheath) nerve
fibers of the neurons, that extend from the neuronal cell bodies in the gray matter, radially
inward throughout the white matter [17], [18], [20]. The white matter similarly contains a variety
of glial cells like astrocytes and microglia, but it is also abundant in oligodendrocytes which
concentrate around the myelin sheath to provide structural support and aid in the formation of the
sheath itself [17], [22].
In addition to cellular components brain tissue has a unique extracellular matrix (ECM)
composition. Unlike other biological tissues, ECM in the brain is composed of much less
collagen. Rather, the composition is rich in proteoglycans, proteins with a hydrophobic core
which provide a scaffold for highly negatively charged glycosaminoglycan (GAG) side chains to
attach [23], [24]. These proteoglycan chains are quite bulky and generate steric obstructions for
freely moving particles in the matrix [24]. Brain tissue is also lipid-rich, with a higher lipid
composition in white matter relative to gray matter. This is largely due to the prevalence of the
lipid-rich myelin surrounding the axons in the white matter [25].
Beyond the solid and cellular components of the brain tissue, it is crucial to make note of
the high fluid composition of the tissue. The brain is composed of 80% water, dispersed
throughout the ECM, within the neural cells and present as cerebrospinal fluid (CSF), located in
the subarachnoid space [17]. Approximately 30% of this water represents the free-flowing
molecules in the CSF. The greater concentration of water (~70%) is present inside the tissue,
3

residing within the neural cells as well as throughout the interstitial space as interstitial fluid
(ISF) [17], [23]. It has been reported that white matter contains 0.83g/ml and gray matter
contains 0.71g/ml of water [17]. The great deal of polar water molecules are quite interactive
with other environmental components of the brain tissue [26]. These biochemical and fluid flow
interactions are a significant factor in explaining the mechanical responses of brain tissue [17],
[21], [26].
1.1.3

Mechanisms of Injury
A TBI is characterized by an external force applied to the brain, resulting in some level of

neurological damage [27]. These injuries involve both primary and secondary injury mechanisms
[28]–[30]. The immediate response or primary injury is the direct result of the external trauma
and is described by items such as the shearing and straining of axons and blood vessels,
contusion, hemorrhaging, and ischemia [28], [29]. The secondary injury mechanisms generally
evolve within hours to weeks of the TBI and are largely influenced by intracellular disruptions in
calcium homeostasis [28]. The secondary injury occurs as a cascade of biochemical events that
cause inflammation, increased production of free radicals, mitochondrial and endoplasmic
reticulum stress, and further disruptions to the blood-brain barrier [29], [30]. Irrespective of
impact severity, secondary injury mechanisms result in neuronal cell death by apoptosis,
necrosis, and autophagy [30]. Consequentially, the cell death occurring from TBI creates larger
lesions in the tissue relative to the area of the primary insult [29]. However, the cellular
networks, particularly the plethora of glial cells, in the brain act to eventually seal off the
damaged region through scarring, as in common inflammatory reactions [31]. Interestingly, this
propagation of tissue damage appears to be more persistent for patients exposed to cyclic
concussive and sub-concussive trauma [10], [28]. The repeated loading generates a chronic or
4

long-term response, that over time can cause macroscopic alterations to the tissue, such as
dramatic decreases in overall brain weight, which is the case for patients suffering with CTE
[10], [11], [32]–[34].
1.2

Literature Review of Brain Biomechanics
Mechanical testing on in vitro brain tissue is a promising mode for understanding the

mechanical and structural mechanisms of tissue damage characteristically involved in TBIs. For
this reason, countless studies have been conducted over the last several decades evaluating these
tissue responses [17], [21], [35]. However, experimental designs vary greatly with the
multitudinous nature of input parameters and environmental variables that can be executed. This
is inclusive of impact factors such as strain level and strain rate, along with environmental
factors such as sample testing temperature, time of tissue testing post-mortem relating to tissue
degradation effects, among many other influences [36]–[38].
However, the variables of greatest concern for this research deal with applied cycle
number, due to the correlation between cyclic TBIs and the onset of neurological disorders,
strain level, and strain rate. The application of several cycles for in vitro brain biomechanics
studies is largely only applied to procedures for preconditioning of the tissue. Preconditioning
refers to the application of several initial loading cycles to obtain a plateau in the tissue stress
response, highlighting stress softening trends, that generally allow for less variability in sample
output responses during mechanical testing. However, these procedures are controversial,
especially in regards to whether or not these initial cycles cause damage before the actual loading
sequence is even applied [17], [39], [40].
Strain level and strain rate are crucial impact factors because brain tissue has been
reported to be both strain rate-dependent as well as strain level-dependent. Many studies have
5

commented on these properties independently, as the experiments tended to focus on one
variable at a time, rather than the interplay between them. Generally, strain rates of greater
magnitude have been associated with higher degrees of tissue damage due to the inability of the
tissue to deform at the same rate of the impact [41]–[43]. In American football, these impacts
have been characterized at 34s-1 for sub-concussive impacts while concussive impacts were
closer to 84s-1, both of which reportedly caused brain damage [44]. Experimentally, damage
based on strain rate contained a great deal of variability. For example, MacManus et al.
conducted an indentation test on cortical brain tissue of a mouse and determined a strain rate
threshold (100s-1) over double that reported by Bayly et al. (>40s-1), who also performed an
indentation procedure on cortical brain tissue of a rat [42], [45]. Brain tissue damage can also
occur at slow or quasi-static rates though, which are especially relevant for the rates involved in
neurological diseases and safety measures pertaining to surgical procedures [17], [46]–[48].
Strain level variations appear to have much more defined damaged thresholds over those
outlined in strain rate studies. For example, a few studies conducted on axonal extensions of the
neurons concluded a damage threshold within 6% on one another (~14-21%) [2], [49]. Even
more shocking is that these two studied were performed under very different environmental
conditions. One studied fiber damage in cell cultures while the other research group utilized an in
situ guinea pig model [2], [49]. While it is odd that those studies determined similar thresholds
under such different conditions, it may imply that strain level is less influenced by environmental
variations. This is a promising characteristic in brain biomechanics since it may provide more
validity in a field where surrogate models are readily used to evaluate the TBI consequences for
human brain tissue.
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Finally, the testing mode for mechanical testing of brain tissue is also a key factor for
experimental procedures. Loading conditions can vary as shear, tensile, compressive, or some
combination of loading types. At one point in time it was believed that shear loading was the
exclusive mechanism of brain injury [50]. However, it is now widely agreed that all types of
loading contribute to brain tissue damage from TBIs [17], [35]. Therefore, this study fairly aimed
to isolate a single loading regime to better gauge brain tissue deformation characteristics via
unconfined compression while varying the number of cycles, strain level, and strain rate applied
to the tissue.
1.3

Applied Mechanics
Brain tissue is a very complex and heterogenous tissue structurally, which elicits

tremendous variability in mechanical responses. However, defining brain tissue by mechanical
properties and trends provides a great deal of insight into uncovering the mechanisms involved in
tissue damage.
Brain tissue produces highly nonlinear, viscoelastic responses [17], [51], [52]. That is, the
tissue response involves components of both an elastic and viscous nature. The elastic response
concerns the properties of the solid components of the tissue and denotes the energy storing
capability of the material [53], [54]. Conversely, the viscous component is attributable to the
fluid properties of the material, which describe the resistance of the material to deform and
characterize the energy dissipation of the material [53]–[55].
Hysteresis curves define the viscoelastic nature of brain tissue, where the curve involves
both a loading and unloading trend (see figure 1.2). The area within the hysteresis curve
highlights the hysteresis energy and evaluates the degree of dissipated energy. The dissipated
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energy can be released as heat, but as it pertain to in vitro mechanical testing, the energy
dissipation refers to fluid movement and structural reorganization [26], [56].
In evaluating cyclic loading behavior of materials, fatigue models are generally applied
as a means of representing damage as an accumulation of damage over a number of cycle until
the materials fail. While fatigue tests are common among many biological tissues known for
dynamic loading in vivo, such as heart valves, skin, intervertebral discs, and tendons [57]–[60],
fatigue models are not generally applied to brain tissue, since this organ is not naturally under
dynamic loading conditions in vivo. Rather, fatigue models applied to brain tissue would only
prove relevant for describing mechanisms of brain tissue injury from repeated TBIs. Since the
link between repetitive brain impacts and progressive neurodegenerative disease is a newer
finding, only two studies have attempted to generate fatigue models for cyclic brain impacts, one
of which obtained experimental data on cyclic, tension-compression loading until the white
matter samples failed, while the other did not utilize any experimental data for defining the
fatigue life of axonal tract injury [40], [58]. Therefore, more experimental data is required to
more accurately represent the repetitive impact behavior of brain tissue for future use in brain
injury modeling.
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Figure 1.1

Schematic of the macroscopic anatomical structures (top left and top right) as well
as the microscopic or cellular network (bottom) at the transition site of gray-towhite matter within the brain.
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Figure 1.2

Trends of elastic and viscoelastic materials where the loading and unloading
curves of the elastic material follows the same path. Alternatively, the viscoelastic
trend depicts the unloading curve beneath the loading curve, wherein the area
within the curve defines the dissipated energy from the loading cycle.
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CHAPTER II
EXPERIMENTAL DESIGN JUSTIFICATION AND METHODOLOGY
2.1
2.1.1

Feasibility of the Experimental Design
Summary of Design and Justifications
This research utilized cerebral porcine brain tissue for determining the in vitro

(synonymous with ex vivo) mechanical and cellular responses to quasi-static, cyclic, compressive
mechanical loading. The mechanical response was analyzed using peak engineering stress,
hysteresis, and hysteresis energy trends. The tissue was also evaluated histologically for cellular
responses to the mechanical impacts.
There were several important considerations for this in vitro testing. One such note deals
with the inherently different environments between in vitro and in vivo studies. While the in vitro
conditions did not allow for biochemical responses or communication with the entire system
(body) as a result of the mechanical impacts, the mechanical data obtained still provide insight
into the deformation characteristics and damage thresholds of the viscoelastic brain tissue, which
can further aid construction and validation of various computational models for TBI [17].
The use of porcine brain tissue as a surrogate for human brain tissue was also an
important consideration. Mechanical and cellular data that does not adequately match human
brain tissue characteristics is less value for determining injury thresholds for human TBIs.
Therefore, ensuring a surrogate model is as closely related to the human brain is a crucial part of
the experimental design. Over the last several decades, researchers have often utilized pig brain
11

tissue as a surrogate for in vitro mechanical testing [17], [21], [35], [38], [43], [44], [46], [51],
[61]–[69]. Porcine brain tissue, among other mammalian brain tissue, is much more readily
available that human brain tissue and can be obtained and tested in considerably shorter time
frames, which makes it an appealing candidate. Beyond the accessibility of porcine tissue, the
pig brain shares similar gross anatomy, developmental growth, and even the degree of
myelination to that of humans [70], [71]. Porcine brain tissue of the cortex is also quite
comparable to human tissue, as it contains a substantially folded cortical surface as well as a
highly organized microstructural architecture of cellular layers similar to those seen in human
brain tissue [64], [65], [70]–[72]. Therefore, the benefits of timely acquisition and the copious
similarities to the human brain both macroscopically and microscopically, made porcine brain
tissue an exceptional surrogate for in vitro mechanical testing.
Additionally, cortical porcine brain samples were acquired from both the anterior and
posterior regions of the cerebrum. While the brain tissue is regionally- and directionallydependent between various brain structures, several researchers have noted that the mechanical
responses from different regions throughout the cerebrum yield negligible differences under
compressive loading [42], [66], [73], [74]. Unconfined, compressive loading protocols also
require that experimental setups involve little to no effects from friction, as these influences have
shown in several studies to dramatically alter experimental outputs [20], [48], [74], [75].
Frictional effects were of great concern for the cyclic compressive, loading-unloading regime,
where adhesion of the brain tissue sample to the surface of the compressive platen (figure 2.1)
could greatly impact the results. To alleviate frictional concerns during mechanical testing, the
stainless steel chamber, supporting the tissue sample, was filled to tissue height with a
phosphate-buffered saline (PBS) (figure 2.1). In this way, the minuscule layer of PBS at the
12

tissue surface served as a lubricant between the platen and brain tissue interface. The volume of
PBS solution provided the additional benefits of hydrating the entire brain tissue specimen
throughout mechanical testing as well as adequately imitating the normal physiological
environment of the body, being that the ion concentration and osmolarity of PBS match those of
the fluid within the cells [76].
2.1.2

Consequences of Temperature Variation
Temperature of the tissue and sample environment were also noteworthy considerations

for the experimental design. Some researchers refrigerated (about 3-8℃) the brain tissues prior to
testing [19], [46], [77]–[80], while others kept the tissue at room temperature upon acquiring the
tissue [20], [44], [51], [81], [82]. Several groups also hydrated room temperature tissue samples
with refrigerated hydrating fluids, namely PBS or an artificial cerebrospinal fluid [62], [82], [83].
Tamura et al. even froze their tissue samples for an hour before dissecting and further performing
compressive tests and reported no significant effects of freezing on the mechanical data [43].
However, another researcher emphasized that exposing biological tissues to temperatures below
0℃, permanently damaged the structure [84]. The damage was a result of the water molecules
freezing, which altered the tissue’s internal, microstructural dynamics of an irreversible nature
[84]. Therefore, given the prominent water composition of brain tissue, freezing the tissue was
discouraged to avoid permanent tissue alterations prior to mechanical testing exposure [17], [84].
As for the larger-scale, environmental temperature, most researchers conducted their
mechanical testing regimens at room temperature (roughly 20-25℃) [19], [20], [42], [51], [63],
[66], [67], [69], [85]. A study by Arbogast et al. further evaluated the mechanical response of
brain tissue under numerous environmental temperatures, concluding the viscoelastic behavior of
the tissue was unaffected at temperatures ranging 5-25℃ [43].
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While the study by Arbogast et al., among the plethora of other researchers conducting
experiments between 5-25℃, justified mechanically testing brain tissue at room temperature,
determination of an appropriate initial sample temperature was less absolute. In general, it
appeared that groups chose to refrigerate their samples to minimize dehydration and tissue
degradation effects. Yet, brain tissue chilling procedures were primarily involved in protocols
where mechanical testing occurred at significant durations post-mortem (15 hours to 5 days postmortem), where dehydration and degradation influences become a greater concern (more on
tissue degradation consequences outlined in section 2.1.3) [19], [46], [77]–[79]. Conversely, a
number of researchers that examined brain tissue samples within 7 hours post-mortem,
maintained the samples at room temperature throughout the experiment [20], [38], [51], [63],
[67], [74], [81], [82], [85].
Beyond inferring an appropriate initial tissue temperature from reported procedures, only
a few studies specifically examined the influence of brain tissue temperature on the mechanical
loading response. One such study by Rashid et al. evaluated porcine brain tissue samples stored
for one hour prior to testing in a physiological saline solution, held at either just above 0℃, 22℃,
or 37℃ (ice-cold, room temperature, or physiological temperature, respectively). The results
highlighted a negative correlation between the stress responses and tissue temperature for the
shear loading regime, where the ice-cold samples elicited a stress response 1.5 times greater than
that of the body temperature samples (37℃) [38]. Additionally, while the ice-cold and body
temperature tissues were statistically different in their mechanical response, there was no
statistical difference in stress magnitudes for the tissue samples maintained at room temperature
compared to those at body temperature [38]. Interestingly, Rashid et al. concluded that the force
data acquired from the ice-cold samples best fit the force outputs for in vivo testing. Specifically
14

by comparison of to two studies by Miller et al. who performed two different experiments, one
on in vivo tissue as indentation testing and another for in vitro unconfined, compression tests.
Miller et al. concluded an over 30% greater force response from the in vivo tests relative to in
vitro [47], [86]. Yet, the in vitro tissue from testing by Miller et al. was stored at 5℃ which
implies the data from Rashid et al. (stored at ~0℃) would also be roughly 30% different from the
in vivo response. In complete contrast to these findings, other groups concluded that the
mechanical responses between in vivo, in situ, and in vitro brain tissue responses for tissue that
happened to be maintained at room temperature were negligible [74], [87]. Therefore, as implied
by these studies, room temperature samples would actually serve as better representations for the
in vivo mechanical responses.
Nonetheless, conflict surrounded the pure mechanical response perspective versus the
biological and chemical nature of the tissue which needed to be integrated into this research.
Mechanically, the forces may have less variability in output for lower temperature in vitro brain
testing and, similarly, the gap in force output magnitude may increase from in vivo to in vitro
samples held at higher temperatures. However, maintaining samples at colder temperatures can
influence the permanent structural damage and effect the thermodynamic mechanisms of
molecular binding and rearrangement capabilities. Greater fluid movement and molecular
interactions would be possible in a warmer environment and also serve as a more representative
model for the mechanisms involved in the in vivo tissue responses. Therefore, due to the
evaluation of both mechanical and cellular responses from the tissue in this study, maintaining
the samples at room temperature provided a more representative evaluation of the mechanisms
involved in microstructural and mechanical response alterations throughout the loading regimes
induced.
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2.1.3

Influence of Post-Mortem Tissue Degradation
In close relation to sample temperature effects, was the concern for natural, post-mortem

tissue degradation properties on the in vitro brain mechanical responses. The literature contained
numerous contradictory findings. It is known that tissue degeneration initiates immediately
following death, but the level to which this degradation interferes with the macroscopic
mechanical response is less clear [84]. Research at the microscopic level determined that the
most influential period of enzymatic activity, where enough tissue proteins and cell walls get
broken down to likely alter macroscopic tissue responses, occurred within the first hour postmortem [88]. Another study concluded a slightly more generous time frame, whereby the degree
of proteolysis, or enzymatic degradation of proteins, in the tissue became exceptionally
pronounced at times greater than 6 hours post-mortem [89]. In direct agreement with this study,
Garo et al. concluded that the mechanical properties of the tissue were unaltered within 2-6 hours
post-mortem and, beyond the 6 hours, the tissue stiffness increased during oscillatory shear
experimentation [38], [79], [90]. In another shear experiment, Nicolle et al. noted only an
approximate 6% increase in the shear modulus for samples tested at post-mortem times of 24
hours and 48 hours [91]. Alternatively, another group discussed the decline in brain tissue
mechanical strength that was statistically significant beginning at 1-4 hours following acquisition
of the tissue, even when the tissue was stored at 0-1℃, which would assumingly slow
degradation time and macroscopic consequences [36]. Yet, there were also studies that claimed
post-mortem time had no effect on the mechanical response of the tissue [43], [79]. While one
such study reported negligible effects within 15 hours post-mortem, another study concluded no
difference for up to 5 days post-mortem [43], [79]. However, the study mechanically testing
brain tissue up to 5 days post-mortem only used one sample to track the response trends at very
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low strain (~10%) and quasi-static rates, and therefore, was less reliable for characterizing the
onset of mechanical response changes [19].
In summary, post-degradation time and its effect on the mechanical response of the tissue
was a factor that still remains poorly understood. However, many researchers reported little to no
change within 6 hours post-mortem. Samples in this research were contained within an 8-hour
window and the few samples conducted beyond that time frame may not have altered the data
whatsoever, based on reports of no effect within 15 hours post-mortem [36], [43].
2.1.4

Omission of Preconditioning
Preconditioning of the brain tissue was mindfully not included in the testing procedure,

which allowed for the acquisition of the transient or initial tissue response as well as the temporal
changes over the course of the testing regime [92]. Preconditioning defines the process of
acclimating in vitro, mechanically-tested, biological tissues to the applied load by employing a
series of initial loading cycles, until a steady state response is obtained [60], [93], [94]. This is
due to the dramatic decline in peak stress from the first loading cycle compared to subsequent
cycles, characteristic in biological tissues as a result of their viscoelastic properties [93], [94].
Following the preconditioning regime, researchers tended to perform stress relaxation or
recovery procedures before inducing the desired and recorded mechanical tests [19], [44], [61],
[69], [74], [77]. A sufficient recovery step is supposed to allow the tissue to adequately
recuperate, reverting the tissue to its initial, untested state [19], [77].
However, in literature, a large discrepancy exists in preconditioning procedures, ranging
from a few (N~2-6) to over 20 preconditioning cycles [19], [44], [46], [52], [57], [61], [69], [74],
[77], [79], [82], [95]–[97]. Opposingly, many researchers completely omitted a preconditioning
procedure [43], [51], [66], [68], [74], [98], [99]. Beyond the number of preconditioning cycles,
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there was also a great deal of variability in the strain rate and strain level accompanying these
loads. Preconditioning is assumed to not permanently damage the tissue, however, it is known
that brain tissue damage is highly dependent on the strain rate and strain level magnitudes
applied [2], [17], [51], [69]. Therefore, preconditioning was removed from the experimental
design due to the paucity of clearly defined damage thresholds for the tissue under various
loading parameters and magnitudes, which was a main objective of this research in reference to
compressive loading. The inclusion of all initial cycle data was maintained for this reason.
In order to not be dismissive, statistical evaluations were still performed regarding peak
stress value comparisons of the initial (N1) peak stress compared to the peak stress at N3, the
most prevalent preconditioning cycle condition outlined in the literature [19], [77], [93], [94].
Additionally, a small sample size (n=6) was carried out for determining macroscopic, permanent
tissue damage (i.e. alterations to tissue sample dimensions). The samples were measured pre- and
post-mechanical testing with a recovery period between the compressive loading and the final
dimensional analysis. After measuring the sample a second time, the sample was mechanically
tested again to determine the new mechanical responses. The hypothesis was that, if the tissue
was not permanently deformed, the sample would fully recover to the tissue’s initial dimensions
and behave mechanically similar following the recovery period, as many other researchers have
noted for presumably undamaged tissue [19], [69], [77]. Alternatively, more evidence for
permanent damage would exist surrounding changes in sample dimension and mechanical
behavior.
2.2

Sample Acquisition and Preparation
All porcine brains were obtained from a local abattoir (Sansing Meat Processing, Maben,

MS) the day of death and were mechanically tested within roughly 8 hours post-mortem. The
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porcine heads remained intact upon acquisition and were transported on ice to the dissection lab
at the Agricultural and Biological Engineering building at Mississippi State University, where
the full brain was gently extracted from the skull. Immediately following removal, the full brain
was lightly wrapped in medical gauze and placed in a shallow, room temperature (~25℃), 0.01M
phosphate buffered saline (PBS) (Sigma-Aldrich, St. Louis, MO) bath to keep the samples hydrated
and maintain structural integrity.
Immediately before mechanical testing, the brain was further dissected to obtain cylindrical
samples through the sagittal plane of the cerebral cortex, outlined visually in figures 2.2 and 2.3. The
brain was initially cut using a fresh scalpel blade through the sagittal plane, separating both
hemispheres. A second cut was then made on the hemisphere to separate the frontal (anterior) and the
parietal and temporal (posterior) lobe regions. These regions were further trimmed into cylindrical
samples of approximately 30mm in diameter by 10mm in thickness, using fresh scalpel blades and a
digital caliper (Mitutoyo, Digimatic Stainless Steel Digital Caliper). Samples from both anterior and
posterior regions of the cortex were used for mechanical testing. Beyond the sample being utilized
for immediate mechanical testing, all other untrimmed tissue was rewrapped in medical gauze and
placed back in the PBS bath. All tissue was visually inspected for damage prior to use. Tissue
damaged from the abattoir’s slaughtering procedure was discarded. Additionally, any tissue that did
not satisfy the dimensional requirements (i.e. roughly 10mm in height and 30mm in diameter) was
also discarded. There were a total of 92 acceptable cerebral samples, 89 of which were used for
mechanical testing. The other 3 samples served as control samples, which endured all of the same
processing procedures with the exclusion of mechanical testing. The control samples were used as a
baseline for histological comparisons (section 2.5).
After creating the cylindrical tissue sample, the specimen was placed in a stainless steel,
cylindrical chamber of approximately 45mm in diameter for mechanical testing. The center of the
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chamber contained a small, cylindrical indentation of roughly 31.5mm in diameter and 1mm in
height where the tissue sample was placed. This mitigated any opportunity for the sample to slip
from beneath the compressive platen during mechanical testing (section 2.4). The chamber was also
filled to tissue height with PBS prior testing to maintain hydration throughout the compression
procedure.

2.3
2.3.1

Cyclic Compression Mechanical Testing
Mach-1TM Micromechanical Testing System
Mechanical testing on the porcine brain tissue was carried out utilizing the Mach-1TM

Micromechanical Testing System (BIOSYNTECH micromechanical systems, Canada). The
configuration of the Mach-1TM system, accompanied by a prepared brain tissue sample can be
visualized in figure 2.1. The Mach-1TM testing system included a 10 kg load cell, a load cell
amplifier, and a Universal Motion Controller/Driver-Model ESP300, which generated real-time
force versus displacement data in the Mach-1TM Motion software, displayed and saved on a
localized computer. The Mach-1TM Motion software recorded the force-displacement data at
intervals of 10ms. For compressive testing, a circular platen attachment piece (approximately
35mm in diameter) was firmly screwed into the Mach-1TM load cell configuration. The larger
platen diameter relative to the specimen diameter allowed for an adequately uniform force
distribution on the brain tissue upon compressive loading. Immediately before beginning all
mechanical testing runs, the Mach-1TM system was calibrated using a 1 kg calibration weight.
A custom, displacement-controlled program was created in the Mach-1TM software to
satisfy all testing parameters. Once the stainless steel chamber was positioned directly beneath
the Mach-1TM platen, the program was initiated. All tests began with the same series of steps
whereby the load cell was initially set to zero while the platen was not in contact with the
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specimen. The system was then directed to move the platen downward under very mild
conditions for a contact force of the platen to the specimen of 5gf at a stage velocity for the
platen of 0.05mm∙s-1, as to generate negligible disruptions to the tissue. Upon contact with the
sample, the program was directed to spatially label this sample height as the zero position (0mm)
and, once more, zero the force registered in the load cell.
Following the aforementioned calibration steps, two Mach-1TM software functions were
utilized—the Move Relative and Sinusoid functions. Due to limitations of the Mach-1TM
software, two steps were required to generate the desired strain level for each sample. This was
largely influenced by the need to have the platen and tissue surfaces in contact at all times. As
previously stated, the last programming step created spatial awareness for the Mach-1TM system,
whereby the top of the sample was labelled as (0,0) in the coordinate plane. When introducing
the Sinusoid function to cyclically compress at a fixed strain level, the system was only capable
of fluctuating in amplitude about the position it resided at that point in time, meaning the cycle
occurred above and below the zero position (general schematic in figure 2.4 for further
clarification). Therefore, two issues arose—the amplitude applied to the tissue was only half of
the desired deformation (strain level) and the platen was lifted from the tissue sample surface for
the other half of the cycle. In order to achieve the required level of deformation, while
maintaining platen and tissue surface contact, both the Move Relative and Sinusoid functions
were necessary.
The Move Relative function programmed the platen to displace further downward from
the zero position, compressing the sample by half of the desired strain level (7.5, 15, or 20% of
the initial tissue sample height for the 15, 30, and 40% strain levels, respectively). With the
platen then positioned at half of the necessary strain (amplitude), the Sinusoid function was
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capable of fluctuating about that new axis. Therefore, the input amplitude for the Sinusoid
function was the additional half of the desired deformation level (i.e. the additional 7.5, 15, or
20% strain for the 15, 30, and 40% strain levels, respectively). The Sinusoid function also
required input of the appropriate magnitudes for strain rate and number of cycles, dependent on
the parameters of interest for the particular sample.
It must be noted that these two functions in the Mach-1TM testing system occur in a stepwise fashion, meaning a time lag of ~1-2 seconds existed between compression in the Move
Relative function to continued compression in the Sinusoid function. This presented similarities
to stress relaxation procedures, whereby a strain was applied to the brain tissue and held constant
at that deformation, allowing for the viscoelastic tissue to relax, prompting molecular
rearrangement to compensate for the load over some time course [26], [55]. Among the
numerous studies that performed relaxation procedures, the times for the tissue to completely
relax or reach a clear plateau in the stress response were diverse, ranging from milliseconds [43],
[68] to several minutes [19], [43], [67], [74], [78], [92], [96]. Loading rate appeared to be a
significant factor, where high rates (~50/s) elicited immediate, drastic stress reductions, while the
opposite was generally true for slow rates. One study also mentioned that strain level was the
greatest influence for increased stress relaxation time [43]. However, none of the studies
commented on permanent damage induced by the stress relaxation tests [19], [43], [67], [74],
[96], [100].
Therefore, while the applied strain levels of this study were large, the induced strain
during the time lag between functions was only half of the intended strain. Furthermore,
deformation to these lesser strain levels at strain rates in the quasi-static realm may have only
influenced elastic or reversible structural rearrangements. Finally, compared to studies of similar
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design (compression, slow rate, considerable strain, etc.) that included stress relaxation tests, the
time to plateau was on the degree of minutes, which is notably greater than the few seconds of
strain exposure during the Mach-1TM time lag [78], [96]. Based on the aforementioned rationale
coupling with the excessive compressive exposure following this point, any alterations made
during the Move Relative function were considered negligible.
2.3.2

Testing Parameters and Treatments
All tested brain tissue samples were exposed to an unconfined, compressive loading

regime with variations according to three parameters: cycle number, strain level and strain rate.
Each parameter was comprised of several magnitudes. Additionally, as one parameter varied, the
other two parameters were held constant at mild conditions (i.e. 50 cycles, 30% strain, and
0.025s-1), in order to isolate response differences from each parameter, which is highlighted
visually in figure 2.5.
Samples that varied by cycle number (N) were tested to magnitudes of either 25, 50, 100,
150, or 200 cycles. All of these cycle varied samples were tested to a strain level of 30% at a
strain rate of 0.025s-1. The strain level magnitudes consisted of samples tested to either 15, 30, or
40% strain with a strain rate of 0.025s-1 over 50 cycles. Finally, the strain rates utilized were
0.00625, 0.025, 0.01, and 1.0s-1. All strain rate varied samples were tested to a strain level of
30% for 50 cycles. None of the samples were preconditioned. Table 2.1 outlines the number of
samples tested per each testing magnitude alongside the respective testing parameter.
While all initial sample dimensions were noted prior to mechanical testing, dimensions
were only analyzed again post-compression procedure for two samples per parameter (total of
n=6). For cycle numbers, only N25 and N200 were analyzed. The strain levels evaluated were 15
and 40%. Finally, the 0.025 and 1.0s-1 magnitudes were analyzed for the strain rates. Following
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mechanical testing, the Mach-1TM platen was removed from the tissue surface. The tissue was
left to sit in the stainless steel chamber of PBS for 3 minutes, based on experimental findings of
optimal brain tissue recovery times, that used very similar quasi-static loading regimes (0.005,
0.025, and 0.125s-1) and strain levels (17 and 33%) [69]. Using round-tip, medical tweezers, the
sample was gently removed from the chamber to record any changes to the tissue sample’s
proportions. The sample was then placed back into the PBS-filled, stainless steel chamber and
returned to the Mach-1TM setup. A final mechanical testing procedure was performed on the
sample of only 10 cycles at the respective strain rate and strain level it utilized during the initial
mechanical loading regime.
2.3.3

Mechanical Response Measures
The output data from the Mach-1TM software provided the force (gf) on the tissue as a

function of both time and strain level. The cycle numbers of interest among all parameters were
extracted from the full data sets recorded by the Mach-1TM software for more achievable and
impactful comparisons. Cycles N1 and N3 were acquired for all tested samples. As discussed in
section 2.1.4, numerous studies performed preconditioning protocols prior to intended
mechanical tests where the tissue responses were actually recorded. Several experiments
highlighted dramatic decreases in peak stress within the first few cycles, determining that
responses were satisfactorily unchanging (steady-state) by N3. Therefore, N3 was extracted as a
means of analyzing the preconditioned versus the virgin (N1) mechanical responses for tissue
maintained at room temperature and provide further insight into any variability between these
responses in comparison to studies covered in section 2.1.4. Beyond N1 and N3, the cycle
numbers extracted for all of the strain rates and strain levels included N25 and N50 for analyses at
the halfway points and final cycles. For the cycle varied samples, N25 and N50 were also
24

examined among cycles N100, N150, and N200, which simply aligned with the various testing
magnitudes for cycle number.
Using Microsoft Excel (2019), the force readings obtained from the Mach-1TM were
converted to newtons and the cross-sectional area for the cylindrical tissue samples (area of a
circle) were calculated. Using equation 2.1, the engineering stress (𝜎𝑒𝑛𝑔 ), in pascals, was then
calculated by dividing the force, in newtons, by the initial cross-sectional area, in square meters,
of the tissue sample. Equation 2.1 was used to calculate the stress at each time point recorded by
the Mach-1TM for the aforementioned cycles number of each parameter. Within each testing
parameters and magnitude, the stress behavior was averaged across the samples for each time
point recording.
𝜎𝑒𝑛𝑔 (𝑃𝑎) =

𝐹
𝐴𝑐𝑟𝑜𝑠𝑠−𝑠𝑒𝑐𝑡𝑖𝑜𝑛

(2.1)

The average stress data for each parameter was plotted as a function of the employed
strain (𝜀𝑒𝑛𝑔 , as a percentage), yielding hysteresis curve comparisons among magnitudes within
each parameter for several of the cycles. For the same cycle numbers of each sample that the
stress values were analyzed, the hysteresis energy or strain energy density, in J/m3, was
calculated as the area within the hysteresis curve (equation 2.2) [101]. Mathematically, the area
beneath the unloading curve was subtracted from the area beneath the loading curve to obtain the
area within the hysteresis curve. The energy was calculated for individual sample curves at the
respective cycle number and further averaged with the rest of the hysteresis energies of samples
within the same magnitude of a testing parameter. These trends were then plotted and analyzed
as functions of the cycle number.
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0

(2.2)

The trends across hysteresis energy were further examined by calculating the percent
change. More specifically, the trends were only percent decreases in energy (equation 2.3) from
first (N1) to final (Nx) cycle for each magnitude of strain rate and strain level. For cycle number,
the percent decreases in energy were evaluated for each cycle condition (N25, N50, N100, N150, and
N200) relative to N1.
𝐸𝑛𝑒𝑟𝑔𝑦 𝐷𝑒𝑐𝑟𝑒𝑎𝑠𝑒 (%) =

2.3.4

𝐸𝑛𝑒𝑟𝑔𝑦𝑁1 − 𝐸𝑛𝑒𝑟𝑔𝑦𝑁𝑥
𝐸𝑛𝑒𝑟𝑔𝑦𝑁1

(2.3)

Statistical Analysis
All statistical comparisons were made using GraphPad Prism 8 (version 8.0.1) for

Windows (GraphPad Software, La Jolla California USA) with appropriate statistical method
determinations supported by Maxwell and Delaney [102]. Several comparisons were made
among the mechanical data. Cycle number data was compared slightly different than the strain
rate and strain levels data sets because cycle data was evaluated by repeated measures (same
samples studied over variations in time or cycles) rather than completely independent treatment
groups, as seen in the sample variations for magnitudes of strain level and strain rate (schematic
clarifications in figures 2.6 and 2.7). For cycle numbers, the average peak stress values for each
cycle condition, as well as N3 (review section 2.1.4 on preconditioning), were compared to one
another via a repeated measures, one-way ANOVA test. Similarly, repeated measures, one-way
ANOVA tests were also utilized for comparing the hysteresis energies of each cycle condition
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(including N3) and the percent of hysteresis energy decrease at each cycle condition, with all
differences taken with respect to N1.
Strain level and strain rate data required additional calculations for statistical
comparisons, given the independent treatment or magnitudes of each parameter. The only
comparison made within magnitudes (repeated measures) was in regard to analyzing the changes
in peak stress from first (N1) and final (N50) within the particular parameter magnitude. Since this
repeated measure was only taken at two points, a paired t-test was exercised. For comparison of
average peak stress of the various magnitudes within a parameter (i.e. comparison between
groups rather than within the same group), the difference in these values was required.
Therefore, the difference (∆) from N1 to N50 for each parameter magnitude was calculated for
evaluation of ∆peak stress. The hysteresis energy between parameter magnitudes was analyzed
by comparing the hysteresis energy of each magnitude at cycles N1, N3, N25, and N50. The percent
decline in hysteresis energy was already an analysis of the difference from N 1 to N50, so no
additional mathematical manipulation was necessary for comparisons of these values for all
strain level and strain rate magnitudes. Furthermore, the ∆peak stress, hysteresis energy (at N1,
N3, N25, and N50), and the percent decrease in hysteresis energies between all magnitudes within a
parameter (strain level or strain rate) were analyzed using multiple comparisons, one-way
ANOVA tests. All comparisons used a significance level or alpha value of 0.05.
2.4
2.4.1

Histology
Sample Preparation
A total of 3 samples for each testing magnitude were fixed in formalin for histological

processing. Another 3 samples that were not exposed to mechanical testing were formalin-fixed,
to serve as controls against the mechanically tested samples. These control samples were
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obtained from the same brains used that had samples used for mechanical testing. Additionally,
all control samples were acquired on different testing days, to reduce any variability in control
and mechanically tested samples as a consequence of some environmental artifact on a particular
testing day. Due to the regional variations in cellular distributions from anterior and posterior
sample sections, all testing magnitudes and control samples contained a single sample from the
anterior portion of the brain and two samples excised from the posterior area (figure 2.2). A total
of 33 samples, 3 at each testing magnitude and 3 control samples, were processed for histological
analyses (review table 2.1; the overlapping condition between parameters of 30%, 0.025s-1, and
50 cycles still only contained 3 histological samples).
Immediately following compression testing, samples were transferred to individual
beakers containing 10% buffered formalin (Fisher Diagnostics™, Middletown, VA). These
samples were rested on top of a cassette, illustrated in figure 2.8, placed at the bottom of the
beaker. The perforations of the cassette increased the surface area of the bottom of the tissue in
direct contact with the formalin, which allowed for faster permeation and fixation of the sample.
A formalin volume of 10-20 times that of the brain tissue volume was added to the beaker. The
10:1 minimum ratio was based on the protocol created by the New York University
Experimental Pathology Research Laboratory, for brain tissue fixation [103]. After allocating the
necessary formalin volume and resting the tissue sample within it, the beakers were labelled and
tightly covered with a thermoplastic sealing film (Bemis™ Parafilm™ Laboratory Wrapping
Film) and tape. The samples were then stored at 4℃ to slow any further effects from degradation
on the tissue and to help maintain any structural alterations resulting from mechanical testing
while the tissue was being adequately fixed [103].
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Fixation of all brain tissue samples lasted 1-1.5 weeks, a time frame sufficient for brain
tissue of the dimensions outlined [51], [103], [104]. Post-fixation, the tissue samples were
removed from the formalin and trimmed, using a fresh scalpel blade (figure 2.8). Samples were
trimmed in thickness from the cerebral surface by roughly 40% of the initial sample height. This
was necessary to fit the samples within the cassettes for paraffin-embedding and sectioning.
Additionally, to ascertain the microstructural consequences induced from the applied mechanical
loading regime, the most appropriate level to perform histological analyses was at approximately
50% of the tissue sample thickness. In this way, any damage made by surface contact (at the
bottom of the sample with the stainless steel chamber and at the tissue surface with the
compressive platen) was removed as a bias.
After the sample thickness was trimmed by approximately 40% and transferred into
individually labelled cassettes, the tissues were placed back into a formalin-filled beaker and
immediately brought to the Department of Pathobiology and Population Medicine at the
Mississippi State University College of Veterinary Medicine. Within a few days, the samples were
paraffin-embedded and later processed for hematoxylin & eosin (H&E). Luxol fast blue (LFB)
staining was also performed but only on a few samples to determine suitability in ImageJ processing
(section 2.4.3).

2.4.2

Imaging Procedure
Histological imaging for this research aimed to quantify any microstructural alterations

imposed on the tissue as a result of the cyclic, compressive loading procedures. More specifically,
the main focus concerned the relative degree of cellular presence and distributions, with primary
interest in neuronal cells, from control to mechanically tested samples. While glial cells are present in
both gray and white matter, the neuronal cell bodies exclusively reside in gray matter. Therefore,
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histological examination of the tissue took place entirely in the gray matter at the gray-to-white
matter transition sites. In this way, both the trends in cell body presence and distribution were
analyzed with reference to any damage that may have occurred at the property mismatch region of
gray and white matter.
All histological image processing was carried out via blind procedures, where researchers
were unaware of the treatments of each sample during microscopic imaging as well as for ImageJ
processing. Images for all samples were taken at 20x magnification using a Leica DM2500 optical
microscope (Leica Microsystems Inc., Buffalo Grove, IL). The 20x magnification provided the
largest image area still suitable for accurate thresholding in ImageJ software (section 2.4.3). To
increase the area imaged per sample and, consequently, yield more representation evaluations for
each sample, a total of four images were taken per sample. The stained sample slides were spatially
split into four quadrants and a single 20x magnification image was taken in each quadrant (figure
2.9). All images were taken solely of gray matter immediately next to the white matter barrier (grayto-white matter transition sites).

2.4.3

ImageJ Procedure
All image analysis was performed using ImageJ software (version 1.52s). A scale and

threshold were applied to all of the histological images upon importing them into ImageJ. This
required setting the scale in ImageJ from the one on the image and further removing it so that it
was not included in computational evaluations thereafter. Additionally, the threshold was
employed for conversion of the image to binary and, subsequently, manual optimization for sole
visualization of the cell bodies (figure 2.9). As mentioned prior, H&E and LFB stains were
utilized but only H&E staining was chosen for analysis of all the images. H&E provided the
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greatest contrast (threshold) for accurate and clear visualization of the cell bodies within the gray
matter images.
ImageJ was used to calculate both the area fraction (AF) and nearest neighbor distance
(NND) for the cells. Intuitively, the AF calculated the area comprised of cell bodies in each
image which characterized the presence of cells at the transition site. The AF was calculated via
the area calculation in ImageJ, whereby the area of each particle was evaluated, and the sum of
these areas was reported as a percent of the entire image area. The NND calculation provided
insight into the distribution, or rather the degree of clustering, of the cell bodies in each image.
The NND plug-in was used to perform this analysis. The plug-in defined the center point of each
cell body and computed the closest distance to another center point, reporting out the distance
(𝜇m).
All AF and NND ImageJ data was imported into Excel and separated by sample. The
average values for AF and NND were taken across all for images of each sample. Further, these
averages were averaged with samples of the sample parameter and magnitude to obtain a single
average AF and NND of each testing magnitude as well as the control values. For example, all
AF and NND data for the three samples tested to 40% strain level were averaged to obtain a
single value for the AF and NND at 40% strain. Only the highest magnitudes of each parameter
(i.e. N200, 40% strain, and 1.0s-1) were initially evaluated to determine differences between
testing groups and the control samples.
2.4.4

Statistical Analysis
GraphPad Prism 8 was utilized for statistical comparison of the ImageJ data.

Comparisons of the greatest magnitudes of each parameter (N200, 40%, and 1.0s-1) as well as the
average control values were evaluated against one another. This was done via one-way ANOVA
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tests with multiple comparisons on both the AF and NND data sets. Both comparisons used a
significance level or alpha value of 0.05.
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Table 2.1

Summary of sample sizes for each mechanical testing magnitude within the
respective testing parameter (cycle number, strain level, or strain rate). The
moderate testing levels, where samples were tested to 50 cycles at 30% strain with
a rate of 0.025s-1, are italicized. These samples overlap between parameters and,
therefore, the sample data was combined and refer to the same sample size total
within the table.

Parameter

Cycle Number
(N)

Strain Level
(%)

Strain Rate
(s-1)

Magnitude

Sample Size (n)

N200

15

N150

19

N100

25

N50

34

N25

38

15

9

30

34

40

9

0.00625

9

0.025

34

0.10

12

1.00

12
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Figure 2.1

Mach-1 micromechanical testing system configuration, highlighting the circular
compressive platen properly aligned directly above the sample chamber containing
the brain tissue sample and PBS filled to the height of the sample.

Figure 2.2

Schematic of dissection planes (pink and green) and anatomical regions (blue and
yellow) where cerebral cortex samples were taken.
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Figure 2.3

Progression of dissection steps from extracting the entire brain, cutting through the
sagittal plane to separate the hemispheres (left), trimming the samples further via
coronal cuts through the sagittal plane into specimens of approximately 30mm in
diameter by 10mm in height (middle), and finally, positioning the sample in a
stainless steel compartment filled to tissue height with PBS for mechanical testing.

Figure 2.4

Variations in loading exposure for Mach-1TM system function programming where
the Zero Position indicates the spatial zero of the y-axis for the Mach-1TM system.
The sinusoidal waves (blue), imposed by the Sinusoid function highlight the area
where cyclic, compressive loading occurred on the brain tissue sample (pink).
When only the Sinusoid function was employed (left), the compressive cycles only
deformed the tissue by half of the necessary strain, while the other portion of the
amplitude occurred above the height of the same. Alternatively, the utilization of
both the Move Relative and Sinusoid functions of the Mach-1TM system, allowed
for cyclic, compressive loading where the Mach-1TM platen remained in contact
with the tissue sample for the entirety of mechanical testing.
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Figure 2.5

Outline of all testing magnitudes within the respective testing parameter. The mild
testing conditions held constant for the various cycle numbers, strain levels, and
strain rates, are illustrated beneath each parameter.
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Figure 2.6

Schematic clarifying the statistical evaluations performed for comparisons of each calculation (peak stress, hysteresis
energies, and percent hysteresis energy decreases) within each testing parameter. All statistical analyses were performed
on the mean values for all peak stress, hysteresis energy, and percent decrease in energy values. The ‘∆’ denotes the
“change in” value from first (N1) to final (N50) cycle.
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Figure 2.7

Representative viscoelastic hysteresis curves, defining the calculated values
considered for statistical comparison of all mechanical data.

Figure 2.8

Brain tissue sample sufficiently formalin-fixed and ready for placement inside the
cassette to paraffin-embed the sample and further process for staining. The dashedline indicates trimming of the sample through the height of the sample, which was
necessary to fit samples in the cassettes, which was performed using fresh scalpel
blades. Typical macroscopic characteristics of the tissue can also be noted (gray
and white matter).

38

Figure 2.9

ImageJ analysis for histological image processing where four images of each
sample were taken, one per quadrant. Following, the H&E image was converted to
binary (black and white) in ImageJ for exclusive visualization of cell bodies in the
gray matter at the gray-to-white matter transition sites.
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CHAPTER III
RESULTS
3.1

Evaluation of Cycle Number
The various cycle number treatments were analyzed by comparison of average peak

stress, average hysteresis energy, and the relative decrease in hysteresis energy along the
progression of cycles. The average peak stresses were illustrated as full cycle, hysteresis trends
in figure 3.1. The hysteresis trends for all cycle conditions highlighted nonlinear, viscoelastic
trends. All unloading curves returned to their respective origin without crossing the relative
starting x-axis position, indicating no sign of traditional plastic or permanent deformation.
The peak stresses were analyzed at N1, N3, N25, N50, N100, N150, and N200. All cycle
magnitudes between cycle N25-N200 were statistically different from that of N1 and N3.
Additionally, N1 and N3 varied from one another.
The average hysteresis energy values and percent decrease in energy data points were
plotted in figures 3.2 and 3.3, respectively. The hysteresis energy at N1 was significantly
different from all other cycle numbers (N3-N200). Additionally, energy of cycles N25-N200 did not
vary from one another. In figure 3.3, the trend for decreasing hysteresis energy was highlighted,
where all differences were taken relative to N1. The energy difference at N25 varied from all
other differences (N50-N200).
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3.2

Evaluation of Strain Level
The hysteresis trends for all strain level conditions emphasized nonlinear, viscoelastic

trends. All unloading curves returned to their respective origin without crossing the relative
starting x-axis position, indicating no sign of traditional plastic or permanent deformation for any
strain rate group at the final cycle (N50).
The peak stress values for the strain levels were analyzed in two different ways. First,
comparisons were made between the first (N1) and final (N50) cycles within each magnitude
(figure 3.4). The difference in peak stresses was only significant in the 30% and 40% strain level
groups. The 15% strain level showed no difference in peak stress from first to last cycle.
Secondly, the difference in peak stress from first to last cycle was taken for each strain level and
the differences in peak stress were compared between strain levels. The 40% strain level group
varied from both 15% and 30% strains.
The hysteresis energy trends were also analyzed (figure 3.5). The average energy value
for each strain level was compared at cycles N1, N3, N25, and N50. At each cycle, the hysteresis
energy between all strain levels statistically differed from one another. As highlighted in figure
3.6, the same trend followed for the percent decrease in hysteresis energy, whereby each strain
level (15, 30, and 40%) varied from one another when examining the decreases in energy from
the first to final cycle.
3.3

Evaluation of Strain Rate
The hysteresis trends for all strain rate magnitudes illustrated nonlinear, viscoelastic

trends. All unloading curves at the final cycle (N50) returned to their respective origin without
crossing the relative starting x-axis position, indicating no sign of traditional plastic or permanent
deformation for any strain rate group.
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The strain rate groups were analyzed using the same modes of comparison as the strain
level groups. For differences in peak stress values at the first (N1) and last (N50) cycle, every
strain rate magnitude had a significantly different initial peak stress value compared to that of its
final cycle peak stress (figure 3.7). Conversely, in comparing the differences in peak stress
between strain rate magnitudes, only the greatest strain rate (1.0s-1) statistically varied from all
other rates. All other strain rate groups (0.01, 0.025, and 0.00625s-1) had similar differences for
peak stress from N1 to N50.
The average hysteresis energy and decrease in hysteresis energy plots were illustrated in
figures 3.8 and 3.9, respectively. The average hysteresis energy of each strain rate was compared
at cycles N1, N3, N25, and N50. Similar to the differences in peak stress, only the highest strain
rate magnitude (1.0s-1) was statistically different from all other strain rates at every cycle
evaluated. Yet, the decrease in hysteresis energy from first to final cycle for each strain rate did
not vary among any of the strain rate magnitudes (figure 3.9).
3.4
3.4.1

Combined Parameter Analyses
Dimensional Analysis
A small group (n=1) of samples were subjected to six different loading conditions and

analyzed for qualitative observation of macroscopic dimensional changes from pre- to postcompression testing. Outlined in table 3.1, the changes in volume of the sample from mechanical
testing were highlighted with positive changes indicating increases to volume and vice versa.
These samples were subjected to additional mechanical testing following their second
dimensional measurement. Therefore, the mechanical data at the first cycle was analyzed from
first mechanical exposure to the second regime. These values were calculated as the change in
peak stress and change in energy, both depicted in table 3.1.
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It appeared that greater volume increases occurred as a function of increasing cycle
number, highlighted in the progression of volume change from N25 to N50 to N200. Similarly,
changes in peak stress and hysteresis energy values were greatest in the N50 and N200 groups as
well as the greatest strain level of 40%. However, the 40% strain level showed a differing trend
for dimensional alterations from the cycle number samples. The 40% strain level sample
depicted a fairly large decline in volume as a result of the mechanical exposure. While these
trends provide insight, each comparison was based on a single sample and, therefore, statistical
comparisons were unable to be made.
3.4.2

Histological Analyses
The histological examinations involved comparisons of average area fraction (AF) and

average nearest neighbor distance (NND) values between the highest mechanical testing
magnitudes of each parameter (N200, 40%, and 1.0s-1) and the control samples. As depicted in
figure 3.10, the AF appeared to differ slightly between control and testing groups, namely for the
control samples compared to the highest strain rate (1.0s-1). However, no group was statistically
different from another. Similarly, the NND comparisons, in figure 3.11, highlighted even less
variability between experimental groups, where only the 1.0s-1 strain rate group appeared to be
even moderately different from the other data sets. Increasing the sample sizes of each testing
magnitude (n>3) may have provided more discernible and significant results.
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Table 3.1

Calculations for samples exposed to two mechanical testing sequences and
dimensionally analyzed. Values represent data obtained from a single sample in
each specified testing magnitude. Volume change was taken as the change in initial
volume to volume following the first loading sequence. The differences in peak
stress and hysteresis energy were evaluated at the first cycle for both mechanical
loading sequences.

Parameter
Cycle

Strain Rate

Strain
Level

Sample
Magnitude

∆Volume
(%)

∆Peak Stress at N1
(%)

∆Energy at N1
(%)

N200

22.90

159

139

N25

-1.90

48

32

0.025s-1
(N50 & 30%)

18.10

97

96

1.0s-1

-0.10

44

31

15%

0.00

27

31

40%

-5.39

67
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Figure 3.1

Average hysteresis trend for cycles N1, N25, N50, N100, N150, and N200 plotted with
standard error values. All unloading curves followed viscoelastic trends, where
each curve traced back to the origin without showing indication of macroscopic
inelastic deformation. All cycles 25-200 varied from N1. $p<0.05 for evaluations of
peak stress between cycle magnitudes.
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Figure 3.2

Average hysteresis energy trend for cycles N1, N3, N25, N50, N100, N150, and N200
plotted with standard deviation values. The hysteresis energy of N1 and N3 varied
from one another as well as from all other cycle numbers. No other variations
existed. $p<0.05 for evaluations of hysteresis energy between cycle magnitudes.
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Figure 3.3

Percent change in average hysteresis energy relative to N1 for N25, N50, N100, N150,
and N200 plotted with standard deviation values. The decrease in hysteresis energy
for N25 varied from all other energy change values, while no other variations from
N50-N200 existed. $p<0.05 for evaluations of decrease in hysteresis energy.
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Figure 3.4

Average hysteresis trend at cycles N1 and N50 for each strain level plotted with
standard error values. All unloading curves followed viscoelastic trends, where
each curve traced back to the origin without showing indication of macroscopic
inelastic deformation. #p<0.05 for evaluations of peak stress at N1 and N50 within a
strain level. *p<0.05 for evaluations of the difference in peak stress from N1-N50
between strain levels.
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Figure 3.5

Average hysteresis energy trend for cycles N1, N3, N25, and N50 plotted with
standard deviation values. All strain level energy values varied from one another at
each of the cycle numbers depicted. *p<0.05 for evaluations of hysteresis energy
between strain level magnitudes at the specified cycle number.
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Figure 3.6

Average percent decrease in hysteresis energy between cycles N1 and N50 plotted
with standard deviation values, where all strain level energy change values varied
from one another. *p<0.05 for evaluations of percent decrease in hysteresis energy
between strain level magnitudes.
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Figure 3.7

Average hysteresis trend at cycles N1 and N50 for each strain rate plotted with
standard error values. All unloading curves followed viscoelastic trends, where
each curve traced back to the origin without showing indication of macroscopic
inelastic deformation. All strain rates highlighted differences in peak stress from
first to final cycle. However, only the difference in peak stress for 1.0s-1 varied
from all other strain rates. #p<0.05 for evaluations of peak stress at N1 and N50
within a strain rate. *p<0.05 for evaluations of the difference in peak stress from
N1-N50 between strain rates.
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Figure 3.8

Average hysteresis energy trend for cycles N1, N3, N25, and N50 plotted with
standard deviation values, where only the hysteresis energy of 1.0s-1 varied at each
depicted cycle number compared to all other strain rates. *p<0.05 for evaluations
of hysteresis energy between strain rate magnitudes at the specified cycle number.
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Figure 3.9

Average percent decrease in hysteresis energy between cycles N1 and N50 plotted
with standard deviation values. *p<0.05 for evaluations of percent decrease in
hysteresis energy between strain rate magnitudes.
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Figure 3.10

Average area fraction (%) of cell bodies at the gray-to-white matter transition sites
in the cerebral gray matter for the control samples and highest testing magnitudes
of each parameter (40%, 1.0s-1, and N200). Bars represent standard deviation
values.
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Figure 3.11

Average nearest neighbor distance (𝜇m) between cell bodies at the gray-to-white
matter transition sites in the cerebral gray matter for the control samples and
highest testing magnitudes of each parameter (40%, 1.0s-1, and N200). Bars
represent standard deviation values.

55

CHAPTER IV
DISCUSSION
4.1

Data Interpretation
Overall the cycle number, strain level, and strain rate data shared several characteristics

pertaining to their mechanical responses. For all parameters, the hysteresis plots depicted highly
nonlinear, viscoelastic properties. These characteristics align with findings from countless other
studies [25], [44], [56], [57], [61], [68], [80], [93]–[95]. Data acquired for all testing parameters
also illustrated significant levels of stress softening over the progression of cycles.
4.1.1

Conceptualizing the Mechanics
Beyond validating the mechanical responses from this study to similar experimental data,

understanding the trends highlighted in the brain tissue behavior is crucial. Many researchers
have noted the pronounced stress softening effect occurring with successive loading cycles on
the tissue. In mechanics of materials, this stress softening effect is termed the Mullin’s effect.
This phenomena is characterized by microstructural rearrangement and denotes damage of an
irreversible nature [17], [21], [40], [59]. However, the softening trend in biological tissues has
generated different definitions. In fact, Peña et al. emphasized three modes of softening in
biological tissues—the Mullin’s effect, preconditioning behavior, and complete damage [56].
Yet, there is a paucity of findings outlining these terms in brain biomechanics research, much
less, concluding the thresholds for discriminating between each type of softening.
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Rather, these terms seem to be ambiguously applied when defining procedural techniques
over describing the resultant presence or absence of permanent microstructural and cellular
consequences imposed on the tissue. For example, the term “preconditioning” refers to the
continuous softening response through the application of several loading cycles prior to
acquisition of the desired mechanical loading regimen. These loads are meant to be applied
iteratively until a steady-state exists, defined by the nearly identical loading and unloading
hysteresis curves (minimal hysteresis energy dissipation) [17], [56], [93], [94], [105]. Yet, the
biphasic nature of brain tissue, with tremendous fluid content among the solid components,
generally exhibits energy dissipation behavior as result of fluid movement due to the applied
load [17], [21], [53], [92], [96], [99], [106]. Additionally, preconditioning seems to have been
adopted into in vitro brain biomechanics procedures from work performed by Y. C. Fung [93],
[94]. While his work paved the way for initial understanding of deformation characteristics in
biological tissues, the applicability of preconditioning to brain tissue is questionable. This is due
to overt differences among study results from Y. C. Fung compared to the behavior exhibited by
brain tissue. Most notably, these studies were performed on samples of mesentery from a rabbit
and the carotid artery from a dog [93], [94]. These tissues are known to have stiffness values
approximately 10 times greater than that of brain tissue [17]. Therefore, the assumption that
preconditioning treatments to brain tissue do not generate permanent damage based on the
findings from mesentery and arterial tissues is not appropriate. Furthermore, there is no standard
preconditioning procedure and many experiments containing preconditioning sequences fail to
include microstructural examinations to assert the presence or absence of tissue damage.
While preconditioning may in fact reduce response variability and provide other benefits
for studies purely focused on mechanical data, the impact of cyclic testing on brain tissue at
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various loading magnitudes is necessary for the derivation of injury thresholds. Similarly,
mechanical concepts, such as the softening phenomena, must be more clearly defined.
The other two definitions reported by Peña et al. pertain to the Mullin’s effect and full
bond rupture or damage models [56]. To reiterate, all of these definitions for biological tissues
apply to the softening mechanical response spurred on by mechanical loadings and highlighted
by structural rearrangement within the tissue [39], [56], [58]. While the structural rearrangement
evoked by the Mullin’s effect and preconditioning are assumed to be reversible, bond rupture
pertains to ultimate macroscopic material failure [107]. Yet, the line defining the characteristic
differences between these classifications for biological tissues is blurry.
Therefore, the assumption that permanent damage is explained by stress softening can
also reasonable, given that cyclic or fatigue models are known to incrementally accumulate
damage rather than being defined as either not at all damaged or completely ruptured [40], [59],
[108]. In fact, this incremental damage defined by the softening trends is commonly seen in other
tissues, such as skin, heart valves, and tendons [58]–[60]. A single model has even been defined
for damage accumulation in axonal fibers for brain tissue [58]. Additionally, fluid movement
within the tissue may be recoverable following loading, for less extreme impact conditions. For
example, a study conducted on the fluid incompressibility of brain tissue concluded that the
incompressibility assumption is appropriate up to approximately 22% compressive strain,
beyond which volume is no longer constant and suggests permanent damage [97]. The same
study highlighted the tendency for tissue to deteriorate under cyclic loading procedures [97].
Simply stated, the movement of water molecules may be the culprit of permanent
microstructural tissue deformation because, providing forces large enough to exude water from
the tissue, are simultaneously increasing solid component interactions or reactivity within the
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tissue matrix and between cells [21], [26], [39]. These new bonds and interaction cause
differences in the free space of the tissue matrix, generating larger steric hinderances (less
freedom of molecular components to move within an environment) reducing efficiency of polar
water molecules to re-permeate the tissue [26], [39], [97].
4.1.2

Interdependence of Experimental Parameters
For the parameters tested in this study, prominent softening effects were evident for cycle

number, strain level, and strain rate data. However, based on the interaction between all
comparisons of the mechanical data (peak stress, hysteresis energy, and percent change or
decline in hysteresis energy), the data may highlight both the elastic and inelastic or permanent
nature of stress softening behavior. For the varied cycle data, permanent microstructural tissue
damage appeared to begin between cycle 25-50, due to the stress softening trend followed by a
plateau in stress peaks and hysteresis energies (detailed in 4.1.2). Beyond N25, the decrease in
hysteresis energy was maintained at about 62%. The loading procedure was displacementcontrolled. Therefore, the plateau effect is caused by repetitive loading inducing a finite degree
of damage that yields a saturated response thereafter, unless a greater strain is applied (straindependent). Furthermore, the strain levels indicated strain softening effects for 30% and 40%
strain levels. In addition, the 30% and 40% strains exhibited profound decreases in hysteresis
energy at nearly 60% and 75% reductions, respectively, over the 50 cycle loading regimens. The
strain-dependence is highlighted in the combination of strain level and cycle varied data,
whereby the cycle varied data is maintained at ~60% throughout loading but does not exhibit any
further energy decreases beyond the 50 cycles. Alternatively, when a 40% strain level was
applied, the energy reduction increased by approximately 15%. Since the lowest strain level
(15%) did not exhibit significant peak stress softening behavior and generated little difference in
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hysteresis energy throughout the 50 cycles, the near 40% decline in hysteresis energy is likely
describing a point below the strain level threshold for inelastic deformation. This finding is in
direct agreement with reported permanent tissue damage threshold findings for cerebral brain
tissue in the 20-30% strain level range as well as more specific findings of astrocyte and
neuronal damage in in the 14-21% strain range [2], [42], [45], [49], [92].
In opposition to the strain level and cycle number findings, strain rate data was less
pronounced. Though each strain level independently demonstrated strain softening behavior and
decreases in hysteresis energy, the degree of softening and energy dissipation did not vary
between strain rate magnitudes of 0.00625-0.1s-1. Additionally, the decrease in hysteresis energy
did not vary among strain rate groups even though the highest rate (1.0s-1) contained markedly
greater peak stress and hysteresis energy responses. For this to be the case, the mechanical
behavior for the 1.0s-1 group compared to all other tested rates must induce a different
mechanical response that contains a change in hysteresis energy of constant or relative degree to
the responses acquired for strain rates at 0.00625, 0.025, and 0.1s-1. In other words, the 1.0s-1
strain rate suggests a second parameter threshold, which elicits greater energy dissipation
(differing response behavior) in the tissue than the response obtained from the other strain rates,
but over the course of cyclic testing, all rates still generate the same relative hysteresis
difference. This lack of strain rate influence on the iterative hysteresis loops has been reported in
literature, as long as the strain rates fall within the quasi-static range, explaining the negligible
difference in energy for strain rates 0.00625, 0.025, and 0.1s-1 [94].
Furthermore, none of these quasi-static rates suggest permanent microstructural
deformation, but the strain rate range between 0.1-1.0s-1 may define a transitional point for an
increase in the degree of fluid molecule movement in the brain tissue. This may be potentially
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explained by the 1.0s-1 rate providing adequate perturbation of bonds between more tightly bond
water molecules and the rest of the tissue matrix, causing microstructural rearrangement but to a
mild enough degree that water molecules are fully capable of permeating back into the tissue
matrix. Preliminary data collected from the sample dimensional analysis seems to also align with
this explanation for the greatest rate magnitude (1.0s-1) due to the nearly 0% change in volume
after loading. However, the volume change value was acquired from a single sample so, more
data would need to be acquired in order to appropriately address a trend in dimensional
alterations.
4.1.3

A Closer Look at Cycle Number
While strain level and strain rate variables are frequently studies in brain biomechanics,

cyclic mechanical testing data is sparse in literature. Though repetitive loading is highly relevant
to understanding chronic tissue responses and the mechanistic onset of neurological
degeneration, as seen in CTE, this connection between cyclic impacts and the propagation of
tissue damage is a more recent finding. Therefore, the lack of reported cyclical loading is likely
due to the very current state of this research concern.
In literature, when repeated loading sequences were applied, it was generally for
employing a preconditioning procedure. Unfortunately, since preconditioning cyclic data is
generally dismissed, reported mechanical data for many of these studies generally only included
the conditioned sample mechanical data. However, for studies that reported the preconditioning
procedure specifics along with the conditioned mechanical responses, comparisons were
possible. More specifically, studies that utilized preconditioning procedures of more than a few
cycles were more applicable for comparison to the considerable number of loading cycles
applied in this research.
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Kaster et al. performed an indentation experiment on cortical porcine gray and white
matter, independently [46]. The testing procedure involved 20 preconditioning cycles followed
by 2 desired indentation cycles, all of which were conducted at 0.1s-1 and between 15-20% strain
[46]. Interestingly, Kaster et al. obtained an average force output data for cycle N22 that was
nearly 5 times smaller than the force obtained from this study at N25 for the same rate. However,
no samples were tested only to 15% strain for a strain rate of 0.1s-1 (all were tested to 30%).
Therefore, the interpolation to obtain the force output at 15% may have generated more
variability. Additionally, Kaster et al. tested samples within a 48 hour post-mortem time frame.
Based on studies evaluating tissue degradation time, these samples may have had dramatic
reductions in tissue stiffness as a result of the loss in structural integrity [36], [79], [88], [89].
Another compressive study applied 15 total cycles to brain tissue to a strain of 50% at
three different strain rates (5 cycles per rate on the same sample) [78]. While this study
introduces other variables beyond cycle number, the small strain rates and larger deformation
followed similar parameters to those used in this this study. The 40% strain level at 0.025s -1 for
N10 was compared to the findings of Prevost et al., for 50% strain at 0.01s-1 for N11 [78]. Prevost
et al. reported a stress value of roughly 3,000Pa compared to the approximate 1,200Pa peak
stress value obtained at the 40% strain level [78]. This increase of more than double what was
seen in the compressive tests of this study likely vary for two notable reasons. First, Prevost et al.
utilized a strain level that was 10% greater, which can have dramatic effects on the peak stress
(emphasized in the difference of peak stress values for the 30% and 40% strain levels of this
research) [78]. Additionally, Prevost et al. utilized samples that were refrigerated for several
hours prior to testing. Lower temperatures greatly increase the stiffness behavior of brain tissue.
Rashid et al. even noted that tissue maintained at ice-cold temperatures revealed 1.5 times greater
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responses compared to tissues held at physiological temperatures [38]. Therefore, stress
magnitude differences of this study compared to Prevost et al. are reasonably assumed to result
from the strain level and tissue temperature variations.
The only other study evaluating moderate cycle conditions was that performed by
Franceschini et al. The experiment employed quasi-static rates (0.0055-0.0093s-1) to human
white matter from the parietal lobe. More specifically, a peak stress of approximately 850Pa was
obtained from samples tested to 14 cycles at 20% strain [109]. In comparing to the 0.00625s-1
rate, a peak stress of roughly 500Pa was determined at N10 for 30% strain. The 850Pa is just over
1.5 time greater than the experimentally determined 500Pa, which is likely a result of differences
in tissue properties. While the tissue used in this study was comprised of a mixture of gray and
white matter from the cerebrum, Franceschini et al. solely examined white matter. Several
researchers have noted that white matter yields greater stiffness responses than gray matter, with
quantitative mention from Goriely et al. that white matter is one-third stiffer than gray matter
[17], [20], [21], [79].
In summary, there is not much available data concerning the cyclic response of porcine
brain tissue undergoing compressive loading. Comparatively between similar studies, the
mechanical responses obtained in this experiment varied largely in reference to environmental
and design factors (i.e. sample temperature, slight variations in strain level or strain rate, and
differences in regions of the brain tested) between studies. Yet, all cyclical loading trends
evaluated in this study, those previously mentioned in this section, and all additional studies
found for repetitive compressive loading regimes for small preconditioning sequences (N<4),
demonstrated stress softening through the progression of applied cycles [19], [40], [42], [46],
[69], [75], [77]–[79], [82].
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In the cycle number data exhibited in this research, pronounced stress softening behavior
occurred over the progression of cycles. This trend was notable in the cycle varied hysteresis
curve where dramatic differences existed between N1-N25 and from N25-N200 the trend appeared
to remain constant. The same trend was highlighted in the hysteresis energy curve for varied
cycle magnitudes, but the plateau in energy values seemed to occur closer to cycles N50-N200.
The change as a percent decrease in hysteresis energy followed a slightly different trend, where
the plateau in change occurred for cycles N50-N200. This plateau or steady-state condition of the
mechanical response is the reported goal of preconditioning. If steady-state responses in the
tissue, where energy dissipation continues to decrease until loading and unloading curves appear
much more similar, do not occur until upwards of 25 cycles, more literature would be expected
to report preconditioning cycles of greater magnitude. In contrast, the vast majority of
researchers utilizing preconditioning procedures fail to apply more than 6 preconditioning cycles
prior to mechanical testing.
As discussed throughout section 4.1.1 on understanding softening behavior, definitions or
thresholds discriminating between different softening behavior has not been reported.
Preconditioning is a procedure that is assumed to cause no permanent deformation, but there is
no microstructural or sample dimensional evidence to suggest that all preconditioning procedures
elicit reversible responses. While the data obtained in table 3.1 regarding macroscopic
dimensional alterations to the tissue following cyclic compression only considers a single
sample, there was a preliminary trend for significant volume increases for greater cycle
conditions. Specifically, the N50 and N200 demonstrated volume increases of roughly 18 and 23%,
respectively, whereas the N25 condition illustrated a minor decline in volume. Moreover, these
trends align with the mechanical data, where a threshold for permanent or inelastic
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microstructural deformation seems to occur between N25-N50. However, more samples
concerning this trend must be acquired before any definite conclusions can be made.
4.1.4

Histology
The histological analyses of AF and NND provided no statistical difference between

groups. However, based on the dissipation energy evaluations from the mechanical data, the
tissue may be more influenced by fluid molecule movement and interactions rather than cellular
distribution and density alterations. Therefore, no cellular disruptions would be apparent. A few
studies also performed histological evaluations on in vitro brain tissue following mechanical
testing and concluded no differences in cellular or structural components relative to their control
samples [19], [92]. Additionally, the degree of bound versus free flowing water molecules,
believed to be providing variations in microstructural resistance and affecting the mechanical
stiffness and dissipative qualities in the tissue, would not be visualized in H&E stains. In support
of this postulation, Haslach et al. performed evaluations on rat cerebral tissue of similar
magnitude and parameter, involving compression testing to 25% strain at strain rates ranging
0.64⋅ 10−5 s-1 to 0.001s-1, and concluded increased microstructural rearrangement at higher strain
rates that facilitated greater fluid flow in the extracellular matrix area, which was not visual at
macroscopic level [92].
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CHAPTER V
CONCLUSIONS
5.1

Conclusions
The connection between repetitive brain injuries in recent years to long-term

consequences and early onset of neurodegenerative disorders, such as CTE, have amplified the
need to characterize microstructural alterations occurring in the tissue upon cyclic loading [10],
[12]. To do this, an in vitro cyclic, compressive loading sequence was applied to cortical porcine
brain tissue in reference to three main parameters: cycle number (25, 50, 100, 150, and 200
cycles), strain level (15, 30, and 40%), and strain rate (0.00625, 0.025, 0.1, and 1.0s-1).
The mechanical responses for all loading parameters provided further support for
defining the highly nonlinear, viscoelastic trends of brain tissue. Additionally, the mechanical
behavior suggests predominant influences from strain level and cycle number on tissue
deformation. Furthermore, these testing parameters propose potential threshold values for the
onset of permanent microstructural tissue damage between 15-30% compressive strain and
within 25-50 cycles. The variations in mechanical responses produced from all strain rate
magnitudes generated negligible differences, and therefore, are suggestive of fully recoverable or
elastic tissue deformation in the quasi-static range utilized.
All mechanical behavior is believed to result from variations in fluid molecule movement
within the tissue upon loading. Yet, only 30% and 40% strain levels and cycles from around 50200 cycles exhibit permanent microstructural tissue damage, potentially caused by the extensive
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solid microstructural and fluid molecule interactions induced by these parameters. Alternatively,
the behavior elicited from all other testing parameters (all strain rates, 15% strain, and cycles 125) suggests reversible or elastic microstructural alterations, such as exudation of free flowing
fluid molecules in the brain tissue matrix, that are capable of recovering once the mechanical
load is removed.
5.2

Future Work
The findings of this study provide further direction for the potential mechanistic

differences involved in brain tissue deformation and injury. In order to further validate the
influence of fluid molecule movement and interactions within the tissue matrix, exploration into
a new methodology for capturing more precise microstructural consequences of cyclic
mechanical loading is necessary. Additionally, further evaluation into macroscopic dimensional
changes for the tissue pre- and post-mechanical loading would provide key supplemental
information for determining elastic versus inelastic outcomes of each parameter.
Finally, understanding the deformation characteristics of brain tissue exposed to iterative
impacts in tension and shear loading procedures would provide greater detail for the dynamic
loading involved in brain injuries. Due to time constraints for tissue degradation post-mortem,
increasing cycle numbers beyond 200 cycles in addition to all of the other parameters being
evaluated in this study, was not a possibility. For future work, true fatigue models may also be of
more interest for determining more precise tissue damage thresholds. That is, future studies on
compression, tension, and shear loading regimes may benefit from increasing the number of
applied cycles up to macroscopic damage or rupture of the tissue fibers. This coupled with new
histological methods would serve to determine more discrete points of both microscopic and
macroscopic brain tissue damage.
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