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a b s t r a c t
We study distance-based graph invariants, such as the Wiener
index, the Szeged index, and variants of these two. Relations
between the various indices for trees are provided as well as
formulas for line graphs and product graphs. This allows us,
for instance, to establish formulas for the edge Wiener index
of Hamming graphs, C4-nanotubes and C4-nanotori. We also
determine minimum and maximum of certain indices over the set
of all graphs with a given number of vertices or edges. Finally, we
study the order of magnitude of the edge Wiener and edge Szeged
index, responding negatively to a conjecture that is related to the
maximization of the edge Szeged index.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction and notations
In this paper, we will consider distance-based graph invariants. A graph parameter Top with the
property that Top(G) = Top(H) whenever G and H are isomorphic is known as a topological index
in the chemical literature. There are many examples of graph parameters, especially those based on
distances, which are applicable in chemistry. The Wiener index, defined as the sum of all distances
between pairs of vertices in a graph, is probably the first and most studied such graph invariant, both
from a theoretical and a practical point of view, see for instance [3,6,4,5,7,8,26].
Apart from the Wiener index, we will consider several related indices; to define them, we first
introduce some notation. Throughout the paper, we only consider simple connected graphs. For
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a graph G, V (G) and E(G) denote the vertex and edge set, respectively. Furthermore, we use the
following notations:
Definition 1.1. Let G be a graph with vertex set V = V (G) and edge set E = E(G), and let N∗ denote
the set of non-negative integers. We use the following notations:
d : V × V −→ N∗,
D : E × E −→ N∗,
d′ : V × E −→ N∗,
D′ : E × V −→ N∗,
where for u, v ∈ V , d(u, v) is defined as the length of a shortest path between u and v, and for edges
e = ab and f = xy,
d′(u, e) = D′(e, u) = min{d(u, a), d(u, b)}
and
D(e, f ) = min{D′(e, x),D′(e, y)}.
Furthermore, we write
Nu(v) = {w ∈ V | d(u, w) > d(v,w)},
Me(f ) = {g ∈ E | D(e, g) > D(f , g)},
N ′u(v) = {e ∈ E | d′(u, e) > d′(v, e)},
M ′e(f ) = {u ∈ V | D′(e, u) > D′(f , u)},
and set nu(v) = |Nu(v)|, me(f ) = |Me(f )|, n′u(v) = |N ′u(v)| and m′e(f ) = |M ′e(f )|. In all these
definitions, equidistant vertices or edges are not counted.
This allows us to define the Wiener index of a graph formally as
W (G) = 1
2
∑
u∈V (G)
∑
v∈V (G)
d(u, v).
Replacing d by D or d′ yields the edge Wiener index and vertex-edge Wiener index respectively:
We(G) = 12
∑
g∈E(G)
∑
f∈E(G)
D(g, f ),
Wev(G) = 12
∑
f∈E(G)
∑
v∈V (G)
d′(v, f ).
Another invariant is known as the Schultz index:
W+(G) = 12
∑
u∈V (G)
∑
v∈V (G)
(deg(u)+ deg(v)) d(u, v).
In the important special case of trees, the Wiener index can be written as
Sz(G) =
∑
f=uv∈E(G)
nu(v)nv(u),
which is called the Szeged index [19] for general graphs. Again, it is possible to consider the edge Szeged
index and vertex-edge Szeged index [10,12] by varying the definition:
Sze(G) =
∑
f=uv∈E(G)
n′u(v)n
′
v(u),
Szev(G) = 12
∑
f=uv∈E(G)
(n′u(v)nv(u)+ n′v(u)nu(v)).
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Finally, the Padmakar–Ivan index (PI index) is yet another distance-based graph parameter recently
introduced by Padmakar Khadikar; its definition is very similar to that of the Szeged index,
namely
PI(G) =
∑
e=uv∈E(G)
(
n′u(v)+ n′v(u)
)
,
see [12,14,18] for more details.
The special n-vertex graphs Kn (complete graph), Pn (path), Sn (star) and Cn (cycle) will repeatedly
occur throughout the paper. For a graph G, a vertex v and a subgraph H of G, we write
d(v,H) =
∑
u∈V (H)
d(v, u),
and we also define the quantities d′(v,H), D′(e,H) and D(e,H) in a similar way (we will particularly
often use the case when H = G). Finally, a subgraph H of G is said to be isometric, if for every
2-subset {x, y} ⊆ V (H), dG(x, y) = dH(x, y). Other notations used are standard and taken mainly
from [2,22].
2. Relations between indices
The aim of this section is to find relationships between the Wiener and edge Wiener index and
other graph invariants such as the Schultz index and the Szeged index. The first part deals with trees,
where it turns out that all these indices are closely related to each other. Then we present a relation
between the edgeWiener index of a general graph and theWiener index of its line graph. In the third
part of this section, we investigate products of two or more graphs.
2.1. Trees
Theorem 2.1. Let T be a tree with n vertices. The following equations are satisfied:
(1) Wev(T ) = W (T )−
( n
2
)
.
(2) Wev(T ) = 14W+(T )− 12
( n
2
)
.
(3) We(T ) = 14W+(T )− (3n−4)(n−1)4 .
Proof. (1) Consider v ∈ V (T ). Define f : E(T ) −→ V (T ) − {v} such that f (e) is the end vertex of e
with greater distance to v. Then f is bijective and so d′(v, T ) = d(v, T )− (n−1). This implies that
Wev(T ) = 12
∑
v∈V (T )
d′(v, T ) = 1
2
∑
v∈V (T )
(d(v, T )− (n− 1)) = W (T )−
(n
2
)
.
(2) Consider an edge e = u1u2 ∈ T . By removing e from T , we obtain two new trees T1 and T2 with
n1 and n2 vertices such that u1 ∈ V (T1) and u2 ∈ V (T2), respectively. Obviously, n = n1 + n2, and
distances between u1 and vertices of T1 are shorter than distances between u2 and vertices of T1
(and the analogous statement holds for T2). Thus,
D′(e, T ) = d(u1, T1)+ d(u2, T2).
Since paths between vertices of T are unique, we have d(u1, T2) = d(u2, T2)+ n2 and d(u2, T1) =
d(u1, T1)+ n1. Therefore,
n+ 2D′(e, T ) = d(u1, T )+ d(u2, T ),
and since every vertex u is an endpoint of deg(u) edges, summing over all edges yields
Wev(T ) = 14
∑
u∈V (T )
deg(u)d(u, T )− 1
2
(n
2
)
.
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On the other hand, for every graph G,
W+(G) = 12
∑
u∈V (G)
∑
v∈V (G)
(deg(u)+ deg(v)) d(u, v)
= 1
2
∑
u∈V (G)
deg(u)d(u,G)+ 1
2
∑
v∈V (G)
deg(v)d(v,G)
=
∑
u∈V
deg(u)d(u,G),
which proves the second part.
(3) By a similar argument as in the previous part,
D(e, T ) = d′(u1, T1)+ d′(u2, T2)
for any edge e = u1u2. Since T is a tree, we have d′(u2, T2) = d(u2, T2) − (n2 − 1) and
d′(u1, T1) = d(u1, T1)− (n1 − 1). As in the proof of the previous part,
2D(u1u2, T ) = d(u1, T )+ d(u2, T )− (3n− 4).
Thus,
4We(T ) = 2
∑
u1u2∈E(T )
D(u1u2, T )
=
∑
u1u2∈E(T )
(d(u1, T )+ d(u2, T )− (3n− 4))
=
∑
v∈V (T )
deg(v)d(v, T )− (3n− 4)(n− 1),
which finishes the proof of the final part. 
Corollary 2.2. For a tree T with n vertices, We(T ) = Sze(T ).
Proof. By Theorem 2.1, parts (1) and (2),
W (T ) = 1
4
W+(T )+ 12
(n
2
)
,
and by combining this with part (3), we obtain
W (T )−We(T ) = (n− 1)2.
It is a well-known fact thatW (T ) = Sz(T ), see [5]. On the other hand, for every e = uv ∈ E(T ),
n′u(v)n
′
v(u) = (nu(v)− 1) (nv(u)− 1) = nu(v)nv(u)− n+ 1.
Hence, by the definition of Sze, Sze(T ) = Sz(T )− (n− 1)2, which proves the result. 
Corollary 2.3. For a tree T with n vertices, Wev(T ) = Szev(T ).
Proof. This is similar to the previous proof. For any edge e = uv, we have
n′u(v) = nu(v)− 1.
Summing over all edges, we get
Szev(T ) = Sz(T )−
(n
2
)
= W (T )−
(n
2
)
= Wev(T ),
making use of Theorem 2.1 once again. 
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Remark. Alternatively, Corollaries 2.2 and 2.3 can be proved along the lines of the standard proof for
the fact thatW = Sz for trees: simply note that every edge e = uv occurs exactly n′u(v)n′v(u) times on
a unique shortest path between two edges to prove Corollary 2.2. The proof for Corollary 2.3 is similar.
Remark. We can combine all our results to find the following chain of identities: for any tree T with
n vertices,
W (T ) = We(T )+ (n− 1)2 = Wev(T )+
(n
2
)
= 1
4
W+(T )+ 12
(n
2
)
= Sz(T ) = Sze(T )+ (n− 1)2 = Szev(T )+
(n
2
)
.
2.2. Line graphs
The line graph L(G) of a graph G is defined as follows: each vertex of L(G) represents an edge of G,
and any two vertices of L(G) are adjacent if and only if their corresponding edges share a common
endpoint in G. One can also define iterated line graphs by setting L0(G) = G, L1(G) = L(G) and
generally Ln(G) = L(Ln−1(G)).
Theorem 2.4. Suppose G is a connected graph. Then
W (L(G))−We(G) =
( |E(G)|
2
)
=
( |V (L(G))|
2
)
and generally
W (Ln(G))−We(Ln−1(G)) =
( |V (Ln(G))|
2
)
.
Proof. Suppose a, b ∈ V (L(G)), a 6= b. Then a, b ∈ E(G) and dL(G)(a, b) = DG(a, b)+ 1. Therefore,
W (L(G)) =
∑
{a,b}⊆V (L(G))
dL(G)(a, b)
=
∑
{a,b}⊆E(G)
(DG(a, b)+ 1) = We(G)+
( |E(G)|
2
)
,
and the theorem follows. 
2.3. Product graphs
The Cartesian product G× H of two graphs G and H has the vertex set
V (G× H) = V (G)× V (H),
and (a, x)(b, y) is an edge of G× H if either a = b and xy ∈ E(H), or if ab ∈ E(G) and x = y.
For a sequence G1,G2, . . . ,Gn of graphs, we write
n⊗
i=1
Gi = G1 × · · · × Gn
for the iterated product. If G1 = G2 = · · · = Gn = G, we abbreviate⊗ni=1 Gi by Gn.
It is a well-known fact that the Cartesian product is commutative and associative. Moreover, G×H
is connected if and only if G and H are connected.
There are quite a few examples of formulas for graph invariants of product graphs in the literature.
To the best of our knowledge, Graovac and Pisanski were the first to consider this problem for the
Wiener index, see [8]. Similar contributions are due to Klavžar, Rajapakse and Gutman [19] (for the
Szeged index) and Klavžar [18] (for the PI index). Other examples include [13,14,16,17,27], where
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the first and second Zagreb index, PI and vertex PI index and edge Szeged index are considered. In
the case of the Wiener index, Sagan, Yeh and Zhang [21] provided formulas for the Wiener for some
other binary operations on graphs. In the following theorem we continue this program by providing
a formula for the edge Wiener index of product graphs.
Theorem 2.5. Let G and H be graphs with V1 = V (G), V2 = V (H), E1 = E(G) and E2 = E(H). Then
We(G× H) = |V2|2We(G)+ |V1|2We(H)+ |E2|2W (G)+ |E1|2W (H)
+ 2|E2||V2|Wev(G)+ 2|E1||V1|Wev(H).
Proof. Consider (a, b)(c, d), (e, f )(g, h) ∈ E = E(G × H). To determine the distance
D((a, b)(c, d), (e, f )(g, h)), we consider the following four cases:
(1) ac ∈ E1, b = d; eg ∈ E1, f = h,
(2) ac ∈ E1, b = d; e = g, fh ∈ E2,
(3) a = c , bd ∈ E2; e = g, fh ∈ E2,
(4) a = c , bd ∈ E2; eg ∈ E1, f = h.
Since G × H ∼= H × G, it is enough to consider Cases (1) and (2). By [11, Corollary 1.35],
dG×H((a, b), (e, f )) = dG(a, e)+ dH(b, f ). Therefore, we obtain in Case (1)
DG×H((a, b)(c, d), (e, f )(g, h)) = min{dG(a, e)+ dH(b, f ), dG(a, g)+ dH(b, f ), dG(c, e)
+ dH(b, f ), dG(c, g)+ dH(b, f )}
= DG(ac, eg)+ dH(b, f ).
Similarly,
DG×H((a, b)(c, d), (e, f )(g, h)) = min{dG(a, e)+ dH(b, f ), dG(a, g)+ dH(b, h), dG(c, e)
+ dH(d, f ), dG(c, g)+ dH(d, h)}
= min{dG(a, e), dG(c, e)} +min{dH(b, f ), dH(b, h)}
= D′G(ac, e)+ d′H(b, fh)
in Case (2).
As mentioned before, Cases (3) and (4) are analogous, and so we have
DG×H((a, b)(c, d), (e, f )(g, h)) =
{
DH(bd, fh)+ dG(a, e)
d′G(f , bd)+ D′H(eg, a)
in Cases (3) and (4), respectively. Obviously, E(G× H) is partitioned by the above four cases. Hence
We(G× H) = 12
∑
(a,b)(c,d)∈E
∑
(e,f )(g,h)∈E
DG×H((a, b)(c, d), (e, f )(g, h))
= 1
2
∑
ac∈E1
∑
b=d∈V2
∑
eg∈E1
∑
f=h∈V2
(DG(ac, eg)+ dH(b, f ))
+ 1
2
∑
ac∈E1
∑
b=d∈V2
∑
e=g∈V1
∑
fh∈E2
(
D′G(ac, e)+ d′H(b, fh)
)
+ 1
2
∑
a=c∈V1
∑
bd∈E2
∑
e=g∈V1
∑
fh∈E2
(DH(bd, fh)+ dG(a, e))
+ 1
2
∑
a=c∈V1
∑
bd∈E2
∑
eg∈E1
∑
f=h∈V2
(
d′G(f , bd)+ D′H(eg, a)
)
= |V2|2We(G)+ |E1|2W (H)+ |E2||V2|Wev(G)+ |E1||V1|Wev(H)+ |V1|2We(H)
+ |E2|2W (G)+ |E1||V1|Wev(H)+ |E2||V2|Wev(G)
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= |V2|2We(G)+ |V1|2We(H)+ |E2|2W (G)+ |E1|2W (H)+ 2|E2||V2|Wev(G)
+ 2|E1||V1|Wev(H).
This completes the proof. 
Theorem 2.6. Let G and H be graphs with V1 = V (G), V2 = V (H), E1 = E(G), E2 = E(H), V = V (G×H)
and E = E(G× H). Then
Wev(G× H) = |V1|2Wev(H)+ |V2|2Wev(G)+ |E1||V1|W (H)+ |E2||V2|W (G).
Proof. We split the edge set of G× H into subsets
A = {(c, d)(c, f ) ∈ E(G× H) | df ∈ E2, c ∈ V1}
and
B = {(c, d)(e, d) ∈ E(G× H) | ce ∈ E1, d ∈ V2}.
Using a similar argument as in the previous theorem, if (c, d)(c, f ) ∈ A then
d′G×H((a, b), (c, d)(c, f )) = dG(a, c)+ d′H(b, df ),
and if (c, d)(e, d) ∈ B then
d′G×H((a, b), (c, d)(e, d)) = dH(b, d)+ d′G(a, ce).
Therefore,
Wev(G× H) = 12
∑
(a,b)∈V
∑
(c,d)(e,f )∈E
d′G×H((a, b), (c, d)(e, f ))
= 1
2
∑
a∈V1
∑
b∈V2
∑
c=e∈V1
∑
df∈E2
(
dG(a, c)+ d′H(b, df )
)
+1
2
∑
a∈V1
∑
b∈V2
∑
d=f∈V2
∑
ce∈E1
(
dH(b, d)+ d′G(a, ce)
)
= |V1|2Wev(H)+ |V2|2Wev(G)+ |E1||V1|W (H)+ |E2||V2|W (G),
which completes the proof. 
The formulas provided in Theorems 2.5 and 2.6 can be generalized to the case of a product of n
graphs. In the following, let G1,G2, . . . ,Gn be a sequence of graphs, and let G1,n be their product, i.e.
G1,n =
n⊗
i=1
Gi = G1 × G2 × · · · × Gn.
Furthermore, we set
Gi1,n =
n⊗
j=1,j6=i
Gj, 1 ≤ i ≤ n
and write V1,n = V (G1,n), V i1,n = V (Gi1,n), E1,n = E(G1,n), and E i1,n = E(Gi1,n) for the sake of brevity.
For two arbitrary graphs G and H , one has |V (G × H)| = |V (G)| × |V (H)| and |E(G × H)| =
|V (G)| × |E(H)| + |V (H)| × |E(G)|. An inductive argument shows that generally
|V1,n| =
n∏
i=1
|Vi| and |E1,n| =
n∑
i=1
|V i1,n||Ei|.
Corollary 2.7. Let G1,G2, . . . ,Gn be an arbitrary sequence of graphs. Then,
Wev(G1,n) =
n∑
i=1
(|V i1,n|2Wev(Gi)+ |E i1,n||V i1,n|W (Gi)) .
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Proof. By induction on n; Theorem 2.6 provides the case n = 2. For the induction step, we have
Wev(Gn+1 × G1,n) = |V1,n|2Wev(Gn+1)+ |Vn+1|2Wev(G1,n)
+ |V1,n||E1,n|W (Gn+1)+ |Vn+1||En+1|W (G1,n).
By a result of Klavžar, Rajapakse and Gutman [19],W (G1,n) =∑ni=1 |V i1,n|2W (Gi). Thus,
Wev(G1,n+1) = |V n+11,n+1|2Wev(Gn+1)+ |En+11,n+1||V n+11,n+1|W (Gn+1)
+
n∑
i=1
(|Vn+1|2|V i1,n||E i1,n| + |Vn+1||En+1||V i1,n|2)W (Gi)
+ |Vn+1|2
n∑
i=1
|V i1,n|2Wev(Gi).
By the formulas for E1,n and V1,n, we have
|E i1,n+1||V i1,n+1| = |V i1,n+1|(|E i1,n||Vn+1| + |V i1,n||En+1|)
= |Vn+1|2|V i1,n||E i1,n| + |Vn+1||En+1||V i1,n|2,
and so
Wev(G1,n+1) =
n+1∑
i=1
(|V i1,n+1|2Wev(Gi)+ |E i1,n+1||V i1,n+1|W (Gi)) ,
which completes the proof. 
Using a similar argument as above, one can prove the following corollary of Theorem 2.5:
Corollary 2.8. Let G1,G2, . . . ,Gn be an arbitrary sequence of graphs. Then,
We(G1,n) =
n∑
i=1
(|V i1,n|2We(Gi)+ 2|E i1,n||V i1,n|Wev(Gi)+ |E i1,n|2W (Gi)) .
Combining the results of Theorem 2.4 and Corollary 2.8, one finally finds:
Corollary 2.9. Let G1,G2, . . . ,Gn be an arbitrary sequence of graphs. Then,
W (L(G1,n)) =
n∑
i=1
(|V i1,n|2W (L(Gi))+ |V (L(Gi1,n))|2W (Gi)
+2|V (L(Gi1,n))||V i1,n|Wev(Gi))−
n∑
i=1
|V i1,n|2
( |V (L(Gi))|
2
)
+
( |V (L(G1,n))|
2
)
.
Our final corollary treats the case that all graphs of the sequence are equal, i.e. G1 = · · · = Gn = G.
Corollary 2.10. Let G be a graph with E = E(G) and V = V (G). The edge Wiener index of Gn, the vertex-
edge Wiener index of Gn and the Wiener index of (L(Gn))m are given by:
(1)
We(Gn) = n|E||V |2n−3
( |V |
|E|We(G)+ 2(n− 1)Wev(G)+
|E|
|V | (n− 1)
2W (G)
)
,
(2)
Wev(Gn) = n|V |2n−2
(
Wev(G)+ (n− 1) |E||V |W (G)
)
,
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(3)
W ((L(Gn))m) = m (n|V (G)|n−1|E(G)|)2m−2 (n|E||V |2n−3 ( |V ||E|We(G)+ 2(n− 1)Wev(G)
+ |E||V | (n− 1)
2W (G)
)
+
(
n|V (G)|n−1|E(G)|
2
))
.
Proof. The three formulas follow from Corollaries 2.7–2.9. 
Example. Consider the graph Gwhose vertices are the N-tuples b1b2 · · · bN with bi ∈ {0, 1, . . . , ni −
1}, ni ≥ 2, and let two vertices be adjacent if the corresponding tuples differ in precisely one
place. Such a graph is called a Hamming graph and denoted by Hn1,n2,...,nN . A Hamming graph with
n1 = n2 = · · · = nN = 2 is called a hypercube of dimension N and denoted by QN . It is a well-known
fact that Hamming graphs can be written as
Hn1,n2,...,nN =
N⊗
i=1
Kni .
Corollary 2.8 allows us to compute the edge Wiener index of a Hamming graph. To this end, simply
note that
We(Kni) = 3
(ni
4
)
, Wev(Kni) =
3
2
(ni
3
)
, and W (Kni) =
(ni
2
)
.
This gives us
We(Hn1,n2,...,nN ) =
(
N∏
i=1
ni
)2
8
(
N(N2 + 2N + 4)− (N2 + 2N + 3)
N∑
i=1
1
ni
+ 2(N + 1)
N∑
i,j=1
ni
nj
− (2N2 + 2N + 1)
N∑
i=1
ni + N
N∑
i,j=1
ninj −
N∑
i,j,k=1
ninj
nk
)
.
Thus for a hypercube QN , We(QN) = N(N − 1)222(N−2), and by Corollary 2.10, W (L(Q N)) =
N22N−4
(
N2 + 1− 22−N).
Table 1
The Wiener, edge Wiener and vertex-edge Wiener indices of cycles and paths
We(C2k) = k(k− 1)2 W (C2k) = k3 Wev(C2k) = k2(k− 1)
We(C2k+1) = (2k+ 1)
(
k
2
)
W (C2k+1) = (2k+ 1)
(
k+1
2
)
Wev(C2k+1) = (2k+ 1) k22
We(Pk) =
(
k−1
3
)
W (Pk) =
(
k+1
3
)
Wev(Pk) =
(
k
3
)
Example. As our final example, we consider graphs of the form Cn × Cm, Pn × Cm, and Pn × Pm. Note
that C4-nanotubes and -nanotori are special cases of these general graph products. In order to apply
Theorem 2.5, we need to know the Wiener, edge Wiener and vertex-edge Wiener indices of path and
cycle graphs, which are given in Table 1.We obtain the following formulas for the edgeWiener indices
of these graphs:
We(C2m × C2n) = 4mn
(
m(2n− 1)2 + n(2m− 1)2) ,
We(C2m+1 × C2n+1) = 2(2m+ 1)(2n+ 1)
(
(2m+ 1)n2 + (2n+ 1)m2) ,
We(C2m+1 × C2n) = (2m+ 1)n
(
8m2n+ (2m+ 1)(2n− 1)2) ,
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We(Pn × C2m+1) = 2m+ 16
(
3m2(2n− 1)2 + (8n3 − 24n2 + 22n− 9)m
+ (4n3 − 12n2 + 14n− 6)) ,
We(Pn × C2m) = m (2mn− (m+ n))2 + 4m
2(n− 1)
3
(
2n2 − 4n+ 3) ,
We(Pn × Pm) = n2
(
m− 1
3
)
+ (n− 1)2
(
m+ 1
3
)
+ 2n(n− 1)
(m
3
)
+m2
(
n− 1
3
)
+ (m− 1)2
(
n+ 1
3
)
+ 2m(m− 1)
(n
3
)
.
3. Extremal results
In this section, we provide the extremal values attained by some of our indices, taken over the set
of all graphs with a fixed number of vertices or edges. We denote the set of all connected graphs with
n vertices by G(n) and the set of all connected graphs with m edges by Gm. The following theorem
provides the minimum value of the edge Wiener index over all graphs with n vertices (cf. [9]).
Theorem 3.1. Let G ∈ G(n) be a graph, where n ≥ 4. Then We(G) ≥ 0, with equality if and only if
G ∼= Sn, i.e. if G is a star graph with exactly n vertices.
Proof. It is clear thatWe(Sn) = 0. So it is enough to prove thatWe(G) = 0 implies G ∼= Sn. Assume
the contrary, i.e.We(G) = 0 and G is not isomorphic to Sn. Consider two edges ab and ac . Since every
other edge is adjacent to both ab and ac , either G ∼= K3 (if bc is also an edge of G), which is excluded,
or all edges are incident with a, i.e. G ∼= Sn. 
The proof of the following theorem can be found in [3,7]:
Theorem 3.2. For every G ∈ G(n), W (G) < W (Pn) if and only if G 6∼= Pn.
For the set T (n) of all trees with n vertices, the results given in Section 2.1 immediately yield the
following result:
Corollary 3.3. Suppose Top is one of W, We, Wev , W+, Sz, Sze, Szev . Then
Top(Sn) = min{Top(G) | G ∈ T (n)}
and
Top(Pn) = max{Top(G) | G ∈ T (n)}.
Proof. This follows immediately from Theorems 3.1 and 3.2 and the results of Section 2.1. 
Combining Theorems 2.4 and 3.2, one obtains immediately that themaximum of theWiener index
and the edge Wiener index over the set Gm areW (Pm+1) andWe(Pm+1) respectively. It is also easy to
see that ifm = ( n2 ) for some positive integer n,W (Kn) is the minimum of the Wiener index over Gm.
The following theorem generalizes this observation:
Theorem 3.4. If G ∈ Gm such that
( a
2
)
< m ≤
(
a+1
2
)
, then
W (G) ≥ a(a+ 1)−m.
Proof. Suppose that G ∈ G(n). Then clearlym ≤ ( n2 ), implying that n ≥ a+ 1. Furthermore, at most
m pairs of vertices have distance 1, while the remaining pairs contribute a distance of at least 2 to the
Wiener index. This implies
W (G) ≥ m+ 2
((
a+ 1
2
)
−m
)
= a(a+ 1)−m.
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This lower bound is actually attained: consider a complete graph Ka+1 and remove
(
a+1
2
)
−m edges
that are incident with a fixed vertex of Ka+1. Then, all distances are either 1 or 2, with the minimum
possible number of 2’s. 
We remark that it is actually possible to constructmore examples of graphs for which the bound in
Theorem 3.4 is attained by the same approach. Let us now turn to the Szeged and edge Szeged index.
Theorem 3.5. Let G be a graph on n vertices. Then Sz(G) ≥ ( n2 ) with equality if and only if G ∼= Kn.
Proof. By [19, Theorem 3.1],W (G) ≤ Sz(G). Suppose G is a non-complete graphwith n vertices. Since
Kn is the only graph inwhich all vertices are adjacent to each other, Sz(G) ≥ W (G) > W (Kn) =
( n
2
) =
Sz(Kn). Therefore, Sz(G) = Sz(Kn) implies that G = Kn. 
As in Theorem 3.1, it can be shown that if G ∈ Gm andm > 3, Sze(G) ≥ 0 with equality if and only
if G is a star. In the following, we provide a sharp upper bound for the edge Szeged index in terms of
the number of edges.
Theorem 3.6. Let G ∈ Gm be a graph. Then
Sze(G) ≤ m(m− 1)
2
4
with equality if and only if m is odd and G ∼= Cm, i.e. G is a cycle.
Proof. Suppose e = uv ∈ E(G). Then n′u(v)+ n′v(u) ≤ m− 1 and so n′u(v)n′v(u) ≤ (m−1)
2
4 . Therefore,
Sze(G) =
∑
e=uv
n′u(v)n
′
v(u) ≤
m(m− 1)2
4
.
It is not difficult to see that this bound is actually attained ifm is odd and G ∼= Cm. Conversely, suppose
that Sze(G) = m(m−1)24 . Then for any edge e = uv ∈ E(G),
n′u(v)n
′
v(u) =
(m− 1)2
4
,
and so G does not have vertices of degree 1 (since the above product would be 0 for the corresponding
edge). This implies that G is not a tree and by [11, Proposition 1.25], it contains an isometric cycle
C : u1u2 · · · unu1. If n is even then for every edge uiui+1 of C ,
n′ui(ui+1)+ n′ui+1(ui) ≤ m− 2 < m− 1,
a contradiction. We now assume that n is odd and G 6∼= Cn. Since G is connected, there exists a vertex
v connected to one of the vertices of Cn, say u1. Then d′(u n+1
2
, u1v) = d′(u n+3
2
, u1v) and so
n′u n+3
2
(u n+1
2
)+ n′u n+1
2
(u n+3
2
) ≤ m− 2 < m− 1,
which is a contradiction again. This completes the proof. 
Let us remark that this result is closely related to the following:
Theorem 3.7 (See [1, Theorem 2]). If G ∈ Gm, then PI(G) ≤ m(m− 1)with equality if and only if G is a
tree or an odd cycle.
Theorem 3.8. Let G be a graph. Then
|E(G)| ≤ Sz(G) ≤ |E(G)||V (G)|
2
4
and the lower bound is attained if and only if G ∼= Kn for some n. Moreover, the upper bound is only
attained if:
• G is bipartite,
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• |V (G)| is even, and
• G has no vertices of degree 1.
Proof. By definition,
2 ≤ nu(v)+ nv(u) ≤ |V (G)|
for any edge e = uv, and so
|E(G)| ≤ Sz(G) ≤ |E(G)||V (G)|
2
4
.
By Theorem 3.5, the lower bound can only be attained if G is a complete graph. On the other hand,
nu(v)+ nv(u) = |V (G)|
can only hold for all edges e = uv of G if G is bipartite (since otherwise G contains an isometric odd
cycle). By the same argument as in the proof of Theorem 3.6, there cannot be vertices of degree 1.
Finally, if |V (G)| is odd, then
nu(v)nv(u) ≤ |V (G)|(|V (G)| − 1)4
for every edge e = uv ∈ E(G), which finishes the proof. 
Remark. A related question is known as the inverse problem: given an integer n, it is possible to find a
graph in some class (e.g. the class of trees) such that its Wiener index (or any other topological index)
is exactly n. It was conjectured by Lepović and Gutman that every positive integer n is the Wiener
index of some tree, with the exception of 49 specific numbers smaller than 160, see [20]. This was
verified independently in [24,25].
It is natural to raise the same problem for other indices. For the edge Wiener index, however, the
problem is not particularly difficult. To see why, consider a star Sn+2 with n + 2 vertices and add a
new vertex v to one of the leaves of this star to obtain a new tree S ′n+2. If e is the unique edge incident
with v, then
D(e, S ′n+2) = n,
and all other edges of S ′n+2 have mutual distance 0. Hence,
We(S ′n+2) = n,
which shows that there is a tree for any given value of the edgeWiener index. Since Sze(T ) = We(T ) for
any tree T , the same conclusion holds for the edge Szeged index. It is quite believable that the Schultz
index can be treated along the same lines as the Wiener index; we leave this as an open problem.
4. The order of magnitude of certain indices
In [10], the authors conjectured that the complete graph Kn has the largest edge Szeged index
among all n-vertex graphs. However, this was disproved by Vukičević [23] by virtue of the following
sequence {Gn}n≥9 of graphs:
E(Gn) = {vi,jvk,l | i− k ≡ 1 (mod 9)}
and
V (Gn) = {vi,j | (i, j) ∈ S},
where
S =
{
(i, j) | i ∈ {0, 1, 3, 4, 6}, 1 ≤ j ≤
⌊
n− 3
6
⌋}
∪ {(i, 1) | i ∈ {2, 5, 8}}
∪
{
(7, j) | 1 ≤ j ≤ n− 3− 5
⌊
n− 3
6
⌋}
.
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According to Vukičević, a tedious calculation shows that for these graphs, limn→∞ Sze(Gn)n6 = 366 .
It was conjectured in [23] that the constant 3
66
is maximal, i.e. for every sequence {Fn}n≥1 of graphs,
where Fn ∈ G(n),
lim sup
n→∞
Sze(Fn)
n6
≤ 3
66
.
In this section, we present an entire family of counterexamples for this conjecture by studying
compositions of graphs.
Let us briefly define the composition of graphs: suppose G1 and G2 are graphs with disjoint vertex
sets V1 and V2 and edge sets E1 and E2, respectively. The composition G = G1[G2] has vertex set
V (G1[G2]) = V1 × V2, and u = (u1, u2) is adjacent to v = (v1, v2)whenever:
• u1 is adjacent to v1, or• u1 = v1 and u2 is adjacent with v2,
see [11, p. 22]. Composition of graphs is generally not commutative, but it is associative. Moreover,
the composition G1[G2] of two graphs is connected if and only if G1 is connected.
As shown in [15], if Q and F are arbitrary graphs, and if ab ∈ E(Q ), then for an edge (a, u)(b, v) ∈
E(Q [F ]) in Q [F ]we have
n′(b,v)((a, u))n
′
(a,u)((b, v)) ≥
(
(nb(a)− 1)|E(F)| + (n′(a)− deg(a)+ 1)|V (F)|2
)
· ((na(b)− 1)|E(F)| + (n′(b)− deg(b)+ 1)|V (F)|2) .
Therefore,
Sze(Q [F ]) =
∑
u∈V (F)
∑
v∈V (F)
∑
ab∈E(Q )
n′(b,v)((a, u))n
′
(a,u)((b, v))
+
∑
a∈V (Q )
∑
uv∈E(F)
n′(b,v)((a, u))n
′
(a,u)((b, v))
≥
∑
u∈V (F)
∑
v∈V (F)
∑
ab∈E(Q )
((
(nb(a)− 1)|E(F)| + (n′b(a)− deg(a)+ 1)|V (F)|2
)
· ((na(b)− 1)|E(F)| + (n′a(b)− deg(b)+ 1)|V (F)|2)) .
We immediately obtain the following theorem:
Theorem 4.1. Fix a graph Q ∈ G(p), and consider a sequence Fn of graphs such that Fn ∈ G(b npc) for all
n. Suppose that either:
• there is an edge ab ∈ E(Q ) such that n′b(a)− deg(a)+ 1 > 0 and n′a(b)− deg(b)+ 1 > 0, or
• there is an edge ab ∈ E(Q ) such that nb(a) > 1 and na(b) > 1, and |E(Fn)| ≥ n2β for a fixed constant β .
Then
lim inf
n→∞
Sze(Q [Fn])
n6
> 0.
Remark. We remark that the first condition is satisfied if Q contains an isometric cycle Cr with r > 4
or if diamQ > 4. The second condition for Q is satisfied if Q contains an isometric cycle Cr with r > 3
or if diamQ ≥ 3.
In the following, we chooseQ = Cr for some integer r . Using the above inequality again, we obtain:
Theorem 4.2. For any sequence Gn of graphs with Gn ∈ G(b nr c), we have
lim inf
n→∞
Sze(Cr [Gn])
n6
≥

(r − 4)2
4r5
2 | r,
(r − 3)2
4r5
2 - r.
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For r = 5, we obtain 13125 as a lower bound, which already gives us a counterexample for Vukičević’s
conjecture [23], since 13125 >
3
66
= 115552 .
Furthermore, it is not difficult to show the following:
Theorem 4.3. For r > 3, we have
lim
n→∞
Sze(Cr [Kb nr c])
n6
=

(3r − 10)2
16r5
2 | r,
9(r − 3)2
16r5
2 - r.
We note that the lower bound is larger than 3
66
for 3 < r < 18. Of course the question remains for
which graphs in G(n) the maximum of Sze is attained, and how this maximum behaves for n→∞.
It is natural to ask similar questions for the edge Wiener index. In the following, we show that the
maximal order of magnitude is n5:
Theorem 4.4. For any graph G ∈ G(n), the inequality We(G) < n58 holds. On the other hand, there is a
sequence of graphs Hn such that Hn ∈ G(n) and limn→∞ We(Hn)n5 > 0.
Proof. Since G has at most
( n
2
)
edges, there are at most
(
( n2 )
2
)
< n
4
8 pairs of edges, and since all
distances are ≤ n − 3, the inequality follows immediately. On the other hand, let Hn be constructed
from two copies of Kb 2n5 c connected by a simple path of length n − 2b
2n
5 c + 1. Then it is not difficult
to show that
lim
n→∞
We(Hn)
n5
= 4
3125
> 0,
which proves the theorem. 
5. Concluding remarks
In this final section, we would like to present a conjecture and an open problem related to the
results of this paper. First of all, we believe that the upper bound in Theorem 3.8 is only attained
under stronger conditions than those we were able to prove:
Conjecture 5.1. For a connected graph G, Sz(G) = |E(G)||V (G)|24 if and only if G is bipartite and regular.
While Theorem 3.1 settles the problem of determining the minimum value of the edge Wiener
index, the analogous question for the maximum is not as straightforward, and we leave this as in
interesting open problem to consider:
Problem 5.2. What is the maximum value of the edge Wiener index on G(n) and for which graph(s)
is the maximum attained?
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