Abstract. Consider the Fourier restriction operators associated to curves in R d , d ≥ 3. We prove for various classes of curves the endpoint restricted strong type estimate with respect to affine arclength measure on the curve. An essential ingredient is an interpolation result for multilinear operators with symmetries acting on sequences of vector-valued functions.
Introduction
Let t → γ(t) define a curve in R d , defined for t in a parameter interval I. We shall assume that γ is at least of class C d on I.
In this paper we investigate the mapping properties of the Fourier restriction operator associated to the curve, given for Schwartz functions on R d by Rf (t) = f (γ(t));
here the Fourier transform is defined by f (ξ) = f (y)e −i y,ξ dξ. Rf will be measured in Lebesgue spaces L q (I; dλ) where dλ = w(t)dt is affine arclength measure with weight where τ (t) = det(γ ′ (t), . . . , γ (d) (t)).
The relevance of affine arclength measure for harmonic analysis has been discussed in [19] and [31] . There is an invariance under change of variables and reparametrizations. Fourier restriction theorems for the case of 'nondegenerate' curves (with nonvanishing τ ) are supposed to extend to large classes of 'degenerate' curves when arclength measure is replaced by affine arclength measure, with uniform constants in the estimates. Finally the choice of affine arclength measure is optimal up to multiplicative constants, in a sense made precise in the next section.
For nondegenerate curves affine arclength measure is comparable to the standard arclength measure on any compact interval. Note that for the model case (t, t 2 , . . . , t d ) the weight w is constant (equal to (d!) 2 d 2 +d ). The sharp L p → L σ estimates for this case have been obtained by Zygmund [38] and Hörmander [24] in the case d = 2 and by Drury [18] in higher dimensions. Namely, one gets L p (R d ) → L σ (R) boundedness for 1 < p < p d :=
. A nonisotropic scaling reveals that for a global estimate this relation between p and σ is necessary in this case. Moreover, it follows from a result by Arkhipov, Chubarikov and Karatsuba [1] that the given range of p is optimal. One can ask for weaker estimates at the endpoint p d which imply the L p → L σ estimates by interpolation. The iterative method by Drury fails to give information at the endpoint. In two dimensions, Beckner, Carbery, Semmes and Soria [8] have shown that even the restricted weak type estimate fails at the endpoint p 2 = 4/3. However, in [6] the authors proved for the nondegenerate model case that in dimensions d ≥ 3 the Fourier restriction operator is of restricted strong type (p d , p d ), i.e. maps the Lorentz space
. This result is optimal with respect to the secondary Lorentz exponents.
It is natural to ask whether for more general classes of curves the endpoint inequality
holds true with affine arclength measure dλ. This estimate of course implies the best possible L p (dλ) → L q bounds which for some classes of curves were proved in the first two papers of this series [6] , [7] , building on earlier work by Drury and Marshall [20] , [21] . See also the very recent work by Müller and Dendrinos [16] for further extensions. In two dimensions the endpoint bound fails and sharp Lebesgue space estimate can be found in [33] , [30] . Here we prove (2) for two classes of curves. We first consider the case of "monomial" curves of the form (3) t → γ a (t) = (t a 1 , t a 2 , . . . , t a d ), 0 < t < ∞ where a = (a 1 , . . . , a d ) are arbitrary real numbers, d ≥ 3. 
Note that the constant in (4) is universal in the sense that it does not depend on a 1 , . . . , a d .
A similar result holds for 'simple' polynomial curves in
where P b is an arbitrary polynomial of degree N ≥ 0, with the coefficients (b 0 , · · · , b N ) = b ∈ R N +1 , that is, P b (t) = N j=0 b j t j . Note that the affine arclength measure in this case is given by W b (t)dt where W b (t) = |P 
It would be interesting to prove a similar theorem for general polynomial curves (P 1 (t), . . . , P d (t)), with a bound depending only on the highest degree. However, currently we do not even know the sharp L p → L q (w) bounds in the optimal range p ∈ [1, (corresponding to the range in Christ's paper [12] for the nondegenerate case), such universal L p → L q (w) bounds have been recently proved by Dendrinos and Wright [17] . Their result can be slightly extended by combining an argument by Drury [19] with estimates by Stovall [37] on averaging operators, see §8.
An interpolation theorem. As in previous papers on restriction theorems for curves the results rely on the analysis of multilinear operators with a high degree of symmetry. In [6] the operators acted on n-tuples of functions in Lebesgue or Lorentz spaces, and it was important to use an interpolation procedure introduced by Christ in [12] (cf. also [26] , [23] for related results). In the presence of weights one is led to consider interpolation results for nlinear operators acting on products of ℓ p s (X) spaces and which have values in a Lorentz space; here X is a quasi-normed space and ℓ p s (X) is the space of X valued sequences {f k } k∈Z for which ( k∈Z 2 ksp f k p X ) 1/p < ∞. For the relevance to the restriction problem see also the remarks following the statement of Theorem 1.3 below.
We recall some terminology from interpolation theory. A quasi-norm on a vector space has the same properties as a norm except that the triangle inequality is weakened to x + y ≤ C( x + y ) for some constant C. Let 0 < r ≤ 1. The topology generated by the balls defined by this norm is called r-convex if there is a constant C 1 so that
holds for any finite sums of elements in X. The Aoki-Rolewicz theorem states that every quasi-normed space is r-convex for some r > 0 (see also §3.10 in [9] for a generalization). Obviously any normed space is 1-convex. Hunt [25] showed that Lorentz spaces L pq are r-convex for r < min{1, p, q} and they are normable for p, q > 1. The Lorentz space L r,∞ is r-convex for 0 < r < 1; this is a result by Kalton [27] and by Stein, Taibleson and Weiss [34] . This fact plays a role in the proof of sharp endpoint theorems, in [6] as well as in the present paper. The Lions-Peetre interpolation theory can be extended to quasi-normed spaces (see §3.11 of [9] ). Here one works with couples X = (X 0 , X 1 ) of compatible quasi-normed spaces, i.e. both X 0 and X 1 are continuously embedded in some topological vector space. We shall use both the K-functional
The space X 0 ∩ X 1 is dense in X θ,q but not necessarily in X θ,∞ ; the closure of X 0 ∩ X 1 in X θ,∞ is denoted by X 0 θ,∞ and consists of all f ∈ X θ,∞ for which 2 −lθ K(2 l , f : X) tends to 0 as l → ±∞. An equivalent norm on X θ,q is given by f X θ,q;J = inf( l∈Z [2 −lθ J(2 l , u l ; X)] q ) 1/q , where the infimum is taken over all representations f = l u l , u l ∈ X 0 ∩ X 1 , with convergence in X 0 + X 1 (see the equivalence theorem 3.11.3 in [9] ).
For the formulation and proofs of interpolation results for multilinear operators with symmetries it is convenient to use the notion of a doubly stochastic n × n matrix, i.e. a matrix A = (a ij ) i,j=1,...,n for which a ij ∈ [0, 1], i, j = 1, . . . , n, n j=1 a ij = 1, i = 1, . . . , n and n i=1 a ij = 1, j = 1, . . . , n. Doubly stochastic matrices arise naturally in the interpolation of operators with symmetries under permutations; this is because of Birkhoff's theorem ( [10] , [29] ) which states that the set of all doubly stochastic matrices (also called the Birkhoff polytope) is precisely the convex hull of the permutation matrices. We shall denote by DS(n) the set of all doubly stochastic n × n matrices and by DS • (n) the subset of matrices in DS(n) for which all entries lie in the open interval (0, 1). In what follows given n numbers s 1 , . . . , s n we let s be the column vector with entries s i , and e m be the mth coordinate vector.
The following interpolation theorem plays a crucial role in the proof of Theorems 1.1 and 1.2. Theorem 1.3. Suppose we are given m ∈ {1, . . . , n} and δ 1 , . . . , δ n ∈ R so that the numbers δ i with i = m are not all equal. Let 0 < r ≤ 1, and let q 1 , . . . , q n ∈ [r, ∞] such that
Let V be an r-convex Lorentz space, and let X = (X 0 , X 1 ) be a couple of compatible complete quasi-normed spaces. Let T be a multilinear operator defined on n-tuples of X 0 +X 1 valued sequences and suppose that for every permutation π on n letters we have the inequality
Then for every A ∈ DS • (n) and every B ∈ DS(n) such that B e m = (r/q 1 , . . . , r/q d )
T there is C = C(A, B, δ, r) so that for s = BA δ and θ = BA e m (9)
Here, and in what follows we write if the inequality involves an implicit constant. For the proof of our restriction estimates only the special case (10) is used; it follows from (9) by choosing a ij = b ij = 1/n for all i, j.
Relevance for the adjoint restriction operator. One would like to extend the proof of the endpoint estimate for the adjoint restriction operator in [6] by using weighted Lorentz spaces, but there is the immediate difficulty that the real interpolation spaces of weighted Lebesgue or Lorentz spaces may not be weighted Lorentz spaces, and other scales of spaces have to be considered (cf. the papers by Freitag [22] and Lizorkin [28] on interpolation spaces of weighted L p spaces).
Let X be a Lorentz space of functions on an interval I (with Lebesgue measure), and a positive measurable weight function w on I. Let Ω[w, k] = {t ∈ I : 2 k ≤ w(t) < 2 k+1 }. We define the block Lorentz space b q s (w, X) to be the space of measurable functions for which
is finite. These spaces arise in real interpolation of weighted Lorentz spaces with change of measure (see [2] , [3] ). We are not necessarily interested in the block Lorentz spaces per se, but use them as a vehicle to prove our result on s i (w, X ϑ i ,q i ) which will be used in our estimates for adjoint restriction operators.
This paper. In §2 we discuss the optimality of affine arclength measure in estimates for the Fourier restriction operators associated with curves. In §3 we prove Theorem 1.3. In §4 we formulate geometrical hypotheses for our main result on Fourier restriction from which Theorems 1.1 and 1.2 can be derived. This result is proved in §5. Theorem 1.1 is proved in §6. In §7 we make some observations on curves of simple type and prove Theorem 1.2. In §8 we give the proof of the partial result for general polynomial curves alluded to above. Some background needed for the interpolation section is provided in Appendix A.
Optimality of the affine arclength measure
Let τ (t) be as in (1) . 
Proposition 2.1. Let I be an interval and γ : I → R d be of class C d . Let µ be a positive Borel measure on I and suppose that the inequality
Then µ is absolutely continuous with respect to Lebesgue measure on I, so that dµ = ω(t)dt for a nonnegative locally integrable ω, and there exists a constant C d so that
for almost every t ∈ I.
Proof. We argue as in the proof of Proposition 2 in [31] and use a 'Knapp example' to see that (12) implies (14) χ
and A is an invertible linear transformation then we choose f so that (14) is an immediate consequence of the relation
and then
We first show that µ is absolutely continuous with respect to Lebesgue measure. Let I ′ be a compact subinterval of I. Absolute continuity follows if we can show that µ(J) ≤ C(I ′ )|J| for every subinterval J of I ′ with length |J| < 1/2. By the Radon-Nikodym theorem dµ = ω(t)dt with locally integrable ω (in fact ω will be locally bounded by the estimate on µ(J)).
Fix such a J ⊂ I ′ and let t be the center of J, and let |J| = 2h. Consider the Taylor expansion (15) γ
is equal to V t and so that for each j = 1,
Then there is a constant C (depending on I ′ and the C d bounds of γ) so that γ(s), s ∈ J, belongs to the parallelepiped
2 ). By (14) we get
which shows the absolute continuity of µ. In order to obtain (13) it suffices, by the Lebesgue differentiation theorem, to prove (16) lim sup
for every t in the interior of I. In what follows fix such a t and consider the Taylor expansion (15) . We distinguish the cases τ (t) = 0 and τ (t) = 0.
If τ (t) = 0 then K t ≤ d − 1 and using the orthonormal basis above the Taylor expansion can be rewritten as
where g l (u, t) → 0 as u → 0. Let ρ(h, t) = max K+1≤l≤d sup 0≤u≤h |g l (u, t)| and
and we have verified (16) for the case τ (t) = 0. If τ (t) = 0 we may replace the above orthonormal basis by the basis γ ′ (t),...,γ (d) (t) to rewrite the Taylor expansion (15) as
where lim u→0+ |e j (u, t)| = 0. Let
j! and there is h 0 (t) > 0 so that for h < h 0 (t) we have γ(t + u) ∈ P (h, t) for 0 ≤ u ≤ h. Thus, by (14) we see that for h ≤ h 0 (t)
which yields (16) in the case τ (t) = 0.
Interpolation of multilinear operators with symmetries
We shall now prove several lemmata involving real interpolation of multilinear operators with symmetry that have values in an r-convex quasinormed space V . These will lead to the proof of Theorem 1.3. The reader may consult Appendix A for some results from interpolation theory needed here.
The following notation, for a couple X = (X 0 , X 1 ) of compatible quasinormed spaces, will be convenient. Set, for 0 < q ≤ ∞,
With this notation we formulate a version of Lemma A.3 for operators with symmetry.
Lemma 3.1. Suppose r ≤ 1, and δ 1 , . . . , δ n ∈ R. Let (X 0 , X 1 ) be a couple of compatible complete quasi-normed spaces. Let T be a multilinear operator defined on n-tuples of X 0 + X 1 valued sequences, with values in an r-convex space V and suppose that for every permutation π on n letters we have the inequality
Then there is a constant C such that for every doubly stochastic matrix
. . , n and every permutation π,
Proof. Because of the permutation invariance of the assumption it suffices to prove (18) for π = id. The assumption says that
. This can be rewritten as
where
recall that by definition X 0,r = X 0 and X 1,r = X 1 . Let P π be the permutation matrix which has 1 in the positions (i, π(i)), i = 1, . . . , n, and 0 in the other positions. Then the conditions s i = δ π(i) and θ i is as in (20) can be rewritten as s = P π δ and θ = P π e 1 (here the vectors are all understood as columns). For a doubly stochastic matrix A let H(A) be the statement that the conclusion
holds for the vectors s = A δ, θ = A e 1 . Now (20) is just saying that the statement H(P π ) holds. By Birkhoff's theorem every A ∈ DS(n) is a convex combination of permutation matrices and therefore the general statement in (19) follows immediately from repeated applications of a convexity property: Namely, if H(A + ) and H(A − ) hold for two doubly stochastic matrices A + and A − then the statement H((1 − γ)A + + γA − ) holds for 0 < γ < 1.
We now verify this convexity property. Let A + and A − be doubly stochastic matrices for which H(A + ) and H(A − ) hold, thus we have
for column vectors s ± = A ± δ, θ ± = A ± e 1 . By taking generalized geometric means we also have
, and
. By the last displayed formula and Lemma A.3 we get
By the reiteration theorem we have
,r , 0 < γ < 1 , and then, by Lemma A.4 there is the continuous embedding
i1 and thus (21) is just H((1 − γ)A + + γA − ).
We shall now apply an iterated version of the interpolation method by Christ [12] to upgrade n − 1 of the n spaces ℓ r
, provided that the parameters correspond to doubly stochastic matrices in the interior of the Birkhoff polytope, the set DS • (n) of doubly stochastic n × n matrices A = (a ij ) for which all entries lie in the open interval (0, 1). In the following lemma we assume the conclusion of the previous lemma and also an additional assumption on δ.
Lemma 3.2. Suppose n ≥ 3, 0 < r ≤ 1, and δ 1 , . . . , δ n ∈ R. Assume that there are two indices i 1 , i 2 with 2 ≤ i 1 < i 2 ≤ n so that δ i 1 = δ i 2 . Let X 0 , X 1 be compatible, complete quasi-normed spaces and let T be an n-linear operator defined on n-tuples of X 0 + X 1 -valued sequences, with values in an r-convex space V . Suppose that for every A ∈ DS • (n) there is C(A) such that
whenever σ = A δ, µ = A e 1 .
Then for every
with s = A δ, θ = A e 1 .
Proof. Let A ∈ DS • (n), and let 2 ≤ k ≤ n + 1. Let H n+1 (A) denote the statement that (22) is true for σ = A δ, µ = A e 1 . Let H n+1 denote the hypothesis (22) for all A ∈ DS • (n). For 2 ≤ k ≤ n let H k (A) denote the statement that there is C depending on A so that the inequality
We seek to prove H 2 . In what follows we thus need to show for 2 ≤ k ≤ n, A ∈ DS • (n) that H k+1 implies H k (A). We assume in our writeup that k ≤ n − 1 but the proof carries through to cover the initial case k = n if we interpret n i=n+1 . . . as 1. Assuming H k+1 we shall first prove a preliminary inequality H prel k (A), namely
n) and let ε > 0 with the property that all entries of A lie in the open interval (2ε, 1 − 2ε). We define two n × n matrices A + = A + (k) and
It is easy to see that A ± belong to DS • (n). Also if s = A δ, θ = A e 1 , and
using the real interpolation K ϑ,q method with parameters ϑ = 1/2 and q = ∞. Since θ 
Thus we obtain by interpolation of L k (using H k+1 (A ± ))
By Lemma A.3 and the reiteration theorem we get
This finishes the proof of the implication
and let ε > 0 so that all entries of A lie in the open interval (2ε, 1 − 2ε). We define two n × n matrices A + and A − (depending on k and different from the ones in the first step) by letting (28) a
Then A + and A − are in DS • (n). It is important for our argument that the first column of A ± is equal to the first column of A. Let s ± = A ± δ, s = A δ; then s ± i = s i for i / ∈ {1, k} and s
We interpolate the linear operator L k as in (27) . This time we use H prel k (A ± ) and the formula (29) ℓ r s
which is a special case of formula (89) in the appendix. This yields
By Lemma A.3 and the reiteration theorem we also get
which is H k (A).
We are now in the position to give the Proof of Theorem 1.3. We first reduce to the case m = 1. If π denotes the permutation that interchanges 1 and m, with π(i) = i for i / ∈ {1, m}, we define
If T satisfies the assumptions of Theorem 1.3 then T π satisfies the assumptions with the choice m = 1 and the parameters (δ 1 , . . . , δ n ) replaced with (δ π(1) , . . . , δ π(n) ). By symmetry we get the statement for T from the statement for T π . After this reduction we may assume m = 1 in what follows. Let A ∈ DS • (n). For any B ∈ DS(n) let H A (B) denote the statement that there is C > 0 so that the inequality
As an immediate consequence of Lemma A.2 we see that given A ∈ DS • (n) the matrices B satisfying H A (B) satisfy a convexity property, namely, if
holds for all B ∈ DS(n) once we have shown it for all permutation matrices. For this we first apply Lemma 3.1, and then, by the conclusion of that lemma we can apply Lemma 3.2 to the multilinear operators T π in (30) . As a consequence there is, for every A ∈ DS • (n), a constant C(A) so that for s j = n j=1 a ij δ j , θ i = a i,1 and every permutation π
It is straightforward to check that this conclusion is exactly statement H A (P ) for all permutation matrices P .
Hypotheses for the restriction theorem
Given a parameter interval I we shall consider a class C of vector valued functions γ : J γ → R d of class C d defined on subintervals J γ of I. For every γ ∈ C the restrictions of γ to subintervals of J γ will also be in C.
Definition. (i) Let
(ii) Let τ = τ γ be as in (1) . We denote by τ γκ the corresponding expression for the offspring curve, i.e. (2) . For γ ∈ C defined on I we shall consider the adjoint operator
operator norms (here we work with a fixed equivalent norm on
. We consider L Q,∞ (R d ) as a normed space, the norm being h * * L Q,∞ = sup t>0 t 1/Q h * * (t) where h * * is as in (83) with ρ = 1. We also continue to use h L Q,∞ = sup α(meas({|h| > α})) 1/Q , the usual equivalent quasinorm (and the constants in this equivalence are independent of the measure space).
We shall make the a priori assumption that
is finite and the main goal is to give a geometric bound for the constant B. We remark that the finiteness of B has been shown in [6] for certain classes of smooth curves with nonvanishing torsion. Once a more effective bound for B is established one can prove Theorems 1.1 and 1.2 by limiting arguments.
We now formulate the hypotheses of our main estimate. Two of them were relevant already in [20] , [21] . 
(i) There is N 1 ≥ 1 so that for every γ ∈ C the map Φ γ : E → R d with
is of multiplicity at most N 1 .
(ii) Let J Φγ denote the Jacobian of Φ γ ,
Then there is c 1 > 0 such that for every (t 1 , . . . , t d ) ∈ I d with t 1 < · · · < t d we have the inequality
(iii) Every offspring curve of a curve in C is (after possible reparametrization) the affine image of a curve in C.
(iv) There is c 2 > 0 so that for every γ ∈ C and every offspring curve γ κ of γ we have the inequality
Inequality (37) is a strengthening of a weaker inequality which was used in [20] , [21] , [6] , [7] , namely (38) |τ
The stronger inequality allows us to replace the geometric mean on the right hand side of (38) by generalized geometric means 
2 ). For an explicit constant see (57) below.
Proof of Theorem 4.2
Let w ≡ w γ define the affine arclength measure of γ. We start with Observation 5.1. If γ ∈ C is defined on I and w is a nonnegative measurable weight satisfying w(t) ≤ w(t) then there is a constant C such that
Proof. One can use a duality argument (as in the submitted version) to
We aim to prove estimates for the d-linear operator M defined by
Denote by V (t 1 , . . . , t d ) = 1≤i<j≤d (t j − t i ) the Vandermonde determinant and let, for l ∈ Z,
Following the reasoning in [4] , [6] for the nondegenerate case we decompose M = l∈Z M l where (40)
An important ingredient is an estimate for the sublevel sets of the restric-
where the measure is Lebesgue measure in R d−1 . This was proved in [20] (cf. also the exposition in [6] ).
, and q i such that
Proof. For every permutation π on d letters set
By assumption the map Φ :
We apply the change of variable, followed by Plancherel's theorem, followed by the inverse change of variable to bound
By our assumption (36), the right hand side is dominated by
The sublevel set estimate (41) with α = 2 −l yields
By symmetry we get a similar statement with the variables permuted and then by complex interpolation also (44)
If we apply this statement with g i = f i w
3−d 4
we obtain (42).
To prove (43) it suffices to show that for fixed (η 1 , . . . , η d ) with η i ≥ 0 and
Once this inequality is verified, we also get, by the symmetry of M l , the bound Bc
Q ′ ∞ and then the inequality (43) follows by complex interpolation.
Let, for any permutation π on d letters
To prove (45) we split M l = π M π l where
by the right hand side of (45). Now let ν = π −1 (1) and let H ν be the hyperplane {(κ 1 , . . . , κ d ) : κ ν = 0}. We change variables s = t 1 , κ j = t π(j) − t 1 , j = ν hence t i = s + κ π −1 (i) , i = 1, . . . , d, and thus t 1 = s. Note that with this identification
Let dm Hν denote Lebesgue measure on H ν (in d − 1 dimensions). Let, for κ ∈ H ν , denote by γ κ the offspring curve γ κ (s) = γ(s)
the weight for the affine arclength measure associated to γ κ . By assumption the offspring curve γ κ is (after possible reparametrization) an affine image of a curve in the family C. Thus, by affine invariance and invariance under reparametrizations we have the inequality
By hypothesis (37), and
By Observation 5.1 we then also have
We apply this with
and, using the relation
. Now use the triangle inequality for an equivalent norm in the space L Q,∞ and apply the analogue of the integral Minkowski inequality to get
By (41) we have m H ν (D ν l ) 2 −2l/d . Thus the last displayed quantity is less than a constant times
and (45) is proved.
Let
Proof. We may interpolate the L 2 bounds and the L Q,∞ bounds for M l to get a satisfactory estimate for the L Q/d,∞ norm of each M l but the resulting estimates cannot be summed in l. We use a familiar trick from [11] , estimating l M l using the bound (42) for 2 l ≤ Λ and the bound (43) for 2 l > Λ, for Λ to be determined. For fixed α > 0 we need to estimate the measure of G α = {x :
and applying Lemma 5.2 we obtain
We choose Λ so that the two expressions on the right hand side of (52) balance, i.e. Λ = (
. This leads to the bound meas(G α )
and we have
with C as in (51).
By Lemma A.3 the previous display implies that
where the interpolation space refers to the couple Y i with
Since the block Lorentz spaces are retracts of sequence spaces (cf. the discussion following (11)) the formula (90) implies the continuous embedding
We apply this with ϑ = 4/(d + 2). Then if p i , β i are in (48), (49) the usual interpolation formula for Lorentz spaces gives
and it follows that b 1 1 . Now (50) follows from (53).
As stated above the conditions (48), (49) give
In particular we may choose p i = Q and β i = 1/Q and this choice yields an estimate for
However we need a better estimate for f i in the larger space b
as the weight w will be fixed.
Proof of Theorem 4.2, cont. We choose n > Q and estimate the n-linear operator
in L r,∞ where r = Q/n < 1.
For every permutation π on n letters we may write
Notice that by Hölder's inequality for Lorentz spaces (55)
We apply Lemma 5.3 for special choices of the parameters q i , ρ i . Let µ be a small parameter (say |µ| ≪ (10Qd 2 ) −1 ), put ρ i = 2d, i = 1, . . . , d, let
and set
= Q −1 and q 3 < q 2 < Qd < q 1 if µ > 0 (for µ < 0 these inequalities are reversed). Now by (48), p
Let β i be as in (49) (with η 3 = · · · = η d and the choice of η 2 and η 3 to be determined later). With these choices we use (55), and apply (50) for the term involving M and (54) for the remaining n − d terms. This results in
Now fix the first two entries and take generalized geometric means of these estimates to get
].
By (56), and Lemma A.3, we get
The constant simplifies to (CB d−2 d+2 ) n/d . By Lemma A.4 and a trivial embedding for the first two factors we also get
where δ 1 = β 1 , δ 2 = β 2 and
We may choose η 2 , η 3 , so that δ 2 = δ 3 . This is needed for the application of Theorem 1.3. We choose X 0 = L p 2 ,1 , X 1 = L p 1 ,1 and by the conclusion (10) of that theorem we obtain
Also n−1 n
Take f 1 = · · · = f n = f and since
, and this finally implies
where C is as in (51).
Proof of Theorem 1.1
The crucial idea, due to Drury and Marshall [21] , is to use an exponential parametrization. Fix R > 0,
and let C b,R be the class consisting of Γ b and restrictions of Γ b to subintervals. The objective is to prove the bound E w f L Q,∞ ≤ C( R 0 |f (t)| Q w(t)dt) 1/Q with a constant independent of b and R. This inequality is trivial if some of the b i coincide since then w = 0 and thus E w = 0. When the b i are pairwise different a priori we at least know that the quantity B(C b,R ) is finite, but with a bound possibly depending on b and R. To see this one may apply the result of [6] since the torsion τ is positive and Γ b is smooth on the compact interval I R .
We need to check Hypotheses 4.1. Most of this work has already been done in [21] . If we form the κ-offspring curves γ κ (see the definition in §4), then γ κ (t) = γ(t)E(κ) where E(κ) denotes the diagonal matrix with entries
and thus is an affine image of a curve in C. The bounded multiplicity hypothesis is valid by the discussion in [21] , p. 549 (this goes back to a paper by Steinig [36] ). The crucial inequality (36) has already been verified by Drury and Marshall who proved the relevant 'total positivity' bound in [21] , p. 546; cf. also [16] for an alternative approach. The constant c 1 is independent of b and the estimate holds globally.
It remains to verify the second main assumption, inequality (37) . We recall from [21] , [6] formulas for the torsion τ (t) = τ b (t) of Γ b (t):
For the torsion of the offspring curve γ κ we have
Therefore, it follows that
and (37) Remark. The sharp L p → L q estimates for monomial curves in our earlier paper [6] have been recently extended by Dendrinos and Müller [16] to cover small local perturbations of monomial curves. In their setting they prove an analogue of the geometric assumption (36); moreover, Lemma 2 and Lemma 4 in [16] show that a variant of the above calculation remains true and (37) continues to hold (although no global uniformity result is proved in this setting). One can thus obtain a local analogue of Theorem 1.1 for perturbations of monomial curves. As a consequence one also gets an L p d ,1 → L p d endpoint result for every curve of finite type, defined on a compact interval, and the estimate is stable under small perturbations.
7.
Curves of simple type and the proof of Theorem 1.2
As observed in [20] some technical issues in the restriction problem with respect to affine measure become easier for classes of curves of simple type on some interval I, namely γ ∈ C d is supposed to be of the form
In this case τ (t) = φ (d) (t). Moreover, because of the triangular structure of the matrix defining the torsion, the torsion of the offspring curve is easy to compute. We get
Consequently, the verification of condition (37) is often trivial:
Observation 7.1. Let γ be as in (58) and assume that on an interval I the function φ (d) is of constant sign. Let t + κ 1 , t + κ d ∈ I. Then condition (37) holds with c 2 = 1.
so that (37) holds. In contrast, the verification of our first main hypothesis (36) can be hard. The inequality on suitable subintervals has been verified for polynomial curves (P 1 , . . . , P d ) by Dendrinos and Wright [17] , and their argument is of great complexity. An extension to curves whose coordinate functions are rational has been worked out in [14] . Below we give a rather short argument of (36) for the case of a polynomial curve of simple type. In this case one can prove an estimate which is slightly stronger than (36) .
We finally remark that both (36) and (by the observation above) (37) hold for a class of 'convex' curves of simple type considered in [7] . This class also contains nontrivial examples in which the curvature vanishes to infinite order at a point.
Jacobian estimate for polynomial curves of simple type. The strengthened version of (36) for simple polynomial curves is
We begin by proving an auxiliary lemma where the polynomial assumption is not used.
Proof. We will follow the arguments in [7] . We first show that
To prove this we first note that since a determinant is zero if two columns are equal, we have
is the determinant of a matrix with the first row (0, . . . , 0, 1), and one easily checks that
Combining the two previous displays yields (62).
We now wish to iterate this formula. It is convenient to denote by
e with increasing coordinates). We shall set (s 1 , . . . ,
Note that if the coordinates of x d−k+1 j are increasing in j then for every
The formula (62) can be rewritten as
We also have
Hence, if
we get
it follows by rearranging the factors that
This proves (61).
We also need the following observation on polynomials.
Lemma 7.4. Let p be a real-valued polynomial of degree ≤ N and |p(t)| > 0 on (a, b). Then, for every ε ∈ (0, 2 −N ),
Proof. To show (63) we check that for c ∈ R and 0 < δ < 1/2 we have
And if c < a < b and
. This gives (64).
Moving towards (63), we may normalize the leading coefficient and write
j , c i , d j , e j ∈ R, and N 1 + 2N 2 ≤ N . To establish (63) we show that
if 0 < δ < 1/2 and q(t) = t − c or q(t) = (t − c) 2 + d 2 . The case q(t) = t − c follows from (64). If q(t)
by (64). This gives (65). Finally {t ∈ (a, b) : |p(t)| < ε|p(b)|} is contained in the union of the N 1 sets {t ∈ (a, b) :
This proves (63).
Proof of Proposition 7.2. With φ = P b fixed choose the I n such that φ (d) and φ (d+1) are nonzero on the interior of each I n . We assume without loss of generality that φ (d) , φ (d+1) > 0 on the interior of I n . If we put s j = t + κ j , then it follows by Lemma 7.3 that
for some nonnegative function Ψ(u) = Ψ(u; s 1 , . . . , s d ) which satisfies
To see (59) we use this fact and (67). Thus we have
by Lemma 7.4 and our choice of ε. Hence, by (66) and (68), we have Denote by C the class of simple curves given by φ, on I 0 or on subintervals of I 0 . We notice that the offspring curves are affine images of the original curves (cf. the proof of Lemma 3.1 in [7] ). The bounded multiplicity hypothesis (when the curve is restricted to suitable subintervals) is discussed in [20] , [17] . Theorem 4.2 gives the desired conclusion on the interval I 0 with no reference to a nondegeneracy assumption. A limiting argument gives the conclusion on the full interval I. Since φ is a polynomial and by Proposition 7.2 we have to apply this consideration to only a finite number of intervals.
Remark. Let Γ(t) = (R 1 (t), . . . , R d (t)) where R i (t) = P 1,i (t)/P 2,i (t), P 1,i , P 2,i are polynomials. It has been proved by Dendrinos, Folch-Gabayet and Wright [14] that R can be decomposed into a finite number of intervals (depending on d and the maximal degree of the polynomials involved) so that the crucial hypothesis (36) is satisfied on the interior of each interval.
In the special case of rational curves of simple type (with R i (t) = t i /i!, i = 1, . . . , d − 1 and R d (t) = P (t)/Q(t), P, Q polynomials) one can show that after a further decomposition Observation 7.1 applies. Thus Theorem 1.2 extends to rational curves of simple type.
8.
A note on the range of the sharp L p → L q adjoint restriction theorem for general polynomial curves Suppose t → γ(t) = (P 1 (t), . . . , P d (t)) is a polynomial curve in R d , with the P i of degree at most n, and suppose that dλ = wdt is the affine arclength measure on γ. Dendrinos and Wright [17] established the critical Fourier extension estimate
in the range 1 ≤ p < d + 2 (the range obtained by Christ [12] in the nondegenerate case). Much earlier Drury [18] had proven a restriction estimate for certain curves (t, t 2 , t k ) in dimension 3 that was valid for 1 ≤ p < 6 and therefore valid for some p outside of the Christ range. It turns out that by replacing two of the estimates in Drury's argument by estimates of Dendrinos and Wright and of Dendrinos, Laghi and Wright [15] one can extend Drury's result to general polynomial curves in R 3 . Moreover using an estimate of Stovall [37] , one can show 
The necessary estimate from [37] is
, from which it follows by the Hausdorff-Young inequality that
Drury's argument is an iterative one. Begin by assuming that the L p 0 → L q 0 estimate (70) holds for some p 0 and q 0 satisfying
To see this write f dλ * g s 0 = f dλ g s 0 and estimate this by f dλ q 0 g 2 , using Hölder's inequality. Now use the assumed L p 0 → L q 0 inequality and Plancherel's formula to get (74). Interpolation of (73) and (74) gives
We wish to apply this inequality with g equal to the d-fold convolution in (72). This restricts the r-range to r < d+2 d (corresponding to the range t < d + 2). A calculation shows that this restricts the range of ϑ in (76) to
With g = f dλ * · · · * f dλ we obtain from (75)
2 and r, a, s are as in (76) with ϑ > ϑ min . With f = χ E this becomes
where s, a, t are in M ϑ 1 . For almost every y ∈ Ω the function z → H z (y) is bounded and analytic in S, continuous on S.
We use the standard properties of the Poisson-kernel associated with S, see Ch. V.4 in [35] . Let P 0 (ϑ, t) = 
Thus, proceeding exactly as in [32] we have
By Jensen's inequality,
By Hölder's inequality we have (A
1−ϑ 0
A ϑ 1 ) * * (t) ≤ (A * * 0 (t)) 1−ϑ (A * * 1 (t)) ϑ . By Fubini's theorem we get A * * 0 (t) ≤ B 0 (t), A * * 1 (t) ≤ B 1 (t) where We get H * * ϑ+iτ λ q,r ≤ CM 1−ϑ 0 M ϑ 1 , using the above formulas for the integrals of P 0 and P 1 .
We now use Lemma A.1 and a straightforward transference method to prove an interplation theorem for sequences with values in certain real interpolation spaces X θ,q . When applying the complex interpolation method the case q = ∞ may pose some difficulties which can be avoided if ℓ ∞ is replaced by the closed subspace c 0 . In particular it is convenient to replace the real interpolation space X ϑ,∞ by X 0 ϑ,∞ , the closure of X 0 ∩ X 1 in X ϑ,∞ . To deal with this distinction we introduce some notation for the following lemma. We will work with a couple X = (X 0 , X 1 ) of compatible complete quasi-normed spaces. If q < ∞ we denote by Z(q, s, θ) = ℓ q s (X θ,q ) the space of X θ,q -valued sequences F = {F k } k∈Z with norm For q = ∞ we define Z(∞, s, θ) = c 0 (X 0 θ,∞ ), a closed subspace of ℓ ∞ s (X θ,∞ ), with norm sup k∈Z 2 ks F k X θ,∞ . We shall say that F = {F k } ∈ Z(q, s, θ) is compactly supported if F k = 0 except for finitely many k.
Lemma A.2. For i = 1, . . . , n, let 0 < θ i,0 , θ i,1 < 1, 0 < q i,0 , q i,1 ≤ ∞, s i,1 , s i,0 ∈ R. Let T be an n-linear operator defined a priori on n-tuples of compactly supported (X 0 ∩ X 1 )-valued sequences, with values in a Lorentz space V , and suppose that for such sequences the inequalities Then T uniquely extends to an operator bounded on n i=1 Z(q i , s i , θ i ) so that
Proof. The uniqueness of the extension is clear because of the density of compactly supported X 0 ∩ X 1 -valued functions in Z(q, s, θ) (for q = ∞ this requires the modification in the definition using c 0 (X 0 θ,∞ )). In what follows we write matters out for the case that the q i < ∞ and leave the obvious notational modifications in the case q i = ∞ to the reader. It will be convenient to use the characterization of X θ,q by means of the J-functional.
It suffices to prove that for F i Z(q i ,s i ,θ i ) ≤ 1, i = 1, . . . , d, for i = 1, . . . , n. Let χ ν (k, l) = 1 if N ν ≤ max{|k|, |l|} < N ν+1 and χ ν (k, l) = 0 otherwise, and let F ν i,k = l χ ν (k, l)u i,k,l . Then ∞ ν=1 F ν i = F i with convergence in Z(q i , s i , θ i ) and, for each k, ∞ ν=1 F ν i,k = F i,k with convergence in X θ i ,q i and a fortiori with convergence in X 0 + X 1 .
In order to prove (85) we fix the chosen vectors u i,k,l and define operators acting on n-tuples of functions a = {a k,l } defined on a subset of Z × Z. Let M ν = {(k, l) : max{k, l} ≤ max{N ν 1 +1 , . . . , N νn+1 }}. For any n-tuple ν = (ν 1 , . . . , ν n ) of nonnegative integers we let F where the constant C is independent of the choice of the specific u i,k,l and independent of ν. The inclusion of ε in the definition of w q,s,θ guarantees the positivity of the weight. Once the bound (87) is verified we will then apply it to the sequences a i k,l = χ ν i (k, l). For this choice of the a i an estimate for the expression S ν [a 1 , . . . , a n ] V becomes an estimate for T [F and by definition of the X ϑ,q;J norm we have l
