The paper is devoted to Schrödinger operators on bounded intervals of the real axis with dissipative boundary conditions. In the framework of the Lax-Phillips scattering theory the asymptotic behaviour of the phase shift is investigated in detail and its relation to the spectral shift is discussed. In particular, the trace formula and the Birman-Krein formula are verified directly. The results are exploited for dissipative Schrödinger-Poisson systems.
Introduction
Stationary Schrödinger-Poisson systems play an important role for the quantum description of semi-conductors, cf. [27, 28, 29, 34, 35, 36] . The main ingredient of such systems is a Schrödinger operator which defines the carrier densities entering into the Poisson equation. It urns out that as far as the involved Schrödinger operator is defined by self-adjoint boundary conditions the arising current densities are always zero. Hence, carrier transport cannot be modelled by self-adjoint boundary conditions. A natural way to overcome this problem is to replace them by dissipative ones [10, 12, 13, 24, 25] or, more advanced, by families of dissipative operators with spectral parameter dependent dissipative boundary conditions, cf. [9, 11, 15, 16, 19] . In order to handle dissipative Schrödinger-Poisson systems a detailed investigation of dissipative Schrödinger operators and a comprehensive knowledge of their properties is highly desirable.
Moreover, besides the physical relevance of dissipative Schrödinger operators there is an intrinsic mathematical interest in such operators since they are examples of non-selfadjoint operators which admit a fairly good investigation. The powerful tool for this is the dilation and model theory for dissipative operators, cf. [18] . With respect to physical applications the self-adjoint dilation of a dissipative Schrödinger operator can be regarded as the Hamiltonian of a closed quantum system in which the dissipative Schrödinger system is embedded. This gives rise to interpret dissipative systems as open ones. There is an rich literature on dissipative Schrödinger operators, their dilations and eigenfunction expansions mainly for Sturm-Liouville operators [2, 3, 5, 7] , [38] - [41] but also for Schrödinger operator in higher dimensions, cf. [37] . The investigations are extended to matrix-valued dissipative Sturm-Liouville operators, see [4, 6, 8] .
From [18] it s known that dissipative operators are completely described by the characteristic function which is an analytic contraction-valued operator function defined in the lower half-plane. It turns out that the characteristic function of a dissipative operator can be regarded as the scattering matrix of a suitable posed Lax-Phillips scattering theory, cf. [32] . In view of dissipative Schrödinger-Poisson systems the characteristic function is a very important quantity, too. In fact, it is directly related to the current density of such systems, cf. [11, 12, 24] , and the asymptotic properties of the so-called phase shift strongly affects the definition of the carrier density. We show this in a forthcoming paper [33] . Current and carrier densities, however, are crucial for Schrödinger-Poisson systems with carrier transport. The paper is organized as follows. In Section 2 we introduce a boundary triplet which allows us appropriately to describe self-adjoint and maximal dissipative Schrödinger-type operators used in the following. In particular, we verify in this way some properties of Schrödinger-type operators not proven in [26] and introduce the characteristic function quite different from [26] in terms of that boundary triplet. In Section 3 we give a short introduction to the Lax-Phillips scattering theory for Schrödinger-type operators. Section 4 is devoted to the phase shift of the Lax-Phillips scattering theory; in particular, asymptotic estimates of the phase shift are verified. Finally, in Section 5 we introduce the spectral shift for the pair
is the the self-adjoint operator generated by l [V ] with Dirichlet boundary conditions. The existence of the spectral shift follows from an abstract result proven in [1] .
Notation: Hilbert spaces are denoted by Gothic letters, for instance 
we denote the standard Sobolev spaces. The norm of a Banach space X is denoted by · X or simply by · . The scalar product of a Hilbert space H is denoted by (·, ·) H or simply by (·, ·). In the special case of the Hilbert space C 2 we use the notation ·, · for the scalar product. The set of bounded operators on some Banach space X is denoted by B(X). For a densely defined linear operator A : X −→ X we denote by A * , spec(A) and res(A) its adjoint operator, the spectrum and resolvent set, respectively. 
which has the deficiency indices (2, 2). The adjoint operator S [V ] * is given by
It is straightforward to verify that (C 2 , Γ 0 , Γ 1 ) performs a boundary triplet for S[V ] * , for definition see [23] and references therein, where
.
That is, one has to show that Green's identity
is satisfied and the operator Γ :
is surjective, which can be easily seen. We note that the selfadjoint extension
* ker(Γ 0 ) corresponds to the Dirichlet boundary conditions, that is,
Let B a dissipative or self-adjoint operator on the Hilbert space C 2 . By
one defines a maximal dissipative or self-adjoint extension of the symmetric operator S [V ] . Setting
The defect subspace of 
The functions res(H
In the present case the Weyl function is meromorphic in C with poles on R which coincide with the eigenvalues of
For any dissipative or self-adjoint operator B on C 2 the so-called Krein's formula
holds, cf. [20] . In particular, we have
In both cases the operator is completely non-selfadjoint, see [25] . In accordance with [26] we consider only the case κ a , κ b ∈ C + in the following. 
Characteristic function
If B is dissipative operator, then in accordance with [21] the characteristic function In the following we use the representations
Hence we obtain
, z ∈ C − , and using the definition (2.2) we get 
Taking the adjoint we get
Multiplying again this equation on the left by Γ 0 we find
, we finally get
Inserting this expression into (2.5) one obtains
Hence the adjoint operator
Taking into account (2.6) we find
was introduced. Since
which coincides with the representation of the characteristic function of [26] . Using the representation (2.8) we prove the following lemma.
holomorphic in a neighbourhood of R and obeys
Proof. For simplicity we set
We note that inf spec(H[V ]) =: γ V is finite. Let us introduce the operator
where α is defined by (2.7). A straightforward computation shows that the representation
is valid for λ < γ V . Hence the characteristic function admits the representation
which yields immediately the operator-norm convergence of (2.9).
Dilation and Lax-Phillips scattering
see [18] .
Obviously, from the condition (3.1) one gets
Minimal self-adjoint dilations of maximal dissipative operators are determined up to an isomorphism, in particular, all minimal self-adjoint dilations are unitarily equivalent. The self-adjoint operator K[κ a , κ b , V ] is absolutely continuous and its spectrum coincides with the real axis, i.e. spec(K) = R. The multiplicity of its spectrum is two. The dilation space K and the dilation K[κ a , κ b , V ] can be explicitly given by
2)
where
For more details the reader is referred to [26] . Obviously, the closed symmetric operator
The deficiency indices of L[V ] are (4, 4). The domain of the adjoint operator
If we introduce the differentiation operator K 0
and using the decomposition
The wave operators
can be identified with the Lax-Phillips wave operators, cf. [14, 32] , because the absolutely continuous subspace 
It acts only on the subspace K 0 and is unitary there. Further, the Lax-Phillips scattering operator commutes with
defines a unitary operator such that F K 0 F * coincides with the multiplication operator M , 
holds for a.e. λ ∈ R, see also [24] .
Phase shift
which is equivalent to
Notice that the phase shift is determined modulo Z. To eliminate this non-uniqueness of the definition we demand in the following that ω[κ a , κ b , V ](λ) is continuous in λ ∈ R and obeys lim
which is in accordance with Lemma 2.2.
Proof. For brevity we set
Since the characteristic function Θ(λ) is holomorphic in a neighbourhood of R one gets that the phase shift ω(λ) is also holomorphic there. By
λ ∈ R, and Lemma 3.1 of [26] we find
Using Formula (3.39) of [26] we obtain
Using (2.8), a straightforward computation shows
which gives
Taking into account formula (IV.1.14) of [22] we obtain
for λ ∈ R. 
for each fixed λ ∈ R. To treat this problem we introduce the family
where the boundary coefficients are given by
The spectrum spec(H θ [V ]) consists of simple eigenvalues spec(H
θ [V ]) = {λ k [V ](θ)} k∈N , −∞ < λ 1 [V ](θ) < λ 2 [V ](θ) < . . . . Lemma 4.2 If V ∈ L ∞ R (Ω), then H θ [V ] ≥ H θ [V ] for 0 ≤ θ ≤ θ < 2π.
Proof. The sesquilinear form t θ [V ] corresponding to H θ [V ] is given by dom(t
which completes the proof.
The min-max principle gives the following
Let us show that in fact the monotonicity of the eigenvalue curves is strict:
Proof. We note that {H θ := H θ [V ]} θ∈(0,2π) is not only a monotone family but also an analytic one of self-adjoint operators of type (B), cf. [30, Section VII. 4.2] . This yields that the eigenvalues of λ n (θ) := λ n [V ](θ) depend analytically on θ ∈ (0, 2π). Assuming now that there is a k ∈ N such that λ k (θ ) = λ k (θ ) for some 0 < θ < θ < 2π. In this case we
, that is, λ k (θ) is constant and equals the Dirichlet eigenvalue λ k (0).
Next we show that if for some k ∈ N we have λ k (θ) = λ k (0), θ ∈ (0, 2π), then for each j ∈ 1, 2, . . . , k one has λ j (θ) = λ j (0), θ ∈ (0, 2π). Indeed, let us assume that there is a θ ∈ (0, 2π) such that λ k−1 (θ) < λ k−1 (0). In this case there is a neighbourhood U := (λ k−1 (θ), λ k (0)) of λ k−1 (0) which contains no eigenvalue of H θ for θ ∈ (θ, 2π). However, this is impossible by Lemma 2.1. In fact, if θ is sufficiently close to 2π, then the neighbourhood U has to contain an eigenvalue of H θ . Hence the assumption λ k−1 (θ) < λ k−1 (0) was false which yields λ k−1 (θ) = λ k−1 (0) for θ ∈ (0, 2π). By induction we get that λ j (θ) = λ j (0), θ ∈ (0, 2π), holds for each j = 1, 2, . . . , k.
In particular, this holds for the lowest eigenvalue λ 1 (θ) = λ 1 (0), θ ∈ (0, 2π), which is given by
But (4.3) implies lim θ↑2π λ 1 (θ) = −∞ which contradicts the conclusion that λ 1 (θ) remains unchanged for θ ∈ (0, 2π).
Our next aim is to determine lim θ↓0 λ n [V ](θ) and lim
, then the eigenvalue curves satisfy
4)
and lim 
An application of Lemma 4.2 implies (4.4). It remains to show (4.5). First, by monotonicity the limits lim θ↑2π λ k [V ](θ), k ∈ N, exist, too. We introduce the intervals 
The closed symmetric operator S[V ] has the deficiency indices (1, 1). Obviously we have
, θ ∈ (0, 2π), we denote the self-adjoint operator
, and we set 
has at most one eigenvalue in each gap ∆ k . Taking into account (4.6) we find
We set
Further, let us introduce the symmetric operator S[V ] defined by
which has the deficiency indices (1, 1), too. Obviously, the operator 
Taking into account (4.7) we obtain
for k = 2, 3, . . . . Let us assume that for some j ≥ 2 we have
In this case, we find that lim 0) 0) 
In particular, we have that the interval ∆ 1 contains only one eigenvalue of H θ [V ] for each θ ∈ (0, 2π). However, this is impossible, too. To show this we introduce the self-adjoint operator h θ , θ ∈ (0, 2π), 
Proof. Multiplying the relation (2.8) on the left by
where we recall that ·, · denotes the scalar product of
Taking into account (4.8) one gets that the element g has to satisfy the boundary conditions
Multiplying on the left by α we obtain
Setting ξ := αg and using (2.8) we complete the proof. 
For each h ∈ L 2 (Ω) we have
which is impossible. The same holds for θ = π which yields µ = −1.
By Lemma 4.6 we have
which proves (4.9).
Let us introduce the spectral distribution function
Proof. Let us consider the sets
By Lemma 4.7 one has
By Proposition 4.5 only the eigenvalues
, θ ∈ (0, 2π), belong to the interval ∆ n , other eigenvalues cannot. Further, by Proposition 4.5 we have
Moreover, we have
Hence there is at least one θ ∈ (0, π) such that
(θ) which shows card{Λ n } ≥ 1. Therefore card{Λ n } = 1 which implies immediately (4.10).
11)
Proof. Obviously, we have
Using Theorem 4.8 we find
Further, we note that 
In fact, the difference is a two dimensional operator.
holds for z ∈ C + .
Proof. Using formulas (3.13) of [26] we find that 
The trace formula then takes the form
Let us clarify the relation between
Proof. Using the terminology of Ch. 3 and taking into account (3.5) and (3.6) we find that
where we have used that the spectrum of H[κ a , κ b , V ] is non-real. Finally, Lemma 3.1 of [26] states the coincidence of the right hand sides of (5.6) and (5.5) , what completes the proof. 
f ∈ H, for z ∈ C + . Using Lemma 5.3 we find
f ∈ H, for z ∈ C + . We note that
where{f n } n∈N is an orthonormal basis of H. Inserting (5.8) and (5.9) into (5.10) we get
which leads to the relation
one has
Integrating by parts and using that N D (λ) behaves like the square root of λ at +∞ we get
Similarly, by Lemma 4.1 we get
Again, integrating by parts and taking into account Theorem 4.8 we obtain where ln 0 (·) is a suitably chosen branch of ln(·), see [31, 42] . Notice that there is a real constant c n such that η n (t) = η 0 (t) + c n , t ∈ (−π, π].
Since U −U D is a four-dimensional operator one gets from [31] We note that (5.13) is weaker than (5.12), however, the proof relies only on abstract results on the spectral shift.
Remark 5.7 The result (5.13) immediately implies that
Remark 5. 
