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초 록: 전력가격의 상승으로 데이터센터의 운영비 부담이 늘어나는 가운데, 슈퍼컴퓨터에 저전력 프로세서를 사용하
여 데이터센터의 전력소모를 감소시키는 연구가 활발하다. 일반적으로 모바일 기기 등의 운용환경을 기준으로 신뢰성 평
가가 이루어지는 저전력 프로세서를 슈퍼컴퓨터에 사용하는 경우 상대적으로 가혹한 운용환경으로 인해 물리적, 기계적
신뢰성 문제가 발생할 수 있다. 이 논문은 슈퍼컴퓨터 운용 환경을 바탕으로 저전력 프로세서 패키지의 수명을 평가하였
다. 먼저 문헌조사, 고장모드 및 치명도 분석을 통해 저전력 프로세서 패키지의 주요 고장원인으로 온도 사이클을 선정하
였다. 부하-온도 관계를 확인하기 위해 단계적인 부하를 가하며 프로세서의 온도를 측정하였다. 가장 보수적인 운용조건
을 가정하고 온도 사이클에 관련된 고장물리 모델을 이용한 결과 저전력 프로세서 패키지의 기대수명은 약 3년 이하로
예측되었다. 실험 결과를 바탕으로 저전력 프로세서 패키지의 기대수명을 향상하는 방법을 제시하였다. 
Abstract: While datacenter operation cost increases with electricity price rise, many researchers study low-power
processor based supercomputers to reduce power consumption of datacenters. Reliability of low-power processors for
supercomputers can be of concern since the reliability of many low-power processors are assessed based on mobile use
conditions. This paper assessed the reliability of low-power processor packages based on supercomputer use conditions.
Temperature cycling was determined as a critical failure cause of low-power processor packages through literature surveys
and failure mode, effect and criticality analysis. The package temperature was measured at multiple processor load
conditions to examine the relationship between processor load and package temperature. A physics-of-failure reliability
model associated with temperature cycling predicted the expected lifetime of low-power processors to be less than 3 years.
Recommendations to improve the lifetime of low-power processors were presented based on the experimental results.
Keywords: Reliability, Supercomputers, Physics of failure, Low-power processors, Risk assessment
1. 서  론
데이터센터는 서버 및 냉각시설의 운영을 위해 다량의
전력을 소모하는데, 그린피스 조사결과에 따르면 국내
100여개 데이터센터들의 2013년 전력소모량은 약 26억
kWh 로 추산되고 있다.1) 이는 한 달간 1,200만 가구가 사
용 가능한 전력수준으로, 데이터센터 수, 전력소비량, 전
력가격 및 랙(rack) 단위 발열밀도 또한 증가추세에 있어
운영비 절감을 위해 데이터센터의 효율적인 전력관리가
중요해 지고 있다.1,2)
데이터센터는 전력량의 대부분을 서버의 전력소비 및
컴퓨터 발열로 인한 냉방부하로 소비하고 있다.3,4) 일례
로, 한국과학기술정보연구원 (KISTI)의 슈퍼컴퓨팅 센터
의 경우 수전용량의 약 59%를 냉방설비에 사용 중이다.5)
이에 따라 데이터센터의 냉방에너지 소비와 열 부하를 줄
이기 위해 서버 및 슈퍼컴퓨터의 에너지 효율이 중요시
되면서, 최근 저전력 프로세서를 사용하여 데이터센터의
소비전력을 줄이려는 시도들이 있다.6,7) 스페인 바르셀로
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나 슈퍼컴퓨팅 센터의 Mont-blanc 프로젝트의 경우, 모바
일 IT 제품용 저전력 프로세서인 Nvidia Tegra 3를 이용
하여 범용 x86_64 프로세서 기반 서버보다 전력소비를
약 34% 절감한 시제품을 제작했다.6) HP 또한 자사의 x86
기반 서버 대비 전력소비를 최대 89% 절감한 저전력 프
로세서기반 서버를 판매하는 등,7) 슈퍼컴퓨터의 연산속
도뿐만 아니라 전력절약 또한 중요해지고 있다.
저전력 프로세서의 예로 ARM사의 big.LITTLE 코어 솔
루션의 경우 프로세서 내부에 동작속도가 높고 낮은 이
종의 코어가 배치되는데, 작업요구량에 따라 코어자원을
선택적으로 사용하여 전력소모를 줄인다.8) 이는 소모전
력절약에는 도움이 되지만, 동작속도를 비롯해 프로세서
의 최대 성능을 이끌어낼 수 없다는 단점이 있다. 슈퍼컴
퓨터에서 요구되는 고성능 연산의 경우, 프로세서의 최
대성능을 사용하여 다량의 연산을 보다 짧은 시간 내에
처리해야 하므로 상기 방식은 슈퍼컴퓨터 환경에 부적합
할 수 있다.
저전력 프로세서의 다른 특징은 많은 경우 Ball Grid
Array (BGA) 패키지 방식을 사용하는 것이다. 모바일 제
품의 한정된 내부공간과 기능성을 위해 저전력 프로세서
는 아키텍처에 오디오 프로세서, 비디오 인코더, 메모리
등 부속 하드웨어들을 포함하는 단일 칩 시스템(SoC)을
갖추기도 한다.9) 부속 하드웨어가 많을수록 입/출력을 위
해 다수의 접점(Lead-count)을 필요로 하는데, BGA 방식
은 솔더 볼(solder ball)로 프로세서를 기판에 직접 실장하
여, 공간을 절약함과 동시에 접점요건도 충족시킨다.10)
그러나 BGA 계열 패키지는 열 스트레스 또는 화학적 반
응으로 인해 회로기판과 솔더 조인트(solder joint)에 손상
이 일어날 수 있다.11-14) 솔더 볼과 회로기판의 열팽창계
수 차이로 인한 솔더 조인트의 열 피로파괴,12,13) 진동에
의한 솔더 조인트 피로파괴 등이 보고된 바 있으며,14) 패
키지 낙하 충격으로 발생한 회로기판의 균열 및 솔더 조
인트 균열 또한 BGA 패키지의 중요 고장 모드이다.15) 또
한 고온고습조건으로 수분침투를 가속하여 컨덕터를 부
식시키는 HAST (Highly Accelerated Stress Test), THB
(Temperature, Humidity and Bias) 시험 등이 BGA 계열 패
키지의 주요 신뢰성 시험으로 고려되고 있다.16)
저전력 프로세서가 슈퍼컴퓨터에 사용된다면 운용환경
의 차이로 저전력 프로세서의 손상이 가속될 수 있다. 모
바일 제품은 배터리 소모나 사용습관에 따라 전원이 차
단될 수 있지만, 슈퍼컴퓨터는 장기간 연산을 수행하며
지속적으로 프로세서를 사용한다. 슈퍼컴퓨터의 지속적
인 연산작업과 발열은 간혹 냉각설비의 결함과 함께 프
로세서 온도가 한계까지 올라가, 열관리 기능이 프로세
서 동작속도를 감소시켜 슈퍼컴퓨터의 성능을 저하시키
기도 한다.17)
따라서 저전력 프로세서가 슈퍼컴퓨터에 사용될 경우
운용환경 차이로 인한 손상이 예상된다. 이 연구에서는
슈퍼컴퓨터에 사용되는 저전력 프로세서 패키지의 고장
원인들을 파악하고 가장 치명적 고장원인에 대한 정량적
수명평가를 실시하여 저전력 프로세서 패키지의 신뢰성
을 예측하고자 한다.
2. 저전력 프로세서 패키지의 고장위험 분석
프로세서의 신뢰성은 온도, 습도 등 여러 요인에 의해
영향을 받는다. Table 1은 전자패키지의 신뢰성 시험 기
준 일부를 나열한 것으로, 프로세서 제조사들은 해당 시
험들을 실시한 후 조건을 만족한 제품들을 출시하게 된
다. 패키지의 신뢰성 시험 기준들은 저전력 프로세서 패
키지의 고장모드를 선정하는데 참고하였으며, 저전력 프
로세서의 BGA패키지 구조 및 슈퍼컴퓨터 운용환경 또
한 함께 고려하였다.11-19) 솔더 조인트 균열, 기판 균열, 금
속 배선의 단선 및 다이 균열 등 4가지 고장모드를 선정
하였으며, 이로부터 고온, 온도 사이클, 습도 등 총 10개
의 저전력 프로세서 패키지 고장원인을 도출하였다.
슈퍼컴퓨터는 정비 시에도 항상 전원을 켜고 있으며 장
비교체 시에만 전원을 끄는데, 이는 일반적인 상황이 아
니라고 판단하여 전원조작 없이 항상 켜진 상태로 가정
하였다. KISTI가 보유한 슈퍼컴퓨터를 참고한 결과, 슈퍼
컴퓨터의 사용률은 주기적으로 변화하며 평균적으로
85%임을 알 수 있었다. 사용률에 따라 슈퍼컴퓨터의 프
로세서 부하 또한 변화할 것으로 예상되어, 1시간당 평균
1건의 고성능 연산작업요구를 가정한 뒤 사용률에 따라
고성능 연산작업은 51분, 부하가 없는 유휴 상태는 9분으
로 정의하였다.
슈퍼컴퓨터 운용환경을 바탕으로, 저전력 프로세서의
여러 고장모드에 대한 발생위험을 분석하기 위해 Risk
Priority Number (RPN)를 계산하였다. 부하는 프로세서가
최대로 처리 가능한 작업량 대비 현재 작업량을 의미하
므로, 부하가 커질수록 프로세서의 작업량이 늘어나 전
력소비량은 증가한다. 따라서 증가한 전력소비량에 따라
Table 1. Standard based reliability test conditions 
Test Condition Duration Standard
High temperature storage 150oC 1000 hours JESD22-A103D-B
THB 85oC, 85% RH 1000 hours JESD22-A101C
HAST 130oC, 85% RH 96 hours JESD22-A110D
Temperature Cycling −65oC~150oC 500 cycles JESD22-A104E-C
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프로세서 발열량도 증가하므로, 온도 사이클, 열 충격 등
온도 관련 고장원인의 발생도(occurrence, OCC)가 높게
나타났다. 나머지 OCC는 문헌에서 테스트 조건과 운용
환경을 비교하여 결정하였으며, 심각도(severity, SEV)는
IEC 60812규격을 참조하였다.20) RPN이 가장 높은 온도
사이클을 치명적 고장원인으로 선정하여, 저전력 프로세
서 패키지의 수명예측에 활용하였다.
3. 실험방법
저전력 프로세서 패키지의 슈퍼컴퓨터 사용에 따른 온
도변화를 알아보기 위해, 저전력 프로세서를 사용한 상
용 싱글보드 컴퓨터를 이용하여 부하에 따른 표면온도 변
화 측정하였다. Fig. 1은 실험대상제품인 Odroid XU4 싱
글보드 컴퓨터와 실험장비들을 나타낸 것이다. 대상제품
에 BGA 패키지로써 탑재된 저전력 프로세서는 삼성
Exynos 5422 프로세서로, 최대코어속도가 1.4 GHz인
Cortex A7 코어 네 개와 2.0 GHz인 Cortex A15 코어 네 개
로 구성되어있으며 내부 칩은 와어이본딩으로, 패키지는
BGA방식을 사용했다. 언더필 및 BGA 패키지의 구조상
온도사이클 고장 위치인 솔더 조인트 온도를 직접 측정
하기 어려워, 설계 사진을 통해 열원인 코어위치에 해당
하는 상단 패키지 표면에 열전대를 부착하였다.
부하 조건을 가하기에 앞서, 프로세서의 작업량을 조절
하기 위해 프로세서의 동작속도를 제한하였다. 프로세서
의 최대동작속도 대비 현재 연산 중 동작속도로 부하를
정의하였다. 부하 정의에 따라 프로세서의 동작속도 상
한을 제한한 후, 부동소수점 연산으로 부하를 주었다. 코
어마다 부하 조건을 동일화 하기 위하여 부하명령 시 모
든 코어를 활성화하도록 설정하였다. 이는 Exynos 5가
big.LITTLE 보다 진보된 방식인 이기종 간 다중처리
(heterogeneous multi-processing, HMP)를 채택하여 각 코
어마다 터미널 명령어를 통한 개별 제어가 가능하기 때
문이다.21)
대상 프로세서는 코어 종류에 따라 동작속도범위가 다
르므로 표면온도의 차이가 예상되어, Fig. 2와 같이 코어
종류에 따라 열전대의 위치를 달리하였다. Fig. 3은 내부
온도센서가 있는 저전력 프로세서인 인텔 코어i5 4200U
를 사용한 사전실험 결과이다. 사전실험에서 부하가 달
라도 코어온도는 수분 이내에 정상상태(steady-state)에 도
달하여, 본 실험에서도 부하 간격을 10분으로 설정하였
다. 부하는 Table 2와 같이 제품 내부 코어동작속도를 각
부하조건에 해당하는 속도로 순차적으로 조절하여 가했
으며, 실험 전 프로세서의 과열을 방지하기 위해 부팅 후
20분간 최저동작속도로 유휴상태를 유지한 후 실험을 실
시했다. 25oC 상온으로 유지된 실험실 내부에서 온도 측
정을 실시하였다.
Fig. 1. Experiment setup.
Fig. 2. Thermocouple locations.
Fig. 3. Pilot test result.
Table 2. Processor clock limit for load condition
Load Clock (A7) Clock (A15)
45% 740 MHz 1010 MHz
65% 980 MHz 1370 MHz
85% 1220 MHz 1730 MHz
100% 1400 MHz 2000 MHz
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4. 결과 및 고찰
Fig. 4는 부하에 따른 프로세서 표면온도를 측정한 것
이다. 65% 부하까지 두 코어 모두 현재동작속도가 높을
수록 온도는 증가하였다. 45%, 65% 부하는 온도변화가
뚜렷하게 관측되며, 부하 정도에 따른 최대온도가 확인
되었다. 코어 종류에 따라 부하에 따른 온도 증감이 다른
데, 이는 두 코어그룹의 코어속도범위가 달라 실제 동작
속도 또한 차이를 보였기 때문이다. 
85% 이상 부하의 경우 최대 91oC까지 표면온도가 상
승하였으나, 구간 진입 후 코어 일부가 유휴상태로 제어
되며 급격히 온도가 하락하였다. 시스템 설정을 확인한
결과, 프로세서 열관리 기능의 동작온도가 90oC로 확인
되었으며, 로그에 열관리 기능의 동작 또한 확인되었다.
열관리 기능 동작 전까지 측정한 각 부하의 프로세서 온
도를 이용하여 온도사이클에 대한 가속계수 및 기대수명
을 산출하였다. 온도 사이클에 따른 전자패키지의 고장
물리모델인 Norris-Landzberg 식을 사용하였으며, 수식은
다음과 같다.22,23)
(1)
NL은 실제 사용조건에서 손상까지 걸리는 온도사이클
수, NH는 가속된 사용조건에서 손상까지 걸리는 온도,
ΔTH는 가속된 온도사이클의 온도차이, ΔTL는 실제 사용
조건에서 온도차이, fL은 실제 사용조건에서 하루 동안의
사이클 횟수, fH은 가속된 사용조건에서 하루 동안의 사
이클 횟수, TKL는 실제 사용조건에서 최대 켈빈온도이며,
TKH는 가속조건에서의 최대 켈빈온도이다. Ea는 활성화
에너지, k는 볼츠만 상수, a, b는 모델상수를 나타낸다. 각
부하 정도에 따라 측정된 최대표면온도를 슈퍼컴퓨터 사
용조건으로 사용하여, Table 3에 명시된 신뢰성 시험조건
과 비교하여 가속계수를 계산하였다. 대표적인 무연 솔
더인 Sn-3.0Ag-0.5Cu 솔더의 모델상수가 기준으로 사용
되었다.23,24)
Table 4의 계산결과에 따르면 1000사이클의 시험 조건
을 거친 저전력 프로세서라도 슈퍼컴퓨터 사용조건에서
3년 운용을 기대하기 어렵다. 다만 부하가 감소함에 따라
기대수명은 1.5배 가량 상승하였다. 이는 전반적으로 코
어온도가 낮아져, 온도사이클의 ΔT값이 감소했기 때문
이다.
5. 결 론
슈퍼컴퓨터에 사용되는 저전력 프로세서 패키지의 잠
재적 고장원인들을 파악하고 주요 고장메커니즘으로 온
도사이클에 의한 솔더조인트 손상을 선정하였으며 이에
대한 정량적 수명평가를 실시하였다. 슈퍼컴퓨터의 운용
환경과 문헌에 따라 주요 고장원인인 온도 사이클을 포
함, 총 4개의 고장모드와 10개의 고장원인이 제시되었다.
또한 모의실험을 통해 슈퍼컴퓨터 운용조건이 솔더조인
트와 가까운 칩 표면에 온도 사이클을 유발할 수 있음을
확인하였으며, 실험결과에 따라 저전력 프로세서 패키지
의 온도 사이클에 대한 가속계수 및 기대수명을 산출하
였다.
산출결과, 슈퍼컴퓨터 운용환경에 따라 저전력 프로세
서의 기대수명은 저조한 것으로 확인되었다. 따라서 저
전력 프로세서 기반 슈퍼컴퓨터를 운용하기 위해서 신뢰
성을 기반으로 한 설계가 요구된다. 실험결과 코어 온도
에 따라 기대수명이 증가하였으므로, 쿨링 팬 등 프로세
서 단위의 냉각장치를 부착하여 직접적으로 온도편차를
줄이면 프로세서 성능을 유지하면서 기대수명을 향상시
킬 수 있을 것이다.
부하분배 설계 또한 신뢰성 향상에 도움이 될 수 있다.
Table 4의 결과에 따르면 저전력 프로세서의 기대수명은
부하 정도에 따라 1.5배 이상 증가하였다. 서버에 요구되






























Fig. 4. Processor temperature profile according to the load condition.
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다면 기대성능을 유지할 뿐만 아니라 저온상태를 유지하
여 높은 신뢰성을 기대할 수 있다.
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