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1. Introduction
Let (G,+) be a locally compact abelian group, (Γ, ·) the group of all continuous characters of G and m a ﬁxed Haar
measure on G . Further, let M(G) denote the space of all regular bounded complex-valued Borel measures on G . Let
L1(G) =
{
f :G → C: f is m-measurable and
∫
G
| f |dm < ∞
}
with the norm ‖ f ‖1 =
∫
G | f |dm. For μ ∈ M(G) and y ∈ G we put
μ−(A) := μ(−A), μy(A) := μ(A + y)
for A ∈ B(G), where B(G) denotes the space of all Borel subsets of G . By L∞(G) we mean the space of all m-measurable
functions f :G → C which are bounded m-locally almost everywhere (m-l.a.e.), i.e. outside a set A f ⊂ G such that for all
compact sets K ⊂ G it is m(A f ∩ K ) = 0. The space L∞(G) is equipped with the norm
‖ f ‖∞ := inf
{
a 0: | f | a m-l.a.e.}.
For f ∈ L∞(G) and μ ∈ M(G) we deﬁne the convolution by the formula:
( f ∗ μ)(x) =
∫
G
f (x− t)dμ(t), x ∈ G.
It is well known that f ∗ μ ∈ L∞(G).
Throughout the paper we will use the following notation: for any function F :G → C we deﬁne
Fˇ (x) := F (−x), x ∈ G.
All terminology concerning the ﬁeld of harmonic analysis is in accordance with the monograph of E. Hewitt and
K.A. Ross [6].
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Z˙. Fechner / J. Math. Anal. Appl. 354 (2009) 584–593 585The purpose of the present paper is to solve the following equation:
(g ∗ μy)(x) +
(
g ∗ (μy)−
)
(x) = g(x) f (y), x, y ∈ G, (1)
for the pair (g, f ) of functions from L∞(G) which do not vanish m-l.a.e. and a measure μ ∈ M(G). This equation is a
generalization of the equation
( f ∗ μy)(x) +
(
f ∗ (μy)−
)
(x) = f (x) f (y), x, y ∈ G, (2)
which was introduced and solved by Z. Gajda in [5]. Taking μ given by the formula
μ(A) :=
{ 1
2 , 0 ∈ A,
0, 0 /∈ A, A ∈ B(G),
our equation becomes Wilson’s functional equation:
g(x+ y) + g(x− y) = 2g(x) f (y), x, y ∈ G. (3)
Wilson’s functional equation is an important generalization of d’Alembert’s functional equation:
f (x+ y) + f (x− y) = 2 f (x) f (y), x, y ∈ G. (4)
Eq. (4), also called the cosine equation, as f = cos satisﬁes (4) in the real-to-real case, has been investigated by many authors.
Classical results for d’Alembert functional equation have been obtained by Pl. Kannappan [8], where the unknown function
is deﬁned on a group G and takes values in C. Some results concerning d’Alembert functional equation on step 2 nilpotent
groups are due to H. Stetkær in [14,15]. There are also known some generalizations for vector-valued functions deﬁned on
abelian groups (cf. L. Rejto˝ [11], S. Kurepa [9]). W. Chojnacki in [3] has considered (4) in terms of group representations by
using some methods of harmonic analysis.
There exist a number of generalizations of d’Alembert equation and Wilson’s equation. Some results related to ours are
due to W. Chojnacki in [4]. He has considered d’Alembert-type equation:∫
K
f (x+ h · y)dν(h) = f (x) f (y), x, y ∈ G, (5)
and Wilson’s-type equation:∫
K
g(x+ h · y)dν(h) = g(x) f (y), x, y ∈ G, (6)
where K is a compact group acting on a locally compact abelian group G , ν and m are Haar measures on K and G ,
respectively and functions f , g :G → C are m-measurable and essentially bounded. By the use of some methods of Fourier
analysis he found the explicit formula of the function f in (5) and (6) without giving a description of g in (6).
Another generalization of Wilson’s equation has been considered by H. Stetkær in [13] in connection with spherical
functions. The following equation has been discussed there:∫
K
g(x+ k · y)dk = g(x) f (y), x, y ∈ G,
where K is a compact group acting by automorphisms on an abelian group G and dk denotes the normalized Haar measure
on K .
Let us mention that Eq. (1) generalizes some other classical functional equations. If measure μ is concentrated at some
point, Eq. (1) becomes a pexiderized version of one of the sine equations, which was solved by B. Nagy in [10] (see also
Example 17).
It is worth to underline that the main diﬃculty in solving Wilson’s-type equations is to give a description of the func-
tion g . This is not obvious even in the real case (cf. J. Aczél [1]). For complex-valued mappings deﬁned on an abelian group
one of possible methods to ﬁnd the form of g is spectral synthesis (for details see the monograph [16] of L. Székelyhidi).
We will need the general form of bounded solutions of Wilson’s functional equation. In order to ﬁnd it we will need
some additional facts concerning some properties of solutions of Cauchy-type functional equation. The following result is
due to H. Stetkær [14].
Proposition 1. (See [14, Proposition V.7].) Let G be a topological group, γi :G → C \ {0} (i = 1, . . . ,n) be different homomorphisms,
c1, . . . , cn ∈ C \ {0} constants and g = c1γ1 + · · · + cnγn.
(i) If g is continuous, then each γ j , j = 1, . . . ,n, is continuous.
(ii) If g is measurable, then each γ j , j = 1, . . . ,n, is measurable.
(iii) If g is bounded, then each γ j , j = 1, . . . ,n, is bounded.
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from the proof of [14, Proposition V.7].
We will need the fact that an additive m-measurable function deﬁned on a locally compact group is continuous. This can
be derived e.g. from the following general result of J. Baker [2].
Proposition 2. (See [2, Theorem 4].) Let G be a locally compact topological group, X , Y and Z be Hausdorff uniform spaces and
let F : Y × Z → X be continuous on compact sets. Suppose that f1 :G → X, f2 :G → Y and f3 :G → Z such that f1(xy) =
F [ f2(x), f3(y)] for all x, y ∈ G. If f2 and f3 are measurable with respect to the left [right] Haar measure, then f1 is continuous.
Lemma 3. Let f , g ∈ L∞(G) be nonzero functions. The pair (g, f ) satisﬁes Wilson’s functional equation if and only if either
(i) there exist a character χ1 ∈ Γ and a constant α ∈ C such that χ21 = 1 and
f (x) = χ1(x), g(x) = αχ1(x), x ∈ G, (7)
or
(ii) there exist a character χ ∈ Γ and constants K , L ∈ C such that χ2 	= 1 and
f (x) = χ(x) + χˇ (x)
2
, g(x) = Kχ(x) + Lχˇ (x), x ∈ G. (8)
Proof. Due to results from the monograph of L. Székelyhidi [16, Theorem 12.8] the pair (g, f ) of nonzero complex mappings
deﬁned on an abelian group satisﬁes the classical Wilson’s functional equation (3) if and only if there exist exponentials
m1,m2 :G → C (i.e. homomorphisms of G into the multiplicative group (C \ {0}, ·)), an additive function a :G → C and
constants α,β ∈ C such that m21 = 1 and either
g(x) = (a(x) + α)m1(x), f (x) =m1(x), x ∈ G, (9)
or
g(x) = αm2(x) + βmˇ2(x), f (x) =
(
m2(x) + mˇ2(x)
)
/2, x ∈ G. (10)
We show that homomorphisms m1,m2 are characters. Directly from (9) we ﬁnd that the homomorphism m1 is m-
measurable since f is m-measurable. From Proposition 1(ii) we ﬁnd that the homomorphism m2 is also m-measurable
because f = [m2 + mˇ2]/2 is m-measurable. Since every m-measurable homomorphism is continuous (cf. e.g. [6, Theo-
rem 22.18]) thus m1 and m2 are continuous. We see that f ∈ L∞(G) is continuous (by formulas (9) and (10)) and thus
f is bounded everywhere. Directly from (9) we get that m1 is bounded. To obtain the boundedness of m2 we apply Propo-
sition 1(iii). Clearly, each continuous and bounded exponential is a character.
Now we will show that in (9) the additive function a vanishes. Indeed, by (9) we get that
a(x) = g(x)mˇ1(x) − α, x ∈ G,
and thus a is measurable and a ∈ L∞(G). Applying Proposition 2 for X = Y = Z = C, F :C×C → C given by F (x+ y) = x+ y
for all x, y ∈ G and f1 = f2 = f3 = a we ﬁnd that a ∈ L∞(G) is continuous and hence bounded. Then a = 0. Indeed, suppose
that there exists an x0 ∈ G such that a(x0) 	= 0. Then we have∣∣a(nx0)∣∣= n∣∣a(x0)∣∣, x ∈ G, n ∈ N,
which is impossible since a is bounded. Thus we get a = 0. 
Now, we give some very basic and straightforward to verify properties of solutions of classical Wilson’s functional equa-
tion.
Lemma 4. Let f , g :G → C. Assume that f is a nonzero function and the pair (g, f ) satisﬁes Wilson’s functional equation (3). Then
f satisﬁes d’Alembert’s functional equation (4) and
f (0) ∈ {0,1}. (11)
More precisely: if f (0) = 0, then g = 0. If g 	= 0, then f (0) = 1.
If additionally g is odd, then
g(x+ y) = g(x) f (y) + g(y) f (x), x, y ∈ G, (12)
and
g(x) f (y + z) + g(y + z) f (x) = g(x+ y) f (z) + g(z) f (x+ y), x, y, z ∈ G. (13)
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g
(
(x+ y) + z)= g(x+ (y + z)), x, y, z ∈ G,
by applying formula (12).
Recall that the space L1(G) with a convolution is a Banach algebra. The Fourier transforms of a function f ∈ L1(G) and a
measure μ ∈ M(G) are deﬁned in the following way:
f̂ (γ ) :=
∫
G
f (x)γˇ (x)dm(x), μ̂(γ ) :=
∫
G
γˇ (x)dμ(x), γ ∈ Γ.
For any ideal I of the algebra L1(G) let
Z(I) := {γ ∈ Γ : ĝ(γ ) = 0 for all g ∈ I}.
Now we quote the following version of Wiener’s theorem from [12]:
Theorem 5 (Wiener). Assume that I is a closed ideal in L1(G). If Z(I) = ∅, then I = L1(G).
Let us recall two results from [5]:
Lemma 6 (Z. Gajda). If f ∈ L∞(G), φ,ψ ∈ L1(G) and ν ∈ M(G), then the following conditions hold∫
G
( f ∗ ν)(x)φ(x)dm(x) =
∫
G
f (x)
(
φ ∗ ν−)(x)dm(x) (14)
and
φ ∗ (ψ ∗ ν) = (φ ∗ ψ) ∗ ν. (15)
Theorem 7 (Z. Gajda). Let μ ∈ M(G) be arbitrarily ﬁxed. Then a function f ∈ L∞(G) which does not vanish m-l.a.e. satisﬁes Eq. (2) if
and only if there exists a character γ ∈ Γ such that
f (y) = μ̂(γ )γ (y) + μ̂(γˇ )γˇ (y) =
∫
G
{
γ (y − s) + γˇ (y − s)}dμ(s) (16)
for all y ∈ G.
Remark 8. Formula (16) shows that f is a linear combination of γ and γˇ . If f 	= 0, then the character γ is unique up to
interchanging by γˇ since the set of all characters is linearly independent (cf. [7, Lemma 29.41]).
2. Solution of Eq. (1)
We rewrite Eq. (1) in the following way:∫
G
{
g(x+ y − s) + g(x− y + s)}dμ(s) = g(x) f (y), x, y ∈ G. (17)
Eqs. (1) and (17) are equivalent and thus we will use them exchangeably. However, formula (17) is more convenient in
calculations.
The proof of the next lemma is based on some ideas introduced by Z. Gajda in [5].
Lemma 9. Let μ ∈ M(G), f , g ∈ L∞(G) and assume that g does not vanish m-l.a.e. If the pair (g, f ) satisﬁes Eq. (1), then f is of the
form (16). In particular, f satisﬁes (2).
Proof. Fix φ ∈ L1(G). Multiply (1) by φ(x) and integrate both sides with respect to x:∫
G
(g ∗ μy)(x)φ(x)dm(x) +
∫
G
(
g ∗ (μy)−
)
(x)φ(x)dm(x) =
∫
G
g(x) f (y)φ(x)dm(x), y ∈ G.
By Lemma 6 applied for ν = μy we have∫
g(x)
(
φ ∗ (μy)−
)
(x)dm(x) +
∫
g(x)(φ ∗ μy)(x)dm(x) =
∫
g(x) f (y)φ(x)dm(x)G G G
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G
{
g(x)
[(
φ ∗ (μy)−
)
(x) + (φ ∗ μy)(x) − f (y)φ(x)
]}
dm(x) = 0.
Let A be a set of all ψ ∈ L1(G) of the form
ψ = (φ ∗ (μy)−)+ (φ ∗ μy) − f (y)φ,
where φ ranges over L1(G) and y over G . Then∫
G
g(x)ψ(x)dm(x) = 0, ψ ∈ A.
Let I be the linear space spanned by the set A. Using formula (15) it is not diﬃcult to verify that I is an ideal of L1(G). Let
F denote the closure of I in the norm topology. Clearly, F is a closed ideal in L1(G). Suppose that for every γ ∈ Γ there
exists a y ∈ G such that(
(μy)
−)̂(γ ) + (μy)̂(γ ) 	= f (y).
We then show that Z(F) = ∅. Fix γ0 ∈ Γ . There exists φ0 ∈ L1(G) such that φ̂0(γ0) 	= 0. Put
ψ0 := (φ0 ∗ (μy0 )−)(γ0) + (φ0 ∗ μy0 )(γ0) − f (y0)φ0.
Then
ψ̂0(γ0) = φ̂0(γ0)
[(
(μy0)
−)̂(γ0) + (μy0 )̂(γ0) − f (y0)] 	= 0,
thus Z(F) = ∅. By Wiener’s theorem we get that F = L1(G), i.e. A is a dense subset of L1(G). Therefore,∫
G
g(x)φ(x)dm(x) = 0, φ ∈ L1(G),
which means that g = 0 m-l.a.e., which is a contradiction.
Thus, there exists a γ ∈ Γ such that
f (y) = ((μy)−)̂(γ ) + (μy)̂(γ ), y ∈ G.
Therefore,
f (y) =
∫
G
γˇ (x)d(μy)
−(x) +
∫
G
γˇ (x)dμy(x) =
(
γ ∗ (μy)−
)
(0) + (γ ∗ μy)(0), y ∈ G. 
Now, we will give some properties of solutions which will be useful later.
Lemma 10. Let μ ∈ M(G), and let f ∈ L∞(G) be given by (16). Then
2
∫
G
f (x+ y − s)dμ(s) − f (x) f (y) =
∫
G
{
γ (x− s) − γˇ (x− s)}dμ(s)∫
G
{
γ (y − t) − γˇ (y − t)}dμ(t) (18)
for all x, y ∈ G.
Proof. For x, y ∈ G we have
2
∫
G
f (x+ y − s)dμ(s) − f (x) f (y) = 2
∫
G
{∫
G
{
γ (x+ y − s − t) + γˇ (x+ y − s − t)}dμ(t)}dμ(s)
−
∫
G
{∫
G
{
γ (x− s)γ (y − t) + γ (x− s)γˇ (y − t)}dμ(t)}dμ(s)
−
∫
G
{∫
G
{
γˇ (x− s)γ (y − t) + γˇ (x− s)γˇ (y − t)}dμ(t)}dμ(s)
=
∫ {∫ {
γ (x− s)γ (y − t) − γ (x− s)γˇ (y − t)}dμ(t)}dμ(s)
G G
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∫
G
{∫
G
{
γ (s + t − x− y) − γˇ (x− s)γ (y − t)}dμ(t)}dμ(s)
=
∫
G
{∫
G
{
γ (x− s)γ (y − t) − γ (x− s)γˇ (y − t)}dμ(s)}dμ(t)
+
∫
G
{∫
G
{
γˇ (x− s)γˇ (y − t) − γˇ (x− s)γ (y − t)}dμ(s)}dμ(t)
=
∫
G
{
γ (x− s) − γˇ (x− s)}dμ(s)∫
G
{
γ (y − t) − γˇ (y − t)}dμ(t). 
Now, let us decompose g into its even and odd part:
ge(x) = g(x) + g(−x)
2
, go(x) = g(x) − g(−x)
2
, x ∈ G.
The symbols fe and fo denote respectively the even and odd part of f .
The following lemma allows us to consider the even and the odd case of g separately.
Lemma 11. Let μ ∈ M(G) and let f , g ∈ L∞(G). The pair (g, f ) satisﬁes Eq. (1) if and only if the pairs (ge, f ) and (go, f ) satisfy (1).
Proof. Assume that the pair (g, f ) satisﬁes Eq. (1). Apply Eq. (17) for x replaced by −x:∫
G
{
g(−x+ y − s) + g(−x− y + s)}dμ(s) = g(−x) f (y), x, y ∈ G. (19)
Adding (17) and (19) or subtracting (19) from (17), respectively we obtain∫
G
{
g(x+ y − s) ± g(−(x+ y − s))}dμ(s) + ∫
G
{
g(x+ y − s) ± g(−(x+ y − s))}dμ(s)
= [g(x) ± g(−x)] f (y), x, y ∈ G.
Thus, the pairs (ge, f ) and (go, f ) satisfy (1). The converse statement can be proved in a similar way. 
Lemma 12. Let μ ∈ M(G), f , g ∈ L∞(G) and assume that g does not vanish m-l.a.e. Assume that the pair (g, f ) satisﬁes Eq. (1).
(i) If f (0) = 0, then f is odd.
(ii) If f (0) 	= 0, then the pair (g, f (0)−1 fe) satisﬁes Wilson’s functional equation (3).
Moreover,∫
G
{
g(x+ y − s) + g(x− y + s)}dμ(s) − ∫
G
{
g(x− y − s) + g(x+ y + s)}dμ(s) = 2g(x) fo(y), x, y ∈ G. (20)
Proof. Put y = 0 in (17) to get∫
G
{
g(x− s) + g(x+ s)}dμ(s) = g(x) f (0), x ∈ G. (21)
Now, apply (17) for y = −y to obtain∫
G
{
g(x− y − s) + g(x+ y + s)}dμ(s) = g(x) f (−y), x, y ∈ G. (22)
Adding the above equation and Eq. (17) we derive that:∫
G
{
g
(
(x+ y) − s)+ g((x+ y) + s)}dμ(s) + ∫
G
{
g
(
(x− y) − s)+ g((x− y) + s)}dμ(s) = 2g(x) fe(y), x, y ∈ G. (23)
By formula (21) we obtain[
g(x+ y) + g(x− y)] f (0) = 2g(x) fe(y), x, y ∈ G. (24)
Since g does not vanish m-l.a.e., then there exists an x0 ∈ G such that g(x0) 	= 0.
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f is odd.
If f (0) 	= 0, then from (24) and g 	= 0 the pair (g, f (0)−1 fe) satisﬁes Wilson’s equation (3). Subtracting (22) from (17)
we obtain (20). 
Now, we ﬁnd a connection between the character γ appearing in (16) and a character χ describing the general solution
of the classical Wilson’s equation (3). It is worth to notice that the form of solutions of (1) given by formula (16) connects
a measure μ to some character.
Lemma 13. Let μ ∈ M(G), f , g ∈ L∞(G) and assume that g does not vanish m-l.a.e. Assume that the pair (g, f ) satisﬁes Eq. (1), f is
even and g is odd. Then there exists a character γ ∈ Γ such that f is given by (16). Further if K ∈ C is a constant and χ ∈ Γ is a
character such that χ2 	= 1, the functions f and g are given by
f (x) = χ(x) + χˇ (x)
2
, g(x) = K [χ(x) − χˇ (x)], x ∈ G, (25)
and
χ = γ , (26)
then γ 2 	= 1 and
g(x) = 2K
∫
G
{
γ (x− s) − γˇ (x− s)}dμ(s), x ∈ G. (27)
Moreover, in formula (16) the character γ may be taken as χ .
Proof. By Lemma 9 f satisﬁes (2). By assumption f is not 0 m-l.a.e., we get from Gajda’s result (Theorem 7) that f satis-
ﬁes (16), i.e.
f (x) = γ (x)μ̂(γ ) + γˇ (x)μ̂(γˇ ), x ∈ G.
Since f is even we may on the right replace x by −x to obtain
γ (x)μ̂(γ ) + γˇ (x)μ̂(γˇ ) = γˇ (x)μ̂(γ ) + γ (x)μ̂(γˇ ), x ∈ G.
By linear independence of characters we have μ̂(γ ) = μ̂(γˇ ). From Lemma 12 f (0) = 1, thus μ̂(γ ) = μ̂(γˇ ) = 1/2. The
assumption γ = χ means that
χ + χˇ = γ + γˇ .
Due to the linear independence of characters we infer that either γ = χ or γ = χˇ . In both cases γ 2 	= 1 because χ2 	= 1.
Without lost of generality we may take γ = χ . By (25) we ﬁnd that
g(x) = K [χ(x) − χˇ (x)]= K [γ (x) − γˇ (x)]= 2K [γ (x)μ̂(γ ) − γˇ (x)μ̂(γˇ )]= 2K ∫
G
{
γ (x− s) − γˇ (x− s)}dμ(s), x ∈ G.
In particular, in formula (16) the character γ may be taken as χ . 
Now, we will describe the solutions of (1) under the additional assumption that g is odd.
Lemma 14. Let μ ∈ M(G), f , g ∈ L∞(G) and assume that f , g do not vanish m-l.a.e. Assume that the pair (g, f ) satisﬁes Eq. (1) and
g is odd. Then there exist a character γ ∈ Γ and a constant C ∈ C such that γ 2 	= 1, the function f is given by (16) and
g(x) = C[γ (x) − γˇ (x)], x ∈ G. (28)
Conversely, for any character γ ∈ Γ and a constant C ∈ C such that f is given by (16) and g is given by (28), the pair (g, f ) satisﬁes (1).
Proof. From Lemma 9 f satisﬁes (16) and in the rest of the proof γ denotes the character γ from (16). By the oddness of g
and from (20) we obtain∫
G
{
g(y + x− s) + g(y − x+ s)}dμ(s) + ∫
G
{
g
(
(−y) + (−x) − s)+ g((−y) − (−x) + s)}dμ(s) = 2g(x) fo(y)
for all x, y ∈ G . From (17) we get
g(y) f (x) + g(−y) f (−x) = 2g(x) fo(y), x, y ∈ G,
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exists an x0 ∈ G such that g(x0) 	= 0. Thus, we have
fo(x) = C1g(x), x ∈ G, (29)
where C1 := fo(x0)g(x0)−1.
If f (0) = 0, then from Lemma 12 we have f = fo and C1 	= 0. One may check that since f (0) = 0, the function f
can be written as f (x) = Cˆ(γ (x) − γˇ (x)) for x ∈ G , where Cˆ = − ∫G γ (s)dμ(s). Combining this with (29) we get g(x) =
CˆC−11 (γ (x) − γˇ (x)) for x ∈ G . Since functions f and g do not vanish m-l.a.e. we have γ 2 	= 1. Thus, we obtain formula (28).
From now on we may assume that f (0) 	= 0. Let A := ∫G γˇ (s)dμ(s). Then ∫G γ (s)dμ(s) = f (0) − A. Thus we have
2 fo(x) = f (x) − f (−x) =
∫
G
{
γ (x− s) + γˇ (x− s) − γˇ (x+ s) − γ (s + x)}dμ(s)
= [γ (x) − γˇ (x)][∫
G
γˇ (s)dμ(s) −
∫
G
γ (s)dμ(s)
]
= B[γ (x) − γˇ (x)], x ∈ G,
where B := 2A − f (0). Analogically,
fe(x) = f (0)γ (x) + γˇ (x)
2
, x ∈ G. (30)
If C1 	= 0, then g is given by (28) with C = B2 C−11 .
Now, assume that C1 = 0, i.e. f = fe . Since f (0) 	= 0, thus by Lemma 12 the pair (g, f (0)−1 fe) satisﬁes Wilson’s equa-
tion (3). Applying Lemma 3 leads us to two cases.
Case 1. There exist a character χ1 ∈ Γ and a constant D ∈ C such that χ21 = 1 and
f (x) = f (0)χ1(x), g(x) = Dχ1(x), x ∈ G.
Since χ21 = 1, that g is even and combining this with the assumption of the oddness of g we get g = 0, which is
impossible since g does not vanish m-l.a.e.
Case 2. There exist a character χ ∈ Γ and constants K1, L1 ∈ C such that χ2 	= 1 and
f (x) = f (0)χ(x) + χˇ (x)
2
, g(x) = K1χ(x) + L1χˇ (x), x ∈ G.
Since g is odd, we have L1 = −K1. On the other hand,
γ (x) + γˇ (x)
2
= f (x)
f (0)
= χ(x) + χˇ (x)
2
, x ∈ G.
By Lemma 13 function g is given by (27) with γ 2 	= 1 and γ may be taken as χ . Therefore
g(x) = 2K1
[
γ (x) − γˇ (x)], x ∈ G.
Taking C := 2K1 we obtain (28).
The proof of the converse statement is based on straightforward calculations. 
Now we will consider the even case.
Lemma 15. Let μ ∈ M(G), f , g ∈ L∞(G) and assume that f , g do not vanish m-l.a.e. Assume that the pair (g, f ) satisﬁes Eq. (1) and
g is even. Then there exist a character γ ∈ Γ and a constant C ∈ C such that f is given by (16) and
g(x) = Cγ (x), x ∈ G. (31)
Conversely, for any character γ ∈ Γ and constant C ∈ C such that f is given by (16) and g by (31), the pair (g, f ) satisﬁes (1).
Proof. First, we show that g(0) 	= 0. If g(0) = 0, then by putting x = 0 in (17), by the evenness of g we have∫
G g(y − s)dμ(s) = 0 for all y ∈ G , thus
g(x) f (y) =
∫
G
{
g
(
(x+ y) − s)+ g((y − x) − s)}dμ(s) = 0+ 0 = 0, x, y ∈ G,
which is impossible, since f and g do not vanish m-l.a.e. Thus g(0) 	= 0.
592 Z˙. Fechner / J. Math. Anal. Appl. 354 (2009) 584–593Applying (17) for x = 0, by the evenness of g we get
f (y) = 2
g(0)
∫
G
g(y − s)dμ(s), y ∈ G.
Multiplying Eq. (17) by 2g(0)−1 and using the above formula we have
f (x+ y) + f (x− y) = 2 f (x) g(y)
g(0)
, x, y ∈ G, (32)
i.e. ( f , g(0)−1g) satisﬁes Wilson’s equation (3). We will consider the following cases:
Case 1. f (0) = 0.
Putting x = 0 in (32) we have that fe = 0, thus f = fo . From formula (16) and f (0) = 0 we obtain
∫
G γˇ (s)dμ(s) =− ∫G γ (s)dμ(s) thus
f (x) = γ (x)
∫
G
γˇ (s)dμ(s) + γˇ (x)
∫
G
γ (s)dμ(s) = A[γ (x) − γˇ (x)], x ∈ G,
where A := − ∫G γ (s)dμ(s). There exists an x0 such that f (x0) 	= 0. Thus
g(y) = g(0) f (x0 + y) + f (x0 − y)
2 f (x0)
= Ag(0)γ (x0 + y) − γˇ (x0 + y) + γ (x0 − y) − γˇ (x0 − y)
2 f (x0)
=
[
Ag(0)
γ (x0) − γˇ (x0)
f (x0)
]
γ (y) + γˇ (y)
2
= Cγ (y), y ∈ G.
Case 2. f (0) 	= 0.
Putting x = 0 in (32) we obtain
f (0)
g(0)
g(x) = f (x) + f (−x)
2
= fe(x), x ∈ G. (33)
Since
∫
G {γ (s) + γˇ (s)}dμ(s) = f (0) by (33) we have
fe(x) = f (x) + f (−x)
2
=
∫
G{γ (x− s) + γˇ (x− s) + γˇ (x+ s) + γ (s + x)}dμ(s)
2
= γ (x) + γˇ (x)
2
∫
G
{
γ (s) + γˇ (s)}dμ(s) = f (0)γ (x), x ∈ G.
Therefore g(x) = Cγ (x) for x ∈ G , where C = g(0). 
By Lemma 11 we know that the pair (g, f ) satisﬁes (1) if and only if both the odd part of g with f and the even part
of g with f satisfy Eq. (1). Thus combining results from Lemma 14 concerning the odd case and Lemma 15 dealing with
the even case we are able to formulate the main theorem:
Theorem 16. Let μ ∈ M(G), f , g ∈ L∞(G) and assume that f , g do not vanish m-l.a.e. If the pair (g, f ) satisﬁes Eq. (1), then there
exist a character γ ∈ Γ and constants C1,C2 ∈ C such that f is the form of (16) and
g(x) = C1γ (x) − C2γˇ (x), x ∈ G. (34)
Conversely, if γ ∈ Γ is a character, C1,C2 ∈ C are constants and f is given by (16) and g by (34), then the pair (g, f ) fulﬁlls (1).
In particular, if γ 2 = 1, then
f (x) = 2γ (x)
∫
G
γ (s)dμ(s), g(x) = Cγ (x), x ∈ G,
where C = C1 − C2 .
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By specifying a measure μ in Theorem 16 one may obtain the solutions of some functional equations in terms of
characters.
Example 17. Let a ∈ G be ﬁxed, μ be given by the formula:
μ(A) :=
{ 1
2 , −a ∈ A,
0, a /∈ A, A ∈ B(G).
Then (1) is of the form:
g(x+ y + a) + g(x− y − a) = 2g(x) f (y), x, y ∈ G. (35)
Let f , g ∈ L∞(G) and assume that f , g do not vanish m-l.a.e. and the pair (g, f ) satisﬁes Eq. (35), then there exist a
character γ ∈ Γ and constants C1,C2 ∈ C such that
f (y) = γ (y + a), y ∈ G, (36)
and g is given by (34). Conversely, if γ ∈ Γ , a function f satisﬁes (36), g satisﬁes (34), then the pair (g, f ) satisﬁes (35).
Remark 18. To obtain classical representations of solutions of Wilson’s equation as a real part of some homomorphism the
function f needs to be even. A suﬃcient condition for it is the evenness of a measure μ ∈ M(G), i.e. μ(E) = μ(−E) for all
E ∈ B(G). However, from (16) we see that if a character γ is even i.e. γ = γ , then f is also even.
Remark 19. The condition γ 2 = 1 implies that γ (x) ∈ {1,−1} for all x ∈ G . In particular, the character γ is real. On a cyclic
group of order n, i.e. on Z(n) equipped with the discrete topology the formula:
γ (k) = (−1)k, k ∈ {0,1, . . . ,n − 1} = Z(n),
deﬁnes an even and continuous character γ :Z(n) → C.
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