Hypergeometric Functions I by Macdonald, Ian G.
ar
X
iv
:1
30
9.
45
68
v1
  [
ma
th.
CA
]  
18
 Se
p 2
01
3
HYPERGEOMETRIC FUNCTIONS I
IAN G. MACDONALD
Contents
Foreword 1
1. 2
2. Particular cases 4
3. Integral formulae 7
4. Gauss & Saalschutz summation 12
5. Integral formulae II 15
6. Hypergeometric functions with parameter α 17
Duality 24
7. Gauss & Saalschutz again 25
8. Bessel functions & Hankel transform 26
Appendix: proof of (6.15) 34
Laplace transform 38
Fourier transform 43
Differential equations for hypergeometric functions 47
9. Jacobi polynomials 52
Hermite polynomials 59
References 63
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2 IAN G. MACDONALD
1.
Hypergeometric functions pFq on the space Σn of real n×n symmetric matrices were introduced by Herz
[5]. His definition was inductive; he started from
0F0(s) = exp(tr (s)), (s ∈ Σn)
and used a Laplace transform (resp. inverse Laplace transform) to pass from pFq to p+1Fq (resp. to pFq+1).
Subsequently, Constantine [1] showed that pFq could be expanded naturally as a series of zonal polynomials,
and we shall take this series as our definition.
Let Cλ (λ a partition of length ≤ n) denote the zonal polynomial indexed by λ, normalized so that
(1.1)
∑
λ⊢m
Cλ = p
m
1
for all m ≥ 0. Since the coefficient of pm1 in Jλ = Jλ(x; 2)(= Zλ(x)) is 1 for all λ ⊢ m, we have
〈Jλ, Cλ〉2 = 〈Jλ, p
m
1 〉2 = 〈p
m
1 , p
m
1 〉2 = 2
mm!
so that
(1.2) Cλ = 2
mm!J∗λ,
where (J∗λ) is the basis of Λ dual to (Jλ), i.e., J
∗
λ = Jλ/|Jλ|
2
2.
If λ = (λ1, . . . , λn) is a partition of length ≤ n, define
(1.3) (a)λ =
n∏
i=1
(a− 12 (i− 1))λi
and if a = (a1, . . . , ap), define
(1.4) (a)λ = (a1)λ · · · (ap)λ.
With this notation established, we define
pFq(a; b; s) =
∑
λ
(a)λ
(b)λ
·
Cλ(s)
|λ|!
(1.5)
pFq(a; b; s, t) =
∑
λ
(a)λ
(b)λ
·
Cλ(s)Cλ(t)
Cλ(1n)|λ|!
.(1.6)
Here a = (a1, . . . , ap) and b = (b1, . . . , bq) are sequences of lengths p, q, respectively, and s, t ∈ Σn.
The functions Cλ on Σn are invariant under the action of K = O(n), i.e.,
Cλ(s) = Cλ(ksk
′)
for s ∈ Σn and k ∈ K.
If s, t ∈ Σ+n , the cone of positive definite matrices in Σn, s and t have unique positive square roots,
s1/2, t1/2 (reduce to diagonal form and take the positive square roots of the eigenvalues), and we define
Cλ(st) = Cλ(s
1/2ts1/2) = Cλ(t
1/2st1/2).
The doubling principle for zonal spherical functions then gives
(1.7)
∫
K
Cλ(sktk
′)dk =
Cλ(s)Cλ(t)
Cλ(1n)
,
where dk is normalized Haar measure on K = O(n).
From (1.7) and the definitions (1.5), (1.6) it follows that
(1.8)
∫
K
pFq(a; b; sktk
′)dk = pFq(a; b; s, t).
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Remark. In view of (1.2) we can rewrite the definitions (1.5), (1.6) in terms of J∗λ:
pFq(a; b; s) =
∑
λ
(a)λ
(b)λ
2|λ|J∗λ(s),(1.5
′)
pFq(a; b; s, t) =
∑
λ
(a)λ
(b)λ
2|λ|
J∗λ(s)J
∗
λ(t)
J∗λ(1n)
.(1.6′)
Notice also that
(1.9) pFq(a; b; s, 1) = pFq(a; b; s).
4 IAN G. MACDONALD
2. Particular cases
(2.1) 0F0(s) = exp(tr s), (s ∈ Σn).
Proof. From the definition and (1.1) we have
0F0(s) =
∑
λ
Cλ(s)
|λ|!
=
∑
m≥0
(trace s)m
m!
= etrace(s).

(2.2) 1F0(a; s) = |1− s|
−a,
where |1− s| = det(1− s).
Proof. From the definition (1.5) we have
1F0(a; s) =
∑
λ
(a)λCλ(s)
|λ|!
=
∑
λ
2|λ|(a)λJ
∗
λ(s)
by (1.2). Now if εX is the specialization pr 7→ X (all r ≥ 1) (so that εn(f) = f(1n)) we have
εX(Jλ) =
∏
(i,j)∈λ
(X + 2(j − 1)− (i − 1))
= 2|λ|
∏
(i,j)∈λ
(12 (X − i+ 1) + (j − 1))
= 2|λ|
n∏
i=1
(12X −
1
2 (i− 1))λi ,
i.e.,
(2.3) εX(Jλ) = 2
|λ|(12X)λ
and therefore (if x = diag(x1, . . . , xn) is a diagonal matrix)
1F0(a;x) = ε
(y)
2a
∑
λ
Jλ(y)J
∗
λ(x)
= ε
(y)
2a
n∏
i,j=1
(1 − xiyj)
−1/2
=
n∏
i=1
(1 − xi)
−a
= |1− x|−a.

(2.4) 0F1(
1
2r; s) =
∫
K
exp tr (2xk)dk. (s = xx′)
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Proof. We have
(tr (2xk))m =
∑
µ⊢m
χµ(1m)sµ(2xk)
so that ∫
K
exp(tr (2xk))dk =
∑
m≥0
1
m!
∑
µ⊢m
χµ(1m)2
|µ|
∫
K
sµ(xk)dk
=
∑
m≥0
22m
(2m)!
∑
λ⊢m
χ2λ(12m)Ωλ(x),
where Ωλ(x) = Jλ(xx
′)/Jλ(1n) is the normalized spherical function (on G/K).
Now
1
(2m)!
χ2λ(12m) =
1
h(2λ)
,
where h(2λ) is the product of the hook lengths of 2λ, and
h(2λ) = |Jλ|
2
2.
Hence, if s = xx′, we have ∫
K
exp(tr 2xk)dk =
∑
λ
22|λ|J∗λ(s)
Jλ(1n)
=
∑
λ
2|λ|J∗λ(s)
(12n)λ
by (2.3). By (1.5′) this last sum is equal to 0F1(
1
2n; s). 
We remark that 0F1(b; s) is essentially a generalized Bessel function (Herz [5]).
When n = 1, (2.3) gives
0F1(
1
2 ;x
2) =
∑
r≥0
x2r
(12 )rr!
=
∑
r≥0
(2x)2r
(2r)!
= ch 2x
and (since K = O(1) = {±1}) ∫
K
e2xkdk =
1
2
(e2x + e−2x) = ch 2x.
From (1.8) and (2.1), (2.2) we have
0F0(s, t) =
∫
K
exp tr (sktk′)dk,(2.5)
1F0(a; s, t) =
∫
K
|1− sktk′|−adk.(2.6)
Hence
0F0(s, 1 + t) =
∫
K
exp tr (sk(1 + t)k′)dk
= etr (s)
∫
K
exp tr (sktk′)dk,
i.e.,
(2.7) 0F0(s, 1 + t) = e
tr (s)
0F0(s, t).
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Again,
1F0(a; s, 1 + t) =
∫
K
|1− sk(1 + t)k′|−adk
= |1− s|−a
∫
K
∣∣∣∣1− s1− sktk′
∣∣∣∣−a dk
so that
(2.8) 1F0(a; s, 1 + t) = 1F0(a; s) 1F0(a;
s
1−s , t).
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3. Integral formulae
As before, let Σ+n (or just Σ
+) denote the cone of positive definite n × n real symmetric matrices. We
take as measure on Σ+
(3.1) ds = cn
∏
i≤j
dsij ,
where s = (sij)1≤i,j≤n and cn = pi
−n(n−1)/4. (This constant is built into the measure ds in order to prevent
it appearing everywhere else.) Also define
(3.2) Γn(a) =
n∏
i=1
Γ(a− 12 (i− 1)).
The basic integral formula, from which all else follows, is then
(3.3)
∫
Σ+
e−tr (st)|s|a−pds = |t|−aΓn(a),
where p = 12 (n+ 1) and |s| = det(s).
Proof. We first reduce to the case t = 1n. Let
d∗s = |s|−pds,
then d∗s is a G-invariant measure on Σ, where G = GLn(R). That is to say, we have
d∗(xsx′) = d∗x (x ∈ G, s ∈ Σ).
Take x = t1/2, the positive square root of t. Then the left hand side of (3.3) is∫
Σ+
e−tr (xsx
′)|s|ad∗s =
∫
Σ+
e−tr s|x−1s(x−1)′|ad∗s
= |t|−a
∫
Σ+
e−tr (s)|s|a−pds.
We have to evaluate this integral. For this purpose we invoke rational reduction of quadratic forms to
write s = y′y (for almost all s ∈ Σ+) with y ∈ G upper triangular, say y = ux where u = (uij) is upper
unitriangular and x = diag(x1, . . . , xn) has positive entries xi. Let
dx =
n∏
i=1
dxi, du =
∏
i<j
duij ;
then the decomposition s = (ux)′(ux) gives
d∗s = 2ncn|x|
−1dxdu
so that
|s|a−pds = 2ncn|x|
2a−1dxdu.
We have
trace(s) =
∑
k≤i
x2i u
2
ki
and hence ∫
Σ+
e−tr (s)|s|a−pds = 2ncn
∫
exp(−
∑
x2i u
2
ki) · |x|
2a−1dxdu,
wherein each uij (resp. xi) is integrated over R (resp. R
+).
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Integrate first over U : Since ∫ ∞
−∞
e−x
2u2du = pi1/2x−1
we obtain (since cn = pi
−n(n−1)/4)
2n
(∫ ∞
0
)n
e−
∑
x2i
∏
k<i
x−1i
n∏
i=1
x2a−1i dx =
n∏
i=1
(
2
∫ ∞
0
e−x
2
ix2a−ii dxi
)
=
n∏
i=1
(∫ ∞
0
e−xxa−
1
2 (i−1)
dx
x
)
=
n∏
i=1
Γ(a− 12 (i − 1)) = Γn(a).

Next, replace t by 1n − t in (3.3), where 0 < t < 1n (for the partial order on Σ defined by
s ≤ t iff t− s is positive semidefinite).
We have then
(3.4)
∫
Σ+
e−tr (s(1−t))|s|a−pds = |1− t|−aΓn(a).
But, on the other hand,∫
Σ+
e−tr (s(1−t))|s|a−pds =
∫
Σ+
e−tr (s)|s|a−p
(∫
K
etr (ksk
′t)dk
)
ds
(by replacing s by ksk′ and integrating over K)
=
∫
Σ+
e−tr (s)|s|a−p
(∫
K
∑
λ
Cλ(ksk
′t)
|λ|!
dk
)
ds
=
∫
Σ+
e−tr (s)|s|a−p
(∑
λ
Ωλ(s)
Cλ(t)
|λ|!
)
ds.
Moreover, we have
(1− t)−a =
∑
λ
(a)λ
Cλ(t)
|λ|!
so that from (3.4) and these calculations we obtain∫
Σ+
e−tr (s)|s|a−pΩλ(s)ds = (a)λΓn(a),
or, if we define
(3.5) Γn(a;λ) =
n∏
i=1
Γ(a+ λi −
1
2 (i− 1)),= (a)λΓn(a)
we have proved that
(3.6)
∫
Σ+
e−tr (s)|s|a−pΩλ(s)ds = Γn(a;λ)
for any partition λ of length ≤ n.
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More generally, we have
(3.7)
∫
Σ+
e−tr (st)|s|a−pΩλ(s)ds = |t|
−aΓn(a;λ)Ωλ(t
−1).
Proof. Replace s by t1/2st1/2 as in the proof of (3.3), & then use the doubling principle (1.7) to replace
Ωλ(st
−1) in the integrand by Ωλ(s)Ωλ(t
−1). 
An equivalent version of (3.7) is
(3.7′)
∫
Σ+
e−tr s|s|a−pΩλ(st)ds = Γn(a;λ)Ωλ(t).
Proof. Replace (s, t) in (3.7) by (st, t−1). 
(3.7): Laplace transform of |s|a−pΩλ(s) is |t|
−aΓn(a;λ)Ωλ(t
−1).
Laplace transform. The Laplace transform Lf of a function f on Σ+ is defined by
(3.8) (Lf)(t) =
∫
Σ+
e−tr (st)f(s)ds.
With this notation, (3.7) can be restated as follows.
If f(s) = |s|a−pΩλ(s), then(3.7
′′)
(Lf)(t) = |t|−aΓn(a;λ)Ωλ(t
−1).
Let(3.9)
f(t) =
∫ t
0
f1(s)f2(t− s)ds (t ∈ Σ
+)
where the integration is over [0, t] = {s : 0 < s < t} in Σ+n . Then
Lf = (Lf1)(Lf2)
(convolution theorem).
Proof. By definition,
(Lf)(u) =
∫
Σ+
e−tr (tu)
(∫ t
0
f1(s)f2(t− s)ds
)
dt.
Put t = s+ s1, then this becomes (Fubini)(∫
Σ+
e−tr (su)f1(s)ds
)(∫
Σ+
e−tr (s1u)f2(s1)ds1
)
,
since tr (tu) = tr (s+ s1)u = tr (su) + tr (s1u), and dsdt = dsds1. 
As an application of (3.9), let us take
f1(s) = |s|
a−pΩλ(s), f2(s) = |s|
b−p.
Then by (3.7′′) we have
(Lf1)(t) = Γn(a;λ)|t|
−aΩλ(t
−1),
(Lf2)(t) = Γn(b)|t|
−b,
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and
f(t) =
∫ t
0
Ωλ(s)|s|
a−p|t− s|b−pds,
(Lf)(t) = Γn(a;λ)Γn(b)|t|
−(a+b)Ωλ(t
−1),
which by (3.7′′) is the Laplace transform of
Γn(a;λ)Γn(b)
Γn(a+ b;λ)
Ωλ(t).
Setting t = 1n, we obtain (by uniqueness of Laplace transform)
(3.10)
∫ 1n
0
Ωλ(s)|s|
a−p|1− s|b−pds =
Γn(a;λ)Γn(b)
Γn(a+ b;λ)
= Bn(a, b)(a)λ/(a+ b)λ,
where
(3.11) Bn(a, b) =
Γn(a)Γn(b)
Γn(a+ b)
=
∫ 1n
0
|s|a−p|1− s|b−pds.
The interval [0, 1n] in Σ
+ is K-stable, because s and ksk′ have the same eigenvalues. From (3.10) we
deduce that
(3.12)
∫ 1n
0
Ωλ(st)|s|
a−p|1− s|b−pds = Bn(a, b)
(a)λ
(a+ b)λ
Ωλ(t).
Proof. Replace s by ksk′ (k ∈ K) in the integrand, and then integrate over K & use the doubling principle
(1.7). 
We now apply these formulas to hypergeometric functions.
Let
a = (a1, . . . , ap), a
+ = (a1, . . . , ap, a),
b = (b1, . . . , bq), b
+ = (b1, . . . , bq, b).
(3.13)
∫
Σ+
e−tr (s)pFq(a; b; st)|s|
a−pds = Γn(a) p+1Fq(a
+; b; t).
Proof. This proof follows from (3.7′) if we replace Ωλ there by J
∗
λ on either side. 
Equivalently,
The function f(s) = |s|a−ppFq(a; b; s)(3.13
′)
has Laplace transform Lf(t), where
(Lf)(t−1) = Γn(a)|t|
a
p+1Fq(a
+; b; t).
Next, from (3.12) we have1
(3.14)
∫ 1n
0
pFq(a; b; st)|s|
a−p|1− s|b−a−pds =
Γn(a)Γn(b− a)
Γn(b)
p+1Fq+1(a
+; b+; t).
A particular case of (3.14) is (p = 1, q = 0):
(3.15) 2F1(a, b; c; t) =
Γn(c)
Γn(a)Γn(c− a)
∫ 1n
0
|s|a−p|1− s|c−a−p
|1− st|b
ds
1See Additional observation at the end of this section.
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(Herz [5, (2.12)]). Another particular case is
(3.16) 1F1(a; b; t) =
Γn(b)
Γn(a)Γn(b− a)
∫ 1n
0
etr (st)|s|a−p|1− s|b−a−pds.
In (3.15), replace s by 1− s; we obtain
2F1(a, b; c; t) =
Γn(c)
Γn(a)Γn(c− a)
∫ 1n
0
|s|c−a−p|1− s|a−p
|1− t+ st|b
ds = |1− t|−b2F1(c− a, b; c;−t(1− t)
−1).
If we now reiterate this, with b, c− a taking the roles of a, b and observe that |1 + t(1− t)−1| = |1− t|−1,
we obtain Euler’s relation
(3.17) 2F1(a, b; c; t) = |1− t|
c−a−b
2F1(c− a, c− b; c; t).
Again, by replacing s by 1− s in (3.16), we obtain (Kummer)
(3.18) 1F1(a; b; t) = e
tr (t)
1F1(b− a; b;−t).
Additional observation. Inverse Laplace transform
pFq+1(a, b
+; s) =
Γn(b)
(2pi)nin(n+1)/2
∫
Re(t)=x0>0
etr(t)pFq(a; b; t
−1s)′|t|−bdt.
t ∈ Σ+ ⊕ iΣ
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4. Gauss & Saalschutz summation
If we set t = 1n in (3.15) we obtain
2F1(a, b; c; 1n) =
Γn(c)
Γn(a)Γn(c− a)
∫ 1n
0
|s|a−p|1− s|c−a−b−pds =
Γn(c)
Γn(a)Γn(c− a)
·
Γn(a)Γn(c− a− b)
Γn(c− b)
by (3.11). Hence
(Gauss) 2F1(a, b; c; 1n) =
Γn(c)Γn(c− a− b)
Γn(c− a)Γn(c− b)
.(4.1)
Next, from (3.17) in the form
2F1(c− a, c− b; c; t) = |1− t|
a+b−c
2F1(a, b; c; t)
we obtain ∑
λ
(c− a)λ(c− b)λ
(c)λ
J∗λ =
∑
µ,ν
(a)µ(b)µ
(c)µ
(c− a− b)νJ
∗
µJ
∗
ν
and hence
(4.2)
(c− a)λ(c− b)λ
(c)λ
=
∑
µ,ν
(a)µ(b)µ
(c)µ
(c− a− b)ν〈Jλ/µ, J
∗
ν 〉
since 〈Jλ, J
∗
µJ
∗
ν 〉 = 〈Jλ/µ, J
∗
ν 〉.
Suppose in particular that λ = (Nn), N ≥ 0. For a partition µ ⊂ (Nn), define µˆ to be the complement
of µ in (Nn), i.e.,
(4.3) µˆi = N − µn+1−i.
We have then
(4.4) (a)µˆ(−a−N + p)µ = (−1)
|µ|(a)(Nn).
Proof.
(a)µˆ =
n∏
i=1
(a− 12 (i− 1))µˆi
=
n∏
j=1
(a− 12 (n− j))N−µj
= (a)(Nn)
n∏
j=1
µj∏
i=1
(a− 12 (n− j) +N − i)
−1
= (−1)|µ|(a)(Nn)
n∏
j=1
µj∏
i=1
(−a−N + 12 (n− j) + i)
−1
= (−1)|µ|(a)(Nn)/(−a−N + p)µ.

We have Pµˆ(x) = |x|
NPµ(x
−1).(4.5)
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Proof. Both sides have xµˆ as leading term, and〈
|x|NPµ(x
−1), |x|NPν(x
−1)
〉′
2
= 〈Pµ, Pν〉
′
2 ,
which is 0 if µ 6= ν. 
Let f
(Nn)
νµˆ denote the coefficient of P(Nn) in PνPµˆ. Then
(i) f
(Nn)
νµˆ = 0, if ν 6= µ;(4.6)
(ii) f
(Nn)
µµˆ = |Pµ|
′2/|1|′2 = Pµ(1n)/Qµˆ(1n+1).
Proof. We have
〈Pµ, Pν〉
′
=
〈
PνP¯µ, 1
〉′
=
〈
PνPµˆ, |x|
N
〉′
=
∑
λ
fλνµˆ〈Pλ, |x|
N 〉′ = f
(Nn)
νµˆ 〈1, 1〉
′
by orthogonality, since |x|N = P(Nn) (in n variables).
This proves (i) and (ii) since (for zonal polynomials) the conjecture
|Pµ|
′2 = |1|′2Pµ(1n)/Qµ(1n+1)
is known to be true, and Qµ(1n+1) = Qµˆ(1n+1). 
We now return to (4.2), with λ = (Nn):
(c− a)(Nn)(c− b)(Nn)
(c)(Nn)
=
∑
µ,ν
(a)µ(b)µ
(c)µ
(c− a− b)ν〈J(Nn)/µ, J
∗
ν 〉.
Now
J(Nn)/µ = h
′
(Nn)/µQ(Nn)/µ
= h′(Nn)/µ
∑
ν
f (N
n)
µν Qν
= h′(Nn)/µ
Pµ(1n)
Qµˆ(1n+1)
Qµˆ by (4.6),
hence 〈J(Nn)/µ, J
∗
ν 〉 = 0 if ν 6= µˆ and is equal to
h′(Nn)
h′µh
′
µˆ
·
Pµ(1n)
Qµˆ(1n+1)
if ν = µˆ. So we obtain
(c− a)(Nn)(c− b)(Nn)
(c)(Nn)
=
∑
µ⊂(Nn)
(a)µ(b)µ
(c)µ
(c− a− b)µˆ
h′(Nn)
h′µh
′
µˆ
·
Pµ(1n)
Qµˆ(1n+1)
.
By (4.4) we have
(c− a− b)µˆ =
(−1)|µˆ|(c− a− b)(Nn)
(a+ b− c−N + p)µ
and
(−N)µ = (−1)
|µ|(p)(Nn)/(p)µˆ.
Hence
(c− a− b)µˆ
h′(Nn)
h′µh
′
µˆ
·
Pµ(1n)
Qµˆ(1n+1)
=
(−N)µ
(a+ b− c−N + p)µ
(c− a− b)(Nn)
h′(Nn)
(p)(Nn)
·
(p)µˆ
Jµˆ(1n+1)
J∗µ(1n).
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But h′(Nn) = 2
Nn(p)(Nn), and Jµˆ(1n+1) = 2
|µˆ|(p)µˆ, so that we finally obtain
(−N)µ
(a+ b− c−N + p)µ
(c− a− b)(Nn)2
|µ|J∗µ(1n)
and therefore
(c− a)(Nn)(c− b)(Nn)
(c)(Nn)(c− a− b)(Nn)
=
∑
µ
(a)µ(b)µ(−N)µ
(c)µ(d)µ
2|µ|J∗µ(1n)
= 3F2(a, b,−N ; c, d; 1),
where d = a+ b− c−N + p, i.e.,
a+ b−N + p = c+ d.
So, changing the notation, we have established the analogue of Saalschutz’s summation
Let a = (a1, a2, a3), b = (b1, b2), where(4.7)
(i)
∑
ai + p =
∑
bi (or say |a|+ p = |b|)
(ii) one of the ai is a negative integer.
Then
3F2(a; b; 1n) =
∏
I
Γn(b1 − aI)
(−1)|I|+1 ,
where the product is taken over the 8 subsets I of {1, 2, 3}, and aI =
∑
i∈I ai.
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5. Integral formulae II
Let X (resp. X+) denote the set of diagonal matrices x = diag(x1, x2, . . . , xn) with all xi ≥ 0 (resp. with
x1 ≥ x2 ≥ · · · ≥ xn ≥ 0).
Each s ∈ Σ+ is of the form kxk′ (k ∈ K,x ∈ X+): not uniquely, since we may replace k by kε, where
ε is a diagonal matrix of ±1’s (so that here are 2n possibilities for ε). Corresponding to the decomposition
s = kxk′ we have the integral formula (cf. Farrell [3], p. 75: recall that ds = pi−n(n−1)/4
∏
i≤j dsij)
(5.1)
∫
Σ+
f(s)ds =
1
c′n
∫
X
(∫
K
f(kxk′)dk
)
|∆(x)|dx
where dx =
∏n
i=1 dxi, and
(5.2) ∆(x) =
∏
i<j
(xi − xj)
and
(5.3) c′n =
n!
pin/2
Γn(
n
2 ) =
n∏
i=1
(i/2)!
(1/2)!
.
In particular, when f is K-invariant, (5.1) takes the simpler form
(5.4)
∫
Σ+
f(s)ds =
1
c′n
∫
X
f(x)|∆(x)|dx.
From (3.3) we obtain, since ∫
K
e−tr (kxk
′y)dk = 0F0(−x; y)
(5.5)
∫
X
0F0(−x; y)|x|
a−p|∆(x)|dx = c′n|y|
−aΓn(a)
(but be warned that this integral cannot be evaluated term by term).
In particular, when y = 1n we obtain
(5.6)
∫
X
e−tr (x)|x|a−p|∆(x)|dx = c′nΓn(a).
Next (3.6) gives in the same way
(5.7)
∫
X
e−tr (x)Ωλ(x)|x|
a−p|∆(x)|dx = c′nΓn(a;λ),
which reduces to (5.6) when λ = 0. Likewise, from (3.7),
(5.8)
∫
X
0F0(−x; y)Ωλ(x)|x|
a−p|∆(x)|dx = c′n|y|
−aΓn(a;λ)Ωλ(y
−1).
(Again this integral cannot be evaluated term by term.)
Next, if f is a K-invariant function on Σ+, its Laplace transform Lf is also K-invariant, since
(Lf)(t) =
∫
Σ+
e−tr (st)f(s)ds
=
∫
Σ+
e−tr (ksk
′t)f(s)ds
= (Lf)(k′tk).
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We have
(5.9) (Lf)(y) = c′−1n
∫
X
0F0(−x; y)f(x)|∆(x)|dx.
Next, (3.10) gives
(5.10)
(∫ 1
0
)n
Ωλ(x)|x|
a−p|1− x|b−p|∆(x)|dx = c′n
Γn(a;λ)Γn(b)
Γn(a+ b;λ)
,
which is Kadell’s generalization of Selberg’s integral with parameter k = 12 .
Finally, from (3.13) and (3.14), bearing in mind (1.8), we obtain∫
X
e−tr (x)F (a; b;x; y)|x|a−p|∆(x)|dx = c′nΓn(a)F (a
+; b; y),(5.11) (∫ 1
0
)n
F (a; b;x; y)|x|a−p|1− x|b−a−p|∆(x)|dx = c′n
Γn(a)Γn(b− a)
Γn(b)
F (a+; b+; y),(5.12)
with the notation of §3 for a, a+, b, b+.
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6. Hypergeometric functions with parameter α
Since the zonal polynomials Zλ are Jack’s polynomials Jλ(x;α) with parameter α = 2, it is clear how to
generalize the definitions.
Throughout, we shall set
(6.1) k = α−1.
Define
(6.2) (a)λ = (a;α)λ =
∏
i≥1
(a− k(i− 1))λi
and then
(6.3) (a)λ = (a;α)λ = (a1)λ · · · (ap)λ
for a = (a1, . . . , ap).
With this notation established, we define
pFq(a; b;x;α) =
∑
λ
(a)λ
(b)λ
α|λ|J∗λ(x;α)(6.4)
pFq(a; b;x, y;α) =
∑
λ
(a)λ
(b)λ
α|λ|
J∗λ(x;α)J
∗
λ(y;α)
J∗λ(1n;α)
,(6.5)
where p, q are the lenghts of the sequences a, b, respectively.
Notice that
(6.6) pFq(a; b;x, 1;α) = pFq(a; b;x;α).
As before (§2) we have
(6.7) 0F0(x;α) = e
p1(x).
For the same reason as before: the coefficient of pm1 in Jλ(x;α) is 1 for all λ ⊢ m, so that 〈p
m
1 , Jλ〉α = α
mm!
and therefore
pm1 =
∑
λ⊢m
〈pm1 , Jλ〉J
∗
λ = α
mm!
∑
λ⊢m
J∗λ.
(6.8) 1F0(a;x;α) = |1− x|
−a.
The proof is the same as that of (2.2), using
(6.9) εX(Jλ) = α
|λ|(kX)λ
in place of (2.3). We find then that
1F0(a;x;α) = ε
(y)
aα
n∏
i,j=1
(1− xiyj)
−1/α =
n∏
i=1
(1− xi)
−a.
The formula (2.4) has no counterpart for general α since there is no K over which to integrate.
(6.10) 1F0(kn;x, y;α) = Π(x, y;α) =
∏
i,j
(1− xiyj)
−k.
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Proof. We have
1F0 =
∑
λ
α|λ|(kn)λ
Jλ(x)
Jλ(1n)
J∗λ(y)
=
∑
λ
Jλ(x)J
∗
λ(y) by (6.9)
= Π(x, y;α).

Let Π′′(x, y;α) be the defining series for the scalar product
〈f, g〉′′α = 〈f, g〉
′
α/〈1, 1〉
′
α.
Conjecturally,
(6.11C) 〈Pλ, Pλ〉
′′
α =
εn(Pλ)
εn−1+α(Qλ)
,
from which it would follow that
Π′′(x, y;α) =
∑
λ
Pλ(x)Pλ(y)
εn(Pλ)
εn−1+α(Qλ)
=
∑
λ
Ωλ(x)J
∗
λ(y)εn−1+α(Jλ)
=
∑
λ
(k(n− 1) + 1)λα
|λ|Ωλ(x)J
∗
λ(y),
i.e., that
(6.12C) Π′′(x, y;α) = 1F0(p;x, y;α),
where
(6.13) p = k(n− 1) + 1.
Remark. When n = 1 these hypergeometric series agree with the classical ones, and do not depend on α.
For by 6.7 we have ex =
∑
r≥0 α
rJ∗(r)(x;α), giving α
rJ∗(r) = x
r/r! for each r ≥ 0.
Question. In the case α = 2 (also α = 1, 12 probably) we have (2.7)
0F0(1 + x, y) =
∫
K
etrace((1+x)kyk
′)dk = etrace(y)0F0(x, y),
from which it follows that
Ωλ(1 + x) =
∑
µ
Ωµ(x)〈Jλ/µ, e
p1〉α · α
−|λ−µ|.
In other words, if we write(
λ
µ
)
= coefficient of pm1 in Jλ/µ (λ ⊃ µ, |λ− µ| = m)(6.14)
= ε(Jλ/µ), where ε(pr) = δ1r (so ε(Jλ) = 1),
then
(6.15) Ωλ(1 + x) =
∑
µ⊂λ
(
λ
µ
)
Ωµ(x).
Is this true for all values of α? It is a sort of substitute for the doubling principle.
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We come now to the analogues of the integral formulas of §5.
Let
(6.16) c′n(α) =
n∏
i=1
(ik)!
k!
= n!
n∏
i=1
Γ(ik)
Γ(k)
and define
Γn(a;α) =
n∏
i=1
Γ(a− k(i− 1))
Γn(a;λ;α) =
n∏
i=1
Γ(a+ λi − k(i− 1))
(λ a partition of length ≤ n).
Then we have, in generalization of (5.6), (5.7), (5.10):–∫
Rn+
e−tr (x)|x|a−p|∆(x)|2kdx = c′n(α)Γn(a;α),(6.17) ∫
Rn+
e−tr (x)Ωλ(x;α)|x|
a−p|∆(x)|2kdx = c′n(α)Γn(a;λ;α),(6.18) ∫
[0,1]n
Ωλ(x;α)|x|
a−p|1− x|b−p|∆(x)|2kdx = c′n(α)
Γn(a;λ;α)Γn(b;α)
Γn(a+ b;λ;α)
.(6.19)
(6.19) is Kadell’s extension of Selberg’s integral. To deduce (6.18) from (6.19), put xi = yi/N , where
N = b− p. We obtain(∫ N
0
)n
Ωλ(y;α)|y|
a−p
∣∣1− yN ∣∣N |∆(y)|2kdy = N c · c′n(α)Γn(a;λ;α) n∏
i=1
Γ(N + p− k(i− 1))
Γ(N + a+ λi + p− k(i− 1))
,
where
c = |λ|+ n(a− p) + kn(n− 1) + n = |λ|+ na =
n∑
i=1
(a+ λi).
Now let N →∞; then ∣∣1− yN ∣∣N = n∏
i=1
(
1− yiN
)N
→
∏
e−yi = e−tr (y)
and
Γ(N + u)
Γ(N + v)
∼ Nu−v as N →∞
(any u, v). In the limit, therefore, we get (6.18). Finally (6.17) is the case λ = 0 of (6.18).
The integral formulas (6.18), (6.19) lead directly to the following formulas for the hypergeometric func-
tions:2
(6.20)
∫
Rn+
e−tr (x)pFq(a; b;x, y;α)|x|
a−p|∆(x)|2kdx = c′n(α)Γn(a;α) p+1Fq(a
+; b; y;α),
2notation: dµ(x) = c′n(α)
−1|∆(x)|2kdx
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(6.21)
(∫ 1
0
)n
pFq(a; b;x, y;α)|x|
a−p|1− x|b−a−p|∆(x)|2kdx
= c′n(α)
Γn(a;α)Γn(b − a;α)
Γn(b;α)
p+1Fq+1(a
+; b+; y;α),
where as before
a = (a1, . . . , ap), a
+ = (a1, . . . , ap, a),
b = (b1, . . . , bq), b
+ = (b1, . . . , bq, b).
Question: We may ask whether (2.8) holds for all α, i.e., whether
1F0(a; 1 + x, y;α) = |1− y|
−a
1F0(a;x,
y
1−y ;α).
Spelt out, this is∑
λ
(a)λα
|λ|J∗λ(1 + x;α)Ωλ(y;α) = |1− y|
−a
∑
µ
(a)µα
|µ|J∗µ(x;α)Ωµ(
y
1−y ;α).
If we equate the coefficients of Ωλ(y;α) on either side we obtain a (purported) polynomial identity in a.
So there is no loss of generality in taking a = −N , where N is an integer ≥ λ1, so that λ ⊂ (N
n). Then the
assertion is
(−N)λα
|λ|J∗λ(1 + x;α) = coefficient of Ωλ(y;α) in(6.22)
|1− y|N
∑
µ
(−N)µα
|µ|J∗µ(x;α)Ωµ(
y
1−y ;α).
Now we have (see (4.5))
Pµˆ(x;α) = |x|
NPµ(x
−1;α)
and hence
Pµˆ(1n) = Pµ(1n)
so that
(6.23) Ωµˆ(x;α) = |x|
NΩµ(x
−1;α).
In what follows we shall assume (a) that (6.15) is true, i.e.,
(6.24) Ωλ(1 + x;α) =
∑
µ⊂λ
(
λ
µ
)
Ωµ(x;α),
where
(
λ
µ
)
is the coefficient of p
|λ−µ|
1 in Jλ/µ, and that
(6.25) 〈Pλ, Pλ〉
′′ = εn(Pλ)/εn−1+α(Qλ),
where 〈f, g〉′′ = 〈f, g〉′/〈1, 1〉′.
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Then we have by (6.23)
|1− y|NΩµ(
y
1−y ;α) = |y|
NΩµˆ(y
−1 − 1;α)
= (−1)|µˆ||y|NΩµˆ(1− y
−1;α)
= (−1)|µˆ||y|N
∑
ν⊃µ
(−1)|νˆ|
(
µˆ
νˆ
)
Ων(y
−1;α)
=
∑
ν⊃µ
(−1)|ν−µ|
(
µˆ
νˆ
)
Ων(y;α)
by (6.24) and (6.23) again.
Hence we obtain from (6.22)
(−N)λα
|λ|J∗λ(1 + x;α) =
∑
µ⊂λ
(−1)|λ−µ|(−N)µα
|µ|
(
µˆ
λˆ
)
J∗µ(x;α),
which we want to compare with (6.24). First of all, by (4.4) (valid for all α) we have
(−N)λ = (−1)
|λ|(p)(Nn)/(p)λˆ
and likewise with µ in place of λ; also3
α|λˆ|(p)λˆ = εn−1+α(Jλˆ).
So we obtain
(6.26)
J∗λ(1 + x;α)
εn−1+α(Jλˆ)
=
∑
µ⊂λ
(
µˆ
λˆ
)
J∗µ(x;α)
εn−1+α(Jµˆ)
.
Comparison of this with (6.24) requires us to establish
(6.27)
εn(J
∗
λ)
εn−1+α(Jλˆ)
(
λ
µ
)
=
εn(J
∗
µ)
εn−1+α(Jµˆ)
.
(
µˆ
λˆ
)
To prove this we proceed as follows.
If µ ⊂ λ then(6.28)
Qλ/µ〈Pλ, Pλ〉
′ = Qµˆ/λˆ〈Pµ, Pµ〉
′.
Proof. Let fλµν as usual denote the coefficient of Pλ in PµPν . Then by orthogonality we have
fλµν =
〈Pλ, PµPν〉
′
〈Pλ, Pλ〉′
=
〈Pµˆ, PλˆPν〉
′
〈Pλ, Pλ〉′
by (4.5). Hence
〈Pλ, Pλ〉
′fλµν = 〈Pµˆ, Pµˆ〉
′f µˆ
λˆν
= 〈Pµ, Pµ〉
′f µˆ
λˆν
.
Since Qλ/µ =
∑
ν f
λ
µνQν , the result follows.
4

3See Additional observation 1 at the end of this section.
4See Additional observation 2 at the end of this section.
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From (6.28) and (6.25) we have
εn(J
∗
λ)
εn−1+α(Jλˆ)
Jλ/µ =
〈Pλ, Pλ〉
′′
h′
λˆ
h′µ
Qλ/µ
=
〈Pµˆ, Pµˆ〉
′′
h′
λˆ
h′µ
Qµˆ/λˆ
=
εn(J
∗
µ)
εn+1−α(Jµˆ)
Jµˆ/λˆ
from which (6.27) follows. Hence
If (6.24) and (6.25) hold, then(6.29)
1F0(a; 1 + x, y;α) = |1− y|
−a
1F0(a;x,
y
1−y ;α)
for all a, x, y, α. ✷
Remark: The conjecture (6.25) (from Ch. VI §9) can be reformulated as follows:
(6.25′) 〈|1− x|−p, 1F0(nk;x, y;α)〉
′′ = |1− y|−nk.
For
|1− x|−p =
∑
λ
α|λ|(p)λJ
∗
λ(x)
=
∑
λ
εn−1+α(Jλ)J
∗
λ(x)
=
∑
λ
εn−1+α(Qλ)Pλ(x)
and
1F0(nk;x, y;α) =
∑
µ
α|µ|(nk)µ
Jλ(x)
Jλ(1n)
J∗λ(y)
=
∑
µ
Pλ(x)Qλ(y)
so that the left hand side of (6.25′) is equal to∑
λ
εn−1+α(Qλ)〈Pλ, Pλ〉
′′Qλ(y) =
∑
λ
εn(Pλ)Qλ(y) by (6.25)
= |1− y|−nk. ✷
Note that
1F0(nk;x, y;α) =
∏
i,j
(1− xiyj)
−k = |1− x⊗ y|−k.
If we write
f(t) =
∏( 1− yi
1− tyi
)k
,
then (6.25′) takes the form
〈|1− x|−p, f(x1) · · · f(xn)〉
′′ = 1.
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Additional observation 1. The ”formal degree” is
dλ(α) = 〈Ωλ,Ωλ〉
′′ −1
= εn(Pλ)εn−1+α(Qλ)
=
∏
i<j
(ξi − ξj)k(ξi − ξj + 1− k)k
(k(j − 1))k(k(j − 1) + 1− k)k
where ξ = λ+ kδ, δ = (n− 1, . . . , 1, 0)
So
dλ(α) =
∏
i6=j
(ξi − ξj)k
(kδi − kδj)k
.
This is another version of (6.25).
Additional observation 2. From (6.28) we have
〈Pλ, Pλ〉
′
〈Pµ, Pµ〉′
=
Qµˆ/λˆ
Qλ/µ
=
φµˆ/λˆ
φλ/µ
if |λ− µ| = 1.
This must lead to another proof of the conjecture (6.25), by induction on |λ|.
24 IAN G. MACDONALD
Duality
The formula is
ωα pFq(a; b;x;α) = pFq(−αa;−αb; (−1)
p−qαq−p+1x;α−1).
Proof. We have
pFq(a; b;x;α) =
∑
λ
(a)λ
(b)λ
α|λ|J∗λ(x;α).
Since
ωαPλ(x;α) = Qλ′(x;α
−1)
and J∗λ(x;α) = Pλ(x;α)/h
′
λ(α), it follows that
ωαJ
∗
λ(x;α) = Qλ′(x;α
−1)/h′λ(α)
= α−|λ|Qλ′(x;α
−1)/hλ′(α
−1)
= α−|λ|J∗λ′(x;α
−1).
Next,
(a;α)λ =
n∏
i=1
(a− (i − 1)α−1)λi
=
∏
(i,j)∈λ
(a− (i− 1)α−1 + j − 1)
= (−α−1)|λ|
∏
(i,j)∈λ′
(−aα− (i− 1)α+ j − 1)
= (−α−1)|λ|(−aα;α−1)λ′
Hence
ωα pFq(a; b;x;α) =
∑
λ
(−αa;α−1)λ′
(−αb;α−1)λ′
(−α−1)(p−q)|λ|J∗λ′(x;α
−1)
= pFq(−αa;−αb; (−1)
p−qαq−p+1x;α−1).

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7. Gauss & Saalschutz again
From (6.21) we have
(7.1) 2F1(a, b; c; y;α) =
Γn(c;α)
c′n(α)Γn(a;α)Γn(c− a;α)
(∫ 1
0
)n
1F0(b;x, y;α)|x|
a−p|1− x|c−a−p|∆(x)|2kdx.
If we interchange x and 1− x in the integrand, and use (6.29), we shall obtain, just as in §3,
(7.2) 2F1(a, b; c; y;α) = |1− y|
−b
2F1(c− a, b; c;−y(1− y)
−1;α).
Reiterating then with b, c− a in place of a, b will give Euler’s relation
(7.3) 2F1(a, b; c; y;α) = |1− y|
c−a−b
2F1(c− a, c− b; c; y;α).
Setting y = 1 in (7.1) gives
(Gauss) 2F1(a, b; c; 1n, α) =
Γn(c, α)Γn(c− a− b, α)
Γn(c− a;α)Γn(c− b;α)
(7.4)
and (7.3) (which of course assumes (6.25)) will then give, just as in §4,
(Saalschutz) Let a = (a1, a2, a3), b = (b1, b2)(7.5)
where
(i)
(∑3
1 ai
)
+ p =
∑
bi
(ii) one of the ai is a negative integer.
Then
3F2(a; b; 1n;α) =
∏
I
Γn(b1 − aI ;α)
(−1)|I|+1,
where the product is taken over the 8 subsets I of {1, 2, 3}, and aI =
∑
i∈I ai.
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8. Bessel functions & Hankel transform
We define (following Herz) the Bessel function of order a by
Aa(x) = A
(n)
a (x;α) = Γn(a+ p;α)
−1
0F1(a+ p;−x;α)(8.1)
=
∑
λ
(−α)|λ|J∗λ(x;α)
Γn(a+ p;λ;α)
,
and the Bessel kernel by
Aa(x, y) = A
(n)
a (x; y;α)(8.2)
= Γn(a+ p;α)
−1
0F1(a+ p;−x, y;α)
=
∑
λ
(−α)|λ|Ωλ(x;α)J
∗
λ(y;α)
Γn(a+ p;λ;α)
Notation : Let
dµ(x) = c′n(α)
−1|∆(x)|2kdx
e(x, y) = 0F0(x, y;α)
so that e(1, y) = etr (y) and
(8.3) e(x, y)e(1, y) = e(x+ 1, y).
Assume conjecture (C).
(C)
∫
e(−x, y)|x|aΩλ(x)dµ(x) = Γn(a+ p;λ)|y|
−a−pΩλ(y
−1)
(here and in future we shall write
∫
for (
∫∞
0 )
n).
Then we have
(8.4)
∫
e(−x, y)Aa(x, z)|x|
adµ(x) = |y|−a−pe(−y−1, z)
from (C) and the definition (8.2), by integrating term by term.
Also from (6.21) we have
(8.5)
1
Γn(b;α)
(∫ 1
0
)n
Aa(x, y;α)|x|
a|1− x|b−pdµ(x) = Aa+b(y)
– a sort of addition theorem.
Likewise, for the function 1F1 we have
(8.6)
∫
e−trx1F1(a; b;x, y;α)|x|
b−p|1− x|a−b−pdµ(x) = Bn(b, a− b;α)|1− y|
−a,
where Bn is the beta-function, and
(8.7) 1F1(a; b; y;α) = Bn(a, b− a;α)
−1
(∫ 1
0
)n
e(x, y)|x|a−p|1− x|b−a−pdµ(x).
Replacing x by 1− x and using (8.3), we obtain Kummer’s relation
(8.8) 1F1(a; b; y;α) = e
tr y
1F1(b− a; b;−y;α)
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Again following Herz, we define the Laguerre function
(8.9) L
(a)
b (x;α) =
Γn(a+ b+ p;α)
Γn(a+ p;α)
1F1(−b; a+ p;x;α)
or equivalently, by (8.8)
L
(a)
b (x;α) =
Γn(a+ b+ p;α)
Γn(a+ p;α)
etr (x)1F1(a+ b+ p; a+ p;−x;α)(8.10)
= etr (x)
∑
λ
Γn(a+ b+ p;λ)
Γn(a+ p;λ)
(−α)|λ|J∗λ(x;α),
(6.20), (6.21) applied to the right hand side of (8.10) give respectively
(8.11) L
(a)
b (y;α) = e
tr y
∫
e−trxAa(x, y)|x|
a+bdµ(x),
a formula that we shall generalize later, and
(8.12) L
(a)
b (y;α) = Γn(−b, α)
−1etr y
(∫ 1
0
)n
e(−x, y)|x|a+b|1− x|−b−pdµ(x).
Hankel transform. The Hankel transform of index a is defined by
(8.13) (Haf)(y) =
∫
Aa(x, y)|x|
af(x)dµ(x).
If we define
ey(x) = e(−x, y)
then (8.4) says that
(8.14) Ha(ey) = |y|
−a−pey−1 .
From this it follows that H2a = 1 on the linear space U spanned by the functions ey, y > 0. The space U is
a subspace of
L2a =
{
f :
∫
|f(x)|2|x|adµ(x) <∞
}
which carries a scalar product
〈f, g〉a =
∫
f(x)g(x)|x|adµ(x)
(if we are dealing with real-valued functions). Presumably ey ∈ L
2
a for y > 0, but this remains to be proved,
like the conjecture (C) for arbitrary α.
Let us compute the scalar product
〈ey, ez〉a =
∫
e(−x, y)e(−x, z)|x|adµ(x)
=
∫
e(−x, y)
(∑
λ
(−α)|λ|Ωλ(x)J
∗
λ(z)
)
|x|adµ(x).
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On integrating term by term and using (C) we obtain
|y|−a−pΓn(a+ p)
∑
λ
(−α)|λ|(a+ p)λΩλ(y
−1)J∗λ(z)
so that
〈ey, ez〉a = |y|
−(a+p)Γn(a+ p) · 1F0(a+ p;−y
−1, z)(8.15)
= |z|−(a+p)Γn(a+ p) · 1F0(a+ p;−y, z
−1)
on interchange of y and z. From this and (8.14) we have
(8.16) 〈Haey, Haez〉a = 〈ey, ez〉a
so that Ha is an isometry on U . Moreover, if we assume (why not?) that the Laplace transform is injective,
then 〈f, ey〉a = 0 for all y > 0 implies that f = 0 in L
2
a, and therefore U is dense in the Hilbert space L
2
a. So
finally Ha extends to a self-adjoint involution on L
2
a.
For f ∈ L2a, let φf denote the Laplace transform of |x|
af(x): that is to say,
φf (y) =
∫
e(−x, y)|x|af(x)dµ(x) = 〈ey, f〉a
Suppose that φg(y) is an absolutely convergent integral for all y > 0.(8.17)
(i) If g = Haf then
(8.17.1) φg(y) = |y|
−a−pφf (y
−1).
(ii) Conversely, if (8.17.1) holds, then g ∈ L2a and g = Haf .
Proof. Let g1 = Haf , then
φg1(y) = 〈ey, g1〉a = 〈Haey, f〉a by (8.16)
= |y|−a−p〈ey−1 , f〉a by (8.14)
= |y|−a−pφf (y
−1).
This proves (i). In case (ii) we have φg = φg1 , whence 〈ey, g〉a = 〈ey, g1〉a for all y > 0; hence g = g1 on
L2a. 
Laguerre polynomials. As an example of (8.17), let us take
f(x) = e−tr (x)J∗λ(x;α)
g(y) = (Haf)(y) = e
−tr (y)L
(a)
λ (y), say.
We shall see presently that the L
(a)
λ are symmetric polynomials, called Laguerre polynomials (they depend
on α as well as a).
We have
φf (y) =
∫
e(−x, y)e−trx|x|aJ∗λ(x;α)dµ(x)
=
∫
e(−x, 1 + y)|x|aJ∗λ(x;α)dµ(x)
= Γn(a+ p;λ)|1 + y|
−a−pJ∗λ((1 + y)
−1;α)
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if (C) is true. By (8.17) this is equal to
|y|−a−pφg(y
−1) = |y|−a−p
∫
e(−x, y−1)e−trxL
(a)
λ (x)|x|
adµ(x)
= |y|−a−p
∫
e(−x, 1 + y−1)|x|aL
(a)
λ (x)dµ(x)
so that we have∫
e(−x, 1 + y−1)|x|aL
(a)
λ (x)dµ(x) = Γn(a+ p;λ)
∣∣∣∣ y1 + y
∣∣∣∣a+p J∗λ((1 + y)−1;α)
Put z = (1 + y−1)−1 = y/(1 + y), so that (1 + y)−1 = 1− z ; then we have
(8.18)
∫
e(−x, z−1)|x|aL
(a)
λ (x)dµ(x) = Γn(a+ p;λ)|z|
a+pJ∗λ(1− z),
i.e., the Laplace transform of |x|aL
(a)
λ (x) is
Γn(a+ p;λ)|z|
−a−pJ∗λ(1− z
−1).
But we have proved that
Ωλ(1 − z) =
∑
µ⊂λ
(−1)|µ|ε(Jλ/µ)Ωµ(z)
so that we have
(8.19) J∗λ(1− z) =
∑
µ⊂λ
(−1)|µ|a
(n)
λ/µJ
∗
µ(z)
with
a
(n)
λ/µ = ε(Jλ/µ)J
∗
λ(1n)/J
∗
µ(1n)(8.20)
= ε(Pλ/µ)Qλ(1n)/Qµ(1n).
It follows that
Γn(a+ p;λ)
−1
∫
e(−x, z−1)|x|aL
(a)
λ (x)dx = |z|
a+p
∑
µ⊂λ
(−1)|µ|aλ/µJ
∗
µ(z)
=
∑
µ⊂λ
(−1)|µ|
Γn(a+ p;µ)
aλ/µ
∫
e(−x, z−1)|x|aJ∗µ(x)dµ(x)
and therefore, on the assumption that the Laplace transform is injective, we should have
(8.21) L
(a)
λ (x;α) =
∑
µ⊂λ
(−1)|µ|a
(n)
λ/µ(α)
(a + p;α)λ
(a+ p;α)µ
J∗µ(x;α)
a symmetric (but not homogeneous) polynomial in x1, . . . , xn.
Remark. From the definition
L
(a)
λ (y) = e
tr (y)
∫
e−tr (x)Aa(x, y)|x|
aJ∗λ(x;α)dµ(x)
and (8.11) it follows that (up to a scalar factor) L
(a)
b is the same as L
(a)
(b,...,b).
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Next, we have
(8.22) e(−x−1, y) = |x|a+pe−try
∑
λ
α|λ|Ωλ(1− x)L
(a)
λ (y)
Proof. The right hand side of (8.22) is the Hankel transform (with respect to y) of the series
|x|a+pe−tr z
∑
λ
α|λ|Ωλ(1− x)J
∗
λ(z)
= |x|a+pe−tr ze(1− x, z) = |x|a+pe(−x, z)
= |x|a+pex(z).
The result now follows from (8.14). 
The functions(8.23)
fλ(x) = e
−trxL
(a)
λ (2x)
are eigenfunctions of the Hankel transform Ha (the eigenvalue being (−1)
|λ|).
Proof. We have
φfλ(y) =
∫
e(−x, y)e−tr (x)|x|aL
(a)
λ (2x)dµ(x)
=
∫
e(−x, 1 + y)|x|aL
(a)
λ (2x)dµ(x)
= 2−n(a+p)
∫
e
(
−x,
1
2
(1 + y)
)
|x|aL
(a)
λ (x)dµ(x)
(since |x|−pdµ(x) is translation-invariant).
Put 12 (1 + y) = z
−1, so that 1− z = 1− 21+y =
y−1
y+1 ; then from (8.18) we have
φfλ(y) = Γn(a+ p;λ)|1 + y|
−a−pJ∗λ
(
y − 1
y + 1
)
from which it follows that
φfλ(y
−1) = |y|a+p(−1)|λ|φfλ(y)
and hence, by (8.17), that Hafλ = (−1)
|λ|fλ. 
Question: Is it the case that 〈fλ, fµ〉a = 0 if λ 6= µ, i.e., is∫
e−trxL
(a)
λ (x)L
(a)
µ (x)|x|
adµ(x) = 0
if λ 6= µ?
The answer is yes. From (8.22) we have, on multiplying both sides by |y|aL
(a)
µ (y) and integrating term
by term ∫
e(−x−1, y)L(a)µ (y)|y|
adµ(y) = |x|a+p
∑
λ
α|λ|Ωλ(1− x)
∫
e−tr yL
(a)
λ (y)L
(a)
µ (y)|y|
adµ(y)
= 2n(a+p)|x|a+p
∑
λ
α|λ|Ωλ(1− x)〈fλ, fµ〉a
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(
Since 〈fλ, fµ〉a =
∫
e−2trxL
(a)
λ (2x)L
(a)
µ (2x)|x|
adµ(x) = 2−n(a+p)
∫
e−trxL
(a)
λ (x)L
(a)
µ (x)|x|
adµ(x)
)
.
But on the other hand, by (8.18), we have
(2)
∫
e(−x−1, y)L(a)µ (y)|y|
adµ(y) = Γn(a+ p;µ)|x|
a+pJ∗λ(1 − x).
From (1) and (2) it follows that
(8.24) 〈fλ, fµ〉a = 0 if λ 6= µ
and
2n(a+p)α|µ|Ωµ|fµ|
2
a = Γn(a+ p;µ)J
∗
µ
so that
|fµ|
2
a = 2
−n(a+p)α−|µ|Γn(a+ p;µ)J
∗
µ(1n)(8.25)
= 2−n(a+p)
Γn(a+ p;µ)(nk)µ
hµ(α)h′µ(α)
Next we have
(8.26) etr (y)Aa(x, y) =
∑
λ
α|λ|L
(a)
λ (x)Ωλ(y)
Γn(a+ p;λ)
Proof. We can expand the left hand side of (8.26) in a series of Laguerre polynomials, say
(∗) etr (y)Aa(x, y) =
∑
λ
L
(a)
λ (x)uλ(y)
To determine the coeficients, we use orthogonality (8.24): multiply both sides by e−tr (x)L
(a)
µ (x)|x|a and
integrate with respect to x.
The right hand side of (∗) then becomes
α−|µ|Γn(a+ p;µ)J
∗
µ(1n)uµ(y)
and the left side becomes
etr y
∫
e−trxAa(x, y)L
(a)
µ (x)|x|
adµ(x) = J∗µ(y)
by definition of the Hankel transform. So we have
uµ(y) = α
|µ|Ωµ(y)/Γn(a+ p;µ)
which proves (8.26). 
∑
λ
α|λ|Ωλ(x)L
(a)
λ (y) = |1− x|
−a−pe
(
−
x
1− x
, y
)
.(8.27)
Proof. This follows from (8.22) on replacing x by 1− x, since
etr y e
(
−
1
1− x
, y
)
= e
(
1−
1
1− x
, y
)
= e
(
−x
1− x
, y
)
.

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From (8.25) we have
Γn(a+ p;λ) =
2n(a+p)α|λ||fλ|
2
a
J∗λ(1n)
and therefore
(8.28) Aa(−x, y) =
∑
λ
α|λ|Ωλ(x)J
∗
λ(y)
Γn(a+ p;λ)
= 2−n(a+p)
∑
λ
J∗λ(x)J
∗
λ(y)
|fλ|2a
.
Another approach to the Laguerre polynomials is as eigenfunctions of a differential operator (i.e., as limits
of Jacobi polynomials:
L
(a)
λ (x;α) = limb→∞
G
(a,b)
λ
(x
b
;α
)
. )
If we replace x by b−1x in the operator Ea,b, & let b→∞, we get
Eaf = −|x|
−ae(x)∆(x)−2k
n∑
i=1
Di(xi|x|
ae(−x)∆(x)2kDif)
which when computed explicitly gives
−Ea = 2U12 + 2kV1 + (a+ 1)U01 − U11
= ✷1 + (a+ p)U01 − U11
and hence
EaΩλ = |λ|Ωλ −
∑
µ⊂λ
|λ−µ|=1
(
λ
µ
)
(a+ p+ ρ(λ/µ))Ωµ
in which a+ p+ ρ(λ/µ) = (a+ p)λ/(a+ p)µ.
So L
(a)
λ (x;α) satisfies
EaL
(a)
λ = |λ|L
(a)
λ
and if
L
(a)
λ (x) =
∑
µ⊂λ
(−1)|µ|uλµΩµ
we obtain the recurrence relation
|λ− ν|uλν =
∑
µ
(
µ
ν
)
(a+ p)µ
(a+ p)ν
uλµ
summed over µ such that λ ⊃ µ ⊃ ν and |µ− ν| = 1.
If |λ− ν| = r this gives explicitly (if uλλ = 1)
uλν =
1
r!
∑
T
r∏
i=1
(
λ(i−1)
λ(i)
)
·
(a+ p)λ
(a+ p)ν
summed over all standard tableaux
T : λ = λ(0) ⊃ λ(1) ⊃ · · · ⊃ λ(r) = ν.
In other words,
uλν =
(
λ
ν
)
(a+ p)λ
(a+ p)ν
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and therefore
L
(a)
λ (x;α) =
∑
µ⊂λ
(−1)|µ|
(
λ
µ
)
(a+ p)λ
(a+ p)µ
Ωµ(x;α)
agreeing with (8.21), apart from the normalizing factor J∗λ(1n).
So we have another proof of orthogonality.
In the 1-variable case we can recover the Jacobi polynomials from the Laguerre polynomials by Laplace
transform (i.e., passing from 1F1 to 2F1)
G(a,b)n (y) =
∫ ∞
0
e−xL(a)n (xy) ·
xn+a+b
(n+ a+ b)!
dx.
Is there an analogue of this in n variables?
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Appendix: proof of (6.15)
let ε : Λ→ Q be the specialization defined by
ε(p1) = 1, ε(pr) = 0 if r > 1.
(Thus ε(H(t)) = ε(E(t)) = et.)
Proposition. Let λ be a partition of length ≤ n. Then
(1) Ωλ(1n + x) =
∑
µ⊂λ
ε(Jλ/µ)Ωµ(x).
Proof. Let Dn =
∑n
i=1 ∂/∂xi, then
Ωλ(1n + x) =
∑
r≥0
1
r!
DrnΩλ(x)
so that (1) ⇔
(1′)
1
r!
DrnΩλ =
∑
µ⊂λ
|λ−µ|=r
ε(Jλ/µ)Ωµ (r ≥ 0).
We shall prove (1′) by induction on r. For the moment assume that it is true for r = 1, i.e., that
(2) DnΩλ =
∑
µ⊂λ
|λ−µ|=1
ε(Jλ/µ)Ωµ.
From (2) it follows by induction on r that
(3) DrnΩλ =
∑ r∏
i=1
ε(Jµ(i−1)/µ(i))Ωµ
summed over all chains of partitions
λ = µ(0) ⊃ µ(1) ⊃ · · · ⊃ µ(r) = µ
such that |µ(i−1) − µ(i)| = 1 for 1 ≤ i ≤ r. 
Lemma 1. Let µ ⊂ λ, |λ− µ| = r. Then
(4) ε(Jλ/µ) =
1
r!
∑ r∏
i=1
ε(Jµ(i−1)/µ(i))
summed over chains of partitions as above.
Proof. We have
Jλ/µ(x1, . . . , xr) =
∑ r∏
i=1
Jµ(i−1)/µ(i)(xi)
in which the coefficient of x1, . . . , xr is
a =
∑ r∏
i=1
ε(Jµ(i−1)/µ(i))
On the other hand, ε(Jλ/µ) is the coefficient of p
r
1 in Jλ/µ, and hence a = r!ε(Jλ/µ) (since x1 · · ·xr occurs in
Pλ only for λ = (1
r)). 
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From (3) and (4) we have (1′). Hence it remains to prove (2). We rewrite (2) in terms of the Pλ:
Dn(Pλ) =
∑
µ⊂λ
|λ−µ|=1
ε(Jλ/µ)
Pλ(1n)
Pµ(1n)
Pk
=
∑
µ⊂λ
ε(Pλ/µ)
Jλ(1n)
Jµ(1n)
Pµ
Now
Jλ(1n)/Jµ(1n) = n+ a
′(s)α− l′(s)
where {s} = λ− µ, so that
(2′) DnPλ =
∑
s
ε(Pλ/µ)(n+ a
′(s)α− l′(s))Pµ
summed over the corner squares s ∈ λ, with λ− {s} = µ.
Now Dn is the derivation of Λ defined by
DnPr = rPr−1(r ≥ 2), DnP1 = n.
Both sides of (2′) are linear in n, & we may replace n by an indeterminate X : define a derivation DX by
DXPr = rPr−1 (r ≥ 2), DXP1 = X.
Then we have to prove that
(2′′) DXPλ =
∑
s
ε(Pλ/µ)(X + a
′(s)α− l′(s))Pµ.
Both sides are linear in X , so it is enough (for fixed λ, α) to prove that they agree for two values of X . We
shall do this (a) for X =∞ (b) for X = l(λ) = n say.
From the definition of DX it is clear that
(5) lim
X→∞
DX
X
=
∂
∂p1
Lemma 2. We have
(6)
∂
∂p1
Pλ = Pλ/(1)
Proof. We have (f, g ∈ Λ) 〈
∂f
∂p1
, g
〉
α
= α−1〈f, p1g〉α
(by linearity it is enough to check this when f, g are monomials in the p’s, & then it is obvious). Since
α−1p1 = Q(1) we have 〈
∂
∂p1
Pλ, g
〉
α
= 〈Pλ, Q(1)g〉α = 〈Pλ/(1), g〉
which proves (6). 
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Now let y be a single variable; then
Pλ(x; y) =
∑
µ
Pµ(x)Pλ/µ(y) =
∑
v
Pv(y)Pλ/v(x).
By considering the coefficient of y in these two expressions we have
(7) Pλ/(1)(x) =
∑
µ
Pµ(x)Pλ/µ(1).
From (5), (6) and (7) it follows that the coefficient of X in DXPλ is equal to∑
µ⊂λ
|λ−µ|=1
ε(Pλ/µ)Pµ
so that (2′′) is true for X =∞.
It remains to prove (2′′) for X = n = l(λ). Let λ∗ = (λ1−1, . . . , λn−1) so that Pλ = enPλ∗ and therefore
(8) DnPλ = Dn(enPλ∗) = en−1Pλ∗ + enDnPλ∗
Now
en−1Pλ∗ =
∑
ψ′µ/λ∗Pµ
summed over µ ⊃ λ∗ such that µ− λ∗ is a vertical strip of length (n− 1), i.e., µ ⊂ λ, |λ− µ| = 1. Also
ψ′µ/λ∗ = bµ(R¯µ/λ∗)/bλ∗(R¯µ/λ∗) = bµ(R)/bλ∗(R),
where: λ − µ is the single square s = (i, λi), and R = {(i, j) : 1 ≤ j ≤ λi − 1} is the ith row of µ (or λ∗).
Let t = (1, λi) be the leftmost square in the row R, then bλ∗(R) = bλ(R)/bλ(t).
Hence
ψ′µ/λ∗ =
bµ(R)
bλ(R)
bλ(t).
Moreover (2′′) now takes the form
(2′′′) DXPλ =
∑
µ
ε(Pλ/µ)hλ(t)Pµ
because with s = (i, λi) we have
n+ a′(s)α− l′(s) = n+ (λi − 1)α− i+ 1 = a(t)α+ l(t) + 1.
We proceed by induction on λ: thus we have to show that
(9) ε(Pλ/µ)hλ(t) =
bµ(R)
bλ(R)
bλ(t) + ε(Pλ∗/µ∗)hλ∗(t).
Now
ε(Pλ/µ) = Pλ/µ(1) = ψλ/µ =
bµ(R)
bλ(R)
and
ε(Pλ∗/µ∗) =
bµ(R − {t})
bλ(R− {t})
=
bµ(R)
bλ(R)
·
bλ(t)
bµ(t)
;
thus (9) is equivalent to
hλ(t) = bλ(t) +
bλ(t)
bµ(t)
hµ(t)
(since hλ∗(t) = hµ(t)), that is to say to
h′λ(t) = 1 + h
′
µ(t)
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But h′λ(t) = αλi + n− i, h
′
µ(t) = α(λi − 1) + n− i
so that in fact
h′λ(t) = α+ h
′
µ(t)
– we are still out by a factor α.
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Laplace transform
In the case α = 2 we defined the Laplace transform by
(1) (Lf)(t) =
∫
Σ+
e−tr (st)f(s)ds (t ∈ Σ+)
and showed that the Laplace transform of |s|a−pΩλ(s) is Γn(a;λ)|t|
−aΩλ(t
−1).
To write (1) as an integral over X = Rn+ we must introduce∫
K
e−tr (kxk
′y)dk = e(−x, y)
where we have written e in place of 0F0. The Formula (1) then becomes
(2) (Lf)(y) =
(∫ ∞
0
)n
e(−x, y)f(x)dµ(x)
where as usual
dµ(x) = c′−1n |∆(x)|.
So for general α we take (2) as our definition of the Laplace transform.
Conjecture (C). The Laplace transform of |x|a−pΩλ(x;α) is Γn(a;λ;α)|y|
−aΩλ(y
−1;α).
Assuming this we have(∫ ∞
0
)n
e(−x, y−1)pFq(a; b;x)|x|
a−pdµ(x) = |y|aΓn(a;α) p+1Fq(a
+; b; y)
with the same notation as in §3.5
Conjecture (C) is true for α = 2, 1, 12 , surely; also for α =∞:–
Proposition. We have
e(x, y;∞) =
1
n!
∑
ω∈Sn
e〈x,ωy〉
where 〈x, y〉 =
∑n
i=1 xiyi and ωy = (yω(1), . . . , yω(n)).
Proof. We have Pλ(x;∞) = mλ(x), and
α|λ|J∗λ(x;α) =
α|λ|
h′λ(α)
Pλ(x)
= Pλ(x)
∏
s∈λ
(a(s) + 1 + α−1l(s))−1
which is equal to mλ(x)/|λ|! when α =∞.
5See Additional observation1 at the end of this section.
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Hence
e(x, y;∞) =
∑
l(λ)≤n
mλ(x)
mλ(1n)
·
mλ(y)
λ!
=
1
n!
∑
α∈Nn
yd
α!
∑
ω∈Sn
xωα
=
1
n!
∑
ω∈Sn
∑
α∈Nn
xωαyα
α!
=
1
n!
∑
ω∈Sn
e〈ωx,y〉.

Since k = 0 we have dµ(x) = dx and therefore (as p = 1)(∫ ∞
0
)n
e(−x, y)|x|a−1xβdµ(x) =
1
n!
∑
ω∈Sn
n∏
i=1
∫ ∞
0
e−xiyω(i)xa+βii
dxi
xi
=
1
n!
∑
ω∈Sn
n∏
i=1
y
−(a+βi)
ω(i) Γ(a+ βi)
= Γn(a;β)|y|
−a 1
n!
∑
ω∈Sn
y−ωα.
Hence the Laplace transform of |x|amλ(x) is
Γn(a;λ)|y|
−amλ(y
−1)
as required for Conjecture (C).
Remark The series e(x, y) converges absolutely for all x, y. For if |xi| ≤ X for 1 ≤ i ≤ n, then we have
|Pλ(x;α)| ≤ X
|λ|Pλ(1n;α)
because the coefficients of the monomials in Pλ(x;α) are all positive (we are assuming α ≥ 0). Hence
e(x, y;α) is dominated (for x ∈ [−X,X ]n) by∑
λ
X |λ|α|λ|J∗λ(y;α) = e
X trace y.
We should go on and show that (for x ≥ 0) e(−x, y) decreases exponentially for fixed y, so that we can
confidently integrate against it.
From (C) it would follow, in particular, that(∫ ∞
0
)n
e(−x, y)e(x, z)|x|a−pdµ(x) = |y|−aΓn(a;α) 1F0(a; y
−1, z)
As to Conjecture (C), assume the weaker
Conjecture (C′).
(∫∞
0
)n
e(−x, y)|x|a−pxλdµ(x) is of the form |y|−a× polynomial in y−1 with leading term
yλ.
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Let E be the operator
Ef = ∆(x)−2k
n∑
i=1
xiDi(∆(x)
2kxiDif).
Then (cf. ch. VI, §10)
EΩλ(x;α) = 〈λ, λ+ 2kδ〉Ωλ(x;α)
where as usual δ = (n− 1, n− 2, . . . , 1, 0).[
From loc. cit., the eigenvalue is
2α−1
(
αn(λ′)− n(λ) +
(
(n− 1) + 12α
)
|λ|
)
= 2n(λ′)− 2kn(λ) + 2k(n− 1)|λ|+ |λ|
= Σλi(λi − 1− 2k(i− 1) + 2k(n− 1) + 1)
= Σλi(λi + 2k(n− i)).
]
Consider
Ey
∫
e(−x, y)|x|a−pΩλ(x;α)dµ(x) =
∫
Ex(e(−x, y))|x|
a−pΩλ(x;α)dµ(x)
=
n∑
i=1
∫
xiDi(∆(x)
2kxiDie(−x, y))|x|
a−pΩλ(x)dx.
If integration by parts is o.k. in these circumstances – we need to have Di(e(−x, y)) vanishing more
strongly than any polynomial in xi as xi →∞ – we can replace this by
6
−
n∑
i=1
∫
xiDi(e(−x, y))Di(xi|x|
a−pΩλ(x))∆(x)
2kdx
and then, integrating by parts again, we obtain
n∑
i=1
∫
e(−x, y)Di(xi∆(x)
2kDi(xi|x|
a−pΩλ(x)))dx
or, if we introduce the operator E′ defined by
E′f = ∆(x)−2k
n∑
i=1
Di(xi∆(x)
2kDi(xif)),
we have
Ey
∫
e(−x, y)|x|a−pΩλ(x;α)dµ(x) =
∫
e(−x, y)E′(|x|a−pΩλ(x))dµ(x).
Now
Ef =
n∑
i=1
xi(2kDi(log∆)xiDif +Dif + xiD
2
i f)
=
n∑
i=1
(x2iD
2
i f + xiDif) + 2k
∑
i6=j
x2i
xi − xj
Dif
6See Additional observation 2 at the end of this section.
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and
E′f =
n∑
i=1
(Di(xif) + 2kxi(log∆)Di(xif) + xiD
2
i (xif))
= nf +
n∑
i=1
(x2iD
2
i f + 3xiDif) + 2k
∑
i6=j
xi
xi − xj
(f + xiDif)
= (np+ 2
n∑
i=1
xiDi)f + Ef
since ∑
i6=j
xi
xi − xj
=
1
2
n(n− 1)

so that
E′(|x|a−pΩλ(x)) = (〈µ, µ+ 2kδ〉+ 2|µ|+ np)|x|
a−pΩλ(x),
where µi = a− p+ λi. From this it follows that the Laplace transform∫
e(−x, y)|x|a−pΩλ(x;α)dµ(x)
is an eigenfunction of Ey with eigenvalue
〈µ, µ+ 2kδ〉+ 2|µ|+ np.
We want to express this in terms of ν, where
νi = −a− λn+1−i = −p− µn+1−i.
So we have
µi = −p− νn+1−i
and
〈ν, ν + 2kδ〉 =
n∑
i=1
νn+1−i(νn+1−i + 2k(i− 1))
=
n∑
i=1
(µi + p)(µi + p− 2k(i− 1)).
Now p = (n− 1)k + 1, so that
2p− 2k(i− 1) = 2k(n− i) + 2
and hence
〈ν, ν + 2kδ〉 =
n∑
i=1
(µ2i + 2µi(k(n− i) + 1)) + p
n∑
i=1
(p− 2k(i− 1))
= 〈µ, µ+ 2kδ〉+ 2|µ|+ np
(since p− 2k(i− 1) = k(n+ 1− 2i) + 1).
So finally we have
Ey
∫
e(−x, y)|x|a−pΩλ(x;α)dµ(x) = 〈ν, ν + 2kδ〉
∫
e(−x, y)|x|a−pΩλ(x;α)dµ(x)
which in view of (C′) shows that the integral must be a scalar multiple of
|y|−aΩλ(y
−1;α).
Finally, by setting y = 1 we get the scalar constant.
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Additional observation 1. (C) means that for any F (x, y) we have∫
e−tr(x)F (x, y)|x|a−pdµ(x) = |y|−a
∫
e(−x, y)F (x, 1)|x|a−pdµ(x)
—i.e., the two versions of Laplace transform agree.
Additional observation 2. When α =∞ (i.e., k = 0) we have
α|λ|J∗λ(x;α) =
mλ(x)
λ!
Γn(a+ p;λ;α) = (a+ λ)!
and therefore
Aa(x;∞) =
∑
λ
(−1)|λ|mλ(x)
λ!(a+ λ)!
=
∑
α∈Nn
(−1)|α|xα
α!(a+ α)!
=
n∏
i=1
0F1(a;−xi)
and likewise
Aa(x; y;∞) =
1
n!
∑
ω∈Sn
n∏
i=1
0F1(a;−xiyω(i)).
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Fourier transform
Let F = R,C or H and let
k = 12 (F : R) (=
1
2 , 1 or 2)
p = k(n− 1) + 1 (= 12 (n+ 1), n or 2n− 1).
Let Σ = Σn(F ) denote the space of n× n hermitian matrices with entries in F , so that
dimRΣ = n+ kn(n− 1) = np.
If s = (sij) ∈ Σ we have sii ∈ R and sji = s¯ij (i < j).
We write
sij =
∑
α
sijαeα (i < j)
where (eα)0≤α≤2k−1 is the standard basis of F over R (with eo = 1). We take the functions sii(1 ≤ i ≤ n),
sijα(i < j, 0 ≤ α ≤ 2k − 1) as coordinate functions on Σ and define
ds = pi−kn(n−1)/2
(
n∏
i=1
dsii
)∏
i<j
∏
α
dsijα

If x ∈Mn(H) we define
trace(x) = Re
(
n∑
i=1
xii
)
(so the trace is a real number; we have trace(x) = 12 traceω(x) where ω :Mn(H)→M2n(C) is the standard
embedding, induced by ω(a+ bi+ cj + dk) =
(
a+ bi c+ di
−c+ di a− bi
)
.)
Then if s, t ∈ Σ we have
trace(st) = Re
n∑
i,j=1
sijtji = Re
∑
i,j
sij t¯ij
=
n∑
i=1
siitii +
∑
i<j
Re(sij t¯ij + s¯ijtij)
=
n∑
i=1
siitii + 2
∑
i<j
∑
α
sijαtijα.
The Fourier transform of a function f on Σ is
fˆ(t) =
∫
Σ
e−i tr (st)f(s)ds
and we shall have
ˆˆ
f(s) = cnf(−s)
for some constant cn. To evaluate the constant we may take f(s) = e
− 12 tr (s
2), so that
fˆ(t) =
∫
Σ
exp−
1
2
tr (s2 + 2ist)ds
= e−
1
2 tr t
2
∫
Σ
exp−
1
2
tr (s+ it)2ds
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Now (by Cauchy’s theorem) this integral is equal to∫
Σ
exp−
1
2
tr (s2)ds =
(
n∏
i=1
∫
R
e−s
2
ii/2dsii
)
·
∏
i<j
∏
α
∫
R
e−s
2
ijαdsijα
pi−kn(n−1)/2
Since ∫
R
e−x
2
dx = pi1/2,
∫
R
e−x
2/2dx = (2pi)1/2
it follows that
fˆ(t) = (2pi)n/2f(t)
and therefore
ˆˆ
f(t) = (2pi)nf(t), i.e., cn = (2pi)
n:
ˆˆ
f(s) = (2pi)nf(−s).
Now let
K = Un(F ) = {k ∈Mn(F) : kk¯
′ = 1}
and suppose that f is K-invariant: f(ksk−1) = f(s).
Since d(ksk−1) = ds, we have
fˆ(t) =
∫
Σ
e−i tr (ksk
−1t)f(s)ds
=
∫
Σ
e(−is, t)f(s)ds,
where
e(s, t) =
∫
K
etr (ksk
−1t)dk
(dk being normalized Haar measure on the compact group K).
We can write this in the form
fˆ(y) =
∫
Rn
e(−ix, y)f(x)dσ(x).
where
dσ(x) = c′n|∆(x)|
2kdx
(∆(x) =
∏
i<j(xi − xj); dx = dx1 · · ·dxn) and cn is some constant. So for k = 2, 1,
1
2 we have the
Fourier transform (of suitable functions f)
(F1) fˆ(y) =
∫
Rn
e(−ix, y)f(x)dσ(x)
and Fourier reciprocity
(F2)
ˆˆ
f(x) = (2pi)nf(−x).
Now the exponential kernel e(x, y) is defined for all k, namely if Cλ(x) = Cλ(x, k) is the multiple of Jack’s
symmetric function Jλ(x; k
−1) such that ∑
|λ|=m
Cλ(x) = p1(x)
m
then
e(x, y) =
∑
λ
Cλ(x)Cλ(y)
Cλ(1n)|λ|!
.
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So in particular
e(x, 1n) =
∑
m≥0
p1(x)
m
m!
= e
∑
xi
We may therefore define the Fourier transform (F1) for all k. When k = 2, 1 or 12 the reciprocity formula
(F2) will be true, for the reasons given above. [Another value of k for which it holds is k = 0. For then (p.
L2)
e(x, y) =
1
n!
∑
ω∈Sn
e〈x,ωy〉
and (F1) gives
fˆ(y) =
1
n!
∑
ω∈Sn
∫
Rn
e−i〈x,ωy〉f(x)dx
=
∫
Rn
e−i〈x,y〉f(x)dx
by symmetry, i.e., fˆ(y) is the usual Fourier transform on Rn. So in this case (F2) is valid.]
Coming back to the cases k = 2, 1, 12 we had (x, y real diagonal matrices)
e(x, y) =
∫
K
etr (xkyk
−1)dk
(double use of the letter k!) so that
∂
∂xi
e(x, y) =
∫
K
(kyk−1)ie
tr (xkyk−1)dk
and therefore, if we put
Dx =
n∑
i=1
∂
∂xi
,
Dx e(x, y) =
∫
K
trace(kyk−1) · etr (xkyk
−1)dk
= trace(y) · e(x, y)
or equivalently
Dxe(x, y) = p1(y)e(x, y)
This is probably the fundamental property of the exponential kernel e(x, y) ; it is true for all values of
α(= k−1). So it is indicated that the Fourier reciprocity theorem (F2) should be a consequence of this:
Example of Fourier transform. Let
f(x) =
{
|x|a−p|1− x|b−p, if x ∈ [0, 1]n
0, otherwise
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Then
fˆ(y) =
∫
Rn
e(−ix, y)f(x)dσ(x)
=
∫
[0,1]n
e(−ix, y)|x|a−p|1− x|b−pdσ(x)
=
∑
λ
Cλ(y)
|λ|!
(−i)|λ|
∫
[0,1]n
Ωλ(x)|x|
a−p|1− x|b−pdσ(x)
=
Γn(a)Γn(b)
Γn(a+ b)
∑
λ
(a)λ
(a+ b)λ
·
Cλ(−iy)
|λ|!
by Kadell’s integral, see (6.19), p.26.
In other words
fˆ(y) =
Γn(a)Γn(b)
Γn(a+ b)
1F1(a; a+ b;−iy)
is the Fourier transform.
But to compute
ˆˆ
f we cannot again integrate term by term.
Laplace transform
This is
(Lf)(y) =
(∫ ∞
0
)n
e(−x, y)f(x)dσ(x)
so that Lf(iy) is the Fourier transform of f(x)χ(x) where χ is the characteristic function of the positive
octant in Rn. Hence
(2pi)nf(x)χ(x) =
∫
Rn
e(x, iy)Lf(iy)dσ(y)
which is a version of the inverse Laplace transform (for suitable f).
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Differential equations for hypergeometric functions
Introduce the differential operators
δr =
n∑
i=1
xriD
2
xi + 2k
∑
i6=j
xriDxi
xi − xj
εr =
n∑
i=1
xr−1i Dxi (r ≥ 1)
where Dxi = ∂/∂xi. For a partition λ, let
ρ(λ) = n(λ′)− kn(λ)
and for λ ⊃ µ Let
ρ(λ/µ) = ρ(λ) − ρ(µ).
If λ− µ is a single square (i, j), then
ρ(λ/µ) = j − 1− k(i− 1) = µi − k(i− 1)
and hence
(a)λ/(a)µ = a+ ρ(λ/µ)
in this case.
Lemma 1. Let
✷r =
1
r
δr − k(n− 1)εr (r = 1, 2)
Then
(i) ✷2Ωλ = ρ(λ)Ωλ , ε2Ωλ = |λ|Ωλ
(ii) ε1Ωλ =
∑
µ
(
λ
µ
)
Ωµ
(iii) ✷1Ωλ =
∑
µ ρ(λ/µ)
(
λ
µ
)
Ωµ
(iv) [✷1,✷2] =
∑
µ ρ(λ/µ)
2
(
λ
µ
)
Ωµ
The sums in (ii)–(iv) are over µ ⊂ λ such that |λ− µ| = 1. Here
(
λ
µ
)
= ε(Jλ/µ), ε the specialization defined
by ε(pr) = δ1r (so ε(E(t)) = ε(H(t)) = e
t.)
Proof.
(i) is a restatement of the fact that Ωλ is an eigenfunction of the Laplace-Beltrami operator.
(ii) is proved elsewhere.
(iii) follows from (i), (ii) and the fact that ✷1 = [ε1,✷2].
(iv) follows from (i), (iii).

Remark. More generally, we have∑
µ
(
λ
µ
)
(ρ(λ/µ))rΩµ = (−1)
r((ad✷2)
rε1)Ωλ
for all r ≥ 0.
Lemma 2.
(i) ε1e
p1 = nep1 , ε2e
p1 = p1e
p1 .
(ii) ✷1e
p1 = p1e
p1 , ✷2e
p1 = 12p2e
p1 .
(iii) [✷1,✷2]e
p1 = (p1(k(n− 1) + 1) + p2)e
p1 .
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Proof. (i) is clear since Dxie
p1 = ep1(1 ≤ i ≤ n)
(ii) we have
✷1 =
n∑
i=1
xiD
2
xi + 2k
∑
i6=j
xi
xi − xj
Di − k(n− 1)
n∑
i=1
Di
=
n∑
i=1
xiD
2
xi + k
∑
i6=j
xi + xj
xi − xj
Di
so that
✷1e
p1 =
p1 + k∑
i6=j
xi + xj
xi − xj
 ep1 = p1ep1 .
Likewise,
✷2 =
1
2
∑
x2iD
2
xi + k
∑
i6=j
x2i
xi − xj
Dxi − k(n− 1)
∑
xiDi
=
1
2
∑
x2iD
2
xi + k
∑
i6=j
xixj
xi − xj
Dxi
so that
✷2e
p1 =
1
2
p2 + k
∑
i6=j
xixj
xi − xj
 ep1 = 1
2
p2e
p1 .
(iii) We have
[✷1,✷2]e
p1 = ✷1
(
1
2
p2e
p1
)
−✷2(p1e
p1).
Now
D2xi(p2e
p1) = (2 + 4xi + p2)e
p1
so that
✷1(
1
2
p2e
p1) =
1
2
∑
(2xi + 4x
2
i + xip2)e
p1 +
1
2
k
∑
i6=j
xi + xj
xi − xj
(2xi + p2)e
p1
=
p1 + 2p2 + 1
2
p1p2 + k
∑
i6=j
x2i + xixj
xi − xj
 ep1
=
(
p1(1 + k(n− 1)) + 2p2 +
1
2
p1p2
)
ep1 .
Next, we have
✷2(p1e
p1) =
1
2
∑
x2i (2 + p1)e
p1 + k
∑
i6=j
xixj(1 + p1)
xi − xj
ep1
=
(
p2 +
1
2
p1p2
)
ep1
so that finally
[✷1,✷2]e
p1 = (p1(1 + k(n− 1)) + p2)e
p1 .

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Lemma 3.
(i)
∑
λ
(
λ
µ
)
J∗λ(1) = nkJ
∗
µ(1)
(ii)
∑
λ
(
λ
µ
)
ρ(λ/µ)J∗λ(1) = |µ|kJ
∗
µ(1)
(iii)
∑
λ
(
λ
µ
)
ρ(λ/µ)2J∗λ(1) = ((1 + (n− 1)k)|µ|+ 2ρ(µ))kJ
∗
µ(1),
summed in each case over λ ⊃ µ such that |λ− µ| = 1.
Proof. Operate on ep1 =
∑
λ α
|λ|J∗λ with (i) ε1, (ii) ✷1, (iii) (✷1,✷2).
(i) We obtain
n
∑
µ
α|µ|J∗µ =
∑
λ
α|λ|ε1(J
∗
λ)
=
∑
λ
α|λ|J∗λ(1)
∑
µ⊂λ
(
λ
µ
)
J∗µ/J
∗
µ(1)
by Lemma 1 (ii). Now equate coefficients of J∗µ:
nJ∗µ(1) = α
∑
λ
(
λ
µ
)
J∗λ(1).
(ii) Likewise, since
✷1e
p1 = p1e
p1 = ε2e
p1 =
∑
µ
|µ|α|µ|J∗µ,
we have ∑
µ
|µ|α|µ|J∗µ =
∑
λ
α|λ|✷1(J
∗
λ)
=
∑
λ
α|λ|J∗λ(1)
∑
µ⊂λ
(
λ
µ
)
ρ(λ/µ)J∗µ/J
∗
µ(1)
by Lemma 1(iii). So we obtain
|µ|J∗µ(1) = α
∑
λ
(
λ
µ
)
ρ(λ/µ)J∗λ(1).
(iii) Finally, we have from Lemma 2.
[✷1,✷2]e
p1 = (1 + k(n− 1))ε2e
p1 + 2✷2e
p1
and therefore ∑
µ
((1 + k(n− 1))|µ|+ 2ρ(µ))α|µ|J∗µ =
∑
λ
α|λ|J∗λ(1)
∑
µ⊂λ
(
λ
µ
)
ρ(λ/µ)2J∗µ/J
∗
µ(1)
using Lemma 1 (iv); hence
((1 + k(n− 1))|µ|+ 2ρ(µ))J∗µ(1) = α
∑
λ⊃µ
(
λ
µ
)
ρ(λ/µ)2J∗λ(1).

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Now consider
2F1(a, b; c;x) =
∑
λ
(a)λ(b)λ
(c)λ
α|λ|J∗λ .
Since
(✷1 + cε1)Ωλ =
∑
µ
(
λ
µ
)
(ρ(λ/µ) + c)Ωµ
=
∑
µ
(
λ
µ
)
(c)λ
(c)µ
Ωµ
it follows that
(✷1 + cε1) · 2F1 =
∑
λ,µ
λ⊃µ
(aλ)(bλ)
(c)µ
(
λ
µ
)
α|λ|J∗λ(1)Ωµ
=
∑
µ
(a)µ(b)µ
(c)µ
Ωµ ·
∑
λ⊃µ
(a+ ρ(λ/µ))(b + ρ(λ/µ))
(
λ
µ
)
α|λ|J∗λ(1).
Now from Lemma 3 we have∑
λ⊃µ
(a+ ρ(λ/µ))(b + ρ(λ/µ))
(
λ
µ
)
J∗λ(1) = k(abn+ (a+ b)|µ|+ ((n− 1)k + 1)|µ|+ 2ρ(µ))J
∗
µ(1)
and therefore
(✷1 + cε1) · 2F1 =
∑
µ
(a)µ(b)µ
(c)µ
α|µ|(abn+ (a+ b+ 1 + (n− 1)k)|µ|+ 2ρ(µ))J∗µ
= (abn+ (a+ b+ 1 + (n− 1)k)ε2 + 2✷2) 2F1
= (abn+ (a+ b+ 1− (n− 1)k)ε2 + δ2) 2F1.
Hence the differential equation satisfied by f = 2F1 is
2Φ1(f) = 0
where
2Φ1 = δ2 − δ1 + (a+ b+ 1− (n− 1)k)ε2 − (c− (n− 1)k)ε1 + abn
=
n∑
i=1
{
(x2i − xi)D
2
xi + (a+ b+ 1)xiDi − cDi + ab
}
+ (n− 1)k
n∑
i=1
(1 − xi)Dxi + 2k
∑
i6=j
x2i − xi
xi − xj
Dxi
i.e.,
2Φ1 =
n∑
i=1
{(xiDxi + a)(xiDxi + b)−Dxi(xiDxi + c− 1)}+ k
∑
i6=j
(xi − 1)
xi + xj
xi − xj
Dxi
The “error term” in the 2nd line is a derivation.
Likewise, for 1F1(a; c;x) the corresponding operator is
1Φ1 = δ1 + (c− (n− 1)k)ε1 − ε2 − na
=
n∑
i=1
{Dxi(xiDxi + c− 1)− (xiDxi + a)}+ 2k
∑
i6=j
xi
xi − xj
Dxi − (n− 1)k
∑
Di
=
n∑
i=1
{Dxi(xiDxi + c− 1)− (xiDxi + a)}+ k
∑
i6=j
xi + xj
xi − xj
Dxi.
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For 0F1(c;x) it is
0Φ1 = δ1 + (c− (n− 1)k)ε1 − n
=
n∑
i=1
(Dxi(xiDxi + c− 1)− 1) + k
∑
i6=j
xi + xj
xi − xj
Dxi .
For the hypergeometric kernels pFq(x, y) the differential operators have been calculated
7 by Constantine
& Muirhead [2] in the case k = 12 , presumably they are as follows for arbitrary k:–
0F0(x, y) δ1,x − ε3,y − k(n− 1)p1(y)
1F0(x, y) δ1,x − δ3,y − (a+ 1− k(n− 1))ε3,y − ak(n− 1)p1(y)
0F1(x, y) δ1,x + (c− k(n− 1))ε1,x − p1(y)
1F1(x, y) δ1,x + (c− k(n− 1))ε1,x − ε3,y − ap1(y)
2F1(x, y) δ1,x + (c− k(n− 1))ε1,x − (a+ b)ε3,y − δ3,y − abp1(y),
where
δ3,x =
∑
x3iD
3
xi + 2k
∑
i6=j
x3i
xi − xj
Dxi
ε3,x =
∑
x2iDxi .
7Editorial note: Constantine and Muirhead calculate the differential operators only for 2F1 and degenerate cases, not for
general pFq. For 3F2 this was done by Fujikoshi [4].
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9. Jacobi polynomials
(For the cases α = 2, 1 see James & Constantine [7].)
Let a, b > 0 & with our usual notation define
(9.1) ua.b(x) = u(x) = |x|
a|1− x|b∆(x)2k
and a scalar product
(9.2) 〈f, g〉a,b =
(∫ 1
0
)n
f(x)g(x)u(x)dx.
Let E = Ea,b be the differential operator defined by
(9.3) Ef = −u(x)−1
n∑
i=1
Di(xi(1− xi)u(x)Dif)
where Di = ∂/∂xi.
E is self-adjoint for the scalar product (9.2), i.e.,(9.4)
〈Ef, g〉 = 〈f, Eg〉.
Proof. By definition we have
〈Ef, g〉 = −
(∫ 1
0
)n n∑
i=1
Di(xi(1− xi)u(x)Dif(x))g(x)dx
= +
(∫ 1
0
)n n∑
i=1
xi(1 − xi)u(x)Dif(x)Dig(x)dx
on integrating by parts. Since this expression is symmetrical in f and g, (9.4) is proved. 
We need to calculate E more explicitly. For this purpose we introduce the notation
(9.5) Ur,s =
1
s!
n∑
i=1
xriD
s
i , Vr =
∑
i6=j
xiDi
xi − xj
.
Then
(9.6) Ea,b = (a+ 1)U0,1 + (a+ b+ 2)U1,1 + 2(U2,2 − U2,2) + 2k(V2 − V1).
Proof. From the definition in (9.3) we have
Ef = −
n∑
i=1
xi(1 − xi)D
2
i f −
∑
(1− 2xi)Dif −
n∑
i=1
xi(1− xi)Di(log u(x))Dif
and
Di(log u(x)) =
a
xi
−
b
1− xi
+ 2k
∑
j 6=i
1
xi − xj
(9.6) follows easily from these. 
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Recall that if
✷2 = U22 + kV2 − k(n− 1)U11
✷1 = 2(U12 + kV1)− k(n− 1)U01
then
✷2Ωλ = (n(λ
′)− kn(λ))Ωλ
= ρ(λ;α)Ωλ say(9.7)
and
(9.8)

✷1Ωλ =
∑
µ⊂λ
(
λ
µ
)
ρ(λ/µ;α)Ωµ
U01Ωλ =
∑
µ⊂λ
(
λ
µ
)
Ωµ
summed in both cases over µ ⊂ λ such that |λ− µ| = 1.
From (9.6) we can rewrite Ea,b in the form
(9.9) Ea,b = −(a+ p)U01 + (a+ b+ 2p)U11 −✷1 + 2✷2
where as usual p = (n− 1)k + 1.
On occasion it will be convenient to change the parameters.8
(9.10) A = a+ p, C = a+ b+ 2p
(according with the usage of James & Constantine) in this notation (9.9) takes the form
(9.9′) Ea,b = 2✷2 −✷1 + CU11 −AU01.
From (9.7), (9.8), (9.9′) we have
(9.11) EΩλ = (C|λ| + 2ρ(λ))Ωλ −
∑
µ⊂λ
|λ−µ|=1
(A+ ρ(λ/µ))
(
λ
µ
)
Ωµ
Remark. By comparison, the hypergeometric differential operator is
Φa,b;c = 2✷2 −✷1 + (a+ b + p)U11 − cU10 + abn.
So it is not very different from Ea,b.
We now define Jacobi polynomials G
(a,b)
λ (x;α)—at present only up to a scalar factor—to be of the form
(9.12) G
(a,b)
λ =
∑
µ⊂λ
uλµΩµ
and eigenfunctions of Ea,b,
(9.13) Ea,bG
(a,b)
λ = ((a+ b+ 2p)|λ|+ 2ρ(λ))G
(a,b)
λ .
The usual argument will show that
(9.14) 〈Gλ, Gµ〉a,b = 0 if λ 6= µ
i.e., they are pairwise orthogonal for the scalar product (9.2).
8(9.10) in the manuscript reads: “A α/ = a+ p, C γ/ = a+ b+2p.” The α and γ are crossed over and replaced by A and C,
but these changes are not fully propagated in the remainder of the section. We typeset everything with A and C as we believe
it to be correct and refer the reader to the manuscript for details should there be confusion with these parameters.
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We write Gλ in the form
(9.15) G˜
(a,b)
λ =
∑
µ⊂λ
(−1)|µ|
(a+ p)µ
cλ/µ(a, b)Ωµ
Then (9.11), (9.13) give a recursion formula for the coefficients cλ/µ. For by operating with Ea,b on either
side of (9.15) we obtain, in the notation (9.10)
(C|λ| + 2ρ(λ))
∑
µ⊂λ
(−1)|µ|
(A)µ
cλ/µΩµ
=
∑
µ⊂λ
(−1)|µ|
(A)µ
cλ/µ(C|µ|+ 2ρ(µ))Ωµ −
∑
ν⊂µ⊂λ
|µ−ν|=1
(−1)|µ|
(A)µ
cλ/µ(A+ ρ(µ/ν))
(
µ
ν
)
Ων
and therefore, equating coefficients of Ωµ,
(C|λ− µ|+ 2ρ(λ/µ))cλ/µ =
∑
ν
µ⊂ν⊂λ
|ν−µ|=1
(A+ ρ(ν/µ))
(A)µ
(A)ν
(
ν
µ
)
cλ/ν
One checks that (A)ν/(A)µ = A+ ρ(ν/µ), so that we obtain the recursion formula
(9.16) (C|λ − µ|+ 2ρ(λ/µ))cλ/µ =
∑
ν
(
ν
µ
)
cλ/ν (λ 6= µ)
summed over ν such that λ ⊃ ν ⊃ µ and |ν − µ| = 1.
This shows that cλ/µ is a rational function of C (and k): it does not depend on A. Normalize it by
cλ/λ = 1. The polynomial G˜
(a,b)
λ (1− x) must be proportional to G˜
(b,a)
λ (x).
We have
G˜
(a,b)
λ (1− x) =
∑
µ⊂λ
(−1)|µ|
cλ/µ
(a+ p)µ
Ωµ(1− x)
in which the coefficient of Ωλ(x) is 1/(a + p)λ. On the other hand, the coefficient of Ωλ(x) in G˜
(b,a)
λ (x) is
clearly (−1)|λ|/(b+ p)λ, and it follows that
(9.17) (a+ p)λ G˜
(a,b)
λ (1− x) = (−1)
|λ|(b+ p)λ G˜
(b,a)
λ (x)
so we define
(9.18) G
(a,b)
λ (x) = (a+ p)λ G˜
(a,b)
λ (x)
and then we have symmetry:
(9.19) G
(a,b)
λ (1− x) = (−1)
|λ|G
(b,a)
λ (x).[
One should probably normalize further:9 as at present defined, the constant term in G
(a,b)
λ (x) is
(a+ p)λ cλ/0
whereas in the case n = 1 it is ((λ) = r)
(
a+r
r
)
= (a+1)rr! .
]
Notice that (9.17) implies the recurrence formula
(9.20)
(b+ p)λ
(b+ p)ν
cλ/ν =
∑
µ
(−1)|λ|−|µ|
(
µ
ν
)
(a+ p)λ
(a+ p)µ
cλ/µ
9See Additional observation at the end of this section.
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(and likewise with a, b interchanged ; the c’s are functions of a+ b).
Special cases
(1) λ = (r). If µ = (s), s ≤ r, then the recurrence (9.16) gives
(C(r − s) + r(r − 1)− s(s− 1))cr/s =
(
s+ 1
s
)
cr/(s+1)
i.e.,
(r − s)(C + r + s− 1)cr/s = (s+ 1)cr/(s+1)
or
cr/s =
s+ 1
(r − s)(C + r + s− 1)
cr/(s+1)
giving
cr/s =
(
r
r − s
) r−s∏
i=1
1
C + r + s+ i− 2
and hence
(9.21) G
(a,b)
(r) (x) =
r∑
s=0
(A)r
(A)s
(
r
r − s
)
1
(C + r + s− 1)r−s
Ω(s)
From (9.24) below it follows that
c(1r)/(1s) = −α
r−sc(r)/(s)(−αC;α
−1)
=
(
r
s
) r−s∏
i=1
−α
−αC + (r + s+ i− 2)
=
(
r
s
) r−s∏
i=1
1
C − k(r + s+ i− 2)
giving
(9.21′) G
(a,b)
(1r) (x;α) =
s∑
r=0
(−1)s
(A)(1r)
(A)(1s)
(
r
s
) r−s∏
i=1
(C − k(r + s+ i− 2)−1Ω(1s)
Duality
We have
G
(a,b)
λ (x;α) =
∑
µ⊂λ
(−1)|µ|
(A;α)λ
(A;α)µ
cλ/µ(C;α)Ωµ(x;α)
and
Ωµ(x;α) = Jµ(x;α)/Jµ(1n;α)
= Jµ(x;α)/α
|µ|(nα−1;α)µ
so that
(9.22) G
(a,b)
λ (x;α) =
∑
µ⊂λ
(−1)|µ|
(A;α)λ
(A;α)µ
·
cλ/µ(C;α)
(nα−1;α)µ
α−|µ|Jµ(x;α)
and therefore
(9.23) ωαG
(a,b)
λ (x;α) =
∑
µ⊂λ
(−1)|µ|
(A;α)λ
(A;α)µ
·
cλ/µ(C;α)
(nα−1;α)µ
Jµ′(x, α
−1).
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We must therefore express the coefficients in terms of λ′, µ′.
First of all, we have
(A;α)µ =
∏
s∈µ
(A+ a′(s)− α−1l′(s))
= (−α)−|µ|
∏
s∈µ′
(−Aα+ a′(s)− αl′(s))
= (−α)−|µ|(−Aα;α−1)µ′
and likewise
(A;α)λ = (−α)
−|λ|(−Aα;α−1)λ′ ,
(nα−1;α)µ = (−α)
−|µ|(−n;α−1)µ′ .
Next, consider cλ/µ = cλ/µ(C;α), which satisfies the recursion
(C|λ − µ|+ 2ρ(λ/µ;α))cλ/µ(C,α) =
∑
ν
(
ν
µ
)
cλ/ν(C,α)
summed over ν such that λ ⊃ ν ⊃ µ and |ν − µ| = 1. Here we have
ρ(λ;α) = n(λ′)− α−1n(λ)
= −α−1(n(λ)− αn(λ′))
= −α−1ρ(λ′;α−1)
so that
C|λ− µ|+ 2ρ(λ/µ;α) = −α−1(−αC|λ′ − µ′|+ 2ρ(λ′/µ′;α−1)).
Since moreover
(
ν
µ
)
=
(
ν′
µ′
)
it follows that
−α−1(−αC|λ − µ|+ 2ρ(λ′/µ′, α−1))cλ/µ(C;α) =
∑
ν
(
ν′
µ′
)
cλ/ν(C;α).
By comparing this with
(−αC|λ − µ|+ 2ρ(λ′/µ′;α−1))cλ′/µ′(−αC, α
−1) =
∑
ν
(
ν′
µ′
)
cλ′/ν′(−αC;α
−1)
we see that
(−α)−|λ|+|µ|cλ/µ(C;α) = cλ′/µ′(−αC;α
−1)
i.e., that
(9.24) cλ/µ(C;α) = (−α)
|λ−µ|cλ′/µ′(−αC;α
−1).
From these calculations we have
(A;α)λ
(A;α)µ
·
cλ/µ(C;α)
(nα−1;α)µ
=
(−Aα;α−1)λ′
(−Aα;α−1)µ′
·
cλ′/µ′(−Cα;α
−1)
(−α)−|µ|(−n;α−1)
and therefore from (9.23)
ωαG
(a,b)
λ (x;α) =
∑
µ⊂λ
(−1)|µ
′| (−Aα;α
−1)λ′
(−Aα;α−1)µ′
·
cλ′/µ′(−Cα;α
−1)
(−n;α−1)µ′
α|µ|Jµ′(−x, α
−1)
= G
(a′,b′)
λ′ (−x;α
−1),
where
A′ = −Aα, C′ = −Cα, n′α = −n
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and therefore
p′ = (n′ − 1)α+ 1 = −n− α+ 1 = −α(α−1(n− 1) + 1)
i.e.,
p′ = −αp
and therefore
a′ = −αa, b′ = −αb.
So the duality relation is finally
(9.25) ωαG
(a,b)
λ,n (x;α) = G
(a′,b′)
λ′,n′ (−α, α
−1),
where
(9.26) (a′, b′, n′) = (−αa,−αb,−α−1n).
The case k = 0 (α =∞).
Here ua,b(x) =
∏n
i=1 x
a
i (1− xi)
b; p = 1; and
Ωλ(x) = mλ(x)/mλ(1n).
For each α ∈ Nn define
U (a,b)α (x) =
n∏
i=1
G(a,b)αi (xi),
a product of Jacobi polynomials of 1 variable. The U ’s will be pairwise orthogonal for the measure ua,b(x)dx
on [0, 1]n, but not symmetric; and U
(a,b)
α (x) has leading term (a+ 1)α x
α.
It follows that
G
(a,b)
λ (x;∞) =
1
n!
∑
ω∈Sn
U
(a,b)
ωλ (x)
with leading term (a+ 1)λΩλ(x;∞).
From Rodrigues’ formula it follows that
U (a,b)α (x) = ua,b(x)
−1Dα(xα(1 − x)αua,b(x)),
where Dα =
∏n
i=1D
αi
i , Di = ∂/∂xi, and hence that
G
(a,b)
λ (x;∞) = ua,b(x)
−1 1
n!
∑
ω∈Sn
Dωλ(xωλ(1 − x)ωλua,b(x)).
This suggests that in general we should define a differential operator Φλ as follows : if
Ωλ(x) =
∑
α
aλα x
α
then
Φλ =
∑
α
aλαD
α ◦ (xα(1− x)α)
i.e.,
Φλ(f) =
∑
α
aλαD
α(xα(1− x)αf)
and a conjectured generalization of Rodrigues’ formula:
G
(a,b)
λ (x;α) = ua,b(x)
−1Φλ(ua,b(x)).
This is not the right definition of Φλ. We must replace the Ωλ by the appropriate dual bases to make things
work.
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Additional observation. For each standard tableau T of shape λ/µ: say
T : λ = λ
(0)
0 ⊃ λ
(1)
1 ⊃ · · · ⊃ λ
(r)
r = µ (r = |λ− µ|)
define
fT (C) =
r∏
i=1
{(
λ(i−1)
λ(i)
)/(
iC + 2ρ(λ/λ(i))
)}
.
Then
cλ/µ(C) =
∑
T
fT (C),
summed over all standard tableaux T of shape λ/µ.
We have then
G
(a,b)
λ (x) =
∑
µ⊂λ
(−1)|µ|
(a+ p)λ
(a+ p)µ
cλ/µ(a+ b+ 2p)Ωµ(x).
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Hermite polynomials
Here the measure is
e−p2(x)∆(x)2kdx = e(−x2)dµ(x)
on Rn, and the Hermite polynomials Hλ(x;α) will be eigenfunctions of the differential operator E defined
by
Ef = e(x2)∆(x)−2k
n∑
i=1
Di(e(−x)
2∆(x)2kDif).
Explicitly we find
Ef = −2
n∑
i=1
xiDif +
n∑
i=1
D2i f + 2k
∑
i6=j
Dif
xi − xj
so that the eigenvalue is −2|λ|, i.e.,
EHλ = −2|λ|Hλ
Let
✷2 =
1
2
n∑
i=1
x2iD
2
i + k
∑
i6=j
x2iDi
xi − xj
− k(n− 1)
∑
xiDi
ε =
n∑
i=1
Di
Then
E = [ε, [ε,✷2]]− 2
∑
xiDi
and hence
EΩλ = (ε
2
✷2 − 2ε✷2ε+✷2ε
2 − 2|λ|)Ωλ
=
∑
ν⊂µ⊂λ
(
λ
µ
)(
µ
ν
)
(ρ(λ/µ)− ρ(µ/ν))Ων − 2|λ|Ωλ
summed over ν ⊂ µ ⊂ λ, |λ− µ| = |µ− ν| = 1.
So if
Hλ =
∑
µ⊂λ
aλµΩµ
we have the recurrence relation for the coefficients aλpi :
−2|λ− pi|aλpi =
∑
µ⊃ν⊃pi
aλµ
(
µ
ν
)(
ν
pi
)
(ρ(µ/ν)− ρ(ν/pi))
summed over µ, ν such that λ ⊃ µ ⊃ ν ⊃ pi and |µ− ν| = |ν − pi| = 1.
We may take aλλ = 1, & then it is clear from this recurrence relation that
(∗) aλpi = 0 unless |λ− pi| is even.
For α = 2 this is in James [6].
We have then ∫
Rn
Hλ(x)Hµ(x)e(−x
2)dµ(x) = 0
if λ 6= µ, but the value of this integral when λ = µ still remains to be calculated (as in the case of the Jacobi
polynomials).
From (∗) it follows that
Hλ(−x) = (−1)
|λ|Hλ(x).
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Let
cn =
∫
Rn
e(−y2)dµ(y) = pin/2/2kn(n−1)/2
from Selberg’s integral (& Stirling’s formula). Put
Fλ(x;α) = c
−1
n
∫
e(−y2)Ωλ(x + iy;α)dµ(y)
the range of integration being Rn. Then the generating function for the polynomials Fλ is
F (x, z) =
∑
λ
(2α)|λ|Fλ(x)J
∗
λ(z) = c
−1
n
∫
e(−y2)e(2(x+ iy), z)dµ(y).
Suppose that α = 2 (or 1, or 12 ...). Since F (x, z) = F (x, kzk
′), (k ∈ K = O(n)), we have
F (x, z) = c−1n
∫
Σ
e−tr (t
2)
∫
K
etr (2(x+it)kzk
′)dkdt
= c−1n
∫
Σ×K
exp− tr ((t− ikzk′)2 + z2 − 2xkzk′)dkdt.
If we put s = t− ikzk′ and integrate first with respect to s, we obtain
F (x, z) =
∫
K
exp−tr (z2) · exp tr (2xkzk′)dk
i.e.,
F (x, z) = e(−z2)e(2x, z).
Since this holds for α = 2, 1, 12 we may hope that it holds for all α, i.e. that∑
λ
α|λ|Fλ(x)J
∗
λ(z) = e(−z
2)e(k, z).
Next consider∫
e(−x2)F (x, z1)F (x, z2)dµ(x) =
∫
e(−x2)e(−z21)e(−z
2
2)e(2x, z1)e(2x, z2)dµ(x).
Again, when α = 2 this is equal to∫
Σ
exp−tr (s2 + z21 + z
2
2)
∫
K×K
exp tr (2sk1z1k
′
1 + 2sk2z2k
′
2)dk1dk2ds
in which the exponent is
−tr (s2 + z21 + z
2
2 − 2s(k1z1k
′
1 + k2z2k
′
2)) = −tr ((s− k1z1k
′
1 − k2z2k
′
2)
2) + 2tr k1z1k
′
1k2z2k
′
2.
Integrate first w.r.t. t = s− k1z1k
′
1 − k2z2k
′
2; we obtain
cn
∫
K×K
e2tr (z1k
′
1k2z
′
2k1)dk1dk2 = cne(2z1, z2)
so we have (when α = 2, 1, 12 ) ∫
e(−x2)F (x, z1)F (x, z2)dµ(x) = cne(2z1, z2).
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Again let us hope that this formula is valid for all α. Then we obtain∑
λ,µ
(2α)|λ|+|µ|
(∫
Fλ(x)Fµ(x)e(−x
2)dµ(x)
)
· J∗λ(z1)J
∗
µ(z2) = cn
∑
λ
(2α)|λ|
J∗λ(z1)J
∗
λ(z2)
J∗λ(1n)
and hence that ∫
Fλ(x)Fµ(x)e(−x
2)dµ(x) =
δλµcn
(2α)|λ|J∗λ(1n)
.
In other words the Fλ are, up to a scalar factor, the Hermite polynomials. We normalize them as follows
(for compatibility with the case n = 1)
Hλ(x;α) = 2
|λ|Fλ(x;α) =
2|λ|
cn
∫
Ωλ(x+ iy)e(−y
2)dµ(y)
so that we have ∫
Hλ(x)Hµ(x)e(−x
2)dµ(x) =
δλµcn2
|λ|
α|λ|J∗λ(1n)
in which
α|λ|J∗λ(1n) =
α|λ|Jλ(1n)
〈Jλ, Jλ〉α
= α|λ|
∏
s∈λ
n+ αa′(s)− l′(s)
(αa(s) + l(s) + 1)(αa(s) + l(s) + α)
The generating function for the Hλ is∑
λ
α|λ|Hλ(x)J
∗
λ(y) = F (x, y) = e(2x, y)e(−y
2).
When α = 0, we get ∑
λ
α|λ|Hλ(0)J
∗
λ(y) = e(−y
2)
so that Hλ(0) = 0 if |λ| is odd, and∑
|λ|=2m
α|λ|Hλ(0)J
∗
λ(y) =
(−1)mp2(y)
m
m!
from which it follows that
Hλ(0) =
(−1)m
m!α2m
〈Jλ, p
m
2 〉
=
(−1)m2m
αm
× coefficient of pm2 in Jλ.
But also
Hλ(0) =
2|λ|
cn
∫
e(−y2)Ωλ(iy)dµ(y)
so that
1
cn
∫
e(−y2)Ωλ(y)dµ(y) =

0, if |λ| is odd,
(2α)−m (coeffs of pm2 in Jλ), if |λ| = 2m.
So far, all this is proved only for α = 2, 1, 12 .
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Fourier transform
Consider the integral
J(y, z) =
∫
e(ix, y)e(−x2/2)e(2x, z)e(−z2)dµ(x).
Again let us assume that α = 2( or 1, or 1/2...). Then this integral is∫
Σ
∫
K
∫
K
exp tr (ixk1yk
′
1 −
1
2
x2 + 2xk2zk
′
2 − z
2)dxdk1dk2
in which the exponent is
−
1
2
tr (x2 − 2ixk1yk
′
1 − 4xk2zk
′
2 + 2z
2) = −
1
2
tr {(x− ikyk′1 − 2k2zk
′
2)
2 + y2 − 2z2 − 4ik1yk
′
1k2zk
′
2}.
Hence
J(y, z) = e−
1
2 tr y
2+tr z2
∫
K×K
(∫
Σ
e−
1
2 tr (x−ik1yk
′
1−2k2zk
′
2)
2
dx
)
e2i tr yk
′
1k2zk
′
2k1dk1dk2
= e(−y2/2)e(z2)
(∫
e(−x2/2)dµ(x)
)
e(2iy, z)
and ∫
e(−x2/2)dµ(x) = 2np/2cn
= 2np/2pin/2/2kn(n−1)/2
= (2pi)n/2
so that we have
J(y, z) = (2pi)n/2e(−y2/2)e(2iy, z)e(z2).
Since
e(2x, z)e(−z2) =
∑
λ
α|λ|Hλ(x)J
∗
λ(z),
it follows that∑
λ
α|λ|
(∫
e(ix, y)e(−x2/2)Hλ(x)dµ(x)
)
J∗λ(z) = (2pi)
n/2e(−y2/2)
∑
λ
α|λ|Hλ(y)J
∗
λ(iz)
and hence we have the Fourier transform formula∫
e(ix, y)e(−x2/2)Hλ(x)dµ(x) = i
|λ|(2pi)n/2e(−y2/2)Hλ(y).
Again one hopes that this will be true for all values of α.
(Since this is linear in Hλ, it will hold for all symmetric polynomials.)
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