Multilayer networks are a powerful paradigm to model complex systems, where multiple relations occur between the same entities. Despite the keen interest in a variety of tasks, algorithms, and analyses in this type of network, the problem of extracting dense subgraphs has remained largely unexplored so far.
greedy algorithm iteratively removes the smallest-degree vertex, and, among all the subgraphs yielded during this vertex-removal process, the densest one is ultimately output. Note that this algorithm resembles the one used for core decomposition. In fact, it can be proved that the innermost core of a graph is itself a 1 2 -approximation of the densest subgraph. Variants of the densest-subgraph problem with size constraints turn out to be NP-hard. For these variants, approximation algorithms and other theoretical results have been presented [4, 6, 7, 35] . A number of works focus on extracting a subgraph maximizing densities other than the average degree. For instance, Tsourakakis et al. [77] resort to the notion of quasi-clique, while Tsourakakis [76] and Wang et al. [78] focus on notions of density based on k-cliques and/or triangles. The densest-subgraph problem has also been studied in different settings, such as streaming/dynamic context [11, 17, 30] and top-k fashion [12, 37, 62] .
Dense structures in multilayer networks. Several recent works have dealt with the problem of extracting dense subgraphs from a set of multiple graphs sharing the same vertex set, which is a setting equivalent to the multilayer one we study in this work. Jethava and Beerenwinkel [49] define the DCS problem, i.e., find a subgraph maximizing the minimum average degree over all input graphs, and devise a linear-programming formulation and a greedy heuristic for it. Reinthal et al. [65] provide a Lagrangian relaxation of the Jethava and Beerenwinkel's linear program, which can be solved more efficiently. Semertzidis et al. [70] introduce three more variants of the problem, whose goal is to maximize the average average degree, the minimum minimum degree, and the average minimum degree, respectively. They show that the average-average variant reduces to the traditional densest-subgraph problem, and the minimum-minimum variant is polynomial-time solvable by a simple adaptation of the algorithm for core decomposition. They also devise heuristics for the remaining two variants. Charikar et al. [25] further focus on the minimum-average and average-minimum formulations, by providing several theoretical findings, including NP-hardness, hardness of the approximation (for both minimum-average and average-minimum), an integrality gap for the linear-programming relaxation introduced in [49, 65] (for minimum-average), and a characterization in terms of parameterized complexity (for averageminimum).
Other contributions in this area, less directly related to our work, deal with specific cases of two-layer networks [71, 81] and with the community-detection problem [16, 23, 61, 63, 73, 74, 84] . Boden et al. [19] study subspace clustering for multilayer graphs, i.e., find clusters of vertices that are densely connected by edges with similar labels for all possible label sets. Yan et al. [83] introduce the problem of mining closed relational graphs, i.e., frequent subgraphs of a multilayer graph exhibiting large minimum cut. Jiang et al. [50] focus on extracting frequent cross-graph quasi-cliques, i.e., subgraphs that are quasi-cliques in at least a fraction of layers equal to a certain minimum support and have size larger than a given threshold. Interdonato et al. [48] are the first to study the problem of local community detection in multilayer networks, i.e., when a seed vertex is given and the goal is to reconstruct its community by having only a limited local view of the network. Finally, Zhu et al. [88] address the problem of finding the k most diversified d-coherent cores, i.e., the k subgraphs having minimum degree at least d that maximize the coverage of the vertices.
In this work, in Section 5, we introduce a formulation of the densest-subgraph problem in multilayer networks that tradesoff between high density and number of layers where the high density holds. We apply multilayer core decomposition to provide provable approximation guarantees for this problem. We also show that our formulation generalizes the minimum-average densestcommon-subgraph problem studied in [25, 49, 65, 70] , and our method achieves approximation guarantees for that problem too. Furthermore, in Section 6, we show how to exploit multilayer core decomposition to speed-up the problem of finding frequent cross-graph quasi-cliques [50] .
Community search. Given a (single-layer) graph and a set of query vertices, the community search problem aims at finding a cohesive subgraph containing the query vertices. Community search has received a great deal of attention in the data-mining community in the last few years (see e.g., a recent tutorial [47] ). Sozio and Gionis [72] are the first to introduce the community-search problem, by employing the minimum degree as a cohesiveness measure. Their formulation can be solved by a simple (linear-time) greedy algorithm, which is very similar to the one proposed in [24] for the densest-subgraph problem. More recently, Cui et al. [27] devise a local-search approach to improve the efficiency of the method defined in [72] , but only for the special case of a single query vertex. The minimum-degree-based problem has been further studied in [13] , by exploiting core decomposition as a preprocessing step to allow more efficient and effective solutions.
Several formulations of the community search have also been studied under different names and in slightly different settings. Andersen and Lang [5] and Kloumann and Kleinberg [53] study seed set expansion in social graphs, in order to find communities with small conductance or that are wellresemblant of the characteristics of the query vertices, respectively. Other works define connectivity subgraphs based on electricity analogues [32] , random walks [75] , the minimum-descriptionlength principle [1] , the Wiener index [67] , and network efficiency [66] . Community search has been formalized for attributed [33, 46] and spatial graphs [34] as well.
In this work, in Section 7, we formulate the community-search problem for multilayer graphs, by adapting the early definition by Sozio and Gionis [72] , and show how our algorithms for multilayer core decomposition can be exploited to obtain optimal solutions to this problem.
Challenges, Contributions, and Roadmap
Let G = (V , E, L) be a multilayer graph, where V is a set of vertices, L is a set of layers, and E ⊆ V × V × L is a set of edges. Given an |L|-dimensional integer vector k = [k ] ∈L , the multilayer k-core of G is a maximal subgraph whose vertices have at least degree k in that subgraph, for all layers ∈ L [9] . Vector k is dubbed coreness vector of that core. The set of all non-empty and distinct multilayer cores constitutes the multilayer core decomposition of G. A major challenge of computing the core decomposition of a multilayer network is that the number of multilayer cores are exponential in the number of layers. This makes the problem inherently hard, as the exponential size of the output clearly precludes the existence of polynomial-time algorithms in the general case. In fact, unlike the single-layer case where cores are all nested into each other, no total order exists among multilayer cores. Rather, they form a core lattice defining partial containment. As a result, algorithms in the multilayer setting must be crafted carefully to handle this exponential blowup, and avoid, as much as possible, the computation of unnecessary (i.e., empty or non-distinct) cores.
A naïve way of computing a multilayer core decomposition consists in generating all coreness vectors, run for each vector k, an algorithm that iteratively removes vertices whose degree in a layer is less than the th component of k, and filter out empty and duplicated cores. This method has evident efficiency issues, as every core is computed from the whole input graph, and it does not avoid generation of empty or non-distinct cores at all. As our first contribution, we devise three more efficient algorithms that exploit effective pruning rules during the visit of the lattice. The first two methods are based on a Breadth First Search (bfs) and a Depth First Search (dfs) strategy, respectively: the bfs method exploits the fact that a core is contained into the intersection of all its fathers in the lattice, while the dfs method iteratively performs a single-layer core decomposition to compute, one-shot, all cores along a path from a non-leaf lattice core to a leaf. The third method adopts a hybrid strategy embracing the main pros of bfs and dfs, and equipped with a look-ahead mechanism to skip non-distinct cores.
We then shift the attention to the problem of computing all and only the inner-most cores, i.e., the cores that are not dominated by any other core in terms of their index on all the layers. A straightforward way of approaching this problem would be to first compute the complete core decomposition, and then filter out the non-inner-most cores. However, as the inner-most cores are usually much less than the overall cores, it would be desirable to have a method that effectively exploits the maximality property and extracts the inner-most ones directly, without computing a complete decomposition. The design of an algorithm of this kind is an interesting challenge, as it contrasts the intrinsic conceptual properties of core decomposition, based on which a core of order k (in one layer) can be efficiently computed from the core of order k − 1, of which it is a subset, thus naturally suggesting a bottom-up discovery. For this reason, at first glance, the computation of the core of the highest order would seem as hard as computing the overall core decomposition. In this work, we show that, by means of a clever core-lattice visiting strategy, we can prune huge portions of the search space, thus achieving higher efficiency than computing the whole decomposition.
As a major application of multilayer core decomposition, we then focus on the problem of extracting the densest subgraph from a multilayer network. As already discussed in Section 1.1, a number of works aim at extracting a subgraph that maximizes the minimum average degree over all layers [25, 49, 65, 70] . A major limitation of that formulation is that, considering all layers, even the noisy/insignificant ones would contribute to selecting the output subgraph, which might prevent us from finding a subgraph being dense in a still large subset of layers. Another simplistic approach at the other end of the spectrum corresponds to flattening the input multilayer graph and resorting to single-layer densest-subgraph extraction. However, this would mean disregarding the different semantics of the layers, incurring in a severe information loss. Within this view, in this work we generalize the problem studied in [25, 49, 65, 70] by introducing a formulation that accounts for a tradeoff between high density and number of layers exhibiting the high density. Specifically, given a multilayer graph G = (V , E, L), the average-degree density of a subset of vertices S in a layer is defined as the number of edges induced by S in divided by the size of S, i.e., |E [S ] | |S | . We define the multilayer densest subgraph as the subset of vertices S * such that the function
is maximized. Parameter β ∈ R + controls the importance of the two problem ingredients, i.e., high density and number of high-density layers. This problem statement naturally achieves the aforementioned desired tradeoff: the larger the subsetL of selected layers, the smaller the minimum density min ∈L |E [S ] | |S | in those layers. Similarly to the single-layer case where core decomposition provides a 1 2 -approximation of the densest subgraph, in this work we show that computing the multilayer core decomposition of the input graph and selecting the core maximizing the proposed multilayer density function achieves a 1 2 |L | β -approximation for the general multilayer-densestsubgraph problem formulation, and a 1 2 -approximation for the all-layer variant in [25, 49, 65, 70] . As a further application of multilayer core decomposition, we show how it can speed up frequent cross-graph quasi-clique extraction [50] . We prove that searching for frequent cross-graph quasicliques in restricted areas of the graph-corresponding to multilayer cores complying with the quasi-clique condition-is still sound and complete, while also being much more efficient.
Finally, we also provide a generalization of the community-search problem [72] to the multilayer setting, and show how to exploit multilayer core decomposition to optimally solve this problem.
Summarizing, this work has the following contributions:
(1) We define the problem of core decomposition in multilayer networks, and characterize it in terms of relation to other problems, and complexity. We devise three algorithms that solve multilayer core decomposition efficiently (Section 3). (2) We devise further algorithms to compute the inner-most cores only (Section 4).
(3) We study the problem of densest-subgraph in multilayer networks. We introduce a formulation that tradesoff between high density and number of layers exhibiting high density, and exploit multilayer core decomposition to solve it with approximation guarantees (Section 5). (4) We show how the multilayer core-decomposition tool can be exploited to speed up the extraction of frequent cross-graph quasi-cliques (Section 6). (5) We formulate the multilayer community-search problem and show that multilayer core decomposition provides an optimal solution to this problem (Section 7).
We also provide extensive experiments, on numerous real datasets, to assess the performance of our proposals. For each aforementioned context, experiments are provided within the corresponding section. A preliminary version of this work, covering Sections 3 and 5 only, was presented in [39] .
Reproducibility. For the sake of reproducibility, all our code and some of the datasets used in this article are available at https://github.com/egalimberti/multilayer_core_decomposition.
PRELIMINARIES AND PROBLEM STATEMENTS
In this section, we introduce the needed preliminaries and notation, we provide some fundamental properties of multilayer cores, and then formally define all the problems studied in this work.
Multilayer Core Decomposition
We are given an undirected multilayer graph G = (V , E, L), where V is a set of vertices, L is a set of layers, and E ⊆ V × V × L is a set of edges. Let E denote the subset of edges in layer ∈ L. For a vertex u ∈ V we denote by deд(u, ) and deд(u) its degree in layer and over all layers, respectively, i.e., deд(u,
. For a subset of vertices S ⊆ V we denote by G[S] the subgraph of G induced by S, i.e.,
For a vertex u ∈ V we denote by deд S (u, ) and deд S (u) its degree in subgraph S considering layer only and all layers, respectively, i.e., deд S (u,
. Finally, let μ ( ) and μ (L) denote the minimum degree of a vertex in layer and in a subsetL ⊆ L of layers, respectively. Let also μ (S, ) and μ (S,L) denote the corresponding counterparts of μ ( ) and μ (L) for a subgraph (induced by a vertex set) S.
A core of a multilayer graph is characterized by an |L|-dimensional integer vector k = [k ] ∈L , termed coreness vector, whose components k denote the minimum degree allowed in layer . This corresponds to the notion of k-core introduced by Azimi-Tafreshi et al. [9] . As discussed in Section 1.1, Azimi-Tafreshi et al. do not study (or devise any algorithm for) the problem of computing the entire multilayer core decomposition. They study core percolation by analyzing a single core of interest, computed with the simple iterative-peeling algorithm (Algorithm 1). Formally Definition 2 (Multilayer Core and Coreness Vector [9] ). Given a multilayer graph G = (V , E, L) and an |L|-dimensional integer vector k = [k ] ∈L , the multilayer k-core of G is a maximal subgraph
Given a coreness vector k, we denote by C k the corresponding core. Also, as a k-core is fully identified by the vertices belonging to it, we hereinafter refer to it by its vertex set C k and the induced subgraph G[C k ] interchangeably. It is important noticing that a set of vertices C ⊆ V may correspond to multiple cores. For instance, in the graph in Figure 1 the set {A,B,D,E} corresponds to both (3, 0)-core and (3, 1)-core. In other words, a multilayer core can be described by more than one coreness vector. However, as formally shown next, among such multiple coreness vectors there exists one and only one that is not dominated by any other. We call this vector the maximal coreness vector of C. In the example in Figure 1 the maximal coreness vector of {A,B,D,E} is (3, 1). Proof. We prove the theorem by contradiction. Assume two maximal coreness vectors k = [k ] ∈L k = [k ] ∈L exist for a multilayer core C. As k k and they are both maximal, there exist two layersˆ and¯ such that kˆ > k ˆ and k ¯ > k¯ . By definition of multilayer core (Definition 2), it holds that ∀ ∈ L : μ (C, ) ≥ k , μ (C, ) ≥ k . This means that the vector k * = [k * ] ∈L , with k * = max{k , k }, ∀ ∈ L, is a further coreness vector of C. For this vector, it holds that ∀ ˆ , ¯ : k * ≥ k , k * > k ˆ , and k * > k¯ . Thus, k * dominates both k and k , which contradicts the hypothesis of maximality of k and k . The theorem follows.
Definition 3 (Maximal Coreness Vector
The first (and main) problem we tackle in this work is the computation of the complete multilayer core decomposition, i.e., the set of all non-empty multilayer cores. Problem 1 (Multilayer Core Decomposition). Given a multilayer graph G = (V , E, L), find the set of all non-empty and distinct cores of G, along with their corresponding maximal coreness vectors. Such a set forms what we hereinafter refer to as the multilayer core decomposition of G.
Inner-Most Multilayer Cores
Cores of a single-layer graph are all nested one into another. This makes it possible to define the notions of (i) inner-most core, as the core of highest order, and (ii) core index (or core number) of a vertex u, which is the highest order of a core containing u. In the multilayer setting, the picture is more complex, as multilayer cores are not all nested into each other. As a result, the core index of a vertex is not unambiguously defined, while there can exist multiple inner-most cores: To this purpose, look at the example in Figure 1 . It can be observed that: (i) cores are not nested into each other, (ii) (3, 1)-core, (1, 3)-core and (2, 2)-core are the inner-most cores, and (iii) vertices B and E belong to (inner-most) cores (3, 1), (1, 3), and (2, 2), thus making their core index not unambiguously defined.
11:9
The second problem we tackle in this work is the development of smart algorithms to compute all the inner-most cores, without the need of computing the complete multilayer core decomposition.
Problem 2 (Inner-most Cores Computation). Given a multilayer graph G = (V , E, L), find all non-empty and inner-most cores of G, along with their corresponding maximal coreness vectors.
Multilayer Densest Subgraph
As anticipated in Section 1.2, the densest subgraph of a multilayer graph should provide a good tradeoff between large density and the number of layers where such a large density is exhibited. We achieve this intuition by means of the following optimization problem: Problem 3 (Multilayer Densest Subgraph). Given a multilayer graph G = (V , E, L), a positive real number β, and a real-valued function δ : 2 V → R + defined as
find a subset S * ⊆ V of vertices that maximizes function δ , i.e.,
Parameter β controls the importance of the two ingredients of the objective function δ , i.e., density and number of layers exhibiting such a density: the smaller the β, the better the focus on the former aspect (density), and vice versa. Also, as a nice side effect, solving Multilayer Densest Subgraph allows for automatically finding a set of layers of interest for the densest subgraph S * . In Section 5, we will show how to exploit it to devise an algorithm with approximation guarantees for Multilayer Densest Subgraph, thus extending to the multilayer case the intuition at the basis of the well-known 1 2 -approximation algorithm [8, 24] for single-layer densest subgraph.
Frequent Cross-Graph Quasi-Cliques
Another interesting insight into the notion of multilayer cores is about their relationship with (quasi-)cliques. In single-layer graphs, it is well-known that cores can speed-up clique finding, as a clique of size k is contained in the (k − 1)-core. Interestingly, a similar relationship holds in the multilayer context too. Given a multilayer graph G = (V , E, L), a layer ∈ L, and a real number γ ∈ (0, 1], a subgraph G[S] = (S ⊆ V , E[S], L) of G is said to be a γ -quasi-clique in layer if all its vertices have at least γ (|S | − 1) neighbors in layer within S, i.e., ∀u ∈ S : deд S (u, ) ≥ γ (|S | − 1). Jiang et al. [50] study the problem of extracting frequent cross-graph quasi-cliques, defined next.
Problem 4 (Freqent Cross-graph Quasi-cliqes Mining [50] ). Given a multilayer graph G = (V , E, L), a function Γ : L → (0, 1] assigning a real value to every layer in L, a real number min_sup ∈ (0, 1], and an integer min_size ≥ 1, find all maximal subgraphs G[S] of G of size larger than min_size such that there exist at least min_sup × |L| layers for which G[S] is a Γ( )-quasiclique.
In Section 6, we will prove that a frequent cross-graph quasi-clique of size K is necessarily contained into a k-core described by a maximal coreness vector k = [k ] ∈L such that there exists a fraction of at least min_sup layers where k = Γ( )(K − 1) . Based on this, exploiting multilayer core decomposition as a preprocessing step allows for speeding up any algorithm for Problem 4.
Multilayer Community Search
The last application we study is the problem of community search. Given a graph G = (V , E) and a set V Q ⊆ V of query vertices, a very wide family of problem requires to find a connected subgraph H of G, which contains all query vertices V Q and exhibits an adequate degree of cohesiveness, compactness, or density. This type of problem has been termed in the literature in different ways, e.g., community search [13, 27, 72] , seed set expansion [5, 53] , connectivity subgraphs [1, 32, 66, 67, 75] , just to mention a few: see [47] for a recent survey. In this work we adopt the early definition by Sozio and Gionis [72] , which measures the cohesiveness of the resulting subgraph by means of the minimum degree inside the subgraph, and we adapt it to the multilayer setting as follows.
Problem 5 (Multilayer Community Search). Given a multilayer graph G = (V , E, L), a set S ⊆ V of vertices, and a setL ⊆ L of layers, the minimum degree in the subgraph induced by S andL is
Given a positive real number β, we define a real-valued density function ϑ :
Given a set V Q ⊆ V of query vertices, find a subgraph containing all the query vertices and maximizing the density function, i.e.,
In Section 7, we will show how to adapt multilayer core decomposition to solve Problem 5.
ALGORITHMS FOR MULTILAYER CORE DECOMPOSITION
A major challenge of Multilayer Core Decomposition is that the number of multilayer cores may be exponential in the number of layers. Specifically, denoting by K the maximum order of a core for layer , the number of multilayer cores is O( ∈L K ). This makes Multilayer Core Decomposition intrinsically hard: in the general case, no polynomial-time algorithm can exist.
The challenge hence lies in handling this exponential blowup by early recognizing and skipping unnecessary portions of the search space, such as non-distinct and/or empty cores. Given a multilayer graph G = (V , E, L) and a coreness vector k = [k ] ∈L , finding the corresponding core can easily be solved in O(|E| + |V | × |L|) time by iteratively removing a vertex u having deд G (u, ) < k in some layer , where G denotes the current graph resulting from all previous vertex removals (Algorithm 1, where the set S of vertices to be considered is set to S = V ). Hence, a naïve way of computing a multilayer core decomposition consists of generating all possible coreness vectors, run the multilayer core-detection algorithm just described for each vector, and retain only non-empty and distinct cores. This naïve method requires all vec- 3 This corresponds to a Θ( ∈L K ) number of vectors. As a result, the overall time complexity of the method is
. This approach has the following two major weaknesses: (i) each core is computed starting from the whole input graph, and (ii) by enumerating all possible coreness vectors beforehand a lot of non-distinct and/or empty (thus, unnecessary) cores may be computed. In the following, we present three methods that solve Multilayer Core Decomposition much more efficiently.
Search Space
Although multilayer cores are not all nested into each other, a notion of partial containment can still be defined. Indeed, it can easily be observed that a k-core with coreness vector k = [k ] ∈L is Core Decomposition in Multilayer Networks: Theory, Algorithms, and Applications 11:11 
ALGORITHM 1: k-core
contained into any k -core described by a coreness vector k = [k ] ∈L , whose components k are all no more than components k , i.e., k ≤ k , ∀ ∈ L. This result is formalized next:
Proof. Combining the definition of multilayer core (Definition 2) and the hypothesis on vectors k and k , it holds that ∀ ∈ L : μ (C k , ) ≥ k ≥ k . This means that C k satisfies the definition of kcore, thus implying that all vertices in C k are part of C k too. The fact follows.
Based on Fact 1, the search space of our problem can be represented as a lattice defining a partial order among all cores ( Figure 2 ). Such a lattice, which we call the core lattice, corresponds to a Directed Acyclic Graph (dag) where nodes represent cores, 4 and links represent relationships of containment between cores (a "father" node contains all its "child" nodes). We assume the core lattice keeping track of non-empty and not necessarily distinct cores: a core is present in the lattice as many times as the number of its coreness vectors. Each level i of the lattice represents the children of cores at lattice level i − 1. In particular, level i contains all those cores whose coreness vector results from increasing one and only one component of its fathers' coreness vector by one. Formally, a lattice level i contains all k-cores with coreness vector k = [k ] ∈L such that there exists a core at lattice level i − 1 with coreness vector k = [k ] ∈L , where ∃ ∈ L : k = k + 1, and ∀ˆ : kˆ = k ˆ . As a result, level 0 contains the root only, which corresponds to the whole input graph (i.e., the [0] |L | -core), the leaves correspond to inner-most cores, and any non-leaf node has at least one and at most |L| children. Moreover, every level i contains all cores whose corenessvector components sum to i.
Solving the Multilayer Core Decomposition problem is hence equivalent to building the core lattice of the input graph. The efficient methods we present next are all based on smart core-lattice building strategies that extract cores from smaller subgraphs, while also attempting to minimize the visit/computation of unnecessary (i.e., empty/non-distinct) cores.
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ALGORITHM 2: bfs-ml-cores
Input: A multilayer graph G = (V , E, L). Output: The set C of all non-empty multilayer cores of G.
if C k ∅ then 8 :
for all ∈ L do # enqueue child nodes 10:
end for 14: end if 15: end if 16: end while
Breadth-First Algorithm
Two interesting corollaries can be derived from Fact 1. First, any non-empty k-core is necessarily contained in the intersection of all its father nodes of the core lattice. Second, any non-empty k-core has exactly as many fathers as the number of non-zero components of its coreness vector k: Corollary 1. Given a multilayer graph G, let C be a core of G and F (C) be the set of fathers of C in the core lattice of G. It holds that C ⊆ Ĉ ∈F (C )Ĉ .
Proof. By definition of core lattice, the coreness vector of all father cores F (C) of C is dominated by the coreness vector of C. Fact 1 ensures that C ⊆ C , ∀C ∈ F (C). Assume u ∈ C, u Ĉ ∈F (C )Ĉ exists. This implies existence of a father core C ∈ F (C) s.t. C C , which is a contradiction. Corollary 2. Given a multilayer graph G, let C be a core of G with coreness vector k = [k ] ∈L , and F (C) be the set of fathers of C in the core lattice of G. It holds that |F (C)| = |{k : ∈ L, k > 0}|.
Proof. By definition of core lattice, a core C at level i has a coreness vector whose components sum to i, while the fathers F (C) of C have coreness vector whose components sum to i − 1. The coreness vector of a father of C can be obtained by decreasing a non-zero component of the coreness vector of C by one. This means that the number of fathers of C is upper-bounded by the non-zero components of its coreness vector. More precisely, the number of fathers of C is exactly equal to this number, as, according to Corollary 1, no father of C can be empty, otherwise C would be empty too and would not be part of the core lattice.
The above corollaries pave the way to a breadth-first search building strategy of the core lattice, where cores are generated level-by-level by properly exploiting the rules in the two corollaries (Algorithm 2). Although the worst-case time complexity of this bfs-ml-cores method remains unchanged with respect to the naïve algorithm, the bfs method is expected to be much more efficient in practice, due to the following main features: (i) cores are not computed from the initial ALGORITHM 3: dfs-ml-cores Input: A multilayer graph G = (V , E, L). Output: The set C of all non-empty multilayer cores of G.
remove a layer from R 4: for all k ∈ Q do 5 :
end for 8 :
graph every time, but from a much smaller subgraph given by the intersection of all their fathers; (ii) in many cases, i.e., when the rule in Corollary 2 (which can be checked in constant time) arises, no overhead due to the intersection among father cores is required; (iii) the number of empty cores computed is limited, as no empty core may be generated from a core that has already been recognized as empty.
Depth-First Algorithm
Although being much smarter than the naïve method, bfs-ml-cores still has some limitations. First, it visits every core as many times as the number of its fathers in the core lattice. Also, as a second limitation, consider a path P of the lattice connecting a non-leaf node to a leaf by varying the same -th component of the corresponding coreness vectors. It is easy to see that the computation of all cores within P with bfs-ml-cores takes O(|P| × (|E| + |V | × |L|)) time, as the core-decomposition process is re-started at every level of the lattice. This process can in principle be performed more efficiently, i.e., so as to take O(|P| + |E| + |V | × |L|) time, as it actually corresponds to (a simple variant of) a single-layer core decomposition.
To address the above two cons, we propose a method performing a depth-first search on the core lattice. The method, dubbed dfs-ml-cores (Algorithm 3), iteratively picks a non-leaf core k = [k 1 , . . . , k , . . . , k |L | ] and a layer such that k = 0, and computes all cores [k 1 , . . . , k + 1, . . . , k |L | ], . . . , [k 1 , . . . , K , . . . , k |L | ] with a run of the k-coresPath(G, C k , k, ) subroutine. Specifically, such a subroutine returns the cores corresponding to all coreness vectors obtained by varying the th component of k within [0, . . . , K ]. Also, it discards vertices violating the coreness condition specified by vector k, i.e., vertices whose degree in some layerˆ is less than theˆ th component of k. The pseudocode of k-coresPath is reported as Algorithm 4: it closely resembles the traditional core-decomposition algorithm for single-layer graphs, except for the addition of the cycle starting at Line 13, which identifies the aforementioned vertices to be discarded.
A side effect of this strategy is that the same core may be computed multiple times. As an example, in Figure 2 the (1, 2, 0)-core is computed by core decompositions initiated at both cores (1, 0, 0) and (0, 2, 0). To reduce (but not eliminate) these multiple core computations, the dfs-mlcores method exploits the following result.
ALGORITHM 4: k-coresPath
Input: A multilayer graph G = (V , E, L), a set S ⊆ V of vertices, an |L|-dimensional integer vector k = [k ] ∈L , and a layer ∈ L. Output: The set C k, of the multilayer cores of G varying the -th component of k. 1 
end for 13: for allˆ ∈ L \ { } do 14: for .|L|], let P i ∈ P denote the subset of paths whose coreness vectors k = [k ] ∈L have a number of non-zero components equal to i. By definition of Q i and C i it holds that all coreness vectors k of the cores along the paths in P i are in Q i ∪ C i = {k : |{k : ∈ L, k > 0}| = i}. Also, since some of the paths may overlap, all cores along the paths P i are computed by executing single-layer core decompositions initiated at a subset of cores along the paths P i−1 . Such a subset of cores is represented by the subset of coreness vectors within
Moreover, note that single-layer core decompositions for the layers where k 0 are discarded, as it boils down to visit cores in P i−1 . As a result, the set Referring to Algorithm 3, the result in Theorem 2 is implemented by keeping track of a subset of layers R ⊆ L. At the beginning R = L, and, at each iteration of the main cycle, a layer is removed from it. The algorithm is guaranteed to be sound and complete regardless of the layer ordering, which may instead affect running time. In our experiments we test several orders, such as random, or non-decreasing/non-increasing average-degree density. All those orders resulted in comparable running times, we therefore decided to stick to the simplest one, i.e., random. Set Q keeps track of (the coreness vector of) all lattice nodes where the current single-layer core-decomposition processes need to be run from. Q stores the (coreness vector of) cores computed from each node in Q and for each layer within R, while also forming the basis of Q for the next iteration.
ALGORITHM 5: hybrid-ml-cores
if C k ∅ then 10 :
end if 14: end if 15: if k ∈ Q then 16: for all ∈ L do # enqueue child nodes 17 :
end for 21: end if 22: end while
In summary, compared to bfs-ml-cores, the dfs method reduces both the time complexity of computing all cores in a path P from a non-leaf node to a leaf of the core lattice (from O(|P| × (|E| + |V | × |L|)) to O(|P| + |E| + |V | × |L|)), and the number of times a core is visited, which may now be smaller than the number of its fathers. On the other hand, dfs-ml-cores comes with the aforementioned issue that some cores may be computed multiple times (while in bfs-mlcores every core is computed only once). Furthermore, cores are computed starting from larger subgraphs, as intersection among multiple fathers cannot exploited.
Hybrid Algorithm
The output of both bfs-ml-cores and dfs-ml-cores correctly corresponds to all distinct cores of the input graph and the corresponding maximal coreness vectors. 5 Nevertheless, none of these methods is able to skip the computation of non-distinct cores. Indeed, both methods need to compute every core C as many times as the number of its coreness vectors to guarantee completeness. To address this limitation, we devise a further method where the main peculiarities of bfs-ml-cores and dfs-ml-cores are joined into a "hybrid" lattice-visiting strategy. This hybrid-ml-cores method exploits the following corollary of Theorem 1, stating that the maximal coreness vector of a core C is given by the vector containing the minimum degree of a vertex in C for each layer: Proof. By Definition 2, vector d μ (C) is a coreness vector of C. Assume that d μ (C) is not maximal, meaning that another coreness vector k = [k ] ∈L dominating d μ (C) exists. This implies that k ≥ μ (C, ), and ∃ˆ ∈ L : kˆ > μ (C,ˆ ). By definition of multilayer core, all vertices in C have degree larger than the minimum degree μ (C,ˆ ) in layerˆ , which is a clear contradiction.
Corollary 3 gives a rule to skip the computation of non-distinct cores: given a core C with coreness vector k = [k ] ∈L , all cores with coreness vector k = [k ] ∈L such that ∀ ∈ L : k ≤ k ≤ μ (C, ) are guaranteed to be equal to C and do not need to be explicitly computed. For instance, in Figure 2 , assume that the min-degree vector of the (0, 0, 1)-core is (0, 1, 2). Then, cores (0, 0, 2), (0, 1, 1), and (0, 1, 2) can immediately be set equal to the (0, 0, 1)-core. The hybrid-ml-cores algorithm we present here (Algorithm 5) exploits this rule by performing a breadth-first search equipped with a "look-ahead" mechanism resembling a depth-first search. Moreover, hybrid-mlcores starts with a single-layer core decomposition for each layer so as to have more fathers earlyon for intersections. Cores interested by the look-ahead rule are still visited and stored in Q , as they may be needed for future core computations. However, no further computational overhead is required for them. The time complexity of hybrid-ml-cores is the same as bfs-ml-cores, plus an additional O(|E|) time for every visited multilayer core, which is needed in the look-ahead rule to compute the min-degree vector of that core.
Discussion
To have a concrete comparison of the characteristics of the proposed algorithms for multilayer core decomposition, we report in Figure 3 a running example over a core lattice of a simple two-layer graph. All the algorithms start by visiting the root of the core lattice, which corresponds to the whole input multilayer graph (this preliminary step is left out from Figure 3 since it is shared by all the methods). bfs-ml-cores visits the core lattice level by level, and exploits every containment relationship. The execution pattern of dfs-ml-cores is instead much different: it starts by finding those multilayer cores having a single component of the coreness vector other than zero and, in a later step, visits the rest of the core lattice. In both steps (a) and (b) dfs-ml-cores visits cores following straight paths in the search space, i.e., from a core to a leaf. As a result, not all the containment relationships are exploited. For instance, the computation of the (2, 1)-core exploits the containment from the (2, 0)-core, but not from the (1, 1)-core. hybrid-ml-cores is, as expected, a mix of the two other methods. The first step is identical to dfs-ml-cores. At step (b), hybrid-mlcores starts to visit the remaining cores by a breadth-first-search strategy, while also exploiting the look-ahead mechanism. In particular, the minimum degree vector of the (1, 1)-core is found to be equal to (1, 2); therefore, the (1, 2)-core is not computed directly, but set equal to the (1, 1)-core. In the final step, hybrid-ml-cores visits the remaining core by going on with the breadth-first search.
We already discussed (in the respective paragraphs) the strengths and weaknesses of bfs-mlcores and dfs-ml-cores: the best among the two is determined by the peculiarities of the specific input graph. On the other hand, hybrid-ml-cores profitably exploits the main nice features of both bfs-ml-cores and dfs-ml-cores, thus is expected to outperform both methods in most cases. However, in those graphs where the number of non-distinct cores is limited, the overhead due to the look-ahead mechanism can make the performance of hybrid-ml-cores degrade.
In terms of space requirements, bfs-ml-cores needs to keep in memory all those cores having at least a child in the queue, i.e., at most two levels of the lattice (the space taken by a multilayer core is O(|V |)). The same applies to hybrid-ml-cores with the addition of the cores computed through single-layer core decomposition and look-ahead, until all their children have been processed. dfs-ml-cores instead requires to store all cores where the single-layer core-decomposition process should be started from, both in the current iteration and the next one. Thus, we expect dfs-mlcores to take more space than bfs-ml-cores and hybrid-ml-cores, as in practice the number of cores to be stored should be more than the cores belonging to two lattice levels.
Experimental Results
In this subsection, we present experiments to (i) compare the proposed algorithms in terms of runtime, memory consumption, and search-space exploration; (ii) characterize the output core decompositions, also by comparing total number of cores and number of inner-most cores.
Datasets. We select publicly available real-world multilayer networks, whose main characteristics are summarized in Table 1 . Homo 6 and SacchCere 6 are networks describing different types of genetic interactions between genes in Homo sapiens and Saccharomyces cerevisiae, respectively. ObamaInIsrael 6 represents different types of social interaction (e.g., re-tweeting, mentioning, and replying) among Twitter users, focusing on Barack Obama's visit to Israel in 2013. Similarly, Higgs 6 is built by tracking the spread of news about the discovery of the Higgs boson on Twitter, with the additional layer for the following relation. Friendfeed 7 contains public interactions among users of Friendfeed collected over 2 months (e.g., commenting, liking, and following). FriendfeedTwitter 7 is a multi-platform social network, where layers represent interactions within Friendfeed and Twitter between users registered to both platforms [28] . Amazon 8 is a co-purchasing temporal network, containing four snapshots between March and June 2003. Finally, DBLP 9 is derived following the methodology in [20] . For each co-authorship relation (edge), the bag of words resulting from the titles of all papers co-authored by the two authors is collected. Then, Latent Dirichlet Allocation (LDA) topic modeling [18] is applied to automatically identify a hundred topics. Among these, 10 topics that are recognized as the most relevant to the data-mining area have been hand-picked. Every selected topic corresponds to a layer. An edge between two co-authors in a certain layer exists if the relation between those co-authors is labeled with the topic corresponding to that layer.
Implementation. All methods are implemented in Python (v. 2.7.12) and compiled by Cython: all our code are available at github.com/egalimberti/multilayer_core_decomposition. All experiments are run on a machine equipped with Intel Xeon CPU at 2.1 GHz and 128 GB RAM except for Figure 4 , whose results are obtained on Intel Xeon CPU at 2.7 GHz with 128 GB RAM.
Comparative evaluation. We compare the naïve baseline (for short n) and the three proposed methods bfs-ml-cores (for short bfs), dfs-ml-cores (dfs), and hybrid-ml-cores (h) in terms of 7 http://multilayer.it.uu.se/datasets.html. 8 https://snap.stanford.edu/data/. 9 http://dblp.uni-trier.de/xml/.
Core Decomposition in Multilayer Networks: Theory, Algorithms, and Applications 11:19 running time, memory usage, and number of computed cores (as a measure of the explored searchspace portion). The results of this comparison are shown in Table 2 . As expected, n is the least efficient method: it is outperformed by our algorithms by 1-4 orders of magnitude. Due to its excessive requirements, we could not run it in reasonable time (i.e., 30 days) on the Friendfeed dataset. Among the proposed methods, h is recognized as the best method (in absolute or with performance comparable to the best one) in the first five (out of a total of eight) datasets. In the remaining three datasets the best method is dfs. This is mainly motivated by the fact that those three datasets have a relatively small number of layers, an aspect that dfs takes particular advantage from (as also better testified by the experiment with varying the number of layers discussed below). In some cases, h is also comparable to bfs, thus confirming the fact that in datasets where the number of non-distinct cores is not so large, the performance of the two methods gets closer. A similar reasoning holds between bfs and dfs (at least with a small/moderate number of the layers, see next): bfs is faster in most cases, but, due to the respective pros and cons discussed in Section 3, it is not surprising that the two methods achieve comparable performance in a number of other cases.
To test the behavior with varying the number of layers, Figure 4 shows the running times of the proposed methods on different versions of the DBLP dataset, obtained by selecting a variable number of layers, from 2 to 10. While the performance of the three methods is comparable up to six layers, beyond this threshold the execution time of dfs grows much faster than bfs and h. This attests that the pruning rules of bfs and h are more effective as the layers increase. To summarize, dfs is expected to have runtime comparable to (or better than) bfs and h when the number of layers is small, while h is faster than bfs when the number of non-distinct cores is large.
The number of computed cores is always larger than the output cores as all methods might compute empty cores or, in the case of dfs, the same core multiple times. Table 2 shows that dfs computes more cores than bfs and h, which conforms to its design principles.
Finally, all methods turn out to be memory-efficient, taking no more than 1.5 GB of memory.
Core-decomposition characterization. Figure 5 reports the distribution of number of cores, core size, and average-degree density (i.e., number of edges divided by number of vertices) of the subgraph corresponding to a core. Distributions are shown by level of the lattice 10 for the SacchCere and Friendfeed datasets. Although the two datasets have very different scales, the distributions exhibit similar trends. Being limited by the number of layers, the number of cores in the first levels of the lattice is very small, but then it exponentially grows until reaching its maximum within the first 2-30% visited levels. The average size of the cores is close to the number of vertices in the first lattice level, when cores' degree conditions are not very strict. Then it decreases as the number of cores gets larger, with a maximum reached when very small cores stop "propagating" in the lower lattice levels. Finally, the average (average-degree) density tends to increase for higher Core Decomposition in Multilayer Networks: Theory, Algorithms, and Applications 11:21 lattice level. However, there are a couple of exceptions: it decreases (i) in the first few levels of SacchCere's lattice, and (ii) in the last levels of both SacchCere and Friendfeed, where the core size starts getting smaller, thus implying small average-degree values.
In Figure 6 , we show the comparison between the number of all cores and inner-most cores for all the datasets. The number of cores differs quite a lot from dataset to dataset, depending on dataset size, number of layers, and density. The fraction of inner-most cores exhibits a nondecreasing trend as the layers increase, ranging from 0.3% of the total number of output cores (FriendfeedTwitter) to 22% (DBLP).
Given that the inner-most cores are per-se interesting and typically one or more orders of magnitude fewer in number than the total cores, it would be desirable to have a method that effectively exploits the maximality property and extracts the inner-most ones directly, without computing a complete decomposition. This is presented in the next section.
ALGORITHMS FOR INNER-MOST MULTILAYER CORES
In this section, we focus on the problem of finding the non-empty inner-most multilayer cores of a multilayer graph (Problem 2). Specifically, the main goal here is to devise a method that is more efficient than a naïve one that computes the whole multilayer core decomposition and then a-posteriori filters non-inner-most cores out. To this end, we devise a recursive algorithm, which is termed im-ml-cores and whose outline is shown as Algorithm 6 (and Algorithm 7). We provide the details of the algorithm next. In the remainder of this section we assume the layer set L of the input multilayer graph G = (V , E, L) to be an ordered list [ 1 , . . . , |L | ]. The specific ordering we adopt in this work is by non-decreasing average-degree density, as, among the various orderings tested, this is the one that provides the best experimental results.
The proposed im-ml-cores algorithm is based on the notion of r -right-inner-most multilayer cores of a core C k , i.e., all those cores having coreness vector k equal to k up to layer r −1 , and for which the inner-most condition holds for layers from r to |L | . Let C [0] |L| be the root of the core lattice. C [0] |L| has a coreness vector composed of zero components. Therefore, according to the above definition, it is easy to observe that the 1 -right-innermost multilayer cores of C [0] |L| correspond to the desired ultimate output, i.e., to all inner-most multilayer cores of the input multilayer graph. The proposed im-ml-cores algorithm recursively computes r -right-inner-most multilayer cores, starting from the root of the core lattice (Algorithm 6). The goal is to exploit Fact 2 and ultimately have the 1 -right-inner-most multilayer cores of core C [0] |L| computed. The algorithm makes use of a data structure M, which consists of a sequence of nested maps, one for each layer but the last one (i.e., |L | ). For every layer r that has been so far processed by the recursive procedure, M keeps track of the minimum-degree that a core should have in layer r to be recognized as an ineer-most one. Specifically, given a coreness vector k and a layer r , the instruction M (k, r ) iteratively accesses the nested maps using the elements of k up to layer r as keys. As an example, consider a coreness vector k = [k ] ∈L , with |L| = 3. M (k, |L |−1 ) first queries the outer-most map with key k 1 , and obtains a further map. Then, this second map is queried with key k 2 , to finally get the ultimate desired numerical value. Note that, if r < |L |−1 , then M (k, r ) returns a further map. Conversely, if r = |L |−1 , then M (k, r ) returns a numerical value. If k does not correspond to a sequence of valid keys for M, we assume that 0 is returned as a default value. M is initialized as empty, and populated during the various recursive iterations. Algorithm 7 may be logically split into the following two main blocks: the first one (Lines 3-8) taking care of the recursion, and the second one (Lines 10-22) computing the r -right-inner-most cores. The first block of the algorithm is executed when the current r layer is not the last one. In that block the k-coresPath subroutine (already used in Algorithm 3 and described in Section 3.3) is run on set S of vertices, layer r , and taking into account the constraints in vector k (Lines 3 and 4) . Then, for each coreness vector k that has been found, a recursive call is made, where the layer of interest becomes the next layer r +1 , and the data structure M is augmented by adding a further (empty) nested map (this new map will be populated within the upcoming recursive executions). The coreness vectors are processed in decreasing order of k r . This processing order ensures the correctness of the following: once a multilayer core has been identified as r -right-inner-most, it permanently becomes part of the ultimate output cores (no further recursive call will remove it from the output). Note also that, for each k , rim-ml-cores can be run on C k only, i.e., the core of coreness vector k . This guarantees better efficiency, without affecting correctness.
The second block of the algorithm (Lines 10-22) works as follows. When the last layer has been reached, i.e., r = |L | , the current recursion ends, and an r -right-inner-most multilayer core is returned (if any). First of all, the algorithm computes a coreness vector k , which is potentially rright-inner-most (Lines 10-15). In this regard, note that the k M value is derived from the information that has been stored in M in the earlier recursive iterations. Finally, the algorithm computes the inner-most core in |L | constrained by k , by means of the Inner-mostCore subroutine. Such a subroutine, similarly to the k-coresPath one, takes as input a multilayer graph G, a subset S of vertices, a coreness vector k, and a layer . It returns the multilayer core having coreness vector of highest th component of the vertices in S, considering the constraints specified in k. If the Inner-mostCore procedure actually returns a multilayer core, then it is guaranteed that such a core is r -right-inner-most, and is therefore added to the solution (and M is updated accordingly).
In Figure 7 , we show an example of the execution of the proposed im-ml-cores algorithm for a simple three-layer graph, while Figure 8 reports the content of the M data structure for this example. Every box corresponds to a call of Algorithm 7, for which we specify (i) the input parameters (G and M are omitted for the sake of brevity), (ii) the calls to the k-coresPath or Inner-mostCore subroutines, and (iii) the content of Q (when it is instantiated). For instance, the coreness vector given as input to Inner-mostCore at box 1.3.4 has the last element equal to the maximum between what is stored in M at the end of the paths 1 → 0 and 0 → 1, i.e., 8 and 5, that have been set at boxes 1.2.3 and 1.3.3, respectively.
Experimental Results
Running times. We assess the efficiency of im-ml-cores (for short im) by comparing it to the aforementioned naïve approach for computing inner-most multilayer cores, which consists in firstly computing all multilayer cores (by means of one of the three algorithms presented in Section 3) and filtering out the non-inner-most ones. The results of this experiment are reported in Table 3 . First of all, it can be observed that the a-posteriori filtering of the inner-most multilayer cores does not consistently affect the runtime of the algorithms for multilayer core decomposition: this means that most of the time is spent for computing the overall core decomposition. The main outcome of this experiment is that the running time of the proposed im method is smaller than the time required by bfs, dfs, or h summed up to the time spent in the a-posteriori filtering, with considerable speed-up from 1.3 to an order of magnitude on the larger datasets, e.g., FriendfeedTwitter 11:24 E. Galimberti et al. Fig. 7 . Execution of the im-ml-cores algorithm (Algorithm 6) on a toy three-layer graph.
and Friendfeed. The only exception is on the DBLP dataset where bfs and h run slightly faster, probably due to fact that its edges are (almost) equally distributed among the layers, which makes the effectiveness of the ordering vanish.
Characterization. We also show the characteristics of the inner-most multilayer cores. Figure 9 reports the distribution of number, size, and average-degree density of all cores and inner-most cores only. Distributions are shown in a way similar to what previously done in Figure 5 , i.e., by level of the core lattice, and for the SacchCere and Amazon datasets.
For both datasets, there are no inner-most cores in the first levels of the lattice. As expected, the number of inner-most cores considerably increases when the number of all cores decreases. This is due to the fact that some cores stop propagating throughout the lattice, hence they are recognized as inner-most. In general, inner-most cores are on average smaller than all multilayer cores. Nonetheless, for the levels 12 and 13 of the Amazon dataset, inner-most cores have greater size than all cores. This behavior is consistent with our definitions: inner-most cores are cores without descendants, thus they are expected to be the smallest-sized ones, but they do not necessarily have to. Finally, the distribution of the average-degree density exhibits a similar trend to the distribution of the size: this is expected as the two measures depend on each other. 
MULTILAYER DENSEST SUBGRAPH
In this section, we showcase the usefulness of multilayer core-decomposition in the context of multilayer densest-subgraph discovery. Particularly, we show how to exploit the multilayer coredecomposition to devise an algorithm with approximation guarantees for the Multilayer Densest Subgraph problem introduced in Section 2 (Problem 3), thus extending to the multilayer setting the intuition at the basis of the well-known 1 2 -approximation algorithm [8, 24] for singlelayer densest-subgraph extraction.
Hardness
We start by formally showing that the Multilayer Densest Subgraph problem (Problem 3) is NP-hard.
Theorem 3. Problem 3 is NP-hard.
To prove the theorem, we introduce two variants of Problem 3's objective function, i.e., δ all (·), which considers all layers in L, and δ ¬all (·), which considers all subsets of layers but the whole layer set L. Specifically, for any given multilayer graph G = (V , E, L) and vertex subset S ⊆ V , the two functions are defined as δ all (S ) = min
We also define deд max as the maximum degree of a vertex in a layer:
and introduce the following three auxiliary lemmas. 
Proof. The maximum density of a vertex set S in a layer can be at most equal to the density of the maximum clique, i.e., at most
. At the same time, the size of a layer setL in the function δ ¬all (·) can be at most |L| − 1 (as the whole layer set L is not considered in δ ¬all (·)). This means that δ ¬all (S ) = maxL ∈2 L \{L } min ∈L
With Lemmas 1-3 in place, we are now ready to provide the ultimate proof of Theorem 3.
Proof. We reduce from the Min-Avg Densest Common Subgraph (DCS-MA) problem [49] , which aims at finding a subset of vertices S ⊆ V from a multilayer graph G = (V , L, S ) maximizing min ∈L
E [S ]
|S | , and has been recently shown to be NP-hard in [25] . We distinguish two cases. The first (trivial) one is when G has a layer with no edges. In this case any vertex subset would be an optimal solution for DCS-MA (with overall objective function equal to zero), including the optimal solution to our Multilayer Densest Subgraph problem run on the same G (no matter which β is used). In the second case, G has at least one edge in every layer. In this case solving our Multilayer Densest Subgraph problem on G, with β set to any value >
, gives a solution that is optimal for DCS-MA as well. Indeed, it can be observed that, for all S ⊆ V such that ∀ ∈ L : |E [S]| > 0:
≥ δ ¬all (S ). {Lemma 2} ALGORITHM 8: ml-densest Input: A multilayer graph G = (V , E, L) and a real number β ∈ R + . Output: C * ⊆ V . 1: C ← MultiLayerCoreDecomposition(G) # Any of Algorithms 2, 3, 5 can be used 2: C * ← arg max C ∈C δ (C) # Equation (1) This means that, for that particular value of β, the optimal solution of Multilayer Densest Subgraph on input G is given by maximizing the δ all (·) function, which considers all layers and is, as such, equivalent to the objective function underlying the DCS-MA problem. This completes the proof.
Algorithms
The approximation algorithm we devise for the Multilayer Densest Subgraph problem is very simple: it computes the multilayer core decomposition of the input graph, and, among all cores, takes the one maximizing the objective function δ as the output densest subgraph (Algorithm 8).
Despite its simplicity, the algorithm achieves provable approximation guarantees proportional to the number of layers of the input graph, precisely equal to 1 2 |L | β . We next formally prove this result. Let C be the core decomposition of the input multilayer graph G = (V , E, L) and C * denote the core in C maximizing the density function δ , i.e., C * = arg max C ∈C δ (C). Then, C * corresponds to the subgraph output by the proposed ml-densest algorithm. Let also C (μ ) denote the subgraph maximizing the minimum degree in a single layer, i.e., sl | . We start by introducing the following two lemmas that can straightforwardly be derived from the definitions of C * , C (μ ) , S * sl , (μ ) , and * :
Proof. By definition, C (μ ) is a multilayer core described by (among others) the coreness vector k = [k ] ∈L with k (μ ) = max ∈L μ (C (μ ) , ), and k = 0, ∀ (μ ) . Then C (μ ) ∈ C. As C * = arg max C ∈C δ (C), it holds that δ (C * ) ≥ δ (C (μ ) ).
The following further lemma shows a lower bound on the minimum degree of a vertex in S * sl :
Proof. As S * sl is the subgraph maximizing the density in layer * , removing the minimumdegree node from S * sl cannot increase that density. Thus, it holds that
The approximation factor of the proposed ml-densest algorithm is ultimately stated in the next theorem:
{Lemma 5}
The following corollary shows that the theoretical approximation guarantee stated in Theorem 4 remains the same even if only the inner-most cores are considered (although, clearly, considering the whole core decomposition may lead to better accuracy in practice). Corollary 4. Given a multilayer graph G = (V , E, L), let C im be the set of all inner-most multilayer cores of G, and let C *
im ∈ C im be an inner-most core of G whose coreness vector has a component equal to (μ ) . It is easy to see that the result in Lemma 4 holds for C * im and C Finally, we observe that the result in Theorem 4 carries over to the DCS-MA problem studied in [25, 49, 65, 70] as well, as that problem can be reduced to our Multilayer Densest Subgraph problem (as shown in Theorem 3).
Experimental Results
We experimentally evaluate our ml-densest algorithm (Algorithm 8) on the datasets in Table 1 . Figure 10 reports the results-minimum average-degree density in a layer, number of selected layers, size, objective-function value δ -on the Homo and Higgs datasets, with varying β. The remaining datasets, which we omit due to space constraints, exhibit similar trends on all measures.
The trends observed in the figure conform to what expected: the smaller β, the more the objective function privileges solutions with large average-degree density in a few layers (or even just one layer, for β close to zero). The situation is overturned with larger values of β, where the minimum average-degree density drops significantly, while the number of selected layers stands at 6 for Homo and 4 for Higgs. In-between β values lead to a balancing of the two terms of the objective function, thus giving more interesting solutions. Also, by definition, δ as a function of β draws exponential curves.
Finally, as anecdotal evidence of the output of Algorithm 8, in Figure 11 we report the densest subgraph extracted from DBLP. The subgraph contains 10 vertices and 5 layers automatically selected by the objective function δ . The minimum average-degree density is encountered on the layers corresponding to topics "graph" and "algorithm" (green and yellow layers in the figure), and is equal to 1.2. The objective-function value is δ = 41.39. Note that the subgraph is composed of two connected components. In fact, like the single-layer case, multilayer cores are not necessarily connected.
MULTILAYER QUASI-CLIQUES
Another interesting insight into the notion of multilayer cores is about their relationship with (quasi-)cliques. In single-layer graphs it is well-known that cores can be exploited to speed-up the problem of finding cliques, as a clique of size k is guaranteed to be contained into the (k − 1)core. Interestingly, a similar relationship holds in the multilayer context too. Given a multilayer graph G = (V , E, L) , a layer ∈ L, and a real number γ ∈ (0, 1], a subgraph G[S] = (S ⊆ V , E[S], L) of G is said to be a γ -quasi-clique in layer if all its vertices have at least γ (|S | − 1) neighbors in layer within S, i.e., ∀u ∈ S : deд S (u, ) ≥ γ (|S | − 1). Jiang et al. [50] study the problem of extracting frequent cross-graph quasi-cliques 11 : given a multilayer graph G = (V , E, L), a function Γ : L → (0, 1] assigning a real value to every layer in L, a real number min_sup ∈ (0, 1], and an integer min_size > 1, find all maximal subgraphs G[S] of G of size larger than min_size such that there exist at least min_sup × |L| layers for which G[S] is a Γ( )-quasi-clique.
The following theorem shows that a frequent cross-graph quasi-clique of size ≥ min_size is necessarily contained into a k-core described by a coreness vector k = [k ] ∈L such that there exists a fraction of min_sup layers where k = Γ( )(min_size − 1) . Theorem 5. Given a multilayer graph G = (V , E, L), a real-valued function Γ : L → (0, 1], a real number min_sup ∈ (0, 1], and an integer min_size > 1, a frequent cross-graph quasi-clique of G complying with parameters Γ, min_sup, and min_size is contained into a k-core with coreness vector
Proof. Assume that a cross-graph quasi-clique S of G complying with parameters Γ, min_sup, and min_size is not contained into any k-core with coreness vector k = [k ] ∈L such that |{ ∈ L : k = Γ( )(min_size − 1) }| = min_sup × |L| . This means that S contains a vertex u such that |{ ∈ L : deд S (u, ) ≥ Γ( )(min_size − 1)}| < min_sup × |L|, which means that |{ ∈ L : deд S (u, ) ≥ Γ( )(|S | − 1)}| < min_sup × |L| as well, since |S | ≥ min_size. This violates the definition of frequent cross-graph quasi-clique.
As a simple corollary, the computation of frequent cross-graph quasi-cliques can therefore be circumstantiated to the subgraph given by the union of all multilayer cores complying with the condition stated in Theorem 5.
Corollary 5. Given a multilayer graph G = (V , E, L), a real-valued function Γ : L → (0, 1], a real number min_sup ∈ (0, 1], and an integer min_size > 1, let G = (V , E , L) the subgraph of G given by the union of all multilayer cores of G complying with Theorem 5. It holds that all cross-graph quasi-cliques of G complying with parameters Γ, min_sup, and min_size are contained into G .
The finding in Corollary 5 can profitably be exploited to have a more efficient extraction of frequent cross-graph quasi-cliques. Specifically, the idea is to (i) compute all multilayer cores of the input graph G (including the non-distinct ones, as the condition stated in Theorem 5 refers to not necessarily maximal coreness vectors); (ii) process all multilayer cores of G one by one, retain only the ones complying with Theorem 5, and compute the subgraph G induced by the union of all such cores; (iii) run any algorithm for frequent cross-graph quasi-cliques on G . Based on the above theoretical results, such a procedure is guaranteed to be sound and complete, and it is The evaluation is proposed varying one of the parameters, i.e., Γ, min_sup, and min_size, at a time. The number of solution quasi-cliques and the number of vertices |V | of the subgraph G are also reported. For each run of the experiment, the smallest runtime is bolded.
expected to provide a significant speed-up, as G is expected to be much smaller than the original graph G.
Experimental Results
We show in Tables 4 and 5 the experimental results about the comparison of the algorithm proposed by Jiang et al. [50] and the more efficient extraction of frequent cross-graph quasi-cliques by Corollary 5. Table 4 refers to the SacchCere dataset, while Table 5 to the DBLP dataset. To evaluate the effect of the parameters, i.e., the function Γ, min_sup, and min_size, on the performance of the two approaches, we vary a parameter at a time keeping the other two fixed. With regards to the values selected for Γ, we fix Γ( 5 ) = Γ( 6 ) = 0.2 in all the experiments involving the SacchCere dataset, due to the imbalance of the distribution of the edges in favor of the other five layers (i.e., layers 1 , . . . , 4 , 7 ). Instead, given the uniformity of the edge density across the layers of the DBLP dataset, Γ is modified coherently for all the layer in this latter case. In addition to the execution times, for each configuration of the parameters, we also report the number of solution frequent cross-graph quasi-cliques and the number of vertices |V | of the subgraph G identified by Corollary 5. The evaluation is proposed varying one of the parameters, i.e., Γ, min_sup, and min_size, at a time. The number of solution quasi-cliques and the number of vertices |V | of the subgraph G are also reported. ++ indicates runtime longer than 259, 200 seconds (i.e., 3 days). For each run of the experiment, the smallest runtime is bolded.
The first thing to notice is that, in both datasets and for every configuration, our approach is faster than the algorithm by Jiang et al. [50] . The actual speed-up varies with the size of |V | (with respect to |V |), which, in turn, is affected by the mining parameters. For the SacchCere dataset, we obtain the most extreme cases when varying min_sup (middle table): our approach is able to prune from 30% (min_sup = 0.5) up to 98% (min_sup = 1) of the input multilayer graph. For the DBLP dataset, the results are even stronger: in the worst case (i.e., Γ( ) = 0.5 ∀ ∈ L, min_sup = 0.3, and min_size = 3) we prune the 95% of the original vertex set. The runtime of both our approach and Jiang et al.'s [50] algorithm varies consistently according to parameters and to |V |. The speed-up that our method reaches ranges from 1.2 to 2 orders of magnitude for the SacchCere dataset, and from one order up to six orders of magnitude for the DBLP dataset.
COMMUNITY SEARCH IN MULTILAYER NETWORKS
The idea here is very similar to that of the multilayer densest subgraph. 
Let C be the set of all non-empty multilayer cores of G. For a core C ∈ C with coreness vector k = [k ] ∈L , we define the score
and denote by C * a core that contains all query vertices in V Q and maximizes the score σ , i.e., C * = arg max C ∈C,V Q ⊆C σ (C).
As shown in the following theorem, C * is a (not necessarily unique) exact solution to Problem 5. Theorem 6. Given a multilayer graph G = (V , E, L), and a set V Q ⊆ V of query vertices, let S * and C * be the vertex sets defined as in Equation (6) and Equation (7) , respectively. It holds that ϑ (C * ) = ϑ (S * ).
Proof. We prove the statement by contradiction, assuming that ϑ (C * ) < ϑ (S * ). Let μ = min u ∈S * deд S * (u, ), and μ = [μ ] ∈L . By definition of multilayer core, there exists a core C ∈ C of G with coreness vector μ such that S * ⊆ C. This means that Thus, there exists a core C ∈ C whose ϑ (·) score is equal to ϑ (S * ), which contradicts the original assumption ϑ (C * ) < ϑ (S * ).
Algorithms. The core C * can be straightforwardly found by running any of the proposed algorithms for multilayer core decomposition-bfs-ml-cores (Algorithm 2), dfs-ml-cores (Algorithm 3), or hybrid-ml-cores (Algorithm 5)-and taking from the overall output core set the core maximizing the σ (·) score. However, thanks to the constraint about containment of query vertices V Q , the various algorithms can be speeded up by preventively skipping the computation of cores that do not contain V Q . Specifically, this corresponds to the following simple modifications:
-bfs-ml-cores (Algorithm 2): replace the condition at Line 7 with "if V Q ⊆ C k then." -dfs-ml-cores (Algorithm 3): stop the k-coresPath subroutine used at Lines 5 and 6 as soon as a core not containing V Q is encountered and make the subroutine return only the cores containing V Q . -hybrid-ml-cores (Algorithm 5): replace the condition at Line 9 with "if V Q ⊆ C k then." As a further insight, for a number of query vertices |V Q | ≤ 2, the runtime of the methods for multilayer community search is strongly dependent on the underlying algorithm for multilayer core decomposition. For example, on the SacchCere and Higgs datasets, h is outperformed by bfs and dfs, respectively. The picture is instead different for |V Q | > 2: h turns out to be the fastest algorithm in all the datasets, with the exception of FriendfeedTwitter, for which dfs achieves better performance up to 10 query vertices. Therefore, in general, the core-lattice visit performed by h results to be more effective in identifying the solution multilayer core quickly. In the case of FriendfeedTwitter instead, the gap between the original runtime of dfs and h is so marked that, even if h yields better speedup, it is not able to outperform dfs. This behavior is mainly motivated by the small number of layers of FriendfeedTwitter (only 2), which, as already observed beforehand, favors dfs in terms of runtime.
CONCLUSIONS
Core decomposition has been proven to be a fundamental graph-analysis tool with plenty of applications. In this work, we study core decomposition in multilayer networks, characterizing its usefulness, its relation to other problems, and its complexity. We then devise three efficient algorithms for computing the whole core decomposition of a multilayer network and we show a series of non-trivial applications of the core decomposition to solve related problems. In particular:
-Given the large number of multilayer cores, we devise an efficient algorithm for efficiently computing the inner-most cores only. -We study densest-subgraph extraction in multilayer graphs as a proper optimization problem tradingoff between high density and layers exhibiting high density, and show how core decomposition can be used to approximate this problem with quality guarantees. -We show how the multilayer core-decomposition tool can be theoretically exploited as a data-reduction, preliminary step to speed up the extraction of frequent cross-graph quasicliques, and experimentally prove the effectiveness of our approach with respect to the original algorithm that searches for frequent cross-graph quasi-cliques in the whole input graph. -We generalize the multilayer community-search problem to the multilayer case and show how to exploit multilayer core decomposition to obtain optimal solutions to this problem.
In our ongoing and future investigation we plan to employ multilayer core decomposition for the analysis of multilayer brain networks in which each layer represents a patient, vertices are brain regions, and edges are co-activation interactions measured by functional magnetic resonance imaging scans. In this scenario, the multilayer core-decomposition tool may be particularly powerful in the task of identifying common patterns to patients affected by diseases or under the assumption of drugs and, also, to select features in order to discriminate diseased patients from healthy individuals.
