



Stochastic Evolutionary Game Theory
with Perfect Recall
吉　川　　　満 　
This paper reformulates the stochastic evolutionary game theory as
a stochastic process. First, this study generalizes Nowak [17]’s results and
characterizes the properties of the stationary distribution of this game.
This theory corresponds to an extensive form game in noncooperative
game theory.
Second, this study formulates the stochastic evolutionary game
theory with perfect recall: each player decides the action based on all
past actions. This study shows that the random variable in this game
and the noisy game is a martingale under some conditions. In addition,
this study derives Wald’s equation for the random variable’s product.
Accordingly, this study constructs a new stochastic evolutionary
game and shows the game is solved easily when we pay attention to
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1. ͸͡Ίʹ
通常展開形 (game in extensive form), 繰り返しゲーム理論 (repeated game
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計算し, それが最大になるように行動を決めるという, 後向き帰納法 (backward
induction)で行動を決めていた.
一方進化ゲーム理論 (evolutionary game theory)では逐次的に行動を決定
していた. Replicator方程式を用いるものでは, ある戦略を採用したときの期
待利得がゲーム全体の平均期待利得よりも高ければ, その戦略を採用する人が
増加し, 低ければ減少するという近視眼的 (myopic)な行動決定であった. また
Kandori, et al. [11], Young [24]から始まる確率的進化ゲーム理論 (Stochastic
Evolutionary Game Theory)や囚人のジレンマゲームを分析した Rapoport











この記憶 (memory, recall)1), 履歴 (history)に着目した研究は数多く存在
する. 例えば (Bounded) Recallの問題では, Lehrer [15], Aumann and Sorin
[1] がある. (Bounded) Memoryの問題では, Sabourian [20], Di Tillio [22],










フィルトレーション (ﬁltration)となり, ある確率変数列が適合 (adapted)し





完全予想動学 (perfect foresight dynamics)の理論的な根拠として捉えること
もできる.
本稿は次のように構成されている. 第 2節では, Markov連鎖としてのゲー
ムを定式化し, 定常分布を調べる. 第 3節では, 第 2節の内容を過去の全ての
行動に依存するモデルに拡張し, これがマルチンゲールであることを示し, こ
の性質を利用して, ゲームを分析する. 第 4節では, 結論と今後の課題を記す.
付録では, 命題, 定理の証明と繰り返しゲーム理論について触れる.
2. Markov ࿈࠯ͱͯ͠ͷήʔϜཧ࿦
2. 1. ४උ: ల։ܗήʔϜ
この節ではこのMarkov連鎖を用いた進化ゲーム理論 [19,17,11,13] を確率
論の枠組みで捉え直す.4)




Γ = (K,P, p, U, h).
K はゲームの木, P はプレイヤー分割 (player partition), pは偶然手番の確率
2) 今までゲーム理論においてマルチンゲールを用いたものとして, 確率ゲーム (stochastic game)
や私的情報における評判の問題 [5] が挙げられる.
3) 無裁定理論とマルチンゲールの分析が関係あるために盛んに研究されている.




分布族であり, 確率変数, U は情報分割 (information partition), hは利得関数
(payoﬀ function)を表している. これについて詳しくは岡田 [18] 等を参照さ
れたい. ここでは確率論の枠組みで考えているので, Fn ∈ U, n ≥ 0 となる.
まず展開形ゲームについての準備を行う.






, ただし bi(ui) は行動の集合 A(ui) 上の確率測度であ
る.5) 特に各情報集合 ui ∈ U , そして 行動 a ∈ A(ui) のとき, bi(ui)(a)と定義
する.
プレイヤー iの純粋戦略は, 各情報集合 u において 1つの選択肢に確率 1を
付与する特別な行動戦略と見なせる.
ఆٛ 2. Γ = (K,P, p, U, h) を展開形ゲームとする. ゲームの木 K の部分木
K� に対して,
Γのすべての情報集合は K� の手番と K� 以外の手番を同時に含
むことはない
ならば, ゲーム Γの各構成要素を部分木 K� に制限することにより部分木 K�
をもつ展開形ゲームを定義できる. このようなゲームをゲーム Γ の෦෼ήʔ
Ϝ(subgame)という. 便宜上ゲーム自身も Γの 1つの部分ゲームと見なす.
ఆٛ 3. ゲーム Γの部分ゲーム Γ�と Γ� における行動戦略の組 b� = (b�1, · · · , b�n)
に対して, 部分ゲーム Γ� 全体をプレイヤーの期待利得ベクトル Hs(b�) =
`
Hs1 (b�), · · · ,Hsn(b�)
´
で置き換えてできるゲームを, 部分ゲーム Γ� と行動戦






ఆٛ 4. 展開形ゲーム Γ の部分ゲーム Γ� がプレイヤーの行動戦略の組
b = (b1, · · · , bn) によって౸ୡՄೳであるとは, 行動戦略の組 bの下で Γ� の初
期点 o� が正の確率 p(o�|b) > 0 を持つことである.
ఆٛ 5. 展開形ゲーム Γにおいてすべてのプレイヤー i(= 1, · · · , n)のすべて
の情報集合 u ∈ U がただ 1つの手番からなるとき, ゲーム Γは׬શ৘ใήʔ



























ఆٛ 6. ֬཰աఔ(stochastic process) ˘X(t, ω); 0 ≤ t < +∞, ω ∈ Ω¯ とは, 空
でない任意の集合 T をパラメーター空間として持つ確率空間 (Ω,F , P ) 上で定
義された確率変数の族である. よって各 t ∈ T を固定する毎に, X(t)が確率変












= P (A ∩B)
P (B)
.
Ծఆ 1. 本稿では状態空間 S が有限集合, つまり戦略の数 G が有限の場合を
考える.6) よって




ఆٛ 8. ˘Xn;n = 0, 1, 2, · · ·
¯
がಠཱ֬཰ม਺ྻであるとは, 任意の n =





˛ X0 = s0, · · · , Xn−1 = sn−1
´
= P (Xn = sn)
が成り立つときをいう.
6) 無限集合の場合は, 戦略の数が無限存在する場合に対応し, このゲームは無限 Markov 連鎖と






ఆٛ 9. ˘Xn;n = 0, 1, 2, · · ·
¯
がMarkov࿈࠯(chain)であるとは, 任意のス



















˛ Xn−1 = i
´




, n = 1, 2, · · · , N
P (n) をステップ n− 1におけるਪҠ֬཰ߦྻ(transition probability matrix)
という. よって P (n) は状態空間 S の要素の数を Gとすると, G次正方行列で
ある.
ఆཧ 2. Markov連鎖は n = 1, 2, · · · に対する推移確率行列 P (n) と, 初期分布
P (X0 = i) = µi, i ∈ S
によって一意に定まる.
ূ໌ Markov連鎖が掲載されている確率論の教科書を参照されたい.
ఆٛ 11. P (n) が nに依存しないとき, ࣌ؒతʹҰ༷ͳMarkov࿈࠯という.





µiP (n), j ∈ S.
以上までが Markov連鎖の数学的準備であった. 上記までに定義したもの




ける戦略セットを �Xk = (X1,k, · · · , Xm,k) とする (だだし m はゲームをして
いるプレイヤーの数). ここで任意有限次元の確率法則を定めると, 確率過程

























ui(s1, · · · , sn)d�µ(s1, · · · , sn), ∀i,
が確率 1で成り立つ.
ূ໌ Markov連鎖が掲載されている確率論の教科書を参照されたい.




さを持つ場合, 定常分布が存在し, 有限の長さを持つ場合, 必ずしも定常分布に
収束しないので, 成立しないということが分かる. また定理 1では一意性は含




























を (X1, · · · , Xi−1, Yi, Xi+1, · · · , Xn),
` �Xi, Yi
´
を (Y1, · · · , Yi−1, Xi, Yi+1, · · · , Yn).





















































(1− ε)u(�p, �p) + εu(�p, �q) > (1− ε)u(�q, �p) + εu(�q, �q),





2. 3. ྫ: ઓུ͕ 2ͭͷ৔߹
以上までが抽象的な一般論であった. ここでは最も単純な純粋戦略の集合が
2つの対称 2人ゲームを取り上げる. 特に先行研究 Rapoport and Chammah
[19], Nowak [17], 河野 [13] では囚人のジレンマゲームを取り上げている.
ここで純粋戦略の集合 S = {C,D}, Zn = (Xn, Yn);n = 0, 1, · · · は S × S の




















ਤ 2. Markov ࿈࠯ͱͯ͠ͷήʔϜ
ここでは推移確率行列は 4 次の行列で表される. 各状態は (C,C), (C,D),
(D,C), (D,D) の順に並んでいるものとする. ここで例えば Zn(Ω) =(C,D) は
根元事象 Ωにおいて, n回目にプレイヤー Iが戦略 Cを出し, プレイヤー IIが















pp� p(1− p�) (1− p)p� (1− p)(1− p�)
qp� q(1− p�) (1− q)p� (1− q)(1− p�)
pq� p(1− q�) (1− p)q� (1− p)(1− q�)










ここで pまたは q はプレイヤー IIが直前にそれぞれ C または Dを出した時,
プレイヤー Iが Cを出す条件付き確率である (Dを出す条件付き確率はそれ
ぞれ (1 − p)および (1 − q)). プレイヤー IIに対しても同様にプレイヤー Iの
直前の手によって Cを出す条件付き確率はそれぞれ p� または q� とする. その
上で互いに独立に戦略を決める. 例えば 1行 1列目の成分は直前にプレイヤー
I,II共に Cだったとき, 次に I,II共に Cを出す条件付き確率を表している. ま









I＼ II 戦略 C 戦略 D
戦略 C A,A 0,0
戦略 D 0,0 B,B
利得表 1
よって利得関数は, f(C,C) = A, f(C,D) = 0, f(D,C) = 0, f(D,D) = B で
ある. ここでプレイヤー I の戦略 �a = (y, p, q) を取り, プレイヤー II の戦略








8) この利得表は対称 2 人ゲームにおけるポテンシャル表示している. (I) A > 0, B < 0 の場合, 非
ジレンマ型のゲーム, (II) A < 0, B > 0 の場合, 囚人のジレンマ型のゲーム, (III) A,B > 0





である. ここで Eπ0 [ · ] は初期分布 π0 と推移確率行列によって一意に決まった












r = p− q, r� = p� − q�, s = q
�r + q
1− rr�




໋୊ 1. (Nowak [17] を変更)








u(�a,�b) = A · ss� +B · (1− s)(1− s�).
(ii) r = r� = 1 の時, Markov過程は状態 (C,C) と (D,D) がそれぞれ定常
分布であり, (C,D), (D,C) の 2点がひとつの再帰類を作り, しかも周期は 2で
ある.
u(�a,�b) = A · yy� +B · (1− y)(1− y�).
(iii) r = r� = −1 の時,　Markov過程は再帰類が (C,C), (D,D) と (C,D),





yy� + (1− y)(1− y�)
´
.
(iv) r = 1, r� = −1 の時, (C,C) から出発した Markov 過程は (C,C) ⇒













(i) |rr�| < 1
`
⇔ r, r� ∈ (−1, 1)
´
を満たすとき, このゲームの定常分布は
A,B < 0のとき ESS となる.9)
(ii) r = r� = 1を満たすとき,このゲームの定常分布,戦略の組 (C,C), (D,D)
は A > 0, B < 0のとき (C,C) が ESS となり, A < 0, B > 0のとき (D,D) が
ESSとなる. また A,B > 0のとき (C,C), (D,D) それぞれ ESSとなる. ただ
しこの場合どちらの定常分布となるのかは初期分布 y, y� の値による.
ূ໌ この定常分布は安定であるので, Nash 均衡条件を満たせばよい. この期
待利得が Nash均衡条件を満たすのは, タカ=ハト型, A,B < 0のときに限る.
次に当初から取り得る戦略に制限を設ける. ここで制限をノイズと解釈し,
このノイズによっては確実に戦略 C, 戦略 Dを取ることができないような状況
を考える.10) つまり p, q に次のような制限を設ける.
ε > 0 を固定して, ε ≤ p ≤ 1− ε, ε ≤ q ≤ 1− ε,
とする.11) すると次のことが分かる.
໋୊ 3. |rr�| < 1`⇔ r, r� ∈ (−1, 1)´ を満たすとき, このゲームにおいて, それ
ぞれのゲームの型における定常分布は ESSとなる.
9) Nowak [17] では囚人のジレンマゲームにおいてすべての期待利得が等しくなるので, ESS は
存在しないと結論付けているが, 実際 ESS は存在するが, 収束しないというのが正しいであろ
う. 命題 3 に関しても同様のことが言える.
10) 制限を加えることの理由は何でもよい. 例えば認知の問題や, 心理, 感情の問題などが挙げられ
る.




ূ໌ 命題 2と同様では |rr�| < 1 のときに関するものであった. ここではノイ
ズを導入したため, 端点解の可能性が排除される.









ఆٛ 15. (Harsanyi and Selten [6] ) コーディネーションゲームにおいて,
Nash均衡 E1 が Nash均衡 E2 をϦεΫࢧ഑(risk dominance)13) であるとは,
A > B のときをいう. また E2 が E1 をリスク支配であるとは, A < B のとき
をいう.
ܥ 1. このゲームにおいて, A,B > 0(コーディネーション型)のとき, リスク
支配的されている戦略であっても, 定常分布となりえる.
12) 例えば次のようなゲームが挙げられる.
I ＼ II 戦略 C 戦略 D
戦略 C 4,4 0,3
戦略 D 3,0 2,2
利得表 2
このゲームにおいては, (プレイヤー I の戦略, プレイヤー II の戦略) =(戦略 D, 戦略 D) はリ
スク支配的な均衡であるが, (戦略 C, 戦略 C) に Pareto 支配された均衡である.
13) 最近ではこの概念をさらに発展させ, p-支配均衡という概念もある. 詳しくは今井, 岡田 [8] の














































= Xn a.s., ∀n ≥ 0





は༏Ϛϧνϯήʔϧ(supermartingale), ≥ で置き換えられるとき, ྼϚϧ
νϯήʔϧ(submartingale)と呼ばれる.
マルチンゲールとは時間 t以前のすべての履歴が与えられたときのフィルト
14) (Ω,F, P ) を確率空間とするとき, F の部分 σ-加法族の増加列 {Fn} をϑΟϧτϨʔγϣϯ (૿
େ৘ใܥ) と呼ぶ. 確率変数列 {Xn} がフィルトレーション {Fn} にద߹͍ͯ͠Δ(adapted)
とは, 各 n に対して, Xn が Fn 可測になっていることをいう.
{Xn} が確率変数列であるとき, 部分 σ-加法族 σ(X1, X2, · · · , Xn) を Fn とすれば, {Fn}




レーション Ft の条件付き期待値は, 時間 tでの値に等しいということを言って
いる. ここで先ほど定義したゲーム (Markov連鎖)とこのマルチンゲールとの
関係は次の命題を得ることができる. ここで I 上の実数値有界関数 f : I → R
を取り, ここで差分作用素 (diﬀerence operator) Lf を次のように定義する. 推









pijf(j)− f(i), i ∈ I
と定義する. ただし f は任意の i ∈ I に対して,
X
i∈I
pij |f(j)| < ∞ を満たすよ
うな関数とする.
໋୊ 4. n = 0, 1, 2, · · · に対して,





















˛ n ≥ 0
¯














˛ N(ω) = n
¯
∈ Fn, ∀n ≥ 0 が成り立つことをいう.
この定義からも確率過程とフィルトレーションがマルチンゲールであること
と, 確率変数が停止時間が存在することは同値であることが分かる. この停止
時間の概念を用いると, 任意抽出定理 (optimal sampling theorem)が導かれ
る.
ఆཧ 5. (任意抽出定理) (Xk,Fk)を劣マルチンゲール, Tk, k = 1, 2, · · · を Fn-
停止時間とする. Tk は有界 Tk ≤ mk, かつ, 増大 Tk ≤ Tk+1, k = 1, 2, · · · とす
る. Yk を
Yk(ω) ≡ XTk(ω)(ω), k = 1, 2, · · ·
と定義すれば, (Yk,FTk )も劣マルチンゲールである.
ূ໌ この定理を証明する際には, 次の 2つの補題を利用する. 詳細は Doob
[3]などを参照されたい.
ิ୊ 1. Fn-停止時間 S と T が S ≤ T を満たせば, FS ⊂ FT である.
ิ୊ 2. (Xk,Fk) を劣マルチンゲール, S, T を Fn-停止時間とする.
S ≤ T ≤ m(定数)のとき, E(XT
˛




ఆཧ 6. (Y,F)をマルチンゲールとし, T を停止時間とする. そのとき次の条




















今までは前期の戦略, 行動のみを所与にして, 今期の戦略, 行動を決めている
モデルであった. そこでこの節では, 完全記憶があるモデルに拡張する.15) こ
こではプレイヤーが過去の自分のプレイの結果を完全に知った上で選択を行う
ゲームを, 一般に完全記憶ゲームという.16)
ఆٛ 18. 展開形ゲーム Γが׬શهԱήʔϜ(game with perfect recall)であ
るとは, すべてのプレイヤー i(= 1, · · · , n)のすべての情報集合 u, v ∈ U に対し



















Xn;n = 0, 1, 2, · · ·
¯





















の座標関数 x = (x1, x2, · · · ) ∈ Ω �→ xk ∈ Ωk をすべて可測にする最少の σ-集合
体を F とするとき, 可測空間 (Ω,F) 上に次のような確率測度 P = Pµ が唯一
存在する:
P (x1 ∈ A1, · · · , xn ∈ An) = µ1(A1)× · · · × µn(An), Ak ∈ Fk.




ఆཧ 8. (積に関するWaldの方程式) Xn は確率変数とする. T が E(T ) <∞




を満たす停止時間, µは Xn の平均であり, 有限の値であるとき,




ิ୊ 3. X1, X2, · · · を非負独立確率変数列で, 各々の平均は 1であるとする.
M0 = 1と定義し, n ∈ N に対して,
Mn := X1X2 · · ·Xn
とする. このとき, M は非負マルチンゲールであり,
M∞ := limMn が a.s.に存在する.
そして以下の (i),(ii),(iii),(iv),(v) は同値である.
(i) E(M∞) = 1,
(ii) L1 の意味で Mn →M∞,
(iii) (M) は一様可積分 (UI),




(v) P(1− an) <∞,
もし上の 5つのどれか 1つが成り立たないときには,
P (M∞ = 0) = 1
である.
ূ໌ Williams [23] などを参照されたい.








ことによって, 推移確率の平均 p∗ が定まる. これから各主体の期待効用の値が
分かり, このゲームの Nash均衡が定まる. このようにマルチンゲールであれ
ば, 容易にゲームを解くことができる. つまりこの完全記憶があるゲームはマ
ルチンゲールであるから, 過去の全ての行動が経験, 評判となって, それを利用
して, 今期の行動を決定するということを表している.
ྫ. よく知られた有限回繰り返し囚人のジレンマゲーム (利得表 3)を取り上
げる. ただし T > R > P > S を仮定する. 今までの議論からゲームが終了ま
での利得和は, 停止時間と期待利得の平均の積で表される (利得表 3’). ただし
「¯」は停止時間までの平均期待利得を表しているとする.18)
I＼ II 戦略 C 戦略 D
戦略 C R,R S, T
戦略 D T, S P, P
I＼ II 戦略 C 戦略 D
戦略 C R¯,R¯ S¯,T¯
戦略 D T¯ ,S¯ P¯ ,P¯
利得表 3 利得表 3’
よって Pareto最適な協調行動を実現させるためには, Nash均衡条件から
R¯ ≥ T¯ かつ S¯ ≥ P¯ という条件が必要である. これから 1 ≥ p∗ ≥ T
R+ T
≥ 0, か
つ 1 ≥ p∗ ≥ P
S + P
≥ 0 を得る. よってこれから次の条件を満たすとき, Pareto
最適な協調行動を実現することができる.








ただし停止時間まで戦略 Cを取る平均確率を p∗ とする.
18) 進化ゲーム理論では実際にいつ利得を得るのかということが分かりずらい. 多くは平衡点に到達





次に (3.1)にノイズ ε を導入する.19)
P
`
Xn = sn + ε
˛
˛ X0 = s0, · · · , Xn−1 = sn−1
´
ここでは様々な分布のノイズ εが考えられる. すると次の命題を得る.
໋୊ 6. 平均が 0であるような無相関のノイズ20) がある完全記憶があるゲー
ムはマルチンゲールであり, 平均が 0でないような相関のあるノイズ21) があ
る完全記憶があるゲームはマルチンゲールではない.














ルであることに着目すると, 容易に Nash均衡を求めることができた. またこ
19) ここでは様々な要因によって推移確率が変動するようなものをノイズとする (Selten [21]).
20) 例えば標準正規分布, ホワイトノイズ (white noise) などが挙げられる.









きていない. 例えば Random行列からのアプローチも興味深い. 応用問題と
してこのモデルを不完備情報下のゲームに拡張する. 確率的進化ゲーム理論に









各 Yn は有界で, (Yn)が (Fn)- 適合であることは明らかであり, この命題は
次を示せばよい.










P (Xn = i)
と書き換えることができる. また
Yn+1 − Yn = f(Xn+1)− f(Xn)− Lf(Xn)
































pijf(j)− f(i)− Lf(i) = 0
であり, 命題が示された.
(証 終)
ఆཧ 8ͷূ໌ X1, X2, · · · を独立な非負確率変数の列とし,
E(Xk) = µ, ∀k
とし, M0 = µ, F0 = {∅,Ω} として,
Mn = X1X2 · · ·Xn, Fn = σ(X1, X2, · · · , Xn)
と定義する. さらに Yn = Mn − µT と置く.
まずこの Yn がそれぞれフィルトレーション {Fn} についてマルチンゲール
であることを示す. ここでは Mn がマルチンゲールであれば, Yn もマルチン
ゲールであるので, Mn がマルチンゲールであることを示す. このとき n ≥ 1
に対して,
E(Mn|Fn−1) = E(Mn−1Xn|Fn−1) =Mn−1E(Xn|Fn−1) =Mn−1E(Xn) = µMn−1
を a.s.の意味で得る. よって µ ≤ 1 のとき優マルチンゲールであり, µ = 1 の



































よって定理 6より, E(YT ) = E(Y0) = µ,∀T となる. これから
E(Yn) = E(Mn − µT ) = (X1 − µ) = 0.
よって
E(Mn − µT ) = 0, E(X1 × · · · ×Xn) = µE(T ).
(証 終)










なり, 過去の全ての戦略 (確率変数列)が適合 (adapted)しているならば, マル
チンゲールであるかを調べることができる. そこで繰り返しゲーム理論がマル
チンゲールであるかを調べる. すると次の命題を得る.
໋୊ A.1. 有限回繰り返しゲームでは, 期待利得が 0の場合マルチンゲール
である. また無限回繰り返しゲームはマルチンゲールである.
ূ໌ Sn = u1 + δu2 + · · ·+ δn−1un とおく. ただし仮定から 0 < δ < 1, nはラ




























これより S�n はマルチンゲールである. よって Sn がマルチンゲールとなるため
には, (i) E(δn−1un)が 0, (i) を満たさない場合は, (ii) n → ∞ の場合である.









Xn とする. T が
E(T ) <∞ を満たす停止時間, µ は Xn の平均であり, 有限の値であるとき,
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