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ABSTRACT 
The comparison of the asymptotic rates of convergence of two iteration matrices 
induced by two splittings of the same matrix has arisen in the work of many authors. 
In this article, some new comparison theorems for two nonnegative splittings (a 
splitting A = M - N is nonnegative if M- ’ exists and M- ‘N is nonnegative) are 
derived. They extend the known results in the literature. In addition, we also point 
out three incorrect conditions in a paper by Beauwens. Furthermore, we give some 
reasonable conditions ensuring the strict inequality between the asymptotic conver- 
gence rates. This also answers the open question which additional and appropriate 
conditions should be imposed on Miller-Neumann splittings to obtain strict inequal- 
ity. Finally, some applications to a class of generalized AOR, SOR, and JOR iterative 
methods whose special cases imply block (also point) AOR, SOR, and JOR iterative 
methods for solving linear systems are discussed. 
1. INTRODUCTION 
Let A be a real n X n matrix, and let 
A=M,-N,=M,-N, (1.1) 
be two splittings of A, where M, and M, are nonsingular. The comparison of 
the asymptotic rates of convergence of nonnegative iteration matrices in- 
duced by the splittings (1.1) h as arisen in several papers. For a monotone 
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One numerical method for solving linear systems Ax = b can be derived 
from (1.2) by performing the iterations 
xj+l = M-‘Nx, + M-lb, j=o,1,2 ).... (1.3) 
It is well known that the scheme (1.3) converges to the solution r = A-lb 
from any initial vector x0 if and only if 
p(M-'N)< 1 
In this case the asymptotic convergence rate of (1.3) is defined by 
R,(M-'N) = -lnp(M-IN). 
An accepted rule for preferring one iteration scheme to another one is to 
select the scheme yielding the larger asymptotic convergence rate, i.e. the 
smaller spectral radius. 
For two different splittings (1.1) of A, we summarize the known compari- 
son results on the asymptotic rates of convergence of iteration matrices in the 
following 
THEOREM 1.1. Let A be a nonsingular real matrix, and let two splittings 
be defined by 
A=M,-N,=M,-N2. (1.4) 
Then the inequality 
P( MC’&) Q P( MY ‘4) 
holds if one of the following conditions is sat+ed: 
(a> V (Varga [ll, Th eorem 3.151; see also [lo]): A - ’ > 0, the splittings 
(1.4) are regular, and N, 2 NI. 
(b) W ( WoZnicki [12, Theorem 131; see also Beauwens and Bouzid 
[2, Theorem 4.21): A- ’ 2 0, the splittings (1.4) are regular, and M; ’ 2 M; I. 
(c) CV (Csordas and Varga [4, Theorem 21): A-’ > 0, the splittings 
(1.4) are regular, and there exists an index j > 1 such that 
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(d) B (Beauwens [l, Theorem 2.31): The splittings (1.4) are nonnegative, 
and A-‘N, > 0, i = 1,2. Eith er of the following two inequalities holds: 
(i> (A-‘N,j2 < A-‘N2A-‘N1, 
(ii> (A-‘N,j2 < A-‘N,A-‘N,. 
(e) MN (Miller and Neumann [7, Theorem 11): The splittings (1.4) are 
nonnegative, and A -‘Ni>O, i=1,2. Thereexistindicesjal andi> such 
that 
(f’) S (Song [9, Theorem 31): The splittings (1.4) are nonnegative, and 
A-‘M, > 0, i = 1,2. There exists an index j > 1 such that 
(A-‘M,)~ f (A-‘M,)‘. 
(g) E (Elmer [5, Lemma]): A-’ 2 0, and the splittings (1.4) are weakly 
regular. Any of the following three assumptions holds: 
(i) N, < A$, 
(ii) M;’ >, M,‘, N, > 0, 
(iii) MT’ >, M;‘, N, > 0. 
2. COMPARISON RESULTS 
In order to establish new comparison results, we first introduce the 
following lemmas. 
LEMMA 2.1. Let A be nonsingular, and let the splitting (1.2) be nonnega- 
tive. If A-‘M > 0, then 
p( M-‘N) = 
PW’W-~ <1 
,o(A-‘M) ’ 
(2.1) 
i.e., the splitting (1.2) is convergent. Conversely, if p(M-‘N) < 1, then 
A-‘M > 0. 
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Proof. As M-‘N > 0, there exists a Perron vector x > 0 such that 
M-‘Nx = p( M-‘N)r. 
Since p(M-‘N) # 1, there exists (I - M-IN)-‘. From 
(z-M-~N)-‘=A-IM 
and A- 'M >, 0 we obtain 
(2.2) 
1 
l- p(M-‘N) 
x = A-‘Mx > 0, 
I.e.. 
1 
1 - p( M-‘N) 
20 
is an eigenvalue of A- ‘M. Hence 
1 
OG l_p(M_‘N) Q(A_‘M) 
and also 
p(M-‘N) Q 
p(A-‘M)-1 
,o(A-‘M) ’ (2.3) 
On the other hand, since A- ‘M > 0, there is a Pen-on vector y 2 0, 
y z 0, such that 
A-‘My =p(A-‘M)y. 
On account of (2.2), we have 
y-M-‘NY= 
1 
p(A-‘M) ’ 
I.e., 
M-‘Ny = 
p(A-‘M)-1 
p(A-‘M) ” 
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hence 
p( M-IN) > 
p(A-‘M)-1 
p(A-‘M) ’ 
together with (2.31, implies (2.1). 
Conversely, if p(M-lN) < 1, then it follows from (2.2) that 
A-‘&f= i (M-‘N)i >oo. n 
i=O 
The following lemma can be proved similarly. 
LEMMA 2.2 [3,4]. Let A be nonsingular, and let the splitting (1.2) be 
nonnegative. Zf A- ‘N > 0, then we have 
p(M-‘N) = 
PW’N) 
l+p(A-‘N) 
Conversely, if p(M-‘N) < 1, then A-‘N > 0. 
Now we consider the two splittings defined 
< 1. 
by (1.4). With the aid of 
Lemmas 2.1, 2.2 and in analogy with the proof of Theorem 1 in [7] we can 
derive the following comparison theorem. 
THEOREM 2.1. Let A be nonsingular, and let the splittings defined by 
(1.4) be nonnegative. Then the inequality 
i.e. 
,o(M;‘N,) G p(M,‘N2) < 1, (2.4) 
0 < R,(M;‘Ns) < R,(M,‘N,), (2.5) 
holds, provided that one of the following conditions is satisfied: 
(a) A-‘M, > 0, A-‘M, > 0, and there exist indices j b 1 and i > 0 such 
that 
(2.6) 
or 
(2.7) 
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(b) A - lN, 2 0, A -‘Nz > 0, and there exist indices j > 1 and i > 0 such 
that 
This theorem extends the condition MN given in Theorem 1.1. It is easy 
to see that it also implies the conditions V, W, B(G), and S given in Theorem 
1.1. 
The other comparison theorems are based on the concept of irreducibil- 
ity. 
DEFINITION 2.2 [ll]. An n X n matrix B is called reducible if there is a 
permutation matrix P such that 
PBPT= , (2.8) 
where B,, and B,, are r X r and (n - r>X (n - r> submatrices, 1~ r < n, 
respectively. Otherwise, it is called irreducible. 
LEMMA 2.3. Let x > 0. 
(a) ZfB>O, then B#O zpBx<O, Bx#O. 
(b) ZfB&O(B#O) is nonsingular, then Bx > 0. 
Proof. (a): Obvious. 
(b): If B 2 0 is nonsingular, then any row must contain at least one 
nonzero and hence positive entry. Consequently, the statement is true. n 
THEOREM 2.2. Let A be nortiingular, and let the splittings defined by 
(1.4) be nonnegative. Then the inequalities (2.4) and (2.5) hold, provided that 
one of the following conditions is satisfied: 
(a> A-‘M, > 0, A-‘M, > 0, either A-‘M, or A-‘M, is irreducible, and 
there exist indices j > 1 and i > 0 such that 
(A-lM,)J(~-lM,)i G (A-‘M,)~+~ (2.9) 
(A-~M,)~(A-~M~)’ G (A-‘M$+‘. (2.10) 
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(b) A- lN, 2 0, A- ‘Na > 0 is irreducible, and there exist indices j > 1 
and i > 0 such that 
or 
(A-lNl)j(~-l~,)i G (A--~N$+~ (2.11) 
(A-1N2)i(A-1~l)'~(~-1~,)j+i. (2.12) 
(c) A-‘Nz > 0, A-IN2 # 0, A-‘N, > 0 is irreducible, and there exist 
indices j > 1 and i 2 0 such that either (2.11) or (2.12) holds. 
Proof. (a>: Let us first assume that A-‘Ma is irreducible and (2.9) is 
true. Since A- ‘M, > 0 is irreducible, by [ll, Theorem 2.11 we have 
p(A-‘M,) > 0 and there is a Perron vector x > 0 such that 
A-%,x =p(A-‘I&)x. 
Multiplying (2.9) by x we obtain 
i.e. 
[p(A-lM,)]i(A-‘M,)j~ G [p(A-‘~‘&)]‘+~r, 
(A-lM,)Jr Q [p(A-‘M,)]‘x. 
Now [8, Theorem 41 implies 
P((A%)‘) Q [~(A-‘M,)]‘, 
and also 
p(A-‘Ml) < p(A-‘Ma). 
By Lemma 2.1 the inequality (2.4) holds, and therefore (2.5). 
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Since A-‘M, is irreducible, its transposed matrix (A-lM,)T is irreducible, 
too. By the proof above it is shown that 
P((A-‘M,)~) Q P((A-‘M,)~), 
i.e., 
Hence, the inequalities (2.4) and (2.5) hold. 
Now we assume that A-‘M, is irreducible and (2.10) is true. Then there 
exists a Perron vector x > 0 such that 
A-‘M,x = p(A-‘M&c. 
Multiplying (2.9) by x, we obtain 
[ ,o(A-~M,)]~(A-~M$ G (A-~MJ(A-~M~)~~. (2.13) 
Let y = (A-‘M,)“x. By Lemma 2.3, y >.O, and from (2.13) we have 
[p(A-lMl)]‘y Q (A-lM,)‘y. 
By [8, Theorem 1 l] it follows ‘that 
i.e., 
p(A-'M,),<p(A-'M,). (2.14) 
Hence, (2.4) and (2.5) hold. 
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If A-‘M, is irreducible and (2.9) is true, then by transposing (2.9) and 
using the proof above we can derive (2.14). 
(b): Analogously to the proof of (a> we can prove that the inequality 
p(A-‘N,) =G p(A-‘N,) 
holds whenever A - IN, is irreducible and either (2.11) or (2.12) is true. By 
Lemma 2.2 it follows that 
P( W’%) = 
&-‘%) P(A-‘4) 
l+p(A-IN,) ’ l+p(A-%a) 
= p( M;lNa), 
i.e., (2.4) and (2.5) hold. 
(c): Suppose that (2.12) is true. Then p(A-‘IV,) > 0 and there is a Perron 
vector x > 0 such that 
A-rN,r = p(A-‘A+. 
Multiplying (2.12) by x, we obtain 
Let y = (A-‘A$)‘x. Th en, by Lemma 2.3, y 2 0, y + 0, and 
[ p(A-‘iV,]‘y < (A-‘&)jy. 
Now [B, Theorem 111 implies 
I.e., 
p(A-‘N,) +A-‘N,). (2.15) 
Thus (2.4) and (2.5) hold. 
Transposing (2.111, we can prove the inequality (2.15) provided that 
(2.11) is true. n 
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REMARKS. 
(i) In (c) the assumption of A-IN2 # 0 is always satisfied; otherwise 
N, = 0, ML 'N, = 0, and the iteration has no meaning. 
(ii) Under the assumption that the splittings defined by (1.4) are nonneg- 
ative and convergent, [I, Theorem 2.3 and Corollary 11 proposed three 
conditions ensuring the inequality (2.41, namely 
(A-~N,)(A-~;Y,)G(A-~N,)~, (2.16) 
(A-~N,)(A-IN,) Q (A-‘NJ, (2.17) 
and 
M;‘N, >, M,‘N,. (2.18) 
By a simple example we shall prove that this assertion is incorrect. 
Let A = diag(5,2,3), M, = diag(6,3,3), Nl = diag(l, I, 01, M, = 
diag(6,2,4), N, = diag(l,O, 1). Then the two iteration matrices 
M,-'N, =diag($,i,O), 
MF'N, = diag($,O,$) 
are nonnegative and convergent. Furthermore, 
(A-lN,)(A-lN,) = (A-lN,)(A-lN,) = diag(&,O,O) 
and additionally 
i.e., (2.16)-(2.18) are satisfied. However, 
p(M;'N,)=+>$=p(M,-IN,). 
This contradicts the inequality (2.4). 
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Given the inequality in (2.5) between the asymptotic rates of conver- 
gence for two iterative schemes, one is often interested in when the inequal- 
ity can be made strict. Now we investigate the conditions ensuring strict 
inequalities in (2.4) and (2.5). 
With the aid of the proof of the Perron-Frobenius theorem for irreducible 
matrices we can conclude the following statement. 
LEMMA 2.4. Let B > 0 be irreducible. 
(a) If Bx < ox, Bx # ox for some x > 0, then p(B) < CL 
(b) rf Bx > /3x, Bx z px for some x > 0, then p(B) > j3. 
After this preparation we can now describe the conditions ensuring strict 
inequalities in (2.4) and (2.5). 
THEOREM 2.3. Let A be nonsingular, and let the splittings defined by 
(1.4) be nonnegative. Then the inequality 
i.e. 
0 < R,(M;‘Nz) < R,(M,‘N,), 
(2.19) 
(2.20) 
holds, provided that one of the following conditions is satisfied: 
(a) A-‘M, > 0, A-‘M, > 0 is irreducible, and there exist indices j > 1 
and i > 0 such that (A- ‘M,)j is irreducible and one of the following four 
cases occurs : 
(i) (A-‘M,)j+’ < (A-‘M,)“(A-‘M,)‘, equality excluded. 
(ii) (A-‘Mr)j+’ < (A-‘M,)j(A-‘M,)“, equality excluded. 
(iii) (A-lM,)i(A-lM,)J’ <(A-‘Ms)j+“, equality excluded. 
(iv) (A-lM,)j(A-lM,)” < (A-‘Mz)jfi, equality excluded. 
(b) A-‘M, 3 0, A-‘M, > 0 is irreducible, and there exist indices j > 1 
and i 2 0 such that (A-‘M,)j is irreducible and one of the cases (i)-(iv) 
occurs. 
(c) A- 1 N, > 0, A- ‘Ns 2 0 is irreducible, and there exist indices j > 1 
and i 2 0 such that (A- ‘Nr)j is irreducible and one of the following four 
cases occurs : 
(v) (A-‘Nr)j’” d (A-‘N,)‘(A-‘N,)j, equality excluded. 
(vi) (A-‘N,)j” < (A-‘N,)j(A-‘N,)‘, equality excluded. 
(vii) (A-‘N,)j(A-‘N,)’ < (A-lN#+i, equality excluded. 
(viii) (A-‘N,)‘(A-‘N,)j < (A-‘N2)j+i, equality excluded. 
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(d) A- lN, > 0, A- ’ N1 > 0 is irreducible, and there exist indices j > 1 
and i > 0 such that (A- ‘N,)’ is irreducible and one of the cases (v)-(viii> 
occurs. 
Proof. (a): Since A -‘M, >, 0 is irreducible, there is a Perron vector 
r > 0 such that 
(A-%,)x = p(A-‘M&X. 
Multiplying (i) by x, we obtain 
(A-~MJ~+~~ < [p(~-l~~)]‘(A-‘M,)ix. (2.21) 
Since equality is excluded in (i) by Lemma 2.3, the equality is excluded in 
(2.21) and (A-‘M,)‘x # 0. Let y = (A-‘M,)ix; from (2.21) we have 
(A-‘M,)‘y <[p(A-‘k&)]‘y, 
with equality excluded. Lemma 2.4 now implies 
[p(A-‘M,)]j=p((A-‘M,)‘) < [p(A-‘M,)]j, 
i.e. p(A-‘Ml) < p(A-‘M,), and consequently, (2.19) and (2.20) hold by 
Lemma 2.1. 
If (ii) holds, by transposing (ii> and using (i) we can complete the proof. 
Let (iii) hold. Multiplying (iii) by x, we obtain 
with equality excluded, i.e., 
(A-‘M,)‘x d [p(A-‘M,)]‘x, 
with equality excluded. Analogously to the proof of (i> we can prove (2.19) 
and (2.20). 
The proof is similar, given that (iv> holds. 
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(b): Assume that (ii) holds. As A-‘M, > 0 is irreducible, there is a Perron 
vector .a > 0 such that 
(A-%& = p(A-‘M,)z. 
Multiplying (ii) by z, we obtain 
with equality excluded, i.e.; 
[P(A-~M,)]‘z G (A-%Jz, [p(~-%,)]% + (A-l~,)‘z. 
By Lemma 2.4 it follows that 
[ P(A-‘M,)]’ <[~(A-‘M,)]‘; 
consequently, (2.19) and (2.20) hold. 
For the remaining cases, the proofs are similar. 
(c): For A- ‘N, there is a Perron vector I > 0 such that 
(A-~N,)x = p(A-‘N,)r. 
Multiplying (v) by x, we obtain 
with equality excluded. Because (A-‘N,)” # 0, we have y = (A-‘Nr)‘x # 0 
by Lemma 2.3. From (2.22) we conclude 
with equality excluded. Lemma 2.4 implies 
i.e., 
[&-%)]’ < [p(A-‘N,)]‘, 
p(A-‘N,) +A-‘N,). 
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By Lemma 2.2, the inequalities (2.19) and (2.20) hold. 
For the remaining cases the proofs are similar. 
(d): In analogy with the proof of Cc). W 
Theorem 2.3 provides several conditions ensuring strict inequality be- 
tween two spectral radii and also between the asymptotic rates of conver- 
gence of two iteration matrices induced by nonnegative splittings of A. The 
additional conditions, described by the irreducibility of matrices, are normal 
and reasonable. This also answers the open question proposed by Miller and 
Neumann in [7]. 
The following conditions differ slightly from those in Theorem 2.3. 
THEOREM 2.4. Let A be nonsingular, and let the splittings defined by 
(1.4) be nonnegative. Then the inequalities (2.19) and (2.20) hold, provided 
that one of the following conditions is satisfied. 
(a) A-‘M, 2 0, A-‘M, > 0, either A-‘M, or A-‘M, is irreducible, and 
there exist indices j 2 1 and i > 0 such that 
(A-‘M,)‘+~ < (A-lM,)i(A-lM,)j (2.23) 
or 
(A-‘M#+~ < (A-1M2)i(~-1~,)i. (2.24) 
(b) A-‘M,>O, A- ‘M, > 0, and there exist indices j > 1 and i > 0 such 
that 
(A-1~,)1(~-‘~,)’ < (A-~M#+~ (2.25) 
(A-~M,)~(A-~M,)’ < (A-~M~)~+~. (2.26) 
(c) A- ‘N, 3 0, A- IN, 2 0, and there exists an ino!ex j 2 1 such that 
(A-~N,)'<(A-IN,)'. (2.27) 
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Proof. Suppose that A-‘M, is irreducible and (2.23) holds. Then there 
is a Perron vector x > 0 such that 
I.e., 
(A-‘M,)‘y < [p(~-l~,)]~y, 
with y = (A-‘M,)‘x > 0, by Lemma 2.3. It follows from [8, Theorem 31 that 
[ P(A-‘Ml)]’ <[ p(A-‘i~,)]~. 
Consequently, the inequalities (2.19) and (2.20) hold. 
For the remaining cases the proofs are similar if we notice that either 
(2.25) or (2.26) implies that (A-‘Mz)j+i, and therefore A-‘Ma is irre- 
ducible, and (2.27) implies the irreducibility of A- ‘N,. n 
Further, we give a simple but useful result, where the restriction on the 
irreducibility is removed. 
THEOREM 2.5. Let A be nonsingular, and let the splittings defined by 
(1.4) be nonnegative, and A-‘M, > 0, i = 1,2. lf there are an index j > 1 and 
a constant CX, 0 =G (Y < 1, such that 
(A-%,)% cu(A-‘M,)‘, 
then the inequalities (2.19) and (2.20) hold. 
Proof. By [ll, Theorem 2.81 it follows that 
p((A-‘Mi)‘) < +(A-‘M,)‘). 
Thus 
0 < p(A-‘M,) < &$(A-‘Ms) < p(A-‘M,), 
and the inequalities (2.19) and (2.20) follow. n 
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3. APPLICATIONS 
In this section we present applications of the theorems in Section 2 to a 
class of generalized AOR, SOR, and JOR iterative methods whose special 
cases imply the normal block (also point) AOR, SOR, and JOR iterative 
methods. The asymptotic convergence rates for different parameters are 
compared. 
3.1. GAOR, GSOR, and GJOR Methods 
Let A be decomposed as follows: 
A= D-C,-C,, (3.1) 
where D is a nonsingular matrix; C, and C, are not triangular in general. 
The generalized Jacobi iteration matrix is defined by 
B= D-‘(C,+C,)=L+U, (3.2) 
with L = D-‘C, and U = D-‘C,. 
Assume that D - yC, is nonsingular. Then the generalized accelerated 
overrelaxation iterative methods (GAOR methods) for solving linear systems 
Ax = b are defined by 
Xi+1 =@(~,w)x~+w(Z-yL)-‘D-lb, i=O,l >.*., 
where 
=(I-yL)_‘[(l-w)Z+(w-y)L+wU] (3.3) 
is the GAOR iteration matrix with the parameter pair (y. w>. 
The GAOR methods reduce to generalized SOR (GSOR), generalized 
JOR (GJOR), g eneralized Gauss-Seidel (G-Gauss-Seidel), and generalized 
Jacobi (G-Jacobi) methods if the parameter pair (y,w) equals (w,o), (O,w), 
(1,l) and (0, l), respectively. We denote the corresponding iteration matrices 
by Q(w), B(o), @, and B. 
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Then we obtain 
A=Wy,o)-~(y,o) (3.5) 
and 
@(Y>O) =[M(y,o)]-lqY,w). (3.6) 
In order to apply the theorems given in Section 2, we first introduce 
LEMMA 3.1. Suppose that 
(a> L,U>O, andl-L-Uismorwtone; 
(b) 0 G y < 1, 0 < w < 1; 
cc> p(yL) < I. 
Then the splitting defined by (3.5) is nonnegative, and 
Proof. From (c) we can see that the matrix I - yL is nonsingular, so 
that M(y, w) is also. Furthermore, we have 
(I-yL)_‘= 5 (yL)i>o. 
i=O 
Consequently, 
M-‘(y,o)N(y,w)=(I-yL)-l[(l-o)z+(w-y)L+wU] 
=(l-w)I+w(l-y)(l-yL])-lL 
+0(1-yL)_‘U>O, 
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and also 
because (I - L - U>-’ > 0. 
Now we give the comparison theorem. 
THEOREM 3.1. Suppose that 
(a) L, U > 0, and I- L - U is monotone, 
(b) ,o(yL) < 1. 
Then 
(i) p(Ca> Q p(Wyl, w,)) < p(@(y,, w,)) < 1 whenever 0 < y2 < y1 =G 1 
and O<w,go,<l. 
(ii) PC@(W)) < p(@( y, w)) Q p(@(y)) Q p(B(y)) whenever 0 =S y Q w < 1, 
w > 0. 
(iii) p(@(y, 0)) < p(B(o)) whenever 0 Q y =G 1 and 0 < w < 1. 
Proof. (i): Let M(y, w) be defined by (3.4). Then we obtain 
A-‘M(l,l)=(Z- L-U)-‘(I- L) 
+FL-CT)‘(I-yZL)=A-lM(y,,op). 
2 
Now (i) holds by Theorem 2.1. 
(ii) and (iii) can be derived from (i). I 
Furthermore, using Theorem 2.5 we prove the strict inequalities. 
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THEOREM 3.2. Under the assumptions of Theorem 3.1 the following strict 
inequalities hold: 
6) p(a) < p(Wyl, w,)) < p(Ny,, w,) whenever 0 < yz < y1 < 1 and 
O<w,<w,<l. 
(ii) p(Q) < p(@,(w,)) < p(Mw,)) and p(B) < p(B(w,)) < p(B(w,)), 
whenever 0 < o2 < w 1 < 1. 
hoof. (i): We remark that 
A-‘M(l,l)=(Z-L-U)-l(Z-L)<(Z-ZdJ-’(Z-y,L) 
r(Z-L-U)-‘(Z-y&), 
I.e., 
A-%(1,1) <~wlA-‘M(y,,w,), A-‘M(y,,q) < WIA-lM(y,,w,). 
w2 
Since 0, < 1 and w, /w, < 1, the inequality (i) follows directly by Theo- 
rem 2.5. 
(ii) is a special case of(i). 
3.2. BAOR, BSOR, and BJOR Methods 
Suppose that A is partitioned as follows: 
A= 
A,, -A,, a.. -A,, 
-A,, A,, ... -AzP 
-A,, -AP2 ... AiI, 
n 
(3.7) 
I 
\ 
where Aii, i=l,..., p, are nonsingular. The standard block splitting is 
defined by 
A=D-CL-C,, (3.8) 
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where 
D= 
C,= 
Al, 
A 
PP 
A iP 
. . 
’ A,_,, 
0 
c, = 
\ 
/ 
0 
A,, 0 
. . . . . 
I A Pl .*- App-l 01 
In this case, the GAOR, GSOR, GJOR, G-Gauss-Seidel, and G-Jacobi meth- 
ods reduce to block AOR (BAOR), BSOR, BJOR, B-Gauss-Seidel, and 
B-Jacobi methods, respectively. 
Now the condition p(yL) < 1 is trivially satisfied. If A is an M-matrix, 
then condition (a) in Theorem 3.1 is also automatically fulfilled. Thus, from 
Theorems 3.1 and 3.2 we can conclude the corresponding comparison 
theorem. 
THEOREM 3.3. Let A be an M-matrix. Then all the assertions in Theo- 
rems 3.1 and 3.2 hold for the BAOR, BSOR, BJOR, B-Gauss-Seidel, and 
B-Jacobi methods. 
3.3. AOR, SOR, and JOR Methods 
If (3.1) is the standard (point) splitting of A, i.e. D = diag(a,,, . . . , an”), 
and C, and C, are strictly lower and upper triangular matrices, respectively, 
then the above block iterations reduce to the AOR, SOR, JOR, Gauss-Seidel, 
and Jacobi methods, respectively. As special cases of the block iterative 
methods, the assertions of Theorem 3.3 hold also for the AOR, SOR, JOR, 
Gauss-Seidel, and Jacobi methods. 
Now let us consider the case of 0 Q yz < yi < 1 and 0 < o2 Q o1 < 1. 
LEMMA 3.2. Let A be an irreducible M-matrix and 0 < y < 1, 0 < w Q 1. 
Then A-‘M( y, w) is irreducible. 
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Proof. We see that 
A-‘M(y,u)=+I-yC,)= 
I-Y 
-A-‘+ ;( D + A-‘C,). 
0 
Since A-’ > 0 with A is irreducible and (l- y)/w > 0, we have (y/w) 
(D + A-‘Co) > 0; hence A-‘MC-y, o) is irreducible. n 
THEOREM 3.4. Let A be an irreducible M-matrix and 0 < yz < y1 < 1, 
0 < wz < wr < 1. Then 
P(WP 4) < PWY,, %>>. 
Proof. By Lemma 3.2, A-'M(y,, u,) is irreducible. In addition, 
O<-A-‘(D-y,C,) 6~A-‘(D-@,), 
01 *2 
i.e., 
OfA-‘M(y,,w,)~A-‘M(y,,w,), 
with equality excluded, as yr < yz and C, > 0, C, f 0. The assertion follows 
directly by Theorem 2.3. n 
The author wishes to thank the referee for valuable suggestions for 
improvements to the paper. 
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