Stochastic-sampling-based Generative Neural Networks, such as Restricted Boltzmann Machines and Generative Adversarial Networks, are now used for applications such as denoising, image occlusion removal, pattern completion, and motion synthesis. In scenarios which involve performing such inference tasks with these models, it is critical to determine metrics that allow for model selection and/or maintenance of requisite generative performance under pre-specified implementation constraints. In this paper, we propose a new metric for evaluating generative model performance based on p-values derived from the combined use of Maximum Mean Discrepancy (MMD) and permutation-based (PT-based) resampling, which we refer to as PT-MMD. We demonstrate the effectiveness of this metric for two cases: (1) Selection of bitwidth and activation function complexity to achieve minimum power-at-performance for Restricted Boltzmann Machines; (2) Quantitative comparison of images generated by two types of Generative Adversarial Networks (PGAN and WGAN) to facilitate model selection in order to maximize the fidelity of generated images. For these applications, our results are shown using Euclidean and Haarbased kernels for the PT-MMD two sample hypothesis test. This demonstrates the critical role of distance functions in comparing generated images against their corresponding ground truth counterparts as what would be perceived by human users.
I. INTRODUCTION
Generative Models refer to models of probability distributions that can be used to encode the probability distribution of high dimensional data. Evaluating and comparing the performance of such models is an area of significant interest [2] . In this context, Maximum Mean Discrepancy (MMD) has been previously proposed as a training and evaluation metric for Generative Adversarial Networks (GANs) [5] , [10] . In this paper we propose a methodology for evaluation of inference tasks on pre-trained Generative Models using the framework of two sample hypothesis testing. The test statistic is formed by using kernel-based Maximum Mean Discrepancy where the distance function in the kernel is constructed using both conventional Euclidean and perceptual metrics. Our hypothesis testing framework uses permutation-based (PT-based) resampling to generate p-values as a measure of comparison between training data from a ground truth distribution (T) and that obtained by performing inference on *This work was not supported by any organization 1 4 Demo Repository available at: https://github.com/GreatA1exander/ptmmd-demo a generative model of the data (G). Our proposed approach does not rely on raw MMD scores and, provided that the null hypothesis of distribution equality is true, has equal capability to distinguish between T and G versus that between T and T'. Here T' indicates a new set of training data obtained independently of T and whose statistics are the same as the original data T. The PT-MMD framework can be utilized for tasks such as comparing quality within a family of models, e.g. GANs, and facilitating selection of hyperparameters, such as bitwidths and sigmoidal activation function complexity, for performing inference on hardware realizations of generative neural networks, e.g. RBMs. 1
II. PROCEDURES
A novel aspect of our proposed framework is addressing the limitations of conventional MMD kernels by comparing the performance of PT-MMD with both Euclidean and Haartransform based kernels for evaluating image quality. Zhao et. al show that Euclidean distance based metrics used in many generative machine learning frameworks have perceptual limitations [18] . In juxtaposition, the Haar-transform based distance metric has been shown to be strongly correlated with human opinion scores of image quality when compared to Euclidean distance [7] , [12] . We construct our non-Euclidean MMD kernel by using only the directional components of the Haar-transform and demonstrate the advantage of this kernel versus Euclidean based kernels in our PT-MMD hypothesis test framework. Our hypothesis testing framework is built on permutation-based resampling of data. This approach is advantageous as it does not require a priori knowledge of the null distribution, which for finite samples is dataset specific, hence the desire to estimate it with an empirical approximation [6] . The following sections detail the mathematical background used in constructing PT-MMD, followed by our methodology and results for inference tasks using RBMs and GANs.
III. CONSTRUCTION OF PT-MMD
We consider the setting where i.i.d. data samples X and Y are observed from probability distributions p data and p gen respectively where the two datasets X and Y are considered independent. For the purpose of quantifying generative model performance our interest lies in the following general framework for two-sample testing:
For the most general case the observed data samples X and Y have no point-to-point correspondence and arise from high-dimensional distributions p data and p gen . In addition, in most cases of practical interest it may not be possible to make distributional assumptions on the data. Given these considerations our hypothesis testing framework is constructed using a permutation-based version of the Maximum Mean Discrepancy test (MMD) which is a kernel-based two-sample test that has been proposed in [6] . The following subsections describe some mathematical details of PT-MMD and the associated distance metrics that are used for the MMD kernel.
A. MMD: Maximum Mean Discrepancy
Maximum Mean Discrepancy is a measure of discrepancy between two distributions generally defined as:
where F denotes a certain family of integrable functions and p, q denote the two distributions under comparison. Kernelbased formulations of MMD as distance measures for highdimensional distributions p and q have been proposed in [6] where the function class F consists of all functions
Such Reproducing Kernel Hilbert Spaces will be referred to henceforth as RKHS. Specifically, suppose the positive definite kernel is k(x, y), then using Eq 1, the (squared) RKHS population MMD can be written as:
The MMD defined by Eq 2 is a metric when H is a universal RKHS which satisfies the requirement that the kernel k is continuous. For such universal RKHS a key property is [6] :
The finite sample estimate of the population MMD stated above is defined as below where x ∈ X ∼ p data and y ∈ Y ∼ p gen :
We use this finite sample estimator of MMD along with the universality property defined in Eq 3 in our formulation of PT-MMD as a discrepancy measure between two high-dimensional distributions p data and p gen .
B. Distance Metrics
The construction of MMD as a discrepancy measure between the two distributions p data and p gen is critically dependent on the distance function D which is used in the kernel function k. For a Gaussian kernel this can be expressed between two data samples (typically high dimensional) x ∈ X ∼ p data and y ∈ Y ∼ p gen as below:
In this paper we use two distance metrics for the MMD Gaussian kernel which are described as below:
1) Euclidean Distance: The standard construction of MMD uses an Euclidean (L 2 ) distance metric for the kernel where the distance is as defined below. Here Z is the dimensionality of an image data sample x ∈ X (same for y ∈ Y ):
For image datasets this can be performed by first constructing a 1-dimensional vector of pixel values and then computing D E as above.
2) Haar Distance: Our second construction is based on using components of the Haar transform [7] in order to create a distance metric that allows for perceptual similarity measurement between image datasets. When transforming an image with Haar wavelets, four outputs are derived which include the details on the horizontal, vertical, and diagonal components of the image along with an average component based on summing pixel values in a given neighborhood [14] .
For our purposes we construct the Haar distance in two steps:
• Using the convolutional Haar transform on the original image x to construct the vector h 1 (x) which is the concatenation of the horizontal, vertical and diagonal components of the transform as described above
• Using the average of h 1 (x) as the input image x 1 for the Haar transform and concatenate the horizontal, vertical and diagonal components of this second transform to construct the vector h 2 (x 1 ). We construct the vector h(x) by stacking h 1 (x) and h 2 (x 1 ) into a single vector for an input image x as defined below, where Z is the dimensionality of an image data samples x ∈ X and y ∈ Y .
The computation data flow for the Haar distance is shown in Figure 1 . An example of how the Haar components are derived from a sample image drawn from the MNIST dataset is shown in Figure 2 . The Euclidean distance D E or Haar distance D H are used as the distance function D in the MMD kernel as shown in Eq 4. 
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C. PT: Permutation Testing
In order to establish a statistically meaningful metric for comparing images obtained from two datasets we use the framework of two sample hypothesis testing. The test statistic in this case is the MMD score between the distributions p data and p gen based on their samples x ∈ X ∼ p data and y ∈ Y ∼ p gen , respectively. In this context, the following considerations assume key importance. First, the null distribution of our MMD-based test statistic based on Euclidean or Haar distance kernels is not known a priori. Moreover, in the general case this null distribution will be dataset specific. Therefore, the most effective way to generate p-values in such a hypothesis testing scenario is by resampling the available data. In our work, we use permutation-based resampling to construct the full PT-MMD framework. The key steps in the permutation algorithm with MMD as the test statistic is shown in Algorithm 1. Over a sufficient (N=250) number of permutations, we first compute the MMD score (θ) of the two original sets of image data samples x ∼ p data and y ∼ p gen . Following this, we pool the samples x and y into a single set z. Then we derive a new set of two samplesx andŷ by random sampling from this set z. The MMD scoreθ is then calculated for this permutation. Repeating this process N times, we count how many of the permutations got a higher MMD score than that over the original sample sets (x, y) and use this result to obtain a pvalue for the test. In this manner the obtained p-value provides a measure of closeness of the two distributions p data , p gen .
IV. PT-MMD AS USED ON MNIST-RBM
Restricted Boltzmann Machines (RBMs) [9] are a class of generative stochastic artificial neural networks that can learn a probability distribution over a given set of inputs. The RBM is a bipartite graph that consists of two layersone visible layer vector v, where the states of the units in this layer are driven by the input data, and one hidden layer vector h. When trained as a generative model, the RBM can learn to capture the geometry of high dimensional data based on its energy function derived from the Boltzmann distribution [8] . For such networks it can be shown that a necessary and sufficient condition for sampling from the Boltzmann distribution is to sample each neuron with a sigmoidal probability law which can be expressed as a function of the activities of all other connected neurons [13] . Design of the sigmoidal function along with selecting the right bitwidth is therefore of critical importance when RBMs are used for generative inference tasks such as image denoising, interpolation and generation in real-time applications on low-power digital processors.
A. Methods
In this context, we demonstrate the use of PT-MMD in selecting bitwidth and sigmoidal function complexity in a RBM trained on the MNIST dataset [4] . As shown in Fig. 3 , we consider three sigmoid approximations of varying complexity suitable for hardware implementations [15] . Fig. 3 . This figure demonstrates the hardware sigmoids being considered in this experiment. We compare them to the true sigmoid. Note that as fidelity increases, so does hardware implementation cost [15] , [16] .
Given a user-specified significance level 2 our design goal is to determine the optimal sigmoid and bitwidth, i.e. to achieve optimal power consumption, while at the same time meeting performance constraints which can be specified as significance levels for the test. Figure 4a shows the results of our PT-MMD test using the Euclidean-distance kernel for different bitwidths and sigmoid realizations. It can be seen that the PLAN sigmoid gives the highest p-values across bitwidths of 16 and higher which is consistent with the fact that PLAN achieves the lowest error uniformly among all sigmoid approximations considered for our analysis as shown in Figure 3b . In the case of the Haar distance kernel, PLAN still gives the best results, however in this case near-zero p-values are seen for both Ramp and AS. Based on these results it can be concluded that the PLAN approximation with a 16-bit implementation is the lowest bitwidth implementation which can generate MNIST images of sufficient quality with high similarity to the original distribution. 3 In addition, given the fact that Haar distance is a perceptual metric, the PT-MMD test based on this kernel is able to better distinguish synthetic images generated using lower quality sigmoids like AS from the ground truth as seen in the contrast between p-values produced by AS with Euclidean versus Haar-based PT-MMD. 2 Such significance levels can be based on pre-determined human opinion scores of image quality for given datasets. 3 It is also possible to extend our PT-MMD proposal with multiple hypothesis testing using an adjusted significance level (e.g. with Bonferroni correction) for applications where the generative performance will not vary monotonically with the design parameter as what is demonstrated here with a single bitwidth value. For example this can occur when the generative model is constructed using a mix of bitwidths and the design requirement is to select the optimal mix based on quality of the generated images. V. PT-MMD AS USED ON LSUN-GAN
B. Results
A. Methods
GANs are an important class of Deep Generative Models that can be used to learn a mapping from a known iid distribution of inputs to a given data distribution. When used for generative inference such networks have several advantages over other methods including the ability to generate images of extremely high quality in a single step. Various type of GANs have been proposed in the literature using a variety of architectures and metrics (loss functions) used for training. Owing to the diversity of the design proposals and the potentially large number of applications of GANs for inference related to image processing tasks quantifying differences in generative performance based on rational metrics for critical considerations such as model selection is an area of significant interest. We consider two previously proposed GAN models, namely PGAN and WGAN, trained on the LSUN dataset and apply our PT-MMD based tests to the generated images from these models [1] , [3] , [11] , [17] . The PGAN learns to create high quality images by starting with an extremely low resolution image generated from noise and progressively upsampling and improving that image. [11] . We compare the PGAN versus the Wasserstein GAN (WGAN) [1] which was originally proposed as a GAN framework for learning a data distribution using the Wasserstein distance. Examples of LSUN data samples generated from these two GAN models are shown in Figure 5 , subjectively demonstrating their generative quality differences.
Our goal is to quantify this difference in generated image quality using PT-MMD with both the Euclidean and Haarbased MMD kernels. The PT-MMD results are given in Table I . This table is based on 1000 samples of generated LSUN images compared against 1000 ground truth LSUN Images [17] . The WGAN fails the PT-MMD test at any significance level for both types of kernels. In contrast, the PGAN test fails to reject H 0 for the Euclidean distance kernel. In case of Haar, the observed p-values for PGAN are near, but non-zero, rejecting H 0 , but still outperforming the WGAN. For each graph, a decrease of the degree of separation in the two estimated CDFs corresponds to an increase in mean p-value of the PT-MMD test which signifies increasing closeness between ground truth and synthetic data distributions. Notably, under Haar PT-MMD, the separation between the two CDFs is much higher than under Euclidean PT-MMD, suggesting that the Haar distance is better at distinguishing synthetic distributions from true distributions.
B. Results
The differences in PT-MMD performance are illustrated in more detail in Figure 6 , showing the separation between the CDF of the baseline MMD values of the generated data and the CDF of the MMD values obtained via permutations to estimate the null distribution. It can be seen that the extent of separation of the baseline and permutation CDFs is much lower for the PGAN resulting in higher p-values for the PT-MMD test as compared to the WGAN.
VI. CONCLUSIONS
In this paper, we quantify the performance of Generative Models consistent with human perception. This is done by constructing a novel permutation variant of the 2-sample kernel MMD test based on Euclidean and Haar distances. The applicability of PT-MMD is demonstrated for selection of design parameters such as bitwidth and sigmoid approximation for RBM hardware implementations, as well as automated model selection between GANs. For the datasets considered, we have also shown that the perceptual Haarbased PT-MMD is better at distinguishing images than PT-MMD parameterized by Euclidean distances.
