Abstract. An expression for the noise power spectrum of images reconstructed by the discrete filtered backprojection algorithm has been derived.
Introduction
The quality of computed tomographic (CT) images is usually evaluated in terms of spatial resolution and level of noise. A single-parameter measure of image noise, however, such as the standard deviation over an area, is inadequate to predict the utility of an image for a given task. Riederer et al (1978) showed that the random variation in CT number at one point of an image is not independent of the random variation at other points. These spatial correlations can be fully described by either the autocorrelation function or its Fourier transform, the noise power spectrum ( NPS) (Dainty and Shaw 1974) .
Riederer er al (1978) used the continuous convolution-backprojection model to predict the image NPS from the projection NPS, under the assumption that the noise in the projections is uncorrelated (white). The image NPS was analysed in light of decision theory by Wagner et a1 (1979) and by Hanson (1979) , also using continuous variables. These authors concluded that the shape of the NPS is determined by the reconstruction algorithm, specifically the convolution filter, and that, consequently, the image NPS is rotationally symmetric and proportional to frequency at low frequencies.
For discrete backprojection, the reconstruction algorithm includes sampling and interpolation, as well as filtering and backprojection. Faulkner and Moores (1984) derived a formula which represented the NPS for a discrete reconstruction process. Although they considered sampling within the projections and angular sampling, they neglected both the interpolation and the two-dimensional sampling intrinsic to discrete backprojection. The formula which they derived for the NPS resulting from discrete convolution-backprojection was equivalent to those derived previously for continuous 566 M F Kijewski and P F Judy convolution-backprojection, and, therefore, the NPS which they predicted were also rotationally symmetric and proportional to frequency at low frequencies. We show here that the formulation of Faulkner and Moores (1984) does not describe the NPS of images reconstructed by discrete convolution-backprojection, and that the spectra which they predict, particularly for the standard ramp filter, are inaccurate.
In 5 2 we derive an expression for the NPS of an image reconstructed by the discrete convolution-backprojection algorithm. We include the effects on the image NPS of all sampling operations, including the two-dimensional sampling caused by the discrete two-dimensional representation of the image. We also explicitly incorporate the effects of the interpolation required during backprojection.
Our formulation predicts that aliasing of noise destroys the rotational symmetry of the image NPS. A second implication is that because noise is aliased into all portions of the spectrum, the ramp-like low-frequency behaviour predicted by Riederer er a1 (1978) and Faulkner and Moores (1984) will be altered and, furthermore, the zero-frequency (DC) component will be non-zero. In 0 3 we compare our predictions with measured NPS from both simulated images and images from a commercial cr scanner.
Theory
In this section, we derive an expression for the NPS which includes the effects o f interpolation and of all sampling operations. We use parallel geometry and assume that the noise in the raw projection data is stationary, additive and uncorrelated (white). The projection NPS is constant, with independent components confined to frequencies below the Nyquist frequency, which is determined by the projection sampling distance. Because the projections are discrete, however, the spectrum is replicated at intervals of twice the projection Nyquist frequency (Barrett and Swindell 1981) . This can be expressed by (see figure l ( 
where a is the projection sampling distance, ffl = 1/2a is the projection Nyquist frequency, U ' is the variance, P is the number of projection elements, and rect( . . . )
is the rectangle function (Gaskill 1978) ,
Filtering the projections multiplies their power spectrum by the squared magnitude of the filter frequency response. The convolution-backprojection algorithm filters the projections by a ramp filter which may be apodised by a function H ( f ) . The NPS then becomes (see figure l ( b ) ) The points of the projection at which data are required for backprojection will not, in general, correspond to points at which data were measured. The projection values between the measured points must be estimated; interpolation converts the discrete where G ( f ) is the frequency space representation of the interpolating function.
It is important to emphasise that although the raw projections are discrete, their power spectrum is continuous. Furthermore, because of the discrete nature of the projections and the consequent replication in frequency space, the spectrum extends to infinite frequencies regardless of the extent to which the apodisation filter rolls off the power within each replication. Both of these points were recognised by Joseph et ul (1980) , although the presence of supra-Nyquist frequency components was attributed to the interpo1,ating function. These components are present in the raw and filtered projections; the interpolating function, in fact, apodises the high-frequency components (see figure 1) . Interpolation, furthermore, is the only mechanism for removing veryhigh-frequency noise power components.
The NPS is not apodised, as is the signal spectrum, by the physical aperture.
According to the well known projection-slice theorem (Deans 1983) , backprojecting a projection at a given angle superimposes its power spectrum along a spoke through the frequency space origin at that angle. The (two-dimensional)
NPS of an image formed by backprojection of L projections over T radians is where fi = (f;+f;)"*, fx and f , are rectilinear frequency space coordinates, (Gaskill 1978) which lies along a spoke in frequency space.
Two characteristics of this image NPS should be pointed out. Firstly, the NPS extends, in general, to infinite frequencies; this follows from the fact that its components, the projection spectra, extend to infinite frequencies. Secondly, the NPS is continuous in radial frequency and discrete in angular frequency, i.e. it lies along spokes in frequency space which are separated by gaps.
The NPS described by equation (5) incorporates all sampling operations except the discrete representation of the image. Sampling the image at discrete points in a two-dimensional array corresponds to convolving its spectrum with the twodimensional sampling function (Gaskill 1978): where b is the (square) pixel dimension. The spectrum is replicated at points of a rectangular grid in frequency space; the spacing of these points is twice the pixel Nyquist frequency. Components at frequencies higher than can be represented in the pixel array are aliased, i.e. added to lower-frequency components (figure 2 ) . The aliased spectrum is
The discrete angular sampling, represented in equation (5) by the delta function, was not made explicit by Faulkner and Moores (1984) , who assumed sufficient angular sampling and replaced the summation of delta functions by the spoke density. We emphasise the angular sampling operation both for generality and because of our concern with the high-frequency components of the spectrum. Even if the image is formed from what is generally considered a sufficient number of projections (Joseph and Schulz 1980) , the supra-Nyquist-frequency components which are aliased onto the main portion of the spectrum can be undersampled in angle.
For illustration, we will consider the spectra which characterise images that have been reconstructed using an unwindowed ramp filter ( H ( f ) = l ) , and two interpolation methods: nearest-neighbour interpolation (G(f) = a sinc(af)) and linear interpolation ( G ( f ) = a sinc'(af)). A ramp filter was considered in previous publications on image NPS (Riederer et al 1978, Faulkner and Moores 1984) . Nearest-neighbour and linear (8) and (9) will be compared with spectra from simulated images which were reconstructed using a ramp filter with nearest-neighbour and linear interpolation, respectively. The results of equation (9) will also be compared with the spectrum of images, reconstructed using a ramp filter and linear interpolation, from a commercial x-ray transmission CT scanner.
Methods

Simulations
Two sets of 2000 images each were reconstructed from projections consisting of Gaussian-distributed random numbers. Each random number was generated by summing twelve pseudorandom numbers from a uniform distribution and scaling the sum to yield a Gaussian distribution of zero mean and unit variance (James 1980) . For each image, 200 projections, each containing 256 elements, were convolved with a ramp filter and backprojected, using nearest-neighbour interpolation for one set and linear interpolation for the other, onto a 256 by 256 array. The pixel sampling distance, the projection sampling distance, and the convolution filter sampling distance were all the same. The projections covered 180°, and parallel geometry was used.
To demonstrate two-dimensional aliasing, 2000 images were reconstructed by backprojecting a single filtered projection using linear interpolation.
Measurements
The Technicare Corporation Deltascan 2020 CT scanner is a fourth-generation fan-beam device, consisting of a rotating x-ray source and a stationary ring of solid-state bismuth germinate detectors. Images are reconstructed by the convolution-backprojection method, with several convolution filters available; we selected a ramp filter. Linear interpolation is implemented during backprojection.
Sixty-six images of a 25 cm diameter water phantom were obtained at 120 kVp and 50 mA. Scanning time was 2 S and slice thickness was 10 mm.
Calculation of power spectra
Two-dimensional NPS were calculated from both sets of 2000 simulated noise images, and also from 33 images which were obtained from the 66 water-phantom images by subtracting sequential pairs. We used difference images to ensure that the estimate of the rips of the CT scanner was free of artefacts due to scatter, uncorrected beam hardening or other systematic errors. Spectra were estimated using a two-dimensional extension of the method proposed by Welch (1967) , similar to that used by Hanson (1979) . NPS of the simulated images were calculated from the central 128 x 128 pixels. Spectra of the Technicare 2020 images were calculated from the central 256 x 256 pixels. In order to reduce truncation errors, the sub-arrays were windowed by
~,~=1-{[(i-1)-((~-1)/2)]~+[(j-l)-((~-1)/2)]*}[((~+1)/2)-~]
and Fourier transformed. The NPS was estimated as the average over all samples of the squared modulus at each frequency.
We did not remove the low-frequency components from the data before calculating the spectrum, as did Hanson (1979) . The purpose of such an operation would have been to remove from the spectrum any variation which is constant from image to image, such as that due to uncorrected beam hardening.
These systematic errors are not present in simulated images, and were eliminated from the Technicare images by using difference images for the estimation. Any remaining variation is truly random, and, thus, properly part of the NPS.
Results and discussion
The two-dimensional aliasing effects predicted by our analysis (figure 2) were demonstrated in the NPS of images reconstructed from a single simulated projection (figure 3). The projection NPS has contributed to the image NPS along a spoke at the projection angle; however, components of the projection NPS at frequencies higher than can be represented by the pixel array have been aliased onto other portions of the spectrum. The apodisation due to linear interpolation is also apparent; the departure from the ramp-like spectrum predicted by continuous theory is marked. The complete image Zero frequency is at the centre of the plane. The image was reconstructed using a ramp filter and linear interpolation. The pixel dimension was equal to the projection sampling distance.
NPS is composed of contributions from all projections; the agreement between the predicted spectra and those calculated from the simulated images is excellent (figure 4). The major features predicted by our formulation, i.e. the apodisation due to linear interpolation, the rotational asymmetry and the additional low-frequency components, are also present in the NPS of images from the Technicare 2020 (figure 5 ) , although it does not agree exactly with the predictions. The discrepancies in the low-frequency components probably reflect deviations of the noise in the Technicare projections from the assumed model, i.e. stationary white noise. The minor discrepancies in the highfrequency components are not surprising, since the images were reconstructed in a fan-beam geometry rather than in the parallel-beam geometry assumed for the analysis.
The rotational asymmetry can be seen in a plot of noise power against angle for a constant radial frequency (figure 6). The NPS calculated from the simulated images agree closely with the predictions; the spectrum calculated from the Technicare images agrees qualitatively. The implication of a NPS which is not rotationally symmetric is that the detectability of an object, or the precision of an estimate of the average CT number over an area, will depend on the orientation of the object or area with respect to the pixels.
The low-frequency portion of the NPS (figure 7) departs from the ramp function which would describe it in the absence of two-dimensional aliasing; furthermore, the zero-frequency (DC) component is non-zero. The increase in low-frequency noise is is aliased onto zero frequency. When the pixel dimension equals the projection sampling distance, the contribution to zero-frequency noise power in the image NPS is from frequency 2 a f n = 2.8fn in the NPS of these diagonal projections; significant noise power is present at this frequency when a ramp filter and either nearest-neighbour or linear interpolation are used (figures l(c) and l ( d ) ) .
The question of the low-frequency components of the NPS is far from academic. As pointed out by Hanson (1979) , the detectability of large, low-contrast objects is mainly determined by the low-frequency portion of the NPS. Our finding that the low-frequency components are greater than previously believed may help to explain the discrepancy between the performance of human observers and that of the ideal detector for large, low-contrast objects (Kijewski er a1 1983) . These findings may also have implications for quantitative CT. Zero-frequency (DC) components due to aliasing will shift the values of the reconstructed quantities, leading to biases in quantitation.
Another implication of our findings is that two-dimensional aliasing destroys the linearity of the convolution-backprojection algorithm; convolving the projections before backprojection is not equivalent to convolving the backprojected image with a two-dimensional filter. This means that the practice, sometimes used in SPECT imaging, of reconstructing the image with a ramp filter, then filtering the image with various smoothing functions, can lead to systematic errors in quantitation.
Our results and conclusions differ significantly from those of Faulkner and Moores (1984) , who also investigated the NPS of images formed by discrete backprojection. The discrepancies can be explained by the fact that they considered neither twodimensional pixel sampling nor interpolatyon. They predicted that the NPS of an image reconstructed with a ramp filter would be proportional to frequency, and reported that they had obtained from simulated images a spectrum which agreed with their prediction. Although no details of their NPS calculation were supplied, they presumably used a method analogous to the one by which they calculated autocorrelation functions, i.e. they assumed rotational symmetry and performed one-dimensional calculations on the rows and columns of the image. Such a calculation would yield only that portion of the spectrum which lies along the frequency axes, and cannot reveal rotational asymmetry. The frequency axes correspond to projection angles at which the data are backprojected parallel to the rows and columns of the pixels; if the pixel dimension equals the projection sampling distance, then these angles are unique in that interpolation is unnecessary. Had they calculated a true two-dimensional spectrum, Faulkner and Moores would have found that their prediction was true only along the axes. Furthermore, had they off set the projections with respect to the pixel array by a fraction of a pixel, their one-dimensional calculation would have given a very different result; Parker et a1 (1983) have demonstrated dramatic effects of resampling with sub-pixel translations.
The derivation of Faulkner and Moores (1984) contains several conceptual errors. Their equation (4) implies that the projection power spectrum is discrete, when it is, in fact, continuous. This led to expressions for the image NPS (their equations ( 5 ) -( 7 ) ) which represented it as being discrete in radial frequency. As we showed in § 2, this spectrum is continuous in radial frequency and discrete in angular frequency. Their equation (8), which implies that the spectrum is discrete in rectangular frequency coordinates, is inconsistent with the preceding development. They also comment that if the projection sampling distance is too small, aliasing will be caused by oversampling. Aliasing, of course, can be caused only by undersampling.
Although the motivation for this work was to gain an understanding of the noise power spectrum, our formulation can also be applied to the signal spectrum if the apodisation by the physical aperture is included. Our analysis includes a thorough treatment of sampling in reconstruction, and can be used to predict the effects of sampling on objects as well as noise.
