Abstract-Estimating the locations and the structures of subsurface channels holds significant importance for forecasting the subsurface flow and reservoir productivity. These channels exhibit high permeability and are easily contrasted from the lowpermeability rock formations in their surroundings. This enables formulating the flow channels estimation problem as a sparse field recovery problem. The ensemble Kalman filter (EnKF) is a widely used technique for the estimation and calibration of subsurface reservoir model parameters, such as permeability. However, the conventional EnKF framework does not provide an efficient mechanism to incorporate prior information on the wide varieties of subsurface geological structures, and often fails to recover and preserve flow channel structures. Recent works in the area of compressed sensing (CS) have shown that estimating in a sparse domain, using algorithms such as the orthogonal matching pursuit (OMP), may significantly improve the estimation quality when dealing with such problems. We propose two new, and computationally efficient, algorithms combining OMP with the EnKF to improve the estimation and recovery of the subsurface geological channels. Numerical experiments suggest that the proposed algorithms provide efficient mechanisms to incorporate and preserve structural information in the EnKF and result in significant improvements in recovering flow channel structures.
. This includes the identification of hydrocarbon, geothermal reservoirs, and geological features such as flow channels and fractures [2] . Geological formations are formed by complex processes within the earth, leading to rock channels that exhibit desirable hydraulic properties as compared to the surrounding formations [3] .
Rock channel structures separate the rock formation into two distinctive groups, consisting of high-permeability flow channels and the surrounding rock formation whose permeability is orders of magnitude lower [4] . Estimating the locations and the structures of these channels holds significant importance for forecasting the subsurface flow. These high-permeability channels serve as preferred pathways for fluid propagation and aquifers may be conveniently placed on top of these channels to optimize reservoir productivity.
Accurate reconstruction of the subsurface geological features is challenging because of the limited number of measurements available from the wells [5] . As a consequence, the estimated features and parameters may significantly differ from the actual representation because of the multiple nonunique solutions reproducing the available data, meaning large uncertainties in the predicted flow and displacement patterns [6] . This has led to the investigation of advanced estimation techniques for enhanced recovery of subsurface reservoir parameters [4] , [7] [8] [9] [10] .
For the general reservoirs and the spatial scales under consideration, the fraction of the reservoir occupied by highpermeability channels is rather limited. The subsurface field mostly comprises of smooth (or piecewise smooth) features exhibiting spatial continuity and long-range correlations [7] , [11] [12] [13] . For features exhibiting such characteristics, sparse transform domains have proven useful for a variety of image reconstruction problems, enabling efficient representation based on a low number of transform domain coefficients [14] , [15] . Careful selection of an appropriate sparse domain for the problem of recovering subsurface geological structures may further help incorporating and preserving structural information in the estimation process and also in reducing the computational complexity of the problem [4] , [13] , [16] , [17] .
The ensemble Kalman filter (EnKF) is a popular Monte Carlo variant of the standard Kalman filter (KF) [18] designed for nonlinear estimation problems. The EnKF is widely used for the estimation of both dynamic (e.g., saturation) and static (e.g., permeability) subsurface reservoir parameters [19] [20] [21] [22] . As the KF, the EnKF estimation process is also based on forecast and analysis cycles but differs in the way the first two moments of the system state are represented by an ensemble of state vectors. This Monte Carlo formulation allows to significantly reduce the computational complexity and enables the implementation of the filter with large-scale nonlinear systems [18] . However, the conventional EnKF does not provide a computationally efficient mechanism to incorporate prior information on the large number of possible subsurface geological features, and often fails to recover and preserve flow channel structures [19] .
The conventional EnKF relies mainly on the initial ensemble to enforce any information on the prior model [19] . The ability of the EnKF to recover channel structures by careful selection of the initial ensemble was investigated in [19] , concluding that a large ensemble, of 300 or more members, has to be used to obtain adequate reconstruction. The need for a large ensemble set is, however, a severely limiting factor considering the significant computational resources required for integrating each ensemble member forward with the reservoir simulator [23] .
Compressive sensing (CS) is changing the manner of treating digital signals, providing efficient tools to improve the reconstruction ability of signals and fields exhibiting sparsity in some domain [24] [25] [26] . CS principals allow for enhanced recovery of sparse domain signals from a reduced number of observations by exploiting the prior information on signal sparsity [25] , [27] . Witnessing tremendous growth in sparse image reconstruction, CS has gained foothold in subsurface estimation [4] , [7] , [28] . Jafarpour et al. investigated the use of the well-known discrete cosine transform (DCT) in [6] and the Wavelet transforms in [29] for sparse representation within an EnKF framework and showed that such representations may help achieving performances comparable to a spatial domain EnKF while using a much less number of coefficients in the transform domain. However, the gains from representation in these sparse domains are largely limited to the reduction in computational complexity and improving the ill-posedness of the problem. A DCT or Wavelet representation does not provide an efficient mechanism for incorporating prior information on the possible structures of the subsurface geological field and their inter-connectivity [13] . Khaninezhad et al. proposed a hybrid parameterization approach in [17] using generic (DCT) basis functions alongside principal component analysis (PCA)-based geologic basis functions. However, as noted by the authors, the PCA basis functions are only suitable for jointly Gaussian random fields. Neither the generic, nor the PCA basis functions, provide an effective parameterization for the more complex geological structures, such as meandering flow channels. Moreover, using a large number of hybrid basis functions can lead to redundancies in representation.
In [16] and [30] , a comprehensive study was presented on the influence of the sparse geologic dictionaries learned over a large set of training images using the K-SVD algorithm. The basis elements from this dictionary define the sparse transform domain for representing the ensemble members and are used to incorporate prior structural information within an inversion process. The main conclusion of these studies was that diverse geologic dictionaries lead to robust estimation attributed to the connectivity exhibited by the dictionary elements. Khaninezhad et al. in [16] also present a technique to solve the problem based on a variant of the iterative recursive least-squares (IRLS) algorithm. However, the proposed iterative framework in [16] , as well as those in [7] , [13] , and [17] , may require implementing the adjoint model for efficient computation of the gradients of the objective function, especially when dealing with real largescale reservoir problems. Coding the adjoint is a challenging and demanding process [31] , [32] .
Greedy algorithms, such as orthogonal matching pursuit (OMP), offer an alternative to the 1 -norm minimization-based CS techniques [33] . Given a dictionary of basis elements representing some sparse domain, OMP attempts to represent the unknown signal using a sparse linear combination of the dictionary elements [34] . The coefficients (or weights) of this linear combination represent the unknown signal in the sparse domain. We propose two new schemes employing the OMP algorithm to enhance the estimation and recovery of the subsurface geological features with the EnKF. We perform various numerical experiments to demonstrate the efficiency of the proposed schemes using a two-phase subsurface flow model. We also conduct sensitivity experiments to study the robustness of the proposed techniques with respect to the ensemble size, observational errors, and number of observations. The main contributions of this work can be summarized as follows.
1) We develop two novel methods to efficiently incorporate and preserve structural information in the EnKF estimation process, both resulting in enhanced recovery of the subsurface geological structures. 2) We propose the Dynamic Ensemble Update (DEU)-EnKF algorithm, which utilizes OMP to enhance the EnKF performance when implemented with small ensembles. The DEU-EnKF algorithm dynamically updates and improves the filter ensemble after each filtering cycle by finding members most statistically correlated with the EnKF estimate from a large pool of subsurface geological structures. In contrast with the previous work reported in [19] , the proposed scheme is shown here to achieve good performances using much less ensemble members, greatly reducing the computational complexity of the problem. 3) We propose the sparse geological structures domain (SGSD)-EnKF algorithm to exploit sparse geologic dictionaries for the EnKF-based subsurface field reconstruction problem. The SGSD-EnKF algorithm transforms the EnKF estimation of the subsurface channel structures to a specifically constructed domain based on sparse geological dictionaries. This domain is learned over a large collection of subsurface geological structures using the K-SVD algorithm, which allows to incorporate useful prior information into the estimation process. 4) The two proposed methods are shown to exhibit faster convergence toward the true state of the reservoir, reducing the number of update cycles required to obtain a good reconstruction of the unknown field. They also result in significant reduction in the computational complexity, through compact representation in transform domain for the SGSD-EnKF scheme and by relaxing the requirement for large ensembles using the DEU-EnKF scheme. The paper is organized as follows. Section II provides a brief overview of the simulation setup coupling a two-phase subsurface flow model with an EnKF. Section III describes the components of the sparse parameterization framework. The proposed schemes are introduced in Section IV. Section V describes the experimental setup and presents and analyzes the simulations results. The paper concludes with a general discussion and summary of the main results.
II. SUBSURFACE CHARACTERIZATION AND ENKF
This section presents the subsurface reservoir parameter estimation problem based on the MATLAB Reservoir Simulation Toolbox (MRST) and the EnKF.
A. Reservoir Simulator
Amongst the most common reservoirs are water-driven reservoirs whose pressure is above the bubble point pressure, and hence only a water and an oil phase is present in the reservoir. Assuming that the oil does not exhibit strongly different properties for different pressure levels, a two-phase model approach is generally accepted and is used in this paper.
MRST is a 2-D finite difference two-phase flow reservoir simulator [35] coupling a well model to the two-phase flow problem for the oil and water phases governed by the system of equations [36] 
and
where λ is the mobility of the fluid with λ o and λ w denoting the individual mobilities for the oil and water phase (cP ) −1 , ρ o , ρ w the densities (kg/m 3 ), f w the fractional flow of the water phase (dimensionless), and s w , s o the water and oil saturation (dimensionless), respectively, with s o + s w = 1. Furthermore, q represents the flux (kg/m 3 /s), φ porosity of the formations (dimensionless), v Darcy's velocity (m/s), g the gravity (m/s 2 ), K the permeability tensor (m 2 ), and p the pressure within the reservoir (bars). The system is solved sequentially, first computing the solution of (1) and (2) using fixed saturation values for fluxes and pressure, and then evolves saturation values with the computed fluxes and pressure levels according to (3) . This reservoir simulator acts as the forward model, integrating each ensemble member of the EnKF forward in time.
Modern reservoir simulators incorporate a variety of different parameters, such as fluid properties, rock formation types, fault parameters, and well locations. While fluid properties may be determined in lab studies through samples, and the properties of the wells may be determined from well logs and tests, determining rock formation properties and structures is more difficult and typically need to be estimated.
B. Ensemble Kalman Filter (EnKF)
The sparse subsurface reservoir history matching framework interfaces the MRST simulator [35] together with a compressed sensing (CS) estimation procedure based on the EnKF template provided by O. Leeuwenburgh [37] . The problem can be formulated using the state-space model
where M t represents the reservoir simulator with the state vector x t = [k t , φ t , p t , s t ] consisting of vectors of the static parameters, permeability k and porosity φ, and dynamic variables, pressure p and saturation s defined over the entire grid space at time t, and η t a stochastic term representing the model error. y t is the observation that is related to the state via the (nonlinear) observation operator h t , perturbed by a random noise t . The observation is composed of the production data, including the flux, the bore hole pressure (bhp), and the water cut ratio (WCT), acquired using their respective sensors at all well locations. Both η t and t are assumed independent and normally distributed of mean zero and covariance matrices Q t and R t , respectively. First introduced by Evensen et al. [38] , the EnKF has been ever since extensively applied in the field of reservoir history matching [20] , [39] [40] [41] . Being fundamentally based on the KF, the EnKF differs from the KF in that the distribution of the system state is represented by a set, or ensemble, of state vectors approximating the KF estimate and its error covariance matrix by the ensemble sample mean and covariance. Despite the fact that the EnKF updates are only based on means and covariances and that these covariances are generally computed from finite size ensembles, the EnKF was shown to perform well for a variety of history matching problems [20] .
In order to achieve efficient computation and to handle nonlinear observations, we have employed an observation matrixfree implementation of the EnKF. Let N e be the ensemble size and X t = [x 1,t , . . . , x Ne,t ] the state ensemble matrix at time step t, with x i,t denoting the state vector of the i-th ensemble member. Further, define the covariance anomaly A t = X t − 1 Ne Ne i=1 x i,t e 1×Ne with e 1×Ne denoting the matrix with ones as elements and size 1 × N e , and [
Ne j=1 h t (x j,t ) the observation matrix with h t (x i,t ) being the observation prediction for the i-th ensemble state vector. Then, for the data matrix D t whose columns are the observations perturbed with noise sampled from the distribution of t , and the corresponding ensemble covariance matrixR t , the EnKF update step uses the observation to compute the analysis ensemble X a t from the forecast ensemble X f t as
The forecast ensemble members are then obtained by integrating the most recent analysis ensemble members forward in time with the reservoir simulator using (4) before an update step is applied with the new incoming observation. For further details about the EnKF, the reader may refer to the review articles of Aanonsen et al. [20] , Luo and Hoteit [42] , and Hoteit et al. [43] .
III. SPARSE DOMAIN REPRESENTATION
CS methods have been shown to significantly improve the estimation quality of signals exhibiting sparsity in some domain [24] , [25] , [44] . CS approaches rely either on 1 -norm minimization methods [7] , or on greedy pursuit algorithms [4] to compute the sparse solution. 1 -Norm minimization-based techniques try to reduce the residual error while constraining the 1 -norm of the solution vector. Greedy algorithms attempt to achieve the same using heuristic approaches while limiting the maximum number of nonzero values in the solution vector.
For large-scale nonlinear reservoir problems, methods relying on 1 -norm minimization approaches require the implementation of the adjoint model in order to efficiently compute the gradients of the objective function [7] , [13] , [17] , which is a very challenging and demanding process [31] , [32] . OMP is a greedy algorithm that is easy to implement and was shown to provide an efficient method to compute the solution to a sparse problem [33] . We first describe the OMP algorithm explaining its mechanism of finding a sparse solution given a specified dictionary. We then present the K-SVD dictionary learning algorithm to generate a sparse basis from a large set of subsurface geological structures.
A. OMP Algorithm
Given an estimate of sparsity p for a signal (or field) represented by a vector of unknown weights x in a d-dimensional space, OMP attempts to reconstruct the data signal y using a linear combination of at most p basis elements (atoms) from an over-complete dictionary Ψ [33] . The dictionary is a collection of basis elements representing a particular domain for signal representation and can be chosen to suit a particular reconstruction problem [45] . OMP is easy to implement and can provide effective computations of the sparse solution. This has led to its application to numerous sparse signal reconstruction problems [4] , [34] , [46] .
The OMP algorithm solves the minimization problem
by iteratively projecting the data y onto a dictionary Ψ and finding the basis elements that are most correlated with the residuals. The term x 0 denotes the 0 − norm and represents the sparsity level of x, i.e. the number of its nonzero elements, and η is the error tolerance. The OMP algorithm is outlined in Algorithm 1. For further information on the OMP algorithm, the reader may refer to [33] .
B. Dictionary Learning
A key factor in sparse estimation techniques is the identification of a domain (basis) in which the signal, or field, of interest can be modeled as sparse. Sparse domain means that any signal in that domain could be represented by a linear combination of a few basis elements only [25] . DCT [47] and wavelets [48] are two of such sparse domains. However, a sparse domain can also be constructed to suit a particular application, and algorithms used for such purpose are called dictionary learning 
-Solve the least-squares problem
-Calculate new residual
Final solution x t , index set Δ t , and residual r t algorithms [49] . Given a set of training signals (or fields) Y of size N t , dictionary learning algorithms attempt to find the basis elements to construct a dictionary Ψ whose sparse linear combination can represent each of the signals (or fields) in the training set Y. The weights of this sparse linear combination, for each signal in the training set, are then given by the corresponding vector of coefficients in a set X. Mathematically, dictionary learning algorithms attempt to solve the optimization problem [45] min
where T 0 represents the desired number of nonzero entries for each of the signals in X. In contrast to OMP, the optimization problem above attempts to minimize the representation error for all signals in the training set Y by not only finding the weights X of the basis elements in Ψ, but also by adjusting the basis elements themselves. This is a nonconvex problem and NP-hard to solve [4] . K-SVD is a dictionary learning algorithm that solves the problem defined in (8) using a recursive two-step approach [45] . In the first step, given an initial dictionary Ψ j−1 , where the superscript j denotes the iteration count, the algorithm tries to find the weights X j that best approximate each of the signals in the training set Y. This step can be solved using either a 1 − norm minimization technique or a greedy algorithm such as OMP. In the second step, K-SVD updates the dictionary Ψ j while keeping the weights X j fixed. The process iterates until a given representation error tolerance for all signals in the training set, or the maximum number for iterations is reached. For further details about the K-SVD algorithm, the reader may refer to [45] .
IV. METHODOLOGY
This section presents our two proposed schemes combining OMP and the EnKF for enhanced estimation of subsurface channels.
A. Dynamic Ensemble Update EnKF (DEU-EnKF)
The performance of the EnKF strongly depends on the prior ensemble [18] . As reported in [19] , the ensemble members should be chosen such that they closely resemble the unknown field to be estimated. In reality, however, the true structure of the field cannot be known a priori and the generated initial ensemble members may be far from the true field. [19] further concluded that a large ensemble of 300 or more members should be used in order to achieve adequate reconstruction of the reservoir channels. However, using such a large ensemble is computationally expensive since each ensemble member needs to be integrated with the reservoir simulator [50] . Additionally, given the limited number of well data, the EnKF update may not be efficient enough for fast convergence toward the true solution. One may consider to dynamically update the ensemble members during the EnKF assimilation cycles, such that the ensemble members become more closely related to the unknown field over subsequent filtering cycles. The OMP algorithm provides an efficient mechanism to achieve this task.
Given a dictionary Ψ whose atoms represent realizations of the subsurface geological structures, and an estimate of the unknown permeability field k, one could use the OMP algorithm to select the atoms of the dictionary that most closely resemble the unknown field. These atoms then serve as the updated set of ensemble members K for the permeability field in the next filtering cycle. We use the mean EnKF estimate of the permeability field k t at time t as the data y in Algorithm 1 and use the OMP algorithm to find the basis elements of the dictionary Ψ most statistically correlated with that estimate. The sparsity parameter p in the OMP algorithm is set by the ensemble size, i.e., p = N e . By iteratively projecting the residual onto the dictionary Ψ, OMP will select the basis elements most correlated with the EnKF estimate from a large pool of realizations of the subsurface geological structures. The basis elements are represented by the index set Δ in Algorithm 1 and serve as the new set of ensemble members K t+1 for the next filtering cycle at time t + 1. The ensemble is enhanced after each filtering cycle, replacing the members by new elements from Ψ based on their similarity with the EnKF estimate of the permeability field. The proposed algorithm enables the use of a small ensemble size while accounting for a large number of possible subsurface geological structures of the unknown field, thereby significantly reducing the computational requirements. This should also speed up the convergence of the EnKF solution and enable greater ability of overcoming the effects of inaccurate initialization. The proposed algorithm is outlined in Algorithm 2. • Input: Forward permeability ensemble K f t , dictionary Ψ (generated once using K-SVD), observation data y t , sparsity level p.
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where
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B. Sparse Geological Structures Domain EnKF (SGSD-EnKF)
By transforming the ensemble members to a sparse domain, the benefits of sparse domain representation can be exploited by the EnKF. An efficient and robust sparse basis for representing the permeability ensemble can be constructed based on the K-SVD algorithm presented in Section III-B to incorporate useful prior information about a large number of different A large set of realizations, each depicting a different subsurface geological field structure, can be used to train the K-SVD algorithm to generate the sparse basis represented by dictionary Ψ. The OMP algorithm of Section III-A can then be applied to transform the permeability ensemble K f t in the spatial domain into the new sparse domain. The coefficients (or weights) used for the sparse linear combination in the OMP algorithm represent the permeability in the new sparse domain. This sparse domain permeability κ t is then augmented with the ensembles for other state variables, forming the new state vector
which is then used in the EnKF filtering process. The channelized structures and the connectivity exhibited by the basis elements in the new sparse domain make it a natural choice for sparse representation of the permeability ensemble. The permeability ensemble is transformed back to the spatial domain after each EnKF update step for integrating it forward in the next forecast step. It is noted that since permeability is a static model parameter (not a dynamic state variable) and remains unchanged during the forecast step, the sparse coding step for the permeability ensemble is required just once, at the first filtering cycle. The proposed algorithm, referred to as the SGSD-EnKF, is summarized in Algorithm 3.
V. EXPERIMENTAL SETUP AND SIMULATION RESULTS

A. Setup
The reference reservoir permeability field is shown in Fig. 1(a) where the reservoir is spread 0.5 km in both x and y-directions and 10 m in the z-direction. The physical domain has been divided into 50 cells in both x-and y-directions and a single cell in z-direction. The reference reservoir consists of flow channels and rock formations. The channels through which the oil flows exhibit high-permeability values of 5000 millidarcy and are indicated by the red color. The rock features surrounding the flow channels on the other hand exhibit low-permeability values of 100 millidarcy and are indicated by the blue color. Fig. 1 also shows the injector-producer patterns used in the history matching experiments. The term injector-producer pattern refers to the way the injector and producer wells are distributed over the reservoir domain. The injector wells are used to pump down water to the subsurface reservoir and the producer wells are then used to pump out oil from the reservoir. Different injector-producer patterns may result in different production levels and estimation performances. To evaluate the performance of our proposed algorithms and demonstrate their robustness, we have tested three different injector-producer patterns as shown in the panels (b)-(d) of Fig. 1 , where the black circles indicate an injector well and a white circle indicates a producer well. All experiments were performed on a Intel Xeon X5550 2.67-GHz machine using 6-parallel CPUs. )) using the SNESIM algorithm. These realizations are later used as input to the K-SVD algorithm to generate a dictionary of linearly independent basis elements as outlined in panel (c). A weighted sparse linear combination of these basis elements, using the OMP algorithm, can be used to re-generate any of the original realizations or to represent them in the sparse dictionary domain, as schematized in panel (d). The reservoir simulator is then used to forecast the future state of the reservoir, which is then sent to the EnKF module [schematized in (c)], where it is updated by incoming new observations. For the next filtering cycle, these updated reservoir parameters are sent back to the simulator to perform the next forecast and the process continues until the end of the history matching period. Fig. 4 . Recovered permeability field as it results from the standard EnKF (left column), SGSD-EnKF (middle column), and DEU-EnKF (right column) over the 5-years history matching period. Rows top-to-bottom represent the recovered fields after 1, 2, 3, 4, and 5 years of history matching, respectively. All values and scales are in units of millidarcy (mD). The filters are implemented with an ensemble of 80 members, using the injector-producer pattern A shown in Fig. 1 , and 10% basis elements from the K-SVD dictionary for the SGSD-EnKF. Fig. 2 summarizes the steps for generating multiple realizations of subsurface geological structures followed by a dictionary learning process based on these realizations. The initial input is a training image [shown in Fig. 2(a) ] that is used to generate 2000 realizations of subsurface geological structures [partially shown in Fig. 2(b) ] using the Single Normal Equation SIMulation (SNESIM) algorithm [51] . The main aspect of this algorithm is that the probability model for generating realizations is determined from a training image, hence preserving the channel structures and connections. The training image used has a resolution of 239 × 239 with the individual realizations being of size 50 × 50. The initial ensemble for the filters was randomly selected from this large set of realizations. These realizations are further used in our proposed algorithms in two ways: 1) for subsequent updates of the ensemble members in the proposed DEU-EnKF algorithm and 2) as an input training set for the K-SVD algorithm to generate the dictionary of 1000 linearly independent basis elements [partially shown in Fig. 2(c) ] for the SGSD-EnKF scheme. The size of the state vector in the new SGSD domain is hence reduced to N = 1000 compared to N = 2500 in the spatial domain. Finally, this dictionary becomes the input for the OMP algorithm, which provides a weighted linear combination of the dictionary basis elements [depicted in Fig. 2(d) ] to re-generate any of the original realizations, or represent them in the K-SVD dictionary domain.
The wells configuration depicted by the injector-producer pattern A in Fig. 1 has been used in the majority of the experiments and possesses one injector well (black circle) at the center of the domain and four producing wells (white circles) at the corners. Reference flow and production fields were generated with the reservoir simulator based on the reference permeability field shown in Fig. 1 . Porosity values were assumed to be known and constant at 30% value, and hence not included in the estimation process. Bottom hole pressure (BHP), WCR, and production flux data are extracted from the reference fields and perturbed with independent noise and then used as observations. The observation error covariance matrix R k is hence diagonal. Observational error standard deviation was set to 290 psi for BHP, 25 m 3 /day for the flux, and around 7% measurement for WCR, inline with realistic data. Production data are collected every 30 days over a total history matching period of 5 years. The initial pressure levels within the reservoir were set at 5076 psi to maintain a pressure level of 4350 psi in the producing wells. The model is assumed perfect, i.e., Q k = 0. This setup was adopted in a series of history matching experiments for estimating the permeability field and recovering the channel structures based on the production data. This history matching process is illustrated in Fig. 3 .
In order to assess the accuracy of the recovered channel structures and locations, we have used two different criterions Fig. 6 . Sensitivity analysis of the quality of the recovered permeability field as it results from the SGSD-EnKF, in terms of SSIM, with respect to different sparsity rates at the end of the 5-years history matching period for the experiment shown in Fig. 4 . The results indicate that the best performance is achieved using 10% basis elements from the dictionary. Fig. 7 . Sensitivity analysis of the quality of the recovered permeability field as it results from the standard EnKF, SGSD-EnKF, and DEU-EnKF, in terms of CEE, with respect to different threshold levels at the end of the 5-years history matching period for the experiment shown in Fig. 4 . The formulation of the CEE metric is dependent on a threshold level, as explained in Section V-A. The results suggest that the proposed SGSD-EnKF and DEU-EnKF algorithms outperform the standard EnKF for any chosen value of the threshold above 1500 millidarcy.
for evaluating the channels recovery by the different filtering schemes. We define the channel estimation error (CEE) as
is a binary variable indicating whether the ith estimated nonzero location is part of the channels or not. A threshold value is used to generate binary versions of the reference and estimated permeability fields in order to perform CEE calculation. The CEE measures the recovered field matching of the reference permeability field in terms of its nonzero support. A low value of CEE is indicative of low estimation error and therefore good recovery. . All values and scales are in units of millidarcy. This figure highlights the advantage of the K-SVD dictionary based SGSD-EnKF in recovering the channel structures compared to the standard EnKF and an EnKF using a DCT dictionary. The filters were implemented with an ensemble of 80 members, using injector-producer pattern A of Fig. 1 , and 10% basis elements for both DCT and K-SVD dictionaries. Fig. 9 . Recovered permeability field as it results from the standard EnKF (left column), SGSD-EnKF (middle column), and DEU-EnKF (right column) at the end of the 5-years history matching period using different ensemble sizes. Rows top-to-bottom represent the recovered fields using 40, 80, 120, 160, and 200 members, respectively. All values and scales are in units of millidarcy (mD). The experiment was performed using the injector-producer pattern A of Fig. 1 , and using 10% basis elements from the K-SVD dictionary for the SGSD-EnKF.
We also adopt a technique from the image processing community to compare the structural information of two images. The structural similarity (SSIM) index [52] is motivated by the human visual system and has been shown to correlate very well with the opinion scores from human observers [53] . It performs a pixel-wise comparison of the luminance, contrast, and structural information in two images. The structural comparison is based on the measure of correlation, as given by the inner product, between the two normalized images. A MATLAB code for calculating the SSIM index is available online and is used here Fig. 10 . Sensitivity analysis of the quality of the recovered permeability field as it results from the standard EnKF, SGSD-EnKF, and DEU-EnKF, in terms of CEE, with respect to different ensemble sizes at the end of the 5-years history matching period for the experiment shown in Fig. 9 . The results indicate that the proposed SGSD-EnKF and DEU-EnKF have lower CEE values than the standard EnKF for any given number of ensemble members, suggesting better recovery of the channels structures. FIG. 11 for the structural comparison of the estimated fields with the reference field. A high SSIM value indicates more similarity between the two fields and hence good quality of estimation. More information on this technique can be found in [52] . Fig. 4 presents the yearly estimates of the permeability fields over the 5-years history matching period using the standard EnKF and the two proposed sparse EnKF schemes, DEU-EnKF and SGSD-EnKF. The injector-producer pattern A shown in Fig. 1 is used here and all filters were implemented with an ensemble size of 80 members. As evident from the images, there is a clear mismatch in the channels estimated by the standard EnKF where only small traces of the channels are recovered at the bottom of the domain, but not at the correct locations. The performance of the two proposed techniques is much better, progressively improving over the history matching period. This is also confirmed by their respective CEE and SSIM values plotted in Fig. 5 . The recovered fields exhibit similar structures to the reference permeability field and the flow channels in Fig. 1 while using a relatively small ensemble of just 80 members.
B. Subsurface Flow Model Parameter Estimation
The additional one-time step of transforming the ensemble set to the SGSD domain adds only about 2 min to the overall simulation time of 5.5 h for an ensemble of 80 members and a sparsity rate of 10%. A sensitivity analysis for the SGSD-EnKF scheme against other sparsity rates, in terms of the SSIM index, is shown in Fig. 6 . Sparsity rates higher or lower than 10% resulted in degraded reconstruction, a consequence of using too little or too many basis elements. For the DEU-EnKF scheme, the sparsity parameter for the OMP algorithm sets the desired number of ensemble members to choose from the dictionary, i.e., the ensemble size. The DEU-EnKF scheme only added about 53 s in total to the entire simulation time for the case of finding 80 new ensemble members. A threshold value of 3500 millidarcy was used to generate the binary versions of the estimated fields for calculating the CEE.analysis for the CEE values at the end of the 5-years history matching period against different threshold values is given in Fig. 7 and shows that the proposed schemes outperform the standard EnKF for any value of the threshold above 1500 millidarcy.
To evaluate the performance of the SGSD-EnKF against those based on standard sparse domain representations, we also analyze the subsurface channels recovery performance based on the DCT transform representation of the permeability ensemble. A dictionary of DCT basis functions is generated and used instead of the K-SVD-based geologic dictionary in the SGSD-EnKF algorithm with a sparsity rate of 10%. Fig. 8 shows the permeability fields recovered at the end of 5 years of history matching period with the standard spatial, DCT, and SGSD domain EnKFs, respectively. The figure highlights the limitations of DCT representation, providing no significant enhancement in the reconstruction of the subsurface geological features compared to the standard EnKF. As reported in [6] , the DCT representation can help recovering some large-scale features of the permeability field, but also may omit the more small-scale details. This introduces smoothing effects which, although slightly improves the spatial continuity in the estimates, may spread inaccurate channel features and further degrade the overall recovered permeability field. This phenomenon can also be observed in the field estimated based on the DCT representation in Fig. 8 . Similar results can be expected with Wavelet basis functions as has been reported in [29] . Fig. 9 outlines the performance of the three techniques against different ensemble sizes. The quantitative analysis, in terms of CEE, is presented in Fig. 10 . As expected, the performance of the standard EnKF improves with increased ensemble sizes. However, the proposed techniques, particularly the DEU-EnKF, still exhibit a clear advantage over the standard EnKF for any given ensemble size. The standard EnKF performance is comparable with that of SGSD-EnKF only for certain ensemble sizes. The DEU-EnKF scheme is able to recover significant parts of the channels even when implemented with as low as 40 ensemble members. This highlights the strength of the technique in recovering an unknown field while using a very small ensemble, reducing both the computational complexity and convergence time. The DEU-EnKF provides the best estimate with an ensemble of 40 members and the SGSD-EnKF with an ensemble of 80. The increase in CEE values for larger ensemble sizes could be explained Table I , respectively. All values and scales are in units of millidarcy (mD). The filters were implemented with an ensemble of 80 members, using the injector-producer pattern A of Fig. 1 , and 10% basis elements from the K-SVD dictionary for the SGSD-EnKF. Fig. 12 . Sensitivity analysis of the quality of the recovered permeability field as it results from the standard EnKF, SGSD-EnKF, and DEU-EnKF, in terms of CEE, with respect to increasing observational error standard deviation at the end of the 5-years history matching period for the experiment shown in Fig. 11 . The results indicate that the proposed SGSD-EnKF and DEU-EnKF filters achieve lower CEE values than the standard EnKF even when the standard deviation of observational error increases, and hence are more robust in terms of channels recovery.
by the enforcement of redundant and unnecessary information arising from the use of more ensemble members. We further analyze the robustness of the standard EnKF and the two proposed techniques against increasing values of the observational error variance as summarized in Table I . All filters were implemented with 80 ensemble members. The qualitative and quantitative results of these experiments are presented in Figs. 11 and 12 , respectively. The proposed techniques exhibit robust performances, being weakly sensitive to increased observational errors variance. The performance of the standard EnKF seems to slightly improve in the last case of Table I , possibly a result of the EnKF relying more on the simulator forecast estimates over noisy observation data. The estimation quality and channel recovery for both proposed techniques are still significantly better than that of the standard EnKF and provides reliable performance while efficiently filtering out observational noise.
Lastly, we analyze the performance of the filters against the number of observations available for history matching in Figs. 13 and 14 . We use wells setups based on the injector-producer patterns B and C as shown in Fig. 1 to study the effect of using more data on the channel recovery results. History matching more data generally results in significant improvement in the standard EnKF performance. However, quantitative analysis suggests that the standard EnKF performance with injector-producer pattern C is still not better than that of the SGSD-EnKF scheme even when only history matching the more sparse data from the injector-producer pattern A. This highlights the ability of the proposed scheme to provide good reconstruction of the subsurface field using much less data compared to the standard EnKF. For DEU-EnKF, more data results in even further improved recovery of the channel structures as suggested by the decreasing CEE values. This demonstrates the robustness of the technique in providing significantly enhanced channel recovery with varying number of observations and well configurations. Fig. 13 . Recovered permeability field as it results from the standard EnKF (left column), SGSD-EnKF (middle column), and DEU-EnKF (right column) at the end of the 5-years history matching period using different injector-producer patterns. Rows top-to-bottom represent the field recovered using the injector-producer patterns B and C, as shown in Fig. 1, respectively . All values and scales are in units of millidarcy (mD). The filters were implemented with an ensemble size of 80 members and using 10% basis elements from the K-SVD dictionary for the SGSD-EnKF.
Fig. 14. Sensitivity analysis of the quality of the recovered permeability field as it results from the standard EnKF, SGSD-EnKF, and DEU-EnKF, in terms of CEE, with respect to different injector-producer patterns at the end of the 5-years history matching period for the experiment shown in Fig. 11 . The results indicate that the proposed DEU-EnKF significantly outperforms the standard EnKF in recovering the channels structures using any of the tested injectorproducer patterns. The SGSD-EnKF exhibits significant advantage over the standard EnKF when less number of observation points (wells) are available.
VI. SUMMARY AND DISCUSSION
We proposed two new methods combining the OMP algorithm with the EnKF for efficient estimation of channelized subsurface geological structures. The first method enables faster convergence toward the solution by dynamically updating the ensemble set after each filtering cycle and allows recovering the unknown field using small ensemble sizes while taking into account a wide variety of geological structures. The second scheme transforms the EnKF estimation of the subsurface channel structures to a specifically constructed domain based on sparse geological dictionaries, enabling problem representation using much less number of variables and incorporation of useful prior information into the estimation process. Our numerical results demonstrate the effectiveness of the two proposed schemes and show clear advantages over the conventional EnKF in recovering the flow channel structures. Both schemes strongly enhance the EnKF performance when dealing with channelized reservoir applications using limited and noisy observations.
Remote ensing techniques, such as InSAR and electromagnetics (EM), are receiving growing interest for reservoir monitoring [2] , [54] and have also been investigated for reservoir history matching [55] and reservoir characterization [56] purposes. Incorporating such remote sensing data in the proposed sparse recovery frameworks, along with the use of multiple training images to enable recovery of more diverse channel structures, may potentially lead to even further improved recovery of the subsurface channels by enabling efficient exploitation of additional information accounting for the sparse nature and diversity of the subsurface channel structures. This will be investigated in future research. He has been an Associate Professor with a joint appointment in the Earth Sciences and Engineering and the Applied Mathematics and Computational Science programs at King Abdullah University of Science and Technology, Thuwal, Saudi Arabia. His research interests include modeling and simulation of large scale environmental fluid systems on supercomputers, with specific focus on data assimilation and inverse problems and associated uncertainty quantification. He has authored over 100 peer reviewed journal papers.
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