The theory and an implementation of the solvent contribution to the cubic response function for the polarizable continuum model for multiconfigurational self-consistent field wave functions is presented. The excited-state polarizability of benzene, para-nitroaniline, and nitrobenzene has been obtained from the double residue of the cubic response function calculated in the presence of an acetonitrile and dioxane solvent. The calculated excited-state polarizabilities are compared to results obtained from the linear response function of the explicitly optimized excited states.
I. INTRODUCTION
Excited-state dipole moments and polarizabilities are of particular interest when modeling solute-solvent interactions, as they are often used as parameters to rationalize observed experimental trends, e.g., the solvatochromic shift of absorption and emission spectra of chromophores in different solvents. The contribution of the excited-state dipole moments and polarizabilities to the solvent shift becomes particularly relevant in low-polarity solvents, where electrostatic effects are weaker and one needs to take into account other solutesolvent interactions, such as dispersion effects.
The measurement of excited-state properties is however challenging since a direct measurement is rarely possible due to the short lifetime of the states involved. A common way of obtaining these excited-state properties experimentally is by relating them to the solvatochromic shift obtained in different solvents. 1 This method, although simple to set up, neglects variations of the excited-state properties with respect to the choice of solvent. An alternative route that provides measurements using only one solvent is given by Stark spectroscopy measurements:
2,3 the electric field will broaden the spectrum as a result of the random distribution of the excited-state dipole moments with respect to the applied field. The spectral shift can instead be correlated with the polarizability difference between ground and excited states. This technique has lately been employed to characterize both biologically relevant systems 4, 5 and donor-acceptor chromophores. 6, 7 An alternative route to experimentally determine excited-state polarizabilities is given by time-resolved microwave conductivity, 8, 9 where the conductivity at microwave frequencies is employed to gain information about the relaxed excited state. This technique is therefore complementary to the previous one which gives information about the Franck-Condon state.
Common to all these methods for determining the excited-state properties is the fact that they are carried out in one or more solvents: Experimentally it is difficult to determine how much the solvent affects the properties, in particular, when the solvatochromic shift is used to determine the properties under investigation. Theoretical modeling can therefore be a valuable tool since it allows for the computation of excited-state properties ͑dipoles and polarizabilities͒ including the solvent effect for each property of interest.
There exist several methods for the modeling of molecular properties in solutions. We limit here the discussion to the methods that deal with the interaction of a molecular system with an electromagnetic field, as this is the subject of the present paper. The molecular system is treated with quantum-chemistry methods. The method of choice will have to be an acceptable compromise between accuracy and feasibility, where accurate, correlated ab initio methods such as coupled cluster 10 ͑CC͒ or multiconfiguration self-consistent field 10 ͑MCSCF͒ will be limited to small systems, whereas Hartree-Fock ͑HF͒, 10 density functional theory ͑DFT͒, 11 and semiempirical methods will be applicable for larger systems.
The modeling of the solvent effects can also be carried out in several ways. The inclusion of explicit solvent molecules in the calculation is the most expensive choice and it is hence limited to those situations where the explicit quantum solute-solvent interactions ͑e.g., for H-bonds andstacking͒ have to be accounted for. Another less computationally demanding possibility is offered by quantum mechanics/molecular mechanics methods ͑QM/MM͒, [12] [13] [14] where the explicit interactions are retained, but the solvent molecules are not treated at the quantum level, but rather using classical force fields. Pure QM methods as well as hybrid QM/MM methods require, however, a conformational averaging of the investigated property over a sample of configurations in order to give a meaningful picture of the solute-solvent interactions when many ͑from 100 to 100.000͒ solvent molecules are included. A third option for modeling solvent effects is provided by continuum solvation models [15] [16] [17] where the solute is treated quantum mechanically whereas the solvent is modeled as a macroscopic medium with a given set of dielectric properties: The solvent effect is given by the electrostatic interaction between the dielectric continuum and the charge density of the molecule. The calculation of properties in this framework can also be carried out in several ways. The basis is always the perturbational ͑either time-dependent or time-independent͒ treatment of the interaction of the molecular system with the external fields. The most widely used of these approaches are the finite-field ͑FF͒ method, the sum-over-states ͑SOS͒ method, and the response theory ͑RT͒ method. FF is a simple numerical differentiation of a molecular expectation value ͑energy, dipole moment, etc.͒ in order to obtain the desired property: This method is valid only in case of a static field. [18] [19] [20] The SOS methods employ directly the expressions of the Rayleigh-Schrödinger perturbation theory. 21 It is however available only when the excited states can be calculated effectively. RT methods 22 compute molecular properties as a response of the wave function to an external applied field, thus requiring only the knowledge of one reference state. RT can also be employed when DFT is chosen, thus also opening for the investigation of excited states when wave function theory is not considered.
RT has become the method of choice for the quantumchemical calculation of a wide variety of molecular properties. [23] [24] [25] [26] [27] [28] [29] [30] [31] The main reasons for the success of RT are the possibility of obtaining properties using only the groundstate wave function and the generality of the approach, which allows for the calculation of a wide variety of molecular properties using a uniform theoretical framework, only requiring that the necessary one-and two-electron integrals are available. In particular, excited-state properties such as excited-state dipole moments and excited-state polarizabilities can be obtained from the response functions. 27, 29, 32 Excited-state dipole moments require the evaluation of the double residue of the quadratic response function, whereas excited-state polarizabilities require the double residue of the cubic response ͑CR͒ function.
In order to accurately model excited-state properties, we have implemented the CR function for the polarizable continuum model 15, 33, 34 ͑PCM͒ in the integral equation formalism ͑IEF͒ version 35 to describe solvent effects for a solute described by a MCSCF wave function. The choice of a MC-SCF reference state has also been made in order to be able to describe accurately excited states explicitly. It is known that for exact states and for full configuration interaction calculations in the gas phase, the results obtained by RT calculations are formally identical to explicit calculations using SOS expressions including all the excited states, 22 using the state of interest as a reference state. We note that due to the dynamics of the solvent, similar relations do not, in general, hold for solvated systems described using continuum models. 36, 37 However, even in the gas phase, this equivalence is only approximate for SCF and MCSCF wave functions due to the approximate nature of these wave functions. The use of RT ensures, however, the orthogonality of the different excited states of the molecules, as well as their mutual orthogonality to the electronic ground state. Implicit solvent effects, as considered here, add a further complication since the Hamiltonian becomes wave function dependent and hence nonlinear, and the lack of equivalence between the calculation of excited-state polarizabilities from the CR function of the ground-state wave function versus the use of the linear response ͑LR͒ function from the excited-state wave function should be investigated in detail, following the analysis of Cammi and co-workers. 36, 37 The present paper is structured as follows: In Sec. II the theory for the solvent effect on CR functions for a MCSCF solute is presented. In Secs. III and IV we present and discuss the results for the excited-state polarizabilities of three aromatic molecules. A summary of the present work is given in Sec. V.
II. THEORY
The interaction energy between a charge distribution ͑r͒, placed in a cavity C in a dielectric medium, and the polarization of the dielectric itself is given by
with
and the polarization being represented by the apparent charge density ͑s͒ defined on the surface ⌫ of the cavity. Since ͑s͒ is dependent on the total potential V͑r͒ + V ͑r͒, it is not possible to determine the interaction analytically. This problem is solved in the IEF-PCM ͑Ref. 35͒ approach by discretizing the cavity surface ⌫ into a set of tesserae and representing the polarization ͑s͒ by a set of charges q. At the representative point s of each tessera , the charge q = ͑s ͒a is defined, where a is the area of the tessera. The interaction energy can now be approximated as a discrete sum
where the integral operator appearing in Eq. ͑2͒ has become a matrix D͑⑀͒, which only depends on the geometry of the cavity and the appropriate dielectric constant͑s͒, ⑀, of the medium.
The solute model Hamiltonian can be written as 33, 34 
where H 0 is the conventional gas-phase Hamiltonian, J represents the interaction of the electrons with the nuclear apparent charges, Y is the interaction of the nuclei with the apparent charges induced by the electrons, X͑0͒ is the interaction of the electrons with the electronic apparent charges, and the last term U NN is the nuclear solvation energy. In the second quantization formalism, these terms can be written as
where V e is the operator which yields the electrostatic potential due to the electronic density at the representative point of tessera and q e = ͓D͑⑀͒ −1 V͔ is the corresponding charge operator. The nuclear term can be written as U NN 
Since J and Y are formally equivalent and U NN does not contribute to the wave function, the free-energy functional can be written as
In the case of a time-dependent perturbation, the expression for the free energy has a different form in order to take into account the dynamics of the solvent. 39, 40 The electronic term X is then divided into a so-called fast component X d ͑0͒, always in equilibrium with the solute, and a slow component X i ͑ i ͒ related to the initial density i . The free-energy expression then becomes
A. The cubic response equations
Following the formalism of Olsen and Jørgensen, 22, 23 we define the free-energy derivative of order n as
where
is the gas-phase energy term, V j,l 1 ,l 2 ,. . .,l n ͓n+1͔ is the vector collecting the electrostatic potentials at the tesserae, q N is the nuclear apparent surface charge ͑ASC͒ vector, q i is the inertial ASC vector, and q l 1 ,l 2 ,. . .,l k d͓k͔ is the dynamic ASC vector. The division of the electronic ASCs into a static and a dynamic component is a consequence of the nonequilibrium formalism that has been used; the corresponding equilibrium expression is obtained by assuming that the inertial charges are zero. For details about nonequilibrium solvation within the PCM scheme, see Refs. 40 and 41. The PCM contribution to the CR function can then be derived expanding Eq. ͑10͒ for n =3 as
We will here only address V jlmp ͓4͔ and q lmp d͓3͔ explicitly since the expressions for the other terms have been given in our previous work. 41, 42 
B. Derivation of the CR-MCSCF-PCM terms
The time evolution of an MCSCF state can be expressed as 22, 41, 42 ͉0͘ = e i͑t͒ e iS͑t͒ ͉0͘, ͑12͒
where ͑t͒ and S͑t͒ are the operators which define the time evolution of the orbital and configuration coefficients, respectively. These operators are defined as
where the configuration excitation, or state transfer operator, R n † is defined as
and the orbital excitation operator q † is defined in terms of the elementary excitations in the reference state molecular orbital basis
In Eq. ͑16͒, ͑+͒ corresponds to singlet and ͑Ϫ͒ to triplet excitations. The set of configuration and orbital excitation operators can be collected in a row vector T = ͑q † , R † , q , R͒. In a similar manner, the corresponding coefficients can be collected in a column vector ␤ = ͑ , S , ‫ء‬ , S ‫ء‬ ͒ T . The manifold of operators O is defined as a general transformation of the vector T by a unitary matrix X,
which in turn can be used to define the coefficients ␣ = X † ␤ so that
Each operator O j belonging to the manifold O can be split into an orbital and a configurational part: O oj and O cj respectively, giving
Given two operators A and B we define the transformed operator Ã as
and a superoperator Â as
The expression for the perturbation expansion of the potential V j,l 1 ,l 2 ,. . .,l n ͓n+1͔ and charge q l 1 ,l 2 ,. . .,l n d͓n͔ terms appearing in Eq. ͑10͒ are
The expansion of Eqs. ͑22͒ and ͑23͒ for n = 3 and the working equations for their contribution to V ͓4͔ are given in the Appendix.
C. Excited-state polarizabilities
The excited-state polarizability can either be obtained as a LR function where the reference state ͉0͘ is the excited state of interest,
or as a double residue of the CR function ␥ ijkl ͑− ; 1 , 2 , 3 ͒ when the optical frequencies 2 and 3 are approaching an energy corresponding to the excitation energy to the state ͉f͘. In this case, the reference state is the ground state and the double residue is expressed as
where the CR function ␥ ijkl ͑− ; 1 , 2 , 3 ͒ is defined as
͑26͒
and the summations exclude the reference state. P indicates a summation accounting for all permutations of the operators in the functions and their associated frequencies, is defined as − ͗0͉͉0͘, and ប mn are the excitation energies from state n to state m.
An advantage of performing a double residue calculation on a CR function over a LR calculation is the possibility of obtaining excited-state properties without explicitly optimizing the excited-state wave function. The RT formalism also allows excited states to be addressed using single 
III. COMPUTATIONAL DETAILS
We will apply the implementation of the CR formalism for the PCM at the MCSCF level of theory to the calculation of the excited-state polarizabilities of benzene, paranitroaniline ͑pNA͒ and nitrobenzene ͑NB͒. In order to assess the reliability of the results, we have calculated the polarizability of the excited states both as a LR function, for the explicitly optimized excited state of interest and as a double residue of the CR function, where only the ground-state wave function has been optimized.
All calculations are performed at the MCSCF level of theory with an active space of 6 electrons distributed in 6 orbitals for benzene, 12 electrons in 12 orbitals for pNA, and 10 electrons in 10 orbitals for NB. D 2h symmetry has been imposed for benzene, whereas C 2v symmetry has been used for pNA and NB. The molecules are placed in the yz plane with the dipole axis along the y axis.
The geometry of the ground state has been optimized in gas phase, acetonitrile, and dioxane using the 6-31G basis set for benzene and a standard Dunning's double-zeta basis ͑DZV͒ for pNA and NB. The excited-state polarizabilities have been obtained at the optimized ground-state geometry, using the aug-cc-pVDZ basis set for benzene, and a DVZ basis set plus semidiffuse polarization functions ͑with d function for C, N, and O with exponent 0.2, and a p function for H with exponent 0.1͒ for pNA and NB. This choice of basis sets has been made in order to be able to compare the calculated values with those obtained in Ref. 32 .
For the calculations in the solvent, the following dielectric constants have been employed: ⑀ stat = 36.64 and ⑀ opt = 1.806 for acetonitrile and ⑀ stat = 2.209 and ⑀ opt = 2.022 for dioxane. The molecular cavity is formed by interlocking spheres centered on the carbons and CH groups of the aromatic rings, on the nitrogen atoms as well as on the oxygen and hydrogens of the nitro and amino group. The following set of radii has been used: R͑C͒ = 2.04 Å, R͑CH͒ = 2.28 Å, R͑N͒ = 1.86 Å, R͑O͒ = 1.824 Å, and R͑H͒ = 1.44 Å. 
IV. RESULTS AND DISCUSSION
For the three molecules investigated, we report the excitation energies as obtained both from the energy difference in the CASSCF calculations of the ground and excited states, and from the identification of the poles of the LR function associated with the electronic ground state. In a similar manner, both excited-state polarizabilities obtained from the LR function on the excited-state wave function and from the CR function of the ground-state wave function are reported. To ensure that equivalent states are compared in the two approaches, we have identified the main component of the response vector both in the orbital and in the configuration part and compared them with the main configurations of the explicitly optimized excited states.
A. Benzene
The CASSCF excitation energies are reported in Table I , whereas the excitation energies obtained from the LR calculations are reported in Table II . The solvent effect is negligible on the excitation energies obtained as the energy difference between the ground-and excited-state wave functions. The LR results also show a very small solvent effect.
The calculated polarizabilities for benzene are reported in Table III . The polarizability tensor is diagonal due to symmetry constraints, and the in-plane components are moreover identical. Only the ␣ xx and ␣ yy values are therefore reported.
Both the values obtained with LR and CR functions are reported, and for the LR calculations in acetonitrile, the nonequilibrium formalism has been used ͑for dioxane, the nonequilibrium effect is negligible due to the similarity of the optical and static dielectric constants͒. Results for the excited-state polarizabilities are reported at different frequencies in order to investigate the dispersion of the polarizability. For the 1 B 2u state, the results from the LR and CR functions are quite similar, both displaying a minor solvent effect with enhancements of the order of 5%-10% for the reported solvents. Both the nonequilibrium effect and the dispersion seem to have a rather limited influence on the polarizability. For the 1 B 1u state, the solvent effect is more pronounced. Moreover, we observe that the polarizability is larger when LR functions are used on the explicitly optimized excited state. Nonequilibrium solvation has a limited effect also for this state. The dispersion of the polarizability has only been studied to a limited extent, following Ref. 32 , since the close-lying E 1u state in benzene in this case leads to a very strong dispersion that cannot be properly treated by RT.
B. Nitrobenzene
The excitation energies obtained from the optimization of the explicit wave functions are reported in Table IV . The excitation to the second 1 A 1 state shows a marked solvent redshift, whereas the excitation to the first 1 B 1 state shows a very limited redshift.
LR excitation energies are reported in Table V ; the excited state polarizabilities for the chosen states ͑see boldface excitations in Table V͒ are reported in Table VI . Care must be taken in comparing the results of wave function calculations with their counterpart obtained using RT. Additional low-lying roots appear when RT is used for the 1 B 1 state, which do not correspond to the explicitly optimized excited states. The correct roots to be compared to the wave function calculations are highlighted in Table V . The importance of making such an identification is apparent as the excited-state polarizabilities will depend on the root selected in the response function. For the 1 B 1 state, by inspection of the response vectors, we have established that the correct state to be employed in the CR calculations, when comparing with the LR results, is the second state.
As for benzene, the polarizability tensor is diagonal because of symmetry, but this time all three diagonal elements are different. Gas-phase results show that the LR and CR functions give quite different results for the y and z components of the polarizability of the second 1 A 1 state, whereas the x component is very similar. Solvent effects enhance this observed discrepancy since the solvent effect is opposite for the y and z components of the polarizability when LR and CR functions are employed.
For the 1 B 1 state, the solvent enhances the polarizability. Looking in more detail on the results, we observe a competition between the static and the optical dielectric constants ͑the former is higher for acetonitrile and the latter is higher for dioxane͒; therefore some components of the excited-state polarizability are larger in acetonitrile whereas others are larger in dioxane depending on which effect is dominant on the single component. The nonequilibrium effect and the dispersion are almost negligible for this state with the exception of the y component, where large dispersion and strong nonequilibrium effect are observed ͑Table VI͒.
C. para-nitroaniline
The wave function energies of pNA are reported in Table  VII , whereas the excitation energies obtained by RT are reported in Table VIII . As for NB, we observe a solvent redshift for the excitation to the second 1 A 1 state, whereas the solvent effect on the excitation to the first 1 B 1 state is negligible. As for NB, we have highlighted in Table VIII Table IX . The solvent, in general, leads to a larger polarizability with respect to the isolated pNA molecule. The only significant exception is the ␣ yy polarizability of the 1 A 1 state, where the direct calculation predicts a lower polarizability in solvent than for the isolated molecule. According to Ref. 32 , this behavior results from the strong dipole transition from the excited 2 A 1 state back to the ground state, dominating the overall change in the polarizability from the ground to the excited state, and in turn leading to a decrease in the polarizability upon excitation from the ground to the excited state.
We also observe that the differences between dioxane and acetonitrile, in general, are small and the ordering is different for different components of the polarizability. This behavior can be attributed to the simultaneous effect of static and dynamic solvent responses since acetonitrile has a larger static permittivity whereas dioxane has a larger optical permittivity.
In the case of pNA, we can compare our results with the results of Jonsson et al. 25 and with our previous work, where 25 This can probably be attributed to the difference in the cavity shape employed in the two solvation models: spherical versus molecule shaped cavity.
V. SUMMARY
We have presented the first implementation of the cubic RT for the PCM at the MCSCF level of theory. The theory is a continuation of our previous work where the MCSCF wave function and linear and quadratic response functions have been presented. 34, 41, 42 The formalism is general and can, in principle, handle any kind of perturbation, provided that the necessary integrals are available. The formalism, as for the previous implementations of lower-order response functions, incorporates nonequilibrium effects through the standard partitioning of the solvent reaction field into static and dynamical components. The formalism has been applied to the problem of determining excited-state polarizabilities of solvated molecules as a double residue of the CR function of the ground-state wave function. The use of MCSCF wave functions allows for a direct comparison to the results obtained for the excited-state polarizabilities calculated as a LR property of the excitedstate wave function. This comparison has shown that care must be taken in evaluating the CR results in order to be sure that the right excited states are considered.
We have shown that solvent effects, in general, enhance excited-state polarizabilities both when the LR and the CR function results are considered, although specific components can show opposite solvent effects. A similar behavior is found for the dispersion of the polarizability: A larger frequency leads generally to larger polarizabilities, with a few notable exceptions. 
