In this paper, we consider a discrete-time tabu learning single neuron model. After investigating the stability of the given system, we demonstrate that Pichfork bifurcation, Flip bifurcation and Neimark-Sacker bifurcation will occur when the bifurcation parameter exceed a critical value, respectively. A formula is given for determining the direction and stability of Neimark-Sacker bifurcation by applying the normal form theory and the center manifold theorem. Some numerical simulations for justifying the theoretical results are also provided.
Introduction
Starting with the work of Hopfield [9] on neural networks, the dynamical behaviors (including stability, instability, periodic oscillatory, bifurcation and chaos) of the continuous-time neural networks have received increasing interest due to their promising potential applications in many fields, such as signal processing, pattern recognition, optimization and associative memories. See [6, 20, 16, 8] and the references therein.
Tabu learning [1, 12] applies the concept of tabu search [4, 5, 13, 14] to neural networks for solving optimization problems. By continuously increasing the energy surface in a neighborhood of the current network state, it penalizes those states that have already been visited. This enables the state trajectory to climb out of local minima while tending toward those areas that have not yet been visited, thus performing an efficient search through the problem's solution space. Note that, unlike most existing neural-network-based methods for optimization, the goal of the tabu learning method is not to force the network state to converge to an optimal or nearly optimal solution, but rather, the network conducts an efficient search through the solution space. As pointed out in [11] , it is very natural for one to ask what the state trajectory of the tabu learning neural network is like. In [11] , the authors found and analyzed the Hopf bifurcation behavior in a tabu learning single-neuron model, and also found chaotic behaviors in a tabu learning two-neuron model with both linear and quadratic proximity functions.
More precisely, this paper investigate the nonlinear dynamical behaviors of a discrete-time tabu learning single neuron model. By choosing learning rate as a bifurcation parameter, it is proved that Pichfork/Flip/Neimark-Sacker bifurcation will occur in the discrete-time tabu learning single neuron model. Using techniques developed by Kuznetsov [10] , the stability of the bifurcating periodic solution and the direction of Neimark-Sacker bifurcation are then determined.
The organization of this paper is as follows. In the next section, we present the discrete-time tabu learning single neuron model that will be studied in this paper. In Section 3, we shall study the stability and the existence of multiple bifurcation. In Section 4, based on the normal form theory and the center manifold theorem introduced by Kuznetsov [10] , we derive the formula determining the direction and stability of Neimark-Sacker bifurcation at the critical value of . To verify the theoretic analysis, numerical simulations are given in Section 5. Finally, a conclusion is drown in Section 6.
The discrete-time tabu learning single neuron model
Using the neural network of the following form which was discussed in [1] ,
minimizing an objective function for application problem is equivalent to minimizing the energy function:
where
u i is the state of neuron i, C i and R i are positive constants,
is the activation function, T ij represents the strength of the connection from neuron j to neuron i, and I i represents the input current to neuron i. E 0 is the general energy function of Hopfield-type neural network. In the tabu learning method, the energy function value, E 0 is continuously increased in the neighborhood of current state because of F t , where 1 is the memory decay rate and 1 is the learning rate. Both 1 and 1 are positive constants which should be carefully chosen [1] . E t is the energy surface of tabu learning model at time t. P (V , W ) is a measure of the proximity of the two vectors V and W (thus, P (V , W ) is maximized when V = W ). Therefore states "nearest" those already visited are penalized the most, so that the penalty encourages a search through states that have not yet been visited. The exponential kernel keeps the integral from increasing to infinity and results in a higher penalty for states visited most recently. The latter property also helps the network climb quickly out of local minima.
In this paper, we choose the proximity function in the form of P (V , W )
, which is defined in [1] , where V i and W i are components of vector V and W, respectively. Then the corresponding tabu learning model that performs gradient descent minimization on E t is in the following form of state equation:
Therefore, J i satisfies the following equation:
For simplicity, we consider a tabu learning single neuron model, in which parameters satisfy C 1 = 1, R 1 = 1, T 11 = a 1 , I 1 = 0, and 1 , 1 are constant parameters. Clearly the obtained model is in the form, as follows:
The following discrete-time system can be regarded as a discrete analogy of the differential system (4):
In this paper, for convenience, we choose 1 = 1, 2 = , w 11 = a, w 12 = 1, w 21 = , then above discrete-time system is transformed into:
which can be regarded as the following system with a piecewise constant arguments,
where [·] denotes the greatest integer function. For the method of discrete analogy, we refer to [7, 21, 22] . The motivation of this research is system (5) which includes the discrete version of systems (4) and (6) . On the other hand, the wide application of differential equations with piecewise constant argument in certain biomedical models [2] and much progress has been made in the study of system with the piecewise arguments since the pioneering work of Cooke and Wiener [3] and Shah and Wiener [17] .
In the next section, we first consider the stability of equilibrium (0, 0), and then study the existence conditions of multiple bifurcations at the equilibrium (0, 0) by choosing as the bifurcation parameter for system (5).
Stability and existence of multiple bifurcation
For most of the models in the literature, including the ones in [7, 15, 19] , the transfer function f is f (u) = tanh(cu). However, we only make the following assumption on function f:
In what follows, for convenience, we also make the following assumptions:
is locally asymptotically stable.
Proof. Under (H 1 ), using Taylor expansion, we can expand the right-hand side of system (5) into first, second, third and other higher-order terms about the equilibrium (0, 0), one has u(n + 1)
The associated characteristic equation of its linearized system is
In order to make the equilibrium (0, 0) be locally asymptotically stable, it is necessary and sufficient that all the roots of Eq. (8) are inside the unit circle. Hence, we will discuss in following two case:
. In this case, the roots of Eq. (8) are given by
Clearly, the modulus of eigenvalues 1,2 are less than 1 if and only if
Thus, we obtain that the eigenvalues 1,2 are inside the unit circle when (C 1 ) and (C 2 ) are satisfied.
. In this case, the characteristic Eq. (8) has a pair of conjugate complex roots
It is easy to verify that | (5) is locally asymptotically stable. This completes the proof.
Next, we choose as the bifurcation parameter to study the multiple bifurcation at (0, 0). Suppose that f (0) = 0. When
Eq. (8) has a positive eigenvalue = 1. As the parameter is increasing through the critical * + , there may exist a Pitchfork bifurcation. When
Eq. (8) has a negative eigenvalue = −1 and then a Flip bifurcation may occur.
then, the eigenvalues of Eq. (8) are conjugate complex pair ( ) and ( ). The modulus of the eigenvalue is
Then, | | = 1 if and only if
When the parameter passes through such critical value of * , a Neimark-Sacker bifurcation may be expected.
Lemma 1. Under Assumptions
where = * + and = * − are defined by (11) and (12), respectively.
Proof. Substituting ( ) into Eq. (8) and taking the derivative with respect to , we have
Thus,
.
By direct calculation, we can derive (16) and (17) Proof. It is straightforward from Lemma 1.
Next, we discuss the Neimark-Sacker bifurcation of system (5).
Lemma 2. If (H
where = * is given by (15) .
Proof. It follows from the assumption
From (14) and (15), we obtain
which implies (i) holds.
on the other hand, k ( * ) = 1 for some k = 1, 2, 3, 4 if and only if the argument arg ( (15) .
Proof. Obviously, we have
which mean (i) and (ii) are true. The conclusions in Lemma 2 indicate that the transversality condition for the Neimark-Sacker bifurcation is satisfied, so the Neimark-Sacker bifurcation occurs at = * . The conclusion (iii) follows.
Direction and stability of the Neimark-Sacker bifurcation
In this section, the direction and stability of the Neimark-Sacker bifurcation are studied. The method used is based on the normal form theory and the center manifold theory for discrete-time system developed by Kuznetsov [10] . For most of the models in the literature, for example [7, 15, 19, 18] , the transfer function f is f (u) = tanh(cu). Thus, in what follows, we make the following further assumptions:
Now system (5) can be rewritten as
Suppose that q ∈ C 2 is an eigenvector of A( ) corresponding to eigenvalue ( ) given by (13), and p ∈ C 2 is an eigenvector of the transposed matrix A T ( ) corresponding to its eigenvalue ( ). Then, by direction calculation, we obtain for some complex z. Obviously, z = p, v . Thus, system (18) can be transformed for near * into the following form:
where ( ) can be written as ( ) = (1 + ( ))e i ( ) ( ( ) is a smooth function with ( * ) = 0) and From Assumption (H 2 ), we expand
T ∈ R 2 ) in Taylor expansion: and By (20)- (22) and the formulas
It follows that
and
we obtain and where
Because of e −i ( * ) = ( * ), the coefficient a( * ), which determines the direction of the appearance of the invariant curve in system (5) exhibiting the Neimark-Sacker bifurcation, can be computed via 
Numerical simulations
In this section, an example in the form of system (5) is discussed, with a = 1.6, = 0.5 and f (·) = tanh(·). Then, f (0) = 1, f (0) = f (0) = 0, f (0) = −2 < 0. From (11) , (12) and (15) Thus, it follows from Theorem 2 that the Pitchfork bifurcation occurs at = 0.63 (see Figs. 1 and 2) , and the Flip bifurcation happens at = 0.23 (see Figs. 3 and 4) . While choosing = 2.422, it is easy to see that (C 3 ) is satisfied, which implies the equilibrium (0, 0) is locally asymptotically stable from Theorem 1. This is illustrated in Fig. 5 . Moreover, by Theorem 3, when > * , the stability of (0, 0) is destroyed, i.e., (0, 0) is changed from stable to unstable state when the bifurcation parameter passes through the critical value * , so we select = 2.4301, at the moment, a unique close invariant curve bifurcates from (0, 0). By the simple calculation, we have a( * ) = −1.2150 < 0 from (23). Hence, using Theorem 4, we know that the close invariant curve is asymptotically stable. This fact is verified in Fig. 6 .
Conclusions
The nonlinear dynamical behaviors of a discrete-time tabu learning single neuron model have been studied in this paper. By choosing learning rate as a bifurcation parameter, it has been proved that Pichfork bifurcation, Flip bifurcation and Neimark-Sacker bifurcation occur in the single neuron model. The stability of bifurcation periodic solution and the direction of the Neimark-Sacker bifurcation are determined based on the normal form theory and the center manifold theorem. From phase plots, one can find that the discrete-time tabu learning model, although simple, has rich complex dynamics, and deserves further investigation.
