The goal of this paper is to study a distributed version of the gradient temporal-difference (GTD) learning algorithm for multi-agent Markov decision processes (MDPs). The temporal-difference (TD) learning is a reinforcement learning (RL) algorithm that learns an infinite horizon discounted cost function (or value function) for a given fixed policy without the model knowledge. In the distributed RL case each agent receives local reward through local processing. Information exchange over sparse communication network allows the agents to learn the global value function corresponding to a global reward, which is a sum of local rewards. In this paper, the problem is converted into a constrained convex optimization problem with a consensus constraint. We then propose a primaldual distributed GTD algorithm and prove that it almost surely converges to a set of stationary points of the optimization problem.
I. INTRODUCTION
The goal of this paper is to study distributed version of the gradient temporal-difference (GTD) learning algorithm, originally presented in [1] , [2] , for multi-agent Markov decision processes (MDPs). We consider a system of N agents i ∈ {1, . . . , N } =: V that do not know the statistics of the state transitions and rewards. Each agent i receives local reward following a given fixed local policy π i . However, it will be able to learn the global infinite horizon discounted cost function (or value function) corresponding to the reward, which is the sum of local rewards, through information exchange over a sparse communication network. This paper only focuses on the value function evaluation problem with fixed local policies π i . The proposed approach can be extended to actor-critic algorithms in the context of multi-agent cooperative control scenarios.
Distributed Q-learning (QD-learning) was studied in [3] , where the focus was to learn the optimal Q-factor, as defined in [4] , for a global reward, which is expressed as a sum of local rewards, while each agent is only aware of its local reward. The framework in [3] addresses the multiagent optimal policy design problem. If one assumes that each agent has access only to partial states and actions, then the transition model of each agent becomes non-stationary, as the state transition model of each agent depends on the other agents' unknown policies. To circumvent this challenge, [3] This work has been supported in part by the National Science Foundation through the National Robotics Initiative grant number 1528036, EAGER grant number 1548409 and AFOSR grant number FA9550- 15 assumed that each agent observes the global state and action. Under this assumption, the uncertainties due to the incomplete state-action observation disappear, and as a result, the transition model of each agent becomes stationary in the Q-learning setting. Distributed actor-critic algorithms were explored in [5] with a similar setting. Each agent acquires local observations and rewards, but it tries to learn an optimal policy that maximizes the long-term average of total reward, which is a sum of local rewards. It was assumed that each agent's local state-action does not change the other agents' transition models. In a more recent effort [6] , consensusbased actor-critic algorithms were studied, where the authors assumed that the transition model depends on the joint stateaction pairs of all agents, and that each agent can observe the global state-action.
In [7] , a distributed policy evaluation was studied with the GTD from [1] , [2] , combined with consensus steps, under the assumptions that there exists only one global reward, each agent behaves according to their own behavior policy π i , and the agents cooperate to learn the value function of the target policy π; thereby, it is a multi-agent off-policy learning scheme. It was also assumed that each agent can only explore a small subset of the MDP states. A consensusbased GTD was also addressed in [8] . The authors considered a problem similar to [7] and proved weak convergence of the algorithm. In [9] , a gossip-based distributed temporal difference (TD [4] ) learning was investigated. Compared to the previous results, the main difference in [9] is that all agents know the global reward, but they have different linear function approximation architectures with different features and parameters of different dimensions. Agents cooperate to find a value function with a linear function approximation consisting of aggregated features of all agents to reduce computational costs. Lastly, the papers [10] , [11] addressed distributed consensus-based stochastic gradient optimization algorithms for general convex and non-convex objective functions, respectively. Whenever the learning task can be expressed as a minimization of an objective function, e.g., GTD [1] , [2] or the residual method [12] , algorithms from [10] , [11] can be applied. Besides, [13] studied a distributed Newton method for policy gradient methods.
The main contribution of this paper is the development of a new class of distributed GTD algorithm based on primal-dual iterations as compared to the original one in [2] . The most relevant previous papers that addressed the same problem setting are [5] , [6] . The main difference of this paper compared to [5] , [6] is that the proposed algorithm incorporates the consensus task into an equality constraint, while those in [5] , [6] use the averaging consensus steps explicitly. Therefore, our algorithm views the problem as a constrained optimization and solves it using a primaldual saddle point algorithm. The proposed method is mainly motivated by [7] , where the GTD was interpreted as a primaldual algorithm using Lagrangian duality theory. The proposed algorithm was also motivated by the continuous-time consensus optimization algorithm from [14] - [16] , where the consensus equality constraint was introduced. The recent primal-dual reinforcement learning algorithm from [17] also inspired the development in this paper. We also note a primaldual variant of the GTD in [18] with proximal operator approaches.
One of the benefits of the proposed scheme is that the consensus and learning tasks are unified into a single ODE. Therefore, the convergence can be proved solely based on the ODE methods [19] - [21] , and the proof is relevantly simpler. The second possible advantage is that the proposed algorithm is a stochastic primal-dual method for solving saddle point problems, and hence some analysis tools from optimization perspective, such as [17] , can be applied (for instance, the convergence speed and complexity of the algorithm), and this agenda is briefly discussed at the end of the paper. The third benefit of the approach is that the method can be directly extended to the case when the communication network is stochastic. In addition, the proposed method can be generalized to an actor-critic algorithm and off-policy learning. In this paper, we will focus on convergence analysis based on the ODE approach [19]- [21] . Finally, due to the space limitation, we defer all proofs to the online full version [22] .
II. PRELIMINARIES

A. Notation
The adopted notation is as follows: R n : n-dimensional Euclidean space; R n×m : set of all n × m real matrices; A T : transpose of matrix A; I n : n × n identity matrix; I: identity matrix with an appropriate dimension; · : standard Euclidean norm; for any positive-definite D, x D := √
x T Dx; for a discrete set S, |S| denotes its cardinality; E[·]: expectation operator; P[·]: probability of an event; for any vector x, [x] i is its i-th element; for any matrix P , [P ] ij indicates its element in i-th row and j-th column; if z is a discrete random variable which has n values and µ ∈ R n is a stochastic vector, then z ∼ µ stands for P[z = i] = [µ] i for all i ∈ {1, . . . , n}; 1 denotes a vector with all entries equal to one; dist(S, x): standard Euclidean distance of a vector x from a set S, i.e., dist(S, x) := inf y∈S x−y ; for a convex closed set S, Γ S (x) := arg min y∈S x − y is the projection operator.
B. Graph theory
An undirected graph with the node set V and the edge set E ⊆ V ×V is denoted by G = (E, V). We define the neighbor set of node i as
A graph is connected, if there is a path between any pair of vertices. The graph Laplacian is
If the graph is undirected, then L is symmetric positive semi-definite. We note that L1 = 0. We need the following assumption for the graph G.
Assumption 1: G is connected. Under Assumption 1, 0 is a simple eigenvalue of L.
III. REINFORCEMENT LEARNING OVERVIEW
We briefly review a basic reinforcement learning (RL) algorithm from [23] with linear function approximation for the single agent case. A Markov decision process (MDP) is characterized by the tuple (S, A, P, r, γ), where S is a finite state space (observations in general), A is a finite action space, P (s, a, s ′ ) := P[s ′ |s, a] is a tensor that represents the unknown state transition probability from state s to s ′ given action a, r : S × A → R is the stochastic reward function, and γ ∈ (0, 1) is the discount factor. The stochastic policy is a mapping π : S × A → [0, 1] representing the probability π(s, a) = P[a|s], r π (s) : S → R is defined as r π (s) := E a∼π(s) [r(s, a)], P π denotes the transition matrix whose (s, s ′ ) entry is P[s ′ |s] = a∈A P[s ′ |s, a]π(s, a), and d : S → R denotes the stationary distribution of the observation s ∈ S. The infinite-horizon discounted value function with policy π and reward r is
where E π,P implies the expectation taken with respect to the state-actor trajectories following the state transition P and policy π. Given pre-selected basis (or feature) functions φ 1 , . . . , φ q : S → R, Φ ∈ R |S|×q is defined as a full column rank matrix whose i-th row vector is φ 1 (i) · · · φ q (i) . The goal of RL with the linear function approximation is to find the weight vector w such that J w = Φw approximates J π . This is typically done by minimizing the mean-square Bellman error loss function [2] min w∈R q MSBE(w) :=
where D is a symmetric positive-definite matrix. For online learning, we assume that D is a diagonal matrix with positive diagonal elements d(s), s ∈ S. The residual method [12] applies the gradient descent type approach
In the model-free learning, the gradient is replaced with a sample-based stochastic estimate. A drawback of the residual method is that the next observation s ′ should be sampled twice to obtain an unbiased gradient estimate. In the TD learning of [4] , [23] with a linear function approximation, the problem is resolved by ignoring the first γP π Φ in the gradient ∇ w MSBE(w):
. If linear function approximation is used, then this algorithm converges to an optimal solution of (1). Compared to the residual method, the double sampling issue does not occur. In the above two methods, the fixed point problem r π + γP π Φw = Φw may not have a solution in general, because the left-hand side need not lie in the range space of Φ. To address this problem, the GTD in [2] solves instead the minimization of the mean-square projected Bellman error loss function
The projection can be performed by the matrix multiplication: we write
Compared to TD learning, the main advantage of GTD algorithms in [1] , [2] are their off-policy learning abilities.
is the discount factor, and P (s,ā,s ′ ) := P[s ′ |s,ā] represents the unknown transition model of the joint state and action defined ass := (s 1 , . . . , s N ),ā := (a 1 , . . . , a N ),
, Pπ denotes the transition matrix, whose (s,s ′ ) entry is P[s ′ |s] = ā∈A1×···×AN P[s ′ |s,ā]π(s,ā), d : S → R denotes the stationary distribution of the observations ∈ S. Throughout the paper, D is used to define as a diagonal matrix with diagonal entries equal to those of d. We consider the following assumptions throughout the paper.
Assumption 2: With a fixed policyπ, the Markov chain Pπ is ergodic with the stationary distribution d with d(s) > 0, s ∈ S.
Assumption 3: Each agent has access only to its local reward r i . Under this scenario, the goal is stated as follows.
Problem 1 (Distributed RL): The goal of each agent i is to learn the approximate of the value function Jπ(s) corresponding to the centralized reward r c = (r π1 1 +· · ·+r πN N )/N without knowledge of its transition model.
Remark 1: Not having access to other agents' rewards can happen due to several different reasons. For instance, there exists no centralized coordinator; thereby each agent does not know other agents' rewards. Another possibility is that each agent/coordinator does not want to uncover their own goal or the global goal for security/privacy reasons. In terms of the state observations, we can consider one of the following two scenarios throughout the paper.
1) Independent transition models with local observations:
We assume S 1 = · · · = S N and A 1 = · · · = A N . Moreover, each agent i's state transition does not depend on other agents' actions and states denoted byā −i ands −i , respectively. In particular, if we denote by P i (s,ā, s ′ i ) the state transition probability of agent i given joint states and joint actionā, then for any givens andā, P i (s,ā, s ′ i ) = P i ((s i ,s −i ), (a i ,ā −i ), s ′ i ) for all combinations of the other agents' statess −i and actionsā −i , and P 1 = · · · = P N . In this case, we assume that each agent i knows only its own action a i and state s i and every agent uses the identical policy, π 1 = π 2 = · · · = π N . This scenario implies that each agent's state transition is independent of the other agents' states and actions. For instance, if N drones maneuver in a shared space at different altitudes with clear separation, one can ignore the effect of vortices and assume that they do not interact with each other. Another example is that we try to learn the global value function with N identical independent simulation environments (N RL agents), where all agents' transition models are identical, while the local rewards r πi i can be different.
2) Dependent transition models with global observations:
In all cases other than above each agent knows its own action a i and the joint states. This scenario is more general, where agents' state transitions depend upon each other. For example, transitions of multiple ground robots avoiding collisions with each other may depend on other robots actions and states. It can be proved that solving Problem 1 is equivalent to solving
where C ⊂ R q is a compact convex set, which includes the unique unconstrained global minimum of (3). Proposition 1: Solving (3) is equivalent to finding a solution w * to the projected Bellman equation
Equivalently, the problem can be written as the consensus optimization [24] 
subject to w 1 = w 2 = · · · = w N .
To make the problem more feasible, we assume that its learning parameter w i is exchanged via a communication network represented by the undirected graph G = (E, V).
V. PRIMAL-DUAL DISTRIBUTED GTD ALGORITHM (PRIMAL-DUAL DGTD)
In this section, we study a distributed GTD (DGTD) algorithm. To this end, we first define several vector and matrix notations to save the space:w :=    (2), then the sum of loss functions in (5) can be compactly expressed as Bw) . Noting that the consensus constraint (6) can be expressed as
subject toLw = 0 and motivated by [14] - [16] , we convert it into the augmented Lagrangian problem [25, sec. 4.2]
+w TLLw (7) subject toLw = 0.
If the system is known, the above problem is an equality constrained quadratic programming problem, which can be solved by means of convex optimization methods [26] . If the model is unknown but observations can be sampled, then the problem can be still solved by using stochastic optimization techniques. To this end, some issues need to be carefully taken into account. First, the objective function evaluation involves the double sampling problem. Second, the inverse in the objective function may lead to issues in development of algorithms. In GTD [2] , this problem is resolved by a decomposition technique. In [7] , it was proved that the GTD can be related to the dual problem. Following the same direction, we convert (7) into the equivalent optimization problem min ε,h,w
whereε,h are newly introduced parameters. Its Lagrangian dual can be derived by using standard approaches [26] . Proposition 2: The Lagrangian dual problem of (8) is given by
Tv . As in [7] , we again construct the Lagrangian function of (9), L(θ,v,μ,w) := ψ(θ,v,μ) + [B Tθ − L Tv −L Tμ ] Tw , wherew is the Lagrangian multiplier. Since (9) satisfies the Slater's condition [26, pp. 226] , the strong duality holds, i.e., maxw minθ ,v,μ L(θ,v,μ,w) = minθ ,v,μ maxw L(θ,v,μ,w), and the solutions of (9) are identical to solutions (θ * ,v * ,μ * ,w) of the saddle point problem L(θ * ,v * ,μ * ,w) ≤ L(θ * ,v * ,μ * ,w * ) ≤ L(θ,v,μ,w * ).
In addition, the saddle points (θ * ,v * ,μ * ,w) satisfying the saddle point problem are identical to the KKT points (θ * ,v * ,μ * ,w) satisfying 0 = ∇θL(θ * ,v * ,μ * ,w * ), 0 = ∇vL(θ * ,v * ,μ * ,w * ), 0 = ∇μL(θ * ,v * ,μ * ,w * ), 0 = ∇wL(θ * ,v * ,μ * ,w * ).
It is known in [14] , [15] that under a certain set of assumptions, the continuous gradient dynamics dθ 
We first establish the fact that the set of stationary points of the ODEẋ = −Ax − b corresponds to the set of optimal solutions of the consensus optimization problem (6) . (11) From Proposition 3 and Proposition 1, w * is the optimal solution of (3). Also, the stationary points in Proposition 3 are the KKT points given in (10) . In addition, we can prove that the partial coordinates of the set of stationary points in (3) are globally asymptotically stable.
Proposition 4: Consider the ODEẋ = −Ax − b. Then,
Based on those observations, one can imagine a stochastic approximation algorithm which can take advantage of the properties of the ODEẋ = −Ax − b. In this respect, we propose the distributed GTD (DGTD) in Algorithm 1, where Cθ, Cv, Cμ, Cw are box constraints satisfying the following assumption.
Assumption 4: The constraint sets satisfyθ * ∈ Cθ,v * ∈ Cv,w * ∈ Cw, and Cμ ∩ F = ∅.
The constraints are added to guarantee the stability and convergence of the algorithm. According to [11, Prop. 4] , [20, Appendix E] , the corresponding ODE iṡ
where Γ TC (x) is defined as the projection of x onto the tangent cone T C (x) [25, pp. 343] of C := Cθ ×Cv ×Cμ×Cw at x. Due to the additional constraints, the set of stationary points of (12) is a larger set, which includes those ofẋ = −Ax − b as a subset. The following results can be directly proved using the definitions of tangent and normal cones [25, pp. 343 ]. Proposition 5: The set of stationary points of (12) is P :
We first establish the convergence of Algorithm 1 to the stationary points of (12) under the standard diminishing step size rule [24] α k > 0, ∀k ≥ 0,
Proposition 6 (Convergence of DGTD): Definē
Although Proposition 6 states that the iterations of Proposition 6 converge to a stationary point of the projected ODE (12), it does not guarantee that they converge to the set of stationary points of the ODE without the projection in Proposition 3. In practice, however, we expect that they may often converge to the set in Proposition 3, if the constraint sets are sufficiently large. On the other hand, if we follow the analysis of the stochastic primal-dual algorithm in [17] , we can prove that under certain conditions the iterations of Algorithm 1 converge to the the stationary points in Proposition 3. The proof is similar to those in [17] , and we defer its full analysis to an extended version of this paper.
VI. EXAMPLES
Consider a stock market whose price process is approximated by a Markov chain with 100 states S := {$10, $20, . . . , $1000}. If an agent buys a stock, then it loses s ∈ S, and if sells, then it earns s ∈ S. Define the trading policy π(s; a, b) = If a ≤ s ≤ b, then buy a stock Otherwise, sell a stock .
There are five trading agents V = {1, 2, . . . , 5} with different private policies π 1 (s) = π(s; $10, $30), π 2 (s) = π(s; $10, $40), π 3 (s) = π(s; $10, $50), π 4 (s) = π(s; $10, $60), and π 5 (s) = π(s; $10, $70). To determine an investment strategy, each agent is interested in estimating an average of long term discounted profits of all agents as well as its own. When the current state is s ∈ S, the reward of each agent is r πi i = −s if π i = buy, and r πi i = s if π i = sell. For this example, we used Gaussian radial basis functions for the linear approximation with 11 parameters, i.e. w i ∈ R 11 ; we considered the discount factor γ = 0.5, and we used a randomly generated Markov chain for the stock price process model. Using the single agent GTD [2] , each agent computed the approximate value functions J w * i = Φw * i , i ∈ V. The k ← k + 1 4: for agent i ∈ {1, . . . , N } do 5: Sample (s, a, s ′ ) with s ∼ d i (s), a ∼ π i (a|s), s ′ ∼ p i (s ′ |s, a) and update parameters according to
where N i is the neighborhood of node i on the graph G, φ := φ(s), φ ′ := φ(s ′ ), r πi i := r πi i (s).
6:
Project the iterates Since each agent wants to keep its profit secure, agent i can compute its own value function J w * i only. However, there are associated agents, which are able to exchange their parameters. The associate relations are depicted in Figure 1 . Under this assumption, Algorithm 1 was applied with the step size rule α k = 10/(k +1000) and without the projections, and each agent computed the global value function estimations Jw * i = Φw * i , i ∈ V. The result of 50000 iterations with a single simulation trajectory is illustrated in Figure 2 . Distinguished by different colors, the consensus of 11 parameters ofw i for five agents is shown. The same color is used for the same coordinate of all the agents. The expected profits with uniform initial state distribution methods on the same topic, we combined the standard consensus method with GTD and compared the result with Figure 2 . We observed that the convergence in Figure 2 is faster than in the standard consensus approach. Remark 2: Another example with 20 agents and a network described by a star graph is included in the online version [22] due to the page limitation.
VII. CONCLUSION
In this paper, we studied a new class of distributed GTD algorithm based on primal-dual iterations, as compared to [2] . The convergence was proved using ODE-based methods. Simulation results demonstrated the applicability of the proposed algorithm. Several open questions remain. For example, it is not clear if there exists a theoretical guarantee that the proposed algorithm improves previous consensus algorithms [5] , [6] , [8] . Possible related future research directions include extensions to actor-critic algorithms, offpolicy learning cases, and randomly changing networks.
