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1 Introduction
The intense research conducted over the last decades concerning the physical properties of
films of organic semiconductors has already led to the development of several potential
applications, the most promising being organic light emitting diodes (OLEDs), organic solar
cells, and organic field effect transistors. A special aspect of the organic molecules of these
films is their functionality, making them interesting candidates for future molecular electronic
devices. By means of organic chemistry they can be designed to exhibit desired properties
like wavelength-selective absorption and fluorescence, especially suitable for optoelectronic
applications.
Thin organic films on arbitrary substrates can easily be prepared by different techniques.
However, it is a well-known fact that the optical properties of such films strongly depend on
their morphology. Not only is there a difference between highly ordered and polycrystalline
or amorphous films, but also a slight variation of the lattic parameters of crystalline films may
lead to significantly altered optical properties. Additionally, exciton theories predict a strong
dependence of the optical properties of organic films on the film thickness, especially for
ultrathin films on the order of a few monolayers. This theoretical situation is in practise most
closely matched by highly ordered organic films due to the well-defined locations of the
single molecules within the films. Thus, film structure and film thickness are one of the most
important parameters by which the optical properties of films of organic molecules can be
controlled.
In this work, we investigate the optical properties of ultrathin films of organic
semiconductors, grown by Organic Molecular Beam Deposition (OMBD), on a variety of
different substrates. The main focus of the study is to relate the measured optical properties to
exciton confinement (thickness dependent) effects and structural aspects of the films. For that,
organic films of different thicknesses are prepared on different substrates and are optically
characterized in situ. Another issue to be clarified is how the optical properties of the organic
films are affected by conducting substrates. This should be of major interest for future
molecular electronic devices, since electrical contacts between the nanoscopic and
macroscopic world have to be established. Finally, the influence of slightly different crystal
modifications of the organic films on their optical properties are to be adressed.
We will show that the optical properties of organic films do indeed strongly depend on the
film thickness, as predicted by exciton theories. Based on the choice of the substrate, different
film morphologies are induced, leading to strongly different optical spectra in the course of
film growth. Furthermore, the optical properties of the first layer are most significantly
affected by interactions of the molecules with conducting substrates. In some cases, these
interactions are not restricted to the first layer but extend into the next layers as well. We also
observe partially charged molecular films, exhibiting a largely different optical spectrum as
compared to neutral films.
Chapter 2 gives an overview of existing literature, adressing theoretical aspects of exciton
theories as well as experimental findings, concerning the influence of several parameters on
the optical properties of organic films. The measurement technique used in this work is
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introduced in Chapter 3. Since we deal with optical properties of thin films, a detailed
discussion of the basic principles of thin film optics is given in Chapter 4 with special focus
on ultrathin films and island films. We will present several examples which demonstrate the
influence of a polarizable substrate and island growth on the optical properties of thin films.
In Chapter 5, a method is proposed which enables one to determine the optical constants of a
thin film, i.e. index of refraction and absorption index, from just one spectral measurement.
The development of such a method is necessary since the measurement technique used only
provides one spectral measurement for each film thickness. We apply this method to
experimentally measured optical spectra of organic thin films in Chapter 6. A detailed
discussion concerning the influence of parameters like film thickness, morphology and nature
of the substrate on the absorption behavior of the organic thin films is given. This work is
concluded in Chapter 7 by a summary of the results.
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2.1 The organic semiconductors PTCDA and HBC
Nowadays, there exists an almost unlimited number of organic compounds which can be
used as building blocks in molecular crystals and thin films. Especially interesting are
perylene derivatives, since they exhibit high spectral selective absorption and semiconducting
properties along with sufficient thermal stabilities, which makes them excellent candidates for
designing molecular electronic devices.
For this work, two organic semiconductors have been chosen: the archetype molecular
semiconductor PTCDA (3,4:9,10-perylene-tetracarboxylic dianhydride) and HBC (peri-
hexabenzocoronene). Both molecules belong to the class of planar molecules and are known
to readily form highly ordered films on a variety of substrates [1]. Their chemical structures
are shown in Fig. 2.1.
Ο
Ο Ο
Ο
Ο Ο
Fig. 2.1: Chemical structure of the investigated molecules PTCDA (left) and HBC (right).
2.2 Properties of an isolated single molecule
The lowest optically excited state of an isolated molecule is basically governed by the
extended conjugated π-electron system and its vibronic coupling to the carbon backbone. The
absorption spectra of PTCDA, dissolved in DMSO (dimethyl-sulfoxide) [2], and HBC,
dissolved in trichlorobenzene [3] are shown in Fig. 2.2.
The two spectra look rather different. For PTCDA, the absorption spectrum is dominated
by the S0-S1 transition and its vibronic replicas. This rather simple structure stems from the
fact that the lowest lying excited state couples only to one effective vibrational mode.
A theoretical model for the coupling of the lowest excited state to one effective vibrational
mode was proposed by Hennessy et al. [4,5]. They found a vibrational spacing of ω=  = 0.18
eV and a coupling constant g = 0.82. Their calculations are based on the Franck-Condon
principle [6], which basically attributes the observed vibronic progression to different
geometries of the molecule in the ground state and excited state. After excitation, the nuclei
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will relax into a geometrical arrangement which will not necessarily be the same as it was in
the ground state. One now assumes that the vibronic part of the wavefunction only depends on
one effective coordinate q, which describes the displacement of the nuclei from their ground
state equilibrium position. If these displacements are small, the approximation of a one-
dimensional harmonic oscillator with potential V(q) becomes appropriate. The excitation from
the ground state into the eigenvalue states of the excited molecule is described by the Franck-
Condon factors Fν, where ν labels the vibronic levels of the harmonic oscillator. These factors
are a measure for the oscillator strength of the corresponding excitations and are responsible
for the observed vibronic structure in the absorption spectrum of an isolated molecule.
However, if there is more than one vibrational mode with significant phonon-exciton
coupling, the picture becomes more complicated. A more detailed description of the Franck-
Condon principle can be found in e.g. [6].
The absorption spectrum of single HBC molecules does not have such a simple structure
like it is the case for PTCDA. Three distinct absorption bands are observed [7], labeled as α-,
p- and β-band. The α-band is a very weak spectral feature and corresponds to the dipole
forbidden 0-0 transition of the lowest state due to the six-fold symmetry of the HBC
molecule. The specific labeling is motivated by empirical findings [8] as well as quantum
mechanical calculations [9] and is characteristic for any polycyclic aromatic hydrocarbon
(PAH) [7]. The observation of the three bands can be explained by looking at the two highest
occupied and lowest unoccupied molecular orbitals of a PAH, schematically drawn in Fig.
2.3. It can be shown [7] that the differences between orbitals 2
MO MO
m mE E +−  and 1 1MO MOm mE E− +−  are
identical. This leads to the energy diagram of Fig. 2.3 (b) in which the two energetically
highest states are degenerate. Configuration interaction now causes the degeneracy to be lifted
and produces two well separated transitions, labeled α and β. Depending on the strength of
the interaction, the α-transition can lie below or above the so called para- or simply p-state.
The β-transition always lies at higher energies as compared to the α- and p-transition and
carries the highest oscillator strength, followed by the p- and α-transition, respectively. It has
also been found empirically [10] that a simple relationship between the energetic positions of
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Fig. 2.2: Absorption spectra of PTCDA dissolved in DMSO [2] (left panel) and HBC dissolved in
trichlorobenzene [3] (right panel). The weak α-transition (enhanced by a factor of 40) is dipole forbidden by
symmetry considerations, but weakly allowed in trichlorobenzene.
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α- and β-band exists: / 1.35E Eβ α ≈ . In practice, this value varies from 1.25 to 1.45; for HBC
it corresponds to 1.27.
Although this simple model can qualitatively account for the observed electronic
transitions, it does not take care of the vibronic modes of the molecule. These have to be
added into the description of the absorption spectrum and lead to additional finestructure, as
can be seen in Fig. 2.2. Especially the vibronic replicas of the symmetry forbidden 0-0
transition of the lowest lying state are weakly dipole allowed [11,12].
To obtain the electronic structure of a single molecule theoretically one has to apply
quantum chemical calculations, which search for electronic molecular wavefunctions for a
certain fixed geometry of the nuclear skeleton. The general outline of this method is to find a
ground state wavefunction by variational principles, where the set of basis functions is a linear
combination of atomic orbitals of the single atoms of the molecule. Simply spoken, one takes
the wavefunctions of the single atomic orbitals, includes Coulomb interaction and overlap
integrals for charge-transfer between any orbitals in the total Hamiltonian and minimizes the
energy of the system. The details are much more complicated (see e.g. [13] and references
therein) and can be solved only numerically by computer programs using methods like PPP
(Pariser-Parr-Pople) or ZINDO (Zerner’s version of  Intermediate Neglect of Differential
Overlap). The result of such calculations is a set of spatial molecular orbitals. The highest
occupied orbital is called HOMO (highest occupied molecular orbital) and the lowest
unoccupied orbital LUMO (lowest unoccupied molecular orbital).
These calculations have been carried out for PTCDA in [2,13]. The situation is remarkably
simple: HOMO and LUMO are not degenerate and well separated from other orbitals.
Therefore, the excitation of an electron from the HOMO to the LUMO can clearly be assigned
to the S0 – S1 transition of the solution spectrum (see Fig. 2.2)1.
Similar calculations have been performed for coronene [14,15,16], a molecule closely
related to HBC, and show a good agreement between theoretically modeled and
experimentally observed absorption spectra, especially concerning the observation of the α-,
p- and β-bands as well as the symmetry forbidden 0-0 transition of the α-band (also present in
coronene).
                                                          
1 This does, however, not mean that the energy of the S0 – S1 transition is equal to the HOMO – LUMO gap in
the ground state. The calculation of the optical transition involves further steps (see [13]).
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Fig. 2.3: Molecular orbitals (a), configuration energies (b) and transition energies (c) for a typical polycyclic
aromatic hydrocarbon. For detailed explanation, see text.
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2.3.1 Frenkel- and Charge Transfer Excitons
After discussing the orbital energies of HOMO and LUMO of a single molecule, one can
now turn to the possible interactions between two molecules in close proximity, also called a
(physical) dimer. In general, four electronic excitations are possible, which are schematically
drawn in Fig. 2.4. The energetic positions of HOMO and LUMO of the molecules A and B
are labeled HA/B and LA/B, respectively.
Two excitations are molecular excitations, that means, an electron is promoted from the
HOMO of molecule A/B to the LUMO of the same molecule. Such an excitation is called a
Frenkel Exciton (FE). It is a small radius exciton, because its generation is localized on one
molecule.
There is another possible mechanism of excitation, where one electron is excited from the
HOMO of molecule A/B to the LUMO of molecule B/A. In this case, the electron is not
localized on a single molecule, but rather delocalized over the complete dimer. This is called a
Charge Transfer Exciton (CTE) and has a larger radius than the Frenkel Exciton.
Thus, in addition to the Frenkel excitation in the single molecule, there may now be a
second kind of excitation involved, the CTE. How does this influence the electronic structure
of the dimer? First of all, several interactions have to be taken into account [17,18]:
i) Frenkel exciton transfer M, i.e., a transfer of the Frenkel exciton from molecule A/B to
molecule B/A,
ii) charge-transfer ε, i.e., the transfer of one electron (ε-) or hole (ε+) from the site of the
molecular excitation to the other molecule, and
iii) coupling to vibronic modes of the molecules.
The physical meaning of the interaction and consequences for the energy levels of the excited
singlets are shown in Fig. 2.5.
We start without any interactions (M = ε- = ε+ = 0), which corresponds to the left part of
the figure. It shows the uncoupled Frenkel and Charge-Transfer states of the dimer. By
turning on the molecular excitation transfer (M ≠ 0) but still omitting the charge-transfer (ε- =
ε+ = 0), the degenerate FE-levels split into a dipole allowed +FE  and a dipole forbidden
−FE  state. The magnitude of the splitting is 2M. As a result, the upper +FE  state becomes
Fig. 2.4: Schematic view of the possible different electronic excitations in a dimer, adapted from [2].
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resonant with the CT-levels. If we now also turn on the charge-transfer (ε- ≠ ε+ ≠ 0), the
+CTE  state and the +FE  state can mix and split into two dipole allowed states S1
u and S2u.
Therefore, including the CT-excitation influences the electronic structure in a way that a
new dipole allowed state S2u is created, which is due to the strong mixing of Charge Transfer
and Frenkel Excitons. It has to be noted, however, that mixing of FE- and CT-states can only
occur if their corresponding energies are rather close to each other so that strong coupling can
take place. If FE- and CT-excitation are energetically well separated, no such mixing should
be observed. The resulting dimer spectrum is than a simple splitting into a dipole-allowed and
dipole-forbidden state, depending on the relative orientation of the two molecular dipoles [6].
2.3.2 The model dimers AA and AB
From the considerations of the previous section the question arises, whether it is always
possible to have CTEs in dimers, i.e., an electronic excitation from one molecule to the other,
or if there is actually a limiting factor for the appearance of charge-transfer states. It has been
shown [2] that there indeed is such a limitation, namely the dependence of the CT states on
the overlap of the wavefunctions, i.e., the geometrical arrangement of the single molecules in
the dimer.
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Fig. 2.5: Quantum chemical dimer model with interaction parameters for PTCDA, adapted from [13]. In b) and
c), dipole allowed states are denoted by solid lines and dipole forbidden states by dotted lines.
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Schmidt [2] investigated the electronic structure of the model dimers AA and AB, which
correspond to the geometrical arrangements in the stacking direction of thin films of PTCDA
and in the (102) plane, respectively, which will be explained in more detail in Section 2.4. For
now, the only important fact is that the intermolecular distance of dimer AA is much smaller
than in dimer AB.
The calculations show that the molecular orbitals of the dimer AA are delocalized over the
two molecules, whereas for the dimer AB they are localized on one single molecule. This is
due to the fact that for larger intermolecular distances like in the dimer AB, the monomer
orbitals of the single molecules do not overlap as strong as in the dimer AA.
The consequences for the electronic transitions are rather drastic: for the dimer AA, where
the overlap of the monomer orbitals is sufficiently strong, two energetically well separated,
dipole allowed states show up, which corresponds to the physical situation described in the
previous section. The picture is completely different for the almost vanishing overlap of the
monomer orbitals in the dimer AB. Since the molecular orbital of the AB dimer is localized
on one molecule, the HOMO and LUMO level of this molecule will slightly shift, so that the
FE states of both molecules are not exactly degenerate anymore, and the CT states lie
energetically well separated from each other and from the FE states. The result is a small
splitting of the FE states but no coupling to the CT states as in the case of the dimer AA. This
effectively yields one pure FE transition for the dimer AB, compared to two mixed FE-CT
transitions for the dimer AA.
It is now clear that the geometrical arrangement of the molecules in a thin film is of crucial
importance for the optical absorption spectrum. Therefore, great care has to be taken to
identify the geometrical structure of the film prior to comparing the experimental data to
theoretical models like the ones described above.
2.4 Properties of the molecular crystal
Highly ordered growth of thin films of PTCDA and HBC molecules can be achieved by
means of organic molecular beam epitaxy (OMBE). For ultrathin layers, the molecular
structure strongly depends on the choice of the substrate [1], but for increasing coverage both
molecular films should relax into their crystal structure. Crystals of PTCDA molecules are
known to form two polymorphs, called α- and β-phase. Since these two phases show strong
similarities, only the structure and unit cell of α-PTCDA is shown in Fig. 2.6 along with the
lattice parameters in Tab. 2.1. The most remarkable fact is that PTCDA builds parallel (102)-
planes with an interplane distance of d(102) = 0.322 nm, which is much shorter than the
intermolecular distance in the (102)-plane. This indicates that the molecular orbital overlap in
stacking direction will be much stronger than in the (102)-plane, resulting into a situation
which correspond to the picture of AA- and AB-dimers of the previous section.
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For HBC only one polymorph is known [1] whose crystal structure does not possess a bulk
crystal plane where the molecules are arranged flat like in the case of PTCDA. The crystal
structure and unit cell of HBC is shown in Fig. 2.7 along with the crystal data in Tab. 2.2. It is
described in literature [19] as a flattened-out herringbone structure in which the main
interaction takes place between parallel translated molecules.
However, the crystal structures of both molecules have one aspect in common: the
intermolecular distance between adjacent molecules in stacking direction is much smaller than
between neighboring molecules in the bc-plane (PTCDA) and ac-plane (HBC), respectively.
It is therefore appropriate to speak of quasi-one-dimensional crystals. For such crystals,
several theoretical models exist which will be briefly reviewed now.
The aim of all these theories is to model the optical properties (i.e. the absorption behavior)
of molecular crystals or films by means of only a few intrinsic parameters. To the best of our
knowledge, basically two models can be found in literature which are able to describe the
optical properties of PTCDA-crystals (as a textbook example for quasi-one-dimensional
crytsals) in two rather different ways.
Hoffmann et al. [13,18,20] consider a one-dimensional, infinite chain of molecules
(motivated by the strong molecular overlap in the stacking direction of the crystal) and
calculate the electronic structure of that chain. They explicitely use FE and CT excitons in a
similar way as described in Section 2.3 and also account for vibronic replicas of FE and CT-
states as well as the dielectric background of the crystal itself. This is probably the most
accurate theory to model the physical situation of molecular crystals within the picture of FE-
and CT-excitations. Applied to the absorption spectra of the molecular crystals of PTCDA
and MePTCDI (N-N'-dimethylperylene-3,4,9,10-dicarboximide), their theory can quite
Fig. 2.6: Arrangement of the molecules in α-PTCDA: bc-plane (top), ab-plane (right), and ac-plane (below),
adapted from [1].
a
c
b
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accurately model the spectral shapes. The major finding is that FE- and CT-states strongly
mix into excitonic bands due to the interaction of the molecules within the chain.
Consequently, the observed optical transitions all carry FE- as well as CT-character exhibiting
different oscillator strengths. However, it has been pointed out by the authors that similarly
good fits of the PTCDA-spectrum can be obtained by completely neglecting CT-states in the
calculations. This is mainly due to the unstructured high energy band of the PTCDA-spectrum
which introduces a high degree of freedom in choosing the appropriate model parameters. The
spectrum of MePTCDI, on the other hand, can only be explained by an inclusion of CT-states.
A different approach is proposed by Vragovic et al. [21] where CT-states are explicitely
excluded. The model takes into account the transfer of the neutral excitation (FE-states
including vibronic replicas) between different molecular sites as well as the full 3d-geometry
of the PTCDA-crystal. Within this theoretical framework, the optical constants of α-PTCDA
[22] can be modeled quite accurately. The resulting parameters are explained in the following
way: the ground state of the single PTCDA molecule is red-shifted due to the crystal
environment. Vragovic et al. assign this state to the lowest lying peak in the experimental
data. The broad absorption band at higher energies is exclusively modeled by vibronic
replicas of the ground state with different Franck-Condon factors, depending on the specific
crystal structure.
Obviously, both theories are able to describe the observed optical spectra of PTCDA
crystals resonably well in two independent and rather different ways. It may be that both
models agree very well for PTCDA-crystals due to the broad and unstructured absorption
Fig. 2.7: Arrangement of the molecules in the HBC bulk crystal: ac-plane (top), bc-plane (right) and ab-plane
(below), adapted from [1].
c
a
b
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band at higher energies, introducing higher degrees of freedom concerning the specific choice
of model parameters. While Hoffmann et al. [20] explicitely discuss this behavior and give an
example of an organic crystal (MePTCDI) where CT-states have to be included in the
theoretical description, no literature can be found modeling the experimental absorption
spectra of MePTCDI within the Vragovic framework [21]. Thus, the question still remains
open whether CT-states have to be included in theories to model the absorption behavior of
quasi-1d-crystals of organic molecules. A first hint towards the solution of that problem was
recently given by Guo [23]. His results on the electroabsorption of thin films of PTCDA
indicate that the lowest excitonic state is neither a pure Frenkel- nor Charge Transfer state, but
rather a mixture of both. In this respect, the theory of Hoffmann et al. [20] seems to be the
more accurate candidate to describe the optical properties of quasi-1d-crystals of organic
molecules.
α-phase β-phase
a / Å 3.74 3.78(01)
b / Å 11.96 19.30(03)
c / Å 17.34 10.77(02)
β / 0 98.8 83.6(1)
space group P21/c P21/c
volume / Å3 766.5 780.8
]010[ -direction / Å
(a* of (102)-plane)
11.96 19.30
]012[ -direction / Å
(b* of (102)-plane)
19.91 12.45
area of unit mesh in (102)-plane / Å2 238.12 240.3
d(102) / Å 3.22 3.25
angle between a-axis and (102)-plane / 0 30.6 30.7
Tab 2.1: Lattice parameters for the PTCDA α- and β-polymorph, adapted from [1].
a / Å b / Å c / Å α / 0 β / 0 γ / 0 Ζ symmetry
group
18.431(3) 5.119(1) 12.929(2) 90 112.57(1) 90 2 P21/a
Tab 2.2: Crystal data of HBC, adapted from [1].
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2.5 Physical mechanisms altering the electronic structure of
molecular crystals
2.5.1 Effects of finite chain length
Speaking in the picture of the quasi-one-dimensional linear chain [13,18,20], one could
assume that decreasing the number of molecules in the linear chain should have an impact on
the electronic structure of the system,  due to the confinement of the exciton to a rather small
number of molecules. For quasi-1d-crystals like PTCDA and HBC, this simply corresponds to
a decrease of the film thickness. Thus, the infinite chain is being reduced to a finite chain,
giving rise to several modifications of the electronic structure of the crystal [24].
For an infinite chain, we have excitonic bands which have a non-constant dispersion
relation [13,18]. With a reduction of the chain length, discrete levels emerge which are evenly
distributed along this dispersion relation. That means that the first accessible state close to the
wavevector k = 0 (which we probe with our optical setup) moves away from k = 0 into the
dispersion band towards lower energies. This peak shift should be on the order of half the
bandwidth, depending on the dispersion relation of the band considered. Additionally, the
projection of this state onto k = 0 results in a decrease of the oscillator strength with
decreasing film thickness. The time an exciton remains in a given state with wavevector k is
defined as the coherence time τ(k), and the distance it travels during that time is called
coherence length l(k). For the case where l(k) is much larger than the intermolecular distance
d, the exciton can travel coherently over several lattice sites of the molecular crystal until
collisions with lattice impurities or phonons occur.
The effects of the finite chain length start to play a role for chain lengths on the order of
the exciton radius (i.e. the coherence length). When the chain length is much larger than this
radius, its decrease should not influence the electronic structure of the crystal since the
exciton can still travel coherently the same distance as in the infinite chain.
Another consequence of the finite chain can be the appearance of a surface state below a
chain length of five molecules [24]. Such a surface state only shows up when strong mixing of
FE- and CT-states is introduced for the finite chain. Its transition lies energetically between
the FE- and CT- band and exhibits only a marginal blueshift with decreasing chain length.
Interestingly, its intensity is predicted to be larger than the intensity of the bulk transitions for
such small chain lengths. However, experimental observations of this surface state have not
been reported so far.
2.5.2 On-site effects
The models above can, however, not explicitly account for energy shifts due to on-site
effects. These shifts are based on the absence of neighbours for molecules of the outermost
layer of the film [25]. They do not ‘see’ the same dielectric surrounding like molecules within
the bulk, and their electronic transition is blueshifted with respect to the bulk transition.
Hence, their energetic position lies between the bulk value and the isolated molecule value.
The difference between the latter two values are also called the gas-to-crystal shift. This shift
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should, however, be experimentally observable only for very thin films like the ones
considered in this thesis, where the surface-to-bulk ratio is sufficiently large.
2.5.3 Substrate induced effects
A last issue which must be addressed is whether the interaction of the organic films with
the substrate can cause modifications of the electronic structure of the film. One can safely
assume that for inert substrates which are transparent in the region of absorption of the
organic films, no significant change of the electronic structure should be observed.  However,
for metals or semiconducting substrates which can have several electronic transitions lying
energetically close to the transitions of the organic films, one could expect to see an impact on
the electronic structure of the film due to the creation of hybrid states, the modification of
vibrational modes, or charging of the molecular film.
Besides the electronic interactions between substrate and organic film there may also be a
substrate induced growth mode of the organic film. Atomically flat and smooth substrate
surfaces should promote a rather highly ordered growth of the organic molecules, while rough
surfaces tend to produce disordered films. However, even if two atomically flat substrate
surfaces are present, resulting into the growth of highly ordered films, this situation must not
neccessarily lead to two identical film morphologies on both substrates. Different substrate
lattice constants may force the molecules to arrange differently during growth, resulting into
different lattice constants of the organic film, at least for the first few layers. Based on the
theories reviewed above, these substrate induced growth modes should lead to significantly
altered optical spectra, since the molecular overlap is different for different geometries.
Additionally, a larger mismatch between lattice constants of the substrate and the organic film
or an enhanced substrate surface roughness may cause the occurence of island growth, leading
to different optical spectra of the organic films as well.
2.6 Previous experimental studies and their findings
2.6.1 PTCDA
PTCDA is probably the most intensively studied organic semiconductor, concerning the
structural as well as the optical properties of films and crystals. Besides its potential
application as transport layer due to its high charge carrier mobility, it mainly serves as a
textbook example of a quasi-one-dimensional organic semiconductor to check the predictions
of exciton theories. Special emphasize is drawn to the questions whether exciton confinement
exists and if so, how it can be explained.
There are many reports in literature, where peakshifts of the prominent optical transitions
of the investigated system with varying layer thickness are observed. However, it remains
unclear whether this can be attributed to exciton confinement or if there are other mechanisms
involved. Most authors [25,26,27,28,29,30] observe a blueshift of the lowest energy exciton
with decreasing film thickness, ranging in between 20 meV [26] and 150 meV [28], which is
attributed to on-site effects [25], exciton confinement [26,27], dipole-dipole coupling [28] or
microscopic polarizability [29] (islands of organic molecules with different shape factor, cp.
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Chapter 4.3). More recently, helium nanodroplet isolation spectroscopy has been performed
[31,32] to study the spectral dependence of the laser induced fluorescence (LIF) of complexes
of PTCDA molecules on the number of molecules. For single molecules, the well-known
monomer spectrum is observed shifted to higher energies (as compared to solvent spectra) due
to the absence of the solvent. In the case of PTCDA oligomers, spectra are measured which
are very different from the spectra of molecular films of PTCDA. They consist of two strong
peaks, separated by 0.17 eV, which is exactly the value of the vibronic mode of PTCDA. A
simple shift of the spectra to lower energies due to the different environment (as compared to
the molecular films) does not lead to a spectrum comparable to the spectra of a molecular
film. However, no specific conclusion on the origin of this spectral difference is drawn.
Additionally, it is found that the strongest absorption peak shifts continuously towards lower
energies with increasing number of molecules.
Recently, we have measured the absorption behavior of ultrathin PTCDA films, grown by
organic molecular beam deposition, on two different substrates, single crystalline Au(111)
and transparent mica [33,34]. We use Differential Reflectance Spectroscopy (DRS) to obtain
the optical properties of PTCDA films for different film thicknesses. A strong spectral
dependence of the absorption of the films on the layer thickness is found for both substrates.
In particular, a clear monomer-dimer-oligomer-transition is observed for PTCDA on mica,
indicating a layer-by-layer growth [34]. This transition is accompanied with strong spectral
changes up to a thickness of about 4 monolayers (ML), from which on the optical spectra
saturate in the well-known spectra of thick polycrystalline films of PTCDA [22]. To the best
of our knowledge, this is the first directly observed monomer-dimer transition in solid state
and beautifully demonstrates the influence of the film thickness on the optical properties of
quasi-1d organic crystals as expected from exciton theories.
There exists evidence in literature that the optical properties of organic crystals not only
depend on the film thickness, but also on the physical structure of the crystal (or thin film)
itself. Leonhardt et al. [30] showed that the two polymorphs of PTCDA have a slightly
different absorption behavior. They demonstrated that the co-existence of α- and β-phase in
PTCDA films can lead to an apparent shift of the energetically lowest lying peak. Another
contribution [35] measured fluorescence spectra of highly ordered (by means of OMBE
preparation) and polycrystalline thin films of PTCDA on gold, which show a strong blueshift
of the excimer peak2 in the OMBE-films compared to the polycrystalline samples.
Furthermore, the appearance of a new feature at even higher energies is described, which only
shows up in the OMBE-films. Thus, different physical structures can lead to different optical
properties.
Many experiments, some of them accompanied with detailed calculations, have also shown
that the presence of a metal substrate can strongly influence the optical properties of thin films
of organic molecules, especially for mono- and submonolayer coverage. Several contributions
[36,37,38] deal with the case of PTCDA on Ag(111) and show drastic spectral changes for
mono- and submonolayer coverages. These changes are attributed to the chemisorptive
bonding to the substrate. Additionally, a coupling between the molecular vibrations of the
                                                          
2 An excimer is a dimer which only exists in the excited state. The ground state of the pair of molecules is
dissociative and does not form physical dimers even if the molecules are free to move.
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adsorbate and the electronic transitions is suggested, mediated by the creation of hybrid
orbitals made up of the molecular orbitals of PTCDA and the wavefunctions of the substrate.
Our differential reflectance measurements of mono- and submonolayer coverage of
PTCDA films on Au(111) [33,39] have already shown that the monomer spectrum of PTCDA
is significantly altered, mainly due to broadening as well as screening effects. However, the
direct interpretation of the DRS of PTCDA on Au(111) in terms of the absorption of PTCDA
is not possible due to the optical nature of the gold substrate. This issue will be clarified in
this thesis, and detailed absorption spectra of mono- and submonolayers of PTCDA on
Au(111) will be given.
Summarizing the literature referenced above, a great deal of work has already been done
on the optical properties of PTCDA. The influence of several factors on the absorption spectra
of PTCDA films have been demonstrated, among them parameters like film thickness,
physical structure (morphology), and nature of the substrate. However, almost none of these
publications have dealt with the optical properties of PTCDA films in terms of their complex
optical constant or complex dielectric constant. These are the quantities on which the optical
properties have to be discussed, not the experimental spectra like transmission or DRS itself.
The direct interpretation of the experimental spectra can introduce significant errors
concerning the spectral shape of the "real" absorption behavior as we will see in a later
context. Therefore, a significant part of this thesis is intented to bridge the gap between
experimental spectra and optical constants of the material under investigation. Consequently,
we will discuss all physical aspects of our molecular films, i.e. dependence on film thickness,
morphology and nature of the substrate, using the corresponding optical constants only.
2.6.2 HBC
HBC is a promising candidate for transport layers in organic light emitting devices, organic
solar cells or organic field effect transistors due to its efficient charge transport properties
induced by the high charge carrier mobilities [40,41 and references therein]. Another
advantage is the possibility to easily attach side chains to the HBC-skeleton or to modify the
central aromatic core, thereby tailoring the optical properties of the molecule [41]. Such an
addition of side chains mainly shifts the optical absorption of the HBC-core to lower energies
and introduces some broadening [41]. However, the main spectral features are still due to the
HBC core itself. Also, the chemical stability of these molecules even at high temperatures
makes them prefered substances for electronic molecular devices.
Despite all these facts, not much literature has been published on the optical properties of
HBC-films depending on parameters like film thickness, nature of the substrate, and film
structure. Since HBC also belongs to the class of quasi-one-dimensional organic
semiconductors, substantial influence of the above mentioned parameters on the optical
properties are to be expected.
It has been shown [1,42,43,44] that ultrathin layers of HBC on various substrates posses a
structure different from the corresponding crystal structure. This could lead to different
optical properties of these ultrathin films as compared to a thick (crystal-like) film. Such
measurements, i.e., optical spectra of HBC films on different substrates and for different film
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thicknesses, have not been reported to the best of our knowledge and will be investigated in
this thesis. However, there exist some indications in literature [45,46] that the optical spectra
of aggregates of HBC molecules strongly depend on the number of molecules. Fleming et al.
[45] report luminescence-excitation measurements of HBC-solutions with varying HBC
concentration. They show a clear change of the optical properties with increasing
concentration and attribute these effects to the formation of aggregates of HBC molecules.
They also observe a normally dipole-forbidden state at higher energies for medium and high
concentrations. A recent publication by Hill et al. [46] also demonstrates that additional
absorption bands at lower energies show up if amphilic HBC is self-assembled into
nanotubes. They attribute these bands to π-stacked oligomers of their amphilic HBC
molecules. Additional transitions at even lower energies appear if the amphilic HBC is one-
electron oxidized, indicating the existence of a radical cation. These observations further
motivate the optical investigation of ultrathin films of HBC on different substrates.
Another special property of the HBC molecule is the six-fold symmetry. Due to this
symmetry, the 0-0 transition is strictly dipole forbidden and only its vibronic replicas are
visible as a very weak absorption band at lower energies [11,12]. Hendel et al. [3] showed that
a breaking of this symmetry by addition of two side chains significantly enhances the
absorption behavior of the symmetry forbidden band. Such a symmetry breaking could also
play a role for ultrathin films of HBC on HOPG as a substrate. Schmitz-Hübsch et al. [42,44]
show that the molecules in the first layer of HBC on HOPG do not lie exactly parallel to the
substrate but show a slight tilt. This tilt breaks the six-fold symmetry and is visible in the
intramolecular contrast of the STM pictures as different intensity of the π-electron ring of the
HBC molecules. This effect should be kept in mind for the optical studies of ultrathin films of
HBC on HOPG presented in this thesis.
Summarizing the literature referenced above, considerable interest exist in the application
of HBC as a transport layer in molecular electronic devices. Many experimental findings have
been reported concerning the structural properties of molecular films made of HBC molecules
having additional side chains attached to the core [40,41,45,46,47,48,49]. A few of them deal
with the corresponding optical properties [41,45] of the films. However, a detailed and
systematic study of the optical properties of films of pure HBC molecules, which carry the
major spectral features, remains to be given. A substantial part of this thesis is intended to
clarify this issue with particular focus on the optical properties of HBC films depending on
film thickness, choice of substrate and symmetry breaking.
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3.1 Differential Reflectance Spectroscopy
The purpose of this work is to investigate the optical properties of molecular films with
varying film thickness, ranging from submonolayers up to several nanometers, on a variety of
different substrates, transparent as well as opaque ones. Thus, one has to make sure that the
optical characterization technique to be used is capable of i) providing a signal for transparent
and opaque subtrates and ii) resolving the optical signal of films as thin as a few Angstrom
nominal film thickness. It has been shown [33,39,50,51] that both requirements are fulfilled
by the technique of Differenial Reflectance Spectroscopy (DRS), which will be shortly
outlined in the following.
For DRS measurements, only the reflectivity of a sample is used. This ensures the
applicability of the technique even to opaque samples. However, instead of recording the
absolute value of the reflection, one measures the ratio of the reflection of the adsorbate
covered substrate, R, and the reflection of the bare substrate, R0, using the following formula
0
0
0 R
RR
R
R −= . (3.1)
The calculation of this differential signal fulfills the second requirement that even ultrathin
films can be spectrally resolved. This has already been shown experimentally in [33,34].
However, there is one drawback of this method: the interpretation of the resulting
differential spectrum in terms of the optical absorption of the film under investigation is not
straightforward. As we will see in Chapter 4.1, the DRS signal contains both, index of
refraction and absorption index of the film. This does not allow a direct interpretation of the
DRS itself. Thus, a method has to be found which calculates the optical constants of the film
from the DRS measurements, proposed in Chapter 5.
3.2 Experimental Setup
A schematic sketch of the optical setup [50,51] is shown in Fig. 3.1. This setup was already
present and fully functional at the time of this thesis. Therefore, the technical details will be
given here only very briefly, a more detailed description is reported by Proehl et al. [50,51].
For illumination, a halogen or xenon lamp is used (depending of the spectral region of
interest) whose beam is focused on the sample using an angle of incidence of 20°. The spot
area can be adjusted outside the UHV-chamber by means of a shutter and is usually on the
order of 1 mm2. The reflected beam is collected by a lense system and focused onto the
entrance slit of a spectrometer, whose optical grid generates a spectrum which is projected
onto a CCD camera. To ensure a better signal-to-noise ratio, the CCD camera is read out
permanently for about 30-40 s, corresponding to an average of 1000-1500 single spectra.
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The most important fact is that the sample is investigated in situ. This enables one to
record optical spectra during deposition, i.e. in real-time. The result is a whole series of
spectra (instead of just a single one), nicely reflecting the optical properties of the molecular
film during the growth.
3.3 Drift Correction
The evaporation time to grow a rather thick film (on the order of 4 nm thickness) of
organic molecules by means of OMBD is in between 30 and 60 minutes. During that time, a
drift behavior of the sample holder and the mechanical components containing the optics is
unavoidable in most cases. This is due to the heat flux coming from the Knudsen cell which
causes the sample holder to heat up, resulting into expansion or contraction of the sample
holder. This in turn influences the pathway of the optical beam and causes the signal on the
CCD camera to be altered, yielding slightly distorted optical spectra. Thus, before calculating
the optical constants from the recorded DRS measurements, one has to correct the spectra to
eliminate the drift.
Unfortunately, the drift behavior is not accesible during the measurements and can
therefore not be directly corrected for. However, one can measure the drift before and after
deposition, which, for the ideal case of no drift, should correspond to zero. To account for the
drift during the actual measurement, one now interpolates between the drift before deposition
and after deposition and substracts the obtained values from the measured spectra. The
corresponding mathematical procedure will be shortly outlined in the following.
It was found empirically that the drift changes linearly with time. The spectral shape of the
drift can in most cases be sufficiently well modeled by a parabolic form
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Fig. 3.1: Schematic sketch of the optical setup to investigate the optical properties of a molecular film during
evaporation.
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2
0 1 2( ) ( ) ( ) ( )D E C t C t E C t E= + ⋅ + ⋅ (3.2)
whereas the time dependence of the coefficients is linear
( )j j jC t n m t= + ⋅  ,  j = 0,1,2. (3.3)
For illustration purposes, a specific example is shown in Fig. 3.2. There, the drift behavior
of a single Au(111)-crystal was measured before deposition in time intervals of one minute.
Every DRS of that series is now fitted by the polynomial form of Eq. (3.2), and the resulting
coefficients Cj are plotted over time t in the left panel of Fig. 3.3. Clearly, a linear relationship
is obtained and thus, the coefficients nj and mj can be fitted by a straight line. Apparently, the
drift behavior after deposition is different as can be seen from the right panel of Fig. 3.3
where a drift series of the very same crystal after deposition has been fitted by means of Eq.
(3.2). This makes the application of our interpolation procedure feasible.
At any given time ti during deposition, the drift signal can be written as
1( , ) ( , ) ( , )i iD E t D E t D E t+ = + ∆  (3.4)
which is very similar to an expansion of the drift 1( , )iD E t +  into a Taylor series up to first
order. The meaning of the parameter t  has yet to be clarified. The incremental drift
( , )D E t∆  in terms of the coefficients Cj is simply
2
0
( , ) ( ) jj
j
D E t C t E
=
∆ = ∆ ⋅∑  (3.5)
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Fig. 3.2: DRS signal of a Au(111)-crystal before deposition (time interval between two consecutive curves 1
min). The red lines correspond to a parabolic fit using Eq. (3.2).
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with
1( ) ( ) ( )j j i j iC t C t C t+∆ = − . (3.6)
If we combine Eq. (3.3) with Eq. (3.6) we get
1 1( ) ( ) ( ) ( )j j i i j i i jC t m t t m t t m t t+ +∆ = ⋅ − ⋅ = ⋅∆  (3.7)
where ( )jm t corresponds to the average value of mj in the interval [ti, ti+1]. It follows
immediatly that the coefficients nj from Eq. (3.3) do not play a role concerning the value of
the incremental gain of the drift, ( , )D E t∆  . However, for time t = 0 they do. In this case, the
value of the drift is exclusively determined by the coefficients nj. Normally, their values
should be set to zero since the value of the drift at a time t = 0 is per definition zero. However,
in most cases, the fit of the drift behavior gives non-zero values for the coefficients nj. On one
hand this is certainly dependent on the quality of the parabolic fit, on the other hand it might
also be experimentally induced (e.g. by sudden jumps in the DRS). Therefore, it depends on
the special experimental situation whether or not the nj are set to zero for the correction
procedure.
The time dependence of the parameters ( )jm t is not known during the deposition but
should lie in between the values of ( 0)jm t =  and ( )j depm t t= , where tdep is the deposition
time. We simply assume a linear relationship between these limiting values, described by
0, 1,( )j j jm t a a t= + ⋅  (3.8)
with
0, ,j j va m=  , , ,1, j n j vj
dep
m m
a t
t
−= ⋅  . (3.9)
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Fig. 3.3: Time dependence of the parameter Cj of the parabolic fit and corresponding linear fit (thin red lines). (a)
before deposition, (b) after deposition. Black curves: j = 0, red curves: j = 1, green curves: j = 2.
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The value of t remains to be discussed. It can have any value in between ti, ti+1, or one
could chose ti+∆t/2. The latter choice is certainly to be prefered since it most likely
corresponds to the average value of ( )jm t . In practice, however, the differences are on a
rather small scale, especially if ∆t is sufficiently small.
The final form for the incremental gain of the drift, ( , )D E t∆  , reads
{ }2 2 0, 1,
0 0
( , ) ( ) j jj j j
j j
D E t m t t E a a t t E
= =
∆ = ⋅ ∆ ⋅ = + ⋅ ⋅ ∆ ⋅∑ ∑   . (3.10)
Combined with Eq. (3.4) this yields the spectral drift for any time ti. In this respect, every
spectrum of a complete series of DRS spectra can be corrected in the described way to give
the "true" DRS.
Some words have to added about the practical application. The proposed drift correction
explicitely assumes a linear drift behavior. This has been found to be true for all series
recorded so far. In addition, a linear interpolation between the values of ( 0)jm t =  and
( )j depm t t=  is assumed which must not be the case in reality. Also, sometimes sudden jumps
between two consecutive DRS spectra can occur. Such a situation can, of course, not be
accounted for by the procedure described above. In this case, the spectra have to be corrected
for drift by hand in an appropriate fashion or must not be used. Throughout this thesis, we
only use DRS series which do not show such sudden jumps.
An example for the successful application of the correction procedure is shown in Fig. 3.4.
We use a series of PTCDA on Au(111) as a typical example, since it follows from the optical
constants of gold that for this system all spectra have to lie above zero (cp. Chapter 4).
Clearly, the uncorrected spectra (left panel of Fig. 3.4) are physically incorrect, since they
have values below zero. Applying our driftcorrection yields spectra above zero, indicating a
valid drift correction.
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Fig. 3.4: Uncorrected DRS series (left panel) und driftcorrected DRS series (right panel) of PTCDA on Au(111)
based on the parameters of Fig. 3.3.
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4 Thin Film Optics
4.1 General Thin Film Optics
4.1.1 The optical constants
It is well known that every material shows a unique optical response upon illumination
with light (or in general with electromagnetic radiation). Some do heavily absorb light, like
metals in the visible spectral region for even very thin films, other only slightly disturb the
propagation of light in a way that it is barely visible by the human eye, like e.g. ordinary
window glass. Clearly, there must be a physical quantity, describing the properties of the
specific material, which is responsible for the observed optical behavior. Such a material's
constant can be defined based on Maxwell's equations
div 0=D div 0=H (4.1)
1curl
c
∂= − ∂
BE
t
1curl
c
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DH
t
(4.2)
where D is the electric flux density or displacement due to the electric field E and B the
magnetic flux density resulting from the magnetic field H. These four equations are valid for
arbitrary time dependencies of the electromagnetic field. We will restrict our considerations to
homogeneous plane electromagnetic waves, described by
( ) ( )0, expt i tω= −  E r E rκ (4.3)
with complex wavevector κ and frequency ω at a specific coordinate r. In linear optics, the
strength of the electric field is rather low and consequently, D and E can be related to each
other by a simple linear relationship
( ) ( ) ( ){ }ˆ ˆ ˆRe Imiε ω ε ω ε ω= − ⋅      D E = E (4.4)
where ( )εˆ ω  is called the (frequency-dependent) complex dielectric constant. This is the
quantity describing the response of a medium to an incident electromagnetic field. The real
part of ( )εˆ ω  is responsible for the velocity of the propagating wave, whereas the imaginary
part causes energy dissipation by means of radiation or heat dissipation. If we consider our
material to consist of resting atomic centers with elastically bound electrons having
eigenfrequencies ωi, the frequency dependence of the complex dielectric constant becomes
immediatly clear. Far above the resonance frequencies of the electrons, the imaginary part of
( )εˆ ω  is close to zero since the electrons can not follow the time dependence of the
electromagnetic field. This situation is also refered to as "coherent scattering" due to the fact
that the phase of the wave is not altered. However, for frequencies close to resonance, the
electrons strongly couple to the incident electromagnetic field and radiate back with waves of
26 4.1 General Thin Film Optics
different phase. This is the case of "incoherent scattering", characterized by a large value of
the imaginary part of ( )εˆ ω .
The two terms of Eq. (4.2) can be combined to give
2
2
ˆ ˆ 0
c
ωεµ∆E + E = (4.5)
where µˆ  is the permeability of the medium3, which corresponds to the general equation for
damped waves. For a monochromatic wave with specific propagation direction, the
wavevector κ reduces to a complex wavenumber κˆ , and Maxwell's equations (4.2) can be
written as
ˆ ˆˆ ˆH c Eωµ κ= ˆ ˆˆ ˆE c Hωε κ= - (4.6)
from which
( )ˆˆ ˆ ˆn ik n
c c c
ω ω ωκ εµ= = − =  (4.7)
follows. Thus, the wavevector κˆ  can be expressed in terms of the index of refraction n and
the absorption index k which are both frequency dependent. For a permeability of ˆ 1µ = , the
relationship between the complex dielectric constant ( )εˆ ω  and the complex index of
refraction ( )nˆ ω  is then given by
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
2
2 2 2 2
ˆ ˆ
ˆ ˆ ˆRe Re Im
ˆ ˆ ˆIm 2 Re Im 2
n
n n n k
n n nk
ε ω ω
ε
ε
=
= − = −
= ⋅ ⋅ =
. (4.8)
We clearly have to state the difference between ( )εˆ ω  and ( )nˆ ω : while it seems that both
quantities can be used to describe the optical behavior of materials, standard textbooks [52]
suggest that ( )εˆ ω  is the more appropriate function on which the absorption behavior of the
material has to be discussed. This follows from the fact that the differential equation for the
driven harmonic oscillator (corresponding to the response of an electron in an electromagnetic
field) yields a solution in ( )εˆ ω  and not in ( )nˆ ω  [52]. For very weak and broad absorption
peaks, both quantities, ( )ˆIm ε  and ( )ˆIm n , can be directly related to the absorption of light
since ( )ˆRe n  is in first approximation constant. However, for rather strong and narrow
absorption bands, this approximation does not hold any longer and consequently, ( )ˆIm ε  and
( )ˆIm n  differ quite significantly. In such cases, the complex optical constant ( )nˆ ω  is rather a
convinient quantity to calculate optical properties like transmission or reflection as will be
shown in the next section. The real physical interpretation, however, has to be carried out
using the complex dielectric constant motivated by the solution of the driven harmonic
                                                          
3 Like for the case of the linear relationship between D and E, similar arguments hold for B and H, connected by
the factor µˆ .
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oscillator. Since we deal with organic semiconductors in this work, exhibiting very strong and
rather narrow absorption bands, the corresponding absorption behavior will be discussed
throughout this thesis using ( )εˆ ω .
4.1.2 Kramers-Kronig Transformation
It can be shown mathematically [52,53,54] that the components of any complex quantity
describing the response of one-dimensional linear systems are not independent of each other,
but related by a Kramers-Kronig transformation. The derivation of this transformation is
rather cumbersome and shall not be given here. The basic principle of the KKT follows from
the fact that the elementary particles of a given material can not follow the time dependence
of the electric field instantaneously, but exhibit a certain retardation time. Thus, the optical
response of that material at a given time τ also depends on the history, i.e., on times smaller
than τ. This is also refered to as the causality principle which causes the electric flux density
D and the electric field E to be connected to each other by a linear integral operator,
containing the history of the material. This operator signs responsible for the KKTs between
the two components of a complex quantity, describing the response of a linear system upon
excitation. The more interested reader is referred to [52,53] where the KKT is discussed in
great detail.
Since the index of refraction n and the absorption index k are the real and imaginary part of
the complex optical constant of a film, respectively, the following transformation can be
applied:
2 2
0
2 ( )( ) ( )i
i
Ek En E n P dE
E Eπ
∞
= ∞ +  −∫ (4.9)
where P denotes the Cauchy principal value of the integral. The quantity ( )n ∞  is defined as
the offset of the KK-generated n-spectrum if, and only if, the complete energy range from
zero to infinity is used for the evaluation of the integral. Strictly spoken, the specific value of
( )n ∞  should be set to ( ) 1n ∞ =  since at high energies (corresponding to high frequencies) the
electrons of any material can not follow the time-dependence of the electric field anymore.
However, in experiments only a limited interval of the absorption spectrum is accessible,
characterized by the lower and upper bounds EL and EU, respectively. Here we shall discuss
the implications of this restriction: Let us assume one is interested in the optical constants
belonging to one or more resonances confined in the spectral region [EL, EU]. In the absence
of this feature(s), the Kramers-Kronig integral Eq. (4.9) can be written as
2 2
0
2 2 2 2 2 2
0
( )2( ) ( )
( ) ( ) ( )2 2 2( )
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L U
bg
bg i
i
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bg bg bg
i i iE E
Ek E
n E n P dE
E E
Ek E Ek E Ek E
n P dE P dE P dE
E E E E E E
π
π π π
∞
∞
= ∞ +  −
= ∞ +  +  +  − − −
∫
∫ ∫ ∫
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where the region [EL, EU] contains the unaccounted resonance feature and EL ≤ Ei ≤ EU. Thus
we define a background index of refraction, nbg(E) where we assume that kbg(E) exhibits no
resonant features in the spectral region [EL, EU] [55]. If we now superimpose the resonance
feature in the spectral region [EL, EU], being characterized by kres(E) and being completely
contained in the interval [EL, EU], we get
( )
2 2 2 2
0
2 2 2 2 2 2
0
( ) ( )2 2( ) ( ) ( )
( ) ( )( ) ( )2 2 2( )
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L U
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i iE
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Ek E Ek En E n P dE n E P dE
E E E E
E k E k EEk E Ek E
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E E E E E E
π π
π π π
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∞
= ∞ +  = +  − −
+= ∞ +  +  +− − −
∫ ∫
∫ ∫ ∫
.(4.11)
Rearrangement of Eq. (4.11) leads to
( )
2 2
( ) ( )2( ) ( )
U
L
E
bg res
total i offset i
iE
E k E k E
n E n E P dE
E Eπ
+= +  −∫ (4.12)
with
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( ) ( )2 2( ) ( )
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E
bg bg
offset i
i iE
Ek E Ek E
n E n P dE P dE
E E E Eπ π
∞
= ∞ +  +  − −∫ ∫ (4.13)
Because the spectral characteristics of ( )offsetn E  can not be deduced from a measurement in
a limited spectral region, we approximately set ( ) :offset offsetn E const n= =  for EL ≤ Ei ≤ EU and
treat it as fit parameter in our algorithm outlined in Section 5.3. Since the new quantity noffset
(which depends on EL and EU) contains the contributions of additional transitions lying
outside the measured range, its value must not be smaller than one: 1offsetn ≥ .
The error caused by the neglect of the spectral dependence of  ( )offsetn E  can be estimated:
Naturally, one is interested in the optical characteristics of the lowest lying electronic states of
organic semiconductors. If we omit the IR absorption bands, caused by molecular vibrations
and being usually far from the spectral range where the lowest lying electronic excitation is
situated, it is sufficient to consider additional higher lying states. Since the spectral shape of
( )offsetn E  in the energy range of interest, [EL, EU], is mainly determined by the energetically
higher transition which is closest in energy to EU, we consider only one additional background
state at E0, E0 ≥ EU. In order to derive an analytical expression for the error estimate, we
assume a Lorentzian line shape for this transition
 ( ) ( ) ( )2 22 20LOM
F Ek E
E E E
⋅ ⋅Γ=
− + ⋅Γ
 ( ) ( )( ) ( )
2 2
0
2 22 2
0
( )LOM
F E E
n E n
E E E
⋅ −= ∞ +
− + ⋅Γ
(4.14)
where F is related to the amplitude, Γ is the damping term, and E0 the energetic position of
the transition. Thus, Eq. (4.13) modifies to
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( ) ( )( ) ( )
2 2
0
2 22 2
0
( )offset i C LOM C
F E E
n E n n E n
E E E
⋅ −= + = +
− + ⋅Γ
(4.15)
with nC being a constant offset to account approximately for the effect of other energetically
higher transitions and EL ≤ Ei ≤ EU. Since E0 ≥ EU, this function is monotonous in the interval
[EL, EU]. Then, the difference ( , )offset L Un E E∆  can be calculated, and the error nδ  in ( )n E
caused by the neglect of the spectral dependence of ( )offsetn E  can be estimated as
0.5 ( , ) 0.5 ( ) ( )offset L U offset L offset Un n E E n E n Eδ = ⋅ ∆ = ⋅ −  . (4.16)
Note that this error is largest at the borders of the measured interval and is exactly zero for
one specific energy within the interval [EL, EU]. In case of the organic semiconductor PTCDA
which will be discussed in Chapter 6, the next-higher transition is the S0 → S2 excitation at E0
= 3.33 eV. With the parameters EL = 1.8 eV, EU = 3.1 eV, Γ = 0.2 eV, F = 0.08 eV2 one
obtains 0.02δ =n  which is sufficiently small.
In summary, the index of refraction ( )in E  can be calculated from the absorption index
( )ik E  in the limited measurement interval [EL, EU] from Eq. (4.17), using a constant offset:
2 2
2 ( )( ) ,
U
L
E
i offset L i U
iE
Ek En E n P dE E E E
E Eπ= + ≤ ≤−∫  . (4.17)
4.1.3 The Fresnel coefficients
In most cases, the values of the complex dielectric constant are not directly accessible by
experiments but have to be deduced from observables like transmission or reflection of the
material under investigation. Thus, the observables must somehow be described by the
complex optical or dielectric constant of the material. To derive the relationship between
observables and optical (or dielectric) constants, we consider a situation depicted in Fig. 4.1.
At the boundary of two media, an electromagnetic wave with amplitudes of the electric
field E1 and magnetic field H1 is incident in medium 1 at an angle ϕ1 and is partially reflected
at the same angle. At the same time, part of the wave is refracted into medium 2 at an angle
ϕ2. Based on Maxwell's equations (4.1) and (4.2), it can be shown [52] that the tangential
components of E and H must be continuous across the boundary as well as the normal
components of D and B. For an E-vector parallel to the y-axis (s-polarized case) the y-
component of the E-field as well as the x-component of the H-field must balance on both
sides and we get
1, 1, 2,
'ˆ ˆ ˆ
y y yE E E+ = 1, 1, 2,'ˆ ˆ ˆx x xH H H− = . (4.18)
For a monochromatic wave, Eq. (4.5) yields the dependence of Hx on the electric field Ey
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ˆ ˆˆx z y
cH Eκω= − (4.19)
which gives the final form of Eqs. (4.18)
1, 1, 2,
'ˆ ˆ ˆ
y y yE E E+ = ( )1, 1, 1, 2, 2,'ˆ ˆ ˆˆ ˆz y y z yE E Eκ κ− = . (4.20)
Since the exponential terms of the wavefunction cancel in both equations, we get an
expression for the ratio of the amplitudes of incident and reflected as well as transmitted
electric field
1, 2,1
1, 2,1
'ˆ ˆ ˆ
ˆ ˆ ˆ ˆ
z z
s
z z
Er
E
κ κ
κ κ
−= = +
1,2
1, 2,1
ˆ ˆ2ˆ
ˆ ˆ ˆ
z
s
z z
Et
E
κ
κ κ= = + (4.21)
in terms of the components of the wavevector κ. From geometrical considerations one sees
that
1, 1, 1 1
'ˆ ˆ ˆ ˆcosz z nc
ωκ κ ϕ= − = −
1ˆn
2nˆ
1ϕ
2ϕ
x
z
1κˆ
1ˆ 'κ
2κˆ
1Eˆ 1ˆ 'E
2Eˆ
1Hˆ
1
ˆ 'H
2Hˆ
Fig. 4.1: Behavior of the electric field vectors at the boundary of two media, having complex index of refraction
1ˆn  and 2nˆ , respectively. The magnetic field H is pointing out of the x-z-plane, indicated by a circle.
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2 2 2
2, 2 2, 2 2 2 2ˆ ˆ ˆ ˆ ˆ ˆ ˆ1 sin cosz x n nc c
ω ωκ κ κ ϕ ϕ= − = − = . (4.22)
Combined with Eqs. (4.21), this leads to the final form of the (complex) reflection and
transmission coefficient at the boundary of two media in terms of their (complex) optical
constants
1 1 2 2
1 1 2 2
ˆ ˆ ˆ ˆcos cosˆ
ˆ ˆ ˆ ˆcos coss
n nr
n n
ϕ ϕ
ϕ ϕ
−= +
1 1
1 1 2 2
ˆ ˆ2 cosˆ
ˆ ˆ ˆ ˆcos coss
nt
n n
ϕ
ϕ ϕ= + . (4.23)
Similar expressions can be obtained for the p-polarized case (E-vector perpendicular to the
y-axis), yielding
2 2 1 1
2 2 1 1
ˆ ˆ ˆ ˆcos cosˆ
ˆ ˆ ˆ ˆcos cosp
n nr
n n
ϕ ϕ
ϕ ϕ
−= +
1 1
2 2 1 1
ˆ ˆ2 cos
ˆ ˆ ˆ ˆcos cosp
nt
n n
ϕ
ϕ ϕ= + . (4.24)
Eqs. (4.23) and (4.24) are known as Fresnel's equations or Fresnel coefficients and describe
the behavior of the amplitude and phase of an electromagnetic field at the boundary of two
media having complex index of refraction 1ˆn  and 2nˆ . The unknown angle 2ϕˆ  can be
expressed by Snell's law
1 1 2 2ˆ ˆ ˆ ˆsin sinn nϕ ϕ= (4.25)
and is therefore related to the known quantity 1ϕˆ .
Since only the square of the electromagnetic field is experimentally observable,
transmission T and reflection R at the boundary of two media are calculated by
*ˆ ˆs p s p s pR r r=
2 2 *
1 1
ˆ cos ˆ ˆ
ˆ coss p s p s p
n
T t t
n
ϕ
ϕ= . (4.26)
The additional term in the second equation of (4.26) stems from the definition of the
Poynting-vector
4
c
π= ×S E H (4.27)
which describes the energy flux in a medium and requires that when a wave passes from
medium 1 into medium 2 the amplitude of the Poynting-vector scales like
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1 1 1
2 2 2
cos
cos
S n
S n
ϕ
ϕ= (4.28)
which follows from energy conservation. Thus, the fresnel coefficients serve as a tool to
calculate the transmission and reflection behavior of absorbing materials by simply knowing
the complex optical constants of these materials. We will see in the following two sections
that this formalism can be applied to the calculation of optical quantities for thin films on
semi-infinite as well as finite substrates. However, the analysis presented in the following will
be restricted to the case of reflection since this is the optical quantity of interest in the
experiments presented later on.
4.1.4 Absorbing film on semi-infinite substrate
To calculate the reflection of a thin film of thickness d on a semi-infinite substrate we
consider the situation depicted in Fig. 4.2. An electromagnetic wave passes from medium 0
into medium 1 and gets multiply reflected by the boundaries between medium 1 and 2 as well
as medium 0 and 1. The amplitude of the wave is altered at the boundaries corresponding to
the Fresnel equations (4.23) and (4.24) and the reflected beams add up in medium 0 to give
the total reflected amplitude of the electric field. Additionally, a phase change of the beam
upon traversing medium 1 occurs, expressed as [56,57]
0nˆ
1ˆn
2nˆ
1ˆr ( )'1 1 2 1ˆˆ ˆ ˆ exp 2t t r iδ− ( )
' 2
1 1 1 2 1ˆ
ˆ ˆ ˆ ˆ exp 4t t r r iδ−
1ˆt
2ˆr
( )' 2 31 1 1 2 1ˆˆ ˆ ˆ ˆ exp 6t t r r iδ−
2ˆt
'
1ˆt
Fig. 4.2: Light beam traversing a thin film with thickness d and complex optical constant 1ˆn  bounded by two
media exhibiting complex optical constants 0nˆ and 2nˆ , respectively. This situation corresponds to a thin film on
a semi-infinite substrate (setting 0ˆ 1n = ).
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1 1 1
2ˆ ˆ cosn dπδ ϕλ= . (4.29)
where λ is the wavelength of light. Thus, the reflected amplitude is given by
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(4.30)
omitting the time-dependent factors. From conservation of energy it follows that
2
1 1 1
'ˆ ˆ ˆ1t t r= − (4.31)
and Eq. (4.30) reduces to
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ˆˆ ˆ1 exp 2
r r i
r
r r i
δ
δ
+ −= + − . (4.32)
The resulting expression for the reflection R of the film based on Eq. (4.26) is too
cumbersome and of no use to be written out explicitely. However, two remarkable
conclusions can already be drawn from Eq. (4.29). If we plug in the complex form of the
refractive index
nˆ n ik= − (4.33)
and evaluate the term ( )1ˆexp 2iδ−  of Eq. (4.32), two components C1 and C2 evolve
( )1 4exp expC i dn i nπλ
 = − = − ∆   (4.34)
( )2 4exp expC dk kπλ
 = − = −∆   (4.35)
4n dnπλ∆ = , 
4k dkπλ∆ =
The first equation describes the interference effects apparent in a thin film and will cause
( )cos n∆ terms in the final expression of the reflection R of the film. This results into an
oscillating behavior of the optical quantities with varying wavelength. In practice, the strength
of this effect is strongly dependent on the "coherence quality" of the incident light as well as
on the quality of the film itself. For monochromatic light and no absorption in the film,
interference effects should be strongly visible. However, since the oscillation frequency
depends on the product nd, very thin films will show almost no interference in the visible
spectral range while thicker films exhibit strong interference effects.
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Eq. (4.35), on the other hand, is purely real and describes the dissipation of energy a
electromagnetic field experiences upon traversing an absorbing medium. This behavior is also
known as Beer's law.
We have now an analytical form at hand from which we can calculate the reflection of a
film on a semi-infinite substrate, based on the optical constants of film and substrate.
However, it is already clear from Eq. (4.32) that no simple relationship exists between the
optical constants and the reflection. For Differential Reflection (DR), the resulting
expressions become even more complicated. Thus, to make the basic meaning of the DR more
clear, and therefore also its interpretation in terms of the optical constants, we will introduce
some approximations in the following.
Already in the 1970's, McIntyre and Aspnes [58] proposed a linear expansion of the DR for
ultrathin films, which are described by the requirement that 1d λ  , or with the conventions
of Eq. (4.32), 1 1δ  . With this assumption in mind, the exponential term of Eq. (4.32) can be
expanded into a Taylor series to give
( )1 1ˆ ˆexp 2 1 2 ...i iδ δ− ≈ − + . (4.36)
For a film thickness of d = 0, i.e., the bare substrate, Eq. (4.32) reduces to
1 2
0
1 2
ˆ ˆˆ
ˆ ˆ1
r rr
r r
+= + (4.37)
Combining Eq. (4.36) and (4.37) with (4.32) (keeping only terms linear in 1ˆδ ) yields the
complex Fresnel coefficient of the differential reflection
( )
( )( )
2
1 2 1
0 1 2 1 2
ˆ ˆ ˆ2 1ˆ
1
ˆ ˆ ˆ ˆ ˆ 1
i r rr
r r r r r
δ −≈ + + + . (4.38)
Using Eqs. (4.23) and (4.29) for normal incidence of light and Eq. (4.8) to express the Fresnel
coefficients in terms of the complex dielectric constant yields
( )
( )1 20 2
ˆ ˆ4ˆ
1
ˆˆ 1
idr
r
π ε ε
λ ε
−= + − . (4.39)
If one finally multiplies Eq. (4.39) with its complex conjugate, again omitting terms of
2 2d λ and higher order, an expression for the differential reflectance of an ultrathin film on a
semi-infinite substrate is derived
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 (4.40)
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in terms of the real and imaginary parts of the complex dielectric constants of the film,
1, 1,r iiε ε− , and substrate, 2, 2,r iiε ε− , respectively. For transparent substrates ( 2, 0iε = ), this
expression further reduces to
1,
2,
8
1
i
r
R d
R
επ
λ ε
∆ ≈ ⋅ − (4.41)
from which it becomes immediately clear that the DRS of an ultrathin film on a transparent
semi-infinite substrate is
(i) proportional to the film thickness d and
(ii) proportional to the imaginary part of the complex dielectric constant of the film
corresponding to the absorption of the film.
Statement (i) also holds for the general case of an ultrathin film on an absorbing substrate,
however, the DRS is then not simply represented by the imaginary part of the complex
dielectric constant of the film anymore, but rather by a mixture of both components, real and
imaginary part, weighted by wavelength-dependent factors A and B which in turn are
exclusively described by the optical constants of the substrate. Thus, the general interpretation
of the DRS in terms of the optical constants of the film is rather difficult, even for the
simplified treatment of an ultrathin film on a semi-infinite substrate. Therefore, Eqs. (4.40)
and (4.41) are only meant to illustrate the difficulties in calculating the optical constants from
the DRS measurements. A complete algorithm which is able to extract the optical constants
from just one DRS measurement based on exact thin film optics is presented in Chapter 5.
4.1.5 Absorbing film on fini te substrate
The situation described in the preceding subsection only holds for opaque substrates like
single crystalline gold or HOPG since these are heavily absorbing substrates. However, for
transparent substrates like glass or mica, multiple reflections inside the substrate have to be
considered as well. Instead of a simple two-interface-system, we now have three interfaces to
deal with. In addition, the substrate might have to be considered as incoherent film, exhibiting
no interference effects. This is due to the rather large thickness of the substrate, rendering the
interference conditions obsolete.
Such an incoherent film can be treated similarly to its coherent counterpart. However,
instead of adding up the amplitudes of the electric field one has to consider the intensities of
the electric field, i.e. the square of the amplitudes. The resulting expressions for the reflection
of an incoherent film look very similar to Eq. (4.32) and shall not be given here. Also, the
exact thin film optics for the three-interface-system is too cumbersome to be of any use here.
The general treatment is to calculate the complex Fresnel coefficients of the two-interface-
system, similar to Chapter 4.1.3, and then include the reflection of an incoherent substrate by
defining the front interface of that substrate to be the effective Fresnel coefficient of the two-
interface-system. In such a way, the DRS of an absorbing film on a finite substrate can be
evaluated.
36 4.2 Thin Film Optics for ultrathin films
For substrates with k = 0, a linear expansion for ultrathin films on finite, incoherent
substrates can be developed (similar to Chapter 4.1.3) leading to
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(4.42)
where 2n  denotes the index of refraction of the substrate. This form is very similar to Eq.
(4.41) except for a different factor C, depending on the index of refraction of the substrate. If
the substrate exhibits a small absorption, this factor also includes the absorption index k as
well as the thickness d2 of the substrate. Since the optical constants of transparent substrates
are usually not very dispersive in the visible spectral range, C will in first approximation only
alter the absolute magnitude of the DRS signal. Thus, it is important to include information
about the thickness of the substrate into the calculations of the optical constants from the DRS
measurement to get the correct absolute values for nˆ and εˆ .
4.2 Thin Film Optics for ultrathin films
4.2.1 The Dipole Model
In the preceding sections, a formalism was described which relates the optical spectra of a
film of arbitrary thickness on a given substrate to the optical constants of the film and the
substrate. In general, thin film optics assumes that the complex dielectric constant of a film is
a material's constant, not containing possible interactions with the substrate. However, in
reality there are always interactions with the substrate which might influence the optical
properties of the film. These interactions are typically of dipole nature, i.e., they have a rather
short range compared to the typical film thickness of several tens of nanometers.
Consequently, they only influence the optical properties of the first few layers significantly.
Therefore, a rather thick film of several tens of nanometers thickness behaves essentially like
a free standing film without the presence of the substrate. This case is described by intrinsic
dielectric constants, characteristic for a free film whose optical properties are not influenced
by the presence of a substrate.
The situation changes completely when one deals with (sub)monolayer films for which all
particles of the film interact more or less strongly with the substrate. Applying the Fresnel
formalism to this case, one usually calculates effective optical constants of the film containing
the interactions with the substrate. These effective optical constants do not characterize the
material itself but rather the system "film on substrate" due to the interactions included. Based
on the dipole character of the interactions, it is clear that their influence diminish with
increasing film thickness until the limiting case of the free standing film is reached.
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It is now of general interest to divide the effective optical constants into an intrinsic part,
describing the optical response of the material itself, and extrinsic features, containing the
influence of the substrate. Therefore, this section is devoted to relate the optical constants of a
free film (intrinsic properties) to the optical constants of the same film on an arbitrary
substrate (effective properties). This enables one to calculate the intrinsic optical constants
from the effective optical constants as determined from the experiment. We will also
investigate the difference between intrinsic and effective optical constants for different film
thicknesses to see, at which film thickness the limiting case of the free standing film is
effectively reached.
Let us consider a molecular film on a polarizable substrate, as depicted in Fig. 4.3. The
possible interactions between the molecules of the film and the substrate can in general be
divided into three parts:
(i) chemical interactions (covalent bonds) between (parts of) the molecule and the
substrate, resulting into a modified molecular structure,
(ii) electronic interactions, stemming from the overlap of the wavefunctions of the
molecules and the substrate, and
(iii) screening effects, due to the polarizability of the substrate.
We will not discuss issues (i) and (ii) since (i) does not apply to the experimental systems
studied in this thesis, and (ii) is a rather complicated matter, involving quantum chemical
calculations which are beyond the scope of this work. However, issue (iii) is a rather common
and well-known effect. In fact, much work has been published on that topic [59,60,61]
concerning the influence of a polarizable substrate to the optical properties of a monolayer of
atoms or very small molecules. The basic idea is to relate the microscopic property of a single
nˆ
ˆSn
0z
z
x
( )0 0,0,0=r
0,sr
Fig. 4.3: Schematic representation of a molecular film with complex optical constant nˆ  on a polarizable
substrate having a complex optical constant ˆSn . Upon application of an external electric field, the molecular
dipoles of the single molecules (solid circles) of the film will induce image dipoles at the locations of virtual
image molecules within the substrate (dashed circles).
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particle of the film to the macroscopic property of the film. This idea shall be shortly
reviewed now, by roughly following the argumentation of Bagchi et al. [59] and Dignam et al.
[61].
For an macroscopic electric field Emac at position r0, the molecular film will exhibit an
electric flux density
ˆmac macε= +D E P = E (4.43)
where P is the total polarization due to all molecules within the film and due to the influence
of the substrate, and εˆ  is the complex dielectric constant of the molecular film. We clearly
have to state that the macroscopic field Emac is not equal to the applied external field E0 since
Emac is defined as
( ) ( )1mac
UC UC
dV
V
= = ∫0E E r e r (4.44)
where VUC is the volume of a single unit cell of the crystal at position r0 and e(r) is the
microscopic electric field. For normal incidence of light only the x- and y-components of the
dielectric constant can be probed. These tangential components have to fulfill the boundary
condition that the electric field must be continuous across the interface, leading to
ˆ ˆ
mac,t 0,tE E= (4.45)
from which we obtain an expression for the tangential component of the dielectric constant of
the film, using Eq. (4.43)
0,
ˆ
ˆ 1 ˆ
t
t
t
P
E
ε = + . (4.46)
To get a result independent of ˆ0,tE , we have to express tˆP  in terms of the external field Ê0,t.
For that, the local field Eloc at an arbitrary molecule of the molecular film r0 has to be
considered which consists of a sum of different contributions
( ) ( ) ( )loc 0 0 1 i 0 2 i,s 0
i i
= + − + −∑ ∑E r E E r r E r r . (4.47)
where E0 is the already known applied external field. The second term of Eq. (4.47) results
from the fact that all molecules at position ri within the film become polarized by the external
field, thereby producing an oscillating dipole which yields an additional electric field
contribution E1 at r0. It is also known from classical electrodynamics [62] that an oscillating
dipole in close proximity of a dielectric medium produces an image dipole in the medium
whose electric field contributes to the local field at r0 as well. This behavior is described by
the third term of Eq. (4.47), where ri,s denotes the position of the induced image dipole in the
substrate.
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We shall now discuss the specific forms of E1 and E2 in greater detail. Each molecule at
position ri exhibits a dipole moment pi which is related to the local field ( )loc iE r  by the
molecular polarizability αi of that molecule
( ) ( ) ( )i i i i loc i= ⋅p r r E rα . (4.48)
On the other hand, a polarized molecule can in first approximation be described by two point
charges qi with opposite signs, separated by the vector Li (defined as pointing from the
negative to the positive charge). Within this picture, the dipole moment can be expressed as
( ) ( )i i i i iq= ⋅p r L r . (4.49)
The usual assumption in literature is to consider these dipole moments as being point
dipoles, i.e., requiring that
0i i− r r L . (4.50)
This approximation leads to a closed form of the electric field at position r0, produced by a
point dipole at position ri,
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or for the single components
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The image dipoles can be treated similarly by introducing an additional contrast factor Zˆ ,
defined as
ˆ 1ˆ
ˆ 1
s
s
Z εε
−= + (4.53)
where ˆsε  is the complex dielectric constant of the substrate. It follows from classical
electrodynamics [62] that a dipole pi induces an image dipole pi,s according to
( ) ( ), , , , , , ,ˆ ˆ, , , ,i s i x i y i z i x i y i zZ p p p Z p p p= ⋅ − − = − ⋅ −p (4.54)
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from which the third term of Eq. (4.37) can be expressed within the point dipole
approximation as
( ) ( )
2
, , 0 , 0 , , 0
5
, 0
3 ( ) ( ) ( )ˆ
( )
i s i s i s i s i s
2 i,s 0
i s
Z
⋅ − − − −− = − −
p r r r r p r r
E r r
r r
. (4.55)
Although it is in principle favourable to have a closed form expression of the additional
field components E1 and E2, the question arises whether the point dipole approximation in
Eqs. (4.51) and (4.55) is actually valid for our specific molecules used. The typical lateral
separation between PTCDA or HBC molecules in the x-y-plane is on the order of 10 Å. In the
z-direction, however, the molecules are only 3 Å apart from each other. Thus, the typical
dimensions of nearest neighbour molecules in the molecular film are 10 Å within the
molecular plane vs. 3 Å in stacking direction. Since the lateral extention of a single molecule
itself is on the order of 10 Å, the requirement of Eq. (4.50) is not fulfilled, and consequently,
the point dipole model should not be applied in our case. Instead, we shall use the model of a
finite dipole which will be outlined in the following. To the best of our knowledge, such a
dipole model for extented objects (molecules) has not been reported in literature before.
The "true" electric field at position r0, produced by a finite dipole situated at ri, is the
superposition of the electric fields of the single point charges resting at 2i −r L  (negative
charge) and 2i +r L  (positive charge), as depicted in Fig. 4.4. Since the electric field of a
single point charge is given by
( ) 00 2
00
i
i
ii
q −− = ⋅ −−
r rE r r
r rr r
(4.56)
z
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( )0−E r
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Fig. 4.4: Finite dipole model, described by two point charges exhibiting opposite signs. The resulting electric
field at a position r0 is the superposition of the electric fields of the single point charges.
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where q is the magnitude of the charge, we can write the electric field at r0 = (0,0,0) of a
dipole at ri = r as
( ) 2 22 22 22 2
q q− −= ⋅ + ⋅−−
r L r + LE r
r L r + Lr L r + L
(4.57)
or for the single components
2 2 1 2 1 2
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x
y
z
x L x L x L x L
A B A BE
y L y L y L y LE q q
A B A B
E z L z L z L z L
A B A B
− + − +   − −          − + − +   = ⋅ − = ⋅ ⋅ −            − + − +   − −      
L
( ) ( ) ( ) 32 2 2 22 2 2A x L y L z L = − + − + − 
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Since q ⋅ L  is per definition the dipole moment p we can write
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− + −      − + = ⋅ −        − + −  
p (4.59)
which is a form similar to Eq. (4.52). This enables us to directly compare the electric field of
the point-dipole approximation (Eq. (4.52)) with the "true" behavior (Eq. (4.59)) of a finite
dipole.
Fig. 4.5 compares the electric field of a point dipole with the electric field of two point
charges (finite dipole model), exhibiting the same dipole moment, as a function of distance.
For distances larger than about two times the size of a typical molecule, both models agree
very well. This is expected since the point dipole model is a special case of the finite dipole
model for large distances. However, in our molecular films, the minimum distance between
nearest neighbor molecules is only 3 Å in vertical (stacking) direction. For this special
situation, the discrepancy between point dipole model and finite dipole model is very large
and can not be neglected at all. Thus, if one would still use the point dipole model, the electric
field would be overestimated by a factor of about 10, certainly leading to nonphysical results.
Consequently, we will use the finite dipole model for all calculations concerning screening
effects of the substrate, thereby using Eqs. (4.58) and (4.59) to express the electric field sums.
The contribution of the image dipoles are treated similarly using Eq. (4.53) and Eq. (4.54).
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Let us come back to the question how the total polarization tˆP  of Eq. (4.46) can be
expressed in terms of the applied external field E0,t. Assuming that every molecule within the
film exhibits the same molecular dipole moment pi, the total polarization P can be written as
( ) ( ), 01i i loc i i loc
i i
N
V
= = =∑ ∑P p E r E rα α (4.60)
where N is now defined as the dipole density per unit cell
UC
UC
nnN
V V
= = . (4.61)
Thus, the total polarization is connected to the local electric field for which we already
know the specific form (cp. Eq. (4.47)). For the sake of simplification, we define the dipole
and image dipole sums according to Eqs. (4.47) and (4.59) as
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Fig. 4.5: Dependence of the electric field of a point dipole (black curve) and a finite dipole (red curve) on the
distance. Assumed is a finite dipole with L = 10 Å, the charges rest at (-L/2,0,0) and (+L/2,0,0), and the distance
variation is along the z-axis.
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for the primary dipoles, and
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for the image dipoles. Consequently, we can rewrite Eq. (4.37) as
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taking r0 = (0,0,0). In the absence of the substrate, i.e., for a free film, the tangential
components of the local electric field can be expressed by
, 0, ,
ˆ ˆ ˆˆloc t t t loc t tE E E Sα= + , t = x, y (4.65)
leading to
loc t t
t t
E E
Sα= −, 0,
1ˆ ˆ
1 ˆ
. (4.66)
Combing Eq. (4.66) and Eq. (4.60) yields an expression for the total polarization of a free film
t
t t
t t
NP E
S
α
α= − 0,
ˆˆ ˆ
1 ˆ
(4.67)
from which the tangential component of the dielectric constant of the free film, tεˆ , can be
evaluated using Eq. (4.46)
t
t
t t
N
S
αε α= + −
ˆˆ 1
1 ˆ
. (4.68)
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Similar calculations can be performed including the image dipoles in the substrate,
yielding
( )s tt st t t
N
S ZS
αε α= + − −
ˆˆ 1 ˆ1 ˆ
(4.69)
for the tangential components of the dielectric constant of a film on a substrate4, stεˆ , including
screening effects. Eq. (4.68) can be solved to give an expression for tαˆ  which we plug into
Eq. (4.69), resulting into a relationship between the complex dielectric constant of a free film
and the same film on a dielectric substrate
( )
( )
s s s
t t t
t s s
t t
N ZS
N ZS
ε εε ε
+ −= + −
ˆˆ ˆ1
ˆ ˆ ˆ1
. (4.70)
It is more convinient to express the quantity N, i.e. the number of dipoles per unit volume, by
the number of dipoles per unit cell, NUC, and the film thickness d, leading to the final
expression for the dielectric constant of a film on a substrate
( )
( )
ˆˆ ˆ1
ˆ ˆ ˆ1
s s s
UC t t t
t s s
UC t t
N dZS
N dZS
ε εε ε
+ −= + − . (4.71)
Note that this expression is completely independent of the primary dipole sum tS . This
sum has already been accounted for in the relation between the microscopic polarizability of a
single molecule and the dielectric constant of the free film in Eq. (4.68). Since we are only
interested in the difference between the dielectric constant of a free film, tˆε , and the dielectric
constant of the system film on substrate, ˆstε , the primary dipole sum cancels. Still, the specific
geometric arrangement of the molecules within the film is contained in the image dipole sum
s
tS  as well.
Thus, if one has determined the effective dielectric constant stεˆ  of a film on a substrate
(containing all possible interactions) from an experiment, Eq. (4.71) can be used to derive the
intrinsic optical properties tˆε  of a corresponding free film. For that, the specific geometrical
arrangement of the molecules has to be known, i.e., the lattice constants, as well as the
thickness of the film.
A last issue that has to be discussed is the choice of the position of the image dipoles
within the substrate. Since we have chosen that r0 = (0,0,0), a simple mirroring of the
molecular plane into the substrate would correspond to a position of the image dipoles ri,s =
(x,y,-d).  However, due to the interaction with the substrate, this distance might be smaller or
larger, depending whether the nature of the substrate increases or decreases the van-der-Waals
forces between molecules and substrate. The consequences of such a variation of the distance
                                                          
4 Note that the superscript "s" refers in this section to a film on a substrate, not to the dielectric constant of the
substrate itself
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of the image dipoles with respect to the molecular plane will be demonstrated in the
following.
4.2.2 Optical Constants
It was shown in the previous section that the tangential component of the dielectric
constant of a free film on a substrate depends explicitely on the image dipole sum stS . This
sum shall be discussed in more detail, since the magnitude of the screening effect is strongly
dependent on the value of stS . Let us consider a highly ordered molecular film as depicted in
Fig. 4.6 whose unit cell can be described by the lattice constants a and b. Here, we assume a
molecular film exhibiting a rectangular unit cell with two molecules per unit cell, similar to
the special situation of highly ordered films of PTCDA [1]. The lattice can be divided into
two elementary cells, cell1 and cell2, with dimensions a b×  and only one molecule per cell.
Upon application of an external field, each molecule becomes polarized in the direction of
the applied field, and a molecular dipole is induced, producing a dipole moment which can
similarly be described by two point charges, separated by the distance L (cp. Section 4.2.1).
Thus, the x- and y-component of the applied electric field will induce x- and y-components of
the molecular dipole, corresponding to two point charges separated by Lx and Ly. We define
these point charges to rest at the perimeter of the molecule in x- and y-direction. Thus, the
values of Lx and Ly can be deduced from the specific shape of the molecule and its orientation
to the x-axis, defined by the angle ϕ. It is then clear that the single components of the image
dipole sum strongly depends on the orientation of the molecule: for ϕ = 0° we have 0SyS = ,
a
b
- +
-
+
D 1
D
2
z
y
x
z 0
d x
ϕ
Fig. 4.6: Schematic sketch of the geometrical arrangement of PTCDA molecules within a molecular film. Left
panel: top view including the dimensions of the molecule (D1 and D2) and the rectangular unit cells, cell1 (red)
and cell2 (blue). For comparison, the (almost) quadratic elementary dipole unit cell (yellow) is shown as well.
The induced charges according to the finite dipole model (cp. text) are defined to rest at the perimeter of the
molecules. Right panel: side view, showing the induced image molecules (dashed) and the definition of the
distance between molecular planes, d, and the distance between molecular plane and image plane, z0.
46 4.2 Thin Film Optics for ultrathin films
while 0SxS =  for an angle of ϕ = 90°. This produces a strong anisotropy of the dielectric
constant of the molecular film, besides the already evident anisotropy due to the rectangular
shape of the unit cell. The specific shape of the molecule will also play a role, but certainly
not a substantial one like the orientation of the molecule. For PTCDA, however, we have a
symmetry axis of the molecule lying at almost ϕ = 45° with respect to the x-axis leading to Lx
= Ly = 2 2D / . In fact, any molecule having a symmetry axis located at ϕ = 45° with respect
to the x-axis will produce this rather simple situation.
We would now like to know the contribution of the electric field of all induced point
charges at r0 = (0,0,0). This can be calculated using Eq. (4.63), setting ,i sx i a= ⋅ , ,i sy j b= ⋅
for cell1 and ( )1 2,i sx i a= + ⋅ , ( )1 2,i sy j b= + ⋅  for cell2, , ...i j M M= − + , as well as
i sz z= −, 0 , adding up the two sums for cell1 and cell2, respectively. The specific value of M
describes the number of molecules to be included into the summation. We have found that
already for 10M ≈ , the image dipole sum StS  does not significantly change anymore upon
inclusion of further molecules. However, the screening effect for a single molecule is much
larger than for islands of molecules, for the example of Fig. 4.6 almost twice as large (setting
z0 = d = 3.25 Å). This becomes immediately clear from symmetry considerations of the point
charges: the two point charges belonging to the molecule at the origin have the largest
contribution to the sum whereas all other point charges in close proximity to the origin reduce
this value. The electric field of the point charges resting at distances larger than about 10
times the lattice parameters is effectively zero at the origin.
After we have outlined the principle approach of calculating the image dipole sum, we will
now focus on the question how the nature of the substrate (insulator vs. metal) and the
distance between molecular plane and image plane in the substrate influence the dielectric
constant of a molecular film. For that, we perform analytical calculations of the screening
effect of a hypothetical example on the substrates mica, gold and HOPG. The complex
dielectric constant of the hypothetical example, ˆmodelε , has been generated by the following
procedure: First, the optical density of PTCDA molecules dissolved in DMSO [2] has been
fitted by 5 Lorentz oscillators, yielding the absorption index k of the solution. In a next step, a
Kramers-Kronig transformation (explained in more detail in Chapter 4.1.2) of the absorption
index was performed leading to the spectral dependence of the index of refraction n. The
absolute value of n was adjusted according to values reported in literature [22]. The obtained
optical constants have been converted to the complex dielectric constant and are used for all
calculations presented in the following. They should approximately correspond to the
situation of a monolayer of PTCDA molecules, since the interaction between the molecules
within the layer is rather weak. Since this is a hypothetical example only, we can assume two
rather contrary situations:
(i) First, we investigate how the dielectric constant of our example changes if
screening is introduced, i.e. if the free film is brought into contact with the
substrate. This is equivalent to the assumption that ˆ ˆmodel intrinsicε ε= , i.e. that the
model dielectric constant describes the properties of the free film.
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(ii) Second, we can also assume that our model dielectric constant already contains the
interactions with a certain substrate since the effect of these interactions is usually
not too large [63]. This corresponds to a situation where ˆ ˆmodel effectiveε ε= , meaning
that the model dielectric constant describes the optical properties of the system
"film on substrate". Then, we can deconvolute the model dielectric constant (equal
to the effective dielectric constant) into an intrinsic dielectric constant of a free film,
situated far away from the substrate, i.e. not containing the interactions with the
substrate.
Let us start with the influence of the nature of the substrate. The situation is again
described by Fig. 4.6 with lattice parameters a = 18 Å, b = 12 Å, z0 = 3.25 Å, ϕ = 45° and two
molecules per unit cell. As it turns out, for these specific values, the x- and y-component of
the image dipole sum is almost the same, although we deal with a rectangular lattice instead
of a quadratic one where this behavior would have to be expected (isotropic case). This is due
to the fact that one can describe the rectangular dipole lattice of PTCDA not only by a
rectangular unit cell with two dipoles per unit cell but also with an almost quadratic unit cell
exhibiting only one dipole per unit cell (cp. Fig. 4.6, orange unit cell). This leads to the almost
isotropic behavior of the image dipole sum. Note that the actual geometrical arrangement of
the molecules is not described by this almost quadratic unit cell. Still, since the components of
the molecular dipoles lie parallel to x- and y-axis, all dipoles of the molecular lattice can be
reproduced by this unit cell.
The influence of the different substrates is essentially covered by the contrast factor Zˆ  of
Eq. (4.71), containing the optical constants of the substrate and therefore also its nature (e.g.
insulating or metallic). We have plotted the resulting dielectric constants of the two cases (i)
and (ii) from above for the different substrates mica, gold and HOPG in Fig. 4.7.
The general tendency is the same for all substrates: if a free film is brought into contact
with a polarizable substrate, the absorption seems to be enhanced due to screening effects (red
curves). Accordingly, if we assume that the model dielectric constant already contains the
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Fig. 4.7: Influence of the screening effect on the dielectric constant of a hypothetical molecular film depending
on the choice of the substrate, z0 = 3.25 Å. Black curves: imaginary part of the complex dielectric constant of a
hypothetical example, red curves: resulting effective dielectric constant when the film is brought into contact
with a polarizable substrate, blue curves: resulting intrinsic dielectric constant, assuming that the hypothetical
example (black curves) already contains the interactions with the substrate.
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interaction with the substrate, one gets a decreased absorption behavior (blue curves).
However, although the general tendency is the same, significant differences are observed
concerning the absolute magnitude as well as the spectral influence, depending on the choice
of the substrate. This is especially apparent for gold as a substrate, where a significant peak
shift as well as a strong change of the relative peak ratios occurs. This can be explained by the
special behavior of the optical constants of gold changing their values rather drastically within
the energy interval considered here. One also notes that the spectral changes are essentially
restricted to energies below 2.50 eV. For higher energies, no apparent spectral changes are
observed, independent of the optical constants of the different substrates.
Another important parameter is the choice of the value of z0, i.e. the distance between
molecular and image plane. The natural assumption is certainly to set this value equal to the
distance between the molecular planes themselfs. However, the van-der-Waals interactions
between the first molecular layer and the substrate can be significantly different compared to
the other molecular planes. Thus, the value of z0 might be smaller or larger, depending on the
nature of the substrate. To demonstrate the influence of the polarizable substrate on the
dielectric constant of the molecular film, we set z0 equal to half the molecular plane distance
and plot the dielectric constant according to (i) and (ii) in Fig. 4.8, again for the three
substrates, mica, gold and HOPG. The general behavior is as before, however, the absolute
magnitude is strongly enhanced, with gold again being the extreme case. Thus, z0 is a very
sensitive parameter and great care should be taken to choose the correct value according to the
experimental situation.
So far, we have only dealt with the first molecular layer, i.e., the layer closest to the
substrate. Therefore, the question arises whether the other layers have to be considered as well
to describe screening effects or if the magnitude of these effects is already negligible. The
second layer of our highly ordered molecular film (cp. Fig. 4.6) is additional 3.25 Å away
from the surface as compared to the first layer, i.e., z0 = 9.75 Å. For such a distance, the
dielectric constant including screening effects is effectively equal to the dielectric constant
without screening effects, due to the large value of z0 which results in a small value of the
image dipole sum. Thus, already the second layer does not 'see' the substrate anymore and the
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Fig. 4.8: Influence of the screening effect on the dielectric constant of a hypothetical molecular film depending
on the choice of the substrate for a decreased distance between molecular plane and image plane, z0 = 1.63 Å.
Black curves: imaginary part of the complex dielectric constant of a hypothetical example, red curves: resulting
effective dielectric constant when the film is brought into contact with a polarizable substrate, blue curves:
resulting intrinsic dielectric constant, assuming that the hypothetical example (black curves) already contains the
interactions with the substrate.
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magnitude of the screening is essentially zero. However, since the first layer is still being
screened by the substrate, the observed dielectric constant is in first approximation simply the
mean of the dielectric constant of the first and second layer. Hence, the influence of the
substrate for two layers is already smaller than for just one layer. In the limit of a thin film
(many layers), the screening effects are negligible since only the first layer contributes
significantly.
Another approach is to consider the first two layers as a 'superlayer' of molecular dipoles
with a thickness of 6.50 Å, resting 3.25 Å above the substrate, cp. Fig. 4.6. This is motivated
by the fact that planar organic molecules usually have a strong orbital overlap in z-direction,
yielding a delocalized electronic wavefunction wich extends over many molecules in stacking
direction. For the first layers, one can approximate this situation with a supermolecule
exhibiting the optical properties of the aggregate of the single molecules. This leads to a value
of z0 = 6.50 Å, resulting into dielectric constants according to the cases (i) and (ii) as plotted
in Fig. 4.9. Please note that we have still used the model dielectric constant of non-interacting
molecules, yielding a monomeric absorption behavior. However, in reality, the 'superlayer'
would exhibit a strongly different spectral shape due to the orbital overlap of adjacent
molecules in stacking direction. Since we have no access to the dimer spectrum of a
'superlayer' and are mainly interested in the z0-dependence of the interactions with the
substrate, we use here the model dielectric constant of non-interacting molecules.
The magnitude of the screening effects is seen to be smaller than for the first layer. It is
almost negligible if the model of the 'superlayer' is applied. However, within the simple
picture of the mean of the dielectric constants of the single layers, the influence of the
substrate is still significant. Still, this model should only be used for non-interacting
molecules within the film, i.e., if the first and second layer can be regarded as non-interacting
layers. Since this is not the case for our molecular films, the 'superlayer'-model should be
more favourable which shows that the screening formalism alters the optical properties of the
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Fig. 4.9: Influence of the screening effect on the dielectric constant of a hypothetical molecular film depending
on the choice of the substrate for the model of a „superlayer“ of the first and second molecular layer, resulting
into an increased distance between molecular plane and image plane, z0 = 6.50 Å. Black curves: imaginary part
of the complex dielectric constant of a hypothetical example, red curves: resulting effective dielectric constant
when the film is brought into contact with a polarizable substrate, blue curves: resulting intrinsic dielectric
constant, assuming that the hypothetical example (black curves) already contains the interactions with the
substrate, dashed blue curves: average of the dielectric constant of the first and second layer if there is no
interaction between the two layers.
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film in a noticeble way only for the first layer. Films thicker than one monolayer will already
behave like a free film not influenced by the presence of the substrate.
In summary, a polarizable substrate might significantly influence the optical properties of a
molecular film, if the latter is in close proximity to the substrate. Depending on the nature of
the substrate, i.e., its optical constants, the magnitude of the screening effect varies. Also, the
distance between the molecular plane and the image plane might be considered as a variable,
since it is not a priori clear whether the van-der-Waals forces between the first molecular
layer and the substrate are the same as between the molecular layers themselves. We have
also demonstrated that it is highly unlikely that the screening influence of the substrate
extends over more than the first layer of the molecular film.
4.3 Thin Film Optics for island-growth
4.3.1 Effective Medium Approximation
In general, it is not obvious that the investigated films on the different substrates should
always grow in a layer-by-layer fashion, i.e., that one deals with smooth interfaces. In fact,
island growth is observed quite often in experiments. Even for submonolayer coverage, one
has islands with monolayer thickness, not exhibiting a smooth interface over the entire film.
This leads us to the question whether such films can be treated within the framework of
Chapter 4.1 or if special actions have to be taken.
Let us consider a film consisting of spherical inclusions having a complex dielectric
constant iˆε embedded in a host medium with ˆhε . Upon application of an electrostatic external
field E0, the spheres become polarized yielding an polarization P which reduces the electric
field Ei inside the sphere to
0i = −E E P . (4.72)
It can be shown [52] that the electric field inside a dielectric sphere is related to the applied
external field by
0
ˆ2
ˆ ˆ
h
i
i h
ε
ε ε= +E E (4.73)
from which the polarization of the sphere can be evaluated to give
0
ˆ ˆ
ˆ ˆ2
i h
i h
ε ε
ε ε
−= +P E . (4.74)
Based on these foundations, Bruggeman [64] was the first to approximate a mixture of
spherical composites by an effective medium having a complex dielectric constant ˆeffε . To
illustrate his thoughts, we consider a medium consisting of a random mixture of two species
with volume fractions f1 and f2 and complex dielectric constants 1ˆε  and 2εˆ , depicted in Fig.
4 Thin Film Optics 51
4.10 (a). This situation can be approxmatively described by an analogous picture in which the
grains of the single species are embedded in an effective medium with ˆeffε  which is the
quantity of interest (Figs. 4.10 (b) and (c)). Since the effective medium should appear
homogeneous to an incident electric field, this requires a net polarization of zero. Thus, for
spherical inclusions we have
1 2
1 2
0
1 2
0
ˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆ2 2
eff eff
eff eff
ε ε ε ε
ε ε ε ε
= + =
 − −=  + +  
P P P
+ E
(4.75)
which is similar to the condition that
1 2
1 2
ˆ ˆ ˆ ˆ
0
ˆ ˆ ˆ ˆ2 2
eff eff
eff eff
ε ε ε ε
ε ε ε ε
− − =+ ++ . (4.76)
This formalism is called Effective Medium Approximation (EMA) and is the most widely
used model to describe the optical behavior of a composite.
However, there are certain restrictions imposed to use this model in practice, i.e.
(i) the dimensions of the single grains have to be small compared to the incident
wavelength and to the size of the composite itself,
(ii) the effective medium consists of a random mixture of different types of grains, and
(iii) the different species must be equally treated, i.e., all grains exhibit the same shape.
Several publications [65,66,67,68,69] exist which derive this formalism in a more general
way, extending it to ellipsoidal particle shapes, thereby introducing an effective depolarization
factor Y which only depends on the shape factor s of the embedded particles. Such a more
general EMA can be written as
Fig. 4.10: Effective Medium Model, adadpted from [57], (a) mixture of two materials exhibiting complex
dielectric constants 1ˆε  and 2εˆ , respectively, (b) material 1 embedded into a host medium with complex
dielectric constant ˆeffε , (c) material 2 embedded into the same host medium as material 1.
(a) (b) (c)
ˆeffε ˆeffε
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1
ˆ ˆ
0
ˆ ˆ
N
k eff
k
k k eff
f
Y
ε ε
ε ε=
−⋅ =+∑ , 1 1Y s= − (4.77)
where N denotes the number of different species involved. The shape factor s basically
depends on the aspect ratio of the ellipsoid. For normal incidence of light, it can have values
in between s = 0, corresponding to oblate ellipsoids or flat discs, and s = 0.5, which is the
form of an prolate ellipsoid or a columnar structure [66]. The special case of spheres from
above is obtained with s = 1/3.
Based on the formalism of an effective medium, island growth can now simply be modeled
by assuming a mixture of the material under investigation and void. The specific choice of the
shape factor has to be adjusted to experimental results from techniques like Atomic Force
Microscopy or Scanning Tunneling Microscopy. However, except for ultrathin films
(monolayer and submonolayer coverage), an isotropic shape factor of s = 1/3 should describe
the optical spectra sufficiently well. A more detailed study of the influence of the shape factor
on the optical spectra as well as on the oscillator strength is given in the next section.
We have to mention that many other models for island growth [67,68] exist, the most
prominent of them the so called Maxwell-Garnet model. It is a special case of the more
general Bruggeman formalism and not symmetric in the choice of the two components. Thus,
condition (iii) from above is not fulfilled which seems rather unphysical. Additionally,
Maxwell-Garnet does not predict a percolation threshold (i.e. the onset of conductivity for a
specific volume fraction) which the EMA theory of Bruggeman does. Therefore, the
Maxwell-Garnet formalism is only valid in the dilute limit, i.e., for small particle
concentrations within the host medium. Consequently, we will not use it for the modelling of
our optical spectra presented later on.
4.3.2 The role of the shape factor
We have seen in the preceeding section that island growth can be described by the
Effective Medium Theory (EMA) which, besides the knowledge of the optical constants of
the different materials i of the composite, requires the values of the volume fractions fi and
shape factors si to be known. If one lacks structural information about the composite, the latter
quantity is not known and usually approximated by its isotropic form, s = 1/3. We will
investigate in the following how deviations from isotropy influences the spectral shape of the
complex dielectric constant of the effective medium.
Fig. 4.11 shows the imaginary part of the complex dielectric constant of a mixture of
polycrystalline PTCDA [22] and void for different volume fractions and shape factors. For a
rather high PTCDA content of 75%, the resulting absolute values of the dielectric constant of
the mixture scales more or less with the shape factor s of the embedded PTCDA particles. A
small spectral change is also observable, producing different peak height ratios of the two
peaks at 2.50 and 2.60 eV. However, these subtle spectral changes are certainly too small to
be detected in experiments. Already for a volume fraction of 50%, the dielectric constants for
different shape factors are clearly different. Not only does the absolute height strongly
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decrease with increasing shape factor (by almost a factor of 1/2 between s = 0.1 and 0.5), but
especially spectral changes are clearly visible. The result is an inverted peak height ratio of
the two peaks at 2.50 and 2.60 eV. For even smaller volume fractions of the PTCDA
molecules, the spectral changes of the dielectric constant with varying shape factor become
rather drastic. For large shape factors, one has a strong supression of the first peak at 2.25 eV
and a significant enhancement of the broad absorption band at higher energies. Additionally,
the spectral characteristics of that band are completely different depending on the specific
choice of the shape factor.
Thus, the spectral characteristics of an effective medium consisting of a mixture of a
material with void clearly depend on the volume fraction and the shape factor of the
embedded particles. The dielectric constant of the mixture does not scale linearly with volume
fraction. However, strong spectral changes are induced upon diluting the material with void.
Therefore, a direct interpretation of the dielectric constant of the mixture in terms of the
intrinsic optical properties of the materials is not feasible and would introduce large errors.
Rather, these intrinsic properties have to be deducted from the effective properties using the
Bruggeman formalism from above, assuming (or knowing) the specific values of the volume
fraction and the shape factor.
A last issue which must be adressed is the possible influence of the shape factor on the
oscillator strength of the effective medium. Stroud [70] showed that the oscillator strength of
an effective medium must scale linearly with the volume fraction, no matter which specific
form of the EMA is used when the full spectral range is considered. This also makes sense
from a physical point of view since no oscillator strength can get lost upon diluting an
effective medium with void. To check whether the EMA model actually obeys this prediction
under our experimental conditions we have calculated the oscillator strength of a single
Lorentz peak for various shape factors (Fig. 4.12). The parameters of the Lorentz peak have
been chosen in a way that other transitions can lie outside the considered spectral range
resulting into ˆRe[ ( )] 1Eε → ∞ ≠ . This corresponds to our experimental situation where only a
limited spectral range is accessible.
Surprisingly, the oscillator strength clearly depends on the shape factor and does not scale
linearly with the volume fraction, not even for an isotropic shape factor of s = 1/3. This seems
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Fig. 4.11: Imaginary part of the complex dielectric constant of a mixture of polycrystalline PTCDA [22] and
void, depending on the volume fraction f of the PTCDA molecules and the shape factor s of the islands of
PTCDA molecules. (a) f = 0.75, (b) f = 0.50, (c) f = 0.25.
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a bit odd considered that Stroud [70] derives his sum rule in a rather general way. However,
there is one subtle difference: he specifically requires that ˆRe[ ( )] 1Eε → ∞ = , contrary to our
treatment. In fact, if we calculate the oscillator strength of the Lorentz peak from above, this
time with ˆRe[ ( )] 1Eε → ∞ = , it clearly scales linearly with volume fraction as expected, no
matter what specific shape factor has been chosen. Thus, the question arises whether a sum
rule can be derived for the oscillator strength of a limited spectral range with
ˆRe[ ( )] 1Eε → ∞ ≠  or if the EMA model does not conserve oscillator strength.
We follow the argumentation of Stroud [70] and apply his line of reasoning to the specific
EMA from Eq. (4.77) which can be solved for ˆeffε  to give
( )21ˆ ˆ ˆ ˆ4
2eff
A B Y A B
Y
ε ε ε ε = + + + +   (4.78)
( )1 1A f Y= + −
( )1B f Y Y= − + + .
Here, it is already assumed that 2ˆ 1ε =  (mixture with void), 1ˆ ˆε ε≡  and 1 21f f f= = − . At high
energies ( E → ∞ ) , we can approximate εˆ  by
( ) 2ˆ ...ME Eε ε∞→ ∞ ≈ − + (4.79)
where ε∞  denotes the real part of εˆ  for E = ∞  and M is the oscillator strength. This
approximation holds quite generally for any material since at high energies (or frequencies)
the electrons of the material can not follow the electromagnetic field anymore, resulting in
zero absorption and ˆRe[ ( )] 1Eε → ∞ = . Here, we introduce ε∞  to account for the situation of
limited spectral range.
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Fig. 4.12: Oscillator strength (right panel) of an effective medium consisting of a mixture of a hypothetical
material (complex dielectric constant shown in the left panel) and void for different volume fractions and shape
factors of that material. The oscillator strength has been calculated using a range between 0 and 12 eV. The black
curve of the right panel corresponds to a simple linear scaling of the oscillator strength of the Lorentz peak with
volume fraction f.
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Inserting Eq. (4.79) into Eq. (4.78) and performing a Taylor series of Eq. (4.78) in powers
of 21 E  yields
( ) 21 2ˆ ...eff CE C Eε → ∞ ≈ + + (4.80)
1
1
2
C F A B
Y
ε∞ = + + 
2
2
2
2
A F A AB YMC
Y F
ε∞ + + +=   
( )2 4F A B Yε ε∞ ∞= + + .
The sum rule for ˆeffε  now follows from the Kramers-Kronig relation (explained in more
detail in Chapter 4.1.2)
( ) ( )' ', '2 2
0
ˆIm2ˆRe effeff effE P E dEE E
εε ε π
∞
∞  = +  −∫ . (4.81)
Expanding the right hand side of this equation in terms of 21 E  and comparing the
resulting coefficients with the coefficients of Eq. (4.80) gives
( )
1 ,
' '
2
0
ˆIm .
eff
eff
C
C E dE
ε
ε
∞
∞
=
= ∫ (4.82)
The second equation is the desired sum rule for the oscillator strength of the effective medium
( ) 2' '
0
2ˆIm
2eff
A F A AB YME dE
Y F
εε
∞
∞ + + +=   ∫ (4.83)
( )2 4F A B Yε ε∞ ∞= + +
( )1 1A f Y= + −
( )1B f Y Y= − + + .
Applying this sum rule to the Lorentz example from above reproduces exactly the values
of the oscillator strengths as calculated by numerical integration for any shape factor and
volume fraction. Therefore, to deduce the oscillator strength of the embedded material from
the oscillator strength of the effective medium, one has to use Eq. (4.83) instead of a simple
linear relationship between oscillator strength and volume fraction.
To the best of our knowledge, no such sum rule has been reported in literature before,
although it contains very important implications. First of all, it allows to calculate the
oscillator strength of an effective medium using only a limited spectral range. Within this
spectral range, ε∞  is not neccessarily equal to 1, since higher lying transitions may exist
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which can not be probed by the specific experimental setup used. However, only for the
special case of 1ε∞ =  we obtain
( )' '
0
ˆIm effE dE fMε
∞
=∫ (4.84)
which is the expected linear scaling of the oscillator strength of the embedded material with
varying volume fraction f and corresponds to the sum rule reported by Stroud [70]. For all
values of 1ε∞ > , the conventional sum rule would produce wrong results.
Second, the investigation of oscillator strength with varying film thickness is an important
aspect of this thesis. If one would not have the sum rule for a limited spectral range, Eq.
(4.83), an observed decrease of oscillator strength in the experiments would certainly be
attributed to a transfer of oscillator strength into other spectral regions, not probed by the
experimental setup. However, the obtained sum rule clearly shows that the occurence of
island growth can already be made responsible for an apparent reduction of oscillator strength
within a limited measurement interval, although the intrinsic oscillator strength of the
embedded material is not changed.
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5 Determination of the Optical Constants
5.1 Motivation
It was already shown in Chapter 4.1 that the Differential Reflectance (DR) of a ultrathin
film on a semi-infinite substrate can be described in first approximation by
( )1 28 1R d A BR
π ε ελ
∆ ≈ − ⋅ − +   , (5.1)
where d is the film thickness, λ the wavelength, A and B are factors which depend on the
optical constants of the substrate, and 1ε  and 2ε  the real and imaginary part of the complex
dielectric constant εˆ  of the film, respectively. For thicker films, where the condition 1d λ 
does not hold any longer, higher orders of d would have to be included into the calculations.
The resulting expressions are of no advantage as compared to the exact equations of thin film
optics (cp. Chapter 4.1). Consequently, we use in the following the exact thin film optics
formalism  to calculate the differential reflectance from the optical constants and (later on)
vice versa.
Already from the simple linear expansion of Eq. (5.1) it is clear that the DR will in general
depend on both, real and imaginary part of εˆ . This makes the interpretation of such spectra in
terms of the prominent optical transitions very complicated. Only for special cases like, e.g.,
ultrathin films on transparent substrates, the DR is directly related to the absorption of the
film. In general, however, one has to extract the (energy-dependent) optical constants of the
film, namely the index of refraction n and the absorption index k, to learn about the optical
properties of the film. This is especially important for DR spectra recorded on opaque
substrates like metals, since in these cases the spectra might not at all resemble the material’s
absorption. To demonstrate this fact, we have plotted simulated Differential Reflectance
Spectra (DRS) of PTCDA (optical constants of PTCDA taken from [22]) on different
substrates in Fig. 5.1. For transparent substrates like mica, the DRS looks still very similar to
the imaginary part of εˆ  of PTCDA so that the interpretation of the spectrum itself concerning
the energetic positions of the prominent optical transitions of the film is valid at least in first
approximation. However, for an opaque substrate like gold, the shape of the DRS differs
rather drastically from the shape of the the imaginary part of εˆ  of PTCDA. Hence, the direct
interpretation of the DRS of PTCDA on gold would lead to a complete misinterpretation of
the underlying physics. The third case of PTCDA on HOPG is certainly the most impressive
example on how the specific choice of the substrate alters the spectral shape of the DR.
Clearly, the DR does not resemble the imaginary part of εˆ  of PTCDA. Thus, it is not possible
to directly deduce the optical properties of the PTCDA film from the DR itself. Already these
rather simple examples show the importance to be able to calculate the optical constants from
optical measurements.
Unfortunately, such a task is far from being simple since their are two major problems
involved:
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 (i) one has to determine two independent variables (index of refraction n and 
absorption index k) from just one spectral measurement and  
 (ii) the thin film optics equations are transcendental and not biunique, rendering an 
analytical inversion in general impossible. 
 
Problem (ii) can be solved by using numerical optimization methods which seek for a local 
or global minimum of an objective function in terms of certain parameters, in our case n and 
k. Many different numerical procedures exist from which none is the ultimate procedure to be 
used for all numerical problems. The probably most widely used and best known procedure is 
the so called Levenberg-Marquardt algorithm [71] which has been proven to be superior to 
simple line search algorithms like the one from Powell [72]. It is a fast and robust method to 
determine a (hopefully global) minimum of an objective function by switching back and forth 
between gradient search (for large steps) and parabolic approximation (for the "fine tuning") 
procedures. Thus, we will use this method for all numerical optimization problems throughout 
this thesis. 
Problem (i) is of more delicate matter and several attempts are made in literature to work 
around this issue. One method consists of implying analytical model functions (i.e., Lorentz 
functions) which relate n and k to each other analytically, the advantage being that the number 
of free parameters to deal with in the optimization problem is largely reduced (3 for each 
Lorentzian). This method is being widely used for modeling the optical constants in optics 
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Fig. 5.1: Simulated differential reflectance spectra of 2 nm polycrystalline PTCDA (optical constants taken 
from [22] on three different substrates. Black: 100 µm thick mica (sign inverted for clarity), red: opaque gold, 
and blue: opaque graphite (HOPG). For comparison, the imaginary part of the dielectric constant of the 
polycrystalline thick PTCDA films has been plotted as dashed green line. 
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[22,73]. However, there are certain drawbacks of this method. First, any function employed
has to obey a so called Kramers-Kronig (KK) relation (explained in more detail in Chapter
4.1.2), which connects the real and imaginary part of a complex quantity (in our case n and k)
to each other by an integral form. Only model functions which fulfill this requirement are
physically relevant. Unfortunately, there is no analytical relationship between n and k
obtainable using Gaussian line shape functions, and therefore it is hard to include effects of
inhomogeneous broadening in such models.5 Especially for organic materials it has been
shown in many experiments that Lorentzians are not well-suited to account for
inhomogeneous broadening effects, but rather a set of Gaussians or Fraser lines [74,75,76]
have to be used to describe the absorption behavior correctly. Second, for applying this
method one needs to specify the number of oscillators a priori which represents a real
disadvantage in cases where unknown materials are to be investigated and the number and
position of transitions represent the physical insight one would like to gain from those
investigations (rather than just getting a good fit of the experimental data).
Another method uses the fact that a second measurement can be "generated" by a KK
transform, so that the usual determination procedures for the unknown quantities can be
applied. This has been used, i.e., in thin film optics where the phase information has been
generated from ordinary spectroscopic measurements, either for transmittance or reflectance
[77,78]. However, this method does not necessarily lead to the avoidance of so-called non-
physical solutions which stem from the lack of unambiguousness in the inversion of the thin
film optics equations. Also, the generated phase information contains usually small errors due
to the need to extrapolate the recorded optical data far beyond the experimentally accessible
spectral range, which in turn causes errors in the optical constants as well.
In the next sections, we present a new method for the determination of Kramers-Kronig
related quantities from just one spectral measurement which is superior in the following
aspects:
(i) the results fulfill a priori the criterion of Kramers-Kronig consistency,
(ii) non-physical solutions are excluded,
(iii) extremely large convergence radius, i.e., no close-to-the-solution starting values are
required,
(iv) the measuring interval can be limited,
(v) the algorithm is robust against typical experimental noise and,
(vi) in most cases the offset of the KK-transformed component can be determined as
well.
Still, there is the requirement that the component which is to be KK transformed
sufficiently approaches zero at the two interval limits. This restriction also implies that a
straightforward application of the proposed method is only possible for a certain class of
materials, i.e., materials exhibiting well defined absorption bands within the measurement
                                                          
5 Please note that certain ways are proposed in literature to deal with this problem [73]. However, all those
methods give up at least partially the KK consistency of the results by using modified Lorentzian functions
where the KK transform can not be calculated analytically.
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interval considered. Such an absorption behavior is usually observed for organic materials,
which are known to show distinct and well separated absorption bands and are therefore ideal
candidates for our KK-based method. Consequently, we will apply our method to
experimental spectra of PTCDA and HBC films of different thicknesses grown on different
substrates (Chapter 6).
5.2 Numerical Kramers-Kronig Transformation
We have already seen in Chapter 4.1.2 that the index of refraction ( )in E  can be calculated
from the absorption index ( )ik E  in a limited measurement interval [EL, EU], using a constant
offset by
2 2
2 ( )( ) ,
U
L
E
i offset L i U
iE
Ek En E n P dE E E E
E Eπ= + ≤ ≤−∫  . (5.2)
Here, we would like to discuss some implications concerning the practical use of Eq. (5.2).
It is likely that the absorption index is not exactly zero at the boundaries of the
measurement interval, since strictly spoken ( )k E  can not be exactly zero at the borders of any
finite interval. This might cause small errors in ( )n E  when applying a numerical integration
procedure to evaluate Eq. (5.2). Fig. 5.2 compares an analytically generated n-spectrum of a
Lorentz peak at E0 = 2.5 eV with the n-spectrum as calculated by a numerical Kramers-
Kronig transformation of the very same peak. For an integration interval between 1 and 4 eV,
the difference of both n-curves is clearly not negligible, especially at the boundaries. Besides
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Fig. 5.2: Difference of an analytically calculated (cp. Eq. (4.14)) and Kramers-Kronig generated (cp. Eq. (5.2))
index of refraction of a single Lorentz peak at 2.50 eV. Black line: Kramers-Kronig transformation of the
Lorentz peak using an integration interval from 1.00 to 4.00 eV. Red line: Kramers-Kronig transformation of the
Lorentz peak using an extended integration interval from 0 to 100.00 eV.
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the additional offset due to non-zero contributions from outside the integration interval as
discussed in Chapter 4.1.2, one also observes spectral differences close to the boundaries.
This is due to the fact that the values for k at both ends of the integration interval still
correspond to approximately 0.005. For such non-zero values the specific numerical
integration procedure used [79] (Maclaurin’s Formula) produces an artifact due to the non-
continuous behavior of the denominator of the integral upon approaching Ei. Extending that
interval to 100 eV, thereby bringing the k-values at both limits effectively to zero, leads to a
perfect agreement between analytical and Kramers-Kronig generated n-spectrum. Hence, one
has to make sure that k is either exactly zero at the boundaries or that the k-spectrum has to be
extrapolated in an appropriate manner beyond the integration interval to minimize errors in n
at both ends of the interval.
5.3 A method to calculate the optical constants
Due to the definition of the Kramers-Kronig transformation between n and k in Eq. (5.2),
the complete k-spectrum has to be known to generate n at a single point at energy Ei.
Therefore, the method to extract n and k from just one spectral measurement, using Eq. (5.2),
can only work iteratively. The schematic sketch of the algorithm is depicted in Fig. 5.3.
One starts with an arbitrarily chosen set of k_start(E1... Ei... EN) containing N points whose
values can be set to zero. However, while in principle any values are possible, the important
fact is to have the starting values approach zero at the boundaries of the integration interval,
i.e., at both limits of the spectral range of interest. Using this start set, a Kramers-Kronig
transformation (Eq. (5.2)) is applied and N points n_start(E1... Ei... EN) are generated. These
n-values are kept fixed and k_start(Ei) is optimized for every Ei , i = 1...N, based on the point
wise objective function
2
( ) ( ( ), ( ))exp i th i iX E X n E k E minimum − →  (5.3)
where Xexp are the experimental data of any optical quantity (e.g. transmission or DRS) and
Xth are the calculated values of the very same optical quantity using n(Ei) and k(Ei) plus the
appropriate equations for thin film optics (cp. Chapter 4). The minimization of Eq. (5.3) in
terms of k(Ei) is achieved by the well-known Levenberg-Marquardt algorithm [71]. After each
optimization, it is checked whether the difference between the optimized k*(Ei) and the initial
value k(Ei) is smaller than a certain given small value ktol. If this is the case, k*(Ei) will be set
as a new starting value k(Ei) for the next iteration. For differences larger than ktol, only the
direction of the change from k(Ei) to k*(Ei) is considered and k(Ei) is increased or decreased
by ktol correspondingly and set as the new starting value k(Ei) for the next iteration.
This constraint is the "heart" of the algorithm. It forces n and k to be almost Kramers-Kronig
consistent after each iteration since k*(Ei) has changed by at most ktol as compared to the exact
Kramers-Kronig value k(Ei). However, due to the non-zero value of ktol the Kramers-Kronig
consistency is not perfectly fulfilled and we therefore call it a quasi Kramers-Kronig
consistency.
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Fig. 5.3: Program flowchart of the proposed method to extract the optical constants from just one spectral
measurement. A detailed description is given in the text section. For clarity, the dependency of n and k on Ei has
been omitted and exchanged by a simple subscript i. KKT stands for Kramers-Kronig Transformation.
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After k(Ei) has been optimized for every Ei in the described way, the root mean square
value δ is calculated and compared to a given value δ target. If δ is smaller than δ target, a
possible solution of n and k has been found and the program terminates. Otherwise, the next
iteration is started using the improved values of k(Ei) of the last optimization. This cycle is
repeated until δ becomes smaller than δ target or the maximum number of iterations is reached.
Until now, nothing was said about the determination of the additional free parameter noffset
of Eq. (5.2). This parameter has to be fitted to the experimental spectrum as well since it
describes the absolute position of the Kramers-Kronig generated n-spectrum and therefore
influences the k-spectrum as well. However, the free numerical fit to the spectrum during the
iteration cycle is not suitable since it might end up in a non-physical solution. The physically
more relevant way is to introduce a constraint concerning the value of k at a certain single
energy Ej. If one knows (or can at least estimate) the value of k(Ej), then the calculation of
n(Ej) becomes possible by applying the Levenberg-Marquardt algorithm to the experimental
target point at Ej. Such a calculation of n(Ej) has to be carried out just once before the iteration
cycle starts. The parameter noffset can then be determined at the beginning of each iteration
after the Kramers-Kronig transformation of k to n by rearranging Eq. (5.2) to
 noffset = n(Ej) – nKK(Ej), (5.4)
where nKK(Ej) is the Kramers-Kronig generated value of n at Ej.
For most systems, this iterative method converges fast and reliably. However, there are
cases for which the Levenberg-Marquardt algorithm gets stuck in non-physical solutions for
certain points of the spectrum. This is especially the case for spectra whose shape is
dominated by n, or in other words, which depend only very weakly on k (the quantity to be
optimized). Such an example is shown in Fig. 5.4 (a). The graph visualizes the dependence of
Eq. (5.3) on the values of n and k at a fixed energy E*. Assumed is the differential reflectance
of a hypothetical example with n = 1.95 and k = 0.64 at E* = 3.26 eV on an opaque gold
substrate. This is exactly what the Levenberg-Marquardt algorithm "sees" when trying to
optimize k. For this special example, already a small modification of n (which occurs after
each Kramers-Kronig transformation) causes a large change in k to get into a local minimum,
especially if the starting values lie close to the real solution. This shows that the function to be
minimized is essentially independent of k, therefore rendering a converging fit impossible.
However, an optical signal does not only consist of the intensity, but also contains the
phase. This phase information can be calculated from the complex Fresnel coefficient of the
system whereas the real part corresponds to the amplitude (or intensity) and the imaginary
part to the phase of the system. Plotting the dependency of Eq. (5.3) on n and k by using the
phase information (Fig. 5.4 (b)) of the differential reflection rather than the amplitude (Fig.
5.4 (a)) clearly shows that the phase depends quite strongly on k. Hence, the solution to the
problem of finding a converging behavior is to include the phase information into the point
wise objective function
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The factors A(Ei) and B(Ei) are energy-dependent scaling factors to bring the separate
objective functions for the amplitude and the phase into the same order of magnitude. The
specific procedure to calculate the scaling factors is explained in more detail in [80]. The
resulting surface plot of Eq. (5.5), plotted in Fig. 4(c), reveals only one solution, the "true"
minimum at n = 1.95 and k = 0.64.
Now, the question remaining to be clarified is how to retrieve the phase information in
practice, since such a signal is in general experimentally not accessible by a conventional
spectrometer. It was already mentioned before that amplitude and phase correspond to real
and imaginary part of the complex fresnel coefficient of an optical system. It is also known
from Section 4.1.2 that real and imaginary part of such a complex quantity are connected by a
Kramers-Kronig transformation. Hence, there also exists a transformation between amplitude
and phase which for the case of the reflectance R(E) is [78,81]
2 2
0
ln( ( ))( ) ii
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E R EE P dE
E E
ϕ π
∞
= −∫ (5.6)
By applying Eq. (5.6) to an experimentally recorded spectrum, its corresponding phase
information can be generated. However, this information is only exact when the measurement
interval ranges from zero to infinity which is not possible in practice. Therefore, an
appropriate extrapolation beyond the experimental limits is required, inevitably introducing
errors concerning the phase information. This issue will be discussed in more detail in the
following section.
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Fig. 5.4: Surface plots of the objective functions (cp. Eqs. (5.3) and (5.5)) of a 1.92 nm thin film with optical
constants n = 1.95 and k = 0.64 at E = 3.26 eV on an opaque gold substrate, visualizing the dependence of the
objective function upon variation of n and k of the film. (a) differential reflection, (b) corresponding phase
information and (c) weighted sum of differential reflection and phase. The apparently large number of local
minima in Figs. (a) and (b) is not real but an artifact of the finite step size of 0.01 in n and k used for the
calculation of the surface plots.
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5.4 Analytical examples with k = 0 at the boundaries
In the following, several theoretical examples are shown which demonstrate the successful
application of our method to extract the optical constants from just one spectral measurement.
A hypothetical absorption index was created using two Gaussian peaks at 2.58 eV and 2.23
eV, plotted as the blue curves in Figs. 5.5 (a)-(c), left panel, whereas the parameters of the
two peaks have been chosen in a way that the absorption index can be considered typical for
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Fig. 5.5: Hypothetical examples of a 2 nm thin film with analytically generated optical constants on different
substrates. Left panel: plot of the differential reflectance spectra (DRS, black lines) together with the material’s
absorption index (blue lines), right panel: difference between the fitted optical constants based on our method
and the DRS of the left panel and the hypothetical optical constants, lower curves: absorption index k, upper
curves: index of refraction n (vertically displaced for clarity). (a) 2 nm thin film on a 100 µm thick mica
substrate, (b) 2 nm thin film on an opaque gold substrate and (c) 2 nm thin film on an opaque HOPG (graphite)
substrate.
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66 5.4 Analytical examples with k = 0 at the boundaries
the class of organic materials. The corresponding n-spectrum was numerically generated by
means of the Kramers-Kronig transformation of Eq. (5.2) setting the free parameter noffset = 2.
Based on these optical constants, DR-spectra have been calculated for three different
substrates: transparent mica with finite thickness, opaque gold, and opaque graphite (HOPG),
using the thin film optics program FILMWIZARD by SCI [82]. Starting values for the
iterative formalism were set to k(Ei) = 0 for every Ei and noffset has been fitted to the DR-
spectra at Ej = 3.1 eV with k(Ej) = 0.
The left-hand side of Figs. 5.5 (a)-(c) shows the calculated DR-spectra (black lines)
together with the hypothetical absorption index k (blue lines) of the material. The spectral
difference of the DRS and the absorption index is remarkable, especially for the case of
HOPG as a substrate where the shape of the DRS does not at all resemble the absorption
index. Nevertheless, the iterative method based on the objective function of Eq. (5.3) (not
using the phase information) exactly reproduces the hypothetical n and k for all three cases
which can be seen from the right-hand side of Figs. 5.5 (a)-(c) where the differences of fitted
k and hypothetical k as well as fitted n and hypothetical n have been plotted.
A very good overall agreement between the optimized values and the hypothetical values
on the order of 10-5 is achieved when mica is used as a substrate (Fig. 5.5 (a)). This excellent
match stems from the fact that the DRS of an absorbing (thin) film on a transparent substrate
strongly depends on k resulting in a very stable fit.
For the case of the thin film with known optical constants on gold (Fig. 5.5 (b)), the
difference between optimized and hypothetical values strongly increases with increasing
energy, starting at about 2.50 eV. This is caused by the decreasing dependency of the DRS on
the absorption index k with increasing energy. The larger the energy, the more the spectrum
approaches a region where the DRS essentially depends on n only, making a converging fit
hard to achieve (cp. Section 5.3). However, for this example the overall agreement is still
sufficiently good.
A stable fit on the order of 10-4 is achieved in the case of HOPG as a substrate (Fig. 5.5
(c)), although the spectral shape of the DRS is very different from the material’s absorption.
Obviously, the DR-signal depends more on n than on k, however, even such a small
dependency on k seems to be sufficient enough for the algorithm to produce correct results.
This proves the successful application of the method to even complicated optical spectra.
A last example will be made on the extraction of the optical constants for systems where a
converging behavior can only be achieved by inclusion of the phase information of the
system. A hypothetical absorption index was created using two Gaussian peaks at 3.26 eV and
2.73 eV and its corresponding n-spectrum has been generated by application of the Kramers-
Kronig transformation of Eq. (5.2) with noffset = 2. Based on these optical constants, a DRS of
a thin film of 1.92 nm thickness on gold was calculated by FILMWIZARD (Fig. 5.6 (a), black
line). Starting values for the iterative formalism were set to k(Ei) = 0 for every Ei and noffset has
been fitted to the DR-spectra at Ej = 4.1 eV with k(Ej) = 0.
The application of the iterative method without consideration of the phase information
does not converge into a stable solution due to the fact that the DRS is essentially independent
5 Determination of the Optical Constants 67
on k for high energies. Therefore, the phase information of the system was extracted in the
following way:
- the first 20 points of the left-hand side of the DRS (small energies) have been fitted by a
Cauchy model: k(Ei) = 0, n(Ei) = A + BEi2 + CEi4 which is an appropriate model to be
used for energies where there is no absorption,
- the last 20 points of the right-hand side of the DRS (large energies) were modeled by a
Lorentz peak accounting for a small absorption,
- based on these parameters, both spectral ends of the DRS have been extrapolated for
another 200 points in energy, extending the interval from 1.55 eV to 12.40 eV ,
- the Kramers-Kronig transformation of Eq. (5.6) was applied using the spectral range of
1.55 eV to 12.40 eV.
The resulting phase spectrum has been further improved using a method proposed in [77].
There, the optical constants of the two points at both ends of the DRS, at energies Estart and
Eend, are assumed to be known and the phase values for these points, ϕstart and ϕend, are
calculated. Then, all other phase values are altered by a linear interpolation between ϕstart and
ϕend. However, by comparison with analytical results we have found that a quadratic
interpolation yields phase values lying much closer to the exact phase values. Hence, we
improve our phase values using the following equation:
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Fig. 5.6: Hypothetical example of a 1.92 nm thin film with analytically generated optical constants on an opaque
gold substrate. For this example, the phase information of the system has to be included in the calculation of the
optical constants to achieve a stable and converging fit. (a) differential reflectance spectrum (DRS, black line),
and the generated absorption index (blue line), (b) comparison between generated (blue line) and fitted (black
line) absorption index of the film by applying our method to the DRS and the corresponding phase spectrum.
The phase information was obtained from the DRS by appropriate extrapolation procedures and a Kramers-
Kronig transformation, described in more detail in the text section.
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To calculate the values for startϕ  and endϕ , we take the n- and k-values at startE  and endE  based
on the parameters of the Cauchy- and Lorentz fits from above.
Including this phase information into the iterative method by means of Eq. (5.5) results in a
stable fit of the DRS of the hypothetical Gauss material on gold. The optimized absorption
index is shown in Fig. 5.6 (b) (black line) together with the target absorption index of the
hypothetical material (blue line). The overall agreement is reasonably good, however, small
deviations from the "true" solution are observed. This is due to the fact that the phase
information has been generated from an extrapolated spectrum (only approximately
describing the real shape) which was integrated over a limited spectral range, rather than from
zero to infinity, causing considerable errors concerning the shape and absolute values of the
phase. If the exact phase information is included (created by thin film optics), a perfect match
of the optimized and hypothetical k-values is found (not explicitly shown here). Still, the
observed deviations are on a rather small scale making the proposed generation of the phase
information plus its inclusion into the objective function an applicable tool for the
determination of the optical constants of "critical" optical spectra.
5.5 Analytical examples with k ≠ 0 at the boundaries
In the previous section, it was explicitly required that k has to approach zero at the
boundaries of the spectral range. This constraint is usually not fulfilled in experiments, at least
not at both ends of the spectrum. Therefore, one has to consider the possibility of non-zero k-
values at the spectral limits which would lead to serious errors concerning the Kramers-
Kronig generated n-spectrum (cp. Section 5.3). One solution is to extrapolate the absorption
index in an appropriate fashion beyond the experimentally accessible spectral range and to
perform the Kramers-Kronig transformation using the extended spectrum. This will move the
critical non-zero points outside the experimental boundaries, thereby minimizing the spectral
errors in n in between the boundaries. However, this does not necessarily mean that the
extrapolated k-spectrum has to approach zero at some point outside the experimental range.
The specific choice of extrapolation depends strongly on the experimental situation. For some
systems, the extrapolation to zero might be appropriate, for other examples a non-zero offset
might be the better choice. The important issue is to extend the integration interval beyond the
experimental limits of the optical spectrum to minimize errors in n in between the
experimental boundaries.
To demonstrate the validity of the extrapolation method, a DRS of 1.92 nm of a
hypothetical material, consisting of two Lorentz peaks at 2.58 eV and 2.23 eV, was generated
by FILMWIZARD, as shown in Fig. 5.7 (a) (black line). The amplitude and width of the
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Lorentz peaks have been chosen in a way that the values of the absorption index at the
spectral boundaries significantly differ from zero. To explicitly account for the possibility of
slightly wrong extrapolation models (which usually is the case in experiments since the
physical nature of the absorption beyond the experimental limits is not known) we use a
single Gaussian peak (instead of a Lorentz peak) for each end of the spectrum to extrapolate k,
extending the energy interval from 1.55 eV to 4.13 eV before the Kramers Kronig
transformation is carried out. Starting values for the iterative formalism were set to k(Ei) = 0
for every Ei and noffset has been fitted to the DR-spectra at Ej = 3.10 eV assuming k(Ej) = 0.1.
The application of the iterative method including the Gauss-extrapolation of k on both ends
of the spectrum yields a stable and converging fit. The difference between the optimized k and
the hypothetical k is drawn as the black line in Fig. 5.7 (b). It shows an increase of the error
with increasing energy which is due to several reasons. First, the value for noffset has been
calculated by assuming k(Ej) = 0.1 which is only a good approximation but not correct. Using
the exact n-value of the hypothetical material at Ej = 3.10 eV, the resulting fit is much better
(red line of Fig. 5.7 (b)). Second, the Gauss-extrapolation does not exactly reproduce the
Lorentz shape beyond the experimental limits resulting in small errors in n within the spectral
range of interest which in turn gives slightly wrong k-values at these points. Third, we already
know from the previous examples (with gold as a substrate) that the spectral range above 2.50
eV is very critical  since it only weakly depends on k. This causes a rather large error in the fit
of k upon a small variation of n due to the two reasons described before. However, the overall
agreement is rather good which confirms the proposed extrapolation procedure.
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Fig. 5.7: Hypothetical example of a 1.92 nm thin film with analytically generated optical constants on an opaque
gold substrate. The optical constants are chosen in a way that the material’s absorption index significantly differs
from zero at the spectral boundaries. (a) differential reflection spectrum (DRS, black line) and the generated
absorption index k (blue line), (b) difference between fitted optical constants based on our method including the
possibility of non-zero k-values at the spectral boundaries and the analytical absorption index. Black line:
assumption of k = 0.1 at 3.10 eV and consecutive n-fit, red line: exact n-value at 3.10 eV to determine the
additional free parameter noffset.
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5.6 Analytical examples for EMA-films
So far, only homogeneous films exhibiting smooth interfaces have been considered
concerning the calculation of the optical constants of such films. However, in many
experimental situations, island growth is observed, especially for thicker films. We have
already seen in Chapter 4.3 that a film consisting of islands of the material under investigation
can equivalently be described by a heterogeneous mixture of the material with void. This
leads to an effective medium whose optical constants are described by
( )ˆ ˆ ˆ11 0ˆ ˆ ˆ1eff effeff efff fY Y
ε ε ε
ε ε ε
− −+ − =+ + , 
1 1Y
s
= − (5.8)
where εˆ  is the complex dielectric constant of the material, ˆeffε  the complex dielectric
constant of the effective medium, f the volume fraction of the material and s the shape factor
of the particles. Equation (5.8) can be solved for εˆ  to give
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Thus, if the complex dielectric constant of the effective medium, ˆeffε , is known, the optical
properties of the embedded material can be determined by means of Eq. (5.9), requiring the
knowledge of volume fraction f and shape factor s. The purpose of this section is to clarify
how the optical constants of an effective medium can be obtained by application of our
proposed method from above.
The amount of deposited material onto a substrate is usually known from the experiment,
entering our algorithm as the parameter film thickness d. However, this film thickness
corresponds to a nominal film thickness since it is explicitely assumed that we deal with
smooth interfaces. In reality, one might have an island film characterized by volume fraction f
of the materials and shape factor s of the islands. This means that the same amount of material
is now homogeneously distributed on the same substrate area, leading to heights of the islands
being much larger than the nominal film thickness. These apparent heights are obviously
strongly dependent on the volume fraction: the smaller the volume fraction the larger the
heights of the islands. This is schematically illustrated in Fig. 5.8.
Fresnel equations of thin film optics explicitely require smooth interfaces, which is not the
case for island films. However, if we consider our island film as an effective medium
consisting of islands of the material and void, we can to set the interface of the EMA film on
top of the island which exhibits the largest height. This leads to an effective film thickness
dEMA of an effective medium, enabling us to apply the usual Fresnel formulas of thin film
optics in combination with the effective medium formalism to characterize the optical
properties of such a system. Note that the volume fraction actually depends on the z-
coordinate as can be seen from Fig. 5.8 for the case of  f = 0.75. If one considers the film to
consist of thin slices with infinitesimal thicknesses, the volume fraction for the last slice is
apparently smaller than for the first slice closest to the substrate. Thus, the assumption to set
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the Fresnel interface on top of the largest island is only an approximation and used here to
illustrate the meaning of a Fresnel interface for island films. The structure present in Fig. 5.8,
f = 0.75, would correctly be modeled by the introduction of at least two effective media,
exhibiting different volume fractions, situated on top of each other. However, such a model is
beyond the scope of this work. The approximation of just one effective medium leads to an
effective film thickness slightly below the thickness of the largest island and should be
sufficient to describe the experimental situations for island films.
It is obvious that an effective medium should also obey Kramers-Kronig transformations
and hence, the real and imaginary part should equally well be connected by the KKT of
Section 5.2. Thus, the application of our algorithm to island films is feasible if we consider an
effective film thickness dEMA rather than a nominal film thickness d.
Still, the absolute magnitude of dEMA is rather difficult to obtain from experiments even if
scanning probe microscopy can be applied, since rearrangement of the molecules after
deposition can not be excluded. This means that dEMA might have to be considered as a free
parameter as well to be able to fit the measured optical spectra by means of our algorithm.
Therefore, two issues will be explored in the following:
(i) can we obtain the material's optical constants by assuming an effective thickness
dEMA plus the consecutive application of Eq. (5.9), and
(ii) how does a slightly wrong effective film thickness dEMA influence the optical
constants of the material.
As an analytical example, we choose the polycrystalline optical constants of thick PTCDA
films as reported in literature [22]. We set the nominal film thickness d = 2 nm and calculate
effective optical constants based on Eq. (5.8) with a shape factor s = 0.33 (isotropic case) and
volume fractions f = 25%, 50% and 75%, resulting into effective film thicknesses dEMA = 8
nm, 4 nm, and 2.67 nm, respectively. These parameters are used to create DRS of the
effective medium films of a mixture of PTCDA and void on the three substrates mica, gold
and HOPG. Our proposed method from above is applied to all spectra to calculate the optical
constants of the effective medium, thereby assuming different effective film thicknesses for
each single spectrum. This shall demonstrate the influence of a wrong effective film thickness
on the resulting optical constants of the effective medium. Additionally, we discuss which
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Fig. 5.8: Schematical representation of the meaning of the effective film thickness of an island film. The Fresnel
interface has to be set on top of the largest island of the film, see text. This corresponds to an effective film
thickness dEMA.
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physical aspects of the optical constants can be used to choose the correct effective film
thickness, even if no knowledge exists about the morphology of the film.
Let us start with mica as a substrate. Fig. 5.9 shows the DRS of the EMA-films for the
different volume fractions. An interesting aspect can already be seen from the DRS
themselves: for small volume fractions, the absolute values become positive for energies
where the absorption index of PTCDA is effectively zero. This is due to the fact that the
refractive index of the EMA-film becomes smaller than the refractive index of mica, since
PTCDA is being diluted with void. Thus, if one observes experimentally DRS above zero, it
is a strong indication that one deals with islands rather than with a closed film. Another issue
is the strong dependency of the spectral shape of the DRS on the volume fraction. Although
we have used the very same intrinsic optical constants for every value of the volume fraction,
the resulting DRS is obviously very different. Hence, the DRS do not simply alter their
heights upon dilution with void, but also exhibit different spectral characteristics.
The effective optical constants as calculated by our method from above are plotted in Fig.
5.10. For all effective film thicknesses dEMA assumed, the method converges and produces
effective optical constants which, at a first glance, only differ in their absolute heights.
However, when looking at the low energy tail (lower panel of Fig. 5.10) from which we know
that it has to be effectively zero, one observes small deviations from zero. The absolute values
of the optical constants in that energy region are either clearly above zero (for assumed
effective thicknesses below the "true" thickness) or below zero (for effective thicknesses
larger than the "true" film thickness). This is especially apparent for smaller volume fractions,
in our special exampe for about 50% and below.
Since negative values of the imaginary part of the complex dielectric constant of any
material correspond to a nonphysical solution, one can estimate a upper limit of the effective
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Fig. 5.9: Differential Reflectance Spectra of polycrystalline PTCDA on 100 µm thick mica for different volume
fractions f, shape factor s = 0.33. Black line: 2 nm closed film, red line: island film with f = 0.75 (dEMA = 2.67
nm), blue line: f = 0.50 (dEMA = 4 nm), green line: f = 0.25 (dEMA = 8 nm).
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film thickness by explicitely requiring that ˆIm( ) 0effε ≥  for the non-absorbing part of the
spectrum. On the other hand, in the non-absorbing region the optical constant can not be
significantly larger than zero, corresponding to the condition of a lower limit of the effective
film thickness. In fact, as can be seen from our analytical example of Fig. 5.10, the "perfect"
behavior of the imaginary part of the complex dielectric constant of the effective medium is
only obtained if the "true" effective film thickness has been chosen. Thus, if the value of the
volume fraction and therefore also the effective film thickness tEMA is not known from other
experiments, one can find the correct effective film thickness by judging the spectral behavior
of the resulting effective optical constants in the non-absorbing region of the spectrum.
Still, we would like to know the influence of a slightly wrong effective film thickness on
the intrinsic optical constants of the material as calculated by application of Eq. (5.9). The
effective optical constants from Fig. 5.10 have been deconvoluted by means of Eq. (5.9) with
a shape factor of s = 0.33 and a volume fraction corresponding to f = 2/tEMA (nominal
thickness divided by effective film thickness). The imaginary part of the resulting intrinsic
dielectric constant has been plotted in Fig. 5.11 along with the given dielectric constants of
the material [22] with which the results have to be compared.
Obviously, with decreasing volume fraction, the calculated dielectric constants for the
correct effective film thickness show larger deviations from the given dielectric constant. This
is due to the fact that the used dielectric constants from [22] are not perfectly Kramers-Kronig
consistent, thereby introducing small errors in the calculations based on our method from
above since we explicitely require Kramers-Kronig consistent values. These errors become
larger with decreasing volume fraction since the spectral influence caused by the Bruggeman
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Fig. 5.10: Calculated imaginary part of the effective dielectric constant (upper panel) of the island films of Fig.
5.9 for different effective film thicknesses dEMA (corresponding values see legends). The lower panel shows a
zoom in of the non-absorbing region of the spectra of the upper panel. (a) f = 0.75 (dEMA = 2.67 nm), (b) f = 0.50
(dEMA = 4 nm), (c) f = 0.25 (dEMA = 8 nm). The small fine structures in some curves of the lower panels are due to
the limited accuracy of the DRS values (only 5 digits used).
74 5.6 Analytical examples for EMA-films
formalism is stronger for small volume fractions. This behavior also enhances the appearance
of the Kramers-Kronig inconsistency. If Kramers-Kronig consistent optical constants are
used, generated from the absorption index of [22] by means of a Kramers-Kronig
transformation, the resulting dielectric constants for the correct effective film thicknesses
perfectly match the given (now Kramers-Kronig consistent) dielectric constant (not
explicitely shown). We will account for this finding in the next examples given later, and
consequently use strictly Kramers-Kronig consistent materials. However, the qualitative
outcome of the calculations for the mica case still persists even if the optical constants from
[22] are used. Therefore, we will discuss the results from above in the following.
For large volume fractions, a slightly wrong effective film thickness does only introduce
small errors, basically influencing the absolute height of the spectrum. Even if the nominal
thickness is used, the resulting optical constants are still in rather good agreement with the
"true" optical constants. Thus, for large volume fractions, corresponding to a only slightly
diluted medium, a variation of the effective film thickness on the order of 20% of the "true"
film thickness is certainly still acceptable in practice.
Upon decreasing the volume fraction, the errors become substantial even if only very small
deviations from the correct effective film thickness are assumed. Also, spectral changes are
now clearly observed for wrong film thicknesses. However, the correct film thickness for such
low volume fractions can be estimated rather accurate (as explained above) even if there is no
information about the morphology of the film available. This is due to the fact that the
imaginary part of the complex dielectric constant of the effective medium tends to move
rather quickly below or above zero in the non-absorbing range of the spectrum. Already a
quite small change of the effective film thickness significantly influences that value, making
the choice of the correct effective film thickness rather easy.
It should be mentioned that the specific value of the parameter noffset of the method from
above also plays a crucial role in determining the correct effective film thickness, based on
the judgement of the optical constants in the non-absorbing region. This parameter is usually
determined by fitting a certain part of the DRS (mostly the first or last few points of the
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Fig. 5.11: Calculated imaginary part of the intrinsic dielectric constant of the embedded material, using Eq. (5.9),
for different effective film thicknesses dEMA, cp. Fig. 5.10. For comparison, the "true" dielectric constant [22]
with which the results have to be compared is plotted as well, marked with "mat" in the legends. (a) f = 0.75, (b)
f = 0.50, (c) f = 0.25. The apparent discontinuity in the green curve of (c) is due to the quadratic behavior of Eq.
(5.9), allowing only values larger than zero. We have also drawn the resulting dielectric constants for the
different volume fractions if a closed film with nominal film thickness d is assumed.
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measurement interval) by appropriate models like a Lorentz peak or a Cauchy behavior. The
quality of that fit is strongly dependend on the value of the effective film thickness, especially
for low volume fractions. A good fit is a strong indication that the correct effective film
thickness has been chosen. Please be aware that a good fit does not necessarily lead to the
correct value of noffset, due to the possibility of many local minima of the objective function to
be minimized. Only the correct value of noffset results into a physical relevant behavior of the
calculated optical constants in the non-absorbing region of the spectrum. If that behavior is
still unphysical although the noffset-fit is of very good quality, then the start values of the
specific fitting model (e.g. Lorentz or Cauchy) have to be altered, until the same fitting
quality is achieved for a different value of noffset.
Summarizing the results for the analytical example of an effective medium consisting of
polycrystalline PTCDA and void on mica, our proposed method from above is able to
calculate the correct optical constants of the effective medium as well as of the embedded
material itself. For that, an effective film thickness has to be assumed rather than a nominal
film thickness of a smooth film. The specific value of such an effective film thickness
(together with the specific value of noffset) can be found (if not known from other experiments)
by judging the spectral behavior of the calculated optical constants of the effective medium in
the non-absorbing region of the spectrum.
We would now like to know whether these empirical findings can be applied for non-
transparent substrates as well. For that, we apply the same procedures as for the case of mica
from above but this time with HOPG and gold as substrates. Again, the questions are if it is
possible to calculate the optical constants of an effective medium on non-transparent
substrates and how the effective film thickness can be obtained if no structural information is
available.
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Fig. 5.12: Differential Reflectance Spectra of Kramers-Kronig consistent polycrystalline PTCDA on opaque
HOPG for different volume fractions f, shape factor s = 0.33. Black line: 2 nm closed film, red line: island film
with f = 0.75 (dEMA = 2.67 nm), blue line: f = 0.50 (dEMA = 4 nm), green line: f = 0.25 (dEMA = 8 nm).
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We start with a mixture of polycrystalline PTCDA and void on HOPG, whose DRS are
shown in Fig. 5.12 for varying volume fraction of the PTCDA molecules. This time, we use
Kramers-Kronig consistent values for the optical constants of the polycrystalline PTCDA film
which have been generated from the absorption index of [22] and application of Eq. (5.2).
Similarly to the case of mica, we apply our method to calculate the optical constants of the
effective medium, thereby assuming different effective film thicknesses for each single
spectrum. The resulting effective optical constants are plotted in Fig. 5.13.
Apparently, the result is qualitatively the same as for the case of mica. With decreasing
volume fraction, the spectral shape of the optical constants of the effective medium strongly
changes and accordingly, the error for slightly wrong effective film thicknesses increases.
However, one also observes distinct differences concerning the absolute values of the
imaginary part of the dielectric constant of the effective medium, ˆIm( )effε , in the non-
absorbing region of the spectrum, depending on the specific choice of the effective film
thickness. This is again especially visible for low volume fractions. For effective film
thicknesses smaller than the "true" film thickness, the value of ˆIm( )effε  is smaller than zero,
for thicknesses larger than the "true" film thickness, ˆIm( )effε  is larger than zero. Thus, the
correct effective film thickness can again be chosen in a way that ˆIm( )effε  is essentially zero
in the non-absorbing region of the spectrum.
The imaginary part of the resulting intrinsic dielectric constant of the embedded material,
as calculated by Eq. (5.9), is shown in Fig. 5.14. The qualitative picture is very similar to the
case of mica: with decreasing volume fraction, the assumption of slightly wrong effective film
thicknesses induces increasing errors concerning the deconvoluted optical constants of the
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Fig. 5.13: Calculated imaginary part of the effective dielectric constant (upper panel) of the island films of Fig.
5.12 for different effective film thicknesses dEMA (corresponding values see legends). The lower panel shows a
zoom in of the non-absorbing region of the spectra of the upper panel. (a) f = 0.75, (b) f = 0.50, (c) f = 0.25. The
apparent noise in the lower panels is due to the limited accuracy of the DRS values (only 5 digits precision used).
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material. However, this effect is compensated by the strong dependence of the absolute values
of ˆIm( )effε  in the non-absorbing region (larger or smaller than zero) on the effective film
thickness for low volume fractions, reducing the number of possible choices of dEMA.
There is only one difference as compared to the case of mica: The fitting quality
concerning the value of noffset is very good for all examples of Fig. 5.13, even if wrong
effective film thicknesses are assumed. This seems to be due to the optical constants of HOPG
making the noffset-fit very stable even for a large variety of different effective film thicknesses.
Thus, the fitting quality for noffset is not a good indication on what specific value to choose
concerning the correct effective film thickness.
Summarizing the results for HOPG as a substrate, the proposed method is able to calculate
optical constants of an effective medium with effective film thickness dEMA. The correct
effective film thickness can be estimated upon judging the spectral behavior of the imaginary
part of the complex dielectric constant of the effective medium in the non-absorbing region of
the spectrum.
The last substrate to deal with is gold. Due to its special optical properties, the phase
information of the optical system has to be included in our method to calculate the optical
constants of the film on gold (cp. Sections 5.3 and 5.4). Therefore, the question arises whether
the findings from above concerning an island film on a substrate can equally be applied if
gold is used as a substrate.
We again choose a mixture of Kramers-Kronig consistent polycrystalline PTCDA [22] and
void to be our analytical example, similar to the two preceding examples. The DRS of these
mixtures with varying volume fractions of the PTCDA content are shown in Fig. 5.15, again
for a shape factor of s = 0.33. One immediately recognizes that the spectral behavior of the
DRS curves change only very slightly at both ends of the energy interval considered here,
although the effective film thickness is increased by a factor of 4. This introduces some
problems in determining the correct value of noffset since the fitting quality connected to the
choice of noffset is of very good quality, no matter what specific film thickness has been
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Fig. 5.14: Calculated imaginary part of the intrinsic dielectric constant of the embedded material, using Eq. (5.9),
for different effective film thicknesses dEMA, cp. Fig. 5.13. The "true" Kramers-Kronig consistent dielectric
constant from [22] has been marked with "mat" in the legends but not been plotted since it coincides with the
calculated dielectric constants using the correct effective film thickness. (a) f = 0.75, (b) f = 0.50, (c) f = 0.25.
The apparent discontinuity in some curves of (c) is due to the quadratic behavior of Eq. (5.9), allowing only
values larger than zero. We have also drawn the resulting dielectric constants for the different volume fractions if
a closed film with nominal film thickness d is assumed.
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chosen. Consequently, the fitting quality in the non-absorbing region of the DRS to determine
noffset is not a good measure to choose the correct effective film thickness, since the DRS
values in that region are very insensitive to the film thickness. This finding is especially
important for experimentally recorded DRS since already small experimental errors might
introduce large errors concerning the specific value of noffset, although the fitting quality seems
to be very good.
In spite of these facts, we have calculated the dielectric constants for the different volume
fractions, assuming different effective film thicknesses for each spectrum to demonstrate the
influence of wrong effective film thicknesses. To account for the insensitivity of noffset on the
chosen film thickness, we have somewhat varied the specific value of that quantity to see
whether we can achieve a physical meaningful behavior in the non-absorbing region of the
spectrum. The resulting imaginary parts of the effective dielectric constant of the mixtures are
shown in Fig. 5.16.
It is immediately evident that none of the curves exhibit a physically relevant behavior in
the non-absorbing region of the spectra, even if the correct effective film thickness is used.
Also, variations of noffset do not lead to any improvements. All spectra fall more or less below
zero at a specific energy, only the absolute values differ depending on the effective film
thickness chosen. This is due to the inclusion of the phase information, which is extracted
from the corresponding DRS-spectrum using the procedure described in Section 5.4. Since
this procedure approximates the low and high energy regions of the DRS with Cauchy and
Lorentz behavior and obtains the phase information using a limited integration interval, the
phase spectra contain unavoidable spectral errors. To demonstrate this, we have plotted the
exact phase spectrum of the DRS of the example with f = 0.25 from above (tEMA = 8 nm) in
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Fig. 5.15: Differential Reflectance Spectra of Kramers-Kronig consistent polycrystalline PTCDA on opaque gold
for different volume fractions f, shape factor s = 0.33. Black line: 2 nm closed film, red line: island film with f =
0.75 (dEMA = 2.67 nm), blue line: f = 0.50 (dEMA = 4 nm), green line: f = 0.25 (dEMA = 8 nm).
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Fig. 5.17 (black line) together with the obtained phase spectrum (red line) using the procedure
described in section 5.4.
The obvious spectral differences between the exact phase and the calculated phase can now
be minimized by variation of the specific values of ϕstart and ϕend of Eq. (5.7) in a way that
both spectra coincides either at the low energy or high energy region of the measurement
interval. Usually, the high energy region has to be chosen since this is the region where the
inclusion of the phase information is essential to obtain a stable and converging behavior of
our method to calculate the optical constants. However, if the phase values are optimized for
the high energy region, the low energy region shows strong deviations from the exact solution
(blue curve of Fig. 5.17). Since the fitting algorithm tries to minimize the absorption index on
that region based on both target values, DRS and phase, the calculated optical constants are
slightly wrong, in our case resulting into values below zero for the imaginary part of the
dielectric constant. This can partially be cured by modifiying the weighting factors between
amplitude (DRS) and phase (cp. Section 5.3). If they are chosen in a way that the weighting
factors for the phase in the low energy limit are basically zero, a physically relevant behavior
is obtained, plotted as the orange curve in Fig. 5.16 (c). However, while such a modification
of the weighting factors works for this specific example, it is in general not clear if an
appropriate modification can be chosen in practice and how it would influence the values of
the optical constants in the critical regions. Additionally, it is only a mathematical trick and
not based on physical aspects. Therefore, it is rather questionable if the correct effective film
thickness can be chosen upon judging the spectral behavior of the non-absorbing region of the
spectrum, since too many unknowns are involved.
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Fig. 5.16: Calculated imaginary part of the effective dielectric constant (upper panel) of the island films of Fig.
5.15 for different effective film thicknesses dEMA (corresponding values see legends). The lower panel shows a
zoom in of the non-absorbing region of the spectra of the upper panel. (a) f = 0.75, (b) f = 0.50, (c) f = 0.25. The
orange curves in (c) have been calculated using different weighting factors (see text) for amplitude and phase as
compared to the green curves of (c).
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For the sake of completeness, we have plotted the deconvoluted imaginary part of the
intrinsic dielectric constants (based on Eq. (5.9)) for different volume fractions and effective
film thicknesses in Fig. 5.18.
With decreasing volume fraction, the assumption of slightly wrong effective film
thicknesses causes increasing errors, resulting into spectral differences as well as changes in
the absolute heights. For large volume fractions, the use of the nominal film thickness instead
of the effective film thickness introduces only small errors basically influencing the absolute
height and therefore the apparent oscillator strength of the material. Thus, if the exact volume
fraction is not known but is assumed to be rather large, the use of the nominal film thickness
might be an option. Still, if the correct effective film thickness is known (e.g. from other
experiments), the deconvoluted dielectric constants are very close to the "true" dielectric
constant. Small spectral differences are observed due to the need to include the phase
information, introducing unevitable errors.
Summarizing the results for gold as a substrate, it is in general not possible to deduce the
correct effective film thickness from the optical measurements alone, as it was possible in the
case of mica and HOPG. This is due to the fact that the phase information has to be included
into the calculations of the optical constants. However, if the correct effective film thickness
is known from other experiments, the optical constants can be calculated applying our method
from above, causing only minimal spectral errors.
Finally, we would like to adress the issue whether island growth on top of a certain number
of closed layers can also be treated using our algorithm to calculate the optical constants. This
shall not be explored here in great detail since the outcome is qualitatively the same as for
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Fig. 5.17: Phase spectra of the EMA film with s = 0.33, f = 0.25 and dEMA = 8 nm (cp. Fig. 5.16). Black curve:
calculated phase spectrum using exact thin film optics, red curve: phase spectrum as generated from the
corresponding DRS by application of a Kramers-Kronig transformation and consecutive interpolation using Eq.
(5.15), blue curve: optimized phase spectrum with respect to the high energy side.
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island growth on the bare substrate. We have taken the specific examples from above and
added an extra layer of Kramers-Kronig consistent PTCDA beneath the EMA-films, thereby
varying the thickness of that layer in between 1 and 2 nm. Since the algorithm is not intended
to work for double layers (EMA layer on top of a closed layer), we treat this structure as if it
would correspond to an EMA layer with different effective film thickness on top of a bare
substrate. Thus, we again choose an effective film thickness based on the spectral behavior of
the imaginary part of the complex dielectric constant of the EMA film in the non-absorbing
region. As it turns out, for mica and HOPG as substrates we could always find an effective
film thickness which yielded an imaginary part of the dielectric constant of the EMA-film
very close to zero in the non-absorbing region. These effective film thicknesses are always
below the actual (given) effective film thickness of the EMA-layer on top of the closed layer.
The extraction of an effective film thickness was not possible for gold, for the very same
reasons as given above. Although the resulting effective optical constants do not perfectly
match the given optical constants, the deviations are on a rather small scale (at most on the
order of 10% of the absolute values), basically reducing the absolute height of the optical
constants. Thus, the approximation to treat the EMA film on top of a closed layer like an
EMA film with different effective film thickness on top of a bare substrate introduces only
small errors. Consequently, we will not distinguish between the two cases (EMA film on
closed layer vs. EMA film on bare substrate) when applying our algorithm to experimental
examples in Chapter 6.
5.7 Conclusions
We have presented a method which allows to calculate the optical constants of materials
with well separated absorption bands from just one spectral measurement. Due to the use of
the Kramers-Kronig transformation between n and k, the experimental boundaries have to be
set at energies at which k approaches zero. We can account for small non-zero values in k by
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Fig. 5.18: Calculated imaginary part of the intrinsic dielectric constant of the embedded material, using Eq. (5.9),
for different effective film thicknesses dEMA, cp. Fig. 5.16. The "true" Kramers-Kronig consistent dielectric
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introducing appropriate extrapolation procedures. The method successfully reproduces given
analytical examples, showing a stable and converging behavior for most substrates (e.g. mica
and HOPG). However, there are cases (e.g. gold) in which the phase information of the
system has to be regarded to yield a stable behavior of the algorithm. This phase spectrum can
be generated from the measured optical quantity by another Kramers-Kronig transformation,
which explicitely requires the knowledge of the optical quantity over the entire spectral range.
Since this is not possible in practice, appropriate extrapolation methods have to applied,
inevitabely introducing small errors concerning the phase spectrum. This leads to small errors
in the optical constants as well.
We have also shown that our method can successfully be applied to calculate the optical
constants of island films. For that, an effective film thickness has to be chosen in a way that
the imaginary part of the complex optical constant approaches zero in the non-absorbing
range. This is possible for examples with small and medium volume fraction on the substrates
mica and HOPG, it is however not possible for gold due to the need to include the phase
information into the calculations. For large volume fractions, the assumption of a closed layer
is feasible since it introduces only small errors.
All our hypothetical examples point towards the important fact that a meaningful optical
analysis of even ultrathin films always has to consider morphological effects as well. Failure
to do so will result in a misinterpretation of the experimental results, concerning observed
parameters like peak positions and oscillator strengths.
In the following chapter, we will apply our method to calculate the thickness dependent
optical constants of PTCDA and HBC films on the different substrates mica, glass, Au(111)
and HOPG. It will be shown that our method successfully calculates the optical constants of
all experimental systems investigated, being stable and robust against experimental errors.
Based on the calculated optical constants we will discuss all aspects concerning spectral
changes, growth mode, exciton confinement and oscillator strength.
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6 Optical properties of organic semicon-
ductors: From (sub-)monolayers to
crystalline films
6.1 PTCDA
6.1.1 Substrates / Experimental
To demonstrate the dependence of the optical properties of the PTCDA films on the
substrate, we have chosen four substrates, namely mica, glass, Au(111) and HOPG (highly
oriented pyrolytic graphite).
Mica and glass are both transparent (in the visible) and insulating substrates with
thicknesses ranging from a few µm to several 100 µm. While the thickness of the glass
substrates can not be varied and is given by the manufacturer to be dglas = 160 µm, the
thickness of the mica sheets might differ significantly depending on the preparation
conditions. Mica is a natural mineral and consists of a complex of many layers which are
bound to each other rather weakly. Consequently, mica can be cleaved easily along the basal
plane of the layers either by application of a scalpel or by adhesive tape. Such a cleavage
results into an atomically flat (except for occasional cleavage steps on the order of 1 nm step
height) and clean surface, suitable for epitaxial growth. Since the cleavage is performed
differently from sample to sample, the thickness of the mica sheets varies and has to be
estimated to be able to calculate the optical constants of the deposited films from the recorded
DRS spectra. However, thickness measurements using mechanical devices like a micrometer
screw will reduce the surface quality and exhibit a rather larger experimental error. Therefore,
we have determined the sheet thicknesses from spectral interference measurements, thereby
reducing the uncertainty significantly. The observed interference frequency depends on the
optical constants as well as on the thickness of a mica sheet. We have calculated the optical
constants of mica using a method which simultaneously fits the optical constants to several
transmission spectra of different thickness. Together with the constraint that the interference
frequencies have to be matched, we were able to determine very precise optical constants of
mica, shown in Fig. 6.1. The details of the procedure will not be given here since they are
already published in [80] and we want to focus on the optical properties of the organic
materials here. Knowing the optical constants of mica, one can calculate the thickness of a
single mica sheet used in the experiment from the spectral interference alone. However, the
usual interference formula which directly connects the interference frequency to the product
nd introduces small errors in the thickness calculation due to the fact that mica exhibits a
small dispersion. We have developed the exact theoretical framework [83] to be used to
calculate the correct film thickness based on the observation of a constant interference
frequency. This enables us to estimate the film thickness of the mica substrate without the
need to touch the surface.
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The mica substrates have been prepared by cleavage using a scalpel. Hi-Grade optical
quality muscovite mica (Ted Pella, Inc., Hi-Grade mica) was used with both sides prepared to
obtain sheets suitable for optical measurements. The substrate was then transferred into UHV
and degassed for about 2 hours at a temperature of 400 °C to remove surface water prior to
deposition.
The glass substrates have been cleaned in ultrasonic extran- and isopropanol baths to
remove dirt from the surface. Prior to deposition, they were degassed in UHV at 450 °C for 1
hour to remove surface water.
As metal substrate, we choose gold whose optical properties are largely different as
compared to mica or HOPG. One observes a yellowish color caused by strong spectral
changes due to interband transitions which dominate the contributions of the free electrons in
that spectral range, leading to a strong decrease of the reflection from almost 100 % in the red
to about 30 - 40 % in the blue. This behavior is found throughout the different gold surfaces,
i.e. no matter whether one has polycrystalline gold, Au(111), Au(100) or other surface
orientations. However, small spectral changes in the optical constants are observed for
different surface orientations. Also, many publications exist [84,85,86,87,88] which calculate
the optical constants of gold, even for different surfaces. Some of the results are shown in Fig.
6.2.
Since we deal with opaque gold substrates, which do not permitt transmission
measurements, we can not calculate the optical constants of our specific gold substrates. This
is due to the fact that the inversion of the correponding equations for thin film optics does not
lead to a unique set of optical constants if only one spectral measurement is used. Therefore,
we have to rely on the values published in literature. Unfortunately, no data exist about the
optical constants of Au(111). Hence, we use a certain average of all presented values in Fig.
6.2, keeping in mind that this might introduce small errors in the calculated optical constants
of the deposit. We have calculated the optical constants of PTCDA and HBC on Au(111)
presented in the next sections using different sets of optical constants of the substrate and
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found that mainly the peak height ratios are altered. No apparent spectral changes concerning
the energetic positions of the prominent peaks could be observed. We therefore believe that
the chosen average reflects our experimental situation adequately.
The Au(111)-surface was prepared by repeating cycles of sputtering (600 eV Ar+ ions at a
base pressure of 3⋅10-6 mbar for 30 min) and consecutive annealing at 550 °C for another 30
min. This procedure leads to extended Au(111)-terraces exhibiting the well-known 22 3×
surface reconstruction suitable for epitaxial growth of PTCDA and HBC molecules [1].
HOPG is a layered material with very weak van der Waals forces between the single
layers. Thus, it can easily be cleaved along the basal planes by adhesive tape producing
atomically flat terraces extending over several 100 nm. HOPG belongs to the class of
semimetals, i.e., it is a semiconductor with overlapping valence and conduction band. This
causes electrical properties similar to a metal, however, the optical constants are largely
different. First of all, the optical appearance is essentially black, mediated by the large
absorption of carbon. Secondly, one has a strong anisotropy of the dielectric function
perpendicular and parallel to the substrate plane. This is due to the strong overlap of the π-
electron systems of the single carbon atoms within the basal planes resulting into delocalized
wavefunctions. Thus, the metallic behavior is essentially restricted to the basal planes.
Perpendicular to these planes, there is no such strong overlap. Since we work at almost
normal incidence of light we have to use the optical constants which describe the response of
the basal planes to an electric field vector parallel to these planes. Many publications exist
about the calculation of the optical constants of HOPG [89,90,91,92]. However, most authors
use a Kramers-Kronig transformation of measured reflectivity data to calculate the phase
spectrum. This introduces errors, depending on the extrapolation models applied to obtain
reflectivity curves covering the complete spectral range. There are only few publications
[90,91] which make use of the anisotropy of HOPG by measuring the reflectance for different
angles of incidence. These data are then fitted simultaneously leading to more exact optical
constants of HOPG, shown in Fig. 6.3. Due to this reason, we choose the optical constants
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according to Greenaway et al. [90] to be used for the calculations of the optical constants of
the deposit.
HOPG was cleaved using adhesive tape. Great care was taken to achieve a smooth surface
suitable for optical investigations. The substrate was transferred into UHV and degassed at
400 °C for 2 hours to remove surface water prior to deposition.
PTCDA (Aldrich) was purified by gradient sublimation and deposited on the different
substrates in UHV (base pressure 1⋅10-10 mbar) at room temperature. A Knudsen cell was
used for evaporation, held at 315 °C, resulting into a growth rate of approximately 0.25
monolayers per minute. To minimze drift effects during the optical measurements, we have
kept the Knudsen cell at 315 °C for one hour before deposition to yield a thermodynamical
equilibrium. This is neccessary due to the heat coming from the Knudsen cell which slightly
warms up the sample holder and the tubes containing the focussing lenses of the optical setup.
Although this temperature rise is only on the order of a few K, it is enough to alter the optical
beam path significantly since sample holder and optical tubes slighlty expand or contract in
size. Still, there remains a small residual drift which is accounted for using the drift correction
proposed in Chapter 3.
6.1.2 PTCDA on mica
The application of our method proposed in Chapter 5 to the measured DRS makes it
possible to calculate the dielectric constants of the PTCDA films. However, the resulting
quantities are effective dielectric constants, i.e., they still contain effects like the influence of a
polarizable substrate or the occurence of island growth. Since we are most interested in the
intrinsic dielectric constants of the PTCDA films, we will not present the effective dielectric
constants in the following sections, but discuss all aspects using the intrinsic dielectric
constants. The latter have been calculated from the effective dielectric constants by application
of the procedures described in Chapter 4.2 (influence of a polarizable substrate) and Chapter
4.3 (island growth). Thus, the presented intrinsic dielectric constants do not contain the above
mentioned effects anymore.
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We have already reported on the optical properties of PTCDA films grown on transparent
mica substrates in [34]. However, the spectral dependence on the film thickness was only
discussed for the first few layers since for these thicknesses, the linear expansion of McIntyre
and Aspnes [58] is applicable. This makes the interpretation of the experimental DRS spectra
feasible since they are directly proportional to the imaginary part of the complex dielectric
constant of the PTCDA films. Here, we will extend the optical investigation to higher film
thicknesses using our method from Chapter 5, thereby providing a detailed insight into
aspects like island growth, exciton confinement and oscillator strength.
Fig. 6.4 shows the measured DRS of PTCDA films on mica, exhibiting film thicknesses
from 0.1 to 12.5 monolayers (ML). Besides strong spectral changes with increasing film
thickness, one also observes DRS values above zero in the non-absorbing region (low
energies) of the spectra, starting at about 6 ML. This is an indication for island growth as
already demonstrated in Chapter 5.6. Thus, for thicknesses above 6 ML we have to apply our
algorithm of Chapter 5 to effective medium films rather than closed films exhibiting smooth
interfaces. For film thicknesses below 6 ML, island growth might still persist. However, since
the DRS values are below zero, the volume fraction of the PTCDA islands is rather large, and
consequently, the effect on the optical spectra quite small. Also, for such large volume
fractions, the DRS can not provide enough information to deduct the correct effective film
thickness from the optical spectra alone. For that, additional experimental methods would
have to be applied, like Atomic Force Microscopy (AFM). Unfortunately, only the use of
ambient AFM was possible at the time of this thesis. Since it is known that PTCDA films
rearrange upon exposure to air [93], the apparent volume fraction (and accordingly the
effective film thickness as well) as measured by the ambient AFM would strongly differ from
the volume fraction present during the optical measurements, leading to wrong optical
constants. Therefore, we assume a closed film with nominal film thickness, knowing that the
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introduced error is on a rather small scale. For partially filled monolayers, we set our effective
film thickness to 1 ML and calculate the effective optical constants as outlined in Chapter 5.6.
Additionally, we account for screening effects due to the presence of a polarizable substrate
for coverages of 1 ML and below by means of the finite dipole model of Chapter 4.2. The
screening for submonolayers is treated in a way that we first calculate the optical constants of
the PTCDA islands on the substrate from the effective optical constants of the effective
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medium and consecutively apply the screening formalism to deduce the intrinsic optical
constants of „free standing“ PTCDA islands. The calculated dipole sum is assumed to be the
same for a complete monolayer as well as for submonolayers, corresponding to island sizes
larger than about 10 nm.The resulting intrinsic optical constants of PTCDA films on mica,
accounting for all above mentioned effects, are shown in Fig. 6.5.
Let us first discuss the real part of the complex dielectric constants. There seems to be an
increase of the absolute values of the real part up to 1 ML, followed by a strong decrease until
saturation is reached at about 4 ML. However, we have found that one can obtain different
sets of optical constants which equally well fit the DRS in this thickness range even if largely
different values for the parameter noffset (characterizing the absolute values of the index of
refraction) are chosen. This is due to the fact that the DRS for these thicknesses is in very
good approximation proportional to the imaginary part of the dielectric constant, which
explains the insensitivity of the DRS on the index of refraction (as well as on the real part of
the dielectric constant). Consequently, the choice of the correct value for noffset is not possible
by fitting the absorption tails with Lorentz- or Cauchy functions, since a large number of
different parameters exist which describe the DRS in these spectral regions equally well. Still,
the absolute values of the imaginary part of the dielectric constant are almost not affected by
the specific choice of noffset for the very same reason given above. It is at about 4 ML for
which the product nd starts to gain significant influence on the DRS values. This is also the
point where it becomes possible to fit the correct value of noffset. However, already small
experimental errors lead to rather large deviations producing the apparently different values of
the real part of the dielectric constant even for thicker films. Thus, while it is in principle
possible to extract the optical constants of PTCDA films grown on mica from the
corresponding DRS, the interpretation of the real part of the dielectric constant is rather
questionable, especially for thicknesses below 4 ML. Still, the imaginary part of the dielectric
constant can be calculated quite accurately and is only slightly influenced by the specific
choice of noffset.
Since we are most interested in the optical absorption of the PTCDA films, we will
consider the imaginary part of the dielectric constant in greater detail. First, one observes a
small absorption peak at about 1.87 eV which is only visible for film thicknesses below 2 ML.
This peak has its largest intensity at the smallest coverage and diminishes with increasing film
thickness until it completely vanishes at about 2 ML.
It was already discussed in [51] that the occurence of this peak has most likely to be
attributed to partially charged PTCDA molecules. This seems a bit odd at a first glance since
the mica substrate should be an inert and insulating material. However, it is well known
[94,95,96,97] that the cleaved mica surface has a polar character due to the special layered
structure of muscovite mica (ideal formula KAl2(AlSi3O10)(OH)2). Since on average one
silicon atom out of four is replaced by an aluminium atom, the molecular basal planes (at
which cleavage occurs) carry a large negative charge density of about 1 electron per 48 Å2
[94]. Within the crystal, this charge is compensated by the potassium ions, located between
the aluminosilicate sheets. Upon cleavage, the potassium ions are equally distributed on the
surface of both (separated) mica sheets which leads to a partially (negatively) charged mica
surface, since some excess charges of the aluminosilicates can not be compensated anymore.
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Due to the fact that the surface is hydrophilic, these excess charges are further compensated
by adsorption of atmospheric water [98,99,100,101]. Thus, depending on the preparation
process (fast vs. slow cleavage and prolonged exposure to air), the mica surface is slightly
negatively charged. This leads to the occurence of an additional peak in the absorption spectra
at 1.87 eV for monolayer and submonolayer coverage of PTCDA molecules, besides the
monomeric absorption behavior of the single PTCDA molecules. Thus, some of the molecules
within the first layer are charged, producing the peak at 1.87 eV, while the remaining
molecules carry neutral monomeric character. It is then also clear that the magnitude of the
peak of the charged molecules should decrease with increasing coverage since its relative
spectral contribution to the absorption spectra diminishes due to the fixed amount of negative
charges on the surface. Comparing the oscillator strengths of both components (charged
PTCDA vs. neutral PTCDA) at 1 ML film thickness, we find that about 10% of the PTCDA
(monolayer) film should be negatively charged, equivalent to the statement that 10% of the
mica surface exhibit a negative charge. This value increases to about 20% for 0.5 ML and
50% for 0.1 ML film thickness, caused by the decreased coverage of the mica surface with
PTCDA molecules, increasing the relative amount of charged molecules.
The assumption of charged molecules of PTCDA on (negatively charged) mica surfaces is
further supported by several observations reported in literature [102,103,104,105]. There, it is
shown that PTCDA dissolved in a strongly polar organic solvent (N-methylpyrrolidon) [102]
causes a feature in the absorption spectrum at the very same spectral position as for PTCDA
on mica which is being attributed to a (partial) charge transfer between the organic solvent
and the PTCDA molecules. On the other hand, the doping of PTCDA films with pottasium
atoms [103,104,105] (providing additional negative charges) produces features at lower
energies being very similar to our observed absorption behavior. Also, quantum chemical
calculations show the existence of an additional absorption peak due to a charged PTCDA
molecule at lower energies as compared to the energetically lowest lying absorption peak of a
neutral molecule. All these findings make the observation of partially charged PTCDA films
on mica most likely. However, while it is very likely that we deal with negatively charged
molecules, we can not exclude the possibility of positively charges molecules, due to the
presence of the (positive) potassium ions. Quantum mechanical calculations show that a
positively charged PTCDA molecule exhibits an absorption peak at lower energies very close
to the position of the absorption peak of a negatively charged molecule. In practice, such a
small difference is rather difficult to resolve so that no definite conclusion can be drawn
concerning the sign of the charge. It might in principle even be possible that both types of
charged PTCDA molecules are observed in the spectrum, leading to the appearance of a
broadened peak at lower energies.
The spectral behavior of the ultrathin films up to 4 ML shall only be discussed very briefly
since it agrees with our observations already reported in [34]. A strong spectral change is
visible with increasing film thickness, producing three isosbestic points P1, P2 and P3. These
points are an indication that a transformation between two or more absorbing species occur.
For 1 ML and below, one observes the optical spectrum of an isolated molecule (monomeric
behavior) similar to the spectra of PTCDA molecules dissolved in DMSO (cp. Chapter 2.2).
This can be explained by the anisotropy of the molecular films: within the (102)-plane, the
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PTCDA molecules are separated by about 10 Å, whereas in the stacking direction, this
distance is only on the order of 3 Å. Thus, there is almost no interaction between the single
molecules within the first layer, and they essentially behave like an ensemble of monomers.
However, as soon as the second layer builds up the two adjacent molecules in stacking
direction strongly couple (via their π-electrons) to become a physical dimer, producing a
largely different optical spectra. The appearance of the isosbestic points are a consequence of
two facts:
(i) for thickness values in between 1 and 2 ML both species, monomer and dimer,
exist, contributing to the total absorption behavior of the film, and
(ii) the absorption spectra of both species have at least one point in common.
Since no oscillator strength can get lost, the intensity is redistributed between the two
absorbing species, causing isosbestic points6.
The same arguments hold for thicknesses above 2 ML, resulting in isosbestic points up to
about 5 ML. However, the occurence of isosbestic points does not necessarily imply layer-by-
layer growth. If all contributing species (monomers plus oligomers of different size) would
per definition have one point in common, the coexistence of all species at the same time
(Stranski-Krastanow growth) would produce isosbestic points as well. If this condition is not
fulfilled, layer-by-layer growth would produce isosbestic points at different energetic
positions for the different transitions between consecutive oligomers. For very subtle spectral
changes between different oligomers, the different energetic position of the isosbestic points
might not be resolved in practice, so that only one point is observed for all oligomers. It is
now obvious from the spectra of Fig. 6.5 that strong spectral changes occur between monomer
and dimer, followed by a rather weak spectral dependence for oligomers of larger size. Thus,
it is most likely that layer-by-layer growth is observed at least for the first two layers. No
definite conclusion can be drawn concerning the growth mode of thicknesses larger than 2
ML. Although the observation of an isosbestic point for thicknesses up to about 5 ML might
be an indication for layer-by-layer growth, it contradicts the fact that island growth occurs for
thicknesses above 6 ML. In reality, one certainly has a smooth transition between layer-by-
layer and island growth.
Above 5 ML, the spectral changes are essentially completed, only the energetically lowest
lying peak becomes more pronounced with increasing film thickness. This behavior can be
understood within the picture of the quasi-one-dimensional molecular chain with an exciton
radius of about 5 molecules (cp. Chapter 2.4). Thus, the wavefunctions of the excitons of the
molecular chain are delocalized over 5 molecules. Consequently, upon addition of more
molecules, these wavefunctions are not significantly altered since the main interactions takes
place between about 5 molecules. Therefore, we essentially have reached the optical
properties of the infinite linear chain of molecules already at a chain size of about 5
molecules.
Let us now turn to the optical properties of PTCDA films with thicknesses above 6 ML. As
mentioned earlier, the occurence of DRS-values above zero implies the existence of islands of
                                                          
6 Here, it is explicitely assumed that no oscillator strength is transfered to other spectral regions as well.
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PTCDA. We have calculated the optical constants of these islands, assuming an effective film
thickness which has been adjusted according to the spectral behavior of the absorption index
of the PTCDA films in the non-absorbing region (cp. Chapter 5.6). Based on the specific
value of the effective film thickness, we can estimate the volume fraction. However, there is
still one unknown quantity, the shape factor s, describing the shape of the islands (s = 0 for
flat discs, s = 0.5 for columns). Since we have no experimental access to this quantity, we
calculate the intrinsic optical constants assuming different shape factors, ranging from s = 0.1
(disc-like) to s = 0.3 (sphere). These different shape factors basically alter the height of the
imaginary part of the complex dielectric constant of the PTCDA films. The larger the shape
factor, the larger the absolute values. Thus, the assumption of different shape factors strongly
influences the apparent oscillator strengths of the PTCDA molecules, for submonolayer
coverage as well as for the island films above 6 ML.
Fig. 6.6 shows the oscillator strength per molecule of the PTCDA films of different
thickness, based on the optical constants of Fig. 6.5. Please note that the screening effect for
monolayer and submonolayer coverage due to the presence of a polarizable substrate has
already been accounted for. Therefore, the presented values of the oscillator strength
correspond to free PTCDA films.
One observes a strange behavior: for submonolayer coverage, the oscillator strength
strongly decreases with increasing coverage to a value of about 2/3 below the oscillator
strength of thick polycrystalline PTCDA films [22]. Especially for the lowest coverage, an
enormous enhancement of oscillator strength is visible. Above 1 ML, the oscillator strength
increases again with increasing film thickness until it reaches saturation at about 7 ML. It
0 1 2 3 4 5 6 7 8 9 10 11 12 13
4
6
8
10
12
14
16
 closed films
 s = 0 @ 0.1 ML
 s = 0.1
 s = 0.2
 s = 0.3
 pc thick film  
O
sc
ill
at
or
 S
tr
en
gt
h 
[(e
V)
2 ]
d [ML]
Fig. 6.6: Oscillator strength per molecule of PTCDA films of different thickness (calculated by integration of
Im(ε) in between 1.70 and 3.10 eV, cp. Fig. 6.5). Black curve: oscillator strength assuming a closed film with
nominal film thickness, all other curves: oscillator strength using effective film thicknesses. Blue curve: shape
factor s = 0.1 (flat discs), red curve: s = 0.2, green curve: s = 0.3 (spheres). Blue circle: oscillator strength for the
lowest coverage, using a shape factor of s = 0. Note, that for film thicknesses below 6 ML, the DRS do not
contain enough information to determine the effective film thickness, although island growth certainly occurs.
Consequently, we have used the nominal film thickness instead. The orange line represents the oscillator strength
in a thick polycrystalline film [22].
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now strongly depends on the specific choice of the shape factor which value is reached for the
two limiting cases, thick films and submonolayers.
For submonolayer coverage, a shape factor above s = 0.1 is certainly not reasonable since
the monomer spectrum indicates that one deals with islands being disc shaped (no additional
molecules in stacking direction). Depending on the lateral dimensions of the islands, the shape
factor might in an extreme case even approach zero (one large, extended island). However,
even for this limiting case, the oscillator strength for the lowest coverage (blue circle) is still
way above the limiting value for thick films. There are three possible explanations for this
behavior:
(i) the film consist of islands with very small diameter, on the order of 10 nm and
below, for which the dipole sum becomes largely different,
(ii) there is an increased dielectric background due to higher-lying transitions which
yield an enhanced oscillator strength [106], and
(iii) the film is partially charged.
The first assumption would reduce the value of the oscillator strength for the lowest
coverage by about 10%, even if only a single molecule is assumed. Thus, it can not be the
origin of the enhancement of the oscillator strength. Issue (ii) has a stronger influence since
the dielectric background εb scales the oscillator strength in first approximation like [(εb +
2)/3]2 as compared to the intrinsic oscillator strength with εb = 1 [106]. Using this scaling
formula plus the correponding value for εb ≈ 4.0 for thick PTCDA films [22] we get a
dielectric background for the lowest coverage of about εb = 7.1 (for s = 0.1) and εb = 5.8 (for s
= 0). Such a background could explain the observed oscillator strength, however, its value lies
quite high, making assumption (ii) from above rather questionable. Additionally, the
background seems to decrease upon completion of the monolayer which implies some kind of
stronger interaction between the single PTCDA molecules, apart from the dipole-dipole
interactions. Although this is in principle possible, the large separation of the molecules
within the monolayer does not really support such a strong interaction.
On the other hand, we have already seen that charged molecules must exist within films of
submonolayer and monolayer coverage, characterized by the occurence of an additional peak
at 1.87 eV. Since it is not known how the dielectric background of a neutral molecule is
affected upon charging, this could serve as an alternative explanation for the enhancement of
oscillator strength for submonolayer coverage. Due to the fact that the ammount of charges on
the mica surface is a fixed quantity, the relative contribution of an enhanced dielectric
background caused by charging effects would diminish upon addition of more molecules.
Thus, the thickness dependent enhancement of oscillator strength within a more diluted
monolayer might essentially be caused by the influence of the residual charges of the mica
surface on the optical properties of the PTCDA molecules.
For film thicknesses above 5 ML, we can "adjust" the oscillator strength by choosing
different shape factors. The upper limit is at about s = 0.2, corresponding to oblate ellipsoids,
since for larger values the oscillator strength lies above the value of the thick polycrystalline
films. This is certainly a reasonable value due to the fact that the shape factor has to increase
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with increasing film thickness caused by the inclusion of the third dimension. One also sees
that the oscillator strength saturates at about 7 ML. Between the first layer (monolayer) and 7
ML, one observes a monotonic increase of oscillator strength. This can be attributed to a
slightly increasing dielectric background as compared to the monomer, due to the
development of higher lying transitions upon increasing the number of molecules within the
linear chain. On the other hand, it was already shown in [51] that the different dielectric
constant of the substrate significantly decreases the oscillator strength, since it is on average
about 30% smaller than the dielectric background of a polycrystalline PTCDA film. This
might also be a possible origin of the decreased oscillator strength for the first few layers for
which the different dielectric environment should have the largest impact. In fact, it might not
only be the substrate which significantly alters the dielectric background, but also the number
of molecules in stacking direction, i.e., within the linear chain. The molecules of the first layer
only have void in the upper half space, exhibiting a very different dielectric background
(unity). If the molecules of the second layer are added, both molecules in stacking direction
now have one neighboring molecule with the very same dielectric background. Although
there still is the substrate beneath and void above the molecules, the effective dielectric
background should already lie much closer to the intrinsic dielectric background of the
molecules themselves. This leads to an increase of oscillator strength with increasing film
thickness, corresponding to an increased number of molecules in stacking direction. The
apparent oscillator strength should still rise, until the number of molecules in stacking
direction is sufficiently large to essentially produce a constant dielectric background caused
by the molecular crystal itself. The exact film thickness at which the saturation of the
oscillator strength occurs might as well lie below our estimated value of 7 ML, since we
certainly have island growth already for smaller thicknesses. However, the presented values
of the optical constants and the oscillator strength below 6 ML have been calculated assuming
a closed film which causes the values of the oscillator strength to be slightly underestimated.
As a last issue, we would like to address possible effects of exciton confinement. For that,
the imaginary part of the dielectric constant of the PTCDA films of different thickness are
fitted by a set of Gaussian lines. This yields a more specific picture of the behavior of the
single transitions involved and the dependencies of the corresponding oscillator strength and
energetic position on the film thickness. Before we turn to this discussion, a few technical
remarks have to be given.
Due to the broad and unstructured absorption band at higher energies (at least for larger
film thicknesses), one can find different parameters of the Gaussian peaks describing the
spectral behavior equally well. To minimize the number of possible sets, we choose the
maximum spectral width (FWHM) of the single Gaussian peaks to be 0.30 eV since a
physically meaningful absorption peak should certainly not be broader than this value.
However, the high energy absorption tail can still be modeled, using rather different
parameters since it bears no spectral structure, especially if the number of Gaussian oscillators
are chosen differently. Therefore, we have employed the following procedure to obtain a
physically meaningful fitting result: We have fitted the data, using 5 and 6 Gaussian peaks,
respectively. In a first approach, we start at the largest film thickness and vary the parameters
of the Gaussian peaks until a satisfactory fit is achieved. These parameters are taken as
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starting values for the next, consecutive film thickness below. We then keep the energetic
positions and vary only the amplitude and width of the peaks until a good fit is obtained. If
necessary, the energetic positions are added into the variation to yield excellent fits. This is
repeated for all film thicknesses. The second approach basically corresponds to the first one,
this time starting with the lowest coverage, fitting our way through all consecutive larger film
thicknesses. The aim of this procedure is to see whether
(i) all spectra can be fitted using the same number of peaks at the same energetic
positions, or
(ii) all spectra can be fitted using the same number of peaks but at different energetic
positions, or
(iii) additional peaks show up with varying layer thickness.
The results for PTCDA on mica are shown in Fig. 6.7. We find that only 4 peaks are
needed to describe the spectral behavior of (sub)monolayer coverage. The energetic positions
of these peaks seem to shift towards lower energies with increasing coverage7. This
observation was already reported in [51] and attributed to local field effects (EMA model).
The oscillator strength of the peaks decreases with increasing coverage due to reasons
proposed above.
At about 2 ML, we need to include at least one additional peak at 2.25 eV to describe the
spectral behavior sufficiently. Up to a film thickness of approximately 4 ML, we find two
possible sets of parameters fitting the spectra equally well. They differ mainly in the behavior
of the two energetically lowest lying peaks. While Set1 (6 peaks) needs to have two
                                                          
7 The lowest coverage exhibits a rather small signal to noise ratio and consequently an enhanced uncertainty
concerning the energetic positions of the Gaussian peaks.
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Fig. 6.7: Peakfit of the imaginary part of the dielectric constant of PTCDA films of different thickness on mica
(cp. Fig. 6.5) using 6 (Set1, solid lines) and 5 (Set2, dashed lines) Gaussian peaks. The maximum width
(FWHM) of the peaks has been set to 0.30 eV. The bars on top of each experimental point indicate the strength
of the single transitions (arbitrary units). For clarity, the bars of the 5 peak fit have been omitted.
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coexisting peaks at 2.25 and 2.35 eV whose intensities vary complementary to each other,
Set2 (5 peaks) assumes only one peak which monotonically shifts from 2.35 to 2.25 eV. As
we have already stated before, the peaks at higher energies, especially the two highest lying
ones, have a rather high uncertainty concerning their energetic positions and intensities.
For larger film thicknesses above 4 ML, 6 peaks are essential to fit the spectra correctly. A
fit using only 5 peaks can not reproduce the two apparent spectral features at 2.48 and 2.56 eV
at the largest film thicknesses. We will therefore restrict our discussion for these film
thicknesses to Set1. The spectral shape is dominated by two peaks, peak2 at 2.25 and peak5 at
about 2.55 eV with small contributions from the other peaks. Except for peak4, the energetic
positions almost do not vary with increasing coverage. However, since peak4 has a very low
intensity, the peak position exhibits a rather large uncertainty and might as well be considered
constant. Thus, the spectral shape above 4 ML can essentially be explained by the assumption
of 6 Gaussian peaks at fixed energetic positions, but with intensities different for different
layer thicknesses.
Let us compare the findings with theoretical exciton models from literature, especially with
those from Hoffmann et al. [20] (model1) and Vragovic et al. [21] (model2). The major
difference between the two models is connected to the appearance of peak2 at 2.25 eV. While
model1 predicts the occurence of that peak already at 2 ML due to the inclusion of a charge
transfer state between two molecules, model2 proposes a shift of peak2 towards lower
energies with increasing film thickness due to the crystal environment. In this respect, model1
would correspond to Set1 while model2 is described by the parameters of Set2. Additionally,
model2 relies on the occurence of one effective vibrational mode of 0.17 eV which should be
observed in the peakfit as difference between the energetic positions of the single peaks. In
fact, set2 does show a spacing of 0.17 eV between the three highest lying peaks. However,
peak2 is separated from peak4 by almost 0.23 eV. This does not support the assumption of
just one effective vibrational mode. We also observe one effective mode in the parameters of
Set1, however, its value is rather low, on the order of 0.12 eV. Due to these observations and
to the fact that the spectra of larger film thicknesses can only be modeled using 6 peaks, we
believe that Set1 is the more appropriate choice.
In summary, PTCDA films on mica show a layer-by-layer growth at least for the first few
layers, accompanied with strong spectral changes up to approximately 4 ML, from which on
the optical spectra remain nearly constant and comparable to thick polycrystalline PTCDA
films. A clear transition from monomer to dimer is visible, characterized by the occurence of
isosbestic points. For submonolayers, a strong enhancement of oscillator strength is observed,
most likely due to an increased dielectric background, caused by partial charging of the
(sub)monolayer films. Still, the exact nature of that background remains unclear. For film
thicknesses above 1 ML, the oscillator strength monotonically increases until saturation is
reached at about 7 ML. This is also the point where island growth is clearly visible in the
optical spectra. Based on the oscillator strength of thick polycrystalline films, we can estimate
an upper limit for the shape factor of the islands, s = 0.2, corresponding to oblate ellipsoids. A
smooth transition between flat discs (submonolayer and monolayer coverage) and oblate
ellipsoids is most likely. A peak fit using Gaussian lines suggests the coexistence of two
peaks at 2.25 and 2.35 eV which reverse their intensity with increasing layer thickness.
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However, the spectra of film thicknesses up to 4 ML can be equally well modeled assuming a
shift of just one peak from 2.35 to 2.25 eV with increasing layer thickness.
6.1.3 PTCDA on glass
Glass is a substrate with rather large surface roughness (root mean square on the order of 1
nm) as compared to substrates like mica or HOPG. Consequently, one can not expect to have
layer-by-layer growth but at best polycrystalline PTCDA films. Although we are mainly
interested in highly ordered films, this substrate has been chosen to compare the highly
ordered and polycrystalline growth mode and their impact on the optical properties.
Fig. 6.8 shows the DRS spectra of PTCDA on glass covering the same thickness range like
the films on mica. Since the optical constants of glass are comparable to the optical constants
of mica in the visible, we can again directly relate the spectral behavior of the non-absorbing
region to the possible occurence of island growth. One immediately sees that the DRS values
in that region start to lie above zero already for thicknesses larger than 1 ML. Interestingly,
the volume fraction and therefore also the size of the PTCDA islands seems to reach
saturation at about 6 ML, since the DRS values in the non-absorbing region change only
slightly for higher film thicknesses. Thus, starting with the second layer, one clearly observes
island growth, in contrast to the case of mica, where island growth was estimated to occur at
about 6 ML. This is certainly due to the nature of the glass substrate with its enhanced surface
roughness as compared to mica. Fortunately, this enables us to directly deduce the volume
fraction from the DRS spectra alone right from the beginning, without the need to
experimentally measure the morphology. Therefore, we calculate the optical constants of an
effective medium (mixture of PTCDA and void) using an effective film thickness which is
adjusted according to the spectral behavior of the imaginary part of the complex dielectric
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Fig. 6.8: Differential Reflectance Spectra of PTCDA films of different thickness on 160 µm thick glass. Note the
appearance of DRS values above zero at lower energies for thicker films, indicating island growth.
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constant in the non-absorbing region (cp. Chapter 5.6). The obtained effective optical
constants have been transformed into intrinsic optical constants using the estimated volume
fractions and different shape factors, ranging from s = 0.1 (flat discs) to s = 0.3 (spheres) for
all film thicknesses.
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Fig. 6.9: Dielectric constant of PTCDA films of different thickness on glass as calculated by application of our
method proposed in Chapter 5. The dielectric constants have been calculated assuming effective film thicknesses
rather than nominal film thicknesses. Note that screening effects due to the presence of a polarizable substrate
are still present. Left panel: real part of the dielectric constant, right panel: imaginary part of the dielectric
constant, describing the absorption behavior of the PTCDA films. (a) shape factor s = 0.1, (b) s = 0.2, (c) s = 0.3.
Dashed black curves: dielectric constant of thick polycrystalline films on glass [22].
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Fig. 6.9 shows the intrinsic optical constants for the different shape factors. Clearly, a
shape factor of s = 0.3 throughout all film thicknesses produces absolute values being too
large for typical organic films, at least for thicknesses below 6 ML. This is plausible, since
even on glass the shape of the islands should rather correspond to flat discs for the first layer,
due to the monomeric absorption behavior observed in the DRS.
If we still assume that the shape factor remains constant over the entire thickness range
investigated, we have to choose between s = 0.1 and s = 0.2. It seems, that s = 0.1 is the more
natural choice since a very smooth transition between the spectra for different film
thicknesses is observed, while for s = 0.2 a sudden jump occurs between 1 and 2 ML.
Therefore, we will first concentrate on the series with s = 0.1.
Similar to the case of mica, the PTCDA monomer is visible for (sub-)monolayer coverage.
However, the spectrum for a thickness of 1 ML already seems to contain other spectral
components since the peak ratio of the vibronic replicas is clearly different as compared to the
submonolayer spectra. Additionally, one observes small spectral contributions at lower
energies. This means that the second layer (or even more layers) starts to build up before the
first layer is completed. Thus, we do not observe layer-by-layer growth, not even for the first
two layers.
With increasing film thickness, the spectra develop into a form comparable to the spectra
of thick polycrystalline films, although the intensities of the single peaks involved are still
different. However, there is one remarkable difference: all spectra contain the contribution of
the monomer peak with varying intensity. Even for 12 ML, one clearly has a shoulder close to
the energetic position of the 0-0 transition of the monomer. Of course, one can not tell if this
is due to the monomer or the dimer or trimer since all these absorbing species have a peak
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Fig. 6.10: Differential Reflectance Spectra of PTCDA after deposition. Although the molecular flux is equal to
zero one observes clear spectral changes, comparable to the PTCDA monomer. Since the sign of the DRS is
reversed as compared to Fig. 6.8, the monomer does not grow, but „vanishes“ and is probably transformed into
the polycyrstalline state.
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very close to this energetic position. It might even be that one observes a mixture of all three
species. However, the most favorable explanation is the growth of PTCDA islands on top of
at least one closed layer. This assumption could explain the observation of the additional
(monomeric) peak for thicker films. In fact, if we have a look at the DRS spectra after
deposition (Fig. 6.10), we still see clear spectral changes although the flux of incoming
molecules is zero. These spectra strongly resemble the monomeric absorption behavior plus
small contribution at lower energies. Remarkably, the sign of the DRS is reversed as
compared to the series in Fig. 6.8.
This means that the monomeric component of the spectra decreases, equivalent to the
statement that the molecules of the first (few) layer(s) are "eaten up" by the polycrystalline
islands. Thus, with increasing time, one observes a complete transformation into
polycrystalline behavior, even in UHV. This hints towards a strong mobility of the molecules
due to the fact that it seems to be energetically more favourable for them to pair up with their
polycrystalline counterparts.
Still, the question remains to be clarified which shape factor to choose. Without further
knowledge of the shape factor as measured by other experiments, one can only make several
assumptions based on the observed oscillator strength. In Fig. 6.11, the oscillator strength of
the series with different shape factors is plotted as a function of film thickness.
To estimate the correct value of the shape factor, we compare the oscillator strength with
the oscillator strength of thick polycrystalline films. For s = 0.1 (black line), we have an
oscillator strength very close to the polycrystalline value of thick PTCDA films for
thicknesses in between 3 and 5 ML. For values below 3 ML one observes an increase of
oscillator strength, for values above 5 ML a strong decrease. This hints towards the possibility
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Fig. 6.11: Oscillator strength per molecule of PTCDA films of different thickness on glass (cp. Fig. 6.9). Black
curve: oscillator strength assuming a shape factor of s = 0.1 (flat discs) for all thicknesses, red curve: s = 0.2 for
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that the islands actually change their forms and correspondingly their shape factors from flat
discs (s < 0.1) to oblate ellipsoids (0.1 < s < 0.2) with increasing film thickness. Assuming
that the oscillator strength has to reach the polycrystalline value at 12 ML, we get s = 0.23 as
an upper limit. For the lower limit, we have no quantity at hand to compare the oscillator
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Fig. 6.12: Intrinsic dielectric constant of PTCDA films of different thickness on glass using an interpolation
between different shape factors, s = 0.05 at 0.3 ML and s = 0.23 at 12 ML. Screening effects due to the presence
of a polarizable substrate have already been accounted for at (sub)monolayer coverage. Upper panel: real part of
the dielectric constant, lower panel: imaginary part of the dielectric constant, describing the absorption behavior
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strength with. One could assume that the first layer on glass and mica should exhibit the same
oscillator strength. However, it was already mentioned above that the spectra on mica and
glass for the (sub)monolayers are different and the oscillator strength strongly depends on the
shape factor which is not known. Therefore, the two spectra (and correspondingly their
oscillator strenghts) are not directly comparable. Despite the spectral differences between the
monomer on glass and on mica, we have tried to adjust the shape factor for the PTCDA
islands on glass in a way that the value of the oscillator strength of the monomer on mica is
reached. However, this could not be achieved: even for the limiting case of s = 0, the
oscillator strength of the monomer on glass is still much larger than the corresponding value
on mica. This certainly has its origin in the different growth modes of the two substrates
(island growth vs. layer-by-layer growth). Lacking a reference concerning the oscillator
strength for the submonolayers, we choose s = 0.05 for the lower limit. This is certainly a
good approximation for submonolayer coverage, since it corresponds to flat discs. If one now
linearly interpolates between these limiting values with increasing film thickness, one gets the
optical constants plotted in Fig. 6.12 with the corresponding oscillator strength plotted as
green line in Fig. 6.11.
The spectral behavior is qualitatively still the same like it was under the assumption of a
constant shape factor throughout all film thicknesses. However, the oscillator strength is seen
to be very close to the polycrystalline value for almost all film thicknesses investigated, as
expected for a polycrystalline growth of PTCDA films on glass. As for the case of mica, the
oscillator strength has its lowest value at monolayer coverage and seems to get enhanced for
submonolayer coverage, although the absolute magnitude of that effect is much smaller than
on mica. This could be explained by a more disordered array of molecules on glass as
compared to mica. One also observes values slightly lying above the polycrystalline value for
thicknesses larger than 4 ML. On one hand, this might have its origin in the linear
interpolation between the shape factors. In reality, this can be a non-linear process in which
the higher values of the shape factor are approached at larger thicknesses, resulting into
slightly lower oscillator strengths between 4 and 8 ML. On the other hand, however, the
deviation from the polycrystalline value is certainly within the experimental error limits,
given the fact that the effective film thickness was estimated based on the optical spectra
alone. The overall picture does confirm the assumption of polycrystalline island growth in
between at least one layer of highly mobile molecules.
Another possible explanation for the decrease of oscillator strength with increasing film
thickness could be the occurence of disordering above a certain film thickness. Then, a large
part of the incoming molecules arrange in a way that their molecular plane is not parallel to
the substrate anymore, but more or less tilted. These molecules can not be probed with our
setup (normal incidence) resulting into an apparent decrease of oscillator strength.
We shall discuss a few aspects concerning the real part of the dielectric constant of Fig.
6.12 (varying shape factor). Similar to PTCDA on mica, the correct estimation of the
parameter noffset of our method proposed in Chapter 5 is rather difficult due to the insensitivity
of the DRS to the product nd. One seems to observe increased absolute values for
(sub)monolayer coverage. However, already at about 2 ML, the value of noffset changes only
slightly with increasing film thickness, in contrast to the case of PTCDA on mica where
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saturation occured at 4 ML. This is due to the fact that one deals with island films of larger
effective film thicknesses for which the product nd has a stronger influence than for closed
layers with smaller nominal film thicknesses. Therefore, the correct value of noffset can already
be estimated for lower nominal coverages. Still, small experimental errors introduce rather
large deviation concerning the specific value of noffset, causing the values to be slightly
different even for the largest film thicknesses investigated. However, given the fact that
oscillator strength and shape factor have been adjusted using the DRS only, the observed
deviations lie certainly within the experimental uncertainties.
Although one clearly observes polycrystalline (island) growth, we still would like to
discuss possible exciton confinement effects. Similar to the case of PTCDA on mica we
perform a peakfit of the imaginary part of the dielectric constant of Fig. 6.12 (varying shape
factor) using Gaussian lines. The technical remarks have already been given in the preceding
section and shall not be repeated here. We basically follow the procedures outlined before.
However, due to the more structured spectral shape of the imaginary part of the dielectric
constant even for larger film thicknesses, the number of possible sets of Gaussian oscillators
to adequately fit the spectra is largely reduced. In fact, only one set using 6 peaks is able to
describe the spectra for all film thicknesses, presented in Fig. 6.13.
Starting at submonolayer coverage, one observes a strong peakshift of the peaks 2, 4 and 5
towards lower energies with increasing film thickness. This is comparable to the case of mica
and accounted for by local field effects. However, the absolute energetic positions as
compared to PTCDA on mica are slightly larger. This might be due to the different growth
modes. While we still have no molecules in stacking direction on mica and the film is being
closed upon addition of more molecules, the island growth on glass is present right from the
beginning. This means that the films on glass are more diluted, for which the EMA-theories
predict a shift of the transitions to higher energies.
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Fig. 6.13: Peakfit of the imaginary part of the dielectric constant of PTCDA films of different thickness on glass
(cp. Fig. 6.12) using 6 Gaussian peaks. The maximum width (FWHM) of the peaks has been set to 0.30 eV. The
bars on top of each experimental point indicate the strength of the single transitions (arbitrary units).
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This energetic shift is accomplished at 2 ML from which on we basically have constant
energetic positions. Only the intensity of the monomeric peak2 decreases with increasing
coverage due to the reasons given above. One also observes a slight red shift of the two
lowest lying peaks with increasing film thickness which might again be attributed to local
field effects (increasing volume fraction).
In summary, PTCDA films on glass show island growth starting right from the beginning
of the deposition process. This island growth is accompanied with strong spectral changes
persisting even to the thickest layer investigated (12 ML). The specific spectral form of the
thicker layers suggests an island growth on top of at least one closed layer. The molecules of
this layer exhibit a large mobility and tend to pair up with molecules of the polycrystalline
islands with increasing time, changing the spectral form of the thickest layer even if
deposition has been stopped. It is most likely that the shape of the islands strongly changes
with increasing film thickness, starting from flat discs up to an almost sphere like shape
factor. With this assumption, the oscillator strength is very close to the polycrystalline value
for thick PTCDA films for all film thicknesses investigated. Still, the occurence of disordering
at higher coverages can not be entirely excluded, leading to an apparent decrease in oscillator
strength due to the optical setup used (almost normal incidence of light).
6.1.4 PTCDA on Au(111)
The two investigated substrates so far, mica and glass, belong to the class of inert and
insulating materials. Naturally, one should not expect to have any interactions between these
kinds of substrates and the PTCDA molecules (besides charging effects due to residual
charges at the surface, cp. Section 6.1.2). The situation changes completely if metallic
substrates are used which are known to strongly interact with organic molecules (cp. Section
2.5.3). These interactions are expected to significantly change the optical properties of the
organic film. Additionally, they most strongly affect the optical properties of the first layer, in
our case the PTCDA monolayer. For larger thicknesses, the optical spectra should essentially
be independent of the nature of the substrate (but, of course, dependent on the specific growth
mode) and relax into the spectra of the molecular crystal. Therefore, this and the following
section shall clarify the question whether a metallic substrate influences the optical properties
of a PTCDA (monolayer) film. First, we choose Au(111) as a substrate since it is known [1]
that PTCDA grows in a highly ordered fashion on that substrate.
Fig. 6.14 shows the DRS of PTCDA films of different thickness on Au(111). As it was
already outlined in Chapter 5, neither can one interprete the DRS directly in terms of the
optical constants of the PTCDA films, nor can we learn anything about the possible occurence
of island growth, both issues related to the special optical nature of the gold substrate. The
first problem can be solved by application of our method proposed in Chapter 5. However, the
phase information has to be included to yield a stable and converging fit. These phase spectra
are extracted from the measured DRS using the extrapolation procedure described in Section
5.4. The problem of island growth can not be directly addressed since the optical spectra alone
do not contain enough information, and AFM measurements have not been possible at the
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time of this thesis. Consequently, we use the nominal film thickness to calculate the optical
constants of the PTCDA films on Au(111).
The calculated intrinsic optical constants of the PTCDA films on Au(111) are plotted in
Fig. 6.15. Screening effects due to the presence of a polarizable substrate have already been
accounted for at submonolayer and monolayer coverage.
In contrast to the case PTCDA on mica and glass, the correct value of noffset can be
determined rather accurately. This is due to the fact that the optical constants of the gold
substrate cause a strong dependence of the DRS on the index of refraction of the PTCDA
films in the high energy region of the spectra. Consequently, a Lorentz fit of the high energy
tail of the spectra is very stable and yields very accurate nk-values. These values are used to
determine the specific value of noffset, which is found to be almost constant throughout the film
thicknesses investigated, leading to the observed behavior of the real part of the dielectric
constant of Fig. 6.15. The absolute values at the boundaries (where there is no or only very
small absorption) lie very close to each other for any film thickness and are similar to the
values of thick polycrystalline PTCDA films found in literature, proving the validity of the
calculated optical constants. Only for submonolayer and monolayer coverage, a small increase
of the dielectric background is observed. However, this deviation is well within the
experimental error caused by the rather poor signal to noise ratio for these small film
thicknesses.
The imaginary part of the dielectric constant of the PTCDA films exhibits strong spectral
changes with increasing film thickness. For submonolayer and monolayer coverage, the
optical spectra are very broad and unstructured and bear no resemblance to the monomeric
spectra observed on mica and glass. In fact, all three spectra are centered at about 2.28 eV, a
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Fig. 6.14: Differential Reflectance Spectra of PTCDA films of different thickness on opaque Au(111). Due to the
special optical properties of the gold substrate, all spectra nearly coincide at lower energies, making the
observation of island growth impossible.
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peak position rather far away from the 0-0 transition of the monomer at about 2.35 eV.
However, one does observe very weak shoulders at 2.33 eV and 2.49 eV, indicating that small
spectral components of the monomer might exist. Still, due to an increased broadening and
the domination of the peak at 2.28 eV, the monomeric fingerprints can not be clearly
distinguished. For about 2 ML, the monomeric absorption behavior is observed. This
contradicts the predictions of exciton theory since for two molecules in stacking direction, one
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Fig. 6.15: Intrinsic dielectric constant of PTCDA films of different thickness on opaque Au(111) as calculated by
application of our method proposed in Chapter 5. Since we have no information about the occurence of island
growth, we use the nominal film thicknesses for the calculations. Screening effects due to the presence of a
polarizable substrate have already been accounted for at (sub)monolayer coverage. Upper panel: real part of the
dielectric constant, lower panel: imaginary part of the dielectric constant, describing the absorption behavior of
the PTCDA films. Dashed black curves: dielectric constant of thick polycrystalline films on glass [22].
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would expect to see the optical properties of a dimer. Clearly this is not the case, meaning that
the first monolayer must strongly interact with the substrate, producing a largely different
electronic structure of the molecules within that layer. A molecule of the second layer might
than not interact with a molecule of the first monolayer due to the misalignment of the energy
levels of both molecules. This leads to the apparent observation that the monomer spectrum
does not occur at 1 but rather at 2 ML since the first monolayer is optically „inactive“ for all
other PTCDA molecules of the second layer.
The question remains to be clarified whether the strong interaction of the first monolayer
with the substrate is due to the bulk electronic structure of the single crystal gold or if the
specific nature of the (111)-surface orientation might be responsible for the observed
behavior. Due to the special preparation conditions, the surface of the Au(111)-crystal shows
a surface reconstruction. It was shown in several publications [107,108,109,110,111] that this
surface reconstruction causes the appearance of additional surface states. Thus, it might be
possible that these states interact with the PTCDA molecules of the first monolayer,
producing the observed optical spectra. In fact, if the surface of the single crystal gold is not
prepared in an appropriate way, i.e., if the surface reconstruction is not (or only partially)
present, the monomeric behavior is already obtained at 1 ML as it should be the case for no or
only weak interactions of the molecules with the substrate. Also, for polycrystalline gold on
glass as a substrate, one observes monomeric fingerprints in the spectra of films with
submonolayer coverage and no sign of an additional peak at 2.28 eV. These observations
strongly indicate that the spectral changes of the first monolayer of PTCDA on Au(111) are
indeed caused by interactions of the molecules with the (111)-surface reconstruction and are
not due to the influence of the electronic structure of the bulk gold.
One also observes several isosbestic points in the spectra. There exists one isosbestic point
P4 for nearly all film thicknesses investigated (except for submonolayer coverage), including
the first layer. This isosbestic point together with the observations that no significant
monomeric contributions to the spectra are visible up to 1 ML, but a clear monomer spectrum
is obtained at 2 ML coverage, indicates layer-by-layer growth until completion of the second
layer. For film thicknesses larger than 2 ML, two additional isosbestic points, P5 and P6, are
present up to about 7 ML. The spectral changes are similar to the case of PTCDA on glass.
The contribution of the peak at 2.33 eV is clearly visible even for film thicknesses as large as
6 ML. At the same time, one already observes a strongly pronounced shoulder at about 2.21
eV for coverages starting at 3 ML. Above a film thickness of 7 ML, the spectra relax into a
form comparable to the optical properties of the molecular crystal (thick polycrystalline
films).
The peak at 2.33 eV should most likely be attributed to the PTCDA monomer. However, it
was already shown before (PTCDA on mica) that the dimer and trimer spectra of PTCDA
have peaks very close to that energetic position as well. Thus, no clear distinction is possible.
On the other hand, the peak at 2.23 eV is characteristic for rather large film thicknesses,
corresponding to linear chains containing more than 4 or 5 PTCDA molecules. Clearly,
smaller chain lengths (monomer, dimer or trimer, i.e., 1, 2 or 3 molecules per chain) coexist
with larger chain lengths of more than 4 molecules per chain (described by the optical
properties of the infinite chain). Since all species contribute to the spectra, the observation of
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monomer and bulk features at the same time becomes feasible, causing the appearance of
isosbestic points.
Therefore, the most likely explanation of the spectra is a Stranski-Krastanow growth mode,
schematically depicted in Fig. 6.16. In fact, such a growth mode has already been reported for
PTCDA on gold [112], in agreement with the optical observations made here.
One has layer-by-layer growth until the second layer is almost completed. Upon addition
of more molecules, the surface of the films begin to roughen, producing chain lengths of
different size. Already for a nominal film thickness of 3 ML, chain lengths of 4 molecules
must exist, leading to the appearance of the peak at 2.23 eV. On the other hand, areas with
two molecules per chain still exist, contributing to the spectra by means of the peak at 2.33
eV. With increasing film thickness, the influence of the infinite chain (chain lengths larger
than 4 molecules) is being enhanced due to the increased occurrence of chain lengths with
larger number of molecules. At the same time, areas containing chain lengths of smaller size
further fill up with molecules in stacking direction until one reaches a situation in which the
smallest chain length already contains more than 4 molecules. This corresponds to the
spectrum of the molecular crystal, essentially described by the properties of the infinite chain.
We would like to discuss the thickness dependence of the single transitions involved in the
spectra of Fig. 6.15. Similar to the preceding examples, we perform a peakfit of the imaginary
part of the dielectric constants using Gaussian lines. Again, we use a maximum half width
(FWHM) of the Gaussian peaks of 0.30 eV. The resulting energies and intensities of the
single transitions are plotted in Fig. 6.17.
As for the cases of PTCDA on mica and glass, our discussion concerning the energetic
positions of the single transitions will essentially be restricted to the three energetically lowest
lying peaks, peak1, peak2 and peak3. All peaks show a more or less pronounced blueshift
with increasing film thickness, except for the lowest coverage investigated. However, the
peak positions of the peakfit of the lowest film thickness are very uncertain due to the poor
signal-to-noise ratio of the measured DRS and the broad spectral structure. A similarly good
fit can be obtained if the energetic positions of the next higher coverage are used, implying no
peakshift. Still, the magnitude of peak2 is significantly enhanced in both cases, confirming
the assumption that the molecules strongly interact with the substrate.
1 ML 2 ML 3 ML 4 ML 5 ML
Fig. 6.16: Stranski-Krastanov growth model for PTCDA on Au(111). Drawn is a section through the molecular
film, showing the molecules in stacking direction on top of the substrate (orange box). This specific growth
model implies the coexistence of linear chains with different size, i.e., different number of molecules, leading to
the observation of isosbestic points in the optical spectra of Fig. 6.15.
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Interestingly, the intensities of peak2 and peak3 are approximately constant throughout all
film thicknesses. This is in contrast to the case of PTCDA on mica, but similar to PTCDA
films grown on glass. Clearly, the Stranski-Krastanow growth mode (comparable to the island
growth on glass) must be responsible for this behavior. Also, a strong increase of the
amplitude of peak5 is observed, reaching a constant value at about 7 ML. This peak
dominates the high energy side of the spectra for larger film thicknesses and should be
attributed to the optical properties of the infinite chain. In fact, it is only for PTCDA on
Au(111) for which such an apparent evolution of the high energy side of the absorption
spectra is obtained, accompanied by spectral changes up to film thicknesses as large as 10
ML. For all other substrates investigated, the spectral changes of the higher transitions are
essentially accomplished already at about 4 ML. On one hand, this has to do with the strong
interactions with the substrate ("inactive" first layer), shifting the spectral changes to higher
film thicknesses. However, one the other hand, the Stranski-Krastanov growth mode also
"delays" the development of the optical properties of the molecular crystal, since areas with
smaller film thickness (corresponding to fewer molecules per chain) exist for a longer time.
A few words have to be added about the behavior of peak1. This peak has to be included
into the fits to model the low energy side of the spectra, especially for smaller film
thicknesses. It is seen that its intensity almost vanishes for film thicknesses above 5 ML. We
therefore believe that peak1 should also be attributed to interactions with the substrate. A
strong spectral shift towards lower energies with decreasing coverage is observed. However,
due to the broad and unstructured character of the low energy tail of the spectra of smaller
film thicknesses, it is not clear whether only one peak must be used or if more peaks are
actually present. Thus, the development of two (or more) peaks at constant energetic positions
with decreasing coverage might equally well be possible.
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Fig. 6.17: Peakfit of the imaginary part of the dielectric constant of PTCDA films of different thickness on
opaque Au(111) (cp. Fig. 6.15) using 6 Gaussian peaks. The maximum width (FWHM) of the peaks has been set
to 0.30 eV. The bars on top of each experimental point indicate the strength of the single transitions (arbitrary
units).
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Finally, we would like to discuss the thickness dependence of the oscillator strength. Its
values are plotted in Fig. 6.18. Since it is not clear which shape factor has to be used for
submonolayer coverage, we also calculated the oscillator strength using different shape
factors ranging from s = 0.01 (flat, extended disc) to s = 0.30 (sphere).
The behavior of the oscillator strength with varying film thickness is seen to be very
similar to the case of PTCDA on mica. Starting at submonolayer coverage, one observes a
decrease of oscillator strength, whose magnitude depends strongly on the shape factor used,
until the first layer is completed. Upon addition of the second layer, a strong increase of
oscillator strength is visible, followed by a smaller increase for larger film thicknesses. The
value of the oscillator strength of the largest film thickness investigated is still about 10%
below the value of polycrystalline thick films from literature. However, saturation of
oscillator strength has not yet occured, most likely due to the Stranski-Krastanov growth
mode, shifting the development of the molecular crystal to larger film thicknesses. Also,
island growth can not entirely be excluded. This would lead to an apparently smaller oscillator
strength since we have used the nominal film thicknesses to calculate the optical constants,
rather than effective film thicknesses, necessary to determine the optical properties of island
films.
Let us come back to the strong increase of oscillator strength upon addition of the second
layer. This effect is also visible for PTCDA on mica, even the absolute values of the oscillator
strength are very comparable. Obviously, the enhancement of oscillator strength must be
independent of the specific substrate used. Consequently, it has to be attributed to on-site
effects due to a different dielectric background. The molecules of the first layer experience the
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Fig. 6.18: Oscillator strength per molecule of PTCDA films of different thickness on opaque Au(111) (cp. Fig.
6.15). Black curve: oscillator strength assuming a shape factor of s = 0.01 (extended, flat discs) for
submonolayer coverages, red curve: s = 0.1 (flat discs) for submonolayers, blue curve: s = 0.2 for
submonolayers, green curve: s = 0.3 (isolated molecules) for submonolayer coverage. The oscillator strengths of
all other film thicknesses have been calculated assuming nominal film thicknesses. The orange curve represents
the oscillator strength of a thick polycrystalline film [22].
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most dramatic influence: beneath each molecule, there is the gold substrate with largely
different optical constants, above each molecule there is void with a dielectric background of
unity value. Thus, the oscillator strength is most strongly reduced. Upon addition of
molecules in stacking direction (second layer), the first molecules still has the substrate
beneath and the second molecule void above. However, both molecules now also have a
neighboring molecule with the very same dielectric background. This leads to an apparent
increase of oscillator strength since the influence of a different dielectric background is
diminished and its effective value lie closer to the dielectric background of the molecules.
With increasing film thickness, this tendency should persist until the number of molecules in
stacking direction is sufficiently large to essentially produce a constant dielectric background,
caused by the molecular crystal itself. Therefore, one should expect a saturation of oscillator
strength above a certain film thickness. Apparently, this is not the case for PTCDA on
Au(111), at least not for the thickness range covered here. Either the saturation of oscillator
strength occurs at a larger film thickness, or one has to attribute the continuous increase of
oscillator strength to island growth (use of nominal film thickness) or to redistribution of
oscillator strength into the measured energy interval upon development of the molecular
crystal.
For submonolayer coverage, an enhancement of oscillator strength is observed, again
similar to the case of PTCDA on mica. Its magnitude can be "adjusted" by choosing different
shape factors. The weakest influence is obtained if one assumes large extended islands (s =
0.01), the strongest impact occurs for isolated molecules (s = 0.30). However, even for s =
0.01, a small rise of oscillator strength with decreasing coverage still persists, whose physical
origin remains unclear.
In summary, PTCDA films on Au(111) show Stranski-Krastanov growth leading to the
coexistence of molecular chains with different size, strongly affecting the optical spectra.
Similar to the case of PTCDA on glass, monomer-like spectral contributions are present up to
film thicknesses as large as 10 ML, from which on the optical spectra remain nearly constant
and comparable to thick polycrystalline PTCDA films. Additionally, the molecules of the first
layer strongly interact with the substrate, most likely with the (111)-surface reconstruction
rather than with the bulk gold. These interactions lead to the occurence of the PTCDA
monomer at a nominal coverage of 2 ML (rather than already at 1 ML), meaning that the first
layer is optically inactive for all other PTCDA molecules. For submonolayers, an
enhancement of oscillator strength is observed, whose origin remains unclear. The oscillator
strength monotonically increases for film thicknesses above 1 ML. This increase of oscillator
strength is most apparent upon addition of the second layer, indicating that on-site effects play
a major role. However, saturation of oscillator strength is not reached within the thickness
range investigated, most likely due to the appearance of island growth or redistribution of
oscillator strength into the measured energy interval.
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6.1.5 PTCDA on HOPG
Like gold, HOPG is a conducting substrate and consequently, one might also expect
electronic interactions between the first PTCDA layers and the substrate. The DRS of PTCDA
films of different thicknesses on HOPG are shown in Fig. 6.19. As it was already
demonstrated in Chapter 5, our method to extract the optical constants is most valuable to
analyze such spectra which do not at all resemble the absorption of the deposited film.
Unfortunately, one can not directly deduce the onset of island growth from the DRS spectra
alone. However, we have found that the assumption of a closed film with nominal film
thickness produces slightly negative values of the imaginary part of the dielectric constant of
the film (non-absorbing region) for thicknesses starting at about 8 ML. Consequently, we
have calculated effective optical constants for film thicknesses above that value, choosing the
specific value of the effective film thickness according to the spectral behavior of the
imaginary part of the dielectric constant of the film in the non-absorbing region.
The calculated intrinsic optical constants of the PTCDA films on HOPG are plotted in Fig.
6.20. Screening effects due to the presence of a polarizable substrate have already been
accounted for at submonolayer and monolayer coverage. The shape factor for thicknesses
above 8 ML is assumed to be s = 0.1, corresponding to rather flat discs.
Similar to the case of PTCDA on Au(111), the correct values of noffset can be determined
rather straight forward by fitting the DRS in the non-absorbing spectral region (small
energies) using a Cauchy model. This is possible since the DRS of PTCDA on HOPG
strongly depends on the index of refraction of the deposited material. Thus, the real part of the
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Fig. 6.19: Differential Reflectance Spectra of PTCDA films of different thickness on opaque HOPG. Due to the
special optical properties of the HOPG substrate, the onset of island growth can not be directly deduced from the
optical spectra. However, the application of our method proposed in Chapter 5 to calculate the optical constants
produces values of the absorption index below zero for thicknesses above 8 ML. This is an indication that island
growth is present at least for thicknesses larger than 8 ML.
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dielectric constant of the PTCDA films exhibits a rather small uncertainty. In fact, except for
submonolayer coverage, one observes values lying very close to each other at the spectral
ends for different film thicknesses. Starting at about 9 ML, one has a small deviation
compared to the polycrystalline thick PTCDA films due to the unknown parameters shape
factor and volume fraction. However, these deviations are rather small considering the fact
that volume fraction and shape factor have been estimated based on the optical spectra alone.
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Fig. 6.20: Intrinsic dielectric constant of PTCDA films of different thickness on opaque HOPG as calculated by
application of our method proposed in Chapter 5. For thicknesses above 8 ML, effective film thicknesses have
been used to calculate the effective optical constants which have then been deconvoluted into intrinsic optical
constants using a shape factor of s = 0.1. Screening effects due to the presence of a polarizable substrate have
already been accounted for at (sub)monolayer coverage. Upper panel: real part of the dielectric constant, lower
panel: imaginary part of the dielectric constant, describing the absorption behavior of the PTCDA films. Dashed
black curves: dielectric constant of thick polycrystalline films on glass [22]. Note the occurrence of an isosbestic
point P7 for thicknesses in between 2 and 5 ML.
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The smallest film thickness investigated shows an enhanced dielectric background as
compared to all other coverages. While this observation might in principle describe the true
nature of submonolayers of PTCDA on HOPG, we have to mention that the experimental
error for such low coverages is quite large due to the poor signal-to-noise ratio of the DRS.
Consequently, different absolute values of the real part of the dielectric constant might be
possible.
Looking at the imaginary part of the dielectric constant, one observes a very broad and
unstructured absorption peak for the (sub)monolayer, centered at about 2.30 eV. This is
similar to Au(111), but in striking difference to mica and glass as substrates. Clearly, this
must be due to interactions of the first PTCDA layer with the conducting substrates, leading
to strong spectral changes as well as significantly enhanced broadening. The broadening
decreases with increasing layer thickness since the influence of the interactions with the
substrate to the spectrum becomes negligible. For thicknesses above 7 ML, we have spectra
comparable to the absorption behavior of thick polycrystalline PTCDA films [22]. No
significant spectral changes occur anymore for these thicknesses. In contrast to Au(111)
where a monomeric spectrum was clearly visible for thicknesses around 2 ML, the HOPG
substrate causes a spectrum comparable to the dimer spectrum of PTCDA on mica for 2 ML.
Obviously, a spectrum similar to the monomer spectra on mica, glass or Au(111) is not
present for PTCDA on HOPG. Although the first layer strongly interacts with the substrate, it
seems to be more favorable for the PTCDA molecules of the second layer to interact with the
molecules of the first layer, producing a dimer spectrum rather than a monomer spectrum like
on Au(111) where the molecules of the second layer did not interact with the molecules of the
first layer. This means that the interaction of the first layer with HOPG is not as strong as for
Au(111) as substrate, and is actually dominated by the interactions between molecules in
stacking direction.
Comparing the qualitative spectral behavior of PTCDA on mica and HOPG for film
thicknesses in between 1 and 5 ML, one gets the very same picture (although the spectra seem
to be broadened on HOPG). This points towards the fact that layer-by-layer growth on HOPG
is the preferred growth mode similarly to mica. Interestingly, we even observe an isosbestic
point P7 for these coverages which coincides with the isosbestic point P3 on mica. However,
we only have one isosbestic point on HOPG while three points occur on mica. The
disappearance of the first two isosbestic points on HOPG might have its origin in the
interactions with the substrate, leading to a decreased broadening with increasing film
thickness. A more detailed investigation of the third isosbestic point reveals that P3 on mica
occurs for coverages between 1 and 3 ML, while for HOPG the isosbestic point P7 is present
for film thicknesses starting at 2 up to about 5 ML. The origin of that different thickness range
shall be discussed using the dependence of the oscillator strength on the film thickness, shown
in Fig. 6.21.
Clearly, the oscillator strength is already very close to the value of polycrystalline thick
PTCDA films for almost all film thicknesses investigated. One can approach even better
agreement at higher coverages for a shape factor of s = 0.2, similar to the case of mica. This is
another indication that the growth mode is essentially the same on HOPG and mica, since the
shape factor seems to vary in between 0.1 and 0.2, corresponding to a transformation between
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flat discs and oblate ellipsoids. However, there is another intriguing observation: the oscillator
strength for the first few layers on HOPG is already comparable to the polycrystalline value
while it is way below that value in the case of mica. This is also the reason why we observe
the isosbestic point P7 on HOPG for a larger thickness range. On mica, one has a constant
increase in oscillator strength with increasing film thickness, which basically leads to an
increase of the absolute values of the imaginary part of the dielectric constant of the films
especially in the high energy region. Therefore, an observation of isosbestic points becomes
impossible for higher energies and larger film thicknesses. Since the oscillator strength on
HOPG is constant right from the beginning, isosbestic points can still persist for a larger
variation of the film thickness.
We have also stated that the decrease of oscillator strength of the monolayer on mica is
related to a decreased dielectric background due to the presence of the substrate (on-site
effects). This influence becomes smaller with increasing film thickness causing the oscillator
strength to rise again until saturation occurs. For HOPG, we have a situation in which the
optical constants of the substrate are very comparable to the optical constants of the PTCDA
films themselfs. In the strongly absorbing region of the dielectric constant of the PTCDA
films, both optical constants (substrate and film) show a rather good match. Thus, there
should be no significant difference concerning the dielectric background and consequently,
one should observe the intrinsic oscillator strength of PTCDA right from the beginning.
Still, an enhancement of oscillator strength is visible for submonolayer coverage, like for
all other substrates investigated so far. This must clearly have an intrinsic origin, however, the
exact nature of that enhancement remains unclear.
Finally, let us discuss the behavior of the single transitions involved upon variation of the
film thickness. Similar to the preceding examples, we perform a peakfit of the imaginary part
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Fig. 6.21: Oscillator strength per molecule of PTCDA films of different thickness on opaque HOPG (cp. Fig.
6.20). Black curve: oscillator strength assuming a shape factor of s = 0.1 (flat discs) for thicknesses above 8 ML
and submonolayer coverage, red curve: s = 0.2 for thicknesses above 8 ML, blue curve: s = 0.3 for thicknesses
above 8 ML. The orange curve represents the oscillator strength of a thick polycrystalline film [22].
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of the dielectric constants using Gaussian lines. As for the case of mica, 6 peaks are
neccessary to fit the spectra of the largest film thicknesses. However, due to the broadened
structure for smaller film thicknesses, 6 peaks are essential to adequately fit the spectra of
smaller film thicknesses as well, if we assume that the FWHM of each peak must not be
larger than 0.30 eV. The resulting positions and amplitudes of the single transitions are
plotted in Fig. 6.22.
For larger film thicknesses, the behavior is comparable to the case of PTCDA on mica.
Even the peak positions and amplitudes are similar except for the fact that the amplitude of
peak3 seems to be larger than the intensity of peak2. However, one also observes an
additional peak1 lying very close to peak2 so that both peaks can be considered to behave like
one peak with enhanced amplitude. In this respect, the picure is again similar to the case on
mica.
Strong differences start to show up for film thicknesses below 5 ML. A large peakshift
occurs for peaks 1, 2 and 3 towards lower energies with decreasing film thickness. This is
probably due to the presence of the substrate which significantly alters the spectral shape of
the optical constants, especially for (sub)monolayer coverage. Additionally, a strong
broadening is introduced, leading to extended absorption tails at both spectral ends. Since we
require a maximum FWHM of 0.30 eV for each peak, the broadening might already lead to
the apparent spectral shifts. Also, the spectra are rather unstructured making the correct
estimation of the peak positions difficult. Thus, we have no explicite proof that the presented
peakfit accurately describes the physical nature of the underlying transitions. Different peak
positions can be obtained for a different number of peaks or an increased FWHM. Some
peaks might even exclusively be caused by the interations with the substrate making the
assumption of different numbers of peaks involved for different film thicknesses feasible.
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Fig. 6.22: Peakfit of the imaginary part of the dielectric constant of PTCDA films of different thickness on
opaque HOPG (cp. Fig. 6.20) using 6 Gaussian peaks. The maximum width (FWHM) of the peaks has been set
to 0.30 eV. The bars on top of each experimental point indicate the strength of the single transitions (arbitrary
units).
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This shows, similar to the case of Au(111), that a definite picture concerning the behavior of
the single transitions for the first few layers can not be obtained.
In summary, PTCDA films on HOPG show a layer-by-layer growth at least for the first
few layers, accompanied by strong spectral changes. The situation is similar to PTCDA films
on mica, except for the fact that one observes clearly different optical constants for mono- and
submonolayer coverage and significantly broadened spectra for film thicknesses up to 3 ML.
These differences indicate strong electronic interactions between the first layers and the
substrate. The spectral changes with increasing film thickness are basically completed at a
coverage of approximately 7 ML from which on the spectra are comparable to polycrystalline
thick PTCDA films. For film thicknesses above 8 ML, we clearly observe island growth.
However, its influence on the optical spectra is rather low, corresponding to a large volume
fraction and disc-like shape factors. Still, a smooth transition from flat discs to oblate
ellipsoids with increasing film thickness is probable. The oscillator strength is essentially
constant throughout the investigated thickness range, only for submonolayer coverage one
observes an enhancement of oscillator strength like for all other substrates investigated.
6.1.6 Comparison of the results on different substrates
The previous sections were aimed to discuss the optical properties of PTCDA films of
different thickness on the different substrates in great detail. However, a comparison between
the absorption behavior of the PTCDA films on different substrates has been given only very
briefly. This section shall be devoted to clearly state the major differences and similarities
between the systems investigated. We will summarize the findings of Sections 6.1.2 to 6.1.5
and compare the absorption behavior of the thickest films investigated, concerning the
possible occurence of different polymorph modifications of PTCDA on the different
substrates.
All PTCDA films investigated show strong spectral differences with varying film
thickness, independent of the nature of the substrate. This can be understood within the
picture of the quasi-one-dimensional linear chain of molecules, as proposed in exciton
theories [20,21,24]. The number of molecules within the chain, corresponding to the film
thickness in the experiments, strongly influences the optical properties of the PTCDA films,
due to the strong orbital overlap of the molecular wavefunctions in stacking direction. We
find that the major spectral changes are completed at a film thickness of about 5 ML,
suggesting a delocalization of the involved excitons over 5 molecules. For thicknesses larger
than 5 ML, only small spectral changes are visible, basically restricted to the lowest lying
absorption peak. However, although this general behavior is visible for any substrate used,
spectral differences occur, depending on the specific choice of the substrate. This will be
discussed in the following.
We have shown in Sections 6.1.2 and 6.1.5 that PTCDA on mica and HOPG exhibits a
very similar growth mode. One observes layer-by-layer growth at least for the first few layers,
followed by a roughening of the films with larger thicknesses which is on the same order of
magnitude for both substrates. However, while the monomer spectrum of PTCDA is clearly
visible on mica, the conductive nature of the HOPG substrate causes strong interactions of the
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substrate with the molecules of the first layer. This leads to a largely different optical
absorption spectra for the first layer, containing additional absorption peaks at lower energies
and an enhanced broadening of the single transitions as compared to PTCDA on mica. Still,
the qualitative behavior of film thicknesses above 1 ML is found to be very similar on both
substrates. Especially for mica, a clear monomer-dimer transition is observed, accompanied
with strong spectral changes, due to the interactions between the two molecules in stacking
direction. Also, an additional absorption peak at lower energies for submonolayer coverage
occurs on mica, most likely due to charged PTCDA molecules. This peak vanishes for film
thicknesses larger than 1 ML.
In contrast to PTCDA on mica and HOPG, PTCDA films grown on Au(111) show a
clearly different growth mode. Until the completion of the second layer, the PTCDA
molecules grow in a layer-by-layer fashion. Upon addition of more molecules, the Stranski-
Krastanov growth mode is the most probable growth mechanism. This growth mode causes
the coexistence of PTCDA islands having different thicknesses, equal to the statement that
linear molecular chains with different number of molecules per chain coexist. Due to this
region of coexistence, the optical spectra contain spectral contributions of smaller chains
(monomer or dimer) up to nominal film thicknesses as large as 6 ML. These additional
spectral contributions are mainly characterized by a strong peak at about 2.35 eV. For
PTCDA on mica or HOPG, this peak is only visible for film thicknesses up to 3 ML since the
layer-by-layer growth effectively yields only one chain length throughout the film. Thus, the
different optical properties of PTCDA grown on Au(111) as compared to PTCDA on mica or
HOPG are mainly due to the different growth mode. The thickness dependent optical spectra
of the one-dimensional molecular chains themselfs are not significantly affected by the
different substrates.
However, there is one remarkable difference concerning the optical properties of the first
layer of PTCDA on Au(111). The molecules of the first layer do most likely not interact with
the molecules of the second layer. This statement is based on the observation of a monomeric
spectrum for a coverage of 2 ML, instead of just 1 ML, as expected from exciton theories
which predict a dimer spectrum for two molecules per molecular chain. The most plausible
explanation of this behavior is the assumption that a strong interaction of the molecules of the
first layer with the substrate changes their electronic structure in a way that neighboring
molecules in stacking direction (second layer) are not able to significantly interact with
molecules of the first layer. Also, further experiments have shown that the strong interaction
with the substrate is most likely caused by the surface reconstruction, rather than by the
electronic structure of the bulk gold. For a PTCDA monolayer on non-reconstructed gold, a
monomeric spectrum is already obtained at a coverage of 1 ML. This clearly supports the
assumption of a strong interaction of the PTCDA molecules of the first layer with the Au(111)
surface reconstruction. Interestingly, the optical spectra of the monolayer on Au(111) and
HOPG are rather similar. However, the second layer on HOPG causes a dimer-like spectrum,
in contrast to Au(111), where the monomer is observed at the same coverage. Thus, the
interactions with the different substrates must be of different strength.
We have also compared the epitaxial growth of PTCDA on mica, HOPG and Au(111) with
the polycrystalline growth on glass. Instead of closed layers, one observes island growth for
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PTCDA on glass, setting in before the first layer is completed. With increasing coverage, the
molecules tend to form islands of rather large thickness on top of at least one closed layer.
Due to the small volume fraction of the islands, the influence of the first closed layer on the
optical spectra is visible for film thicknesses as large as 12 ML. Similar to the case of PTCDA
on Au(111), the spectral contribution is characterized by a strong peak at 2.35 eV, describing
the optical properties of the PTCDA monomer or dimer. In this respect, the growth modes of
PTCDA on glass and Au(111) are similar. However, Stranski-Krastanov growth does not
produce well-separated and thick islands as it is the case for PTCDA on glass. Consequently,
the contribution of the peak at 2.35 eV on Au(111) vanishes at a much lower film thickness as
compared to PTCDA on glass.
We also observe a development of a monomeric spectra in the DRS of PTCDA on glass,
after the deposition of molecules has been stopped. Since the sign of the DRS is reversed as
compared to the beginning of the deposition process, these spectra indicate that the
monomeric contribution of the first layer vanishes. This can be explained by the assumption
that the molecules of the first layer tend to pair up with molecules of the polycrystalline
islands, pointing towards a large mobility of the PTCDA molecules on glass even under UHV
conditions.
As a last issue, we would like to compare the optical spectra of the thickest films grown on
the different substrates. It was already shown by Leonhardt et al. [30] that different PTCDA
crystal modifications (α- and β-polymorph of PTCDA) can be grown, if different
temperatures are used during the growth. Here, we would like to see whether one has different
modifications of the PTCDA crystal on the different substrates, i.e., if the different substrates
cause different polymorphs.
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Fig. 6.23: Comparison of the thickest films of PTCDA investigated on the different substrates with the optical
properties of the α- and β-modification of PTCDA crystals. Upper panel: imaginary part of the dielectric
constant, black line: polycrystalline thick PTCDA film from literature [22], red line: PTCDA on Au(111), green
line: PTCDA on glass, blue line: PTCDA on HOPG, orange line: PTCDA on mica. Lower panel: absorption
(corresponding to 1-T where T is the transmission) of the  α- and β-polymorph of PTCDA crystals [30].
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Fig. 6.23 shows the imaginary part of the dielectric constant of the thickest films
investigated (cp. previous sections) together with the absorption of α- and β-PTCDA [30],
i.e., 1-T, where T denotes the transmission. The most remarkable difference between the two
polymorphs is the peakshift of the energetically lowest lying peak at approximately 2.25 eV.
The higher lying transitions of the α-polymorph seem to be shifted to the blue as well,
however, the shift is not as clear as for the lowest lying peak, since many peaks contribute to
the shape of the high energy part of the spectrum.
Unfortunately, a direct comparison between our data and the spectra of Leonhardt et al.
[30] is not feasible since we would compare absorbance (imaginary part of the dielectric
constant) with absorption. Also, a calculation of 1-T based on our calculated optical constants
is not possible since the film thicknesses for the two polymorphs are not given in [30].
However, the qualitative picture should still hold, i.e., the peak shift should be visible for both
optical quantities.
Judging our optical constants in such a way, it seems that PTCDA on mica, HOPG, and
glass grow mainly as a α-polymorph, while PTCDA on Au(111) basically shows the
properties of the β-modification. This conclusion can be drawn from the fact that the
energetically lowest lying peak of PTCDA on mica, HOPG and glass is clearly blue-shifted as
compared to the PTCDA film on Au(111), although the absolute magnitude is smaller than for
the two polymorphs. Also, a detailed structural study of the case PTCDA on gold has revealed
lattice parameters being very close to those of the β-modification [113].
Interestingly, the absorption of thick polycrystalline PTCDA films on glass [22]
corresponds more to the β-polymorph, while our measurments on glass remind of the α-
modification. This might be due to several reasons. First, we compare a rather thin film (12
ML) with thick films (a few hundred nanometers). Second, we have already seen that our
films consist of islands, exhibiting a rather small volume fraction, on top of one closed layer,
having monomeric character. Thus, the spectrum has not yet transformed into a complete
polycrystalline behavior, making the energetically lowest lying absorption peak to appear as a
shoulder, rather than as a well pronounced peak, like for the other substrates. Also, local field
effects due to the small volume fraction can not entirly be excluded, shifting all transitions to
higher energies. All mentioned effects make the direct comparison of our thin film on glass
with the thick polycrystalline film on glass not feasible.
In summary, the optical properties of PTCDA films strongly depend on the film thickness,
no matter what specific substrate is used. These spectral changes are caused by the strong
orbital overlap of the molecular wavefunctions of the molecules in stacking direction and are
essentially accomplished for 5 interacting molecules. Different growth modes occur for
different substrates. While one has layer-by-layer growth for the first few layers of PTCDA
on mica and HOPG, Stranski-Krastanov growth is observed for Au(111) as a substrate, and
island growth for PTCDA grown on glass. The different growth modes produce clearly
different optical spectra. Depending on the specific choice of the substrate, the growth of
different PTCDA-polymorphs is most likely, leading to slightly different absorption behavior
of the thickest films investigated. Additionally, the PTCDA molecules of the first layer
strongly interact with the metallic substrates, Au(111) and HOPG, causing a largely different
absorption behavior and an enhanced broadening.
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6.2 HBC
6.2.1 Motivation
We have shown in the previous sections of this chapter that our algorithm of Chapter 5
could be successfully applied to PTCDA films on different substrates. The optical constants
of the PTCDA films have been calculated and clear spectral differences in the absorption
behavior of the PTCDA films on different substrates were observed. Here, we would like to
extend the application of our algorithm to another organic semiconductor, namely HBC. The
goal is to calculate thickness dependent optical constants of HBC films on different
substrates. However, there are several issues to bear in mind for this molecule.
First of all, not much literature exists, dealing with the optical properties of HBC
molecules or films. Also, it is not clear whether the exciton models of the quasi-one-
dimensional linear chain of molecules (cp. Chapter 2) can be applied for HBC, due to the
different crystal structure as compared to PTCDA. In fact, to the best of our knowledge, an
appropriate exciton model which is able to describe the optical properties of HBC films has
not been published yet. This makes it very difficult for us to discuss the thickness dependent
optical properties of the HBC films in terms of excitonic interactions. Therefore, we will
basically restrict our discussions to the qualitative interpretation of the calculated optical
constants, rather than a quantitative one.
Further, one of the requirements made for the application of our algorithm from Chapter 5
to calculate the optical constants of thin films was the occurence of well separated absorption
bands. We have shown in Chapter 5 that PTCDA fulfills this requirement, since the S0-S2
transition at higher energies is only very weak. However, for HBC films, the situation is
different. Fig. 6.24 shows the absorbance of a 5 nm thick HBC film on quarz glass [114].
Clearly, one observes a very strong transition at higher energies, almost twice as large as
the lowest lying transition which we are interested in. This makes the approximation of a
constant value for the dielectric background (described by the quantity noffset, cp. Chapter 5)
not feasible, since the strong transition at higher energies causes a significant dispersion in the
index of refraction, which extends into the spectral range of the lowest lying transition. For
HBC films grown on transparent substrates, this is not a major problem, due to the fact that
the DRS mainly describes the absorbance and not the reflectance. Consequently, the DRS is
not significantly affected by the higher lying transition, making a good fit of the spectrum
possible, even if a constant dielectric background is assumed. Still, although a satisfactory fit
can be achieved, one has to bear in mind that the "true" spectral behavior of the index of
refraction might significantly deviate from the calculated behavior, using a constant dielectric
background, especially for energy values close to the additional transition at higher energies.
However, since the DRS depends only very weakly on the index of refraction, there is no way
for us to determine the true spectral shape of the index of refraction. Therefore, we use the
approximation of a constant dielectric background to calculate the optical constants of HBC
films on the transparent substrates mica and glass.
The situation becomes more complicated if strongly absorbing substrates are used. In this
case, the dispersion tail of the index of refraction of the transition at higher energies strongly
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affects the DRS values within the spectral range of the lowest lying transition. To further
demonstrate this influence, we have performed some analytical calculations, outlined in the
following.
The absorbance of the HBC film of Fig. 6.24 was fitted using a set of Gaussian lines. Since
the absorbance is in first approximation proportional to the absorption index of the HBC film,
the obtained fit was scaled with an arbitrary scaling factor to bring the values in a reasonable
range, comparable to the absorption index of organic films, i.e., kmax ≈ 1. Then, a Kramers-
Kronig transformation of the absorption index was performed to calculate the corresponding
index of refraction. Two sets of optical constants have been obtained in such a way: set1 only
contains the lowest lying transition (amplitude of the Gaussian peaks at higher energies set
equal to zero), and set2 describes the complete absorption behavior, including the strong
transition at higher energies. The generated optical constants of the two sets are plotted in the
left panel of Fig. 6.25. Please note, that this is a hypothetical example and does not describe
the true optical constants of the HBC film.
Based on these optical constants, the DRS in the spectral range of the lowest lying
transition of a 5 nm thick film on HOPG (as a strongly absorbing substrate) have been
simulated, shown in the right panel of Fig. 6.25. The black curve corresponds to a DRS
explicitely containing the influence of the strong transition at higher energies, while the red
curve describes the DRS without this transition. In this respect, the red curve would
correspond to the assumption of a constant dielectric background within the energy interval of
the energetically lowest lying transition. Clearly, the approximation of a constant dielectric
background leads to a strongly different DRS signal as compared to the „true“ behavior. Thus,
the application of our algorithm to the black curve, assuming a constant value for noffset, would
produce wrong optical constants. Consequently, it would be necessary to measure the DRS
using the complete energy range, containing both transitions. However, this is not possible
2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0
0.00
0.02
0.04
0.06
0.08
0.10
0.12
O
D
E [eV]
450 400 350 300 250
λ [nm]
Fig. 6.24: Optical Density (OD) of a 5 nm thick HBC film on quarz glass, adapted from [114].
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with our experimental setup. Therefore, our algorithm has to be extended in a way that the
dispersion tail of energetically higher lying transitions can be accounted for. This is achieved
by superimposing an additional Gaussian peak to the fitted absorption index, before a
Kramers-Kronig transformation is performed to calculate the corresponding index of
refraction. The energetic position of that additional peak lies outside the measurement
interval, making the automatic adjustment of the peak’s parameters by the computer program
not feasible. Therefore, energetic position, width and amplitude of the additional peak are
adjusted manually. Thus, the parameters of the extra peak are kept fixed during the iteration
cycles. After a possible set of optical constants has been found by the algorithm, the
parameters of the additional peak can be optimized (by hand) to yield better agreement
between the measured DRS and the calculated DRS, based on the optical constants obtained
after the next iteration cycle. Besides the achievement of a very good fit of the measured
DRS, there is another quantity by which the difference between physically meaningful vs.
meaningless optical constants can be checked. Due to the addition of an additional peak at
higher energies, the optical constants can be obtained over a rather large spectral range,
covering even very high energies. The values of the index of refraction of the investigated
film at high energies should approach unity, since the electrons of any material can not follow
the time dependence of the electric field anymore. This behavior serves as an additional check
concerning the validity of the chosen parameters of the additional peak. If the high energy
limit (E → ∞) of the index of refraction is found to lie significantly below unity, these
parameters have to be readjusted, even if a perfect match of the DRS has been obtained.
To demonstrate the difference between the calculated optical constants, including an
additional peak on one hand, and approximating the dielectric background by a constant value
on the other hand, we have applied our algorithm to the DRS of Fig. 6.25 (right panel, black
curve), which explicitely contains the strong transition at higher energies. Fig. 6.26 plots the
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Fig. 6.25: Left panel: Hypothetical optical constants, generated from a Gaussian fit of the optical density, plotted
in Fig. 6.24. Solid lines: absorption index, dash-dotted lines: index of refraction. Two different sets of optical
constants have been generated, using a Kramers-Kronig transformation covering the entire spectral range of the
absorption index (set1, black curves) and only the lowest lying transition (set2, red curves). Right panel:
calculated Differential Reflectance Spectrum (DRS) for a 5 nm thick film on opaque HOPG, using the two sets
of optical constants shown in the left panel. Black line: DRS based on the optical constants of set1, red line:
DRS, using the optical constants of set2.
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calculated absorption index of the two cases, with and without an additional peak. The index
of refraction has been omitted for the sake of simplicity.
Clearly, the assumption of a constant dielectric background without the inclusion of an
additional peak at higher energies produces non-physical values below zero. If an additional
Gaussian peak at 5.64 eV is included into the calculations, the obtained absorption index is
much closer to the target values. Still, small deviations exist, especially at the high energy
side of the spectrum. This is due to the fact that we approximate the high energy absorption
band with just one Gaussian peak, although further spectral contributions are visible in the
hypothetical optical constants of Fig. 6.25 (left panel). Also, energetic position, amplitude and
width of the peak have been chosen to obtain (i) a very good match of the DRS, and (ii) an
index of refraction, approaching a value larger or equal to unity at the high energy limit. A
slightly different set of parameters may certainly lead to a better overall agreement between
calculated and hypothetical absorption index. However, we have explicitely not tried to adjust
the parameters in a way that they match the transition at higher energies of the hypothetical
absorption index, but rather just looked at the DRS-fit and the value of the high energy limit
of the index of refraction. This certainly corresponds to practical situations, since the „true“
parameters of the additional transitions at higher energies are not known in experiments. In
this respect, the absolute magnitude of the observed deviations between calculated and
hypothetical absorption index can be regarded to be „typical“ for the application of our
algorithm to materials which require the assumption of an additional peak at higher energies.
This further demonstrates the problems connected to the correct calculation of the optical
constants of HBC from the experimental DRS. Although this task is in principle possible, the
need to include an additional peak outside the measured spectral range may introduce rather
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Fig. 6.26: Fitted absorption index as calculated by application of our method proposed in Chapter 5 to the DRS
spectrum of Fig. 6.25, explicitely containing the additional transition at higher energies (right panel in Fig. 6.25,
black curve). Black curve: target absorption index, red curve: application of our method without the assumption
of an extra peak at higher energies, blue curve: application of our method, including an additional Gauss peak at
5.64 eV.
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large errors, depending on the specific peak parameters chosen. Thus, the optical constants of
the HBC films, presented later on, should qualitatively describe their absorption behavior.
However, the absolute values are rather uncertain due to the problems mentioned above. It is
for that reason that we will not discuss the absorption behavior of the HBC films in such great
detail as it has been carried out for the case of PTCDA.
A last problem, connected to the calculation of the optical constants of HBC films, is of
experimental nature. It was found that the experimental errors, i.e., drift for the DRS of HBC
on the different substrates are significantly larger than for PTCDA. This is due to several
reasons: first, the evaporation temperature of the HBC Knudsen cell is about 100 K higher
than for the PTCDA cell, resulting into an enlarged thermal flux from the Knudsen cell.
Consequently, the sample holder as well as the tubes containing the focussing lenses of the
optical setup absorb more heat and extend more in size than it was the case for PTCDA. This
alters the optical beam path significantly, leading to strong spectral drifts during the
deposition process. Also, the optical detector exhibits a decreased sensitivity in the high
energy region, producing larger experimental errors. Together with the fact that the Xenon
lamp used for illumination has a rather low output above 3.80 eV, all mentioned errors add up
to cause significant spectral errors which can not be adequately accounted for by the drift
correction proposed in Chapter 3. Thus, the spectra presented in the following sections may
contain large experimental errors. The minimization of these experimental errors are currently
under way but will not be accomplished during the time of this thesis. Therefore, we clearly
have to state that the presented results for HBC have to be considered preliminary. Further
investigation have to be performed to be able to discuss the optical behavior of the HBC films
in much greater detail.
6.2.2 Experimental / Substrates
HBC (provided by the group of Prof. Müllen, MPI für Polymerforschung, Mainz) was
purified by gradient sublimation and deposited onto the different substrates in UHV (base
pressure 1⋅10-10 mbar) held at room temperature. A Knudsen cell was used for evaporation,
held at 405 °C, resulting into a growth rate of approximately 0.75 monolayers per minute. To
minimize drift effects during the optical measurements, we have kept the Knudsen cell at 405
°C for one hour before deposition to yield a thermodynamical equilibrium. Although this
minimizes the thermal drift, the mentioned experimental problems (cp. Section 6.2.1) still
persist, producing a rather large experimental error. We have applied the drift correction,
proposed in Chapter 3, to minimize the effect of the experimental errors on the DRS. Still, the
calculated optical constants indicate that the experimental errors, especially the thermal drift,
strongly change during the deposition process. Since we have no access to the drift behavior
during the deposition, these effects can not be accounted for and are still contained in the
DRS.
As substrates, we chose mica, glass, and HOPG. For a detailed description of the single
substrates see Section 6.1.1. Mica and glass have been selected since one expects to have
different growth modes. On mica, the smooth and atomically flat surface should mediate
epitaxial growth, while the rough surface of glass should lead to disordered or polycrystalline
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growth. Since the HBC molecules correspond to a cutoff of the basal plane of graphite
(HOPG), it would be interesting to see whether HOPG as a substrate significantly influences
the optical properties of the HBC molecules. Therefore, we have chosen HOPG as a
conducting substrate. Additionally, possible effects of symmetry breaking are likely to occur,
discussed in greater detail in Section 6.2.5.
6.2.3 HBC on mica
Fig. 6.27 shows the measured DRS of HBC films of different film thickness on 90 µm
thick mica.
As for the case of PTCDA on mica, the close resemblance of absorption and DRS on the
mica substrate makes it in principle possible to deduce the occurrence of island growth of the
HBC films directly from the DRS in the non-absorbing spectral region (low energies). A clear
indication that island growth is present would be the observation of DRS values above zero in
the non-absorbing region. However, the magnitude of that effect strongly depends on the
absolute values of the index of refraction of the deposited films. If this index of refraction is
very close to the index of refraction of the substrate, the observed effect on the DRS will be
rather small. For such small changes, it was already demonstrated in Chapter 4.3 that the DRS
alone contain not enough information to be able to apply the Bruggeman formalism to the
optical spectra. Consequently, an estimation of an effective film thickness, based on the
observation of DRS values above zero, is not possible. Looking at the DRS values in the non-
absorbing spectral region of the series presented in Fig. 6.27, one indeed does observe values
above zero for thicker films. However, the difference in the DRS values between lowest and
highest coverage is rather small and certainly within the experimental error limits. This
2.2 2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8 4.0
-0.35
-0.30
-0.25
-0.20
-0.15
-0.10
-0.05
0.00
0.05
 0.25
 1
 1.75
 2.5
 3.25
 4
 7
 10
 16
 22 ML
-∆R
/R
E [eV]
550 500 450 400 350
λ [nm]
Fig. 6.27: Differential Reflectance Spectra (DRS) of HBC films of different film thickness on 90 µm thick mica.
Due to the similar index of refraction of HBC and mica, possible effects of island growth, corresponding to DRS
values above zero, are more difficult to recognize than it was the case for PTCDA on mica.
6 Optical Properties of organic semiconductors 127
corresponds to the situation described above. Therefore, we are not able to apply the EMA
theory to HBC films grown on mica. Instead, we use the nominal film thicknesses to calculate
the optical constants of the HBC films by application of our algorithm from Chapter 5. This
might introduce some errors, especially for thicker films. However, these errors should mainly
influence the absolute values of the optical constants, but not the spectral behavior.
Fig. 6.28 shows the calculated real and imaginary part of the complex dielectric constant of
the HBC films of Fig. 6.27, using nominal film thicknesses throughout.
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Fig. 6.28: Calculated dielectric constants of HBC films of different film thickness on mica. Upper panel: real
part of the dielectric constants, lower panel: imaginary part of the dielectric constants, describing the absorption.
The dashed parts of the spectra for 0.25 ML and 1.00 ML indicate that we are not sure whether this feature is
real or if it is caused by experimental errors. Dash-dotted orange curve: HBC monomer spectrum (arbitrary
units) as measured in solution [3], shifted by 0.11 eV to higher energies to account for solvent effects.
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Due to the large experimental errors, we have not explicitely accounted for screening
effects caused by the presence of a polarizable substrate. Thus, the presented dielectric
constants for submonolayer and monolayer coverage still contain this effect. Again, the
absolute values of the dielectric constants are rather uncertain. However, their spectral shapes
should only be weakly influenced by the experimental errors and therefore adequately
describe the qualitative absorption behavior of HBC films of different thickness.
The real part of the dielectric constants seems to exhibit larger deviations, especially for
smaller film thicknesses. As for the case of PTCDA on mica, this is caused by the weak
dependence of the DRS on the index of refraction of the HBC films (cp. Section 6.1.2).
Consequently, the absolute value of the quantity noffset, describing the dielectric background
due to higher lying transitions, is strongly affected by already small experimental errors. The
estimation of this parameter becomes more certain at larger film thicknesses, for which the
product nd has a larger impact on the DRS. In fact, the three spectra for the highest coverages
are seen to be very similar to each other, showing reasonable values for organic films. This
should be expected, since the optical properties of a sufficiently thick molecular film should
not depend on its thickness anymore.
Looking at the imaginary part of the dielectric constants of the HBC films (which describes
the absorption behavior), one first observes a very strong peak at lower energies at the lowest
coverage investigated (plotted dashed-style in Fig. 6.28), which diminishes with increasing
film thickness. While it is in principle possible that this peak corresponds to the optical
properties of charged HBC molecules, similar to the case of PTCDA on mica, we can not
exclude the possibility that this feature is essentially caused by experimental errors. A
(spectral) experimental error, whose magnitude remains constant throughout the
measurements, would also produce such a thickness dependent feature in the imaginary part
of the dielectric constant, since its relative contribution diminishes with increasing amount of
HBC molecules on the substrate. Therefore, we have plotted this peak dashed-style, indicating
that we are not sure about its origin. Consequently, we will restrict all further discussions to
the spectral features lying at energies above 2.60 eV.
For submonolayer and monolayer coverage, the ideal situation to be expected is to have
non- or only very weakly interacting molecules within the first layer, since the distance
between the center of gravity of two neighboring molecules is rather large, even if the
molecules are densely packed within the first layer. This should lead to a monomeric
absorption behavior, similar to the absorption spectrum of HBC dissolved in trichlorbenzene
[3]. In fact, if we shift the monomer spectrum observed in solution to higher energies by an
amount of about 0.11 eV, the monomer spectrum (orange dash-dotted curve in Fig. 6.28) and
the spectrum for a submonolayer film on mica (black curve in Fig. 6.28) show a rather good
match. Even the finestructure present in both spectra agrees very well. Thus, one clearly has a
monomer spectrum for submonolayer coverage of HBC molecules on mica, which is shifted
towards higher energies as compared to the single molecule spectrum in solution. This energy
shift can be explained by the different dielectric surrounding of the molecules
(trichlorbenzene vs. mica and void), similar to solvent shifts known from literature.
For a film thickness of 1 ML, the finestructure is not visible anymore and seems to be
significantly broadened as compared to the submonolayer coverage. Additionally, the
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intensity of the strongest monomeric peak is largely reduced. Thus, the assumption of non-
interacting molecules at a coverage of nominally 1 ML must obviously be abandoned, since
non-interacting molecules would produce a monomer-like spectrum. This means in turn that
the molecules are not flat on the surface, but are either arranged like in the crystal structure
(3d-heringbone structure), or the second layer starts already to build up before the first layer is
completed. Both structures would enhance the molecule-molecule interactions, i.e., the
coupling between the π-orbitals of the molecules, thereby yielding a spectrum different from
the monomer.
With increasing film thickness, the strongest transition (peak1) shifts towards lower
energies, as can be seen from Fig. 6.29. One observes a rather rapid shift up to about 4 ML,
followed by a slow shift which saturates at approximately 15 ML. This observation is
equivalent to the statement that the major delocalization effects take place up to a film
thickness of about 4 ML. Besides the spectral shift of the strongest transition, the imaginary
part of the dielectric constants also shows the development of a broad shoulder at
approximately 3 eV, labeled as peak2, clearly visible for film thicknesses larger than 4 ML,
but already contained in the spectra of lower thicknesses as well. In fact, the increasing
intensity of peak2 with increasing coverage seems to be accompanied by a decrease of the
strength of peak1. Thus, oscillator strength must somehow be redistributed between these two
features during the growth process. Since the HBC crystal structure also produces linear
chains of molecules, the situation is similar to PTCDA films on mica, where we also observe
a spectrum similar to the crystal spectrum at about 4 ML. However, since the molecules
within the molecular chains of the HBC crystal are not arranged parallel to the substrate
plane, it is not clear if we probe the full optical properties of these chains, due to our special
measurement conditions (normal incidence of light). Additionally, the 3d-herringbone
structure of the HBC crystal might mediate a stronger interaction between the chains
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Fig. 6.29: Peak shift of the strongest absorption peak (peak1) in the optical constants of HBC films with varying
film thickness. One observes a rather rapid shift up to approximately 4 ML, followed by a slow shift.
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themselves, leading to additional spectral effects not contained within the framework of a
quasi-1d chain of molecules. Thus, while the principle picture concerning the interactions of
the molecules within HBC and PTCDA crystals should be the same, the impact on the optical
spectra might be different, based on the different crystal structure. However, since an exciton
model for HBC has not been developed in literature and is beyond the scope of this work, no
definite conlusion can be drawn here, regarding the exact physical origin of peak1 and peak2.
As a last issue, we would like to briefly discuss the thickness dependence of the oscillator
strength per molecule, plotted in Fig. 6.30. Since the large experimental errors have the
strongest impact on the absolute value of the dielectric constants, the oscillator strength is
most likely be rather strongly affected as well. Therefore, we will not account for effects like
substrate screening and island growth, meaning that the presented values do not describe the
intrinsic oscillator strength, but rather the effective oscillator strength of an HBC film on the
substrate. Due to this treatment, the absolute values of the oscillator strength can be slightly
wrong. Despite these limitations, we still believe that the qualitative behavior, i.e., the
dependence of oscillator strength on the film thickness, should correspond to reality, since
similar dependencies are found for different substrates of comparable nature, i.e., mica and
glass.
Starting at submonolayer coverage, one observes a decrease of oscillator strength until the
first layer is (nominally) completed. With increasing film thickness, the oscillator strength
rises again until saturation is reached somewhere in between 5 and 10 ML. Interestingly, this
behavior is very similar to the case of PTCDA on mica. There, we also had the lowest value
for the oscillator strength at 1 ML, an enhanced intensity for submonolayer coverage, and a
small but steady rise with increasing film thickness. Thus, it is most likely that the physical
origins are the same. The inclusion of the third dimension (stacking direction) for film
thicknesses above 1 ML seems to produce additional oscillator strength within the measured
energy interval, most likely due to the development of higher lying transitions. Also, the
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Fig. 6.30: Oscillator strength per molecule for HBC films of different film thickness on mica.
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diminishing influence of the dielectric background of the mica substrate might cause an
apparent increase of oscillator strength as well, although the dielectric backgrounds for mica
and HBC are not as different as for mica and PTCDA.
For larger film thicknesses, island growth is likely to occur, based on the observation of
DRS values above zero. Since we have calculated the dielectric constants (and the
corresponding oscillator strengths) assuming closed films with nominal film thickness, the
presented values of the oscillator strength for larger film thicknesses are certainly too low (cp.
sum rule for EMA films in Chapter 4.3.2). This is also the case for submonolayer coverage,
where islands with monolayer thickness should exist. Consequently, we should have applied
our algorithm from Chapter 5 to a film with effective film thickness of 1 ML and
consecutively apply the deconvolution of the obtained effective dielectric constant into an
intrinsic dielectric constant. Depending on the assumed shape factor of the islands, the
oscillator strength in the submonolayers would further be enhanced as compared to the
oscillator strength of a submonolayer film with nominal film thickness, pronouncing the
observed increase of oscillator strength for submonolayer coverage even more. However,
since we have already stated that the absolute values of the oscillator strength are rather
uncertain, we have not performed the EMA deconvolution, also due to the fact that the
experimental error is largest for submonolayer films. Thus, the presented oscillator strength
for submonolayer coverage should correspond to a lower limit.
In summary, HBC films on mica show a monomeric absorption spectrum for
submonolayer coverage, whose strongest peak shifts towards lower energies with increasing
film thickness. Additionally, a broad shoulder at lower energies develops, clearly visible for
film thicknesses larger than 4 ML. The oscillator strength per molecule exhibits a minimum at
a nominal coverage of 1 ML, followed by an increase up to 10 ML from which on the values
remain nearly constant. This increase has most likely to be attributed to the development of
additional transitions at higher energies in the HBC films with increasing film thickness and
the diminishing influence of the dielectric background of the substrate. Additionally, an
enhancement of oscillator strength is observed for subomonlayer coverage, whose physical
origin remains unclear.
6.2.4 HBC on glass
Glass has been chosen as a substrate, since it is expected that the HBC molecules grow in a
different fashion as compared to mica. Similar to PTCDA on glass, one should observe a
more disordered growth, resulting into the growth of islands of HBC molecules, visible in the
DRS at lower energies. However, a close look at the DRS of HBC films of different
thicknesses on glass, plotted in Fig. 6.31, does not reveal DRS values above zero in the non-
absorbing region of the spectra. This would indicate that one deals with closed films rather
than island films, which seems a bit odd, considered that glass has a much higher surface
roughness than mica.
However, as we have already seen for HBC on mica, the real part of the dielectric constant
of the HBC films is not very different from the dielectric constant of the mica substrate (both
on the order of ( )ˆRe 2.5ε = ). Since glass has a dielectric constant comparable to mica, the
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observation of effects of island growth in the DRS for HBC films on glass is more difficult
than it was the case for PTCDA on glass, where the dielectric constants of deposit and
substrate are largely different. Together with the large experimental errors, the non-occurence
of DRS values above zero might essentially be caused by thermal drifts during the
evaporation. On the other hand, the observed behavior might as well be real, indicating that
closed films exist. Still, the high surface roughness of the glass substrate makes a highly
ordered growth not very likely. Consequently, one should assume rather disordered, i.e.,
amorphous HBC films on glass, possibly leading to slightly different optical constants, as
discussed in the following.
Fig. 6.32 shows the calculated dielectric constants of HBC films of different thickness on
glass, applying our algorithm from Chapter 5. Due to the fact that the occurence of island
growth can not be deduced from the DRS alone, we have assumed closed films with nominal
film thicknesses.
As for the case of HBC on mica, the real part of the dielectric constants exhibit some
deviations, due to the weak dependence of the DRS on the index of refraction. Consequently,
the absolute value of the dielectric background (described by the quantity noffset in our
algorithm from Chapter 5) is rather uncertain. This is especially apparent for submonolayer
coverage, where the real part seems to be absurdly high, pointing clearly towards an
experimental error which affects the DRS of the lowest film thickness the most. Still, for film
thicknesses above 7 ML, the real part of the dielectric constants does not change significantly
anymore, proving the validity of the calculated values.
The imaginary part of the dielectric constants, describing the absorption behavior of the
HBC films, shows a qualitatively similar behavior like HBC on mica. For submonolayer
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Fig. 6.31: Differential Reflectance Spectra (DRS) of HBC films of different film thickness on 210 µm thick
glass. Due to the similar index of refraction of HBC and glass, possible effects of island growth, corresponding
to DRS values above zero, are more difficult to recognize than it was the case for PTCDA on mica.
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coverage, one observes a spectrum comparable to the absorption spectrum of HBC dissolved
in trichlorbenzene [3], i.e., the monomer of HBC. However, while the strongest peak shows a
rather good match with the monomer, the fine structure of the monomer seems to be
significantly broadened. This is in contrast to the submonolayer of HBC on mica, where the
finestructure was clearly visible. Thus, already at submonolayer coverage of HBC on glass,
not all HBC molecules lie flat on the surface but tend to pair up with each other. The observed
broadening is most likely either due to a more disordered film structure, thereby introducing
inhomogeneous broadening, or due to the growth of the second layer far before the first one
has been completed. The latter assumption seems to be more favorable, since it (i)
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Fig. 6.32: Calculated dielectric constants of HBC films of different film thickness on glass. Upper panel: real
part of the dielectric constants, lower panel: imaginary part of the dielectric constants, describing the absorption.
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corresponds to the situation of PTCDA films on glass, were island growth occured even for
submonolayer films, and (ii) the submonolayer spectrum of HBC on glass is already similar in
shape to all other spectra of larger film thicknesses. We therefore believe that island growth is
the most plausible explanation for the significantly broadened submonolayer spectrum.
With increasing film thickness, peak1 shifts monotonically towards lower energies, as
plotted in Fig. 6.33. However, while we observe a very rapid peakshift for HBC on mica for
the first 5 layers, the peakshift on glass is seen to be very monotonically, almost linear up to a
thickness of about 15 ML, from which on it seems to saturate. The absolute magnitude of the
shift is approximately 0.10 eV on glass, while it is 0.15 eV on mica. This difference is again
related to the occurence of island growth of the HBC films on glass. For a more diluted island
film on glass (as compared to mica), a blueshift of all transitions is predicted by effective
medium theories, discussed in greater detail in Section 6.2.6. The superposition of both
effects, blueshift by island growth and redshift by molecule-molecule interactions, leads to the
observation of an apparently reduced peakshift of peak1. Similar to the case of HBC on mica,
one observes the development of a broad shoulder at about 3 eV (peak2). However, its
strength at the highest film thickness investigated is much lower than for a HBC film of same
thickness on mica. We believe that this difference is related to a more disordered growth
mode of HBC on glass as compared to mica, leading to a less efficient coupling between the
molecules in the film. This will also be discussed in greater detail in Section 6.2.6
Finally, the thickness dependence of the oscillator strength per molecule, plotted in Fig.
6.35, shall be discussed very briefly. The technical remarks concerning the impact of the
experimental errors on the absolute values of the oscillator strength have already been given
in the preceding section and shall therefore not be repeated here.
One essentially observes the same qualitative behavior like for HBC films on mica. We
have a minimum of the oscillator strength, followed by an increase with increasing film
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Fig. 6.33: Peak shift of peak1 in the optical spectra of HBC films on glass with varying film thickness. One
observes an almost linear shift up to approximately 15 ML.
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thickness, until saturation occurs at about 10 ML. For submonolayer coverage, an
enhancement of oscillator strength is observed. In contrast to mica, the minimum in the
oscillator strength occurs at 3 ML and not at already 1 ML. However, since we have not
accounted for effects due to the presence of a polarizable substrate, the oscillator strengths for
monolayer and submonolayer coverage are too high. The typical correction factor for PTCDA
on glass was on the order of 10-20 %. If we assume the same magnitude for HBC films on
glass, the corresponding oscillator strengths for monolayer and submonolayer coverage would
at least lie very close to the values at larger film thicknesses. This would shift the minimum to
lower film thicknesses. However, since the influence of the polarizable substrate is the same
for submonolayer and monolayer coverage, the enhancement of oscillator strength for
submonolayer films remains qualitatively as before.
Still, there might be an intrinsic reason that the minimum of the oscillator strength may
actually occur at larger nominal coverages, related to a more disordered growth mode of the
HBC films on glass. We have already stated for HBC on mica that the inclusion of the third
dimension (stacking direction) may produce additional transitions at higher energies, leading
to an apparent increase of oscillator strength. However, this statement was based on the
development of the HBC crystal. If one deals with a more disordered film, the impact of the
third dimension on the spectra might actually evolve much later, i.e., for much larger film
thicknesses. This is motivated by the assumption that the HBC molecules within a more
disordered molecular film are not as closely packed as within the HBC crystal. With
increasing film thickness, the development of at least some crystalline islands is certainly
feasible, producing a slight increase in oscillator strength.
In summary, HBC films on glass show a monomeric absorption behavior for submonolayer
coverage, similar to HBC on mica. However, the spectral finestructures are significantly
broadened, indicating the occurence of 3d-island growth already at the lowest coverage
investigated. With increasing film thickness, the strongest absorption peak shifts towards
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Fig. 6.35: Oscillator strength per molecule for HBC films of different film thickness on glass.
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lower energies until saturation occurs at about 15 ML, and a broad shoulder at lower energies
evolves. Still, the absolute magnitude of that shoulder is significantly reduced as compared to
HBC films on mica, most likely due to a more disordered growth mode. The oscillator
strength per molecule agrees qualitatively with the oscillator strength observed for HBC films
on mica. One observes a minimum, followed by an increase of oscillator strength, due to the
development of higher lying transitions and the diminishing influence of the dielectric
background of the substrate. We also observe an enhancement of oscillator strength for
submonolayer coverage, whose physical origin remains to be clarified.
6.2.5 HBC on HOPG
HOPG has been chosen as a substrate since the HBC molecule corresponds to a „flake“,
cut out of the HOPG basal plane. Due to this similarity between the substrate and the deposit,
one should expect to observe strong interactions at least between the first layer and the
substrate. Additionally, it was demonstrated [42,44] that the molecules of the first monolayer
of HBC on HOPG do most likely not lie flat on the substrate, but are slightly tilted instead
with respect to the substrate plane. This symmetry breaking might significantly enhance the
symmetry forbidden 0-0 transition of an isolated HBC molecule, which should be especially
visible in the optical spectrum of the first layer.
Fig. 6.36 shows the DRS of HBC films of different thickness on opaque HOPG. We have
already discussed for PTCDA on HOPG that the special optical properties of the HOPG
substrate makes it impossible to deduce the occurrence of island growth directly from the
optical spectra. This situation also holds for HBC on HOPG. Thus, we apply our algorithm
from Chapter 5, assuming closed films with nominal film thicknesses. The treatment of the
DRS in such a way does not produce non-physical values of the imaginary part of the
2.2 2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8 4.0
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
 1
 1.75
 2.5
 3.25
 4
 7
 10
 13
 16
 19
 22 ML
-∆R
/R
E [eV]
550 500 450 400 350
λ [nm]
Fig. 6.36: Differential Reflectance Spectra (DRS) of HBC films of different film thickness on HOPG. Due to the
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calculated dielectric constants for thicker films, as it was the case for PTCDA on HOPG. This
indicates that there is either no island growth for HBC on HOPG, or the effects are on a very
small scale, making the assumption of closed films feasible.
Fig. 6.37 shows the calculated dielectric constants of HBC films of different thickness.
Similar to the preceding two sections, we have not accounted for island growth or screening
effects caused by the presence of a polarizable substrate, due to the rather large experimental
errors.
For HOPG as a substrate, the dielectric background, described by the quantity noffset in the
algorithm of Chapter 5, can be determined rather accurately, since the DRS strongly depends
on the index of refraction of the deposited material. Consequently, the real part of the
dielectric constants of the HBC films of different thickness can be calculated rather reliably,
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provided that there are no significant experimental errors contained in the DRS. One observes
large differences of the real part of the dielectric constants with varying film thickness, visible
as spectral changes as well as a decreasing dielectric background with increasing coverage.
Although the spectral changes seem to be completed for film thicknesses larger than 7 ML,
the absolute values still decrease and lie above the values for HBC films of comparable film
thickness on mica and glass. On one hand, this behavior may be caused by time dependent
thermal drift during the evaporation, producing larger deviations at the beginning which
diminish until a thermal equilibrium has been reached at the end of the deposition process. On
the other hand, however, this spectral dependence with increasing film thickness might
actually be real and connected to the special nature of the HOPG substrate. Strong interactions
between the HBC molecules and the substrate, like charge transfer or the creation of hybrid
states, might lead to a significantly enhanced dielectric background and the occurrence of
additional transitions. Since such interactions should be restricted to the first layers, this
would also explain why the spectra of larger film thicknesses relax into a spectral form
comparable to the dielectric constants of HBC on mica or glass. Thus, while we can not
exclude the influence of experimental errors on the DRS, we believe that the observed
behavior might be a consequence of strong interactions with the substrate, discussed in greater
detail in the following.
The imaginary part of the dielectric constants of the HBC films of different thickness,
describing their absorption behavior, shows strong spectral changes with varying film
thickness. For monolayer coverage, one observes a very strong and broad peak (peak3),
centered at about 3.27 eV. This peak position is largely different from the peak position of the
strongest peak in the spectrum of the monolayer on mica at about 3.55 eV. Additionally, the
finestructure present in the monolayer spectrum on mica has no counterpart for monolayer
coverage on HOPG. One could still assume that peak3 corresponds to the strongest absorption
peak of the monomer spectrum of HBC in trichlorbenzene [3], shifted by 0.17 eV to lower
energies. However, this would imply a blueshift of peak3 with increasing film thickness,
which is in contrast to the observed redshift of the strongest absorption peak on mica and
glass. Since it is rather unlikely that the growth of HBC films on mica and glass causes a
redshift of the strongest absorption peak, while HBC on HOPG produces a blueshift, we do
not believe that peak3 is related to the monomer of HBC in solution. Rather, strong
interactions of the molecules with the substrate cause a significantly altered absorption
spectrum, characterized by a double peak structure at 3.27 eV (peak3) and 3.08 eV (peak4),
plus additional transitions at lower energies. In fact, the spectrum for a 1 ML thick HBC film
on HOPG exhibits spectral components, extending even to lower energy values where we
have measured zero absorption on mica and glass. It is likely that these features are due to a
(partial) charging of the HBC molecules by the substrate. This is further motivated by
quantum mechanical calculations, indicating that the optical properties of a charged HBC
molecule should produce transitions at lower energies. On the other hand, the symmetry-
forbidden 0-0 transition of the HBC molecules, weakly visible in solution, has its energetic
position very close to the spectral features at lower energies. Since a symmetry breaking of
the HBC molecules within the first layer on HOPG is likely to occur [42,44], the oscillator
strength of the 0-0 transition might be significantly enhanced, producing the additional
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spectral features observed at lower energies. Thus, both mechanisms may serve as possible
explanations of the occurrence of additional transitions at lower energies.
With increasing film thickness, the influence of the substrate decreases, resulting into a
decreased intensity of peak3 and peak4 as well as of the spectral features at lower energies.
At the same time, a spectrum similar to thick HBC films on mica and glass develops, whose
spectral contributions start to be clearly visible for film thicknesses of 4 ML and above. This
indicates that the interactions with the substrate are not restricted to the first layer, but extend
even into HBC films as thick as 4 ML. For larger film thicknesses, the crystal structure
evolves, producing the optical properties of the crystal, essentially described by the occurence
of peak1 and peak2. However, peak2 seems to be significantly enhanced as compared to
HBC films of same film thickness on mica and glass. Additionally, the peak positions of
peak1 and peak2 are shifted to lower energies by 0.02 eV and 0.05 eV, respectively, as
compared to the spectrum of a HBC film with same film thickness on mica. We believe that
the physical origins of these effects are the same as already discussed for HBC films on glass:
due to the similarity between the HOPG substrate and the HBC molecules, the HBC films
should exhibit a better degree of ordering on HOPG than on mica or glass. Consequently, the
optical properties of the HBC crystal should be enhanced, mediated by a larger amount of
molecule-molecule interactions. On the other hand, a better ordering also decreases the
magnitude of island growth. Thus, even if island growth is present, the island film should
exhibit a larger volume fraction of HBC islands as compared to less ordered films on mica or
glass. This leads to less blueshifted transitions, explaining the observed energetic positions of
peak1 and peak2. A more detailed discussion is provided in Section 6.2.6.
Finally, we would like to briefly discuss the thickness dependence of the oscillator strength
per molecule for our HBC films, plotted in Fig. 6.38. One observes a strong enhancement of
oscillator strength for film thicknesses below 10 ML, whose absolute magnitude is much
larger than for HBC on mica or glass. Also, the oscillator strength of the thickest film
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Fig. 6.38: Oscillator strength per molecule for HBC films of different film thickness on HOPG.
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investigated is still above the oscillator strength of the corresponding HBC films on mica or
glass, although it seems to approach a constant value. Thus, one has a largely different
behavior of the oscillator strength with varying film thickness for HBC films on HOPG as
compared to insulating substrates like mica or glass.
Clearly, this must be connected to the similarity between the HBC molecules and the
HOPG substrate. Due to the strong interactions between the substrate and the HBC films,
extending even into larger film thicknesses than just one monolayer, additional transitions
show up in the absorption spectra, causing the apparent increase of oscillator strength. Also, it
is most likely that the HBC films on HOPG exhibit a better degree of ordering as compared to
HBC on mica or glass. Consequently, the optical properties of the HBC crystal should be
more pronounced, leading to an increase of oscillator strength, especially visible for the
thickest films. Thus, while the strong enhancement of oscillator strength for smaller film
thicknesses is most likely due to interactions of the HBC molecules with the substrate, the
increased values for the thicker films could be connected to an improved ordering of the HBC
molecules within the films.
In summary, HBC films on HOPG show a strong interaction with the substrate, resulting
into largely different dielectric constants as compared to HBC on mica or glass. The influence
of the substrate is not restricted to the first layer, but is even visible for film thicknesses as
large as 4 ML. For these film thicknesses, one observes additional transitions at lower
energies, whose origin might be a partial charge transfer from the substrate or symmetry
breaking effects. With increasing film thickness, the spectra develop into a form comparable
to thick HBC films on mica or glass. However, the low energy shoulder is significantly
enhanced, most likely due to an improved degree of ordering of the HBC molecules. The
oscillator strength per molecule exhibits largely enhanced values for film thicknesses below 5
ML, caused by the interactions with the substrate. For thicker films, the oscillator strength
seems to saturate although its value still lie above the corresponding values for HBC films on
mica or glass. This fact can be explained by a better degree of ordering of the HBC molecules
of the thickest films investigated.
6.2.6 Comparison between HBC films on the different substrates
Similar to the case of PTCDA, this section shall clarify the question what differences and
similarities between the HBC films on the different substrates have been observed. We start
with the similarities.
The imaginary part of the dielectric constant of the thickest films investigated on the three
substrates mica, glass, and HOPG are all characterized by a strong peak at higher energies and
a more or less pronounced shoulder at lower energies. Thus, the qualitative spectral shape is
the same, no matter what specific substrate has been used. This should be expected, since the
optical properties of thick HBC films should not depend on the substrate anymore. However,
there are small differences concering the energetic position of the strongest peak and the
intensity of the shoulder at lower energies. The strongest peak at higher energies is located at
3.38 eV, 3.41 eV, and 3.43 eV for the substrates HOPG, mica, and glass, respectively. We
have already proposed in the preceding sections that this difference is related to the occurence
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of island growth. It is very likely that the thick HBC films do not exhibit smooth interfaces,
characteristic for closed films, but are rather composed of HBC islands, whose volume
fraction varies depending on the specific choice of the substrate. In this respect, one would
expect to have the lowest volume fraction (diluted film with large island thickness) on glass,
due to its high surface roughness, and the largest volume fraction on HOPG, caused by the
similarity of this substrate with the HBC molecules. If we apply the EMA theory of Chapter
4.3 to the dielectric constants of the thickest HBC film on HOPG, using a shape factor of s =
0.33 (spheres) to describe the geometry of the islands, we are able to model the energetic
position of the strongest absorption peak quite accurately, assuming volume fractions of f =
0.50 and f = 0.25 for the substrates mica and glass, respectively. The resulting imaginary part
of the dielectric constants of the mixture of HBC (on HOPG) with void have been plotted in
Fig. 6.39.
If one assumes that the HBC film on HOPG is more or less closed, the energetic positions
of the strongest absorption peak on mica and glass imply that one deals with a 50%-island
film of HBC on mica, while the volume fraction is only about 25% on glass. Thus, the
different morphology, i.e., closed films vs. island films with different volume fractions, is
already able to explain the different peak positions on the three substrates.
However, the optical spectra of the thickest films investigated also show that the low
energy shoulder is significantly enhanced for the thick HBC films on HOPG as compared to
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Fig. 6.39: Comparison between the normalized imaginary parts of the dielectric constants of the thickest HBC
films investigated on the different substrates. Black solid line: 22 ML thick film on HOPG, red solid line: 22 ML
thick film on mica, blue solid line: 22.5 ML thick film on glass. To model the different peak positions of the
strongest absorption peak of the spectra on the different substrates, we have assumed island growth with
different volume fractions. Setting the dielectric constant of the thickest HBC film on HOPG as reference (closed
film, no islands), we applied the EMA theory of Chapter 4.3 to these dielectric constants to calculate dielectric
constants of a diluted medium. Dashed red line: volume fraction f = 0.50, shape factor s = 0.33 (spheres),
matching the energetic position of the strongest absorption peak on mica, dashed blue line: f = 0.25, s = 0.33,
reproducing the peak position on glass.
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mica or glass. Although the assumption of island growth with different volume fractions on
the different substrates can in part explain the reduced intensity of that shoulder on mica and
glass (cp. Fig. 6.42), the spectral shape is almost not affected, no matter what volume fraction
or shape factor have been chosen. Thus, there must be a different reason for the observed
variation of intensity of the low energy shoulder on the different substrates. We basically see
two possible explanations: a breaking of symmetry of the HBC molecules within the crystal
as compared to isolated molecules, or a higher degree of ordering of the HBC films on the
different substrates. These two effects are actually related to each other, since a better
ordering would lead to a larger number of symmetry reduced molecules in the crystal, but it
also increases the amount of molecule-molecule interactions between HBC molecules within
the crystal. The first effect enhances the normally symmetry forbidden 0-0 transition, the
second effect causes an enhancement of the optical properties of the HBC crystal. Therefore,
both effects can in principle account for the observation of the different intensities of the low
energy shoulder apparent in the optical spectra of thicker HBC films on the different
substrates. However, a closer look at the energetic positions of the 0-0 transition and the broad
shoulder reveals the following: for a submonolayer film on mica, one observes a spectrum
very similar to the monomer spectrum of HBC in solution. This yields an energetic position of
the 0-0 transition at about 2.80 eV and approximately 2.95 eV for the vibronic progressions of
the 0-0 transition. At a first glance, this seems to confirm the assumption that the broad
shoulder around 3.00 eV might be caused by symmetry breaking effects. However, we
compare a spectrum of non-interacting molecules (monomer) with a spectrum of strongly
interacting molecules (thick HBC film). Thus, if the broad shoulder would indeed correspond
to the 0-0 transition, enhanced by symmetry breaking effects, it must not be affected by
molecule-molecule interactions to retain its energetic position even in thicker films. This
would be a very unusual behavior, since one would expect that any transition is affected by
molecule-molecule interactions at least on the same order of magnitude. Also, the absolute
intensity of the broad shoulder is too high to be essentially caused by the symmetry of the
molecules in the crystal. We therefore believe that the origin of the broad shoulder must be
due to a better degree of ordering of the HBC films on the different substrates. More
specificially, HBC films on HOPG exhibit the highest degree of ordering, i.e., a large fraction
of the films is crystalline. For HBC on mica, the crystalline volume fraction is decreased
compared to HOPG and the films are already partially amorphous, although only to a small
extend. HBC films on glass show the weakest ordering, i.e., there exist only few crystalline
islands, while the major part of the films is amorphous. A possible enhancement of the 0-0
transition by symmetry breaking effects might, if at all, only be visible as a weak spectral
feature in the low energy tail of the broad shoulder in the optical spectra of the thick HBC
films.
However, we can also not exclude the possibility that the different intensity of the broad
shoulder at lower energies is caused by the occurence of different polymorphs of HBC on the
different substrates. While only one crystal structure is known to exist so far for HBC [1], it is
in principle possible that the different strength of the interactions of the HBC molecules with
the different substrates induce a slightly different crystalline structure. This might, for
example, lead to a sort of “flattened-out” 3d-herringbone structure, in which the molecules of
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the molecular chains are aligned more parallel to the substrate, thereby yielding slightly
different optical spectra due to a different π-orbital overlap.
The differences in the optical properties of the HBC films, depending on the choice of the
substrate, are basically restricted to lower film thicknesses. For submonolayer coverages of
HBC on mica and glass, one observes optical spectra similar to the monomer spectrum of
HBC as measured in solution [3]. The monomer finestructure is clearly present on mica,
meaning that the molecules at submonolayer coverage on mica do not significantly interact.
However, the finestructure on glass seems to be significantly broadened, indicating that the
HBC molecules interact more strongly than on mica, most likely due to the occurence of
island growth already at submonolayer coverage on glass. These facts also support the
assumptions of a higher degree of order of the HBC films on mica compared to glass. The
optical spectra for submonolayer films of HBC on HOPG are largely different as compared to
mica or glass. One observes a broad and rather unstructured spectrum, caused by strong
interactions with the substrate. Additional transitions evolve, especially at lower energies,
whose spectral contributions are still visible in film thicknesses as large as 10 ML. Clearly,
these effects must be related to the strong interactions of the substrate with the HBC
molecules, not only of the first layer.
With increasing film thickness, the strongest peak in the optical spectra of HBC films on
mica and glass shifts towards lower energies due to molecule-molecule interactions. At the
same time, a low energy shoulder evolves whose physical origins have already been discussed
above. For HBC films on HOPG, the optical spectra of the thicker films are essentially the
same as for HBC films on mica or glass. However, due to the strong interactions with the
substrate, additional spectral components are clearly visible for film thicknesses below 5 ML.
This is also the reason why a peakshift of the strongest absorption peak is not observed.
Rather, one sees a transformation from the optical properties, caused by the influence of the
substrate, to the HBC crystal spectrum at larger film thicknesses.
Summarizing the results, HBC films on mica and glass show a monomeric absorption
behavior for submonolayer coverage, whose strongest peak shifts towards lower energies with
increasing film thickness, due to molecule-molecule interactions between the HBC molecules
within the films. For HOPG as a substrate, large spectral differences are visible up to film
thicknesses of about 5 ML, caused by strong interactions with the substrate. The optical
properties of the thickest films investigated exhibit similar spectral characteristics on all three
substrates. Only the magnitude of the individual peaks, especially the low energy shoulder, is
different for the different substrates. We believe that this effect is due to a different degree of
ordering of the HBC films on the different substrates, being highest on HOPG, followed by
mica and glass.
6.3 Comparison between PTCDA- and HBC films
The previous subsections of this chapter intented to discuss the optical properties of films
of the two organic semiconductors, PTCDA and HBC, in dependence of parameters like film
thickness and nature of the substrate. In both cases, a strong dependence of the absorption
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behavior of the films on these parameters has been found and several physical origins were
proposed. However, since both substances belong to the class of organic semiconductor with
planar geometry, it would be interesting to compare the optical properties of both molecules
within films of different thickness on different substrates to each other. This will be discussed
in the following.
We have found that the absorption of PTCDA- and HBC films both show significant
spectral changes with varying film thickness. For mono- and submonolayer coverage on
insulating substrates, the monomer spectrum of isolated, non-interacting molecules is
observed, indicating that the first layer is highly ordered, resulting in a rather large distance
between the centers of neighboring molecules. The extent of this ordering within the first
layer can be influenced by the specific choice of the substrate: (sub)monolayer films on mica
clearly show the monomer spectrum, including vibronic finestructures, while the same films
on glass seem to produce a broadened monomer with smeared-out finestructures. This can be
explained by the enhanced surface roughness of glass, not permitting a degree of ordering as
high as on mica. Consequently, some molecules within the first layer already interact with
each other due to a reduced distance to the neighboring molecule. For conducting substrates,
strong interactions of the molecules of the first layer with the substrate occur, leading to a
largely different absorption spectrum for (sub)monolayer coverage as compared to the
monomer spectrum in solution (isolated molecules). This effect is especially visible for
PTCDA on Au(111) and HBC on HOPG. In the first case, the PTCDA molecules of the first
layer seem not to interact with molecules of the second layer, most likely due to a largely
altered electronic structure of the molecules of the first layer, caused by interactions with the
(111)-surface reconstruction. For HBC films on HOPG, the similarity of the HBC structure
with the HOPG substrate leads to the appearance of a largely different absorption spectrum
for film thicknesses as high as 4 ML. Thus, the influence of the substrate is not restricted to
the first layer, but even affects the properties of HBC molecules within the next few layers.
With increasing film thickness, the absorption of thick PTCDA- and HBC films develops,
independent of the specific nature of the substrate. These crystal spectra are largely different
from the monomer spectra of isolated molecules, due to strong molecule-molecule
interactions. The strongest spectral changes occur in both cases up to approximately 4 ML,
from which on the absorption spectrum is already very similar to the spectrum of the thickest
films investigated. In fact, even the qualitative differences of the absorption spectra of
monolayer and thicker films are rather similar. For PTCDA, the monolayer is characterized by
vibronic progressions of the 0-0 transition, exhibiting a rather small spectral width, while the
optical spectrum of the thickest film investigated has a broad absorption band at higher
energies and an additional pronounced peak at lower energies. Although the HBC monolayer
does not show such a distinct vibronic progression like PTCDA, it is also characterized by a
strong peak, exhibiting a rather small spectral width. Similar to thick PTCDA films, the
optical spectra of the thickest HBC films investigated have a broad absorption band at higher
energies and an additional broad peak at lower energies. However, the magnitude of the
spectral changes between monolayer and thickest film, as well as the spectral width of the
lowest lying absorption peak of the thickest films, are different for the two molecules. We
believe that these differences are related to the different crystal structures of PTCDA- and
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HBC films. Thus, the strength of the molecule-molecule interactions within the films is
different.
It was already outlined in Chapter 2.4 that the PTCDA molecules in the crystal lie flat in
the (102)-plane, which is almost parallel to the substrate. Due to this special geometry, quasi-
one dimensional stacks are present in stacking direction (almost normal to the substrate
plane), in which the major interactions take place. This is in contrast to the HBC crystal,
where there is no such plane in which the molecules are arranged flat. Although one does
recognize molecular chains in stacking direction, the HBC molecules within these chains are
not alligned parallel to the substrate. Thus, it might be possible that we do not probe the full
optical properties of these chains, since we work under normal incidence of light, permitting
only the excitation of molecular dipole components parallel to the substrate. Additionally, the
molecules are arranged in a three dimensional herringbone structure, making the assumption
of almost non-interacting quasi-one-dimensional chains rather questionable. Instead, an
enhanced interaction between the chains themselves is likely to occur. In this respect, it is not
surprising that the spectral changes are different for the PTCDA and HBC films upon
inclusion of the third dimenstion (stacking direction).
Additionally, the optical properties of PTCDA- and HBC films are significantly affected
by the specific growth mode and the degree of ordering, depending on the choice of the
substrate. The influence of the growth mode is especially visible for PTCDA films, due to the
fact that the optical spectra for different film thicknesses, i.e., different number of molecules
per chain, show significant spectral changes. Thus, different growth modes (layer-by-layer on
mica and HOPG, Stranski-Krastanov on Au(111), and island growth on glass) produce
different chain lengths at different nominal coverages and therefore also different optical
properties of the PTCDA films. For HBC films, the growth mode seems not to have such a
significant impact on the optical spectra. Although island growth does affect the peak position
of the strongest transition, the major influence is related to the occurrence of the broad
shoulder at lower energies. It is most likely that the intensity of that shoulder is strongly
determined by the ordering of the film: The higher the degree of ordering within the HBC
films on the different substrates, the larger the intensity of that shoulder. Based on this
assumption, HBC films have the highest degree of order on HOPG, followed by mica and
glass.
Finally, we would like to briefly adress the thickness dependent behavior of the oscillator
strength per molecule for the PTCDA- and HBC films. We will restrict our discussion to films
on insulating substrates, since the intrinsic oscillator strength of the molecules is observed in
such cases, not affected by electronic interactions of the molecules with (conducting)
substrates. In both cases, PTCDA and HBC, a very similar qualitative behavior was found.
The oscillator strength per molecule has its lowest value at approximately 1 ML coverage,
followed by a small increase with increasing film thickness and an enhancement of oscillator
strength for submonolayer coverage. The small rise with increasing film thickness is most
likely caused by the development of higher lying transitions as well as the diminishing
dielectric influence of the substrate. The oscillator strength at higher film thicknesses saturate
into a constant value as expected for thick films. However, the physical mechanism,
connected to the apparent enhancement of oscillator strength for submonolayer coverage
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remains to be clarified. The magnitude of that effect is too large to be essentially caused by
dielectric screening due to the presence of a polarizable substrate. Also, purely optical effects
like the Bruggeman theory of flat islands are not able to explain the observed behavior as
well. It might in principle be possible that the flux of incoming molecules is largest in the first
few seconds of the evaporation process (right after opening the shutter of the Knudsen cell),
thereby producing a nominally thicker film as assumed in the calculations. This would lead to
an enhanced absorption index, resulting into an increased oscillator strength. However, the
qualitative behavior of the oscillator strength was not changed, even if a shutter, located
directly in front of the sample, was used to obtain the very same growth rate for the first
recorded optical spectra. Thus, the assumption of a nominally thicker film as assumed in the
calculation to explain the enhancement of oscillator strength is rather unlikely. Consequently,
other effects must be responsible for this behavior, to be investigated in further experiments,
being beyond the scope of this work.
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We have measured the optical properties of films of the organic semiconductors PTCDA
and HBC, prepared by Organic Molecular Beam Expitaxy (OMBE), on different substrates by
means of Differential Reflectance Spectroscopy (DRS). The optical setup used [51] allows to
characterize the samples in situ and during the film growth. This enables us to directly follow
the thickness dependent optical properties of the organic films, starting from submonolayer
coverage up to thicker films on the order of 20 monolayers (ML) film thickness. However,
due to the different optical nature of the different substrates used, i.e., mica, glass, Au(111),
and HOPG, the DRS signal can not directly be interpreted in terms of the absorption of the
films. Rather, the optical constants n (index of refraction) and k (absorption index) of the
organic films have to be calculated to be able to discuss the spectral absorption of the films.
We have proposed a method by which the calculation of the optical constants of thin films
on arbitrary substrates from just one spectral measurement (in our case the DRS) becomes
possible. The results fulfill a priori a Kramers-Kronig consistency, characteristic for
physically meaningful values of the optical constants, and no specific model is needed to
express the spectral behavior of the optical constants. Still, the requirement that the absorption
index has to approach zero sufficiently at the measurement intervals restricts the application
of our method to a class of materials, which exhibit distinct and well-separated absorption
bands, like e.g. organic semiconductors. By means of appropriate extrapolation procedures,
the method is able to account for small non-zero values of the absorption index at the
boundaries of the measurement interval. Although we exclusively discussed the application of
our method to differential reflectance spectra, it is anticipated that it works for all other
optical quantities likewise.
Based on our proposed method, we have successfully calculated the optical constants, and
therefore the absorption behavior, of films of different thickness of PTCDA on mica, glass,
Au(111), and HOPG, as well as of HBC on mica, glass, and HOPG. Since we are interested in
the intrinsic optical properties of the films, extrinsic effects due to island growth or the
presence of a polarizable substrate (screening) have been accounted for. We use the
Bruggeman theory to determine the influence of island growth on the optical spectra, which
specifically include a shape factor describing the geometry of the islands. A finite dipole
model is proposed to be able to calculate screening effects, due to the presence of a
polarizable substrate. The finite dipole model accounts for the extended geometry and
anisotropy of the organic molecules, in contrast to existing screening models which
explicitely require point dipoles, and therefore isotropy.
The calculated absorption behavior clearly shows strong spectral changes with varying
film thickness for both materials, PTCDA and HBC, no matter what specific substrate has
been chosen. This is related to the special crystal geometry, producing linear molecular chains
in stacking direction, in which the major interactions between the molecules take place. Our
results indicate that the major spectral changes are completed at approximately 4 molecules
per chain, from which on the optical spectrum remains almost constant and is comparable to
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the absorption spectrum of thick polycrystalline films. This suggests an exciton delocalization
over about 4 molecules.
Depending on the specific choice of the substrate, different growth modes of the PTCDA
films occur, leading to a different spectral behavior of the optical constants with increasing
film thickness. For PTCDA films on mica and HOPG, layer-by-layer growth is the
dominating growth mode, at least for the first two layers. It is likely that this growth mode
extends even up to 4 ML, from which on island films evolve, exhibiting a rather large volume
fraction. We clearly observe a monomer-dimer-oligomer transition with increasing film
thickness on mica, characteristic for quasi-1d linear chains of PTCDA molecules. PTCDA
films on glass show island growth with small volume fraction (large heights of the islands)
already at monolayer coverage. Additionally, the occurence of very mobile PTCDA
molecules (2d-gas) in between polycrystalline PTCDA islands even for thicker films is highly
likely. This leads to the observation of a strong monomer-like absorption peak in the optical
spectra of film thicknesses as high as 12 ML. This peak decreases after the deposition process
has been stopped, indicating that the molecules of the 2d-gas tend to pair up with molecules of
the polycrystalline islands. For PTCDA on Au(111), Stranski-Krastanov growth is observed,
resulting into the coexistence of linear chains of PTCDA molecules, exhibiting a different
number of molecules. This causes the simultaneous observation of spectral fingerprints of
linear chains of different size, up to nominal film thicknesses of approximately 6 ML.
HBC films of submonolayer coverage on mica show a monomer spectrum of isolated HBC
molecules. This spectrum is already significantly broadened for monolayer thickness on mica
as well as for submonolayers on glass. The most likely explanation of that observation is the
onset of island growth before the first layer is completed, leading to strong interactions of the
molecules in stacking direction. With increasing film thickness, these interactions shift the
strongest transition of the monomer spectrum towards lower energies and a more or less
pronounced peak at lower energies evolves, not contained in the monomer spectrum. The
strength of that peak is strongly enhanced for thicker HBC films on HOPG, while there is
only a weak shoulder at the same energetic position on glass. We attribute the different
intensity of that shoulder on the different substrates to a more extended crystal symmetry
throughout the films, or to a slightly different crystal structure on HOPG as compared to mica
and glass. Thus, the degree of ordering of the films is significantly influenced by the choice of
the substrate, being highest on HOPG, followed by mica and glass.
One also observes strong interactions of the HBC and PTCDA molecules of the first layer
with the conducting substrates Au(111) and HOPG, resulting into largely different optical
constants as compared to the optical properties of the molecues of the first layer on the non-
conducting substrates mica and glass. These interactions must not be restricted to the first
layer, but might even influence the absorption behavior of the next layers. This is especially
visible for HBC on HOPG, where the interactions with the substrate affect the optical
constants of films as thick as 4 ML.
The oscillator strength per molecule exhibits a minimum at approximately 1 ML for almost
all systems investigated, HBC on HOPG being the exception. The qualitative behavior below
and above 1 ML is found to be very similar on the different substrate. One observes an
enhancement of oscillator strength at submonolayer coverage, whose physical origin remains
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unclear. Neither can we explain the magnitude of that enhancement by screening effects due
to the presence of a polarizable substrate, nor can purely optical effects, like the Bruggeman
theory of flat islands, account for this behavior. Thus, there must be different mechanisms
involved, to be clarified by further experiments. Above 1 ML, the oscillator strength per
molecule shows a slight, but steady increase until it saturates in between 6 and 8 ML. This
rise can be explained by the development of additional transitions at higher energies upon
inclusion of the third dimension (molecules in stacking directions interact), and by the
diminishing influence of the dielectric background of the substrate. HBC on HOPG seems to
be a special case, since it shows a strong enhancement of oscillator strength by almost a factor
of 5 at monolayer coverage, followed by a monotoneous decrease up to about 10 ML from
which on the values seem to saturate. This behavior has most likely to be attributed to the
structural similarity between the HOPG substrate and the HBC molecules, causing strong
interactions with the substrate, which are not restricted to the first layer only.
In conclusion, we believe that the results presented in this thesis are valuable data to check
the validity of existing exciton theories for organic semiconductors. Especially the
development of the absorption behavior of films of organic semiconductors with varying film
thickness, ranging from submonolayer coverage to rather thick films, should serve as the
necessary piece of information to see whether charge transfer excitons have to be included
into the theories or if the absorption behavior can exclusively be modeled in terms of Frenkel
excitons. Some points could not be clarified, in particular the enhancement of oscillator
strength for submonolayer films of organic semiconductors. This issue remains to be solved in
future works. Also, the explicite check of the morphology of the films on the different
substrates, as postulated by us, based on the observed optical spectra, still has to be carried out
by means of AFM or STM to validate our findings.
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