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The purpose of this paper is to suggest a more extensive use of category theory in 
the teaching and development of linear algebra. First, the reader is reminded that the 
finite matrices over a field are an example of a category, and that many concepts from 
category theory may be conveniently illustrated by use of this example. On the other 
hand, several of the principles of category theory may be used to advantage in the 
study of matrices. Specifically, noting that the definition of invertibility is one of the 
simplest of categorical ideas, some questions of invertibility are examined from a 
categorial perspective. 
The matrices &, over the field of complex numbers constitute a category: the 
objects are the counting numbers 0, 1,2,. . . , the morphisms A: m + n are the m x 
n complex matrices A, and the product is matrix multiplication. Since the set of 
m x n complex matrices form an Abelian group under addition and the distributive 
laws apply to matrices, A, is in fact an additive category. (See, for example, [2, p. 
3051.) 
The terminology of category theory may be used in linear algebra. For example, 
using right-hand notation, a kernel of a morphism A : m 4 n is a morphism K : k + m 
whose rows form a basis of the left nullspace of A. A morphism A : m + n is manic iff 
the rows of A are linearly independent iff the kernel of A : m + n is the zero mor- 
phism 0: o -+ m. Also, since every matrix in A, p assesses an inner inverse, then a 
morphism in A, is manic iff it is right invertible. 
A categorical point of view may often enhance a known concept from linear 
algebra. For example, the full-rank factorization theorem for matrices translates into the 
following statement: every morphism A : m + n of rank r factors into a product of an 
epic morphism B : m + r and a manic morphism C : r --* n. (See, for example, [7].) In 
particular, if m = n and CB : r + r has rank s with (epic, manic) factorization EF, then 
A2 = BCBC = BEFC factors through the object s with BE epic and FC manic. That is, 
rank A2 = s = rank CB, which is also clear from the following diagram: 
B/‘;c B/l‘\ c 
n -n---+n 
A A 
An iteration of this observation leads to information about the Jordan structure and 
various generalized inverses of A. (Compare with [l] and [3].) This perspective also 
permits an extension of these results to other categories. 
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The definition of invertibility is one of the simplest of categorical ideas: given a 
morphism A : m + n, is there a morphism B : n --t m such that AB = I, and BA = I,? 
This suggests that questions about matrix invertibility may often be viewed successfully 
from a categorical perspective. If, for example, the partitioned matrices 
:m+p-+n+q, :n+q+m+p, 
are inverses of each other, then it follows that the nullity of A equals the nullity of W. 
There are several different ways to establish this result, but a categorical approach is 
attractive: if K : k + m is a kernel of A : m + n and I : j + 9 is a kernel of W, then it 
can be shown that there exist morphisms U : k + j and V : j + k such that the diagram 
K A 
k -m-n 
UlTV B LT'z 
j -q -P 
J W 
commutes with U and V, which are inverses of each other. This argument extends to 
arbitrary Abelian categories. (See [4]; also [5].) 
A categorical perspective in linear algebra may sometimes uncover a new result in 
category theory itself. For example, the Moore-Penrose inverse of a morphism A in 
_&c with kernel K is given by A*( AA* + K*K)- ‘. Th’ is result leads to the following 
observation about any additive category with an involution *: if A is a morphism with 
kernel K and cokemel L, then AA* + K*K is invertible iff A*A + LL* is invertible. 
(See [9]; also [a].) Furthermore, if A possesses an inner inverse, then KK* is invertible 
iff L*L is invertible. (See [6].) 
In summary, A, is a category which may conveniently be used to illustrate several 
categorical concepts. On the other hand, a categorical perspective may often illuminate 
some known result from linear algebra. Indeed, categorical questions about matrices 
may reveal some novel ideas. 
REFERENCES 
1 R. E. Cline, Inverses of rank invariant powers of a matrix, SZAMJ. Numer. Anal. 
5:182-197 (1968). 
2 H. Herrlich and G. Strecker, Categoy Theory, Allyn and Bacon, Boston, 1973. 
3 R. Gabriel, Das verallgemeinerte Inverse einer Matrix iiber einer beliebigen 
K&per-mit Skelettzenlengungen berechnet , Reu. Roumaine Math. Pures Appl. 
20:213-225 (1975). 
4 W. H. Gustafson, A note on matrix inversion, Lit&ear Algebra Appl. 57:71-73 
(1984). 
5 L. Levy and J. Robson, Matrices and pairs of modules, J. Algebra 29:427-454 
(1974). 
252 A. BERMAN, M. GOLDBERG, AND D. HERSHKOWITZ 
6 J. M. Miao and D. W. Robinson, Group and Moore-Penrose inverses of regular 
morphisms with kernel and cokernel, Linear Algebra Appl. 110:263-270 (1988). 
7 R. Puystjens and d. W. Robinson, The Moore-Penrose inverse of a morphism with 
factorization, Linear Algebra Appl. 40:129-141 (1981). 
8 R. Puystjens and D. W. Robinson, Symmetric morphisms and the existence of 
Moore-Penrose inverses, Linear Algebra Appl. 131:51-69 (1990). 
9 D. W. Robinson and R. Puystjens, Generalized inverses of morphisms with 
kernels, Linear Algebra Appl. 96:65-86 (1987). 
Stable Marriages: 
Substituting Linearity for Discreteness 
by ALVIN E. ROTH,14 URIEL G. ROTHBLUM ,15 
and JOHN H. VANDE VATE” 
Computational techniques can be generally classified into three groups--discrete 
methods, algebraic methods, and continuous methods. Discrete (or combinatorial) meth- 
ods apply arguments like counting, interchanging, and comparisons; algebraic methods 
use comparisons and the four arithmetic operations (addition, subtraction, multiplica- 
tion, and division); and continuous methods rely on continuity arguments, differ- 
entiation, and integration. A corresponding classification is frequently used to 
describe computational problems according to the operations used in their definition 
and the techniques that seem fit to solve them. However, boundaries that define classes 
of problems are sometimes vague, as the type of techniques that are useful for solving a 
problem cannot always be anticipated. For example, linear programming can be viewed 
as an algebraic problem, as it is defined by using inequalities and the four arithmetic 
operations. However, the simplex method, developed by Dantzig in 1948 for solving 
linear programs, has a discrete component, as it searches over a finite set of extreme 
points. On the other hand, the recent developments of interior-point methods for 
solving linear programs rely on continuous techniques. These examples demonstrate the 
usefulness of crossing boundaries between the classes. 
The purpose of this paper is to introduce another instance where it becomes fruitful 
to cross boundaries between classes of computational techniques. Specifically, we 
consider the stable-marriage problem introduced by Gale and Shapley (1962)-a 
problem which has been studied extensively by mostly discrete methods for the last 
three decades. We show how algebraic techniques that rely on the theory of linear 
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