The Nehari manifold for a Kirchhoff type problem involving sign-changing weight functions  by Chen, Ching-yu et al.
J. Differential Equations 250 (2011) 1876–1908Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
The Nehari manifold for a Kirchhoff type problem involving
sign-changing weight functions
Ching-yu Chen, Yueh-cheng Kuo, Tsung-fang Wu ∗
Department of Applied Mathematics, National University of Kaohsiung, Kaohsiung 811, Taiwan
a r t i c l e i n f o a b s t r a c t
Article history:
Received 14 July 2009
Revised 13 October 2010
Available online 26 November 2010
Keywords:
Kirchhoff type equation
Nehari manifold
Fibering map
Sign-changing weight
This paper examines a class of Kirchhoff type equations that
involve sign-changing weight functions. Using Nehari manifold
and ﬁbering map, the existence of multiple positive solutions is
established.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we investigate the multiplicity of solutions to a class of Dirichlet boundary value
problems of the type
⎧⎪⎨
⎪⎩
−M
(∫
Ω
|∇u|2 dx
)
u = h(x,u) in Ω,
u = 0 in ∂Ω,
(1.1)
where Ω is a smooth bounded domain in RN with h ∈ Ω ×R→R being continuous, M(s) = as+ b
and a,b > 0.
Such problems are often referred to as being nonlocal because of the presence of the integral
over the entire domain Ω . It is degenerate if b = 0 and non-degenerate otherwise. This problem is
analogous to the stationary case of equations that arise in the study of string or membrane vibrations,
namely,
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(
a
∫
Ω
|∇u|2 dx+ b
)
u = h(x,u), (1.2)
where u denotes the displacement, h(x,u) the external force and b the initial tension while a is
related to the intrinsic properties of the string (such as Young’s modulus). Equations of this type
were ﬁrst proposed by Kirchhoff in 1883 to describe the transversal oscillations of a stretched string,
particularly, taking into account the subsequent change in string length caused by oscillations.
Nonlocal effect also ﬁnds its applications in biological systems. A parabolic version of Eq. (1.1)
can, in theory, be used to describe the growth and movement of a particular species. The movement,
modelled by the integral term, is assumed dependent on the “energy” of the entire system with u
being its population density. Alternatively, the movement of a particular species may be subject to
the total population density within the domain (for instance, the spreading of bacteria) which gives
rise to equations of the type ut − a(
∫
Ω
u dx)u = h. Chipot and Lovat [10] and Correa et al. [11], for
examples, studied the existence of solutions and their uniqueness for such nonlocal problems as well
as their corresponding elliptic problems.
The solvability of the Kirchoff type equation (1.2) has been well-studied in general dimension by
various authors (see, for examples, Arosio and Spagnolo [15], Arosio and Shibata [14], Nishihara [24]
and the references therein). More recently, the corresponding elliptic version has begun to receive
much attention. Bensedik and Bouchekif [5], Alves et al. [3] and Ma and Rivera [23], for example,
using variational methods, proved the existence of positive solutions while Zhang and Perera [31]
obtained sign changing solutions via invariant sets of descent ﬂow. Alves et al. [3], in particular,
studied the conditions of M and h that permit the existence of a positive solution and concluded
that this is possible if M does not grow too fast in a suitable interval near zero with h being locally
Lipschitz subject to some prescribed criteria.
We are likewise interested in the conditions of M and h that subsequently give rise to the multi-
plicity results of positive solutions. Our focus here, however, is on a given set of M and h so that it is
possible to examine in detail the number of solutions admitted subject to the variations of parameters
embedded in these functions. Similar analysis has been carried out on other elliptic equations with
interesting results. Ambrosetti et al. [2], for example, studied the following equation:⎧⎪⎨
⎪⎩
−u = λuq−1 + up−1 in Ω,
u > 0 in Ω,
u ∈ H10(Ω),
(Eλ)
where Ω is a bounded domain in RN with 1 < q < 2 < p  2∗ (2∗ = 2NN−2 if N  3; 2∗ = ∞ if N =
1,2) and λ > 0. They established multiple results, namely that ∃λ0 > 0 such that Eq. (Eλ) admits at
least two positive solutions for λ ∈ (0, λ0), a positive solution for λ = λ0 and no positive solution for
λ > λ0. Alternatively, Adimurthi et al. [4], Damascelli et al. [13], Korman [21], Ouyang and Shi [25]
and Tang [26] proved that there are exactly two positive solutions of Eq. (Eλ) in the unit ball BN (0;1)
for λ ∈ (0, λ0), exactly one positive solution for λ = λ0 and no positive solution for λ > λ0. Results of
cases with more generalized nonlinearity related to Eq. (Eλ) can be found in Ambrosetti et al. [1], de
Figueiredo et al. [19], Brown and Wu [7,8] and Wu [29,30]; in particular, the existence of at least two
positive solutions has been demonstrated in [7,8,29,30] with the nonlinearity given by λ f (x)|u|q−2u+
g(x)|u|p−2u.
Motivated by these ﬁndings, we now extend the analysis to the Kirchoff type equation with
h(x,u) = λ f (x)|u|q−2u + g(x)|u|p−2u. Our intension here is to illustrate the difference in the solu-
tion behavior which arises from the consideration of the nonlocal effect. The problem we consider is
thus ⎧⎪⎨
⎪⎩
−M
(∫
Ω
|∇u|2 dx
)
u = λ f (x)|u|q−2u + g(x)|u|p−2u in Ω,
(Eλ,M )u = 0 in ∂Ω,
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N = 1,2), M(s) = as + b and the parameters a,b, λ > 0. The weight functions f , g ∈ C(Ω) satisfy the
following conditions:
(D1) f + = max{ f ,0} = 0,
(D2) g+ =max{g,0} = 0,
thus allowing the sign change of f and g . Eqs. (Eλ) and (Eλ,M ), when a = 0, are essentially the same
and, subsequently, exhibit the same solution structure or behavior. This is not the case, however,
when a > 0; for p = 4 and p < 4, Eq. (Eλ,M ) exhibits blow-up type and admits additional positive
solutions. We thus carry out analysis, using Nehari manifold, to examine the existence of solutions for
Eq. (Eλ,M ) when p > 4, p = 4 and p < 4 and conclude the following
• p > 4: for any a > 0 with 0 < λ < λ0(a), at least two positive solutions exist.
• p = 4: if a 1/Λ and λ > 0, at least one solution exists while if a < 1/Λ and 0 < λ < (1/2)λˆ0(a),
at least two positive solutions are permitted.
• p < 4: for any a, λ > 0, at least one positive solution is permitted; if g  0, at least two positive
solutions exist when a and λ lie within certain respective intervals; furthermore, if f , g > 0 at
least three positive solutions exist with a and λ given in speciﬁc intervals.
The detail of these results are described and proved in the sections below. We thus organise this
paper as follows. In Section 2, we present the main results in Theorems 2.1–2.4 while in Section 3,
some notations and preliminaries are given, including lemmas that are required in proving the main
theorems. In Section 4, we establish the non-emptiness of submanifolds and the proofs of the main
theorems are given in the remaining sections.
2. Main results
Throughout this paper, we denote by Sr the best Sobolev constant for the embedding of H10(Ω) in
Lr(Ω) with 1< r < 2∗ . In particular,
‖u‖Lr  S
−1
2
r ‖u‖H1 for all u ∈ H10(Ω)\{0}.
The energy functional Jλ,M we consider that corresponds to Eq. (Eλ,M) is given by, for each u ∈
H10(Ω),
Jλ,M(u) = 1
2
Mˆ
(‖u‖2H1)− λq
∫
Ω
f |u|q dx− 1
p
∫
Ω
g|u|p dx,
where Mˆ(s) = ∫ s0 M(t)dt and M : R→ R+ is any function that is differentiable everywhere except at
some ﬁnite points. It is well known that the functional Jλ,M is of class C1 in H10(Ω) and the solutions
of Eq. (Eλ,M) are the critical points of the energy functional Jλ,M and thus, by taking M(s) = as + b
and using the Sobolev inequality, we have
Jλ,M(u) = 1
2
Mˆ
(‖u‖2H1)− λq
∫
Ω
f |u|q dx− 1
p
∫
Ω
g|u|p dx
 a ‖u‖4H1 +
b ‖u‖2H1 −
λS
− q2
q ‖ f +‖∞ ‖u‖q
H1
− S
− p2
p ‖g+‖∞ ‖u‖p
H14 2 q p
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(
a
4
‖u‖4−p
H1
− S
− p2
p ‖g+‖∞
p
)
‖u‖p
H1
+
(
b
2
‖u‖2−q
H1
− λS
− q2
q ‖ f +‖∞
q
)
‖u‖q
H1
,
for all u ∈ H10(Ω)\{0}, and so Jλ,M is bounded below on H10(Ω) when p < 4. In the case when p > 4,
however, it is clear that limt→∞ Jλ,M(tu) = −∞ and so Jλ,M is no longer bounded below on H10(Ω).
In order to obtain existence results, we introduce the Nehari manifold
Nλ,M =
{
u ∈ H10(Ω)\{0}
∣∣ 〈 J ′λ,M(u), u〉= 0}
where 〈 , 〉 denote the usual duality. Thus, u ∈ Nλ,M if and only if
M
(‖u‖2H1)‖u‖2H1 − λ
∫
Ω
f |u|q dx−
∫
Ω
g|u|p dx = 0.
Note that Nλ,M contains every nonzero solution of Eq. (Eλ,M). Clearly, Nλ,M is a much smaller set
than H10(Ω) and so it is easier to study Jλ,M on Nλ,M . The Nehari manifold Nλ,M is closely linked to
the behavior of functions of the form Ku,M : t → Jλ,M(tu) for t > 0. Such maps are known as ﬁbering
maps which were introduced by Drábek and Pohozaev in [16] and discussed in Brown and Zhang [9]
and Brown and Wu [7,8]. If u ∈ H10(Ω), we have
Ku,M(t) = 1
2
Mˆ
(
t2‖u‖2H1
)− λtq
q
∫
Ω
f |u|q dx− t
p
p
∫
Ω
g|u|p dx;
K ′u,M(t) = tM
(
t2‖u‖2H1
)‖u‖2H1 − λtq−1
∫
Ω
f |u|q dx− t p−1
∫
Ω
g|u|p dx;
K ′′u,M(t) = M
(
t2‖u‖2H1
)‖u‖2H1 + 2t2M ′(t2‖u‖2H1)‖u‖4H1
− λ(q − 1)tq−2
∫
Ω
f |u|q dx− (p − 1)t p−2
∫
Ω
g|u|p dx.
Clearly,
tK ′u,M(t) = M
(‖tu‖2H1)‖tu‖2H1 − λ
∫
Ω
f |tu|q dx−
∫
Ω
g|tu|p dx
and so, for u ∈ H10(Ω)\{0} and t > 0, K ′u,M(t) = 0 if and only if tu ∈ Nλ,M , i.e., positive critical points of
Ku,M correspond to points on the Nehari manifold. In particular, K ′u,M(1) = 0 if and only if u ∈ Nλ,M .
It is natural therefore to split Nλ,M into three parts corresponding to local minima, local maxima and
points of inﬂection. Accordingly, we deﬁne
N+λ,M =
{
u ∈ Nλ,M
∣∣ K ′′u,M(1) > 0};
N0λ,M =
{
u ∈ Nλ,M
∣∣ K ′′u,M(1) = 0};
N−λ,M =
{
u ∈ Nλ,M
∣∣ K ′′u,M(1) < 0}.
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K ′′u,M(1) = M
(‖u‖2H1)‖u‖2H1 + 2M ′(‖u‖2H1)‖u‖4H1 − λ(q − 1)
∫
Ω
f |u|q dx− (p − 1)
∫
Ω
g|u|p dx
= 2M ′(‖u‖2H1)‖u‖4H1 + (2− q)M(‖u‖2H1)‖u‖2H1 − (p − q)
∫
Ω
g|u|p dx (2.1)
= 2M ′(‖u‖2H1)‖u‖4H1 − (p − 2)M(‖u‖2H1)‖u‖2H1 + λ(p − q)
∫
Ω
f |u|q dx. (2.2)
Deﬁne
ψλ,M(u) =
〈
J ′λ,M(u),u
〉= M(‖u‖2H1)‖u‖2H1 − λ
∫
Ω
f |u|q dx−
∫
Ω
g|u|p dx. (2.3)
Then for u ∈ Nλ,M ,
〈
ψ ′λ,M(u),u
〉= M(‖u‖2H1)‖u‖2H1 + 2M ′(‖u‖2H1)‖u‖4H1 − λ(q − 1)
∫
Ω
f |u|q dx− (p − 1)
∫
Ω
g|u|p dx
= K ′′u,M(1). (2.4)
Furthermore, similar to the argument in Brown and Zhang [9, Theorem 2.3] (or see Binding, Drábek,
and Huang [6]), we can conclude the following result.
Lemma 2.1. Suppose that u0 is a local minimizer for Jλ,M on Nλ,M and that u0 /∈ N0λ,M. Then J ′λ,M(u0) = 0
in H−1(Ω).
With the introduction of the Nehari manifold in place, we will now begin to state the main theo-
rems. Let λ0(a) = max{ qλ1(a)23/2 , qλ22 }, where λ1(a) and λ2 are given by
λ1(a) = 2S
q/2
q
√
ab(p − 4)(p − 2)
(p − q)‖ f +‖∞
(
2Sp/2p
√
ab(4− q)(2− q)
(p − q)‖g+‖∞
)(3−q)/(p−3)
and
λ2 = bS
q/2
q (p − 2)
(p − q)‖ f +‖∞
(
bSp/2p (2− q)
(p − q)‖g+‖∞
)(p−q)/(p−2)
,
then we have the following result.
Theorem 2.1. Suppose that N = 1,2,3 and p > 4. Then for each a > 0 and 0< λ < λ0(a), Eq. (Eλ,M) has two
positive solutions u+λ,M ∈ N+λ,M and u−λ,M ∈ N−λ,M.
Remark 2.1. It is clear from the deﬁnition of λ0(a) that λ0(a) ↗ ∞ as a ↗ ∞ and there exists a0 > 0
such that λ0(a) = qλ22 for all a ∈ [0,a0].
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We illustrate the ﬁnding of Theorem 2.1 graphically in Fig. 1 (a)–(c) with increasing values of a.
The pictures show the existence of two branches of solutions representing the two positive solutions
with the upper and lower branch corresponding to u−λ,M and u
+
λ,M respectively. The scale of λ and,
similarly, the value of ‖u‖∞ increase accordingly with the value of a as indicated in Remark 2.1 that
λ0(a) increases as a increases. These curves are drawn using a continuation method and computed
numerically with Matlab. The weight functions are taken to be constant, i.e. f (x) = 1 = g(x), b = 1 and
the domain Ω = (0,1) ⊂R all simulations. The starting point for the continuation method is derived
using the ﬁxed point iteration method developed in [22, Algorithm 1]; the computed solution is
subsequently rescaled to give a suitable nontrivial initial solution. The detail of the numerical scheme
for the continuation method can be found in [20, Chapter IV].
For the next theorem, we need the following the minimum problem:
Λ = inf
{
‖u‖4H1
∣∣∣ u ∈ H10(Ω),
∫
Ω
g|u|4 dx = 1
}
. (2.5)
Then Λ > 0 is achieved by some φΛ ∈ H10(Ω) with
∫
Ω
g|φΛ|4 dx = 1 and φΛ > 0 a.e. in Ω according
to the compactness of Sobolev embedding from H10(Ω) into L
4(Ω) and Fatou’s lemma. In particular,
Λ
∫
Ω
g|u|4 dx ‖u‖4H1 for all u ∈ H10(Ω). (2.6)
Our assumptions lead us to the eigenvalue problem:
{−‖u‖2
H1
u = μ|u|2u in Ω,
u = 0 in ∂Ω, (2.7)
where μ is an eigenvalue of Eq. (2.7), u ∈ H10(Ω) is nonzero such that
‖u‖2H1
∫
Ω
∇u∇ϕ dx = μ
∫
Ω
|u|2uϕ dx, for all ϕ ∈ H10(Ω),
and u is the eigenvector corresponding to eigenvalue μ. With
K (u) = ‖u‖4H1 , for u ∈ SH =
{
u ∈ H10(Ω)
∣∣∣ ∫ |u|4 dx = 1
}
,Ω
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and all distinct eigenvalues of Eq. (2.7) denoted by 0< μ1 < μ2 < · · · , we have
μ1 = inf
u∈SH
K (u) > 0,
where μ1 is simple, isolated and can be achieved at some ψ1 ∈ SH and ψ1 > 0 in Ω (see [31]). With
λˆ0(a) = 2bS
q/2
q
(4− q)‖ f +‖∞
(
bΛ(2− q)
(1− aΛ)(4− q)
)(2−q)/2
,
we state our next result below.
Theorem 2.2. Suppose that N = 1,2,3 and p = 4. Then
(i) for each a 1
Λ
and λ > 0, N+λ,M = Nλ,M and Eq. (Eλ,M) has at least one positive solution;
(ii) for each a < 1
Λ
and 0 < λ < 12 λˆ0(a), Eq. (Eλ,M) has two positive solutions u
+
λ,M ∈ N+λ,M and u−λ,M ∈ N−λ,M,
and
lim
a→ 1
Λ
− infu∈N−λ,M
Jλ,M(u) = ∞.
Remark 2.2. As can be seen from the deﬁnition of λˆ0(a) that λˆ0(a) ↗ ∞ as a ↗ 1Λ .
Examples of Theorem 2.2 are presented in Fig. 2 (a)–(c). Both (a) and (b) show the existence of
two branches of solutions representing the two positive solutions of case (ii) with the upper and
lower branch corresponding to u−λ,M and u
+
λ,M respectively. Remark 2.2 indicates that λˆ0(a) increases
with a. The scale of λ is thus markably increased in (b) compared to that in (a), similarly the value of
‖u‖∞ . As a continues to increase tending to 1/Λ, λˆ0(a) becomes inﬁnitely large and correspondingly,
the upper branch of ‖u‖∞ which may eventually blow up as a becomes larger than 1/Λ. An example
of case (i) is illustrated in ﬁgure (c) showing only the lower branch solution.
For the next result, we note that if g  0, then using Lemma 2 from Alves et al. [3], there exists
C∗ > 0 independent of M and λ such that
‖u‖2
H1
(λCq∗‖ f +‖∞ + C p∗ ‖g+‖∞)|Ω|
max
{
M
(‖u‖2H1)(2−p+q)/(p−2),M(‖u‖2H1)2/(p−2)} (2.8)
for any positive solution u of Eq. (Eλ). Taking
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Aˆ0 = b(2− q)(p − 2)
2(4− q)
(
2Sp/2p
b(2− q)(p − q)(4− p)‖g‖∞
)(4−p)/(p−2)
and
A0 = max
{(
2b(p − 1)
p
)(2−p+q)/(p−2)
,
(
bp
2
)(2−p+q)/(p−2)
,
(
bp
2
)2/(p−2)}
,
we have the following result.
Theorem 2.3. Suppose that p < 4. Then
(i) for each a, λ > 0, Eq. (Eλ,M) has a positive solution ua,λ . Furthermore, for each a > Aˆ0 and λ > 0, ua,λ ∈
N+λ,M = Nλ,M ;
(ii) if g  0, then for each θ > 0 and 0 < a < b(p−2)pA0L(θ) there exists λ˜0 ∈ (0, θ] such that for 0 < λ < λ˜0 ,
Eq. (Eλ,M) has two positive solutions u
+
λ,M and u
−
λ,M such that u
±
λ,M ∈ N±λ,M and ‖u±λ,M‖2H1 < b(p−2)2a .
Finally, taking
A∗ = 2
p/(2−p)(p − 2)2
pS
(
4− p
b
)(4−p)/(p−2)
,
and
Λˆ = a
(
b(p − 2)
a(4− p)
)(4−q)/2
‖ f ‖−1∞ Sq/2q ,
with S> 0 given by (7.3), we state our last theorem.
Theorem 2.4. Suppose that p < 4 and f , g > 0. Then for each θ > 0 and 0 < a < { b(p−2)pA0L(θ) , A∗} there ex-
ists a positive number λ˜∗  min{θ, Λˆ} such that for 0 < λ < λ˜∗ , Eq. (Eλ,M) has three positive solutions
u(1),+λ,M ,u
(2),+
λ,M and u
−
λ,M such that u
(i),+
λ,M ∈ N+λ,M ,u−λ,M ∈ N−λ,M and
∥∥u(1),+λ,M ∥∥2H1 <
(
2λ(p − q)‖ f ‖∞S−q/2q
b(p − 2)2
)2/(2−q)
,
Sp/2(p−2)p
(
2b(p − 1)(2− q)
p(p − q)‖g+‖∞
)1/(p−2)
<
∥∥u−λ,M∥∥2H1 < b(p − 2)2a <
∥∥u(2),+λ,M ∥∥2H1 .
The numerical simulations in Fig. 3 (a)–(c) illustrate the transition of solutions as the value of a
increases for the case when p < 4. Both (a) and (b) show the existence of three branches of solutions
with the upper and lower correspond to u(2),+λ,M and u
(1),+
λ,M respectively while u
−
λ,M represents the
middle branch. The picture (a) is an example of Theorem 2.4. The inequalities in Theorem 2.4 also
indicates that as a increases, the lower bound of u(2),+λ,M , i.e. the upper bound of u
−
λ,M , pushes lower
allowing smaller interval for u−λ,M to exist until eventually removing its existence when a becomes
suﬃciently large. The picture (c) demonstrates the disappearance of this middle branch and hence
represents the one positive solution described by case (i) of Theorem 2.3. Note that the lower two
1884 C.-y. Chen et al. / J. Differential Equations 250 (2011) 1876–1908Fig. 3. Illustration of Theorems 2.3 and 2.4 with p = 3.5 and q = 1.5.
Fig. 4. Illustration of energy along the S-shaped solution curve of Fig. 3(b).
branches of (a) depict the two positive solutions u±λ,M described by case (ii) of Theorem 2.3 with
u+λ,M representing the lower of the two.
We speculate the presence of an S-shaped curve in the transition from (a) to (c), this is indeed
the case and conﬁrmed with numerical simulations, as illustrated in (b), for a small range of a; the
proof of its existence, however, is yet to be provided. A quick calculation of the energy, see Fig. 4,
indicates that the upper and lower branches are locally stable and the middle branch unstable. Such
bifurcation of solutions or behavior, common known as hysterisis, is present in many biological or
physical systems and equations that exhibit solutions of this nature have been studied extensively by
various authors (see, for examples, Du [17], Crandall and Rabinowitz [12], Wang [27] and Zhao, Wang,
and Shi [32] and the references therein).
Note that in the simulations of Fig. 3 (b) and (c) above, we are not able to derive nontrivial initial
solutions using the same ﬁxed point iteration method of [22, Algorithm 1]. We resolve the problem
by following the solution branch of (a) to a particular value of λ at which we expect the solution to
exist for (b) or (c), then change the value of a to the assigned value for (b) or (c) to compute for a
nontrivial initial solution.
3. Preliminaries
We begin by deriving a result on the Palais–Smale compactness condition. It is stated that a se-
quence {un} is a Palais–Smale sequence for Jλ,M on H10(Ω) if
Jλ,M(un) is bounded and J
′
λ,M(un) = o(1) in H−1(Ω).
Furthermore, if every Palais–Smale sequence for Jλ,M on H10(Ω) has a strongly convergent subse-
quence, then Jλ,M satisﬁes the Palais–Smale condition. We can now state the following result.
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sequence for Jλ,M on H10(Ω) has a strongly convergent subsequence.
Proof. Let {un} be a bounded Palais–Smale sequence for Jλ,M on H10(Ω). Then by the compact em-
bedding theorem, there exist subsequences {un} and u0 ∈ H10(Ω) such that
un ⇀ u0 weakly in H
1
0(Ω)
and
un → u0 strongly in Lr(Ω) for 1 < r < 2∗.
This implies that ∫
Ω
(
λ f |un|q−2un + g|un|p−2un
)
(un − u0)dx → 0,
and since
J ′λ,M(un)(un − u0) → 0,
we conclude that
M(un)
∫
Ω
∇un∇(un − u0) → 0.
Thus, un → u0 strongly in H10(Ω). This completes the proof. 
Lemma 3.2. Suppose that M(s) = as + b. Then we have:
(i) If p  4, then the energy functional Jλ,M is coercive and bounded below on Nλ,M ;
(ii) If p < 4, then the energy functional Jλ,M is coercive and bounded below on H10(Ω).
Proof. (i) For u ∈ Nλ,M , we have M(‖u‖2H1 )‖u‖2H1 = λ
∫
Ω
f |u|q dx + ∫
Ω
g|u|p dx. By the Sobolev in-
equality,
Jλ,M(u) = 1
2
Mˆ
(‖u‖2H1)− λq
∫
Ω
f |u|q dx− 1
p
∫
Ω
g|u|p dx
= 1
2
Mˆ
(‖u‖2H1)− 1p M
(‖u‖2H1)‖u‖2H1 − λ
(
p − q
pq
)∫
Ω
f |u|q dx

‖u‖2
H1
2p
(
a(p − 4)
2
‖u‖2H1 + b(p − 2)
)
− λ
(
p − q
pq
)∥∥ f +∥∥∞S− q2q ‖u‖qH1 .
Subsequently,
Jλ(u)
b(p − 2)
2p
‖u‖2H1 − λ
(
p − q
pq
)∥∥ f +∥∥∞S− q2q ‖u‖qH1 .
Thus, Jλ,M is coercive and bounded below on Nλ,M .
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Jλ,M(u) = 1
2
Mˆ
(‖u‖2H1)− λq
∫
Ω
f |u|q dx− 1
p
∫
Ω
g|u|p dx
 a
4
‖u‖4H1 +
b
2
‖u‖2H1 −
λS
− q2
q ‖ f +‖∞
q
‖u‖q
H1
− S
− p2
p ‖g+‖∞
p
‖u‖p
H1
=
(
a
4
‖u‖4−p
H1
− S
− p2
p ‖g+‖∞
p
)
‖u‖p
H1
+
(
b
2
‖u‖2−q
H1
− λS
− q2
q ‖ f +‖∞
q
)
‖u‖q
H1
,
for all u ∈ H10(Ω)\{0}. Thus, Jλ,M is coercive and bounded below on H10(Ω). 
Lemma 3.3. Suppose that M(s) = as + b. Then we have
(i) If p > 4 and 0 < λ < max{λ1(a), λ2}, then the submanifold N0λ,M = ∅ for all a > 0.
(ii) If p = 4 and a 1
Λ
, then the submanifold N+λ,M = Nλ,M for all λ > 0.
(iii) If p = 4, a < 1
Λ
and 0< λ < λˆ0(a), then the submanifold N0λ,M = ∅.
(iv) If p < 4 and a > Aˆ0 , then the submanifold N
+
λ,M = Nλ,M for all λ > 0.
Proof. (i) If p > 4 and u ∈ N0λ,M , then by (2.1), (2.2) and the arithmetic–geometric and Sobolev in-
equalities,
2
√
ab(4− q)(2− q)‖u‖3
H1
b(2− q)‖u‖2
H1
}
 a(4− q)‖u‖4H1 + b(2− q)‖u‖2H1
 (p − q)∥∥g+∥∥∞S−p/2p ‖u‖pH1 , (3.1)
and
2
√
ab(p − 4)(p − 2)‖u‖3
H1
b(p − 2)‖u‖2
H1
}
 a(p − 4)‖u‖4H1 + b(p − 2)‖u‖2H1
 λ(p − q)∥∥ f +∥∥∞S−q/2q ‖u‖qH1 . (3.2)
It follows that, by (3.1) and (3.2),
(
2Sp/2p
√
ab(4− q)(2− q)
(p − q)‖g+‖∞
)1/(p−3)
 ‖u‖H1 
(
λ(p − q)‖ f +‖∞
2Sq/2q
√
ab(p − 4)(p − 2)
)1/(3−q)
,
and
(
bSp/2p (2− q)
(p − q)‖g+‖∞
)1/(p−2)
 ‖u‖H1 
(
λ(p − q)‖ f +‖∞
bSq/2q (p − 2)
)1/(2−q)
,
for all u ∈ N0λ,M . Thus, if the submanifold N0λ,M is nonempty, then the inequality λ max{λ1(a), λ2}
must hold.
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Λ
, then by (2.1) and (2.6),
K ′′u,M(1) = a(4− q)‖u‖4H1 + b(2− q)‖u‖2H1 − (4− q)
∫
Ω
g|u|p dx
 (aΛ − 1)(4− q)
Λ
‖u‖4H1 + b(2− q)‖u‖2H1 > 0,
for all u ∈ Nλ,M . Thus, N+λ,M = Nλ,M for all λ > 0.
(iii) If p = 4, a < 1
Λ
and u ∈ N0λ,M , then by (2.1), (2.2), (2.6), and the Sobolev inequality,
b(2− q)‖u‖2H1 = (4− q)
(∫
Ω
g|u|p dx− a‖u‖4H1
)
 (4− q)(1− aΛ)
Λ
‖u‖4H1 , (3.3)
and
‖u‖2H1 
λ(4− q)‖ f +‖∞
2bSq/2q
‖u‖q
H1
. (3.4)
Subsequently, by (3.3) and (3.4),
(
bΛ(2− q)
(1− aΛ)(4− q)
) 1
2
 ‖u‖H1 
(
λ(4− q)‖ f +‖∞
2bSq/2q
)1/(2−q)
,
for all u ∈ N0λ,M . Thus, if the submanifold N0λ,M is nonempty, then the inequality λ λˆ0(a) must hold.
(iv) If p < 4 and u ∈ Nλ,M , then by (2.1) and the Sobolev inequality,
K ′′u,M(1) = a(4− q)‖u‖4H1 + b(2− q)‖u‖2H1 − (p − q)
∫
Ω
g|u|p dx
 a(4− q)‖u‖4H1 + b(2− q)‖u‖2H1 − (p − q)‖g‖∞S−p/2p ‖u‖pH1
= ‖u‖2H1
[
a(4− q)‖u‖2H1 + b(2− q) − (p − q)‖g‖∞S−p/2p ‖u‖p−2H1
]
.
Hence, if a > Aˆ0, then we have
a(4− q)‖u‖2H1 + b(2− q) − (p − q)‖g‖∞S−p/2p ‖u‖p−2H1 > 0 for all u ∈ Nλ,M ,
and so
K ′′u,M(1) > 0 for all a > A0 and u ∈ Nλ,M .
Thus, N+λ,M = Nλ,M for all λ > 0. 
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Throughout this section, it is assumed that M(s) = as+b. Using Lemma 3.3, the submanifold N0λ,M
or N−λ,M is empty for various p,a and λ. To prove the main results, however, it is necessary that
either N+λ,M or N
−
λ,M is nonempty under the hypothesis of Lemma 3.3 for p, a and λ. Now we state
the results:
Proposition 4.1.
(i) If p > 4 and 0 < λ < max{λ1(a), λ2}, then Nλ,M = N+λ,M ∪N−λ,M and N±λ,M = ∅ for all a > 0.
(ii) If p = 4, a < 1
Λ
and 0 < λ < λˆ0(a), then Nλ,M = N+λ,M ∪N−λ,M and N±λ,M = ∅.
(iii) If p = 4 and a 1
Λ
, then N+λ,M = Nλ,M = ∅ for all λ > 0.
(iv) If p < 4 and a > Aˆ0 , then N
+
λ,M = Nλ,M = ∅ for all λ > 0.
To prove Proposition 4.1(i), we require the following two lemmas:
Lemma 4.2. Suppose that p > 4 and 0 < λ <max{λ1(a), λ2}. Then for each u ∈ H10(Ω)with
∫
Ω
g|u|p dx > 0,
there exists ta,max > 0 such that
(i) if
∫
Ω
f |u|q dx 0, then there is a unique t− > ta,max such that t−u ∈ N−λ,M and
Jλ,M
(
t−u
)= sup
t0
Jλ,M(tu);
(ii) if
∫
Ω
f |u|q dx > 0, then there are unique t+ and t− with 0 < t+ < ta,max < t− such that t±u ∈ N±λ,M and
Jλ,M
(
t+u
)= inf
0tta,max
Jλ,M(tu) and Jλ,M
(
t−u
)= sup
tta,max
Jλ,M(tu).
Proof. We divide the proof into the following two cases: λ0 = λ2 and λ0 = λ1(a).
Case (A): λ0 = λ2.
Fix u ∈ H10(Ω) with
∫
Ω
g|u|p dx > 0. Let
ha(t) = at4−q‖u‖4H1 + bt2−q‖u‖2H1 − t p−q
∫
Ω
g|u|p dx for a, t  0.
Clearly, tu ∈ Nλ,M if and only if ha(t) = λ
∫
Ω
f |u|q dx. We have ha(0) = 0 and ha(t) → −∞ as t → ∞.
Since
∫
Ω
g|u|p dx > 0, p > 4 and
h′a(t) = t1−q
(
a(4− q)t2‖u‖4H1 + b(2− q)‖u‖2H1 − (p − q)t p−2
∫
Ω
g|u|p dx
)
,
there is a unique ta,max > 0 such that ha(t) achieves its maximum at ta,max, increasing for t ∈
[0, ta,max) and decreasing for t ∈ (ta,max,∞) with limt→∞ ha(t) = −∞. Clearly, if tu ∈ Nλ,M , then
tq−1h′a(t) = K ′′u,M(t). Hence tu ∈ N+λ,M( or N−λ,M) if and only if h′a(t) > 0( or < 0). Moreover,
t0,max =
(
b(2− q)‖u‖2
H1
(p − q) ∫ g|u|p dx
)1/(p−2)
,
Ω
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h0(t0,max)
=
(
(2− q)‖u‖2
H1
(p − q) ∫
Ω
g|u|p dx
)(2−q)/(p−2)
‖u‖2H1 −
(
(2− q)‖u‖2
H1
(p − q) ∫
Ω
g|u|p dx
)(p−q)/(p−2) ∫
Ω
g|u|p dx
= ‖u‖q
H1
[(
2− q
p − q
)(2−q)/(p−2)
−
(
2− q
p − q
)(p−q)/(p−2)]( ‖u‖p
H1∫
Ω
g|u|p dx
)(2−q)/(p−2)
 ‖u‖q
H1
b(p − 2)
(p − q)
(
bSp/2p (2− q)
(p − q)‖g+‖∞
)(p−q)/(p−2)
. (4.1)
Case (A-i):
∫
Ω
f |u|q dx 0.
There is a unique t− > ta,max such that ha(t−) = λ
∫
Ω
f |u|q dx and h′a(t−) < 0. Now,
K ′t−u,M(1) = t−K ′u,M
(
t−
)
= M(∥∥t−u∥∥2H1)∥∥t−u∥∥2H1 − λ
∫
Ω
f
∣∣t−u∣∣q dx− ∫
Ω
g
∣∣t−u∣∣p dx
= (t−)q[ha(t−)− λ
∫
Ω
f |u|q dx
]
= 0,
and
K ′′t−u,M(1) =
(
t−
)2
K ′′u,M
(
t−
)= (t−)p+q−1h′a(t−)< 0.
Thus t−u ∈ N−λ,M . Since for t > ta,max, we have h′a(t) < 0 and h′′a (t) < 0. Subsequently,
Jλ,M
(
t−u
)= Ku,M(t−)= sup
t0
Ku,M(t) = sup
t0
Jλ,M(tu).
Case (A-ii):
∫
Ω
f |u|q dx > 0. By (4.1) and
ha(0) = 0 < λ
∫
Ω
f |u|q dx λ∥∥ f +∥∥∞S−q/2q ‖u‖qH1
< ‖u‖q
H1
b(p − 2)
(p − q)
(
bSp/2p (2− q)
(p − q)‖g+‖∞
)(p−q)/(p−2)
 h0(t0,max) < ha(ta,max),
there are unique t+ and t− such that 0 < t+ < ta,max < t− ,
ha
(
t+
)= λ∫ f |u|q dx = ha(t−),Ω
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h′a
(
t+
)
> 0 > h′a
(
t−
)
.
Similar to the argument in part (A-i), we conclude that t+u ∈ N+λ,M and t−u ∈ N−λ,M . Moreover,
Jλ,M
(
t−u
)
 Jλ,M(tu) Jλ,M
(
t+u
)
for each t ∈ [t+, t−],
and Jλ,M(t+u) Jλ,M(tu) for each t ∈ [0, t+]. Thus,
Jλ,M
(
t+u
)= inf
0tta,max
Jλ,M(tu) and Jλ,M
(
t−u
)= sup
tta,max
Jλ,M(tu).
Case (B): λ0 = λ1(a).
Fix u ∈ H10(Ω) with
∫
Ω
g|u|p dx > 0. Let
ma(t) = 2
√
abt3−q‖u‖3H1 − t p−q
∫
Ω
g|u|p dx for t  0.
Then, ma(t)  ha(t) for all a > 0 and t  0. We have ma(0) = 0 and ma(t) → −∞ as t → ∞. Since∫
Ω
g|u|p dx > 0, p > 4 and
m′a(t) = t1−q
(
2
√
ab(3− q)t‖u‖3H1 − (p − q)t p−2
∫
Ω
g|u|p dx
)
,
there is a unique
t˜a,max =
(2√ab(3− q)‖u‖3
H1
(p − q) ∫
Ω
g|u|p dx
)1/(p−3)
> 0
such that ma(t) achieves its maximum at t˜a,max, increasing for t ∈ [0, t˜a,max) and decreasing for t ∈
(t˜a,max,∞). Moreover,
ma(t˜a,max) = 2
√
ab‖u‖q
H1
(2(3− q)√ab‖u‖p
H1
(p − q) ∫
Ω
g|u|p dx
)(3−q)/(p−3)
− 2√ab‖u‖q
H1
3− q
p − q
(2(3− q)√ab‖u‖p
H1
(p − q) ∫
Ω
g|u|p dx
)(3−q)/(p−3)
= ‖u‖q
H1
2(p − 3)√ab
p − q
(2(3− q)√ab‖u‖p
H1
(p − q) ∫
Ω
g|u|p dx
)(3−q)/(p−3)
 ‖u‖q
H1
2(p − 3)√ab
p − q
(
2(3− q)Sp/2p
√
ab
(p − q)‖g+‖∞
)(3−q)/(p−3)
. (4.2)
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∫
Ω
f |u|q dx 0.
By ha(0) = 0 and ha(t) → −∞ as t → ∞, there is a unique t− > ta,max such that ha(t−) =
λ
∫
Ω
f |u|q dx and h′a(t−) < 0. Repeating the argument in part (A-i), we have t−u ∈ N−λ,M and
Jλ,M
(
t−u
)= Ku,M(t−)= sup
t0
Ku,M(t) = sup
t0
Jλ,M(tu).
Case (B-ii):
∫
Ω
f |u|q dx > 0. By (4.2) and
ha(0) = 0 < λ
∫
Ω
f |u|q dx λ∥∥ f +∥∥∞S−q/2q ‖u‖qH1
< ‖u‖q
H1
2
√
ab(p − 4)(p − 2)
(p − q)
(
2S
p
2
p
√
ab(4− q)(2− q)
(p − q)‖g+‖∞
)(3−q)/(p−3)
 ‖u‖q
H1
2(p − 3)√ab
p − q
(
2(3− q)Sp/2p
√
ab
(p − q)‖g+‖∞
)(3−q)/(p−3)
ma(t˜a,max) < ha(ta,max),
there are unique t+ and t− such that 0 < t+ < ta,max < t− ,
ha
(
t+
)= λ∫
Ω
f |u|q dx = ha
(
t−
)
,
and
h′a
(
t+
)
> 0 > h′a
(
t−
)
.
Repeating the same argument of part (A-i), we conclude that t+u ∈ N+λ,M and t−u ∈ N−λ,M . Moreover,
Jλ,M
(
t−u
)
 Jλ,M(tu) Jλ,M
(
t+u
)
for each t ∈ [t+, t−],
and Jλ,M(t+u) Jλ,M(tu) for each t ∈ [0, t+]. Thus,
Jλ,M
(
t+u
)= inf
0tta,max
Jλ,M(tu) and Jλ,M
(
t−u
)= sup
tta,max
Jλ,M(tu).
This completes the proof. 
Lemma 4.3. Suppose that p > 4 and 0 < λ < max{λ1(a), λ2}. Then for each u ∈ H10(Ω)with
∫
Ω
f |u|q dx > 0,
there exists ta,max > 0 such that
(i) if
∫
Ω
g|u|p dx 0, then there is a unique 0 < t+ < ta,max such that t+u ∈ N+λ,M and
Jλ,M
(
t+u
)= inf
t0
Jλ,M(tu);
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∫
Ω
g|u|p dx > 0, then there are unique t+ and t− with 0 < t+ < tmax < t− such that t±u ∈ N±λ,M and
Jλ,M
(
t+u
)= inf
0tta,max
Jλ,M(tu) and Jλ,M
(
t−u
)= sup
tta,max
Jλ,M(tu).
Proof. Fix u ∈ H10(Ω) with
∫
Ω
f |u|q dx > 0. Let
ha(t) = at4−p‖u‖4H1 + bt2−p‖u‖2H1 − tq−pλ
∫
Ω
f |u|q dx for t > 0 and a 0.
Clearly, ha(t) → −∞ as t → 0+ and ha(t) → 0 as t → ∞. Since
h′a(t) = t1−p
(
a(4− p)t2‖u‖4H1 + b(2− p)‖u‖2H − (q − p)tq−2λ
∫
Ω
f |u|q dx
)
,
there is a unique ta,max > 0 such that ha(t) achieves its maximum at ta,max, increasing for t ∈
[0, ta,max) and decreasing for t ∈ (ta,max,∞). Moreover,
t0,max =
(
(p − q)λ ∫
Ω
f |u|q dx
b(p − 2)‖u‖2H
)1/(2−q)
,
and
h0(t0,max) = bt2−p‖u‖2H1 − tq−pλ
∫
Ω
f |u|q dx
= b
(
b(p − 2)‖u‖2H
(p − q)λ ∫
Ω
f |u|q dx
) p−2
2−q
‖u‖2H1 −
(
b(p − 2)‖u‖2H
λ(p − q) ∫
Ω
f |u|q dx
) p−q
2−q
λ
∫
Ω
f |u|q dx
= ‖u‖p
H1
b(2− q)
(p − q)
(
b(p − 2)‖u‖qH
(p − q)λ ∫
Ω
f |u|q dx
) p−2
2−q
 ‖u‖p
H1
b(2− q)
(p − q)
(
b(p − 2)Sq/2q
λ(p − q)‖ f +‖∞
) p−2
2−q
.
The results of Lemma 4.3 are obtained by repeating the same argument of Lemma 4.2. 
For the proof of Proposition 4.1(ii), we require the following two lemmas:
Lemma 4.4. Suppose that p = 4,a < 1
Λ
and 0 < λ < λˆ0(a). Let φΛ > 0 as in (2.5). Then, there exists tˆmax > 0
such that
(i) if
∫
Ω
f |φΛ|q dx 0, then there is a unique t− > tˆmax such that t−φΛ ∈ N−λ,M and
Jλ,M
(
t−φΛ
)= sup
t0
Jλ,M(tφΛ);
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∫
Ω
f |φΛ|q dx > 0, then there are unique t+ and t− with 0 < t+ < tˆmax < t− such that t±φΛ ∈ N±λ,M
and
Jλ,M
(
t+φΛ
)= inf
0tta,max
Jλ,M(tφΛ) and Jλ,M
(
t−φΛ
)= sup
tta,max
Jλ,M(tφΛ).
Proof. Let
hˆ(t) = at4−q‖φΛ‖4H1 + bt2−q‖φΛ‖2H1 − t4−q
∫
Ω
g|φΛ|4 dx
= bt2−q‖φΛ‖2H1 − t4−q
(∫
Ω
g|φΛ|4 dx− a‖φΛ‖4H1
)
for t  0.
Then by (2.5) and (2.6),
∫
Ω
g|φΛ|4 dx− a‖φΛ‖4H1 = 1− aΛ > 0,
we have hˆ(0) = 0 and hˆ(t) → −∞ as t → ∞. Since
hˆ′(t) = b(2− q)t1−q‖φΛ‖2H1 − (4− q)(1− aΛ)t3−q
= b(2− q)Λ1/2t1−q − (4− q)(1− aΛ)t3−q,
there is a unique tˆmax > 0 such that hˆ(t) achieves its maximum at tˆmax, increasing for t ∈ [0, tˆmax)
and decreasing for t ∈ ( tˆmax,∞). Moreover,
hˆ(tˆmax) = b
(
b(2− q)Λ1/2
(4− q)(1− aΛ)
) 2−q
2
Λ1/2 − (1− aΛ)
(
bΛ1/2(2− q)
(4− q)(1− aΛ)
) 4−q
2
= Λq/4
[
b
4−q
2 (2− q) 2−q2
(4− q) 2−q2
(
Λ
1− aΛ
) 2−q
2
]
− Λq/4
[
b
4−q
2 (2− q) 4−q2
(4− q) 4−q2
(
Λ
1− aΛ
) 2−q
2
]
= Λq/4b 4−q2
[(
2− q
4− q
) 2−q
2
−
(
2− q
4− q
) 4−q
2
](
Λ
1− aΛ
) 2−q
2
 2Λ
q/4b
4−q
2
4− q
(
Λ(2− q)
(1− Λa)(4− q)
)(2−q)/2
.
Similar to the argument in Lemma 4.2, we can obtain the results of Lemma 4.4. 
By f + = 0, there exists at least one u ∈ H10(Ω)\{0} such that
∫
Ω
f |u|q dx > 0. Let
tmax =
(
(4− q)λ ∫
Ω
f |u|q dx
2b‖u‖2 1
)1/(2−q)
.H
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Lemma 4.5. Suppose that p = 4, a < 1
Λ
and 0 < λ < λˆ0(a). Then for each u ∈ H10(Ω) with
∫
Ω
f |u|q dx > 0,
there is a unique 0 < t+ < tmax such that t+u ∈ N+λ,M and
Jλ,M
(
t+u
)= inf
0<t<tmax
Jλ,M(tu).
Proof. Fix u ∈ H10(Ω) with
∫
Ω
f |u|q dx > 0. Let
h(t) = bt−2‖u‖2H1 − tq−4λ
∫
Ω
f |u|q dx for t > 0.
Clearly, h(t) → −∞ as t → 0+ and h(t) → 0 as t → ∞. Since
h′(t) = −2bt−3‖u‖2H + (4− q)tq−5λ
∫
Ω
f |u|q dx,
h′(t) = 0 at t = tmax, h′(t) > 0 for t ∈ [0, tmax) and h′(t) < 0 for t ∈ (tmax,∞). Then h(t) achieves its
maximum at tmax, increasing for t ∈ (0, tmax) and decreasing for t ∈ (tmax,∞). Furthermore,
h(tmax) = ‖u‖4H1b
(
2− q
4− q
)(
2b‖u‖qH
(4− q)λ ∫
Ω
f |u|q dx
)2/(2−q)
 ‖u‖4H1b
(
2− q
4− q
)(
2bSq/2q
(4− q)λ‖ f +‖∞
)2/(2−q)

(
1− Λa
Λ
)
‖u‖4H1 .
Since
∫
Ω
g|u|4 dx− a‖u‖4H1 
(
1− Λa
Λ
)
‖u‖4H1  h(tmax),
and h(t) → −∞ as t → 0+ , we can conclude that there is a unique t+ < tmax such that h(t+) =∫
Ω
g|u|4 dx − a‖u‖4
H1
and h′(t+) > 0. The results of Lemma 4.5 can be obtained by repeating the
argument of Lemma 4.2. 
To prove Proposition 4.1(iii), we require the following lemma:
Lemma 4.6. Suppose that p = 4 and a 1
Λ
. Then for each u ∈ H10(Ω) with
∫
Ω
f |u|q dx > 0, there is a unique
0 < t+ < tmax such that t+u ∈ N+λ,M and
Jλ,M
(
t+u
)= inf
t0
Jλ,M(tu).
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To prove Proposition 4.1(iv), we use the following lemma:
Lemma 4.7. Suppose that p < 4 and a > Aˆ0 . Then for each u ∈ H10(Ω) with
∫
Ω
f |u|q dx > 0 and λ > 0, there
is a unique tλ > 0 such that tλu ∈ N+λ,M and
Jλ,M(tλu) = inf
t0
Jλ,M(tu).
Proof. Fix u ∈ H10(Ω) with
∫
Ω
f |u|q dx > 0. Let
h(t) = at4−q‖u‖4H1 + bt2−q‖u‖2H1 − t p−q
∫
Ω
g|u|p dx for t > 0.
Then by q < 2 and p < 4, we have h(0) = 0 and h(t) → ∞ as t → ∞. Since a > Aˆ0, we have
h′(t) = a(4− q)t3−q‖u‖4H1 + b(2− q)t1−q‖u‖2H1 − (p − q)t p−q−1
∫
Ω
g|u|p dx
 t1−q‖u‖2H1
(
a(4− q)‖tu‖2H1 + b(2− q) − (p − q)‖g‖∞S−p/2p ‖tu‖p−2H1
)
> 0 for all t > 0,
and so h(t) increases for t ∈ [0,∞). Moreover, for each λ > 0, there is a unique tλ > 0 such that
h(tλ) = λ
∫
Ω
f |u|q dx.
Again, the proof is completed by repeating the argument of Lemma 4.2. 
5. Proofs of Theorems 2.1, 2.2
We begin by stating some results which will be required later in the proof of Theorem 2.1. Using
Proposition 4.1(i), we write Nλ,M = N+λ,M ∪N−λ,M and deﬁne
α+λ = inf
u∈N+λ,M
Jλ,M(u); α−λ = inf
u∈N−λ,M
Jλ,M(u).
Then we have the following result.
Theorem 5.1. Suppose that p > 4 and 0 < λ < λ0(a). Then we have
(i) α+λ < 0;
(ii) α−λ > c0 for some c0 > 0.
In particular, α+λ = infu∈Nλ,M Jλ,M(u).
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λ(p − q)
∫
Ω
f |u|q dx > a(p − 4)‖u‖4H1 + b(p − 2)‖u‖2H1
 b(p − 2)‖u‖2H1 ,
then
Jλ,M(u) = 1
2
Mˆ
(‖u‖2H1)− λq
∫
Ω
f |u|q dx− 1
p
∫
Ω
g|u|p dx
= 1
2
Mˆ
(‖u‖2H1)− 1p M
(‖u‖2H1)‖u‖2H1 − λ
(
p − q
pq
)∫
Ω
f |u|q dx
 b(p − 2)
2p
‖u‖2H1 − λ
(
p − q
pq
)∫
Ω
f |u|q dx
−b(p − 2)(2− q)
2pq
‖u‖2H1 < 0.
Thus, α+λ < 0.
(ii) Let u ∈ N−λ,M . We divide the proof into the following two cases.
Case (A): p > 4 and λ0(a) = qλ22 . By (2.1) and the Sobolev inequality,
b(2− q)‖u‖2H1  a(4− q)‖u‖4H1 + b(2− q)‖u‖2H1
< (p − q)∥∥g+∥∥∞S−p/2p ‖u‖pH1 ,
this implies
‖u‖H1 >
(
b(2− q)Sp/2p
(p − q)‖g+‖∞
) 1
p−2
for all u ∈ N−λ,M .
Subsequently,
Jλ,M(u)
‖u‖2
H1
2p
(
a(p − 4)
2
‖u‖2H1 + b(p − 2)
)
− λ
(
p − q
pq
)∥∥ f +∥∥∞S−q/2q ‖u‖qH1
 ‖u‖q
H1
(
b(p − 2)
2p
‖u‖2−q
H1
− λ
(
p − q
pq
)∥∥ f +∥∥∞S−q/2q
)
>
(
b(2− q)Sp/2p
(p − q)‖g+‖∞
) q
p−2(b(p − 2)
2p
(
b(2− q)Sp/2p
(p − q)‖g+‖∞
) 2−q
p−2
− λ(p − q)‖ f
+‖∞
pqSq/2q
)
.
Thus, if λ < q2λ2, then α
−
λ > c0 for some c0 > 0.
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2
√
ab(4− q)(2− q)‖u‖3H1  a(4− q)‖u‖4H1 + b(2− q)‖u‖2H1
< (p − q)∥∥g+∥∥∞S−p/2p ‖u‖pH1 ,
this implies
‖u‖H1 >
(
2Sp/2p
√
ab(4− q)(2− q)
(p − q)‖g+‖∞
)1/(p−3)
for all u ∈ N−λ,M .
Repeating the argument of part (A), we conclude that if λ < qλ1(a)
23/2
, then α−λ > c0 for some c0 > 0.
This completes the proof. 
Using the argument similar to that in [30, Lemma 3.1], we have the following result.
Lemma 5.2. Suppose that p > 4 and 0 < λ < λ0(a). Then for each u ∈ N+λ,M (or u ∈ N−λ,M ), there exist  > 0
and a differentiable function ξ : B(0;) ⊂ H10(Ω) →R+ such that ξ(0) = 1, the function ξ(v)(u− v) ∈ N+λ,M
(or ξ(v)(u − v) ∈ N−λ,M) and
〈
ξ ′(0), v
〉= 2(a‖u‖2H1 + a + b)
∫
Ω
∇u∇v dx− qλ ∫
Ω
a|u|q−2uv dx− p ∫
Ω
b|u|p−2uv dx
〈ψ ′λ,M(u),u〉
for all v ∈ H10(Ω), where ψλ,M as in (2.3).
Now, we proceed to the proof of Theorem 2.1. Applying the same argument to that in [30, Propo-
sition 3.3] together with Lemmas 3.2 and 5.2, and the Ekeland variational principle [18], there exist
two minimizing sequences {u±n } for Jλ,M on N±λ,M such that
Jλ,M
(
u±n
)= α±λ,M + o(1) and J ′λ,M(u±n )= o(1) in H−1(Ω).
Then by Lemma 3.1, there exist subsequences {u±n } and u±λ,M ∈ H10(Ω) are solutions of Eq. (Eλ,M) such
that u±n → u±λ,M strongly in H10(Ω) and so u±λ,M ∈ N±λ,M and Jλ,M(u±λ,M) = α±λ,M . Since Jλ,M(u±λ,M) =
Jλ,M(|u±λ,M |) and |u±λ,M | ∈ N±λ,M , by Theorem 5.1 and Lemma 2.1 we may assume that u±λ,M are positive
solutions of Eq. (Eλ,M). Moreover, N
+
λ,M ∩N−λ,M = ∅, this indicates that u+λ,M and u−λ,M are two distinct
solutions.
Note that the same argument above can be also adopted below, namely, in the proofs of Theo-
rem 2.2 and Theorem 2.3(ii), when Ekeland variational principle is employed to derive Palais–Smale
sequences. We will, however, omit from reiterating the detail below to avoid repetition.
To prove Theorem 2.2, we need the following.
By Proposition 4.1(iii), we write Nλ,M = N+λ,M ∪N−λ,M , if p = 4,a < 1Λ and 0 < λ < λˆ0. Deﬁne
αˆ+λ,M = inf
u∈N+λ,M
Jλ,M(u); αˆ−λ,M = inf
u∈N−λ,M
Jλ,M(u),
then we have the following result.
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Λ
and 0 < λ < 12 λˆ0(a). Then we have
(i) αˆ+λ,M < 0;
(ii) αˆ−λ,M > c0 for some c0 > 0.
In particular, αˆ+λ,M = infu∈Nλ,M Jλ,M(u).
Proof. (i) Let u ∈ N+λ,M . Since
λ(4− q)
∫
Ω
f |u|q dx > 2b‖u‖2H1 ,
then
Jλ,M(u) = 1
2
Mˆ
(‖u‖2H1)− λq
∫
Ω
f |u|q dx− 1
p
∫
Ω
g|u|p dx
= 1
2
Mˆ
(‖u‖2H1)− 1p M
(‖u‖2H1)‖u‖2H1 − λ
(
p − q
pq
)∫
Ω
f |u|q dx
= b
4
‖u‖2H1 − λ
(
4− q
4q
)∫
Ω
f |u|q dx
< −b(2− q)
4q
‖u‖2H1 < 0.
Thus, αˆ+λ,M < 0.
(ii) Let u ∈ N−λ,M . By (2.1),
b(2− q)‖u‖2H1 < (4− q)
∫
Ω
g|u|p dx− a(4− q)‖u‖4H1
 (1− aΛ)(4− q)
Λ
‖u‖4H1 ,
which implies that
‖u‖H1 >
(
bΛ(2− q)
(1− aΛ)(4− q)
) 1
2
for all u ∈ N−λ,M . (5.1)
Subsequently,
Jλ,M(u) = 1
2
Mˆ
(‖u‖2H1)− λq
∫
Ω
f |u|q dx− 1
4
∫
Ω
g|u|p dx
 b
4
‖u‖2H1 − λ
(
4− q
4q
)∥∥ f +∥∥∞S−q/2q ‖u‖qH1
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H1
(
b
4
‖u‖2−q
H1
− λ
(
4− q
4q
)∥∥ f +∥∥∞S−q/2q
)
>
(
bΛ(2− q)
(1− aΛ)(4− q)
) q
2
·
(
b
4
(
bΛ(2− q)
(1− aΛ)(4− q)
) 2−q
2
− λ
(
4− q
4q
)∥∥ f +∥∥∞S−q/2q
)
. (5.2)
Thus, if λ < 12 λˆ0(a), then αˆ
−
λ,M > c0 for some c0 > 0. This completes the proof. 
Now, we proceed to the proof of Theorem 2.2. (i) By Proposition 4.1(iii), we deﬁne
αˆλ,M = inf
u∈N+λ,M
Jλ,M(u).
Similar to the argument in Theorem 5.3, we can conclude that αˆλ,M < 0. Moreover, by Lemma 3.2(i)
and the Ekeland variational principle [18], there exists a minimizing sequence {un} for Jλ,M on N+λ,M
such that
Jλ,M(un) = αλ,M + o(1) and J ′λ,M(un) = o(1) in H−1(Ω).
It follows, by Lemma 3.1, that there exists a subsequence {un} and u0 ∈ H10(Ω) is a solution of
Eq. (Eλ,M) such that un → u0 strongly in H10(Ω) and so u0 ∈ N+λ,M and Jλ,M(u0) = αˆλ . Since
Jλ,M(u0) = Jλ,M(|u0|) and |u0| ∈ N+λ,M , by Lemma 2.1 we may assume that u0 is a positive solution
of Eq. (Eλ,M).
(ii) Similar to the argument in Theorem 2.1, Eq. (Eλ,M) thus has two positive solutions u
+
λ,M ∈ N+λ,M
and u−λ,M ∈ N−λ,M . Moreover, by (5.1) and (5.2),
∥∥u−λ,M∥∥H1 → ∞ as a → 1Λ
−
,
and
lim
a→ 1
Λ
− infu∈N−λ,M
Jλ,M(u) = ∞.
This completes the proof.
6. Proof of Theorem 2.3
First, we consider the following truncated equation (Eλ,M),
⎧⎪⎨
⎪⎩
−Mk
(∫
Ω
|∇u|2 dx
)
u = λ f (x)|u|q−2u + g(x)|u|p−2u in Ω,
u = 0 in ∂Ω,
(Eλ,Mk )
where k ∈ ( b(p−2)pa , b(p−2)2a ) and
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{
M(s), if s k,
M(k) if s > k,
is a truncated function of M(s). The positive solutions of truncated equation (Eλ,Mk ) are critical points
of the functional
Jλ,Mk (u) =
1
2
Mˆk
(‖u‖2H1)− λq
∫
Ω
f |u|q dx− 1
p
∫
Ω
g|u|p dx,
where Mˆk(‖u‖2H1 ) =
∫ t
0 Mk(s)ds. Moreover, we have the following results.
Lemma 6.1. The energy functional Jλ,Mk is coercive and bounded below on Nλ,Mk .
Proof. For u ∈ Nλ,Mk , we have Mk(‖u‖2H1 )‖u‖2H1 = λ
∫
Ω
f |u|q dx+ ∫
Ω
g|u|p dx. By the Sobolev inequal-
ity,
Jλ,Mk (u) =
1
2
Mˆk
(‖u‖2H1)− λq
∫
Ω
f |u|q dx− 1
p
∫
Ω
g|u|p dx
= 1
2
Mˆk
(‖u‖2H1)− 1p Mk
(‖u‖2H1)‖u‖2H1 − λ
(
p − q
pq
)∫
Ω
f |u|q dx

(
b
2
− M(k)
p
)
‖u‖2H1 − λ
(
p − q
pq
)∥∥ f +∥∥∞S−q/2‖u‖qH1 , (6.1)
and since k < b(p−2)2a , this gives
b
2 − M(k)p > 0. Thus, Jλ,k is coercive and bounded below on Nλ,Mk . 
Note that by (2.1) and (2.2), if u ∈ Nλ,Mk with ‖u‖2H1  k, then
K ′′u,Mk (1) = 3a‖u‖4H1 + b‖u‖2H1 − λ(q − 1)
∫
Ω
f |u|q dx− (p − 1)
∫
Ω
g|u|p dx
= [a(4− q)‖u‖2H1 + (2− q)b]‖u‖2H1 − (p − q)
∫
Ω
g|u|p dx (6.2)
= [a(4− p)‖u‖2H1 − (p − 2)b]‖u‖2H1 + λ(p − q)
∫
Ω
f |u|q dx, (6.3)
and if u ∈ Nλ,Mk with ‖u‖2H1 > k, then
K ′′u,Mk (1) = M(k)‖u‖2H1 − λ(q − 1)
∫
Ω
f |u|q dx− (p − 1)
∫
Ω
g|u|p dx
= M(k)(2− q)‖u‖2H1 − (p − q)
∫
Ω
g|u|p dx (6.4)
= −M(k)(p − 2)‖u‖2H1 + λ(p − q)
∫
f |u|q dx. (6.5)
Ω
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C˜1‖u‖2H1  (p − q)
∫
Ω
g|u|p dx (p − q)∥∥g+∥∥∞S−p/2p ‖u‖pH1 , (6.6)
where C˜1 = (2− q)min{b,M(k)}, and
(
(p − 2) − a(4− p)k)‖u‖2H1  [a(p − 4)‖u‖2H1 + (p − 2)]‖u‖2H1
 λ(p − q)∥∥ f +∥∥∞S−q/2q ‖u‖qH1 , if ‖u‖2H1  k. (6.7)
Note that b(p − 2) − a(4− p)k > 0 since k < b(p−2)2a < b(p−2)a(4−p) , and so with (6.7),
(
b(p − 2) − a(4− p)k)‖u‖2H1  λ(p − q)∥∥ f +∥∥∞S−q/2q ‖u‖qH1 if ‖u‖2H1  k. (6.8)
Moreover, by (6.5),
M(k)(p − 2)‖u‖2H1 = λ(p − q)
∫
Ω
f |u|q dx
 λ(p − q)∥∥ f +∥∥∞S−q/2q ‖u‖qH1 , if ‖u‖2H1 > k. (6.9)
It follows that, by (6.8) and (6.9),
C˜2‖u‖2H1  λ(p − q)
∥∥ f +∥∥∞S−q/2q ‖u‖qH1 , (6.10)
where C˜2 = min{M(k)(p − 2), [b(p − 2) − a(4− p)k]}. Hence, by (6.6) and (6.10),
(
Sp/2p C˜1
(p − q)‖g+‖∞
) 1
p−2
 ‖u‖H1 
(
λ(p − q)‖ f +‖∞
Sq/2q C˜2
) 1
2−q
,
for all u ∈ N0λ,Mk . Thus, if the submanifold N0λ,Mk is nonempty, then the inequality
λ C˜2C˜3 where C˜3 =
(
Sp/2p C˜1
(p − q)‖g+‖∞
)(2−q)/(p−2) Sq/2q
(p − q)‖ f +‖∞
must hold. Subsequently, we have the following result.
Lemma 6.2. If 0 < λ < C˜2C˜3 , then the submanifold N0λ,Mk = ∅.
By Lemma 6.2, we write Nλ,Mk = N+λ,Mk ∪N−λ,Mk . Using a similar argument to that of Lemma 4.3, it
can be deduced that N±λ,Mk = ∅. Deﬁne
α+
λ,k = inf
u∈N+λ,Mk
Jλ,Mk (u); α−λ,k = inf
u∈N−λ,Mk
Jλ,Mk (u),
then we have the following result.
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(i) α+
λ,k < 0 for all λ ∈ (0, C˜2C˜3);
(ii) if 0 < λ < C˜3C˜4 , then α
−
λ,k > c0 for some c0 > 0, where C˜4 = q(pb−2M(k))2 .
In particular, for each 0< λ < C˜3 min{C˜2, C˜4}, we have α+λ,k = infu∈Nλ,Mk Jλ,Mk (u).
Proof. (i) Let u ∈ N+λ,Mk . We divide the proof into the following three cases.
Case (A): ‖u‖2
H1
 k. By (6.3),
0 <
(
b(p − 2) − a(4− p)k)‖u‖2H1  [a(p − 4)‖u‖2H1 + b(p − 2)]‖u‖2H1
< λ(p − q)
∫
Ω
f |u|q dx. (6.11)
Since b(p − 2) − a(4− p)k > 0, it follows that
Jλ,Mk (u) =
1
2
Mˆk
(‖u‖2H1)− 1p Mk
(‖u‖2H1)‖u‖2H1 − λ
(
p − q
pq
)∫
Ω
f |u|q dx
= a(p − 4)
4p
‖u‖4H1 +
b(p − 2)
2p
‖u‖2H1 − λ
(
p − q
pq
)∫
Ω
f |u|q dx
<
‖u‖2
H1
2pq
[
a(4− q)(4− p)
2
‖u‖2H1 − b(2− q)(p − 2)
]
− k
2pq
[
b(2− q)(p − 2) − a(4− q)(4− p)
2
k
]
< − k
2pq
[
b(p − 2) − a(4− p)k]< 0.
Case (B): ‖u‖2
H1
> k. By (6.5),
M(k)(p − 2)‖u‖2H1 < λ(p − q)
∫
Ω
f |u|q dx.
Moreover,
Mˆk(t) =
t∫
0
Mk(s)ds =
k∫
0
Mk(s)ds +
t∫
k
Mk(s)ds
=
k∫
0
M(s)ds +
t∫
k
M(k)ds
= Mˆ(k) + M(k)(t − k) for t > k,
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Jλ,Mk (u) =
1
2
Mˆk
(‖u‖2H1)− 1p Mk
(‖u‖2H1)‖u‖2H1 − λ
(
p − q
pq
)∫
Ω
f |u|q dx
= 1
2
(
Mˆ(k) − M(k)k)+ M(k)(p − 2)
2p
‖u‖2H1 − λ
(
p − q
pq
)∫
Ω
f |u|q dx
<
1
2
(
1
2
ak2 + bk − ak2 − bk
)
+ λ(p − q)
2p
∫
Ω
f |u|q dx− λ
(
p − q
pq
)∫
Ω
f |u|q dx
= −1
4
ak2 − λ(p − q)(2− q)
2pq
∫
Ω
f |u|q dx < 0.
Consequently, α+
λ,k < 0.
(ii) Let u ∈ N−λ,Mk . By (6.2), (6.4) and the Sobolev inequality,
min
{
b,M(k)
}
(2− q)‖u‖2H1 < (p − q)
∫
Ω
g|u|p dx (p − q)∥∥g+∥∥∞S−p/2p ‖u‖pH1 ,
this implies
‖u‖H1 > Sp/2(p−2)p
(
min{b,M(k)}(2− q)
‖g+‖∞(p − q)
)1/(p−2)
for all u ∈ N−λ,Mk . (6.12)
By (6.1) from the proof of Lemma 6.3,
Jλ,Mk (u) ‖u‖qH1
[
bp − 2M(k)
2p
‖u‖2−q
H1
− λ(p − q)‖ f
+‖∞
pqSq/2q
]
> Spq/2(p−2)p
(
min{b,M(k)}(2− q)
‖g+‖∞(p − q)
)q/(p−2)
·
(
(bp − 2M(k))S
p(2−q)
2(p−2)
p
2p
(
min{b,M(k)}(2− q)
‖g+‖∞(p − q)
) 2−q
p−2
− λ(p − q)‖ f
+‖∞
pqSq/2q
)
.
Thus, if λ < C˜3C˜4, then α
−
λ,k > c0 for some c0 > 0. This completes the proof. 
Now, we proceed to the proof of Theorem 2.3. (i) By Lemma 3.2(ii) and the Ekeland variational
principle [18], there exists a minimizing sequence {un} for Jλ,M on H10(Ω) such that
Jλ,M(un) = βλ + o(1) and J ′λ,M(un) = o(1) in H−1(Ω),
where βλ = infu∈H10(Ω) Jλ,M(u). Clearly, βλ < 0. Then by Lemma 3.1, there exists a subsequence {un}
and ua,λ ∈ H10(Ω) is a nonzero solution of Eq. (Eλ,M) such that un → u0 strongly in H10(Ω) and
Jλ,M(ua,λ) = βλ . Since Jλ,M(ua,λ) = Jλ,M(|ua,λ|), by Lemma 2.1 we may assume that ua,λ is a positive
solution of Eq. (Eλ,M).
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ational principle [18], there exist two minimizing sequences {u±n } for Jλ,Mk on N±λ,Mk such that
Jλ,Mk
(
u±n
)= α±
λ,k + o(1) and J ′λ,Mk
(
u±n
)= o(1) in H−1(Ω).
Using a similar argument to that in Lemma 3.1, there exist subsequences {u±n } and u±λ,Mk ∈ H10(Ω)
are nonzero solutions of Eq. (Eλ,Mk ) such that u
±
n ⇀ u
±
λ strongly in H
1
0(Ω) and so u
±
λ,Mk
∈ N±λ,Mk and
Jλ,Mk (u
±
λ,Mk
) = α±
λ,k . Since Jλ,Mk (u
±
λ,Mk
) = Jλ,Mk (|u±λ,Mk |) and |u±λ,Mk | ∈ N±λ,Mk , by Lemma 2.1, it can be
deduced that u±λ,Mk are positive solutions of Eq. (Eλ,Mk ). Moreover, N
+
λ,Mk
∩ N−λ,Mk = ∅, this implies
that u+λ,Mk and u
−
λ,Mk
are two distinct solutions. Now, we claim that ‖u±λ,Mk‖2H1  k; if this is not the
case, then by (2.8) and k ∈ ( b(p−2)pa , b(p−2)2a ),
b(p − 2)
apL(θ)
= b(p − 2)
pa(θCq∗‖ f +‖∞ + C p∗ ‖g+‖∞)|Ω|
<
k
(λCq∗‖ f +‖∞ + C p∗ ‖g+‖∞)|Ω|
< max
{(
2b(p − 1)
p
)(2−p+q)/(p−2)
,
(
bp
2
)(2−p+q)/(p−2)
,
(
bp
2
)2/(p−2)}
= A0,
which implies a > b(p−2)pA0L(θ) , a contradiction. Thus, u
±
λ,Mk
= u±λ,M ∈ N±λ,M and Jλ,M(u±λ,M) =
Jλ,Mk (u
±
λ,Mk
) = α±
λ,k . Moreover, u
+
λ,M and u
−
λ,M are positive solutions of Eq. (Eλ,M).
7. Proof of Theorem 2.4
First, we consider a modiﬁed version of Eq. (Eλ,M) as follows,⎧⎪⎨
⎪⎩
−Mkˆ
(∫
Ω
|∇u|2 dx
)
u = λ f (x)|u|q−2u + g(x)|u|p−2u in Ω,
u = 0 in ∂Ω,
(Eλ,Mkˆ )
where kˆ = b(p−2)a(4−p) and
Mkˆ(s) =
{
akˆ(4−q)/2s(q−2)/2 + b, if s kˆ,
M(s) if s > k,
is a modiﬁed function of M(s) = as + b. The positive solutions of the modiﬁed Eq. (Eλ,Mkˆ ) are critical
points of the functional
Jλ,Mkˆ (u) =
1
2
Mˆkˆ
(‖u‖2H1)− λq
∫
Ω
f |u|q dx− 1
p
∫
Ω
g|u|p dx,
where Mˆkˆ(s) =
∫ s
0 Mkˆ(t)dt . Note that by (2.1), if u ∈ Nλ,Mkˆ with ‖u‖2H1  kˆ, it can be deduced that
K ′′u,Mkˆ (1) = −a(p − q)kˆ
(4−q)/2‖u‖q
H1
− b(p − 2)‖u‖2H1 + λ(p − q)
∫
f |u|q dxΩ
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H1
− b(p − 2)‖u‖2H1 + λ(p − q)‖ f ‖∞S−q/2q ‖u‖qH1
= (p − q)(λ‖ f ‖∞S−q/2q − akˆ(4−q)/2)‖u‖qH1 − b(p − 2)‖u‖2H1
< 0, if λ akˆ(4−q)/2‖ f ‖−1∞ Sq/2q , (7.1)
and for u ∈ Nλ,Mkˆ with ‖u‖2H1  kˆ,
K ′′u,Mkˆ (1) =
[
a(4− p)‖u‖2H1 − b(p − 2)
]‖u‖2H1 + λ(p − q)
∫
Ω
f |u|q dx
 λ(p − q)
∫
Ω
f |u|q dx > 0. (7.2)
It follows that, by (7.1), N0λ,Mkˆ
= N+λ,Mkˆ = ∅ for all λ  akˆ
(4−q)/2‖ f ‖−1∞ Sq/2q and u ∈ Nλ,Mkˆ with
‖u‖2
H1
 kˆ; while by (7.2), N0λ,Mkˆ = N
−
λ,Mkˆ
= ∅ for all u ∈ Nλ,Mkˆ with ‖u‖2H1  kˆ. Consequently, if
0 < λ akˆ(4−q)/2‖ f ‖−1∞ Sq/2q , the following results are obtained.
Lemma 7.1.
(i) Nλ,Mkˆ = N+λ,Mkˆ ∪N
−
λ,Mkˆ
(i.e. N0λ,Mkˆ
= ∅);
(ii) Nλ,Mkˆ ∩ {u ∈ H10(Ω): ‖u‖2H1 = kˆ} = ∅;
(iii) N−λ,Mkˆ ⊂ {u ∈ H
1
0(Ω): ‖u‖2H1 < kˆ};
(iv) N+λ,Mkˆ ⊂ {u ∈ H
1
0(Ω): ‖u‖2H1 > kˆ}.
It is well known that the minimum problem
S= inf
u∈M I(u) > 0 (7.3)
can be achieved at positive function u0 ∈ M such that I(u0) = S (see Willem [28, Chapter 4]), where
I(u) = 12‖u‖2H1 − 1p
∫
Ω
g|u|p dx and M={u ∈ H10(Ω)\{0} | ‖u‖2H1 =
∫
Ω
g|u|p dx}. Let v0 = kˆ1/2u0‖u0‖H1 . Then
‖v0‖2H1 = kˆ and
∫
Ω
g|v0|p dx = kˆp/2‖u0‖2−pH1 = kˆp/2
(
p − 2
2pS
)(p−2)/2
>
2b2(p − 2)
a(4− p)2 ,
provided that a < A∗ = 2p/(2−p)(p−2)2pS ( 4−pb )(4−p)/(p−2) .
Lemma 7.2. For each a < A∗ there exists 0 < λ˜∗  akˆ(4−q)/2‖ f ‖−1∞ Sq/2q such that for λ < λ˜∗ there exists
tλ > 1 such that tλv0 ∈ N+λ,M .kˆ
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m(λ, t) = at4−p‖v0‖4H1 + bt2−p‖v0‖2H1 − tq−pλ
∫
Ω
f |v0|q dx
= at4−pkˆ2 + bt2−pkˆ − tq−pλ
∫
Ω
f |v0|q dx for t > 0.
Clearly, m(λ, t) → −∞ as t → 0+ and m(λ, t) → ∞ as t → ∞. Since
m′(0, t) = b(p − 2)kˆt1−p(t2 − 1),
m′(0, t) = 0 at t = 1, m′(0, t) < 0 for t ∈ (0,1) and m′(0, t) > 0 for t ∈ (1,∞). Then m(0, t) achieves its
minimum at 1, decreasing for t ∈ (0,1) and increasing for t ∈ (1,∞). Thus,
min
t>0
m(0, t) =m(0,1) = 2b
2(p − 2)
a(4− p)2 <
∫
Ω
g|v0|p dx.
It follows that there exists t0 > 1 such that
m0(0, t0) =
∫
Ω
g|v0|p dx and m′(0, t0) > 0.
By the implicit function theorem, there exists a positive number λ˜∗ < akˆ(4−q)/2‖ f ‖−1∞ Sq/2q such that
for every λ < λ˜∗ there exists tλ > 1 such that
m′(λ, tλ) = 0, m(λ, tλ) =
∫
Ω
g|v0|p dx.
Now,
〈
J ′λ(tλv0), tλv0
〉= at4λ‖v0‖4H1 + bt2λ‖v0‖2H1 − tqλλ
∫
Ω
f |v0|q dx− t4λ
∫
Ω
g|v0|4 dx
= t pλ
[
m(λ, tλ) −
∫
Ω
g|v0|p dx
]
= 0 (i.e. tλv0 ∈ Nλ,Mkˆ ),
and
‖tλv0‖2H1 = t2λkˆ > kˆ.
Thus, by Lemma 7.1(iv), tλv0 ∈ N+λ,Mkˆ . 
Theorem 7.3. For each a < A∗ there exists 0 < λ˜∗  akˆ(4−q)/2‖ f ‖−1∞ Sq/2q such that for 0 < λ < λ˜∗ , Eq. (Eλ,M)
has a positive solution uˆλ with ‖uˆλ‖2 1 > kˆ.H
C.-y. Chen et al. / J. Differential Equations 250 (2011) 1876–1908 1907Proof. By Lemma 3.2(ii) and Lemma 7.1(iv), we have the energy functional J
λ,kˆ which is coercive
and bounded below on N+λ,Mkˆ . Then the minimum problem α
+
λ,kˆ
= infu∈N+λ,M
kˆ
Jλ,Mkˆ (u) is well deﬁned.
Moreover, by (2.4), Lemma 7.1(iv) and Lemma 7.2, N+λ,Mkˆ is a nonempty natural constraint. Thus, by
the Ekeland variational principle [18], there exists a minimizing sequence {un} for Jλ,Mkˆ on N+λ,Mkˆ
such that
Jλ,Mkˆ (un) = α+λ,kˆ + o(1) and J
′
λ,Mkˆ
(un) = o(1) in H−1(Ω).
Using a similar argument to that in Lemma 3.1, there exists a subsequence {un} and uˆλ ∈ H10(Ω)
is a nonzero solution of Eq. (Eλ,Mkˆ ) such that un → uˆλ strongly in H10(Ω), with ‖uˆλ‖2H1  kˆ and
J
λ,kˆ(uˆλ) = α+λ,kˆ . Since Jλ,Mkˆ (uˆλ) = Jλ,Mkˆ (|uˆλ|), by Lemma 2.1 we may assume that u0 is a positive
solution of Eq. (Eλ,Mkˆ ). By Lemma 7.1(i) ‖uˆλ‖2H1 > kˆ. Thus, uˆλ is a positive solution of Eq. (Eλ,M). 
Now, we complete the proof of Theorem 2.4. By Theorems 2.3 and 7.3, for each θ > 0 and 0 < a <
{ b(p−2)pA0L(θ) , A∗}, there exists a positive number λ˜∗ min{θ, Λˆ} such that for 0 < λ < λ˜∗ , Eq. (Eλ,M) has
three positive solutions u(1),+λ,M ,u
(2),+
λ,M and u
−
λ,M such that u
(i),+
λ,M ∈ N+λ,M and u−λ,M ∈ N−λ,M . Moreover, by
k ∈ ( b(p−2)pa , b(p−2)2a ), (6.11)–(6.12) and Theorems 2.3 and 7.3, we can conclude that
∥∥u(1),+λ,M ∥∥2H1 <
(
2λ(p − q)‖ f ‖∞S−q/2q
b(p − 2)2
)2/(2−q)
,
Sp/2(p−2)p
(
2b(p − 1)(2− q)
p(p − q)‖g+‖∞
)1/(p−2)
<
∥∥u−λ,M∥∥2H1 < b(p − 2)2a <
∥∥u(2),+λ,M ∥∥2H1 .
This completes the proof.
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