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Abstract In this paper, based on Local Projection (LP) algorithm, a new method for noise reduction in
continuous chaotic signals is proposed.We use flexible curves for local approximation of the trajectory. To
do so, a newadaptive algorithm is proposed to select the appropriate curve based on stretching and folding
property of chaotic trajectories. Since there is a lack of appropriate index to determine the efficiency
of noise reduction methods for signals, noise-free version of which we do not have, we propose a new
indicator to measure the enhancement. The signals generated by Lorenz system and observed monthly
series of sunspots are applied for simulation analysis and results exhibit acceptable performance of these
methods.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Chaotic behavior is a feature associated with complex and
interacted systems. In view of the fact that many natural
and unnatural systems in various branches of science (such
as biology, economics, etc.) exhibit chaotic behavior, study of
chaotic systems and signals has progressed in recent decades.
Chaotic time series have a significant role in identification of
their generating systems.
Owing to the effect of measurement instruments and the
environment, all experimental data to some extent are mixed
with noise. This fact is often undesirable. In other words, noise
is an unwanted part of data [1,2].
Like many other researches in this field, it is assumed in
the present work that the clean part of the chaotic data is
considerably well-behaved. However, due to the effect of the
noise, their actual dynamic behavior is disturbed and concealed.
Noise reduction is a vital issue in analysis of dynamic systems.
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doi:10.1016/j.scient.2012.10.032Recent studies show that the presence of noise in chaotic signals
drastically diminishes the performance of many techniques
such as system identification [3], parameter estimation [4], and
prediction [5]. Thus, it can be inferred that preprocessing of
chaotic signals, so as to reduce the noise without damaging the
main underlying dynamic of the signal, is much promising [6].
From a viewpoint, noises can be classified into two cate-
gories: ‘‘environment and measurement noise’’ and ‘‘dynamic
noise’’ [1]. This work focuses on the first category. In this case,
the noise is considered as a Gaussian noise with zero mean.
Chaotic signals are characterized by pseudorandom and wide
band in time–frequency domain [1], which causes conventional
signal processingmethods and linear techniques to be inappro-
priate for noise reduction in such signals. On the other hand,
many nonlinear methods such as median filter perform noise
reduction at the expense of damage to the main dynamic of the
signal.
Several methods have been proposed to solve this problem
in the literature, each of which has their own merits and
limitations. Out of these limitations, the following points can
be outlined: Some of these techniques include complicated and
costly computations [7], some call for a priori knowledge of the
system [8,9], some incorporate all the detail associatedwith the
noise present in the signal [10] etc.
The algorithm presented in this work is exclusively devised
for continuous chaotic signals (flows). In other words, with
regard to the fact that this algorithm is designed on the basis of
evier B.V. Open access under CC BY-NC-ND license.
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in the phase space, continuous signals in time are demanded.
The authors assert that it is impractical to study and implement
all of the nonlinear noise reduction algorithms; yet it has been
attempted to compare the results attributed to simulation of the
algorithmproposed in this researchwithmost of the acceptable
results present in the literature. Through this comparison, it is
observed that this algorithm is satisfactorily efficient.
It is assumed in this paper that white noise has been added
to the main signal. There is no further prior knowledge of
the noise-free signal or the chaotic system except the latter
assumption.
First, one-dimensional chaotic time series are embedded
into a high-dimensional phase space. Unlike many other works
in which precise selection of the time delay or the embedding
dimension is of foremost significance, our algorithm is not
considerably sensitive to the selection of the proper phase space
dimension or time delay, and the latter parameters are not
necessarily to be chosen precisely. Dimensions of 2 and 3,which
exhibit good visualization capability, would be sufficient. In
the next step, through application of a method comparatively
similar to Local Projection (LP), a curve is fit to these points
in a piecewise manner. Unlike LP method in which this curve
is a straight line, nth degree curve is used in this work, in
which n is selected adaptively. It means that a mechanism
is designed which determines the appropriate degree of the
curve, based upon the geometrical features of the trajectory and
stretching and folding which characterize chaotic signals. This
fact dramatically enhances the flexibility and capability of the
algorithm in reduction of the final error.
Another novel feature of the current work is offering a new
criterion for measurement of the rate of noise reduction from a
signal. Even thoughwhenwe have both clean and noisy signals,
various criteria are available [6], hardly do any appropriate
criteria exist when the main signal is not accessible [1].
The rest of this paper is organized as follows: in Section 2,
the algorithm is discussed; the simulation results along with
their comparison with other algorithms are provided in
Section 3; and finally, Section 4 encompasses discussions and
the conclusions drawn.
2. Proposed algorithm
Our proposed algorithm can be regarded to as amodification
of the Local Projection method; therefore, it is appropriate to
briefly explain the LP method.
2.1. LP algorithm
A deterministic chaotic flow is a set of states which evolve
over time
−→
x˙(t) = f⃗
−→
x(t)

. Usually,
−→
x(t) = (x1(t), x2(t), . . . ,
xi(t), . . . , xm(t)) is indirectly measured in discrete time inter-
vals taking advantage of a measurement function h⃗
−→
x(t)

[11].
Assume that only a single scalar value sk is measured at
each time kδt; although it is easy to generalize the case of
multi-valued measurements. In fact, sk is an element of x⃗ at
time kδt , which is measured and affected by a measurement or
environment noise N(kδt); i.e. sk = xi(kδt)+ N(kδt).
At the first glance, it may seem that too much information
has been ‘‘vanished’’ in projecting the vector x⃗ onto the
scalar sk, but it turns out that the chaotic attractor can be
reconstructed by making use of a set of delay vectors −→sk =
sk, sk−τ , . . . , sk−(m−1)τ

. A theorem by Takens and Sauer et al.in [11] have showed that this method works for almost all
delay time τ , all sampling rates δt , and all smoothmeasurement
functions h⃗ as long as the delay vector has a dimension of at
least m > 2D; where D is the box-counting dimension of the
attractor. LP involves projecting the measured trajectories onto
the surface of a low dimensional attractor. The justification
for this fact is that the data should ideally be confined to a
chaotic attractor of a certain dimension, and any deviation from
this attractor is, therefore, due to noise. The attractor is locally
approximated by a tangent space, shape of which is determined
using a local principal component analysis [12]. The trajectories
are then projected onto the attractor with the effect of reducing
noise. It can also be thought of as a locally first-order (linear)
approximation of phase space structure [1]. It was expressed
as locally, because in continuous signals for each point of the
trajectory, a neighborhood is considered which contains the
other points in the trajectory near that point, and by the aid of
this set of points, a linear plane approximating them is found.
Finally, the considered point is projected onto this plane.
For more details see [1].
2.2. Proposed algorithm
Instead of projecting data onto a first order plane in the
phase space, the data, in the current algorithm are projected
onto a curve

y⃗(t)

with degree n (n = 3 or 4 in the present
work). This curve is formulated as:
−→
y(t) = (y1(t), y2(t), . . . , ym(t))
= an1tn + a(n−1)1tn−1 + · · · + a01 ,
an2tn + a(n−1)2tn−1 + · · · + a02

, . . . ,
anmtn + a(n−1)mtn−1 + · · · + a0m

. (1)
In order to correct each point (
−→
s∗ = −−→s (t∗)) of the noisy trajec-
tory in the phase space, a window is considered around it, and
Nneighbor = 2N1 + 1 points are identified in its neighborhood
(including
−→
s∗ itself). Regarding the fact that this work focuses
on the chaotic flows, identification of neighboring points is not
challenging; Because, as a matter of fact, all the N1 points lo-
cated chronologically before the desired point (
−→
s∗ ) and all the
N1 points standing after it are considered as its neighbors. Sub-
sequently taking advantage of Least Square (LS) algorithm, aij
coefficients where {i = n, n − 1, . . . , 0} and {j = 1, 2, . . . ,m}
are determined in such a way that the y⃗ curve passes through
these points with the least square error. In the next step, the
point being studied (
−→
s∗ ) is directly projected onto the obtained
curve so as to be substituted with its corresponding point
−→
x∗i in
the attained curve. Since the desired point (
−→
s∗ ) is themedian of
the set of points on which the n-degree curve was fit, the me-
dian of that y⃗(t) curve would correspond to the desired point
(
−→
x∗i ) (Figure 1).
In this way, after implementation of the algorithm on all the
trajectory points once, noise reduction is fulfilled (obviously,
the error would be comparatively higher for the several points
in the extremities of the trajectory, as they bear incomplete sets
of neighbors). The algorithm is capable of being implemented
several other times in order to come by a smoother final
trajectory with a lower level of error.
2.3. Stretching and folding
A noticeable feature associated with chaotic trajectories is
their stretching and folding [13]. In the proposed algorithm, as
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−−→
xi(t) = (xi(t), xi(t − τ), . . . , xi(t − (m − 1)τ ))
(dotted line) and noisy trajectory (−→s ) (blue circles). The proposed algorithm
estimates a curve (
−→
y(t)) (red line) between noisy points around a considered
point (
−→
s∗ ) (blue square) and then projects this point on to its corresponding
point on estimated curve (
−→
x∗i ) (white square).
one can observe, each point corrects its position in the phase
plane according to the curve passing through its neighbors. The
question is that what curve shall be selected for this job. An
idea would be making use of the curves with low curvature
(1st degree and more suitably, 3rd degree) in those points of
the trajectory where the behavior is in the form of stretching.
On the other hand, in folding points where the trajectory
changes direction abruptly, 2nd and 4th degree curves are the
most appropriate. Considering the discussed facts, the proposed
algorithm is devised so as to implement the latter point. In
this regard, a criterion is first required to measure the level of
stretching and folding. Considering the geometrical features of
the trajectory, it can be observed that folding occurs wherever
higher curvature exists in the trajectory. We know that the
curvature of a curve like R⃗(t) = (r1(t), r2(t), . . . , rm(t)) is
calculated by the following equation [14]:
κ(t) =
 ˙⃗R× ¨⃗R ˙⃗R3 . (2)
Even though for clean signals this equation well provides the
curvature, numerical methods for calculation of the derivative
in noisy signals are problematic; especially, the presence of the
term
 ˙⃗R3 in the denominator is much troublesome when  ˙⃗R
approaches zero. In order to surmount these problems, a more
well-behaved term was used instead. Therefore, the curvature
at each point was considered as the angle between the vector
connecting that point to its next point in the phase space and
the vector connecting the previous point to it. Nevertheless,
the presence of noise inhibits any precise judgment about the
curvature. For the sake of solving this problem, the proposed
noise reduction algorithm is implemented throughout several
iterations with n = 1 (to some extent, similar to conventional
LP). Although the achieved trajectory may bear much error in
comparison with the actual trajectory, its geometrical shape is
not considerably distinct from that of the original trajectory. In
other words, wherever the curvature of the actual trajectory is
high, the curvature of the obtained one is high as well and vice
versa (see Figure 2).Figure 2: (a) Lorenz clean trajectory in phase space. (b) Trajectory with 20%
noise (SNR = 14.0746 db). (c) Denoised trajectory with linear fitting.
Afterwards, the curvature attributed to this trajectory is
found and considered equivalent to the curvature of the original
trajectory. Consequently, the maximum and minimum of the
obtained curvature is found, and the interval in between is
divided into several sections (two sections in the presentwork).
For high curvatures, 4th degree curves and for low curvatures,
3rd degree ones are used. Figure 3 has been plotted for the
case where the interval between the maximum and minimum
curvatures is divided into two equal sections. Solid black circles
represent the regions with higher curvatures, and green circles
correspond to the parts with lower curvatures.
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black points).
2.4. A Measures for representing the level of noise reduction in a
signal
These are useful measures when the original trajectory or
the ‘‘true’’ dynamics are known. This almost happens when
these chaotic signals are obtained by computer simulation of
the difference and differential equations. Because of the fact
that the actual signal is known, the Signal-to-Noise Ratio (SNR)
and the RootMean Square Error (RMSE) are adopted to evaluate
the performance of noise reductionmethods. Their formulas are
defined respectively as follows:
SNR = 10× log10

var (xi)
var

x˜i − xi
 , (3)
RMSE =
 1
N − 1
N
k=1

x˜i (kδt)− xi (kδt)
2
, (4)
where xi and x˜i represent the clean data and the denoised data,
respectively, var (xi) is the variance of the signal, var

x˜i − xi

is the variance of the noise, and finally, N is the length of the
signal.
The main disadvantage of such quantities as SNR and RMSE
is that in an experimental situation, neither a noise-free version
of data nor any exact dynamical equations are known. Thus,
we must employ criteria which are applicable, given only the
measured signal.
In the literature, some methods have been proposed to re-
solve this problem. Out of these methods, autocorrelation func-
tion analysis, power spectral analysis and recursive analysis can
be outlined [6]. Even though each of the mentioned methods
has its own merits, they bear limitations as well. First, they
often demonstrate the degree of noise reduction qualitatively,
and experts are required to provide an appropriate interpreta-
tion of the results. On the other hand, sometimes for similar
cases, the results of a method is contradictory to those of an-
other method, and even worse, during experiments on signals
with known models where the measures of the previous sec-
tion are applied, their results are contradictory to those mea-
sures (it means that, for instance, in comparison between two
algorithms, RMSE introduces one as the better choice, while au-
tocorrelation function selects another one). Considering these
facts, an appropriate measure which:1- is simple and convenient,
2- provides results in accordance with those of famous and
popular methods, in problems with determined models,
is crucially needed.
In this regard, on the basis of the special topology and ge-
ometry associated with chaotic trajectories, a new measure is
designed as follows:
USABE = 1
(C1 + US)p1 (C2 + BE)p2 , (5)
US =

̸ , (6)
BE =
 1
N − 1
N
k=1

x˜i (kδt)− sk
2
, (7)
where US =  ̸ is the sum of the angles between any three
successive points in the trajectory, and reveals the unsmooth-
ness of the trajectory, BE denotes the RMSE between the noisy
and denoised signals (in other word, BE is a kind of error which
is the result of contraction of trajectories during noise reduc-
tion), C1 and C2 are positive constants which hinder excessive
shrinkage of the denominator, and P1 and P2 are parameters
which determine the weight and significance of these two
terms.
3. Simulation results
In this paper, the proposed method is verified through
two groups of data: Lorenz’s chaotic signal which is artifi-
cially noised and monthly sunspots signals since February,
1933–February, 2005, which are known to exhibit chaotic
behavior.
Lorenz’s system was picked out owing to the fact that first,
it is a well-known benchmark which can be simulated easily,
and second, in many of the previous research works such as
[6,15,16], the algorithms proposed to suppress the noise have
been examined on it, and this fact helps one compare our results
with them.
3.1. Noised Lorenz’s signal
Assume Lorenz’s system with the dynamic equations as
below:
X˙ = p (Y − X) ,
Y˙ = −XZ + rX − Y ,
Z˙ = XY − bZ .
(8)
Like [6,15,16] selecting p = 10, r = 28 and b = 83 , the
equations were solved using 4th order Runge–Kutta method
and 10 s of X signal was considered as the main signal without
noise. Taking m = 2 and τ = 0.1 s, the trajectory in the phase
space was obtained (Figure 2(a)). In the next step, 20% noise
(14.0746 db) was added to the signal (Figure 2(b)). Through
trial and error, first, the size of neighborhood window was
augmented and set equal to 0.4 s. Implementing the algorithm
taking n = 1, noise reduction was carried out in one step
(Figure 2(c)).
After finding the curvature on the basis of the obtained
trajectory, the algorithm was performed and repeated three
times with the neighborhood window of 0.3 s. It can be
observed that the trajectory is very similar to the original
trajectory (Figure 4). The proposed algorithm was simulated
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Figure 5: Appropriate performance of the proposedmethod in noise reduction.
The steep slope of the diagram reveals the high performance of this algorithm.
for noised signals with various SNRs, which is illustrated in
Figure 5. The steep slope of the diagram reveals the high
performance of this algorithm.
In the next step, it is time to examine the proposed measure
for verification of the level of noise reduction in a chaotic signal.
In Eq. (5), C1 = 0.1, C2 = 1, P1 = 2 and P2 = 1 were supposed
(we saw choosing other reasonable values, do not change result
considerably). Then, USABE was obtained for clean, noised and
noise-reduced signals, in different SNRs (Figure 6). As expected
from a proper criterion, all the diagrams are ascendant, and
again as expected, the biggest value in all the SNRs belongs to
the original signal, and the noise-reduced signal comes in the
second place.
In Table 1, the results of the proposed algorithm are
compared to those of other papers for the similar problem. The
results reveal superiority of this algorithm.
3.2. The monthly sunspot series
The Sunspot time series is a good indication of solar activity
for solar cycles. The impact of solar activity has been observed
on earth, climate, weather, satellites and space missions. With
the development of the chaos theory and fractal technology,
the amount of research on the chaotic features of sunspotsFigure 6: Values of newnoise reduction indicatorUSABE for clean signal (white
diamonds), denoised signal (red squares) and noisy signal (blue circles) in
different SNRs.
Table 1: The efficiency comparison of our proposed method with some
other noise reduction methods.
Method SNR before
noise reduction
SNR after
noise reduction
Method proposed in [17] 14.0746 23.1800
Method proposed in [6] based on [7] 14.0746 22.5800
Method proposed in [6] 14.0746 24.6039
Method proposed in [15]
based on [18]
14.0746 22.2232
Method proposed in [15] 14.0746 24.6631
Our proposed method 14.0746 26.9923
Method proposed in [16] 0 14.9
Our proposed method 0 15.7822
is increasing [19,20]. Since observation of sunspots is always
mixed with a certain degree of noise, reducing its noise is
necessary. A total of 865 sunspot data were chosen from
February, 1933 to February, 2005, and are used for analysis in
the below simulation.
Taking m = 2 and τ = 5, the signal has been plotted in the
phase space (Figure 7(a)). Subsequently, noise reduction was
carried out in 3 steps (Figure 7(b)).
The obtained value was USABE = 4.70 for raw data and
USABE = 11.45 for the data after noise reduction.
4. Conclusion
We presented a new methodology for noise reduction
in continuous chaotic signals. Our method is in essence a
modification of the local projection algorithm. We use flexible
curves with degree of 3 and 4 instead for local approximation
of the trajectory in phase space. Since stretching and folding
is an important property of chaotic signals, a new adaptive
algorithm is proposed to select the appropriate curve designed
in which we use curves with low curvature in stretching areas
of trajectory and curves with high curvature in folding areas.
There is a lack of good index to show the efficiency of noise
reduction methods on noisy signals when the main signal is
not known (which we see in almost all real chaotic signals), we
propose a new indicator to measure the enhancement of noise.
This indicator is a trade-off between smoothness and an error
which is the result of contraction of trajectories during noise
reduction. For simulation purposes, the well-known Lorenz
system and the monthly sunspot series are used as ‘‘synthetic’’
1842 S. Jafari et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 19 (2012) 1837–1842Figure 7: Phase space diagram of sunspots data. (a) Noisy data; and (b) data
denoised by the proposed method.
and real data sets, respectively. The results show our proposed
algorithm efficiency. We are working on generalizing the
proposed ideas to apply on chaotic maps signals which are
not continuous and their enhancement is more difficult. On
the other hand, we are trying to use the proposed method in
someprojects and applications in our department. Such as noise
reduction in breath sound, speech, ECG and EEG signals, etc.
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