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Amorphous solids, such as metallic, polymeric, and colloidal glasses, display complex spatiotem-
poral response to applied deformations. In contrast to crystalline solids, during loading, amorphous
solids exhibit a smooth crossover from elastic response to plastic flow. In this study, we investi-
gate the mechanical response of binary Lennard-Jones glasses to athermal, quasistatic pure shear
as a function of the cooling rate used to prepare them. We find several key results concerning the
connection between strain-induced particle rearrangements and mechanical response. We show that
more rapidly cooled glasses undergo more frequent and larger particle rearrangements than slowly
cooled glasses. We find that the ratio of the shear to bulk moduli decreases with increasing cooling
rate, which suggests that more rapidly cooled glasses are more ductile than slowly cooled samples.
In addition, we characterized the degree of reversibility of particle motion during cyclic shear. We
find that irreversible particle motion occurs even in the putative linear regime of stress versus strain.
However, slowly cooled glasses, which undergo smaller rearrangements, are more reversible under
cyclic shear than rapidly cooled glasses. Thus, we show that more ductile glasses are also less
reversible.
PACS numbers: 62.20.-x, 63.50.Lm 64.70.kj 64.70.pe
Amorphous solids, including metallic, polymeric, and
colloidal glasses, possess complex mechanical response to
applied deformations, such as plastic flow [1–4], strain
localization [5–9], creep flow [7, 10, 11], and fracture [12–
14]. In crystalline materials, topological defects reflecting
the symmetry of the crystalline phase govern the response
to applied deformations. In amorphous solids without
long-range positional order, it is more difficult to detect
and predict changes from elastic response to irreversible
behavior [8, 15], such as yielding [16, 17] and flow [4, 18].
The typical response of the deviatoric stress to an ap-
plied (pure) shear strain for amorphous solids is depicted
in Fig. 1 (a). The average stress increases roughly lin-
early with strain for small strains, indicating a putative
elastic regime. At larger strains, the stress response soft-
ens and becomes anelastic, but it continues to increase
with strain. For larger strains (i.e. near γ ∼ 0.05), the
shear stress reaches a peak (whose height depends on the
thermal history of the glass) and then begins to decrease
until it plateaus at a steady state value in the plastic flow
regime [2, 18]. (For this system, we employed boundary
conditions that prevent fracture.)
Several recent studies have suggested that amorphous
solids do not possess a truly elastic response regime [6, 7,
9, 16, 19–21]. For example, both a sublinear increase of
the average stress with strain (left inset to Fig. 1 (a)) and
rapid drops in stress over narrow strain intervals (right in-
set to Fig. 1 (a)) have been observed at strains below the
nominal yield strain of 2% [16, 19, 21]. The rapid drops
in stress are caused by particle rearrangements (e.g. in
Fig. 1 (b)), which are often referred to as shear transfor-
mation zones [1, 22, 23]. We will show below how the
frequency and size of particle rearrangements determine
the mechanical response of amorphous solids.
In this article, we build a conceptual framework for the
mechanical response of amorphous solids by exploring
the potential energy landscape and particle rearrange-
ment statistics of binary Lennard-Jones glasses during
athermal, quasistatic pure shear. The initial glasses are
prepared over a wide range of cooling rates. The cooling
rate determines the fictive temperature, which defines the
average energy of the glass in the potential energy land-
scape [25]. The fictive temperature significantly affects
mechanical properties, such as ductility [14, 26], shear
band formation [27], and the stress-strain relation [2, 28].
Our key result is that more rapidly cooled glasses pos-
sess more frequent and larger potential energy drops dur-
ing applied shear strain compared to more slowly cooled
glasses. As a result, the ensemble-averaged (metabasin)
curvature of the energy landscape is much smaller for
rapidly cooled glasses. We connect the statistics of parti-
cle rearrangements to whether amorphous solids exhibit
brittle or ductile mechanical response and characterize
the degree of irreversibility of particle rearrangements in
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2Figure 1: (a) von Mises stress σ versus strain γ (solid line)
from simulations of a binary Lennard-Jones glass (prepared at
cooling rate Rc = 10
−3) with N = 2000 spheres undergoing
athermal, quasistatic pure shear averaged over 500 samples.
Periodic boundary conditions are employed in the simulations,
which prevent fracture during loading. The affine stress versus
strain obtained in the γ → 0 limit is given by the dashed line.
The left inset provides a close-up of the ensemble-averaged
σ(γ), which highlights the deviation from linear behavior in
the range γ = 0.005 to 0.01. The right inset gives σ(γ) for a
single sample over the same small strain interval. The circled
stress drop indicates the particle rearrangement event in (b).
The vectors (which have been scaled by a factor of 15) indicate
the particle displacements that caused the stress drop. The
participation number [24] of this event is roughly 18. Blue and
red spheres indicate the large and small particles, respectively,
with the largest displacements.
response to shear reversal. We find that more rapidly
cooled glasses are more ductile and irreversible compared
to slowly cooled glasses.
We performed constant number, pressure, and tem-
perature (NPT) molecular dynamics (MD) simulations
of binary Lennard-Jones mixtures containing 80% large
and 20% small spherical particles by number (both with
mass m) in a cubic box with volume V and periodic
boundary conditions. The particles interact pairwise
via the Kob-Andersen, shifted-force potential, u(rij) =
4ij [(σij/rij)
12 − (σij/rij)6], where rij is the separation
between particles i and j, u(rij) = 0 for rij > 2.5σij , and
the energy and length parameters are given by AA = 1.0,
BB = 0.5, AB = 1.5, σAA = 1.0, σBB = 0.88, and
σAB = 0.8 [29]. Energy, temperature, pressure, and time
scales are expressed in units of AA, AA/kB , AA/σ
3
AA,
and σAA
√
m/AA, respectively, where kB is Boltzmann’s
constant [30].
We first equilibrate systems in the liquid regime at con-
stant temperature T0 = 0.6 and pressure P = 0.025 using
a Nose´-Hoover thermostat and barostat, a second-order
simplectic integration scheme [31, 32], and time step
∆t = 10−3. We cool systems into a glassy state at zero
temperature using a linear cooling ramp, T (t) = T0−Rct
over a range of cooling rates from Rc = 10
−2 to 10−5,
all of which are above the critical cooling rate. Thus,
all of the zero-temperature samples are disordered. We
then apply athermal, quasistatic pure shear at fixed pres-
sure. (See an expanded discussion of the methods in the
Supplemental Material.) To do this, we expand the box
length and move all particles affinely in the x-direction
by a small strain increment dγx = dγ = 10
−4 and com-
press the box length and move all particles affinely in
the y-direction by the same strain increment dγy = −dγ.
Following the applied pure shear strain, we minimize the
total enthalpy of the system H = U + PV at fixed pres-
sure P = 10−8, where U is the total potential energy. We
successively apply pure strain increments dγ and mini-
mize the enthalpy at fixed pressure after each increment
to a total strain γ. We studied systems with N = 250,
500, 1000, and 2000 particles to assess finite size effects.
We developed a method to unambiguously determine
if a particle rearrangement occurs with an accuracy on
the order of numerical precision, which allows us to de-
tect rearrangements with sizes ranging over more than
seven orders of magnitude. To identify particle rear-
rangement events, at each strain γ we compare the total
potential energy per particle U(γ) = U(γ)/N from sim-
ulations undergoing forward shear to the potential en-
ergy per particle U ′(γ) obtained by first a forward shear
step from strain γ to γ + dγ (and enthalpy minimiza-
tion) followed by a backward shear step from γ + dγ
back to γ (and enthalpy minimization). We find that
the distribution of the magnitudes of the energy differ-
ences |∆U(γ)| = |U(γ) − U ′(γ)| is bimodal with peaks
near 10−14 corresponding to numerical error and 10−3
corresponding to distinct particle rearrangements. Thus,
it is straightforward to identify particle rearrangements
as those with |∆U | > Ut, where the threshold Ut = 10−10
clearly distinguishes numerical error from particle rear-
rangements. (See Supplemental Material.) We denote
the total number of rearrangements in the strain interval
0 to γ as Nr(γ). In addition, we calculate the total en-
ergy lost after each rearrangement i = 1, . . . , Nr(γ) over
the strain interval γ: Uloss =
∑Nr(γ)
i=1 |∆U(γi)|, where γi
indicate the strains at which rearrangements occur.
In Fig. 2 (a) and (b), we plot the frequency of rear-
rangements dNr/dγ and energy loss per rearrangement
dUloss/dNr as a function of strain. Both the frequency
and energy loss increase with strain for small strains
(γ < 0.05 for dNr/dγ and γ < 0.08 for dUloss/dNr)
and then reach plateau values that are independent of
strain. Both quantities are sensitive to cooling rate in
the small strain regime: glasses quenched using more
rapid cooling rates (i.e. R = 10−2) incur more and
larger particle rearrangements. For more slowly cooled
glasses (i.e. R = 10−5), the systems only begin losing
energy (as measured from dUloss/dγ) beyond a charac-
teristic strain γc ≈ 0.02. In contrast, for rapidly cooled
glasses, the energy loss is roughly proportional to strain
for γ < 0.06. At large strains γ > 0.06, dUloss/dγ be-
comes independent of cooling rate and strain. Further,
we find that dUloss/dγ, which is the product of dNr/dγ
and dUloss/dNr, is roughly independent of system size
over the range of N we consider.
The potential energy landscape, which in the case of
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Figure 2: (a) Particle rearrangement frequency dNr/dγ, (b)
mean energy drop per rearrangement dUloss/dNr, and (c) the
product of (a) and (b), the energy drop per strain dUloss/dγ,
as a function of strain for several cooling rates Rc = 10
−2
(crosses), 10−3 (squares), 10−4 (triangles), and 10−5 (circles)
used to prepare the binary Lennard-Jones glasses. In (a) and
(b), the curves are obtained by averaging over 500 samples
containing N = 2000 particles. In (c), we show dUloss/dγ
for three system sizes: N = 2000 (solid lines), 1000 (dashed
lines), and 500 (dotted lines).
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Figure 3: Total potential energy per particle U versus strain γ
for binary Lennard-Jones glasses containingN = 250 particles
prepared using cooling rates Rc = 10
−2 (top) and 10−5 (bot-
tom) and then subjected to athermal, quasistatic pure shear.
The solid and dashed lines indicate single-configuration (with
average particle rearrangement statistics; see Supplemental
Material) and ensemble-averaged U(γ), respectively.
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Figure 4: The ratio of the shear to bulk modulus G/B as a
function of the cooling rate Rc used to prepare the binary
Lennard-Jones glasses. The inset shows the shear G and bulk
moduli B separately as a function of Rc, both of which have
been normalized to 1 at Rc = 10
−5.
pure shear is a function of the 3N particle coordinates
and strain γ, can provide key insights into the structure
of configuration space and mechanical behavior of glassy
materials [25, 33]. For example, recent studies have
identified hierarchical sub- and metabasins in the energy
landscape of supercooled liquids and glasses [18, 25, 34]
and studied the disappearance of energy minima and re-
sulting particle rearrangements as a function of applied
strain [24, 25, 35]. In Fig. 3, we show the total potential
energy per particle U versus strain γ for a single con-
figuration (with average particle rearrangement statis-
tics), as well as U(γ) averaged over 500 configurations,
for two cooling rates (Rc = 10
−5 and 10−2). For the
more rapidly cooled glass, the energy drops are relatively
large and frequent. Rearrangements are frequent because
there is an abundance of nearby minima in the poten-
tial energy landscape as a function of strain for rapidly
cooled glasses [33]. In addition, the large and frequent
energy drops give rise to small metabasin curvature of
the ensemble-averaged energy landscape.
In contrast, for slowly cooled glasses, we find that the
energy drops are smaller and more rare, which implies
that when systems are deeper in the energy landscape,
energy minima are further separated as a function of
strain and the curvatures of the energy metabasins are
larger. Thus, these results provide evidence that the cur-
vatures of the metabasins in the potential energy land-
scape decrease with increasing cooling rate [2, 36]. In ad-
dition, our results are consistent with prior results, which
show that the yield stress (or the ensemble-averaged
dU/dγ) increases with decreasing cooling rate [2, 28].
We next connect the statistics of the potential energy
landscape to micro- and macro-scale mechanical prop-
erties of amorphous solids. As shown in Fig. 3, more
rapidly cooled glasses undergo larger and more frequent
particle rearrangements. We argue that larger and more
frequent particle rearrangements help reduce stress ac-
cumulation during deformation and hence prevent catas-
trophic brittle failure [27, 37, 38]. This suggests that
4Figure 5: Measurement D0 of the degree to which a system
deviates from the original unsheared configuration after un-
dergoing a single athermal quasistatic pure shear cycle with
strain amplitude γmax for several cooling rates: Rc = 10
−2
(crosses), 10−3 (squares), 10−4 (triangles), and 10−5 (circles).
The curves were averaged over 96 samples with N = 2000.
The upper left inset shows that the two measures of irre-
versibility, D0 and I, are positively correlated. The lower
right inset shows a schematic of the trajectory of a single par-
ticle during forward shear from total strain 0 to γmax and
backward shear from total strain γmax to 0. The bars connect
the particle positions at corresponding strains during the tra-
jectory, ~R(γ′, 0) and ~R(γmax, γmax−γ′). D0 and I are related
to the length of the lower bar and the average length over all
bars, respectively.
more rapidly quenched glasses are more ductile than
slowly quenched glasses [14]. To investigate this hypoth-
esis, we measured the ratio of the shear to bulk modulus
G/B (Fig. 4) as a function of cooling rate. (The mod-
uli G and B were obtained from the slope of σ(γ) for
vanishingly small pure and compressive strains, respec-
tively.) G/B is a material property that has been shown
to correlate strongly with the ductility/brittleness of a
material [14, 37, 39, 40]. We find that both G and B de-
crease with increasing cooling rate, but G decreases faster
(inset to Fig. 4), and thus the ratio G/B, and brittleness,
decrease with increasing Rc.
Whether a material is reversible or not under applied
deformation is often inferred from the behavior of its
stress-strain curve or other macroscopic measurements.
For example, materials are typically deemed reversible
in the regime where the stress-strain curve is linear, and
irreversible in the regime where plastic flow occurs [41].
Reversibility has been studied experimentally using en-
thalpy [18] and strain recovery [19], elastostatic compres-
sion [16], nanoindentation [10], and quality factor mea-
surements [42]. In simulations, reversibility has been
studied using cyclic shear of model glasses [17, 43–46].
Though the large elastic region (e.g. the linear stress-
strain region in Fig. 1) is typically considered reversible,
recent measurements have been identified irreversible
events and anelasticity on the micro-scale in this ‘elas-
tic’ region [6, 7, 9, 16, 19–21].
An important, fundamental open challenge is to deter-
mine the onset [43, 44] of micro-scale irreversibility and
understand its connection to irreversibility and plasticity
on macroscopic scales. Above, we defined particle rear-
rangements as those that led to local irreversibility of
the potential energy after a forward strain increment dγ,
followed by a backward strain increment −dγ. We now
characterize the reversibility of particle motion following
finite-sized strains using two measures. First, we define
a measure of “state” irreversibility as
D0(γ) = |~R(0, 0)− ~R(γ, γ)|/N, (1)
where ~R(γf , γb) gives the particle coordinates after the
system has been sheared forward by strain γf and back-
ward by strain γb. D0 characterizes the ability of a
sheared system to return to the original, unsheared con-
figuration. (See the lower right inset to Fig. 5.) In Eq. 1,
~R(0, 0) gives the original, unsheared particle coordinates,
and ~R(γ, γ) gives the particle coordinates of the system
after it was sheared forward to strain γ and then sheared
backward from strain γ to zero strain. During forward
strain, the system undergoes Nr(γ) particle rearrange-
ments and during backward strain, the system under-
goes a different set of Nr(−γ) particle rearrangements.
D0(γ) ∼ 0 indicates a type of reversible behavior, where
most of the particles return to their original, unsheared
positions after a strain cycle of amplitude γ. In contrast,
D0 > 0 implies irreversible behavior that grows in mag-
nitude with increasing D0. We also define a measure of
“path” irreversibility,
I(γ) =
1
N
√
1
γ
∫ γ
0
|~R(γ′, 0)− ~R(γ, γ − γ′)|2dγ′, (2)
which determines the average distance between the sys-
tem configurations at corresponding strains during the
forward and backward portions of the shear cycle. (See
the lower right inset to Fig. 5.)
Even though shear cycles can occur with I > 0 and
D0 = 0, which implies that the system returns to the
original, unsheared configuration at γ = 0 along different
forward and backward shear paths [43], we find that the
ensemble-averaged I becomes nonzero only when D0 be-
gins increasing from zero. Further, I and D0 are strongly
correlated as the amplitude γmax of the shear cycle in-
creases. (See the upper left inset in Fig. 5.) In Fig. 5,
we plot D0(γmax) for several cooling rates. We find that
slowly cooled glasses are nearly reversible over a finite
range of strain (i.e. up to γmax ∼ γy = 0.05), while
D0 ∼ Aγmax (with slope A) for rapidly cooled glasses.
For intermediate cooling rates, D0 can be approximated
as D0 ∼ B(Rc)γmax for γmax < γy(Rc) and D0 ∼ Aγmax
for γmax > γy(Rc). The slope B(Rc) increases with cool-
ing rate, and the crossover strain γy(Rc) decreases with
cooling rate. The upper inset to Fig. 5 shows that I
and D0 possess the same cooling rate dependence. More
rapidly cooled glasses possess higher values of irreversibil-
5ity because they undergo more frequent and larger rear-
rangements during shear (as shown in Fig. 3). In ad-
dition, we have shown that the path irreversibility I is
strongly correlated with the energy loss per rearrange-
ment dUloss/dNr.
It is well known that non-affine particle motion and re-
arrangements control the mechanical properties of amor-
phous solids. In this study, we showed that the particle
rearrangement statistics are sensitive to the cooling rate
used to prepare zero-temperature glasses. Specifically,
we identified distinct particle rearrangement events in
binary Lennard-Jones glasses undergoing athermal, qua-
sistatic pure shear. We measured the frequency of re-
arrangements and the size of the energy drops during
rearrangements as a function of strain and the cooling
rate used to prepare the glasses. We found that more
rapidly cooled glasses undergo more frequent and larger
energy drops, compared to more slowly cooled glasses.
We also correlated the statistics of particle rearrange-
ments to the ratio of the shear and bulk moduli and
showed that more rapidly cooled glasses are more duc-
tile than slowly cooled glasses. Finally, we characterized
the degree of irreversibility of systems to cyclic shear and
showed that slowly cooled glasses possess a finite range
of strain where they appear nearly reversible (but are
not truly reversible with D0 = I = 0), whereas measures
of irreversibility increase linearly with strain for rapidly
cooled glasses. Thus, we showed that more ductile glasses
are also more irreversible, and connected particle-scale
rearrangement statistics to macroscopic mechanical re-
sponse.
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