The zero-inflated Poisson (ZIP) model consists of a Poisson model and a degenerate distribution at zero. Under this model, zero counts are generated from two sources, representing a heterogeneity in the population. In practice, it is often interested to evaluate this heterogeneity is consistent with the observed data or not. Most of the existing methodologies to examine this heterogeneity are often assuming that the Poisson mean is a function of nuisance parameters which are simply the coefficients associated with covariates. However, these nuisance parameters can be misspecified when performing these methodologies. As a result, the validity and the power of the test may be affected. Such impact of misspecification has not been discussed in the literature. This report primarily focuses on investigating the impact of misspecification on the performance of score test for homogeneity in ZIP models.
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In China, with an increasing number of people purchasing the health insurance products, especially the Inpatient Care Insurance, the insurance companies have begun to pay more attention to the number of claims. Poisson regression model is the most popular model to analyze these count data. However, claim data usually contain excess zeros and the standard Poisson regression model may fit inadequately. Instead, the zero-inflated Poisson (ZIP) regression can be used to handle excess zeros, see Lambert (1992) . The ZIP model
consists of a Poisson model and a degenerate distribution at zero. In this model, both the Poisson mean and the mixing weight can depend on covariates, where the mixing weight is a probability of an excess zero. This is a very attractive feature because the number of claims is often assumed to be affected by some potential factors, for example, age, gender, occupation and living habits.
Under the ZIP model, zero counts are generated from the Poisson component and the degenerated distribution at zero. Thus a heterogeneity is present in the population. In practice, it is often interested to evaluate this heterogeneity is consistent with the observed data or not. In the literature, there are several tests can be used to evaluate this heterogeneity. For example, a score test proposed by van den Broek (1995), can be used to examine heterogeneity in ZIP models by testing whether the mixing weight equals zero or not, where he assumed a constant mixing weight under the alternative. Jansakul and Hinde (2002) extended his test to allow that the mixing weight can depend on covariates via an identity link function under the alternative. However, the identity link function in Jansakul's methodology may need to be constrained when fit the model and it is rarely used. Todem and Hsu (2012) developed a score test for homogeneity in a more general way via a novel transformation where mixing weight also depends on covariates under the alternative. Most of the existing methodologies for evaluating heterogeneity in ZIP models are often assuming that the Poisson mean is a function of nuisance parameters which are the coefficients associated with covariates. However, these nuisance parameters can be misspecified when performing these methodologies. As a result, the validity and the power of the test may be affected. Many papers have mentioned this type of issue under several settings. For example, Godfrey (1988) pointed out that the misspecification may affect the Lagrange multiplier test in regression models. Bera and Yoon (1993) showed that the score test is not robust when nuisance parameter is locally misspecified (which assumes that the misspecification occurs from the local data generating process). Liang and Self (1996) also indicated that the nuisance parameter may be misspecified in likelihood functions, which could affect both the validity and the power of the likelihood ratio test. Aerts et al.(1999) mentioned the impact of likelihood misspecification on the robustness of lack-of-fit tests. These authors mentioned that the misspecification could affect both the validity and the power of the test.
For tests of homogeneity in ZIP models, the misspecification of nuisance parameters may also have an impact on the test and it is unclear in the literature.
In this report, we focus on how the misspecification of nuisance parameters-in our case is the misspecification of the Poisson mean-could affect the power of the homogeneity test The layout of this report is as follows. In chapter 2, we present a brief review of the ZIP regression model and a general score test. In chapter 3, we discuss three types of misspecification of nuisance parameters and present the parametric bootstrap methodology.
An intensive simulation study and an application of the Wuhan Inpatient Care Insurance data are present in chapter 4. Some discussions and conclusions are provided in the last chapter.
Chapter 2
Models and Test Statistics

Zero-Inflated Poisson distribution
Consider independent descrete random variables Y i with a zero-inflated Poisson distribution, the probability mass function is given by
where ω i is the mixing weight and 0 ω i 1. We denote this by
The ZIP model can be regarded as a simple two-component mixture model with a
Poisson(λ i ) component and a degenerate component putting all its mass at zero with a probability ω i . It is obvious that the ZIP model reduces to the standard Poisson model when ω i = 0. For positive values of ω i we have zero-inflation, however, it is possible for ω i < 0 under the marginal ZIP model and to still obtain a valid probability distribution which leads to the zero-deflated Poisson model. An extended mixture model in which ω i
is not constrained to be a non-negative is commonly referred to as a zero-modified model.
Details of these are given in Dietz and Böhning (2000) .
For observations y 1 , ..., y n , the log-likelihood function of the ZIP model is given by
where y = (y 1 , y 2 , ...
T and I (·) is the indicator function for the specified event, i.e. equals to 1 if the event is true and 0 otherwise;
To apply the zero-inflated Poisson model in practical modeling situations, Lambert (1992) suggested to use the following joint models for λ and ω log(λ) = Xβ and 
Test statistics for homogeneity
The homogeneity test conducted in our report is just testing the mixing weight ω 
A score test for homogeneity in ZIP models
We use the score test proposed by van den Broek (1995), which is a special case of Jansakul's general score test by assuming a constant model for ω-taking G in (2.4) to be a n×1 matrix of 1's. In this report, we use Jansakul's expressions to introduce the score test statistic. In our study, we assume that ω = γ 0 , then testing ω = 0 is equivalent to testing γ 0 = 0 in the complex model. 
whereβ 0 is the maximum likelihood estimate under the Poisson model and
As S ω is a quadratic form, from standard statistical theory it has an asymptotic χ 2 q distribution, where q= dim(γ), the dimension of γ. In the case of a constant model for ω, this test reduces to that given by van den Broek (1995), more details see Appendix B. In our study, as we assume that ω = γ 0 , q=1.
Chapter 3
Misspecification of Nuisance Parameters
Misspecification
As many authors pointed out, both the validity and the power of the test may be affected when the nuisance parameter is misspecified. In this report, we studied the impact of misspecifications of nuisance parameter, which can be described as below.
Consider a general statistical model represented by the log-likelihood function L(γ * , β * ),
where γ * and β * are q × 1 and p × 1 vectors of parameters, respectively. Suppose
where β * is a vector of true parameters andβ is a k × 1 vector of parameters other than β * . Then under the alternative, three types of misspecification of β are given as follows, (1) β is a subset of the true parameters β * .
(2) β is contaminated. For example, β = (β the parameters that should not be included.
(3) β is totally misspecified.
In this report, we focus on these 3 types of misspecification and study the impact of misspecification of the Poisson mean on the power of score test for homogeneity in ZIP models.
Limiting distribution of S ω under misspecification
The score test statistic S ω is a quadratic form and from standard statistical theory it has an asymptotic χ q 2 distribution under the null hypothesis, see Jansakul and Hinde (2002) . In order to investigate its null limiting distribution under misspecifications, we first conducted a simulation study using the score test proposed by van den Broek (1995).
The explanatory variables are: x 1 , a continuous variable with truncated normal N(0,1) distributed values on (-1,1); x 2 , a two level factor with two-fifths of the observations in the first group; x 3 , a continuous variable with truncated normal N(1,1.5) distributed values on (0,2). We generated x 1 and x 3 from a multivariate normal distribution to make them orthogonal by setting the covariance between x 1 and x 3 equals zero. The true Poisson mean model is λ * = exp(0.8 − 0.1x 1 + 0.3x 3 ) and the working models are specified in Table 3 .1.
As shown in Table 3 .1, when the Poisson mean is misspecified, the score test doesn't maintain the size as sample size increasing, i.e. n=800 and 1000, which indicates that the limiting distribution of the test statistics under the null no longer follows a χ 2 distribution. mean model ω * n=50 n=200 n=800 n=1000 
Parametric bootstrap
In practice, it is difficult to derive the true null limiting distribution of the score test statistic under the misspecification. However, a parametric bootstrap resampling method, which was first proposed by Efron (1979) , can be used to find the true null limiting distribution. The bootstrap resampling method is often used to estimate distributions which are difficult to obtain analytically. It consists of 3 steps: (i) an estimation step, estimate the parameters of null model from the observed data; (ii) a Monte Carlo step, generate M pseudo-data sets from the fitted model and calculate the associate test statistics; finally, (iii) constructing distribution, construct the bootstrap distribution for a sufficient large value of M. Here we
give the details of how we use this methodology to generate the large sample distribution of the score test statistic S ω .
(1) Estimation step: compute the estimatorβ of β * under the null model for the given
, where y i are count outcome and x i are covariates. 
is the estimate ofβ under the null hypothesis using each generated data (y
(3) Repeat step 2 for m=1,2...,M.
As M going large, an approximate p-value of score test can be calculated as
which is the proportion that the number of S (m)
ωn greater than S obs . We reject H 0 when P B is smaller than the nominal value. In our simulation studies, we set M equal to 1000 and nominal value=0.05.
Chapter 4
Numeric Study
Simulation study
In the previous section 3.3, we mentioned that a bootstrap resampling method can be used to find the true null limiting distribution of the score test statistic when nuisance parameter is misspecified. In this section, by using this methodology, we investigated the effect of misspecified nuisance parameter on the power of the score test, specially the impact of misspecification of the Poisson mean. An intensive simulation study was carried out using R. In our simulations, we generated various samples of size n=25, 50, 100 and 200. For each data generating mechanisms and working models, we simulated 1000 sets of data from the true models. For each data set, we first calculated the observed S obs values for some assumed working models by using the estimates from fitting the null model and then constructed its bootstrap distribution. The true models and various working models that we studied in this report are given in 
In order to check the size of S ω , 1000 sets of data were generated from the null model
..n, where λ depends on the same covariates in the working models. For each data set, we first calculated the observed S obs values by using the estimates from fitting the null model and constructed its bootstrap distribution. Then we calculated its p-value using equation (3.1). Finally, we calculated the proportion of times the p-value smaller than the critical value α, it can be written as
In our simulation, we set α=0.05.
Similarly, to investigate the impact of misspecification of the Poisson mean on the power of the test, we simulated 1000 sets of data from the true model Y ∼ ZIP (λ, ω). For each data set, we calculated the each observed S obs value and its bootstrap distribution by using estimates from fitting the working models. Then we calculated p-value for each data set by using equation (3.1) and computed the power of the test using equation (4.1).
For example, to investigate the power of the test under the true model ZIP(λ, ω), where λ * = exp(0.8 − 0.1x 1 + 0.3x 3 ) and ω * = 0.15 − 0.1x 1 , we first generated 1000 sets of data from this true model. Then for each data set, we calculated the each observed S obs value and its bootstrap distribution by using estimates from fitting the assumed working models which are described in Table 4 .1. Finally, we calculated the p-value by using equation (3.1) and computed the power of the test using equation (4.1).
Score test statistic under misspecification of Poisson mean
The results are presented in Tables 4.2 (2) In Table 4.3 and Table 4 .4, we have three types of misspecification of the Poisson mean: 1) excluding the covariates that should be included, which refers to the first type that we mention in chapter 3; 2) including the covariates that should not be included, which refers to the second type; 3) totally misspecified, which refers to the third type. Both of the tables showed that the sizes of the tests are stable and around the nominal level α = 0.05.
For the first type of misspecification, the test with a constant Poisson mean has a better power, even though the Poisson mean truly depend on covariates. For example, in Table 4.3 the true λ * = exp(0.8 − 0.1x 3 ), ω * = 0.15 − 0.1x 1 and n=50, the test gains the power from 0.384 to 0.438 when the Poisson mean leaves out the covariate x 3 , which should be included. 
However, when the second type of misspecification occurs, the power of the test decreases with the number of covariates in the Poisson mean increasing. For example, in Table 4 .3, when ω * = 0.15−0.1x 1 and n=50, the power decreases from 0.384 to 0.229 when the Poisson mean incorporates additional covariates that should not be included, such as x 1 , x 2 and x 4 .
Under the third type of misspecification, the performance of the test only depends on the number of covariates in the Poisson mean model, even when the mean is misspecified. For 
example, in Table 4 .4, the true Poisson mean is λ * = exp(0.8 − 0.1x 1 + 0.3x 3 ) and when λ * is totally misspecified as λ = exp(β 0 + β 2 x 2 + β 4 x 4 ), with ω * = 0.15 − 0.1x 1 and n=50, the power of the test is equal to 0.835, which is slightly higher than the power that is obtained under the well-specified model, which equals 0.801. We can also see this interesting result in Table 4 .3 where the true λ * = exp(0.8 − 0.1x 3 ). When λ * is totally misspecified as λ = exp(β 0 + β 1 x 1 ), with ω * = 0.15 − 0.1x 1 and n=50, the power of the test is equal to 0.355 which is also slightly higher than the power that is obtained under the well-specified model, which equals 0.384. This result gives us a strong evidence that the power of the test is only affected by the number of the covariates in the Poisson mean, regardless of the misspecification.
In sum, when the Poisson mean is misspecified, the power of the test decreases as the number of covariates in the Poisson mean increases. When sample size is large, the power of the test decreases slightly as the number of the covariates in the Poisson mean increases.
However, no matter the Poisson mean is specified or not, the test with a constant Poisson mean is more powerful than other tests assumed the Poisson mean depends on covariates.
This interesting finding gives us a suggestion that we can conduct the test by assuming a constant Poisson mean when evaluating homogeneity in ZIP models, in other words, we assume the Poisson mean model doesn't depend on any covariates. Besides, it is surprising that the power of the test is only affected by the number of the covariates in the Poisson mean.
Applications to Wuhan Inpatient Care Insurance data
We now illustrate the use of these findings with Wuhan Inpatient Care Insurance example.
Wuhan Inpatient Care Insurance data
The data in this study is obtained from Dongxihu District, Wuhan, the China Life Insurance
Company. These data were collected by insurance salesmen and claims staff of this company Gender (=0 for male, and 1 for female), Age (ranges from 2 to 70 years old), Education (categorized as 0=none, junior high school and below, 1=senior high school including secondary and vocational school, 2=junior college, and 3=undergraduate, graduate and above),
Occupation (dichotomized as 0=non-labor type, consisting of manager, doctor and nurse, teacher, civil, financial professionals, IT professionals, technician, business staff, administrative staff, self employed households, and others; and 1=labor type, including driver and conductor, construction site foreman, and worker), Marital status (dichotomized as 0=single, consisting of separated, divorced, widowed and never married person; and 1=currently mar- 
Testing result
First, we conducted a set of score tests to test whether the homogeneous Poisson regression is adequate or not for these data, see Table 4 .5. Table 4 .6, it is clear that many covariates are not significant. So we go on to fit several ZIP models using different combinations of the 11 covariates to find out which factors have the most impact on the number of claims, see Table 4 .7. Here we consider the well-known AIC (Akaike information criterion) as a model selection criterion. In general, AIC is
Modeling results
where k is the number of parameters in the model and L is the maximized value of the likelihood function for the estimated model.
From Table 4 .7, it is easy to see that AIC suggests the models 5 and 6 to be the most appropriate model with the smallest AIC value=1325.4. We choose model 6 as the final model because it is less complicated than the model 5. The estimated coefficients for model 6 are given in Table 4 There are some open questions that are subject to future research. For example, the find-ings in this report are all obtained by simulation studies. The rigorous analytical evidences are still needed to support these findings. Another example is that we only investigate the impact of misspecification on the performance of score test for the homogeneity in ZIP models, ones can examine the same issue in other zero-inflated models, for example, the zero-inflated binomial (ZIB) model and the zero-inflated negative binomial (ZINB) model.
which, in the case of single constant ω parameter, simplifies to
Standard asymptotic theory would suggest that under H 0 both LRT ω and W ω are χ 2 1 distributed. However, for the ZIP model, the null hypothesis corresponds to ω being on the boundary of the parameter space and the appropriate reference distribution is a mixture of χ 2 distributions, see Liang and Self (1987) and Feng and McCulloch (1992) . For the simple constant ω model, the appropriate reference distribution is an equal mixture of a χ 2 0
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