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Abstract—In this paper, we study information-theoretic
limits for simultaneous wireless information and power
transfer (SWIPT) systems employing practical nonlinear
radio frequency (RF) energy harvesting (EH) receivers
(Rxs). In particular, we consider a SWIPT system with
one transmitter that broadcasts a common signal to an
information decoding (ID) Rx and multiple EH Rxs. Owing
to the nonlinearity of the EH Rxs’ circuitry, the efficiency
of wireless power transfer depends on the waveform of the
transmitted signal. We aim to answer the following funda-
mental question: What is the optimal input distribution of
the transmit signal waveform that maximizes the information
transfer rate at the ID Rx conditioned on individual minimum
required direct-current (DC) powers to be harvested at the
EH Rxs? Specifically, we study the conditional capacity
problem of a SWIPT system impaired by additive white
Gaussian noise subject to average-power (AP) and peak-
power (PP) constraints at the transmitter and nonlinear
EH constraints at the EH Rxs. To this end, we develop a
novel nonlinear EH model that captures the saturation of
the harvested DC power by taking into account not only
the forward current of the rectifying diode but also the
reverse breakdown current. Then, we derive a novel semi-
closed-form expression for the harvested DC power, which
simplifies to closed form for low input RF powers. The
derived analytical expressions are shown to closely match
circuit simulation results. We solve the conditional capacity
problem for real- and complex-valued signalling and prove
that the optimal input distribution that maximizes the
rate-energy (R-E) region is unique and discrete with a
finite number of mass points. Furthermore, we show that,
for the considered nonlinear EH model and a given AP
constraint, the boundary of the R-E region saturates for
high PP constraints due to the saturation of the harvested
DC power for high input RF powers. In addition, we
devise a suboptimal input distribution whose R-E tradeoff
performance is close to optimal. All theoretical findings are
verified by numerical evaluations.
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I. INTRODUCTION
In addition to their capability to convey information,
radio frequency (RF) signals can transfer energy for
wirelessly charging low-power devices. This property
of RF signals has attracted significant attention to the
study of simultaneous wireless information and power
transfer (SWIPT) systems [2]–[10]. In [2], the author
defined a rate-energy (R-E) function that characterizes
the tradeoff between wireless information transfer (WIT)
and wireless power transfer (WPT). Such a tradeoff exits
as long as the optimal transmit waveform that maximizes
the rate of information transfer is different from the
one that maximizes the amount of harvested energy. For
example, in [3], the R-E tradeoff for frequency selective
channels with additive white Gaussian noise (AWGN)
is characterized, where water-filling power allocation is
shown to be optimal for WIT, but allocating all the
power to a single sinusoid is optimal for WPT. In [4],
it is shown that for a multi-antenna broadcast channel,
spatial multiplexing is optimal for WIT, whereas energy
beamforming is optimal for WPT. The aforementioned
works lay the foundation for SWIPT research, but they
are based on an overly simplistic linear energy harvesting
(EH) model for WPT. This model assumes that the
harvested direct-current (DC) power depends only on
the average power of the input RF signal and that this
dependence is linear for all possible input RF powers.
In practice, however, the RF EH circuits of WPT sys-
tems have a nonlinear input-output characteristic [11]–
[19]. In particular, EH circuits include a rectenna, i.e.,
an antenna followed by a rectifier. The rectifier typically
contains diodes followed by a capacitor-based low-pass
filter (LPF) to convert the received RF signal into a DC
signal. For high incident RF powers, rectifying diodes
exhibit the reverse breakdown phenomenon, where a sig-
nificant amount of reverse current flows through the diode
causing the output DC power to saturate and leading to
a reduced RF-to-DC conversion efficiency [14], [15]. In
[13], the nonlinear RF-to-DC input-output characteristic
of a rectenna is modelled by a three-parameter sigmoidal
function, where curve fitting is performed to determine
the parameters for a given rectenna circuit and a given
excitation signal.
In this paper, we adopt the same rectifier circuit as was
considered in [17]–[19], namely a series single-diode rec-
tifier. In [17], a monotonically increasing function of the
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2output DC power is derived in terms of an integral func-
tion of the input RF signal. In [18], a fourth-order Taylor
series approximation of the expression in [17] is analyzed
for a multisine excitation signal. Furthermore, the authors
of [19] obtained a semi-closed-form expression for the
output DC voltage assuming a sinusoidal input RF signal.
However, the analysis in the aforementioned works [17]–
[19] took into account only the forward-bias current-
voltage (I-V) characteristic of the rectifying diode, as
described by Shockley’s diode equation [20]. This model
ignores the reverse-breakdown behaviour of the diode and
therefore does not capture the saturation of the output DC
power for high input RF powers. In contrast, in this paper,
we take into account both the forward and the reverse
breakdown I-V characteristic of the rectifying diode and
obtain a novel semi-closed-form expression for the output
DC power assuming a sinusoidal input excitation signal.
Moreover, in the low-input power regime, we obtain the
output DC power in closed form. A comparison with
circuit simulations confirms the accuracy of the derived
analytical expressions.
Owing to the rectifier’s nonlinearity, the RF-to-DC
conversion efficiency depends not only on the strength
of the input RF signal, but also on its waveform [15]–
[18]. For example, experiments have shown that signals
with high peak-to-average power ratio (PAPR), such as
multisine signals, yield higher harvested DC powers for a
given average incident RF power compared to constant-
envelope signals [16]. This is because, for low average
power levels, high PAPR signals are more likely to
exceed the turn-on voltage of the diode [15]. Moreover,
the peaks of a high PAPR signal can charge the capacitor
to a high voltage level, and if the output LPF has a large
time constant, the capacitor can maintain the charged
voltage until the next signal peak, see e.g. [16, Figure
9]. Thus, the nonlinearity of EH circuits motivates the
optimization of the transmit signal for maximization of
the amount of harvested energy.
While the goal of waveform design for a pure WPT
system is to maximize the harvested energy only, for a
SWIPT system, the waveform design goal is to maximize
both the information transfer rate and the harvested
energy, i.e., to optimize the R-E tradeoff. In [8], the R-E
tradeoff of different receiver (Rx) architectures is studied
for SWIPT systems with a nonlinear EH model. In [9],
the authors consider the superposition of deterministic
and modulated multisine waveforms and optimize the
amplitudes and phases of all frequency tones to maximize
the R-E region, i.e., the region of all achievable R-E
pairs. As an alternative to using multisine signals, the
desired high PAPR characteristic of WPT signals can also
be achieved by modulating the amplitude of a single-
sine signal. Thereby, the amplitude modulation can be
simultaneously used to transmit information. From the
WPT perspective, the optimal distribution of the transmit
amplitude is expected to have a high PAPR. On the other
hand, from a WIT perspective, the optimal distribution
of the transmit amplitude is known to be Gaussian for an
average power limited AWGN channel [21]. Hence, the
aim of this paper is to answer the following fundamental
question. “For a single-carrier SWIPT system with a non-
linear EH circuit, what is the optimal input distribution of
the transmit waveform that maximizes the R-E region?”
First steps towards answering this question are made in
[10], where input distributions that are fully characterized
by their first- and second-order statistics are considered.
It is shown that, in this case, the optimal input distribution
is the zero-mean complex Gaussian distribution with
asymmetric power allocation to the real and imaginary
parts. However, in general, higher-order statistics may be
required to characterize the optimal input distribution that
maximizes the R-E region, in which case the waveforms
reported in [10] are no longer optimal.
In this paper, we aim to answer the question above
without limiting ourselves to input distributions that are
fully characterized by their first- and second-order statis-
tics. In particular, we consider a SWIPT system, where a
single-carrier signal is transmitted over AWGN channels
to an information decoding (ID) Rx and simultaneously
to multiple EH Rxs. Our objective is to find the optimal
distribution of the transmit signal that maximizes the
information rate at the ID Rx under individual minimum
harvested power constraints at the nonlinear EH Rxs.
To specify the EH constraints, we employ the harvested
DC power function derived for our newly developed
nonlinear EH saturation model. In addition, we impose
average-power (AP) and peak-power (PP) constraints at
the power transmitter1. We note that, for a linear EH
model, the considered problem is trivial since, in this
case, the harvested DC power depends only on the aver-
age input RF power, which renders the input distribution
of the transmit symbols irrelevant for WPT. In particular,
in addition to the commonly adopted maximum AP
constraint, the linear EH constraint imposes a minimum
AP constraint, for which the problem is either infeasible
or the EH constraint is inactive. In the latter case, the
solutions for maximum WIT in [21]–[23] are optimal. On
the other hand, with a nonlinear EH model, this problem
is non-trivial and has been first studied in our preliminary
work in [1], for one EH Rx2. Subsequently, a similar
problem has been independently studied in [24] using
the nonlinear EH model from [18], which does not model
the saturation of the output DC power but adopts a 4th-
order truncated Taylor series approximation of the diode’s
forward current equation.
The main contributions of this paper can be summa-
rized as follows:
• We study the conditional capacity of a SWIPT
system with one ID Rx and multiple nonlinear EH
Rxs. In particular, we maximize the information rate
at the ID Rx under AP and PP constraints at the
transmitter and nonlinear EH constraints at the EH
Rxs. Accordingly, we obtain the R-E region, which
1This problem is of practical interest in e.g. sensor networks where
one sensor needs to update its software at the highest possible rate while
the other sensors in its vicinity want to wirelessly charge their batteries.
2The work in [1] was first published in Nov. 2017, see
https://arxiv.org/abs/1711.01082.
3specifies all combinations of achievable rates at the
ID Rx and jointly feasible harvested powers at the
EH Rxs. The boundary of this R-E region is referred
to as the R-E tradeoff curve.
• We obtain necessary and sufficient conditions for the
optimal input distribution and prove that it is unique
and discrete with a finite number of mass points.
The discreteness and finiteness of optimal input
distributions for other channels have been reported
in [22], [23], [25]–[27].
• Different from our preliminary work in [1], in this
paper, we additionally consider the following:
– In order to accurately model the harvested DC
power, we take into account not only the forward
but also the reverse breakdown I-V characteristic
of the rectifying diode. Consequently, the pro-
posed nonlinear EH model captures the satura-
tion behaviour of the output DC power at high
input RF powers. Moreover, our model includes
the voltage multiplication effect of the match-
ing network that maximizes the power transfer
from the antenna to the rectifier. Accordingly,
we obtain a semi-closed-form expression of the
output DC power. In addition, in the low input RF
power regime, the forward I-V characteristic of
the diode is dominant and the harvested DC power
is obtained in closed form. The derived analytical
expressions are verified with circuit simulations
and exploited to formulate the EH constraints for
the R-E region maximization problem.
– We consider multiple EH Rxs with individual
minimum EH constraints and prove that, if none
of the EH Rxs operates in saturation, at most one
of these EH constraints is active. In particular,
the active EH constraint is the one which, when
all other EH constraints are removed, results in
the smallest achievable rate at the ID Rx. Hence,
the R-E tradeoff curve for this problem is com-
pletely characterized by the individual R-E curves
obtained for each individual EH Rx separately.
– We extend the problem to complex-valued trans-
mission and show that the optimal input distribu-
tion is characterized by a discrete and finite ampli-
tude set with an independent uniformly distributed
phase. This result is in line with the results for the
same problem without EH constraints in [23].
– We solve the problem of maximum WPT for one
EH Rx under AP and PP constraints. We obtain
the optimal input distribution and the maximum
harvested DC power at the EH Rx in closed form.
We show that on-off transmission is optimal for
maximum WPT. Based on this insight, for the
SWIPT system, we propose a suboptimal distribu-
tion which superimposes the optimal distributions
for maximum WPT and maximum WIT. We show
that the R-E tradeoff obtained with the suboptimal
distribution closely approaches that of the optimal
one.
– We show that, owing to the saturation behaviour
of the harvested DC power, the optimal solution
for maximum WPT and the boundary of the R-E
region saturate for high PP constraints.
The remainder of the paper is organized as follows. In
Section II, we present the system model and the nonlinear
EH circuit model. In Section III, we formulate the R-
E problem and reveal several properties of the optimal
input distribution. In Section IV, we study the extreme
problems of maximum WIT and maximum WPT and
propose a suboptimal input distribution for the SWIPT
problem. In Section V, we provide numerical results for
the considered problems. Finally, Section VI concludes
the paper.
Notations: We use boldface letters to denote random
variables and the corresponding lightface letters to denote
their realizations. j is the imaginary unit and <{·}
denotes the real part of a complex number. EF [V (x)]=∫
V (x)dF (x) is the statistical average of V (x) given
that random variable x has distribution function F (x).
Moreover, ∼ stands for “is distributed as” and ∆= means
“is defined as”. N (0, σ2) and CN (0, σ2) represent real-
and complex-valued Gaussian distributions with zero
mean and variance σ2.
II. SYSTEM MODEL AND PRELIMINARIES
A. System Model
We consider a single-antenna SWIPT system, where
a transmitter broadcasts a common single-carrier signal
to an ID Rx and L randomly deployed EH Rxs, as
shown in Fig. 1. In particular, we consider a time-slotted
system with time slot duration3 T . The transmitter
emits a real-valued4 baseband information-bearing pulse-
amplitude modulated signal x(t)=
∑∞
k=−∞ x[k]g(t−kT ),
where g(t) is the transmit pulse waveform and x[k] is
the information-bearing symbol in time slot k, which
is a realization of an independent and identically dis-
tributed (i.i.d.) real-valued random variable x∈R having
cumulative distribution function F . The channel gains
for the ID and EH Rxs are denoted by hI ∈ R and
hEl ∈R, respectively, and are assumed to be fixed over
all time slots, where l ∈ L ∆= {1, . . . , L}. To obtain an
upper bound on the performance of the SWIPT system,
all channel gains are assumed to be perfectly known
at the transmitter5 and the information channel gain is
known at the ID Rx. The baseband model of the received
signal at the ID Rx is given by yI(t) = x(t)hI +n(t),
where n(t) is real-valued AWGN with average power
σ2n. At the EH Rxs, the additive noise is ignored since
its contribution to the harvested power is negligible.
3In this paper, we assume a unit-length time slot, i.e., T = 1.
Hence, we use the terms power and energy interchangeably.
4As is customary for capacity analysis, see e.g. [22], [26], [27],
as a first step, we assume real-valued channel inputs and outputs. The
generalization to a complex-valued signal model is provided in Section
IV-D.
5In practice, assuming a time-division duplex (TDD) system, for
channel acquisition, the ID and EH nodes may transmit pilot signals to
the transmitting node, which then estimates the uplink channel gains
and exploits the uplink-downlink channel reciprocity to obtain estimates
for the downlink channel gains.
4Fig. 1: SWIPT system with one ID Rx and L separate EH Rxs.
Hence, at the lth EH Rx, the received signals in the
baseband and the RF domains are yEl(t)=x(t)hEl and
yRFEl (t)=
√
2<{yEl(t)ej2pifct}, respectively, where fc is
the carrier frequency and wc
∆
= 2pifc is the corresponding
angular frequency. Assuming a rectangular pulse g(t)
with unit amplitude and duration T , in time slot k, i.e.,
kT−T/2<t≤kT+T/2, the baseband transmit signal is con-
stant and given by x(t) =
∑∞
k=−∞ x[k]g(t−kT ) =x[k].
Assuming all EH Rxs employ identical EH circuits, we
focus on modelling one EH Rx and drop index l, for
convenience. Thus, the received RF signal at the EH Rx
is
yRFE (t)=
√
2x[k]hE cos(2pifct), kT−T/2<t≤kT+T/2.
(1)
B. Rectenna Nonlinear Circuit Model
In this section, we derive a novel expression for the
harvested DC power at the EH Rx averaged over the
symbol duration T in which symbol x is transmitted. As
shown in Fig. 2, the EH Rx includes a rectenna, which
consists of an antenna and a rectifier. The antenna is
commonly modelled by a Thevenin equivalent voltage
source vs(t) in series with an impedance Rant [15], [17]–
[19]. The rectifier converts the received RF signal to
a DC signal across a load resistance RL. In order to
ensure maximum power transfer, a matching network is
needed to match the rectifier’s input impedance Za to the
antenna impedance Rant, cf. Fig. 2. Since the received
RF signal yRFE (t) given in (1) is sinusoidal, it follows
that signals vs(t), vb(t), and va(t) in Fig. 2 are also
sinusoidal. In the following, we use the notation vˆ to
denote the peak amplitude of sinusoidal signal v(t), i.e.,
v(t)= vˆ cos(2pifct+φv), where v∈{yRFE , vs, vb, va} and
φv∈ [−pi, pi]. We adopt the rectifier circuit used in [17]–
[19], which consists of a single series diode followed by a
capacitor-based LPF with capacitance CL. Unlike in [17]
and [18], our model includes the diode’s series resistance
Rs and junction capacitance Cj, see Fig. 2, [19, Fig. 1],
[15, Fig. 5.2]. The main differences between the rectifier
model developed in this paper and the models in [17]–
[19] are:
1) Saturation Circuit Model: First, we derive the
harvested DC power at the rectifier’s output in terms
of the peak voltage vˆa at the rectifier’s input. To this
end, we consider not only the forward-bias mode of
the rectifying diode but also the reverse-bias breakdown
mode. A typical I-V characteristic of a rectifying diode is
shown in [15, Fig. 6.5]. In particular, when the amplitude
of the voltage signal across the diode junction vdj(t)
reaches the diode breakdown voltage Bv, a significant
amount of reverse current will pass through the diode
for negative values of the input signal. This leads to
a reduction of the average current in the diode, the
saturation of the output DC power, and a degradation of
the RF-to-DC power conversion efficiency as the input
signal power increases [15]. In order to account for this
nonlinear behaviour of the diode current, the total current
in the diode junction idj(t) is modelled as the sum of the
diode forward current iF(t) and the reverse current iR(t),
i.e., [15, Eqs. (6.1)-(6.3)]6
idj(t)= iF(t) + iR(t)
=Is
(
e
vdj
(t)
ηVT − 1)− IBve− BvηVT (e− vdj (t)ηVT − 1),
(2)
where Is is the diode’s reverse bias saturation current, η
is the diode ideality factor, which typically lies between
1 and 2, VT = KTK/q is the thermal voltage, where
K is Boltzmann’s constant, q is the electron charge, and
TK is the junction temperature in Kelvin. The reverse
breakdown current is characterized by IBv and Bv,
which represent the breakdown saturation current and the
reverse breakdown voltage, respectively [15]. Applying
Kirchoff’s current law to the rectifier in Fig. 2, we obtain
id(t)= idj(t) + iCj(t) = iCL(t) + iout(t)
=Is
(
e
vdj
(t)
ηVT −1)−IBve− BvηVT (e−vdj (t)ηVT −1)+Cj dvdj(t)dt
=CL
dvout(t)
dt
+
vout(t)
RL
. (3)
Due to the nonlinearity of the diode detector circuit,
the voltage signals vout(t) and vdj(t) in (3) contain
in general DC and harmonic components [15], [28].
Hence, in the most general sense, we can write vz(t) =∑∞
n=0 vˆ
(n)
z cos(2pinfct+φ
(n)
z ), where z ∈ {dj, out} and
the superscript (n) denotes the nth harmonic component.
Thus, 1T
∫
T
vz(t)dt = vˆ
(0)
z and 1T
∫
T
dvz(t)
dt dt = 0.
Therefore, integrating both sides of (3) over one symbol
duration T results in
1
T
∫
T
[
Is
(
e
vdj
(t)
ηVT −1)−IBve− BvηVT(e−vdj (t)ηVT −1)]dt= VoutRL , (4)
where we define Vout
∆
= vˆ
(0)
out. Assuming the rectifier’s
time constant RLCL is much larger than the period 1/fc
of the sinusoidal RF signal, the ripples in the output volt-
age will be negligible [15]. In this case, at steady state,
the output voltage can be assumed constant (DC), i.e.,
vout(t) = Vout and id(t) = CL
dvout(t)
dt +
vout(t)
RL
= VoutRL .
Hence, the junction voltage in (4) can be written as
vdj(t) = va(t)−id(t)Rs−vout(t) = va(t)−Vout
(
1 + RsRL
)
6In [15, Eq. (6.2)], the last term IBve
− Bv
ηVT in (2) is set to zero,
which is valid for typical rectifying diodes, see e.g. [15, Table 5.4].
5Fig. 2: Nonlinear rectenna circuit model.
and (4) reduces to
Is
[
e
−Vout(β)
ηVT
(
1+ RsRL
)
I0 (β)− 1
]
−IBve−
Bv
ηVT
[
e
Vout(β)
ηVT
(
1+ RsRL
)
I0(β)−1
]
=
Vout(β)
RL
,(5)
where β ∆= vˆaηVT and the notation Vout(β) is used to
explicitly indicate the dependence of Vout on β. To arrive
at (5), we assumed fc =m/T , with integer m, in order to
use I0(β) = 1T
∫
T
eβ cos(2pi
m
T t+φva )dt, where I0(·) is the
modified Bessel function of the first kind and order zero.
Given the amplitude of the voltage signal at the rectifier’s
input, vˆa, and therefore β, (5) is a semi-closed-form
expression for the DC voltage Vout(β), which can be
solved using e.g. Newton’s method. Then, the harvested
DC power is
Pout(β)
∣∣∣
exact
=
V 2out(β)
RL
, Vout(β) is the solution of (5).
(6)
Remark 1. We note that, for low input RF powers, the
amplitude of the diode junction voltage vdj(t) is small
and does not reach the breakdown voltage of the diode.
Hence, the reverse current in (2) becomes negligible,
i.e., iR(t) ≈ 0. In this case, the diode current in (2)
reduces to the well-known Shockley diode equation given
by idj(t) = iF(t) = Is
(
e
vdj
(t)
ηVT − 1) [20]. Consequently,
the second bracketed term on the left hand side (LHS) of
(5) tends to zero. Thus, in the low input power regime,
(5) reduces to
I0 (β) =
(
1 +
Vout
IsRL
)
e
Vout
ηVT
(
1+ RsRL
)
, (7)
which was given in [19, Eq. (15)]. Multiplying both sides
of (7) by Is(RL+Rs)ηVT e
Is(RL+Rs)
ηVT , we get
Is(RL +Rs)
ηVT
e
Is(RL+Rs)
ηVT I0(β)
=
Is(RL+Rs)
ηVT
(
1+
Vout
IsRL
)
e
Is(RL+Rs)
ηVT
(
1+
Vout
IsRL
)
.
(8)
The right hand side (RHS) of (8) has the form wew,
where w = Is(RL+Rs)ηVT
(
1+ VoutIsRL
)
. Since function wew
is invertible for wew ∈ [0,∞) and the LHS of (8) is
∈ [0,∞), the unknown w has a unique solution given
by w=W0 (aeaI0 (β)), where a=
Is(RL+Rs)
ηVT
and W0(·)
is the principal branch of the LambertW function [29].
Hence, for low input RF powers, Vout can be obtained in
closed form as Vout(β) =
[
1
aW0 (ae
aI0 (β))− 1
]
IsRL
and the harvested DC power Pout(β) = V 2out(β)/RL
reduces to7
Pout(β)
∣∣∣
low power
=
[
1
a
W0 (ae
aI0 (β))−1
]2
I2sRL. (9)
2) Matching Network Model: In Section II-B1, we
obtained the output DC power in terms of the amplitude
of the signal at the rectifier’s input. In this section, we
obtain the output DC power in terms of the power of
the RF input signal received by the antenna. To this
end, it is essential to model the power transfer from
the antenna to the rectifier. This power transfer is max-
imized by a complex-conjugate matching network that
matches the rectifier input impedance8 Za to the antenna
impedance Rant [15, Section 5.3.3] 9. In particular, let
{Zb, vb(t)} and {Za, va(t)} be the input impedance and
the voltage signal before and after the matching network,
respectively, cf. Fig. 2. Then, average power conservation
during one symbol duration assuming a lossless matching
network implies
<
{
1
T
∫
T
|va(t)|2
Z∗a
dt
}
= <
{
1
T
∫
T
|vb(t)|2
Z∗b
dt
}
⇒ 1
2
vˆ2a<
{
1
Z∗a
}
=
1
2
vˆ2b<
{
1
Z∗b
}
.
(10)
For perfect matching, Zb = Rant and vˆa =
vˆb/
√<{Rant/Z∗a}. Since Za is typically larger than
Rant, it follows that the amplitude of the voltage signal at
7In [30, Eq. (22)], the output DC power is expressed in terms of the
LambertW function of an integral involving the received signal. Unlike
the analysis in this paper, [30, Eq. (22)] considers only the diode’s
forward current, uses an approximation of Shockley’s diode equation,
assumes perfect matching between the antenna and the rectifier, and
assumes a zero diode series resistance, i.e., Rs = 0.
8Note that the rectifier’s input impedance Za is not only frequency
dependent but also input power dependent. Hence, in general, the
matching network should be tuned to the RF input power.
9As seen from the antenna side, the matching network typically
includes a series capacitor that acts as a DC block followed by a shunt
inductor that acts as a DC feed providing a DC return path for the
rectified current [16, Fig. 2]. Otherwise, the rectified current would
pass through the RF signal generator (the antenna) and a part of the
rectified power would be consequently lost in the antenna [15], [19],
[28].
6the output of the matching network is higher than that at
its input, i.e., vˆa > vˆb [31]. Hence, the matching network
effectively acts as a voltage multiplier.
Next, we obtain relationships between the input RF
power and the signal peak amplitudes yˆRFE , vˆs, vˆb,
and vˆa. In particular, for perfect matching, the aver-
age received RF power captured by the antenna during
one time slot, denoted by Pin, is completely trans-
ferred to the rectifier, i.e., Pin = 1T
∫
T
|yRFE (t)|2dt =
1
T
∫
T
|vb(t)|2/Rantdt, or equivalently vˆb = yˆRFE
√
Rant.
Hence, vˆa = yˆRFE /
√<{1/Z∗a}. Assuming symbol x is
transmitted in the time slot under consideration, then
from (1), yˆRFE =
√
2xhE and the average input power
of the received RF signal, Pin, can be written as
Pin =
1
2
(
yˆRFE
)2
=(xhE)
2 =
1
2
vˆ2b
Rant
=
1
2
vˆ2a<
{
1
Z∗a
}
=
vˆ2s
8Rant
,
(11)
where we used vˆb = vˆs/2 for perfect matching. Using
(11) and defining B ∆= 1/(ηVT
√<{1/Z∗a}), then the
argument of the modified Bessel function, β = vˆaηVT ,
defined in (5) can be written as
β=
vˆa
ηVT
= ByˆRFE = B
vˆb√
Rant
= B
√
2Pin =
√
2BhEx.
(12)
Using (12), the harvested DC power in (6) and (9)
can be expressed in terms of the input power Pin, the
transmit symbol x, and the peak amplitudes vˆa, yˆRFE ,
vˆb. However, from (12), this requires the knowledge
of B = 1/(ηVT
√<{1/Z∗a}) and therefore the input
impedance of the rectifier Za. According to the diode
model in [28, Fig. 12], the diode junction can be modelled
as a variable resistor Rd whose value depends on the
input RF power. Hence, the rectifier input impedance Za
in Fig. 2 can be written as
Za(Rd) = Rs+[1/Rd + jωcCj]
−1
+[1/RL + jωcCL]
−1
.
(13)
It was shown in [28] that for small input RF powers,
Rd→Rj0 ∆=ηVT/Is, whereas for high input RF powers,
Rd→RL/2, see [28, caption of Fig. 12, Eq. (49), and Fig.
10(a)]. Note that, Cj depends on the output DC voltage
[28, Eq. (2)]. However, we use the approximation Cj ≈
Cj0 , where Cj0 is the diode’s junction capacitance at zero
output DC voltage provided in the diode’s datasheet [28].
As will be shown in Section V, these approximations
provide DC powers close to those obtained by circuit
simulations.
Remark 2. Note that if perfect matching between the
antenna and the rectifier is assumed without including
a matching network, as was done in [17] and [18],
the voltage multiplication in (10) is not included in the
model,, i.e., vˆa = vˆb is assumed, which leads to an
underestimation of the actual harvested DC power.
3) Approximate Saturation Model: In [15, Section
6.5.1], it is shown that for very high input RF powers, the
DC output voltage of the diode detector in Fig. 2 saturates
at Vout|max = Bv/2. Hence, the saturated harvested DC
power is given by Pout|max = Bv2/(4RL) [15, Eq. (6.5)].
Since the solution of the saturation model in (5) cannot
be obtained in closed form, we combine the low-power
approximate solution in (9) with Pout|max to obtain an
approximate solution for the saturation model, namely
Pout(β)
∣∣∣
approx.
=min
([
1
a
W0 (ae
aI0 (β))−1
]2
I2sRL,
B2v
4RL
)
.
(14)
Using (12), we write the harvested DC power in terms
of transmit symbol x for the lth EH Rx as
Pl(x)
∆
= Pout
(√
2BhElx
) ∣∣∣
approx.
= min
([
1
a
W0
(
aeaI0
(√
2BhElx
))
−1
]2
I2sRL,
B2v
4RL
)
,
(15)
where B = 1/(ηVT
√<{1/Za(Rj0)∗}), i.e., we use
the low-power approximation of the rectifier’s input
impedance10. Our numerical results in Section V confirm
that both the exact and the approximate output DC
power functions in (6) and (14), respectively, are in good
agreement with circuit simulations, cf. Fig. 4. Hence,
both expressions may be used for the EH constraints
of the SWIPT problem. For notational simplicity, in the
following, we will use (15) for the EH constraints of the
conditional capacity SWIPT problem. Next, we derive the
input RF power Pin,sat at which the output DC power
starts to saturate. From (14), saturation of the output
DC power occurs when
[
1
aW0 (ae
aI0 (β))− 1
]2
I2sRL =
Bv
2
4RL
. Using (11), (12), we obtain
Pin,sat =
(
βsat√
2B
)2
=
1
2
(ηVTβsat)
2<
{
1
Z∗a (Rj0)
}
,
(16)
where βsat is the solution of I0 (βsat) = e
aBv
2IsRL (1 +
Bv/(2IsRL)). In Table I, we summarize the main results
of the saturation model derived in this section.
C. Amplitude Constraints for the Transmitter and the EH
Rxs
At the transmitter, the PP is usually limited to avoid
the negative impact of power amplifier nonlinearities,
i.e., we set |x| ≤ AT. Moreover, it may be desired to
limit the peak amplitude of the received RF signal at EH
Rx l to some value ARl , i.e., yˆ
RF
El
= |√2xhEl | ≤ ARl .
Considering the PP constraints at the transmitter and all
L EH Rxs, the effective amplitude (or PP) constraint on
the transmit signal reduces to
|x| ≤ min
(
AT,min
l∈L
ARl/|
√
2hEl |
)
∆
= A. (17)
For example, setting the maximum received ampli-
tude to AR,satl
∆
=
√
2Pin,sat, ∀ l ∈ L, ensures that
10We note that the harvested DC power function in (15) depends on
the circuit parameters Rs, Cj, CL, and RL since Pl(x) is a function of
B = 1/(ηVT
√<{1/Za(Rj0 )∗}) and the rectifier’s input impedance
Za(Rj0 ) in (13) is a function of these circuit parameters.
7none of the EH Rxs operates in saturation11. In this
case, the maximum transmit amplitude A is given by
Asat
∆
= min
(
AT,minl∈LAT,satl
)
, where AT,satl
∆
=
AR,satl/|
√
2hEl | =
√
Pin,sat/|hEl |.
Using the closed-form expression for the harvested
DC power in (15) and the PP constraint in (17), we
formulate next the conditional capacity problem of the
SWIPT system in Fig. 1.
III. PROBLEM FORMULATION AND SOLUTION
In this section, we study the conditional capacity of the
considered AWGN channel under AP and PP constraints
on the transmit signal and EH constraints at the EH
Rxs. We first prove that the optimal input distribution
for the transmit symbols is unique and discrete with a
finite number of mass points. In addition, we provide
necessary and sufficient conditions for the optimal input
distribution. Moreover, we show that if none of the EH
Rxs operates in saturation, the R-E tradeoff curve for
the problem with multiple EH Rxs can be obtained from
the individual R-E curves obtained for each EH Rx
separately.
A. Problem Formulation
The discrete-time baseband model for the information
channel after down-conversion, matched filtering, and
sampling of the continuous-time signal received at the ID
Rx is given by y=hIx+n, where n ∼ N (0, σ2n) is the
Gaussian distributed noise and y is the information chan-
nel output with probability density function (pdf) p(y).
We aim at maximizing the average mutual information
between x and y subject to maximum AP and PP con-
straints at the transmitter and minimum harvested power
constraints at the EH Rxs. In particular, we formulate the
problem as
C= sup
F∈FA
I(F )
s.t. C0 : EF [x2] ≤ σ2;
Cl : EF [Pl(x)] ≥ Pl,req, ∀ l ∈ L, (18)
where FA is the set of all input distributions of x
that satisfy the PP constraint |x| ≤ A in (17), i.e.,
∀F ∈FA,
∫ A
−A dF (x)=1. I(F ) is the mutual information
between x and y achieved by input distribution F and
given by I(F ) =
∫ A
−A i(x;F )dF (x), where i(x;F ) is
the marginal information density defined as i(x;F ) ∆=∫
y
p(y|x) log2 p(y|x)p(y;F )dy, p(y;F ) is the output pdf assum-
ing input distribution F , and p(y|x) is the output pdf
conditioned on the transmission of symbol x [22]. σ2 is
the AP budget, Pl(x) is the harvested power function at
the lth EH Rx given in (15), and Pl,req is the minimum
required harvested power at EH Rx l. For the purpose
of exposition, we define g0(F )
∆
=
∫ A
−A x
2dF (x)− σ2
11We assume that the transmitter has perfect knowledge of the
circuit parameters of the EH Rxs. The EH Rxs may retransmit these
parameters to the transmitter in intervals dictated by variations due to
temperature changes and aging.
and gl(F )
∆
= Pl,req−
∫ A
−A Pl(x)dF (x), ∀ l ∈ L. Hence,
constraints C0 and Cl, ∀ l ∈ L, can be written as
gl(F )≤0, ∀ l ∈ {0} ∪ L.
B. Properties of the Optimal Input Distribution
In the following, we investigate some important prop-
erties of the optimal input distribution.
1) Uniqueness of the Optimal Input Distribution: We
establish the uniqueness of the optimal input distribution
for problem (18) in the following theorem.
Theorem 1. The conditional capacity C in (18) is
achieved by a unique optimal input distribution function
F0, i.e., C = sup
F∈Ω
I(F ) = I(F0), where Ω ⊂ FA
is the set of input distributions that satisfy the PP
constraint and constraints Cl, ∀ l ∈ {0} ∪ L, in (18).
Furthermore, there exist λl ≥ 0, ∀ l ∈ {0} ∪ L, such
that the conditional capacity C is equivalently given
by C = sup
F∈FA
I(F ) −∑l∈{0}∪L λlgl(F ), which is also
achieved by F0 and λlgl(F0)=0, ∀ l ∈ {0} ∪ L.
Proof. The proof is provided in Appendix A. 
2) Necessary and Sufficient Conditions for the Optimal
Input Distribution: The following theorem provides a
necessary and sufficient condition for the optimal input
distribution F0.
Theorem 2. A necessary and sufficient condition for the
input distribution F0 to achieve the conditional capacity
C in (18) is that ∀F ∈ FA, there exist λl ≥ 0, ∀ l ∈
{0} ∪ L, such that
A∫
−A
[
i(x;F0)− λ0x2 +
∑
l∈L
λlPl(x)
]
dF (x)
≤ C − λ0σ2 +
∑
l∈L
λlPl,req. (19)
Proof. The proof is provided in Appendix B. 
Define the points of increase of a distribution function
F as those points which have non-zero probability [22].
Next, we provide a more useful condition for character-
izing the optimal input distribution.
Corollary 1. Let E0 be the set of points of increase
of a distribution function F0 on [−A,A], then F0 is the
optimal input distribution of problem (18) if and only if
there exist λl ≥ 0, ∀ l ∈ {0} ∪ L, such that
s(x)
∆
=λ0
(
x2−σ2)−∑
l∈L
λl (Pl(x)−Pl,req)+C
+
1
2
log2(2pieσ
2
n)+
∫
e
−(y−xhI)2
2σ2n√
2piσ2n
log2(p(y;F0))dy≥0,
(20)
∀x ∈ [−A,A], where equality holds if x is a point of
increase of F0, i.e., if x ∈ E0.
Proof. The proof is provided in Appendix C. 
8TABLE I: Summary of the main results of the saturation circuit model developed in Section II-B.
Parameter Expression
Given Is, η, VT, IBv , Bv, Rs, Cj0 , RL, CL, Rant, Rj0 =ηVT/Is, Cj ≈ Cj0 , fc,
and Pin or vˆb or vˆa or x and hE
Diode I-V characteristic idj (t) = iF(t) + iR(t) = Is
(
e
vdj
(t)
ηVT − 1)− IBve− BvηVT (e− vdj (t)ηVT − 1)
Rectifier input impedance Za Za(Rd) = Rs +
[
1/Rd + jωcCj
]−1
+ [1/RL + jωcCL]
−1
Approximations of Za Za
∣∣
low power
→ Za(Rj0 ) and Za
∣∣
high power
→ Za(RL/2)
Bessel function argument β β = vˆa
ηVT
= ByˆRFE = B
vˆb√
Rant
= B
√
2Pin =
√
2BhEx, where B =
[
ηVT
√<{1/Z∗a}]−1
Exact harvested DC power Pout(β)
∣∣∣
exact
=
V 2out(β)
RL
, where Vout(β) is the solution of
Is
[
e
−Vout(β)
ηVT
(
1+ Rs
RL
)
I0 (β)− 1
]
− IBve
− Bv
ηVT
[
e
Vout(β)
ηVT
(
1+ Rs
RL
)
I0 (β)− 1
]
=
Vout(β)
RL
Approximate harvested DC power Pout(β)
∣∣∣
approx.
= min
([
1
a
W0 (aeaI0 (β))− 1
]2
I2sRL,
Bv
2
4RL
)
, where a= Is(RL+Rs)
ηVT
.
RF input power at Pout= Bv
2
4RL
Pin,sat =
1
2
(ηVTβsat)
2 <
{
1
Z∗a (Rj0 )
}
, where βsat is the solution of I0 (βsat) = e
aBv
2IsRL
(
1+ Bv
2IsRL
)
.
3) Discreteness of the Optimal Input Distribution:
The discreteness of the optimal input distribution F0 for
problem (18) is formally stated in the following theorem.
Theorem 3. The optimal input distribution that achieves
the conditional capacity in (18) is discrete with a finite
number of mass points.
Proof. The proof is provided in Appendix D. 
C. The Activeness of Only One EH Constraint in (18)
for A < Asat
In this section, we consider the case when the transmit
amplitude is set to A < Asat to avoid the saturation
of the harvested DC power at the EH Rxs. We prove
that, in this case, at the optimal solution, at most one
of the EH constraints of problem (18) is active. We
note that, owing to the random deployment of the EH
Rxs, their channel gains are different with probability
one. Moreover, each EH Rx sets its minimum DC power
requirement independently. As a result, the solution of
problem (18) with only EH constraint Cl is different from
that with only EH constraint Cl′ , ∀ l 6= l′ ∈ L.
Lemma 1. Considering the harvested power model in
(15), in the unsaturated case, i.e., for A < Asat, if an
input distribution FL(x)∈ FA provides a larger average
harvested power than another distribution Fs(x)∈ FA,
for one EH Rx, then FL(x) also provides larger average
harvested powers than Fs(x), for all other EH Rxs.
That is, if for some l, EFL [Pl(x)] > EFs [Pl(x)], then
EFL [Pl˜(x)]>EFs [Pl˜(x)], ∀ l˜ ∈ L.
Proof. Lemma 1 follows since the harvested power func-
tion in (15) for A<Asat is monotonically increasing for
0 < x < A, ∀ EH Rxs, since the Bessel function I0(·),
the LambertW function W0(·), and the quadratic function
are all monotonically increasing for x > 0. Similarly,
the harvested power function in (15) is monotonically
increasing in the channel gain hEl . That is, if hE1>hE2 ,
then P1(x) > P2(x), ∀ 0 < x < A. Hence, if the
integration of one Pl(x) with respect to some distribution
FL(x) ∈ FA is larger than with respect to distribution
Fs(x) ∈ FA, i.e.,
∫ A
0
Pl(x)dFL(x) >
∫ A
0
Pl(x)dFs(x),
then this relation must also hold for any other EH Rx
l′, i.e.,
∫ A
0
Pl′(x)dFL(x)>
∫ A
0
Pl′(x)dFs(x), ∀ l′ 6= l ∈
L. 
Theorem 4. In problem (18), for A < Asat, at most
one EH constraint is active. In particular, the active EH
constraint is the one, which when all other EH constraints
are removed, results in the smallest achievable rate at the
ID Rx, denoted by I(F0).
Proof. The proof is provided in Appendix E. 
The R-E tradeoff curve associated with problem (18)
is an (L+ 1)-dimensional curve formed by the points
(I(F0),EF0 [P1(x)], . . . ,EF0 [PL(x)]) obtained by solv-
ing (18) for all combinations of feasible minimum re-
quired DC powers Pl,req, l ∈ L, at the EH Rxs. Owing
to Theorem 4, for A < Asat, this (L+1)-dimensional R-E
curve can be obtained from the L two-dimensional R-E
curves of the individual EH Rxs, where the individual
R-E curve of EH Rx l is obtained by solving problem
(18) with the AP and PP constraints and only EH
constraint Cl for different required DC powers Pl,req.
In particular, assuming K required DC powers for each
EH Rx, problem (18) has to be solved only KL times
to determine the corresponding (L+1)-dimensional R-E
curve instead of KL times.
Remark 3. The results in this section hold only for A<
Asat. If A ≥ Asat, then some EH Rxs may operate in
saturation. In particular, let A≥AT,satl , ∀ l ∈Lsat and
A<AT,satl , ∀ l∈Lnon−sat, then according to Theorem 4,
at most one EH constraint of the EH Rxs in set Lnon−sat
may be active. However, in addition, also more than one
EH constraint for the EH Rxs in set Lsat may be active.
This is because, when A ≥ Asat holds, Lemma 1 does
not hold since Pl(x) is not monotonically increasing in
0 < x < A for l ∈ Lsat. For example, it will be shown
in Section IV-B that the optimal input distribution that
maximizes the average harvested power is different for
the EH Rxs in set Lsat. Hence, an input distribution that
provides more energy for one EH Rx in set Lsat may
9provide less energy for another EH Rx in set Lsat.
Having established the properties of the optimal so-
lution for problem (18), we aim next at getting more
insights into the optimal distribution by studying special
cases and generalizations of problem (18).
IV. SPECIAL CASES AND GENERALIZATIONS
In this section, we study the special cases of maximum
WIT and maximum WPT systems to obtain further
insight. Based on these extreme cases, we propose a sub-
optimal but insightful distribution which bridges the gap
between the two systems. Then, we generalize problem
(18) to the complex domain.
A. Maximum Information Transfer
The maximum information transfer rate can be ob-
tained by dropping all L EH constraints in (18). In this
case, the problem reduces to the capacity of an AP
and PP constrained AWGN channel, which was solved
by Smith in [22], who proved that the optimal input
distribution, denoted by FWIT0 , is discrete with a finite
number of mass points. In addition, he showed that
FWIT0 cannot be expressed in closed form but can be
obtained numerically resulting in a maximum achiev-
able information rate of Cmax
∆
= I(FWIT0 ). With this
solution, the average harvested power at the lth EH Rx
is Pl,min
∆
= EFWIT0 [Pl(x)]. Hence, in problem (18), if
Pl,req≤Pl,min, ∀ l∈L, holds, the harvested power Pl,min
is attained at the EH Rxs without compromising the
maximum information rate at the ID Rx12. Furthermore,
if additionally the PP constraint is relaxed, i.e., A→∞,
problem (18) reduces to the maximization of the mutual
information of the AP constrained AWGN channel. For
this special case, the optimal input distribution is known
to be the continuous zero-mean Gaussian distribution
given by 1√
2piσ2
e−x
2/(2σ2) [21], cf. Case 1 in Appendix D
for A→∞, and the maximum achievable rate is the well-
known Shannon capacity given by 12 log2
(
1+
σ2h2I
σ2n
)
.
B. Maximum Energy Transfer
In this section, we formulate the maximum WPT
problem for EH Rx l in (21) and obtain the optimal input
distribution and the maximum average harvested power
in closed form in Theorem 5. In particular,
Pl,max = sup
F∈FA
EF [Pl(x)]
s.t. C0 : EF [x2] ≤ σ2. (21)
Theorem 5. Define A′l
∆
= min(A,AT,satl) with AT,satl
as defined in Section II-C. Then, the optimal distribu-
tion obtained from problem (21) has a probability mass
function given by
dFWPT0 (x,A
′
l) =

p x = −A′l
[1− (p+ q)]+ x = 0
q x = A′l
. (22)
12If however, ∃ l such that Pl,req > Pl,min, then the achievable
information rate has to be compromised, i.e., I(F0) < Cmax, in order
for the lth EH Rx to be able to harvest enough energy.
where p, q≥0 and p+q = min{σ2/A′2l , 1}. The maximum
average harvested power at EH Rx l is
Pl,max(A
′
l) = EFWPT0 [Pl(x)] =
{
σ2
A′2l
Pl(A
′
l)
σ2
A′2l
< 1
Pl(A
′
l)
σ2
A′2l
> 1
,
(23)
where l ∈ L and the average mutual information at the
ID Rx is I(FWPT0 ) =
∫
i(x;FWPT0 )dF
WPT
0 (x).
Proof. The proof is provided in Appendix F. 
Remark 4. Theorem 5 indicates that for A<AT,satl , the
larger the peak amplitude A in problem (21) is, the higher
the maximum average power harvested by EH Rx l given
in (23), since Pl(x) and Pl(x)/x2 increase monotonically
for 0 < x ≤ A as shown in the proof of Lemma 1
and in Appendix F, respectively. However, increasing the
peak amplitude A beyond AT,satl has no effect on the
maximum average harvested power, which saturates to
an asymptotic value of Pl,max(AT,satl), ∀A ≥ AT,satl ,
cf. (23), and the optimal input distribution for maximum
WPT in (22) saturates to the asymptotic on-off distri-
bution dFWPT0 (x,AT,satl). This asymptotic behaviour is
confirmed by the numerical results provided in Section V,
cf. Fig. 7. We also note that from the WPT perspective,
the specific values of p and q in (22) are irrelevant as long
as they satisfy p+q = min{σ2/A′2l , 1}. For WIT, the rate
is maximized when p=q=min{σ2/(2A′2l ), 1/2}.
Remark 5. For the linear EH model, Pl(x)/x2 is constant
∀x. From (35) in Appendix F, any distribution satisfying
the AP and PP constraints maximizes the harvested en-
ergy. Consequently, the optimal distribution for maximum
WIT is also optimal for maximum WPT. Hence, for an
AWGN channel with the linear EH model, a tradeoff
between WIT and WPT does not exist. This result was
stated in [2, p. 5].
C. Proposed Suboptimal Distribution
Motivated by studying the extreme cases of WIT and
WPT, we propose a suboptimal distribution for problem
(18) with one EH Rx l. This distribution superimposes a
truncated Gaussian distribution with mass points at −A′l
and A′l, i.e.,
fs(x)=
{
be−dx
2
+c
[
δ(x+A′l)+δ(x−A′l)
]
, −A′l≤x≤A′l
0, otherwise,
(24)
where b and c are obtained to satisfy the AP
constraint and the unit area condition of the pdf
fs(x). In particular, b = 1−2c√pi
d erf(
√
dA′l)
and c ≤(
σ2x− 12d+A
′
l exp(−dA′2l )√
piderf(
√
dA′l)
)/(
2A′2l − 1d+ 2A
′
l exp(−dA′2l )√
piderf(
√
dA′l)
)
,
where erf(x)= 1√
pi
∫ x
−x exp(−t2)dt is the error function
and d is a design parameter with which the harvested
power increases. Since (24) superimposes the optimal
distributions for WIT and WPT, it is expected to provide
a close-to-optimal R-E tradeoff performance. This is
confirmed by numerical evaluations in Section V-B.
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D. Complex Signaling
In this section, we extend problem (18) to the
complex domain. In particular, the transmit signal
x(t) =
∑∞
k=−∞ x[k]g(t−kT ) is composed of complex-
valued symbols x[k] ∆= r[k]ejθ[k], where r[k] and θ[k]
are the amplitude and phase of the transmit symbol
x[k], respectively. The channel fading gains for the
ID and EH Rxs are also complex-valued given by
hI = |hI|ejφI and hEl = |hEl |ejφEl , respectively. Hence,
assuming a rectangular pulse, the received signal at
the EH Rx is given by yEl(t) = r[k]|hEl |ej(θ[k]+φEl )
and yRFEl (t) =
√
2r[k]|hEl | cos(2pifct + θ[k] + φEl),
kT −T/2 < t ≤ kT +T/2, in the equivalent complex
baseband and RF domains, respectively. Let r and θ be
the random variables, whose realizations in time slot k
are r[k] and θ[k], respectively, i.e., x = rejθ. Hence,
from Section II-B, the integral involved in the forward
current in the first term on the LHS of (4) for EH Rx l
reduces to I0(β) = 1T
∫
T
e
va(t)
ηVT dt = 1T
∫
T
eBy
RF
El
(t)dt =
1
T
∫
T
e
√
2B|hEl |r cos(2pifct+θ+φEl )dt = I0
(√
2B|hEl |r
)
.
This indicates that the power harvested at the EH Rx
does not depend on the phase of the received signal.
Hence, similar to (15), with complex signaling,
the harvested power at the lth EH Rx can be
approximated by Pl(r)
∆
= Pout
(√
2B|hEl |r
) ∣∣∣
approx.
=
min
([
1
aW0
(
aeaI0
(√
2B|hEl |r
))− 1]2 I2sRL, Bv24RL) ,
and the AP constraint in (18) can be written as
E[r2] ≤ σ2. At the ID Rx, the baseband transmission
model y=xhI+n can be written in polar coordinates as
Rejψ = |hI |rej(θ+φI) +n, where R and ψ are random
variables representing the amplitude and phase of the
received signal y and n ∼ CN (0, 2σ2n).
Lemma 2. The optimal distribution of transmit signal
x = rejθ for problem (18) in the complex domain is
characterized by mutually independent amplitude r and
phase θ, and a uniformly distributed phase θ.
Proof. The proof is provided in Appendix G. 
Hence, with complex signalling, the conditional ca-
pacity problem in (18) reduces to finding the optimal
distribution Fr of the amplitude of the transmit signal
based on the following optimization problem
C= sup
Fr∈FA
I(Fr)
s.t. C0 : EFr [r2] ≤ σ2;
Cl : EFr [Pl(r)] ≥ Pl,req, ∀ l ∈ L. (25)
Next, we investigate the properties of the optimal input
amplitude distribution in the following theorem.
Theorem 6. The optimal input amplitude distribution of
problem (25) is unique and discrete with finite number
of mass points. Furthermore, if E0 is the set of points
of increase of a distribution function Fr0 on [0, A], then
Fr0 is the optimal input distribution if and only if there
exist λl≥0, ∀ l∈{0}∪L, such that
s(r)
∆
=λ0
(
r2−σ2)−∑
l∈L
λl(Pl(r)−Pl,req)+C +log2(eσ2n)
+
∫
R
σ2n
e
−R2+r2|hI|2
2σ2n I0
(
Rr|hI|
σ2n
)
log2
(
fR(R;Fr0)
R
)
dR≥0,
(26)
∀r ∈ [0, A], where equality holds if r is a point of
increase of Fr0 , i.e., if r ∈ E0.
Proof. The proof is provided in Appendix H. 
V. NUMERICAL RESULTS
In this section, we first validate the accuracy of the
derived harvested DC power functions in (6) and (14) via
circuit simulations. Afterwards, we evaluate the solutions
for problems (18) and (25) for real and complex AWGN
channels, respectively, under AP, PP, and EH constraints.
The channel gains are given by |hk|2 = (v/(4pidkfc))α
for k ∈ {I,El}, where v is the speed of light, α is
the path loss exponent, dI and dEl are the distances
between the transmitter and the ID and the lth EH Rx,
respectively. Table II summarizes the parameters adopted
in the numerical results.
A. ADS Circuit Simulation and Validation of the Har-
vested DC Power Function P (x) in Table I
In this section, we validate the harvested DC power
function given in Table I through circuit simulations on
ADS [33], as shown in Fig. 3. In particular, we use the
SMS7630 Schottky diode, since it operates at very low
input RF powers13 and does not need external bias [32].
An LC matching network is fine-tuned for every input
power to provide perfect matching (reflection coefficient
<−50 dB). For example, at Pin =−24 dBm, the matching
network elements are L= 15.98 nH and C = 0.1376 pF,
cf. Fig. 3. The remaining circuit parameters are as in
Table II. Fig. 4 shows a very good match between the
harvested DC power obtained from the circuit simulations
and the analytical expressions from Table I.
B. Numerical Evaluation of the Conditional Capacity
Problems (18) and (25)
Although we showed in Sections III-B3 and IV-D that
the optimal input distribution is discrete with a finite
number of mass points, the number and positions of the
mass points are not known. However, since problems
(18) and (25) are convex ∀F ∈FA, they can be solved
numerically using CVX [34] by discretizing the interval
x = [−A,A] with a sufficiently small step size, i.e.,
∆x→0 and the interval r=[0, A] with ∆r→0, to obtain
the symbol set. Then, for this symbol set, the harvested
power functions Pl(x) in (15) and Pl(r) in Section
IV-D are calculated and used in the EH constraints in
13In the SMS7630 Schottky diode’s data sheet [32], the diode
detector circuit shown in [32, Fig. 2], which is similar to the one
considered in this paper, is functional for RF input powers as low as
−40 dBm as is evident from the measured output voltage shown in [32,
Fig. 7].
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TABLE II: Numerical parameters.
Parameter Value
Carrier frequency fc = 2.45 GHz
Path loss exponent α = 2.5
Noise power at the EH Rxs σ2n=−80 dBm in Figs. 5-8 and σ2n=−50 dBm per signal dimension in Figs. 9, 10.
Distance between transmitter and ID Rx dI=25 m
Distance between transmitter and EH Rxs
In Figs. 5-8, one EH Rx at dE1 =5 m.
In Figs. 9, 10, three EH Rxs at distances dE1 =3 m, dE2 =3.5 m, and dE3 =4 m
Circuit parameters, cf. Fig. 2 Rant=50 Ω, RL=10 kΩ, CL=1 nF
SMS7630 Schottky diode parameters [32] Is=5µA, Rs=20Ω, η=1.05, Cj0 =0.14 pF, IBv =100µA, and Bv=2 V.
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Fig. 3: ADS schematic of the rectenna circuit model in Fig. 2.
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Fig. 4: Harvested DC power vs. input RF power: ADS circuit simulation
and analytical results from Table I.
CVX. The optimality of the numerically obtained input
distribution can be checked by verifying the necessary
and sufficient conditions in Corollary 1 for real signaling
and in Theorem 6 for complex signaling.
In Figs. 5-8, we consider a real-valued AWGN channel
and a SWIPT system with one ID Rx and only one
EH Rx located at dE1 = 5 m, i.e., with AT,sat1 =
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Fig. 5: R-E regions for different AP and PP constraints.
√
Pin,sat/|hE1 |= 33.28 V= 23.56σ . Except for Fig. 7,
all peak amplitudes A in Figs. 5-8 are less than AT,sat1
to avoid driving the rectifier into saturation.
In Fig. 5, we plot the R-E curves of the con-
sidered system for different AP and PP constraints.
In particular, we obtain each R-E curve by solving
problem (18) for different required harvested powers
Preq. The optimal input distribution F0(x) is then
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Fig. 6: Conditional capacity of problem (18) and achievable rate for
different finite alphabets with A=30.75 V and Preq = 7.5µW.
used to obtain the conditional capacity at the ID Rx,
I(F0), and the average harvested power at the EH Rx,
EF0 [P1(x)] =
∫ A
−A P1(x)dF0(x), with P1(x) in (15). In
addition, we plot the circuit-simulated average harvested
power E[Pct(x)] =
∫ A
−A Pct(x)dF0(x), where Pct(x) =
Pct
(
Pin =(xhE)
2
)
is the power function shown in Fig. 4
obtained by interpolating the circuit-simulated data from
ADS. In Fig. 5, it is observed that the circuit-based
average harvested DC power is slightly higher than the
analytical one. This is because, as shown in Fig. 4, the
circuit-simulated harvested power function lies slightly
above the analytical one. Moreover, Fig. 5 reveals that
unlike for the linear EH model [2], for the considered
nonlinear EH model, there exists a non-trivial tradeoff
between the information rate transmitted to the ID Rx
and the power delivered to the EH Rx. In fact, for a
larger required average DC power, the optimal input
distribution forces the transmitter to transmit more often
with the peak amplitudes x = ±A and less often in
the range x ∈ (−A,A). This leads to higher average
harvested power for the EH Rx at the expense of a lower
information rate at the ID Rx. Moreover, the maximum
feasible average harvested DC power, obtained by solving
problem (21), matches the closed-form expression in
(23). Furthermore, it can be observed that the higher the
peak-amplitude A, the larger the achieved R-E region. In
deed, for a larger peak amplitude, the transmitter has to
transmit less often with the peak amplitudes to achieve
the same average harvested power and can more often
choose x ∈ (−A,A), allowing for a higher information
rate at the ID Rx. Moreover, as A increases, the maximum
possible average harvested power increases, as given in
(23) for A < AT,sat1 .
In Fig. 6, we plot the conditional capacity of problem
(18) as a function of the AP constraint σ2 for a required
DC power of 7.5µW. The peak amplitude constraint is set
to A=30.75 V, which results in a received RF peak power
of (AhE1)
2≡−8 dBm, i.e., the rectifier is not driven into
saturation, cf. Fig. 4. Fig. 6 reveals that, for low APs, the
system is EH-limited. In particular, compared to Smith’s
problem in [22] with AP and PP constraints, the EH
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Fig. 7: R-E curves for optimal distribution from (18) and suboptimal
distribution from (24) for σ2=33 dBm.
constraint imposed in problem (18) incurs a capacity loss
which decreases with the AP. On the other hand, for large
APs, the system is PP limited. That is, the EH constraint
is inactive and the conditional capacity of our problem
coincides with Smith’s capacity in [22]. In addition, we
plot the maximum information rate for amplitude shift
keying (ASK), which is obtained by solving problem (18)
for M symbols at x = 2AkM−1 −A, k = 0, 1, . . . ,M −1.
The larger the alphabet size, the closer the rate achieved
by the finite alphabet is to that achieved by the optimal
input distribution. Moreover, in the PP-limited regime,
the capacities of all PP-constrained schemes saturate for
high APs.
In Fig. 7, we show the R-E curves obtained for the
optimal solution of problem (18) and the suboptimal
distribution given in (24), respectively. The AP constraint
is set to σ2 = 33 dBm and different values of the PP
constraint are considered. It is observed that the R-E
curves for the suboptimal distribution are very close to
the optimal ones. This behaviour is expected since the
suboptimal distribution is a weighted sum of the optimal
distribution for maximum WIT with A → ∞ and the
optimal distribution for maximum WPT, cf. Sections
IV-A to IV-C. Moreover, interestingly, it is observed
that all R-E curves for peak amplitudes A ≥ AT,sat1
are identical. This is because ∀A ≥ AT,sat1 , the opti-
mal input distribution for maximum WPT saturates at
the asymptotic on-off distribution dFWPT0 (x,AT,sat1) in
(22) and the corresponding maximum average harvested
power saturates at P1,max(AT,sat1) in (23). At the same
time, since AT,sat1 = 23.56σ is large compared to σ,∀A≥AT,sat1 the optimal input distribution for maximum
WIT converges to that for A → ∞, namely to the
asymptotic zero-mean Gaussian distribution. Hence, the
optimal distribution that maximizes the R-E region also
converges to an asymptotic distribution (very close to the
suboptimal distribution in (24) with A′1 =AT,sat1 ), which
yields the asymptotic R-E curve shown in red in Fig. 7.
In Fig. 8, we assume an AP constraint of σ2 =33 dBm
and a peak amplitude constraint of A = 3σ. We plot
the numerically-obtained optimal distributions for (a) the
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Fig. 8: Numerically-obtained and closed-form input distributions for
the SWIPT problem in (18) and the maximum WPT solution for σ2=
33 dBm, A=3σ, and Preq=0.047µW.
maximum WIT problem [22], which has the shape of a
truncated Gaussian distribution (b) the maximum WPT
problem in (21), which perfectly matches the closed-
form optimal distribution in (22) with mass points at
0 and ±A, and (c) the SWIPT problem in (18), whose
envelope is close to a truncated Gaussian with additional
mass points at ±A. This explains why in Fig. 7, the
suboptimal distribution in (24) leads to a close-to-optimal
R-E performance.
In Figs. 9 and 10, we consider complex-valued trans-
mission and solve problem (25) for an AP of σ2 =43 dBm
and a peak amplitude of A= 3σ = 13.4 V. We consider
a system with one ID Rx at dI = 25 m and three EH
Rxs at dE1 = 3 m, dE2 = 3.5 m, and dE3 = 4 m, i.e., with
AT,sat1 = 18 V, AT,sat2 = 21.8 V, and AT,sat3 = 25.8 V,
respectively. Hence, A<Asat and the results in Theorem
4 hold. In Fig. 9, we first consider the case when only
one EH Rx requires a certain amount of DC power, while
the other two EH Rxs have no power demands and they
passively harvest from the received power. In this case,
the EH constraint of only the power-demanding EH Rx
is present in (25) and the corresponding individual R-
E curves are plotted in Fig. 9. It can be observed that
the closer the EH Rx is to the transmitter, the larger
the R-E region gets. Furthermore, at low required DC
powers, the EH constraint of the power-demanding EH
Rx is inactive and the individual R-E curves converge
to the capacity of the complex AWGN channel with
AP and PP constraints only, as obtained in [23]. For
the considered low AP constraint, this limiting capacity
practically coincides with Shannon’s capacity given by
log2
(
1+ σ
2|hI|2
2σ2n
)
=2 bits/(channel use).
Next, we consider the case when all three EH Rxs
require a certain DC power, given by P ∗l,req, l= 1, 2, 3,
as shown in Fig. 9 by the projection of the star markers
“?” onto the x-axis. According to Theorem 4, the only
active EH constraint, is that of the EH Rx for which the
ID Rx rate of its individual R-E curve is the smallest. In
the considered example, the EH constraint of EH Rx 2
is the only active one and the conditional capacity at the
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Fig. 9: Individual R-E curves for three EH Rxs for σ2=43 dBm, A=
3σ. The star markers represent the intersection between the individual
required DC powers with the individual R-E curves.
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(b) Harvested vs. required DC powers
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Fig. 10: R-E curves and average harvested DC powers for σ2=43 dBm,
A= 3σ using the required DC powers with star markers in Fig. 9 for
two EH Rxs and varying the required DC power of only one EH Rx
(1 or 3).
ID Rx is 1.47 bits/(channel use). Furthermore, the actual
harvested DC powers at the EH Rxs, denoted by P ∗hl ,
l=1, 2, 3, are the DC power values of the points obtained
by the intersection of the individual R-E curves with the
horizontal line of the conditional capacity of the ID Rx.
Only the active EH Rx harvests as much as it requires,
while the inactive ones harvest more power than required,
i.e., P ∗h1 > P
∗
1,req, P
∗
h2
= P ∗2,req, and P
∗
h3
> P ∗3,req, as
shown in Fig. 9.
To shed further light on the behaviour of the SWIPT
system with multiple EH Rxs, in Fig. 10, we sweep the
required DC power of either EH Rx 1 or 3, respectively,
and fix the required DC powers of the other two EH
Rxs to the values given by the star markers “?” in Fig.
9, namely, P ∗2,req and P
∗
l,req, l = 3, 1. Then, we plot
the conditional capacity achieved at the ID Rx as well
as the harvested powers at EH Rx l∈{1, 3}. As can be
observed, for all required DC powers Pl,req<P ∗hl , the EH
constraint of EH Rx 2 is the only active EH constraint and
the conditional capacity at the ID Rx is fixed, whereas the
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harvested DC power at user l is P ∗hl . On the other hand,
when Pl,req>P ∗hl , EH Rx l provides the only active EH
constraint and the conditional capacity of the ID Rx is
determined by the individual R-E curve of EH Rx l, as
shown in Fig. 10(a). Moreover, EH Rx l harvests as much
as it requires, i.e., Phl =Pl,req.
VI. CONCLUSION
We studied the conditional capacities of real- and
complex-valued SWIPT systems with separated ID and
EH Rxs under AP, PP, and EH constraints. We developed
a novel circuit-based nonlinear EH model that accounts
for the saturation of the harvested DC powers at high
input RF powers. The accuracy of this model was verified
with circuit simulations. Our results reveal that, for a
given AP constraint, the R-E tradeoff curve saturates for
high PP constraints due to the saturation of the harvested
DC power. We proved that the optimal input distribution
that maximizes the R-E region is discrete with a finite
number of mass points. Moreover, the optimal input
distribution for maximum WPT was found to be an on-
off distribution. We proposed a suboptimal distribution,
which superimposes the optimal distributions for WPT
and WIT and showed that its R-E performance closely
approaches the optimal one. Future work may include
extensions to multisine signals, fading channels, and co-
located EH and ID Rxs.
APPENDIX A − PROOF OF THEOREM 1
We first prove the existence of a unique distribution
F0 ∈ Ω that maximizes the mutual information I(F ). It
suffices to show that the optimization problem in (18)
is convex, i.e., that the set Ω is convex and compact in
some topology and that I(F ) is continuous and strictly
concave in F . The convexity of the set Ω follows from the
convexity of the set of distribution functions FA (defined
by
∫ A
−A dF (x) = 1) and the linearity of the AP and EH
constraints in F . Hence, constraints gl(F ) ≤ 0, ∀ l ∈
{0}∪L, are convex. The proof of the compactness of Ω is
similar to that in [25, Appendix I.A]. Next, we show that
the mutual information is continuous and strictly concave
in F . The mutual information resulting from an input
distribution F is I(F )=hy(F )−hN , where hy(F ) is the
entropy of output y assuming an input distribution F , and
hN is the noise entropy given by hN = 12 log2(2pieσ
2
n).
Since hN is constant, it suffices to show that hy(F ) is
continuous and strictly concave. The proof of the conti-
nuity of hy(F ) is given in [25, Appendix I.B]. Next, we
show that the entropy function hy(F ) is strictly concave
in F . Since hy(F ) =−
∫∞
−∞ p(y;F ) log2(p(y;F ))dy is
a strictly concave function of the output pdf p(y;F ) and
p(y;F )=
∫∞
−∞ p(y|x)dF (x) is a linear function in F , it
follows that hy(F ) is a strictly concave function in F .
Hence, we conclude that problem (18) is convex and has
a unique solution.
Next, the proof that C in (18) is also given by
C = sup
F∈FA
I(F )−∑l∈{0}∪L λlgl(F ) follows from the
Lagrangian theorem for constrained optimization prob-
lems. In particular, this equivalence holds for the convex
problem in (18) if C is finite and Slater’s condition holds,
i.e., if there exists an interior point F˜ ∈FA such that all
constraints hold with strict inequality, i.e., gl(F˜ ) < 0,
∀ l ∈ {0} ∪ L. The finiteness of the conditional capacity
C is guaranteed by the AP constraint. Next, we prove that
for the considered problem, Slater’s condition holds. Let
x˜ satisfy |x˜|<σ<A and Pl(x˜)>Pl,req, ∀ l ∈ L, and let
F˜ be the unit-step function at x˜, then g0(F˜ ) = x˜2−σ2<0
and gl(F˜ ) = −Pl(x˜)+Pl,req < 0, ∀ l ∈ L, and hence,
Slater’s condition holds. Thus, from the Lagrangian the-
orem, strong duality holds, i.e., ∃λl≥ 0, ∀ l ∈ {0} ∪ L,
such that C = sup
F∈FA
I(F ) −∑l∈{0}∪L λlgl(F ) and is
achieved also by F0. Moreover, the complementary slack-
ness conditions λlgl(F0) = 0 must hold ∀ l ∈ {0} ∪ L.
This completes the proof.
APPENDIX B − PROOF OF THEOREM 2
Define J(F ) ∆= I(F )−∑l∈{0}∪L λlgl(F ), then from
Theorem 1, C can be written as C = supF∈FA J(F ).
From [25, Theorem 3], if FA is convex, and J(F )
is concave and weakly differentiable, then J ′F0(F ) ≤
0 is a necessary and sufficient condition for J(F )
to achieve its maximum at F0, where J ′F0(F )
∆
=
lim
θ→0
(J((1−θ)F0+θF )−J(F0))/θ is the weak derivative
of J(F ) at F0. In Appendix A, we established that
FA is convex and that J(F ) is strictly concave in
F , since I(F ) is strictly concave in F and gl(F ) is
affine in F ∀ l ∈ {0} ∪ L. It remains to be proved
that J(F ) is weakly differentiable and to determine the
derivative J ′F0(F ) = I
′
F0
(F )−∑l∈{0}∪L λlg′l,F0(F ). In
[25, Proof of Theorem 3], it is shown that I ′F0(F ) exists
and is given by I ′F0(F ) =
∫
i(x;F0)dF (x)− I(F0). It
is also shown that for any linear constraint function
gl(F ), the derivative is g′l,F0(F ) = gl(F )−gl(F0). From
complementary slackness, λlgl(F0) = 0 ∀ l. Hence, the
condition J ′F0(F ) ≤ 0 for the optimality of F0 is∫
i(x;F0)dF (x)− C −
∑
l∈{0}∪L λlgl(F ) ≤ 0, which
reduces to (19). This completes the proof.
APPENDIX C − PROOF OF COROLLARY 1
We start with condition (19) which guarantees the
optimality of F0. From Appendix B, (19) can be written
as
∫
i(x;F0)dF (x)−C−
∑
l∈{0}∪L λlgl(F )≤ 0. Define
gl(F ) =
∫
Al(x)dF (x) − al, l ∈ {0} ∪ L. Hence,
A0(x) =x
2, a0 =σ2, Al(x) =−Pl(x), and al=−Pl,req,
for l ∈ L. Thus, (19) can be written as∫ (
i(x;F0)−
∑
l∈{0}∪L
λlAl(x)
)
dF (x) ≤ C −
∑
l∈{0}∪L
λlal.
(27)
Next, we prove that (27) holds if and only if
i(x;F0)≤C+
∑
l∈{0}∪L
λl (Al(x)−al) , ∀x ∈ [−A,A],
(28)
and
i(x;F0) = C +
∑
l∈{0}∪L
λl (Al(x)− al) , ∀x ∈ E0.
(29)
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Clearly, if both conditions (28) and (29) hold, F0 must
be optimal because the necessary and sufficient condition
in (27) is satisfied. The converse remains to be proved,
i.e., if (27) holds, (28) and (29) must also hold. We
prove this by contradiction. Assume that (27) holds but
(28) does not. It means that ∃ x˜ ∈ [−A,A] such that
i(x˜;F0) > C+
∑
l∈{0}∪L λl (Al(x˜)− al). Now, let F be
the unit-step function at x˜, then the LHS of (27) becomes
i(x˜;F0) −
∑
l∈{0}∪L λlAl(x˜) > C −
∑
l∈L λlal, which
violates (27). Hence, if (27) holds, (28) must also hold.
Now, assume that (27) holds but (29) does not. That is, for
a subset of E0 defined as E′⊂E0, with positive measure,
i.e.,
∫
E′ dF0(x) = δ > 0, (29) does not hold. Then, from
(28), i(x;F0) < C+
∑
l∈{0}∪Lλl(Al(x)−al), ∀x ∈ E′.
Since F0 has points of increase on E0 only, we have∫
E0
dF0(x) =
∫
E′ dF0(x) +
∫
E0−E′dF0(x) = δ+ (1−
δ) = 1. Now, we can write C −∑l∈{0}∪L λlal ≤
I(F0) −
∑
l∈{0}∪L λl
∫
Al(x)dF0(x) =
∫ (
i(x;F0) −∑
l∈{0}∪L λlAl(x)
)
dF0(x), as
C −
∑
l∈{0}∪L
λlal≤
∫
x∈E′
(
i(x;F0)−
∑
l∈{0}∪L
λlAl(x)
)
dF0(x)
︸ ︷︷ ︸
<δ(C−∑l∈{0}∪L λlal)
+
∫
x∈E0−E′
(
i(x;F0)−
∑
l∈{0}∪L
λlAl(x)
)
dF0(x)
︸ ︷︷ ︸
=(1−δ)(C−∑l∈{0}∪Lλlal)
< C −
∑
l∈{0}∪L
λlal,
which is a contradiction. Hence, if (27) holds, (29)
must also hold. Therefore, (28) and (29) are necessary
and sufficient conditions for the optimality of the input
distribution F0. Next, we obtain condition (20) from (28)
and (29). By definition, the marginal information density
i(x, F0) is given by [22]
i(x, F0) =
∫
y
p(y|x) log2
(
p(y|x)
p(y;F0)
)
dy
=
∫
p(y|x) log2(p(y|x))dy−
∫
p(y|x) log2(p(y;F0))dy
= −1
2
log2(2pieσ
2
n)−
∫
e
− (y−xhI)2
2σ2n√
2piσ2n
log2(p(y;F0))dy,
(30)
where the first term on the RHS is the negative of the
entropy of the noise. Finally, using the definitions of
Al(x) and al for l ∈ {0} ∪ L, (28) and (29) reduce to
(20). This completes the proof.
APPENDIX D − PROOF OF THEOREM 3
Our proof of the discreteness and finiteness of the
optimal input distribution parallels that in [25] and [26,
Section IV]. Specifically, we prove by contradiction that
the set of mass points E0 of the optimal input distribution
must be discrete with finite number of mass points. In
particular, assuming E0 is continuous or discrete with
infinite number of mass points, then according to the
Bolzano-Weierstrass theorem, since E0 ⊂ [−A,A], i.e.,
E0 is bounded, E0 must have an accumulation point
[22]. On the other hand, from Corollary 1, a necessary
condition for the optimal input distribution to be F0
is that s(x) in (20) must be zero, ∀x ∈ E0. Hence,
s(x) must be zero on an infinite set of points having
an accumulation point. Next, we extend s(x) in (20) to
the complex domain, i.e.,
s(z)
∆
=λ0
(
z2−σ2)−∑
l∈L
λl (Pl(z)−Pl,req)+C
+
1
2
log2(2pieσ
2
n)+
1√
2piσ2n
∫
e
− (y−zhI)2
2σ2n log2(p(y;F0))dy,
(31)
where z ∈ C. The extension to the complex do-
main is necessary to use the identity theorem for
analytic functions in complex analysis. In particular,
we first establish the analyticity of function s(z). In
(31), the quadratic function, the exponential function,
and their compositions are analytic functions in the
whole complex domain z ∈ C [22]. In Pl(z) =
min
([
1
aW0
(
aeaI0
(√
2BhElz
))− 1]2 i2sRL, B2v4RL), de-
fined in (15), the min(·) function, the quadratic function
(·)2, the modified Bessel function I0(·), and their compo-
sitions are analytic on the whole complex domain z ∈ C.
The principal branch of the LambertW function W0(·)
is analytic everywhere in the complex domain with the
exception of the branch cut along the negative real axis,
i.e., on (−∞,−1/e) [29], [35]. Hence, the function s(z)
is analytic in the domain D defined by D ∆= {z ∈ C :
aeaI0(
√
2BhElz) ∈ C\(−∞,−1/e), ∀l ∈ L}. Thus, we
have an analytic function s(z) in a domain D that is zero
over an infinite set of points E0 having an accumulation
point in D. By the identity theorem [23], [25], function
s(z) must be zero in the whole domain D, i.e., s(z) = 0,
∀z ∈ D. Next, we show that this condition is invalid over
a subset of D, which violates the original assumption on
E0 being continuous or discrete with infinite number of
mass points.
First, we restrict our attention to z ∈ R which is a
subset14 of D and solve for the unknown distribution
p(y;F0) in (31) for which s(z) = 0. Similar to [26],
we set σ2n = 1 to simplify the proof without loss
of generality (w.l.o.g.) and express the last integral
term in (31) in terms of the Hermite polynomials
Hm(y) defined in [26, Appendix F]. In particular,
since log2(p(y;F0)) is a continuous function of y and is
square integrable with respect to e−y
2/2, it can be written
as log2(p(y;F0)) =
∑∞
m=0 cmHm(y), where cm are
constants. Hence, the last term of s(z) in (31) can be writ-
ten as Z ∆= 1√
2pi
∫
e−
y2
2 e−
(hIz)
2
2 +hIzy log2(p(y;F0))dy =
1√
2pi
∫
e−
y2
2
∑∞
n=0
(hIz)
n
n! Hn(y)
∑∞
m=0cmHm(y)dy,
where we used the Hermite polynomial expansion
e−(hIz)
2/2+hIzy=
∑∞
n=0
(hIz)
n
n! Hn(y) [26].
Using the orthogonality of the Hermite polynomials
with e−y
2/2 given by
∫∞
−∞Hn(y)Hm(y)e
−y2/2dy =
m!
√
2pi if m = n and zero otherwise [26, Appendix
14R ⊂ D since for z ∈ R, the argument of W0(·) is
aeaI0(
√
2BhElz) ∈ (aea,∞) ⊂ R+, i.e., it is in the analytical
domain of W0(·).
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F], then Z reduces to Z =
∑∞
m=0 cm(hIz)
m. Next, we
replace Pl(z) by its Taylor series to write s(z) in (31) in
a polynomial form. In particular, the LambertW function
admits a convergent Taylor series around an arbitrary
point x0 ∈ R given by [35, Eq. (8), (10)]
W0(x)=
∞∑
n=1
e−nW0(x0)
(1+W0(x0))2n−1
pn(W0(x0))
n!
(x−x0)n
+W0(x0)
∆
=
∞∑
n=0
dn(x0)x
n, |x− x0| < xROC,
where pn(·) is a polynomial with coefficients given
in [35, Table I.]. This series holds for some radius
of convergence (ROC) |x − x0| < xROC and can be
expanded to a polynomial in x defined as W0(x) =∑∞
n=0 dn(x0)x
n. Moreover, using the Taylor series ex-
pansion of the modified Bessel function given by I0(z) =∑∞
m=0
(z/2)2m
(m!)2 , the Bessel function in Pl(z) can be writ-
ten as I0
(√
2BhElz
)
=
∑∞
m=0 αm,lz
2m, where αm,l =
(BhEl/
√
2)2m
(m!)2 . Hence, the harvested power function Pl(z)
in (15) is a quadratic function of a polynomial of another
polynomial function with even powers of z. Thus, Pl(z)
can be written as
Pl(z)=min
([
1
a
∞∑
n=0
dn(x0)
(
aea
∞∑
m=0
αm,lz
2m
)n
−1
]2
i2sRL
,
B2v
4RL
)
∆
= min
( ∞∑
m=0
qm,lz
2m,
B2v
4RL
)
,
(32)
where qm,l ∈ R and (32) holds for |aeaI0(
√
2BhElz)−
x0|<xROC. From (31), s(z)=0 reduces to
∞∑
m=0
cmh
m
I z
m=
∑
l∈L
λl
(
min
( ∞∑
m=0
qm,lz
2m,
B2v
4RL
)
−Pl,req
)
− λ0(z2 − σ2)− C − 1
2
log2(2pie).
(33)
Equating the coefficients of zm, we get cm = 0 for odd
m. To obtain cm for even m, let A≥AT,satl , ∀ l∈Lsat,
i.e., with Pl(z) =
B2v
4RL
, and A<AT,satl , ∀ l∈Lnon−sat,
then
c0 =
 ∑
l∈Lnon−sat
λl q0,l+
∑
l∈Lsat
λl
B2v
4RL
−
∑
l∈L
λlPl,req

+λ0σ
2−C−0.5 log2(2pie),
c2 =
 ∑
l∈Lnon−sat
λlq1,l − λ0
 /h2I ,
cm=
∑
l∈Lnon−sat
λlqm2 ,l
hmI
, ∀ m ≥ 4.
(34)
Using (34), the output pdf in log2(p(y;F0)) =∑∞
m=0 cmHm(y) reduces to p(y;F0) =
eln(2)
∑∞
n=0 c2nH2n(y). Next, we consider two cases
based on whether or not the EH constraints are active.
We will show that in both cases, the optimal input
distribution is discrete with finite number of mass points.
Case 1 (λl = 0, ∀ l ∈ L): If all EH constraints are
inactive, i.e., they are satisfied with strict inequality, then
λl = 0, ∀ l ∈ L, from the complementary slackness, cf.
Theorem 1. In this case, the coefficients in (34) reduce
to c0 = λ0σ2 − C− 0.5 log2(2pie), c2 = −λ0/h2I , and
cm = 0, ∀m 6= {0, 2}. Using the Hermite polynomials
H0(y) = 1, H2(y) = y2 − 1 [26, Appendix F], the
output pdf reduces to p(y;F0) = eln(2)(c0−c2)eln(2)c2y
2
.
Since the support of p(y;F0) is the whole real line
R and c2 < 0, this output distribution is the Gaussian
distribution with zero mean. Now, for y to be Gaussian
distributed for the AWGN channel model y=xhI+n, x
must also be Gaussian distributed. However, with the PP
constraint |x|≤A, x cannot be Gaussian distributed on a
bounded interval. Thus, the obtained output distribution
is invalid. Hence, the condition s(z) = 0 is invalid
on a subset of the domain D defined by the region
of convergence of (32). This contradicts the original
assumption that E0 is continuous or discrete with infinite
number of mass points. Therefore, E0 must be discrete
with finite number of mass points.
Case 2 (λl > 0, l ∈ LA ⊂ L): In this case, some of
the EH constraints are active, i.e., ∀ l ∈ LA, Cl in
(18) is satisfied with equality and the coefficients
cm are given by (34). From [26], the Hermite
polynomials of even orders are function of even
powers of y. Thus, the output distribution reduces to
p(y;F0) = e
ln(2)
∑∞
n=0 tny
2n
=
∏∞
n=0 e
ln(2)tny
2n
, where
tn are non-zero constants. It can be verified that for
some n→∞, ∃ tn > 0, in which case p(y;F0) cannot
be a valid distribution since it is unbounded. Hence, we
conclude that the set E0 must be discrete and finite.
This completes the proof.
APPENDIX E − PROOF OF THEOREM 4
Consider problem (18) with A < Asat. Assume that
only one EH Rx, having index 1, requires a certain
average harvested power P1,req and the remaining EH
Rxs passively harvest energy from their received signals.
Assume further that EH constraint C1 is feasible and
active and the optimal distribution is F1. The aver-
age harvested powers at the EH Rxs are EF1 [Pl(x)],
∀ l ∈ L. Next, we show that if another feasible EH
constraint C2 is added to problem (18), then at most
one of the two constraints, denoted by Ca, is active.
In particular, we add constraint C2 for EH Rx 2 with
required average harvested power P2,req. In this case,
if P2,req < EF1 [P2(x)], then F1 remains the optimal
distribution and the EH constraint C2 is inactive, i.e.,
Ca = C1. Otherwise, if P2,req > EF1 [P2(x)], then
distribution F1 fails to satisfy the EH requirement of EH
Rx 2 and a more energy-biased distribution is needed.
In this case, if problem (18) with only the EH constraint
for EH Rx 2 is feasible with optimal distribution F2,
then F2 is more energy-biased but also less information-
biased compared to F1. In particular, according to Lemma
1, P2,req = EF2 [P2(x)] > EF1 [P2(x)] also implies
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EF2 [P1(x)]>EF1 [P1(x)]=P1,req, i.e., using F2, the EH
constraint of EH Rx 1 is satisfied with strict inequality.
Hence, C1 is inactive and only C2 is active, i.e., Ca=C2.
The same discussion holds for constraint Ca and any
other added constraint C3. Hence, by induction, at most
one of the EH constraints in problem (18) is active. More-
over, due to the R-E tradeoff, a more energy-biased input
distribution implies a lower information rate at the ID
Rx, e.g., if EF2 [Pl(x)]>EF1 [Pl(x)], then I(F2)<I(F1)
holds. Hence, the active EH constraint is the one, which
when all other EH constraints are removed, leads to the
lowest achievable rate at the ID Rx. This completes the
proof.
APPENDIX F − PROOF OF THEOREM 5
Consider first the case when A < AT,satl . Suppose
x0 is a point of increase of distribution F0 having
probability p0, where 0<x0<A. Thereby, we introduce
a new distribution FA which is constructed from F0
by removing the mass point at x0 and increasing the
probabilities of mass points 0 and A by p0−p0x20/A2 and
p0x
2
0/A
2, respectively. This transformation maintains the
unity of the sum of probabilities of the mass points and
ensures that the AP and PP constraints hold. Next, we
show that if Pl(0) = 0 and Pl(x)/x2 is a monotonically
increasing function in 0 < x < A, then the contribution
of the mass points at x = 0 and x = A to the average
harvested power is higher than the contribution of any
other point x0 ∈ (0, A). In particular,
p0Pl(x0) < p0
x20
A2
Pl(A) + p0
(
1− x
2
0
A2
)
Pl(0)
⇒ Pl(x0)
x20
<
Pl(A)
A2
,
(35)
Condition (35) holds for the harvested power func-
tion in (15) since (a) Pl(0) = 0, as I0(0) = 1 and
W0(ae
a) = a and (b) Pl(x)/x2 increases monotonically
in 0 < x < A. We derive this monotonicity by proving
that xP ′l (x) − 2Pl(x) > 0 holds for 0 < x < A,
where P ′l (x) is the first-order derivative of Pl(x). In
particular, this condition can be expressed as D(x) ∆=[
ulxI1(ulx)
I0(ulx)[1+W0(aeaI0(ulx))]
−1
]
W0(ae
aI0(ulx))
a > −1, ∀x,
0 < x < A, where ul
∆
=
√
2BhEl . It can be shown
that D(x) equals −1 for x = 0 and is larger than −1
for x > 0. Moreover, since the harvested power is an
even function of x, i.e., Pl(x) = Pl(−x), the weight
of the mass point at A can be arbitrarily distributed
between A and −A. To satisfy the AP constraint in (21)
with equality, the total weights on the peak amplitudes
A and −A should satisfy p + q = min{σ2/A2, 1}.
Consider next the case when A ≥ AT,satl . For x0 ∈
(0, AT,satl), since Pl(x)/x
2 increases monotonically in
0≤ x < AT,satl , similar to (35), the contribution of the
mass points at x = 0 and x = AT,satl to the average
harvested power is higher than the contribution of any
other point x0 ∈ (0, AT,satl), since Pl(x0)x20 <
Pl(AT,satl )
A2T,satl
.
On the other hand, for x0 ∈ (AT,satl , A), Pl(x0) is
constant, i.e., Pl(x0) = Pl(AT,satl) = B
2
v/(4RL). In
this case, Pl(x0)
x20
<
Pl(AT,satl )
A2T,satl
since 1
x20
< 1
A2T,satl
, i.e.,
Pl(x)/x
2 ∝ 1/x2 is monotonically decreasing in x, for
x ≥ AT,satl . As a result the contribution of the mass
points at x = 0 and x = AT,satl to the average harvested
power is higher than the contribution of any other point
x0 ∈ (AT,satl , A). This leads to the EH maximizing
distribution given in (22). This completes the proof.
APPENDIX G − PROOF OF LEMMA 2
The proof of the optimality of input signals with
independent amplitude and phase distributions parallels
that in [23, Section II.B]. We start by expressing the
mutual information as [23, eq. (6)]
I(y;x) = H(y)−H(n)
= H(R,ψ) +
∞∫
R=0
fR(R) log2(R)dR− log2(2pieσ2n).
(36)
We note that the joint entropy H(R,ψ) is maxi-
mized for independent R and ψ with a maximum of
max (H(R,ψ)) = H(R) + H(ψ), and the entropy
H(ψ) is maximized for a uniformly distributed phase
ψ with a maximum of max (H(ψ)) = log2(2pi). Hence,
we have
sup H(R,ψ) = sup H(R) + log2(2pi)
= sup
−
∞∫
R=0
fR(R) log2(fR(R))dR
+ log2(2pi),
(37)
which when combined with (36) results in
sup I(y;x) = sup I(Fr)
= sup
−
∞∫
R=0
fR(R;Fr) log2
(
fR(R;Fr)
R
)
dR
−log2(eσ2n),
(38)
where Fr in fR(R;Fr) is used to emphasize that fR(R)
depends on Fr. Similar to [23, eq. (11)],
fR,ψ|r,θ(R,ψ|r, θ)= R
2piσ2n
e
−(R2+r2|hI|2−2Rr|hI| cos(ψ−θ−φ))
2σ2n .
(39)
Furthermore, similar to [23, eq. (10)], it can be shown
that
fR(R;Fr) =
A∫
r=0
R
σ2n
e
−R2+r2|hI|2
2σ2n I0
(
Rr|hI|
σ2n
)
dFr(r)
∆
=
A∫
r=0
K(r,R)dFr(r). (40)
Hence, it is concluded that fR(R;Fr) is independent
of Fθ(θ). Next, we prove that selecting independent r
and θ, with uniformly distributed θ, i.e., d2Fr,θ(r, θ) =
1
2pidθdFr(r), results in independent R and ψ, with uni-
formly distributed ψ, i.e., fR,ψ(R,ψ) = 12pifR(R;Fr).
18
In particular, using (39) and (40), we get
fR,ψ(R,ψ)=
A∫
r=0
pi∫
−pi
fR,ψ|r,θ(R,ψ|r, θ)d2Fr,θ(r, θ)
=
A∫
r=0
R
2piσ2n
e
−R2+r2|hI|2
2σ2n I0
(
Rr|hI|
σ2n
)
dFr(r)=
1
2pi
fR(R;Fr),
(41)
which, from (37) and (38), maximizes the joint entropy
H(R,ψ) and the mutual information I(Fr). Hence,
independent r and θ with uniformly distributed θ are
optimal. This completes the proof.
APPENDIX H − PROOF OF THEOREM 6
The proof of the uniqueness of the solution of problem
(25) is similar to that in Appendix A. In particular, the
constraints in (25) are convex and compact in Fr. From
(38), I(Fr) can be written as
I(Fr) =−
∫ ∞
ν=0
fν(ν;Fr) log2 (fν(ν;Fr)) dν−log2(eσ2n)
∆
= h(ν;Fr)− log2(eσ2n), (42)
where we used the change of variables ν=R2/2, hence
fR(R;Fr)/R = fν(ν;Fr) and dν = RdR. Hence, the
mutual information depends on the entropy associated
with random variable ν which is strictly concave in Fr.
Therefore, the solution to problem (25) is unique. From
(38) and (40), I(Fr) can be written as
I(Fr)=−
∞∫
R=0
A∫
r=0
K(r,R) log2
(
fR(R;Fr)
R
)
dRdFr(r)−log2(eσ2n)
=
A∫
r=0
− ∞∫
R=0
K(r,R) log2
(
fR(R;Fr)
R
)
dR−log2(eσ2n)
dFr(r)
∆
=
A∫
r=0
i(r;Fr)dFr(r), (43)
where we used
∫ A
r=0
dFr(r) = 1. Next, we obtain the
necessary and sufficient conditions for the input distribu-
tion Fr0(r) to be optimal. These conditions correspond
to those in Theorem 2 and Corollary 1 but for the
input amplitude r. In particular, with the definition of
I(Fr) in (43), the complex signaling problem in (25)
is symbolically equivalent to that with real signaling in
(18) after replacing random variable x ∈ [−A,A] by
r ∈ [0, A] and using the marginal mutual information
i(r;Fr) in (43). Following Appendices B and C, the
conditions in (28) and (29) generalize to i(r;Fr0)≤C+∑
l∈{0}∪L λl (Al(r)−al) , ∀r ∈ [0, A], where equality
holds if r ∈E0. Substituting with A0(r) = r2, a0 = σ2,
Al(r)=−Pl(r), al=−Pl,req, l ∈ L, i(r;Fr0) from (43),
and K(r,R) from (40), we obtain (26).
Next, we prove that the optimal input distribution must
be discrete with finite number of mass points. Similar to
Appendix D, we prove that the complex extension of s(r)
in (26) cannot be zero over an infinite set of points having
an accumulation point and hence E0 must be discrete
and finite. For simplicity and w.l.o.g., we set σ2n = 1.
Extending s(r) in (26) to the complex z domain, we can
write s(z)=0 as
∞∫
0
Q(ν, z|hI|) log2 (fν(ν;Fr0)) dν
=−λ0
(
z2−σ2)+∑
l∈L
λl(Pl(z)−Pl,req)−C−log2(e),
(44)
where we used ν = R2/2, hence fR(R;Fr)/R =
fν(ν;Fr) and dν = RdR and we define the kernel
Q(ν, z|hI|) as Q(ν, z|hI|) ∆= e−ν−
z2|hI|2
2 I0
(√
2νz|hI|
)
.
The analyticity of the RHS of (44) is proved in Appendix
D. The LHS of (44) is analytic in z ∈ C, which follows
by the differentiation lemma and the Schwarz property
of the kernel Q(ν, z|hI|) [23, Appendix I]. Hence, s(z)
is analytic over domain D defined in Appendix D.
Thus, from the identity theorem [23], [25], if s(z) = 0
∀ z ∈ E0 and E0 is an infinite set of points with an
accumulation point, then s(z) = 0, ∀ z ∈ D. Next,
we restrict our attention to z ∈ R ⊂ D and check if
there exists a valid output pdf fν(ν;Fr0) that satisfies
(44). Eq. (44) is an integral transform which was proved
in [23, Appendix II] to be invertible, i.e., there exists a
unique solution for the unknown function fν(ν;Fr0)
15.
Applying the integral transform to the power function νn,
we get
∫∞
0
Q(ν, z|hI|)νndν = n!Ln(−z2|hI|2/2), where
Ln(·) is the Laguerre Polynomial defined as Ln(x) =∑n
m=0
(
n
m
) (−1)m
m! x
m. Hence, the integral transform of
the polynomial
∑∞
n=0 cnν
n is
∞∫
0
Q(ν, z|hI|)
∞∑
n=0
cnν
ndν =
∞∑
n=0
cnn!Ln
(−z2|hI|2/2) .
(45)
If there exist coefficients cn such that the RHS of
(44) equals the RHS of (45), then the unique solu-
tion of fν(ν;Fr0) must satisfy log2 (fν(ν;Fr0)) =∑∞
n=0 cnν
n. Next, we write the RHS of (44) in a
polynomial form, and check whether this polynomial
can be written as a weighted sum of Laguerre poly-
nomials as in the RHS of (45). Using Pl(z) =
min
(∑∞
m=0 qm,lz
2m, B2v/(4RL)
)
from (32), we write
the RHS of (44) as
∑∞
m=0 αmz
2m, where α0 = λ0σ2+( ∑
l∈Lnon−sat
λlq0,l+
∑
l∈Lsat
λlB
2
v/(4RL) −
∑
l∈L
λlPl,req
)
−
C − log2(e), α1 = −λ0 +
∑
l∈Lnon−sat
λlq1,l, and αm =∑
l∈Lnon−sat
λlqm,l ∀m ≥ 2. Hence, (44) can be written
as
∞∫
0
Q(ν, z|hI|) log2 (fν(ν;Fr0)) dν=
∞∑
m=0
αmz
2m.
(46)
Hence, the problem reduces to finding the coefficients
cn that make the RHSs of (45) and (46) equal. Using
15Unlike with real signaling, where fν(ν;Fr0 ) was obtained in
terms of the Hermite polynomials, with complex signaling, the kernel
Q(ν, z|hI|) is not orthogonal to the Hermite polynomials. Hence, we
use a different approach to obtain fν(ν;Fr0 ).
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the definition of the Laguerre polynomial, we require∑∞
m=0 αmz
2m =
∑∞
n=0 cnn!
∑n
m=0
(
n
m
) |hI|2m
m!2m z
2m.
Thus, cn satisfies the linear system of equations αm =∑∞
n=m cnn!
(
n
m
) |hI|2m
m!2m , m = 0, . . . ,∞. Truncating the
summation order to 2S for some large S, the linear
system of equations can be written as α = Mc, where
α = [α0, . . . , αS ]
T , c = [c0, . . . , cS ]T , and M is an
upper triangular matrix whose non-zero entries in the
mth row and the nth column are n!
(
n
m
) |hI|2m
m!2m , for n≥m
and zero, otherwise. Since any upper triangular matrix
with non-zero main diagonal entries is invertible, the
coefficients cn can be obtained uniquely as c=M−1α.
Using these coefficients, the RHSs of (45) and (46)
are equal, and therefore their LHSs are also equal, i.e.,
fν(ν;Fr0) = e
ln(2)
∑∞
n=0 cnν
n
, which does not corre-
spond to a legitimate pdf. Hence, (44) cannot hold over
an infinite set of points with an accumulation point, i.e.,
E0 must be discrete and finite. This completes the proof.
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