Abstract. The eigenvector corresponding to the second smallest eigenvalue of the Laplacian of a graph, known as the Fiedler vector, has a number of applications in areas that include matrix reordering, graph partitioning, protein analysis, data mining, machine learning, and web search. The computation of the Fiedler vector has been regarded as an expensive process as it involves solving a large eigenvalue problem. We present a novel and efficient parallel algorithm for computing the Fiedler vector of large graphs based on the Trace Minimization algorithm. We compare the parallel performance of our method with a multilevel scheme, designed specifically for computing the Fiedler vector, which is implemented in routine MC73 FIEDLER of the Harwell Subroutine Library (HSL).
Introduction
The second smallest eigenvalue and the corresponding eigenvector of the Laplacian of a graph have been used in a number of application areas including matrix reordering [10, 9, 8, 1] , graph partitioning [12, 13] , machine learning [11] , protein analysis and data mining [5, 16] , and web search [4] . The second smallest eigenvalue of the Laplacian of a graph is sometimes called the algebraic connectivity of the graph, and the corresponding eigenvector is known as the Fiedler vector, due to the pioneering work of Fiedler [3] .
For a given n × n sparse symmetric matrix A, or an undirected weighted graph with positive weights, one can form the weighted-Laplacian matrix, L w , as follows:
One can obtain the unweighted Laplacian by simply replacing each nonzero element of the matrix A by 1. In this paper, we focus on the more general weighted case; the method we present is also applicable to the unweighted Laplacian. Since the Fiedler vector can be computed independently for disconnected graphs, we assume that the graph is connected. The eigenvalues of L w are 0 = λ 1 < λ 2 ≤ λ 3 ≤ ... ≤ λ n . The eigenvector x 2 corresponding to smallest nontrivial eigenvalue λ 2 is the sought Fiedler vector. A state of the art multilevel solver [7] called MC73 FIEDLER for computing the Fiedler vector is implemented in the Harwell Subroutine Library(HSL) [6] . It uses a series of levels of coarser graphs where the eigenvalue problem corresponding to the coarsest level is solved via the Lanczos method for estimating the Fiedler vector. The results are then prolongated to the finer graphs and Rayleigh Quotient Iterations (RQI) with shift and invert are used for refining the eigenvector. Linear systems encountered in RQI are solved via the SYMMLQ algorithm.
We describe a novel parallel solver: TRACEMIN-Fiedler based on the Trace Minimization algorithm (TRACEMIN) [15, 14] in Section 2 and present results in Section 3 comparing it to MC73 FIEDLER.
The TRACEMIN-Fiedler Algorithm
We consider solving the standard symmetric eigenvalue problem
where L denotes the weighted Laplacian, using the TRACEMIN scheme for obtaining the Fiedler vector. The basic TRACEMIN algorithm [15, 14] can be summarized as follows. Let X k be an approximation of the eigenvectors corresponding to the p smallest eigenvalues such that
. The updated approximation is obtained by solving the minimization problem
This in turn leads to the need for solving a saddle point problem, in each iteration of the TRACEMIN algorithm, of the form
Once ∆ k is obtained (X k − ∆ k ) is then used to obtain X k+1 which forms the section X T k+1 LX k+1 = Σ k+1 , X T k+1 X k+1 = I. The TRACEMIN-Fiedler algorithm, which based on the basic TRACEMIN algorithm, is given in Figure 1 .
In step 4 the columns of the matrix X k are orthonormal because columns of V k and Y k are orthonormal. The most time consuming part of the algorithm is solving the saddle-point problem in each outer TRACEMIN iteration. This involves, in turn, solving large sparse symmetric positive semi-definite systems of the form LW k = X k using the Conjugate Gradient algorithm with a diagonal preconditioner. Our main enhancement of the basic TRACEMIN scheme are contained in step 8, solving systems involving the Laplacian, and step 7 concerning the deflation process. In the TRACEMINFiedler algorithm, not only is the coefficient matrix L is guaranteed to be symmetric positive semi-definite, but that its diagonal (the preconditioner) is guaranteed to have positive elements. On the other hand, in MC73 FIEDLER there is no guarantee that the linear systems, arising in the RQI with shift and invert, are symmetric
Algorithm 1:
Data: L is the n × n Laplacian matrix defined in Eqn. (1) , ε out is the stopping criterion for the ||.|| ∞ of the eigenvalue problem residual Result: x 2 is the eigenvector corresponding to the second smallest eigenvalue of
The eigenvalues Σ k are arranged in ascending order and the eigenvectors are chosen to be orthogonal; 4. Compute the corresponding Ritz vectors
6. Test for convergence: If the relative residual of an approximate eigenvector is less than ε out , move that vector from X k to X conv and replace n conv by n conv + 1 increment. If n conv ≥ p, stop; 7. Deflate: If n conv > 1,
Solve the linear systemLW k = X k approximately via the PCG scheme using the diagonal preconditionerD; else Solve the linear system LW k = X k approximately via the PCG scheme using the diagonal preconditioner D;
9. Form the Schur complement positive semi-definite with positive diagonal elements. Hence, MC73 FIEDLER uses SYMMLQ without any preconditioning to solve linear systems in the Rayleigh Quotient Iterations.
We should note here that the matrix L is symmetric positive semi-definite with one zero eigenvalue. As soon as the first eigenvalue has converged, however, the right hand side X k is orthogonal to the null space of L due to the deflation step 7. Since the smallest (i.e. 0) eigenvalue converges after the first iteration of the algorithm we add a small diagonal perturbation for the first iteration of the algorithm only in order to ensure PCG will not fail.
The order of the linear system in step 10 is q × q where q = 6, therefore we solve these small systems directly. We note that our algorithm can easily compute additional eigenvectors of the Laplacian matrix by setting p to be the number of desired of smallest eigenpairs.
Parallel Implementation of TRACEMIN-Fiedler
The parallel TRACEMIN-Fiedler algorithm consists of the same basic steps as the serial algorithm 1. The matrix and vectors are distributed in blocks across the processors. Our parallel implementation is based on the MPI communication library.
One critical part of the parallelization is the matrix vector product. Due to the block nature of the TRACEMIN algorithm, the matrix L is applied to a set of vectors at a time, which leads to greater efficiency. The amount of communication needed in the matrix vector product is problem dependent. The scalability of this operation and therefore of the overall parallel TRACEMIN-Fiedler algorithm varies depending on the number of non-zeros in L and their location. The parallel matrix-vector multiplication operation is performed in Step 2, for the computation of H k , in Step 5, for computing the residuals, and once in each iteration of the PCG solve in Step 8.
The other type of communication needed in the parallel TRACEMIN-Fiedler algorithm is the AllReduce operation. This is required in the computation of dot products and norms. In particular, the AllReduce communication is performed in Step 1, for the orthonormalization step, in Step 2, for the computation of H k , on Step 5, in the computation of the residual norms, in Step 7, for the deflation operation and in Step 9, in the computation of the Schur complement matrix. The AllReduce communication operation is performed three times in each iteration of the PCG solve in Step 8. In our implementation, most AllReduce operations are applied to a set of vectors, which is more efficient than doing more reductions one at a time.
Numerical Results
We implement the TRACEMIN-Fiedler algorithm in Figure 1 in parallel using MPI. We compare the parallel performance of MC73 FIEDLER with TRACEMIN-Fiedler using a cluster with Infiniband interconnection where each node consists of two quad-core Intel Xeon CPUs (X5560) running at 2.80GHz (8 cores per node). For both solvers we set the stopping tolerance for the ∞ − norm of the eigenvalue problem residual to 10 −5 . In TRACEMIN-Fiedler we set the inner stopping criterion as ε in = 10 −1 * ε out , and the maximum number of the preconditioned CG to 30. For MC73 FIEDLER, we use all the default parameters.
The set of test matrices are obtained from the University of Florida (UF) Sparse Matrix Collection [2] . A search for matrices in this collection which are square, real, and which are of order 2, 000, 000 < N < 5, 000, 000 returns four matrices listed in Table 1 . If a matrix, A, is nonsymmetric we use (|A| + |A T |)/2, instead. Furthermore, if the adjacency graph of A has any disconnected single vertices we removed them since those vertices are independent and have trivial solutions. We apply both MC73 FIEDLER and TRACEMIN-Fiedler to the weighted Laplacian generated from the adjacency graph of the preprocessed matrix where the weights are the absolute values of matrix entries. After obtaining the Fiedler vector x 2 returned by each algorithm, we compute the corresponding eigenvalue λ 2 ,
We report the relative residuals ||Lx 2 − λ 2 x 2 || ∞ /||L|| ∞ in Table 2 . The total time required by TRACEMIN-Fiedler using 1, 2, and 4 nodes with 8 MPI processes, i.e. using 8 cores, per node are presented in Table 3 . We emphasize that the parallel scalability results for TRACEMIN-Fiedler is preliminary and that there is more room for improvement. Since MC73 FIEDLER is purely sequential we have used it on a single core. actual solve times and the speed improvement values are given in Tables 3 and 4 . Note that on 32 cores, our scheme realizes speed improvements over MC73 FIEDLER that range between 4 and 641 for our four test matrices. 
