We examine the convergence characteristics of iterative methods based on a new preconditioning operator for solving the linear systems arising from discretization and linearization of the steady-state NavierStokes equations. With a combination of analytic and empirical results, we study the effects of fundamental parameters on convergence. We demonstrate that the preconditioned problem has an eigenvalue distribution consisting of a tightly clustered set together with a small number of outliers. The structure of these distributions is independent of the discretization mesh size, but the cardinality of the set of outliers increases slowly as the viscosity becomes smaller. These characteristics are directly correlated with the convergence properties of iterative solvers.
Introduction
The aim of this work is to study the performance of a preconditioning methodology designed for use with Krylov subspace iteration to compute the numerical solution of the incompressible Navier-Stokes equations. The nonlinear problem is −ν∆u + (u · grad) u + grad p = f −div u = 0 in Ω, (1.1) subject to suitable boundary conditions on ∂Ω, where Ω is an open bounded domain in R 2 or R 3 , and u and p are the velocity and pressure, respectively. Our focus is on the Oseen equations, the linearized version of (1.1) given by
where w is such that div w = 0. This problem arises for example from a Picard iteration applied to (1. where u (−1) is arbitrary. It is shown in [13] that this iteration is globally convergent provided ν > c 2 f −1 /c 1 where c 1 is the coercivity constant associated with (1.1) and c 2 is the continuity constant for the convection term; this requirement is also well known as a sufficient condition for the existence of a unique solution to (1.1) [10] .
Discretization of (1.2) using a div-stable [10] strategy leads to a linear system of the form
F is a discrete convection-diffusion operator, i.e., it has the form F = νA + N where A is a discrete diffusion operator, N is a discrete convection operator, and B and B T are discrete divergence and gradient operators, respectively.
To motivate a preconditioning strategy for (1.4), we begin with the block LU factorization GMRES iteration [21] applied to a linear system with this coefficient matrix would require precisely two steps to compute the exact solution [16] . A rightoriented preconditioner for (1.4) is determined by approximations P F ≈ F and P S ≈ S, or, more precisely, by operations that approximate the actions of F −1 and S −1 . Variants of this methodology have been considered in many studies [1, 2, 4, 5, 9, 15, 20, 23, 25, 26] 1 . The advantage of this general approach is that it reduces the problem of finding preconditioners for (1.4) to that of finding good techniques for defining P
−1
F and P
S . For (1.2), the first subproblem entails approximating the solution of a set of discrete scalar convection-diffusion equations F u = v. P −1 F could be defined by applying an iterative algorithm such as multigrid to this system. Our experience is that such an iteration requires only a mild stopping criterion for good performance of the preconditioner, and in this study we will not consider the effects of this approximation and restrict our attention to P F = F .
A good choice for P S , the approximation to the Schur complement S, is less straightforward. Our aim here is to develop an understanding, using a combination of analysis and experiment, of the effectiveness of a new version of this operator developed by Kay and Loghin [14] and considered further by Silvester et. al. [22] . The technique is determined by the choice (1.5) where A p and F p represent discrete approximations to scaled Laplacian and convection-diffusion operators defined on the pressure space, and M p is the pressure mass matrix. P
S was derived from the Green's tensor for the Oseen operator in [14] as an approximation to the inverse of a continuous representation of the Schur complement. We motivate it here by briefly recapitulating an alternative derivation given in [22] . Suppose that there is formal commutativity of differential forms given by
That is, there is a convection-diffusion operator defined on the pressure space (identified with the subscript), and that this operator commutes with the gradient operator as indicated. A discrete version of this relation is
Right orientation is largely an arbitrary choice; a left-oriented approach can be derived by a similar argument. For symmetric problems such as the Stokes equations, a block-diagonal preconditioner is preferable [7] where M u is the mass matrix on the velocity space. This is equivalent to
Recognizing (1.6)-(1.7) as formal approximations rather than identities and premultiplying (1.7) by B gives the approximation S ≈ P S of (1.5), where
More generally, A p can be any stable discretization of the Poisson operator on the pressure space. This approach for preconditioning represents an improvement and simplification of related strategies developed previously in [4, 5] .
The boundary conditions associated with the discrete operators A p and F p of (1.5) need to be appropriately defined. For the common case of an enclosed flow with specified velocity conditions on ∂Ω, the discrete Schur complement operator BF −1 B T is conventionally associated with a Neumann operator for the pressure field, see [22] . This means that A p and F p should correspond to discrete elliptic problems with a standard Neumann boundary condition. This issue is explored more fully in [25, pp. 50-51] and [3, pp. 36-43] . In the case of a boundary segment with standard outflow boundary conditions, the Schur complement S (and its preconditioner P S ) must be defined with Dirichlet data for the pressure on that part of the boundary in order to ensure that the preconditioning operator is elliptic over the pressure solution space.
In this paper we examine the properties of this preconditioner. In Sect. 2, we define a set of benchmark problems derived from the "leaky" lid-driven cavity problem, and we study the performance of the preconditioned GM-RES iterative solver applied to them. Our concerns here are to understand the dependence on fundamental parameters in the problems, the viscosity ν and the mesh size h associated with the discretization. Our observations are that the number of iterations required for convergence is independent of the mesh size, but there is some dependence on the viscosity. This dependence is manifested through a period of latency in the early stages of the iteration whose length is mildly increasing with ν −1 ; after this a faster asymptotic convergence rate is obtained. (We will also occasionally state our observations in terms of the dimensionless Reynolds number Re = uL ν , where in our examples the length scale and velocity scales are L = 1, |u| = 1, so that Re is essentially the same as ν −1 .) In Sect. 3, we study the eigenvalues of the preconditioned operator SP −1 S for these benchmark problems. We demonstrate empirically that there is a tightly clustered set of eigenvalues contained in a region whose boundaries are independent of ν and h, together with a very small number (on the order of ten) of outlying values that are independent of h but not ν. In Sect. 4, using an analysis of optimal Krylov subspace methods, we give a theoretical explanation of the convergence behavior of GMRES: the latency in iterations is caused by the outlying eigenvalues, and the subsequent rapid convergence is a consequence of the tight clustering of the majority of eigenvalues. In Sect. 5, we consider a variant of the problem studied in the previous sections and present analytic bounds on eigenvalue distributions that identify asymptotic effects in the cases of small ν (large Re) and large ν (the Stokes limit). In Sect. 6, we show that our results, which are derived for a fixed velocity field w in (1.2), are consistent with the performance for a complete Picard iteration (1.3). Finally, in Sect. 7, we make some concluding remarks.
Performance of GMRES iteration
As a source of benchmark problems, we use a linearized version of the driven cavity problem, in which (1.2) is posed on Ω = (0, 1) × (0, 1), with f = 0, boundary conditions
and convection coefficients (or "wind")
This choice of the wind, which contains a single recirculation in Ω, is used to simulate what happens in the Picard iteration (1.3) for the driven cavity problem, where u (m−1) contains one primary recirculation for most m; we will return to this point in Sect. 6. We examine two discretizations, the marker-and-cell (MAC) finite difference scheme [11] , and the P 2 -P 1 finite element discretization, which uses triangular elements with piecewise quadratic bases for the velocity components and a piecewise linear basis for the pressure. Both these discretizations are known to be div-stable, see [10, 17] . For each of them, we discretize (1.2) in Ω using a uniform mesh of width h. (Cf. [14] for results on non-isotropic grids.) The MAC scheme is formally first order accurate when measured in a discrete H 1 norm, see [17, 18] . The P 2 -P 1 method is a higher order discretization: if the weak solution of (1.1) is sufficiently regular, then the velocity converges like O(h 2 ) when measured in the H 1 norm, see [10, pp. 181, 323] . A p and F p are defined on the discrete pressure spaces in the natural way via finite differences for MAC and linear elements for P 2 -P 1 . We present two sets of experimental results on convergence. These and all other computations described in the paper were performed using Matlab on a Sun Sparc Ultra 1 computer. a variety of values of the mesh size h and viscosity parameter ν. The initial guess was identically zero, and the stopping criterion was
where r k is the residual vector. These experiments clearly show that convergence is essentially independent of the discretization parameter but that there is modest dependence on the viscosity, with reductions in ν (i.e., increases in the Reynolds number) leading to increases in iteration counts. The tabulated results are consistent with those obtained by Kay and Loghin [14] for this problem as well as two others, models of a pipe-flow and flow over a backward facing step. The figures suggest that in fact the asymptotic convergence behavior of the GMRES iteration is also independent of ν, but that there is a period of slow convergence in the early stages of the iteration, and this latency period is longer for smaller values of ν. These observations hold for both discretizations.
Behavior of eigenvalues
Let the preconditioned system under consideration be denoted now by
and let the residual associated with an iterate x m be given by
Assume A = V ΛV −1 is diagonalizable, and let σ(A) denote the set of eigenvalues of A. Recall the standard bound on convergence of GMRES [21] , where the minimum is over all polynomials of degree m taking on the value 1 at the origin. In this section, we show the results of a series of experiments concerning the eigenvalues of the F p -preconditioned matrices SP
−1
S for the benchmark problems considered above. We will then (in Sect. 4) use these results together with (3.2) to explain convergence performance.
We begin with the MAC discretization. Figure 3 .1 plots the eigenvalues of the preconditioned matrices, for ν = 1/80 and four successively refined meshes. For h = 1/16 and 1/32, all the eigenvalues are displayed, and for h = 1/64 and 1/128, a subset is shown consisting of those with smallest nonzero real parts, largest real parts, and largest imaginary parts 2 . virtually identical for all four mesh parameters. Figure 3 .2 shows that the maximal real parts in the eigenvalue sets are also close to being constant as functions of ν, but that the maximal imaginary parts grow like ν −1 . The dependence of the small real parts on ν is less clear from this figure. This is explored further in Table 3 .1, which shows the extreme real and imaginary parts, as well as the three next smallest real parts, in this case for h = 1/128. The patterns are as follows. For small enough ν, the smallest real part is actually decreasing in proportion to ν 2 . A similar statement applies for the other small real parts, although the asymptotic behavior is evident only for somewhat smaller values of ν. That is, there are some eigenvalues that are decreasing in proportion to ν 2 , but the set (of indices of eigenvalues) for which this pattern holds appears to be small. Circle, center .8 radius .5 Figures 3.1 and 3.2 also suggest that with the exception of a small set of outliers of the types given above, the majority of eigenvalues lie in a tightly clustered set. This issue is examined in Fig. 3 .3, which shows a magnified image of the data for h = 1/32 from Fig. 3 .2 (coordinates on the imaginary axis are restricted), on which a circle centered at (0.8, 0) with radius 1/2 is drawn. The circle represents a domain, determined by inspection, containing the majority of eigenvalues. Table 3 .2 continues in this direction by showing how many eigenvalues lie outside this circle for different values of ν, for the two mesh parameters for which all eigenvalues have been computed. These data indicate that in fact the number of outliers is small but growing slightly with ν −1 . The number of eigenvalues with small real parts (i.e., to the left of the circle) is also increasing as ν gets smaller, but quite a bit more slowly than the total number of outliers.
We next discuss an analogous set of computations for the P 2 -P 1 discretization. Table 3 .3 shows a set of extremal eigenvalues of the preconditioned matrices, for h = 1/64. This data is analogous to that shown in Table 3 .1 for finite differences, and the patterns displayed for the two dis- cretizations are largely the same. That is, the smallest real parts are of order ν 2 , the largest real parts are O(1), and the largest imaginary parts proportional to O(ν −1 ). We study the dependence of spectra on mesh size by tabulating additional data for coarser meshes in Table 3 .4. From the results in this table and  Table 3 .3, it is clear that, just as above, the smallest real parts, largest real parts and largest imaginary parts of eigenvalues are all independent of the mesh size.
For this discretization, it is more difficult to make a clean statement about clustering of the non-extreme eigenvalues. A table analogous to Table 3 .3 for the finest mesh for which we can compute a complete set of eigenvalues (h = 1/32) would show many more eigenvalues lying outside a fixed set as ν is reduced. For example, for h = 1/32 and ν = 1/320, there are 191 eigenvalues outside the circle depicted in Fig. 3.3 ; this contrasts with 21 for the MAC discretization. We do not believe that this is caused by any inadequacy of the preconditioning operator, but that instead it stems from properties of the discretization. This point can be explored using the data in Tables 3.3 4 for small values of ν. As h is refined, these eigenvalues actually increase and become closer to the analogous values for the MAC discretization. That is, for small ν and insufficiently fine meshes, many of the eigenvalues occurring in these computations are artificially small and do not indicate a proper dependence on ν. As an additional example, the bottom right entry .0553 of Table 3 .3 is also likely to be artificially small.
We believe the reason for this has to do with the accuracy of the discretization. It is well known that if the cell Reynolds number Re
is large, then the discretization may be inaccurate. The P 2 -P 1 discretization has a higher order of accuracy than the finite difference discretization, but it also requires finer meshes for its asymptotic properties to hold; when the mesh is too coarse, the discretization is less accurate and this leads to anomolous behavior in the preconditioning process when Re h is large. This is also the likely explanation for the reduction in iterations seen in Table 2 .1 for small ν as h is reduced.
Analysis of GMRES convergence
In this section, we derive a convergence bound for GMRES iteration that establishes a connection between the latencies displayed in the initial stages of the solution process, as shown in Sect. 2, and the outlying eigenvalues of the preconditioned systems described in Sect. 3. The analysis is based on a technique developed by Jennings [12] for the conjugate gradient method, whereby a bound is obtained using certain auxiliary polynomials.
With the preconditioned problem represented as in 
where
is the polynomial of degree d whose roots are the outlying eigenvalues contained in σ o (A), and C k is any polynomial of degree k satisfying C k (0) = 1. C k can be chosen to be small on a set E containing σ c (A) such that
If the enclosing set E is bounded by a circle centered at c with radius r as in Sect. 3, then the choice C k (λ) = s ρ k , and the asymptotic convergence behavior will not be manifested until this expression is less than 1. This will be achieved when
That is, for the preconditioned problems under consideration, we expect convergence to be slow for a number of iterations essentially determined by the number of outlying eigenvalues; if some of these eigenvalues are small, then there may be an additional delay of magnitude log ν −1 . In our examples (Table 3. 2), there are fewer small outliers than large ones, and therefore this extra delay should be relatively short. We next show that the bounds established with this analysis give an accurate depiction of performance. Let p m now denote the iteration polynomial generated by m steps of the GMRES iteration. The roots of p m , which are referred to as the harmonic Ritz values, are the eigenvalues of the matrix (see [8] ), where H m is the rectangular upper Hessenberg matrix of dimensions (m + 1) × m generated by the Arnoldi computation used for GMRES [21] , andH m is the square submatrix of H m obtained by removing the last row. As the iteration converges to the solution, the harmonic Ritz values converge to eigenvalues of the coefficient matrix.
For simplicity, we consider here the GMRES iteration applied directly to the Schur complement system Sp = s where s = BF −1 f , with right preconditioner P S . We present results for the P 2 -P 1 discretization, with ν = 1/80 and h = 1/32. Some of the trends displayed in these figures are as follows.
Step 6 (Fig. 4.2) is the first where any eigenvalues of the coefficient matrix, in this case the pair with maximal imaginary parts, are accurately resolved. At this stage, the four other harmonic Ritz values bear no clear relation to the spectrum of SP −1 S . Also, after this step, the residual norm exhibits a noticeable decrease in size (Fig. 4.1 ). At step 10 ( Fig. 4.3) , several other extremal eigenvalues are resolved: the pair with second largest imaginary part and the one with largest real part. In addition, the estimates for the pair with third largest imaginary part are fairly accurate, although it takes until step 14 for these to be resolved well. In these first two figures, there is no Fig. 4.4) , the smallest harmonic Ritz value is close to that eigenvalue; good resolution is obtained at step 18. At about this point, the GMRES iteration enters its period of asymptotic performance. Finally, at step 26, when the asymptotic performance is established, all extreme eigenvalues are wellapproximated and the new harmonic Ritz estimates lie around the perimeter of the set of eigenvalues clustered in the vicinity of (0.8, 0).
These results are typical of performance for both discretizations. They indicate, as the analysis suggests, that asymptotic convergence occurs after the outlying eigenvalues are resolved by the GMRES iteration, and that the smaller outliers take longer to be resolved than the longer ones. Once the Remark. The bound (3.2) also depends on the condition number of the matrix of eigenvectors. Using Matlab, we calculated this quantity for the Euclidean norm and various choices of h and ν. It had values on the order of 10 2 to 10 3 but displayed no discernable pattern. The correlation between performance and analysis suggests that the eigenvalues are responsible for convergence behavior, but we are unable to incorporate κ(V ) into the discussion.
Analysis of eigenvalues
In this section, we derive bounds on the eigenvalues of a generalized eigenvalue problem
HereP S is a variant of the preconditioner P S of (1.5) but with a "symmetric style,"P
The presence of the matrix square roots makes this operator unsuitable for practical computation, but its symmetric form is needed for an analysis. We consider two cases separately. We first show that for the case of small Reynolds numbers (large ν), the eigenvalues of (5.1) are perturbations of those of a generalized problem associated with the Stokes equations, which leads to bounds showing that (5.1) is well behaved and that the properties of the preconditioner in the Stokes limit are good. For more general situations, including the case of small ν, we derive an equivalence between (5.1) and an alternative problem that leads to rigorous bounds on the imaginary parts of the eigenvalues and heuristic insight into properties of the real parts.
Small Reynolds numbers and the Stokes limit
denote the (scaled) symmetric parts of F and F p , respectively, and
denote the skew-symmetric parts. Consider the factorizations of the discrete convection-diffusion operators,
. (Here and in the following, A −1 p is to be understood as the inverse of the operator defined on the orthogonal complement of the null vector p ≡ constant, or, equivalently, as the pseudo-inverse on the complete pressure space.) It is well known that the spectral radii ρ(N ) and ρ(N p ) are bounded by constants that are independent of the mesh parameter h [6] ; these spectral radii are clearly also independent of ν. We will use these observations to derive simplified representations of the Schur complement and preconditioning operators for large ν. The following result will be used in the derivation; the proof is straightforward and is omitted.
Lemma 5.1. For any matrix C such that I + C is nonsingular,
SinceN is skew-symmetric, I + 1 νN is nonsingular, and the lemma implies that
. Combining this with the first relation of (5.3) gives the following expression for the Schur complement:
where S ∞ = BA −1 B T is the Schur complement associated with the Stokes operator. Note also that
An identical argument forP S of (5.2) shows that
Consequently, the preconditioning operator has the form
In essence, these derivations quantify the facts that for small Reynolds number, S andP S are perturbations of 
are contained in a mesh independent interval [γ 2 , Γ 2 ]. Here, γ is the infsup constant associated with the discretization, and Γ = 1 for conforming finite element approximations such as P 2 -P 1 , see [24] . The following result shows that the eigenvalues of (5.1) lie in a region close to this interval. Proof. The Rayleigh quotient for the eigenvalue µ is
. Dividing numerator and denominator by (p, M p p), we rewrite this as
. Now consider the individual quotients appearing in (5.6). For the numerator, we have already observed that the first term is contained in [γ 2 , Γ 2 ]. The second term is imaginary and satisfies
Similarly, the third quotient is bounded by
Analogous arguments apply for the two quotients appearing in the denominator of (5.6). It follows that the eigenvalue µ must be of the form
, and β, η are real of order ν −1 .
General results
For the case of general ν, we begin with the generalized eigenvalue problem
which arises from application of a block diagonal preconditioner to (1.4), as in [4, 20, 23] . It follows from the first equation of (5.7) that for λ / = 1, u = We will use the primal problem to derive a bound on the imaginary parts of these eigenvalues. Making the change of variables u = A −1/2 v in (5.8) and premultiplying both sides by A −1/2 leads to the equivalent problem That is, the matrices on each side of equation (5.9) consist of the sum of a bounded symmetric operator (times ν) and a bounded skew-symmetric operator. A heuristic explanation for the effectiveness of the preconditioner is that, from (5.5), J behaves loosely like an identity operator on the space range(A −1/2 B T ), and K andN are derived in a similar manner from the underlying discrete convection operators. We also have the following result establishing a bound on the imaginary parts of the eigenvalues of the preconditioned system consistent with the behavior reported in Sect. 3. Proof. From the equivalence of (5.1), (5.8) and (5.9), we seek a bound on the imaginary part of the Rayleigh quotient
. This can be rewritten as
The imaginary part is bounded by
Full Picard iteration
All the results above are for a fixed velocity field w in the Oseen equations (1.2) where, in the experiments, w was chosen to resemble the driven cavity flow field. The fixed wind was used for convenience but it is somewhat artificial, since the structure of the solution to (1.1) and of the iterates of (1.3) will depend on the viscosity ν. In this section, we show the results of some experiments with the full nonlinear Picard iteration, for both discretizations and h = 1/64. Table 6 .1 shows the average iteration counts required when preconditioned GMRES is used to solve each linear system arising during the nonlinear iteration. For completeness, the number of Picard iterations is also shown, in parentheses. These tests were run using an "inexact" nonlinear iteration (1.3), with the stopping criterion for the linear solver tied to the residual of the nonlinear system. That is, the linear iteration was stopped at step k when the linear residual vector r k satisfied These results are consistent with what we observed for a fixed velocity field. In particular, the dependence on ν shown in Table 6 .1 is essentially the same as that depicted in Table 2 .1. Similar results are also given in [14] . The lower iteration counts are due to the less stringent stopping criterion. Further comparison is provided by Fig. 6.1 , which shows the complete convergence histories of the linear solves for one problem, with ν = 1/160 and the P 2 -P 1 discretization. This data is typical of the results for all the problems. Except in the first nonlinear step, which requires a Stokes solve, there is a latency exactly like that observed above (Fig. 2.2 ).
Concluding remarks
The purpose of this study was to explore the properties of the preconditioning operator (1.5) proposed by Kay and Loghin, and to explain its behavior for the steady-state Navier-Stokes equation. Our results indicate that the eigenvalues of the preconditioned operator determine the convergence properties of preconditioned GMRES. Eigenvalue distributions and convergence rates are independent of discretization mesh size, and a small, ν-dependent number of outlying eigenvalues lead to some dependence of performance on ν −1 .
We conclude with a few comments on issues not explored here. First, we have not considered algorithmic costs. An iterative solver using this preconditioner can be constructed with building blocks consisting of a convectiondiffusion solver (for P −1 F ), a Poisson solver (for A −1 p ), a solver for the pressure mass matrix (i.e., for M −1 p ), and various matrix products. The latter two operations have negligable costs, and if fast algorithms such as multigrid or domain decomposition are used for the other tasks, then the cost per step of the complete iteration will be low. Kay and Loghin [14] showed that use of such inner iterations leads to performance consistent with that of the "exact" preconditioner. In addition, although we have restricted our attention to GMRES for the Krylov subspace method, we expect other solvers to perform well also.
Finally, this study has been limited to the steady-state problem. For evolutionary problems, the same solution algorithm can be applied at each step of a time-implicit iteration. Results in [22] suggest that in this setting, for small enough time steps, iteration counts appear to be independent of the viscosity.
