Abstract. In this work, we propose a modified four circulant construction for self-dual codes and a bordered version of the construction using the properties of λ-circulant and λ-reverse circulant matrices. By using the constructions on F 2 , we obtain new binary codes of lengths 64 and 68. We also apply the constructions to the ring R 2 and considering the F 2 and R 1 -extensions, we obtain new singly-even extremal binary self-dual codes of lengths 66 and 68. More precisely, we find 3 new codes of length 64, 15 new codes of length 66 and 22 new codes of length 68. These codes all have weight enumerators with parameters that were not known to exist in the literature.
Introduction
Self-dual codes, especially over the binary field, have been a central topic of research in coding theory for a considerable time now. This interest is justified by the many combinatorial and algebraic objects that are related to self-dual codes. The recent studies on self-dual codes are intensified around classifying all extremal self-dual codes of given lengths. The possible weight enumerators of all extremal binary self-dual codes of lengths up to 100 are given in [4] and [6] . Many of these possible weight enumerators have parameters in them that fall in certain intervals. A lot of recent research on extremal self-dual codes has gone towards finding extremal self-dual codes with new parameters. [10] , [11] , [12] , [13] , [14] , [15] , [18] are examples of such works.
There are numerous constructions for extremal self-dual codes. The common theme is a computer search, usually using the magma computer algebra ( [3] ), over a reduced search field. There are different methods to reduce the search field. Some of the most common such methods use a special type of matrices called circulant matrices. An n × n circulant matrix is determined uniquely by its first row. So, searching through such matrices over an alphabet A, requires searching over |A| n matrices instead of |A| n 2 matrices. Circulant matrices also have an important algebraic property in that they commute with respect to the matrix multiplication. These properties of circulant matrices have been used quite effectively in such popular constructions in literature as double circulant, bordered double circulant and four circulant constructions.
Another method of reducing the search field is to consider the above mentioned constructions over suitable rings that are endowed with orthogonality-preserving Gray maps. By considering the lifts of good binary self-dual codes over such rings, the search field can be reduced even further, giving way to many extremal codes with new parameters. This idea has been used quite effectively in the above-mentioned works.
In this work, we modify the four-circulant construction, using λ-circulant, reversecirculant and λ-reverse-circulant matrices. Applying these modified constructions to three well-known alphabets, F 2 , R 1 = F 2 + uF 2 and R 2 = F 2 + uF 2 + vF 2 + uvF 2 , we are able to find many extremal binary self-dual codes with new parameters, thus extending the database of all known such codes in the literature.
The rest of the work is organized as follows. In section 2, we give the preliminaries for our constructions. We recall the alphabets that we have mentioned above and we give a thorough background on circulant and reverse-circulant matrices. In section 3, we introduce a modified four-circulant construction, using λ-circulant and λ-reverse-circulant matrices as well as a bordered four circulant construction. In section 4, we apply the constructions to the alphabets F 2 , R 1 = F 2 + uF 2 and R 2 = F 2 + uF 2 + vF 2 + uvF 2 , as a result of which we obtain many new extremal binary self-dual codes of lengths 64, 66 and 68. More explicitly, we construct 3 new codes of length 64, 15 new codes of length 66 and 22 new codes of length 68, adding these to the literature of known such codes. The results are tabulated for each length.
Preliminaries

2.1.
Basics. Let R be a finite ring. A linear code C of length n over R is an R-submodule of R n . The elements of C are called codewords. Let u, v be inner product of two codewords u and v in R n which is defined as
The main case of interest for us is the case when R = F 2 , in which case we obtain the usual binary self-dual codes. Binary self-dual codes are called Type II if the weights of all codewords are multiples of 4 and Type I otherwise. Rains finalized the upper bound for the minimum distance d of a binary self-dual code of length n in [17] as d ≤ 4⌊ n 24 ⌋ + 6 if n ≡ 22 (mod 24) and d ≤ 4⌊ n 24 ⌋ + 4, otherwise. A self-dual binary code is called extremal if it meets the bound.
The ring family of R k is introduced in [8] as follows:
Leaving the details of these rings to the mentioned work, we just give basic properties of first two members of this family which are used in this work.
The ring R 1 that is F 2 + uF 2 is the first example of the ring family of R k . This ring was introduced in [1] for constructing lattices and it has been studied quite extensively in the literature of coding theory. Second member of R k is the ring R 2 that is F 2 + uF 2 + vF 2 + uvF 2 . The ring R 2 was first introduced by Yildiz and Karadeniz in [20] . Unlike the ring R 2 , the ring R 1 is finite chain ring. Moreover, the ring R k is not finite chain ring for k ≥ 2.
A linear distance preserving map from R n 1 to F 2n 2 is described in [5] in terms of vectors as:
In [20] , the Lee weight was defined as the Hamming weight of the image under a Gray map which was extended from that in [5] . Specifically, the following map for R 2 is given in [20] as follows:
One of the important properties of the Gray map that was given for this family of rings was its orthogonality-preserving property. This gives rise to the following important lemma which was given as Theorem 4 in [9] :
is Type II and if C is Type I then φ k (C) is Type I.
2.2.
The Circulant and Reverse-Circulant Matrices. Since our constructions rely heavily on circulant and reverse-circulant matrices, we give some of their properties in this subsection. Most of what is explained here can be found in abstract algebra sources. However, we wanted to put together some of these in a complete form.
With R a commutative ring with identity, let σ be the permutation on R n that corresponds to the right shift, i.e. σ(a 1 , a 2 , . . . , a n ) = (a n , a 1 , . . . , a n−1 ).
A circulant matrix is a square matrix where each row is a right-circular shift of the previous row. In other words, if r is the first row, a typical circulant matrix is of the form
It is clear that, with T denoting the permutation matrix corresponding to the ncycle (123...n), a circulant matrix with first row (a 1 , a 2 , . . . , a n ) can be expressed as a polynomial in T as:
Since T satisfies T n = I n , this shows that circulant matrices commute. A reverse-circulant matrix is a square matrix where each row is a left-circular shift of the previous row. It is clear to see that if r is the first row, a reverse-circulant matrix is of the form
The following lemma recaptures some of the basic properties of circulant and reverse-circulant matrices that can easily be verified: We prove the following important lemma using the properties above: (ii) If A is a circulant matrix and B is a reverse-circulant matrix, then AB and BA are both reverse-circulant matrices that are not necessarily the same matrices.
Proof. (i) If A 1 and A 2 are circulant matrices then they correspond to two polynomials in T with T n = I n . It is clear that their product is also a polynomial in T of degree at most n − 1. Now suppose that B 1 and B 2 are two reverse-circulant matrices. By Corollary 2.3, we see that there exists circulant matrices A 1 and A 2 such that
which is circulant by the first part.
(ii) Let C 1 and C 2 be circulant matrices such that B = DC 1 = C 2 D by Corollary 2.3. Then AB = A(C 2 D) = (AC 2 )D, which is reverse-circulant by Lemma 2.2 (iii) and the first part. Similarly, BA = (
Let λ be a unit in R. The circulant and reverse-circulant matrices can be extended to the so-called λ-circulant and λ-reverse-circulant matrices. By σ λ , we mean the map that acts on R n as (2.4) σ λ (a 1 , a 2 , . . . , a n ) = (λa n , a 1 , . . . , a n−1 ).
A λ-circulant matrix is then a square matrix where each row is obtained from the previous row by applying the map σ λ . In other words, a typical λ-circulant matrix is of the form
. . .
Let T λ be the matrix that is obtained from the permutation matrix T by multiplying the (n, 1)-entry by λ. Then a λ-circulant matrix with the first row (a 1 , a 2 , . . . , a n ) can be expressed as
with T n λ = λI n . This shows that λ-circulant matrices are closed under multiplication and that they commute with each other as well.
By ρ λ , let us define the analogous left λ-shift on R n , namely: a 2 , . . . , a n ) = (a 2 , a 3 , . . . , a n , λa 1 ).
From the definitions, we can easily observe the following identities between σ λ and ρ λ (2.7)
A λ-reverse-circulant matrix is defined as a square matrix where each row is obtained from the previous row by applying the map ρ λ . In other words, a typical λ-reverse-circulant matrix is of the form
Similar to the properties of circulant and reverse-circulant matrices we have the following results for λ-circulant and λ-reverse-circulant matrices.
Lemma 2.5. (i) The product of two λ-circulant matrices is again λ-circulant while the product of a λ-circulant and γ-circulant matrix is not necessarily circulant if
(ii) λ-circulant matrices commute under multiplication for the same λ. We prove the following result, which is analogous to Lemma 2.4: Theorem 2.6. Suppose A is a λ-circulant matrix and B be a λ-reverse-circulant matrix. Then AB is a λ-reverse-circulant matrix for all units λ ∈ R. If λ 2 = 1, then BA is also λ-reverse-circulant.
Proof. By Lemma 2.5-(v), let C 1 be the λ-circulant matrix such that
Since both A and C 1 are λ-circulant, AC 1 is λ-circulant, and so by Lemma 2.5-(iv), (AC 1 )D is λ-reverse-circulant.
For the second part, assume that λ 2 = 1, λ −1 = λ. Again by the previous lemma, let C 2 be the λ −1 = λ-circulant matrix such that B = DC 2 . Then BA = (DC 2 )A = D(C 2 A). Similar to the previous case, C 2 A is λ-circulant, and so by the same lemma BA = D(C 2 A) is λ −1 = λ-reverse-circulant.
Constructions
The four circulant construction were introduced in [2] as; Let A and B be n × n circulant matrices over F p such that AA T + BB T = −I n then the matrix
Recently, the construction is applied on F 2 + uF 2 in [11] , which yielded to new binary self-dual codes.
In the following we give a modified version of the construction, which works for any commutative Frobenius ring; Theorem 3.1. Let λ be a unit of the commutative Frobenius ring R, A be a λ-circulant matrix and B be a λ-reverse-circulant matrix with AA T + BB T = −I n then the matrix
, it is enough to show that XX T = −I 2n . We have
So, we need to verify that −AB T + BA T = 0. By Lemma 2.5-(iii) B is a symmetric matrix so AB T = AB and by Theorem 2.6 AB is a λ-reverse-circulant matrix and it is also symmetric by Lemma 2.5-(iii). It follows that AB T = BA T , which implies GG T = 0. Since the ring R is Frobenius, the code C is self-dual.
By applying Theorem 3.1 on F 2 we obtain the codes listed in Table 1 . Some examples of codes over R 2 are given in Table 2 .
For the rest of the manuscript let J n denote the n × n matrix with all entries equal to 1. Lemma 3.2. Let A be a λ-circulant matrix over R k , B be a reverse-circulant matrix and r A = (a 1 , a 2 , . . . , a n ) and r B = (b 1 , b 2 , . . . , b n ) denote the first rows of A and B, respectively. Let S rA and S rB denote the sum of the components of r A and r B , respectively, i.e.S rA = n i=1 a i . Then, AA T + BB T = I n + J n implies S rA and S rB are both units or both non-units in R k .
Proof. AA
T + BB T = I n + J n implies r A , r A + r B , r B = 0, i.e.
Hence, (S rA ) 2 = (S rB ) 2 and the result follows from the fact (unit) 2 = 1, (nonunit) 2 = 0 for elements of R k .
The following Theorem is a bordered version of the construction in Theorem 3.1, which generates self-dual codes over the family of rings R k . Theorem 3.3. Let n be an odd number, A be a circulant matrix or order n and B be a reverse-circulant matrix of order n with S rA = S rB , which is a unit and AA T + BB T = I n + J n . Let x be a unit and y be a non-unit in R k . Let z = xS rA and t = yS rB then the matrix
generates a self-dual code C over R k where x = (x, x, . . . , x) denotes the all-x vector, similarly for y, z and t.
Proof. Let g i denote the i-th row of G. g 1 , g 1 = 1+n x 2 + y 2 = 0 since n is odd, x 2 = 1 and y 2 = 0. It is obvious that g 1 , g 2 = 0. By the choice of z and t we have g 1 , g i = 0 for 3 ≤ i ≤ 2n + 2. Similarly g 2 is orthogonal to itself and the other rows. Since z is a unit and t is a non-unit we have z 2 = 1 and t 2 = 0 which implies g i , g i = 1 + z 2 + t 2 = 0 for 3 ≤ i ≤ 2n + 2. AA T + BB T = I n + J n and z 2 + t 2 = 1 implies g i , g j = 0 whenever 3 ≤ i < j ≤ n+2 or n+3 ≤ i < j ≤ 2n+2. By Lemma 2.4-(ii) AB is a reverse-circulant matrix and by Lemma 2.2-(ii) reverse-circulant matrices are symmetric which implies B = B T and therefore AB T + BA T = 0. Together with zt + tz = 0 this implies g i , g j = 0 whenever 3 ≤ i ≤ n + 2 or n + 3 ≤ j ≤ 2n + 2. Hence, C is a self-dual code over R k .
Example 3.4. Let C be the code over R 1 generated by
where r A = (u, 0, 1, 1, u, 1, u) and r B = (0, 0, 0, 1, u, u, u) then S rA = S rB = 1 + u and AA T + BB T = I 7 + J 7 . Thus, C is a self-dual code by Theorem 3.3. The binary image φ 1 (C) is a self-dual Type II [64, 32, 12] 2 -code.
The codes listed in Table 3 are obtained by applying Theorem 3.3 on F 2 .
New binary self-dual codes of lengths 64, 66 and 68
In this section, we apply the constructions given in Section 3. By using Theorem 3.1 on F 2 we were able to construct 4 new codes of length 68. Three new extremal binary self-dual codes of length 64 are constructed as an application of Theorem 3.3 on F 2 . Moreover, by considering the extensions of the codes new codes of length 66 and 68 are constructed. The following theorem is used for extensions: Theorem 4.1. ( [7] ) Let C be a self-dual code over R of length n and G = (r i ) be a k × n generator matrix for C, where r i is the i-th row of G, 1 ≤ i ≤ k. Let c be a unit in R such that c 2 = 1 and X be a vector in R n with X, X = 1. Let
generates a self-dual code C ′ over R of length n + 2. Together with the ones constructed in [10, 11, 18] In this work, we construct the codes with weight enumerators β =29, 59, 74 in W 64,1 .
By Theorem 3.1 we obtain extremal binary self-dual codes of length 64 that are given in Table 1 .
In order to fit the upcoming tables we use hexadecimal number sytem. The one-to-one correspondence between hexadecimals and binary 4 tuples is as follows: 0 ↔ 0000, 1 ↔ 0001, 2 ↔ 0010, 3 ↔ 0011, 4 ↔ 0100, 5 ↔ 0101, 6 ↔ 0110, 7 ↔ 0111,
To express the elements of R 2 we use the ordered basis {uv, v, u, 1}. As an application of Theorem 3.1 on R 2 binary self-dual Type I codes of length 64 are constructed, which are listed in Table 2 .
Remark 4.2. Note that the first codes with weight enumerators β =1, 5, 13, 17, 21, 25, 29, 33 and 80 in W 64,2 are recently constructed in [10, 11] . Those are reconstructed in Table 2 .
The construction in Theorem 3.3 yields extremal binary self-dual codes of length 64. Those are listed in Table 3 , codes with weight enumerators β =29, 59 and 74 in W 64,1 are constructed for the first time. For a list of known codes in W 66,1 we refer to [11, 15, 19] Table 4 and  Table 5 . [12] and 178 new codes including the first examples with γ = 3 in W 68,2 are obtained in [13] . For a list of known codes in W 68,1 we refer to [19, 15] . Recently, new codes in W 68,2 are obtained in [13, 12, 15, 19] together with these, codes exist for W Table 6 . Example 4.3. Let C 1 and C 2 be the R 1 -extensions of ϕ u (D 64,21 ) with respect to Theorem respectively with c 1 = 1 + u, c 2 = 1 and (3, u, 0, 0, 0, 0, 1, u, 3, 0, 3, u, 1, 1, 0, 0, u, 1, 1, 0, 1, 3, 1, u, 1, 3, 0, u, 0, 0, 3, 3) X 2 = (1, u, u, 0, 0, u, 1, 0, 3, 0, 3, 0, 1, 3, u, 0, u, 1, 1, u, 3, 3, 1, u, 1, 1, u, 0, u, u, 1, 1) .
Then, ϕ (C 1 ) and ϕ (C 2 ) are extremal binary self-dual codes of length 68 with weight enumerators respectively γ = 0, β = 155 and γ = 0, β = 157 in W 68,2 .
The codes over R 2 in Table 2 are mapped to R 1 and by applying the extension theorem we were able to obtain 16 new codes of length 68 as binary images of the extensions. The codes are listed in Table 7 . Remark 4.5. The binary generator matrices of the constructed new codes are available online at [16] .
