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Frugal full-waveform inversion: From theory to a practical algorithm
As conventional oil and gas fields are maturing, our profession is challenged to come up with the next-
generation of more and more sophisticated exploration tools. 
In exploration seismology this trend has led to the emergence 
of wave-equation-based inversion technologies such as reverse 
time migration and full-waveform inversion. While significant 
progress has been made in wave-equation-based inversion, 
major challenges remain in the development of robust and 
computationally feasible workflows that give reliable results 
in geophysically challenging areas that may include ultralow 
shear-velocity zones or high-velocity salt. Moreover, subsalt 
production carries risks that need mitigation, which raises 
the bar from creating subsalt images to inverting for subsalt 
overpressure.
Among the many challenges that wave-equation-based 
inversion faces, we focus on reducing the excessive compu-
tational costs of full-waveform inversion (FWI). We accom-
plish these cost reductions by using modern techniques from 
machine learning and compressive sensing. Contrary to many 
implementations of wave-equation-based inversion, we pro-
pose a methodology where we do not insist on using all data 
(i.e., looping over all sources) to calculate the velocity mod-
el updates. Instead, we rely on a formulation that calls for 
more data and more accuracy in the wave simulations only as 
needed by the inversion. This dynamic selection of data and 
accuracy leads to major savings, in particular in the beginning 
when we are far from reaching the solution. Because this ap-
proach reduces the computational costs significantly, we open 
the way to test different scenarios for the purpose of qual-
ity control or to include more sophisticated regularization. 
Without this cost reduction, both would be computationally 
infeasible.
The article is organized as follows. First, we introduce 
the basics of full-waveform inversion, followed by stochastic 
sampling techniques to reduce the computational costs. Next, 
we propose an adaptive scheme that dynamically selects the 
required sample size—i.e., the number of source experiments 
that partake in the inversion, and forward modeling accuracy. 
Recent results on the Chevron Gulf of Mexico data set are 
discussed next, followed by a discussion on challenges of FWI 
and possible roads ahead.
Wave-equation-based inversion
Full-waveform inversion (FWI) is a parameter estimation 
problem, seeking Earth models that explain observed data 
typically collected in shot records. FWI is generally cast as 
an optimization problem where Earth models are found by 
minimizing the misfit between observed and simulated da-
ta—i.e., we solve the following optimization problem:
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where
(m) is the objective function that needs to be minimized 
over the unknown model parameters collected in the vec-
tor m,
•  M is the number of (monochromatic) experiments,
•  m is the model vector of length N with gridded medium 
parameters, e.g., the square of the gridded slowness,
•  i = 1  M is the experiment index,
• di
obs are the observed shot records,
• di
syn (m) are the synthetic shot records calculated from the 
current model m,
•  Ai(m) is the discretized wave equation—e.g., the Helm-
holtz system,
•  qi represent the discretized source vectors,
•  Pi is the detection operator extracting the synthetic shot re-
cord for the i th source experiment at the receiver locations.
Solutions of the above minimization problem are typically 
found by using iterative optimization techniques, which use 
local derivative information to compute descent directions 
that minimize the objective (m). At the bare minimum, 
these optimizations consist of the following steps for each 
experiment (Tarantola and Valette, 1982; Plessix, 2006): (1) 
data prediction by solving the wave-equation by inverting 
Ai(m), (2) calculation of the misfit between observed and 
predicted data, (3) solution of the time-reversed or adjoint 
wave equation using the data residual as the source term, (4) 
calculation of the model updates by correlating the forward 
and adjoint wavefields for each experiment, followed by a 
summation over the experiments yielding the gradient, and 
(5) computing the model update by properly scaling the gra-
dient—e.g., by conducting a linesearch and by approximate-
ly inverting the Hessian. This leads to efficient algorithms 
because the steps before the summation can be carried out 
in parallel.
While the above procedure is largely responsible for cur-
rent successes of full-waveform inversion to field data, nu-
merous challenges remain. These include the following:
• dependence on accurate long-wavelength starting models 
and long-offset and low-frequency data to avoid getting 
trapped in local minima
• increasing size and depth of survey areas, which leads to ex-
ponential increases in the computational and storage costs
• reliance on accurate modeling of the wave physics, which 
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has been challenging computationally because the total work 
needed to calculate model updates scales linearly with the 
number of source experiments. To make matters worse, the 
number of source experiments and amount of work per ex-
periment increase exponentially with the survey area. For 
that reason, we face with 3D FWI similar problems as re-
searchers in supervised machine learning face, who are con-
fronted with exponential growth in “big data.” Fortunately, 
researchers in both fields have been able to exploit the sepa-
rable structure of their problems, namely the objective func-
tion and its gradient have the form of a sum over different 
experiments in both fields. Following recent work (Aravkin 
et al., 2012), this sum can be interpreted as an average over 
the experiments that can be approximated by its sample av-
erage—i.e., we have
 
where the sum now runs over a subset of experiments J with 
K = size { J } << M only. While this reduction in the sample 
size (i.e., the number of experiments) leads to a reduction 
in the computational costs, practical application of this ap-
proach calls for an answer to the following questions:
• What errors do we make when we work only with subsets 
of experiments, and how do these errors behave as a func-
tion of the size of these subsets?
• How should we select these subsets at each iteration of 
the optimization to ensure convergence and to minimize 
subsampling-related errors accumulated during the opti-
mization?
Substantial theoretical progress has been made toward an-
swering these questions. In the next sections, we summarize 
and translate these findings as they relate to the practicalities 
of FWI.
• lack of robust and versatile workflows for data sets from 
different geological areas
Numerous researchers have embarked on addressing these 
challenges. Because successful application of geophysical 
methods often depends on multiple runs to fine-tune a mul-
titude of inversion parameters, our aim in this article is to 
speed up turnaround times and to automate the inversion as 
much as possible. We accomplish this by casting FWI as an 
optimization problem that is economic in its use of compu-
tational resources. We accomplish this by using recent de-
velopments in large-scale optimization in machine learning 
where the objective and gradients are calculated only up to a 
precision required by the algorithm to converge. In practice, 
this translates to reduced data sizes (number of terms in the 
sum of the above objective) and to reduced accuracy in wave 
simulations in the early stages of the inversion. In this way, we 
make FWI computationally manageable so resources can be 
spent on where it matters namely in figuring out parameter 
settings, (pre)-processing, and starting model sensitivities.
Essentially, our approach is based on the “intuitive” prem-
ise that data misfit and gradient calculations do not need to 
be accurate at the beginning of an iterative optimization pro-
cedure when the model explains the data poorly. We translate 
this idea to a concrete and practical algorithm where we con-
trol the errors by adaptively increasing the number of shots 
and the simulation accuracy. This intuition can perhaps be 
explained as follows. If we need to drive from A to B, it is 
generally not necessary to depart on one’s journey in the exact 
direction. Heading in the right direction first, following some 
general imprecise directions, is fine as long as the directions be-
come more precise as we are reaching the target destination B.
FWI by sample averaging and stochastic optimization
Aside from lack of robustness with respect to starting models 
and its ability to capture the wave physics adequately, FWI 
Figure 1. (a) Theoretical sampling errors as a function of the fraction of shot records with replacement (green), without replacement (red), and 
worst case (blue). (b) The same but now in practice for different random realizations of the subset selection. Because we do not know the worst 
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Randomized sampling without replacement 
The first step in the reduction of the computational costs of 
FWI is the selection of subsets of source experiments. Selec-
tion of these subsets leads to errors, and Figure 1 shows the be-
havior of the theoretical and empirical sampling errors of the 
gradient as a function of sample size divided by the total data 
size. In this plot, we compare the worst case scenario, where 
we sample the least informative experiments, with randomized 
sampling with and without replacement. As expected, the sam-
pling errors for the randomized sampling decay as the fraction 
increases but this decay stalls if we allow the experiments to be 
selected more than once. This is the case when we select the 
source experiments with replacement. (Or, equivalently, when 
we generate new supershots by aggregating sequential into si-
multaneous shots with amplitude or phase encoding. See van 
Leeuwen and Herrmann, 2012, and references therein.)
However, if we select the experiments without replace-
ment, the error continues to decay and the sampling eventu-
ally becomes deterministic as the fraction of selected sources 
goes to one. These theoretical predictions are confirmed by 
empirical findings also included in Figure 1. These findings 
also show that we can control the error of each gradients but 
the question “how does this subsampling error affect the con-
vergence of FWI?” still needs to be answered. The field of 
stochastic optimization attempts to answer this question.
Hybrid deterministic-stochastic optimization
Even through randomly choosing small subsets of sources 
speeds up computations, it introduces unwanted random er-
rors in the misfit and gradient calculations that may affect 
convergence of FWI and the quality of the end result. By 
choosing independent random subsets for each gradient cal-
culation—an approach known as stochastic gradient descent 
widely used in data-intensive fields such as machine learn-
ing—convergence can be greatly improved because biases in 
the gradient are removed.
While independent renewals of the source subsets cer-
tainly leads to a speedup of the convergence of the algorithm, 
choosing these subsets continues to introduce random errors 
into the optimization, which eventually stalls progress of the 
algorithm, in particular when there is noise (e.g., Krebs et al., 
2009, and van Leeuwen et al., 2011). So the question arises 
how to choose a dynamic sampling strategy that mitigates 
the effect of these sampling errors by growing the sample size 
such that the algorithm continues to converge. The recent 
theoretical analysis by Aravkin et al. shows that this can be 
accomplished by increasing the sample size fast enough so 
that the sampling error decays at least as fast as the inver-
sion makes progress toward the solution. Even though this 
approach sounds intuitive—why would one need an accurate 
gradient if one is still far from the solution—it can lead to a 
somewhat counterintuitive sampling strategy where sample 
sizes will be chosen to increase slowly only in situations where 
the optimization converges slowly (e.g., in cases where the 
problem is ill-posed).
As Figure 2 indicates, significant speedup in the turn-
around time of FWI is achievable if we follow the above sam-
pling strategy. However, this ten-fold speedup was obtained 
in a somewhat ad hoc manner because the convergence rate 
of FWI is generally not known beforehand and that in turn 
means that we do not know how to increase the sample size. 
To address this practical issue, we introduce in the next section 
a heuristic algorithm that allows us to control errors related 
to subsampling and forward modeling accuracy dynamically.
Frugal FWI with adaptive sample-size and simulation 
accuracy
Aside from the number of source experiments—whether 
these are the number of shots or the number of frequencies 
of a time-harmonic wave-equation simulator—the cost of 
wave-equation solvers depends on the desired accuracy. By 
the same token of controlling errors in the sample mean, by 
increasing the sample size, we can also choose to increase 
the accuracy of the wave-equation solver as needed by the 
optimization. For indirect wave-equation solvers, whose 
accuracy depends on the number of iterations, this leads to 
Figure 2. (a) Relative error as a function of the number of passes through the data. FWI results on BG Compass (b) passing through all data, 
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additional savings during the early stages of the inversion 
where accuracy is not yet needed. However, as before, we 
will need to control these errors to guarantee convergence. 
For this purpose, we first show how to calculate the misfit 
and gradient with selected tolerance.
Misfit and gradient calculations with selected tolerances 
Key components of our stochastic optimization scheme for 
FWI are the approximate misfit and gradient calculations 
with a prescribed but beforehand unknown tolerance. To 
this end, we introduce a heuristic method that calculates this 
tolerance because we do not know the true error in the mod-
eling as we do not have access to the true forward modeled 
result (= exact solution of the wave simulator). Instead, we 
use an iterative procedure (outlined below or see van Leeu-
wen and Herrmann, 2013, for further detail) that finds the 
smallest k for which
for some 0 <  < 1 and for a user defined  and initial toler-
ance of  = 10–2. During the kth iteration (with k = 1  10) 
of this procedure, we solve the wave equation up to and 
we compute the l2-norm of the data residual—i.e., the l2-
norm of the difference between the forward modeled and 
observed data. If the absolute value of the difference between 
the norms of the current and previous residual is smaller then 
an  fraction of the current residual, we are done. Other-
wise, we multiply the tolerance  with  and continue the 
iterative wave-equation solve with a warm start to reach this 
new tolerance. We continue to lower the tolerance until the 
improvement in the residual norm falls below a certain frac-
tion ( ) of the residual norm of the current iteration. Given 
this empirically found tolerance , we calculate the adjoint 
wavefield, the misfit, and the gradient.
The advantage of this approach is that it solves the forward 
and adjoint wavefields to an accuracy commensurate with the 
data misfit—i.e., the norm of the residual. This means that, 
initially, we do not solve the wave equation accurately because 
the residual is still large at that point because we are still far 
away from the solution of the FWI problem. As we converge 
toward the solution, we increase the accuracy, and we do this 
only when we bring the residue down. In this way, we end up 
with a highly economic approach to FWI.
Figure 3. True overthrust velocity model.
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Stochastic FWI with error control
With the approximate misfit and gradient calculations in 
place, we are now in a position to put the overall optimization 
scheme together. For this we need to come up with a scheme 
that selects the sample size and  parameter, which measures 
the fraction to within which we want to reduce the l2-norm 
of the residue. We start the procedure by setting the sample 
size and fraction to some initial value (e.g., b = 1 and  = 
1), followed by the computation of the misfit function for 
the starting model m0 and for b randomly selected source(s). 
Figure 5. Inversion result by working with all data (b = 121).
Figure 6. Inversion result by working with one shot (b = 1).
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Next, we use the approximated misfit and gradient to com-
pute a linesearch to calculate the correct scaling. If this line-
search is not successful, we reduce the fraction  by a factor 
of two —i.e.,  This forces the misfit and gradient to 
be calculated more accurately. We repeat this procedure until 
the linesearch becomes successful. At that point, we draw 
a new subset of random shots and calculate the misfit and 
gradient for this misfit. Next, we compute the average of the 
misfits for these two independent subsets and compare this 
average with the average misfit of the previous iteration. If 
the average misfit of the current iteration is larger or equal to 
the average of the previous iteration, we increase the sample 
size by a preset value (e.g.,  = 1 until we reach the total 
number of source experiments M). Otherwise, we compute 
a linesearch on the last subset and update the model. We 
repeat this procedure until a maximal number of outer it-
erations is reached or until the data is fit within some user-
defined tolerance.
After each iteration, if the linesearch is successful, we draw 
a new independent subset of sources and we check for average 
descent amongst the previous and new source subset selec-
tion. If the average misfit does not decrease, the algorithm 
increases the sample size by  For a failing linesearch, the 
algorithm calls for more accuracy for the misfit and gradient 
calculations by decreasing . As a consequence, the 
algorithm is economic in its use of computational resources 
because it calls for data and more accuracy only when needed.
This stochastic approach with dynamic sample size and 
accuracy selection is in sharp contrast with most existing op-
timization strategies employed by industry that typically in-
sist on working with all data at full accuracy. Among existing 
economic approaches, there is the fast method with source 
encoding, advocated by Krebs et al. (2009) and later by van 
Leeuwen et al. (2011) and Haber et al. (2012), which of-
fer no or practically limited guarantees of convergence. We 
Figure 8. Relative model errors as a function of the number of passes 
through the data (two per frequency × three frequencies). The black 
dashed line denotes the model error when we work with all data while 
the solid black and red lines denote the errors when working with a 
single shot only or dynamically.
overcome this problem by controlling the error by increas-
ing the accuracy and sample size as needed. Before discussing 
our latest results on a complex 2D synthetic for the Gulf of 
Mexico using a similar approach, let us first briefly evaluate 
the performance of our algorithm on a small 3D synthetic.
Example: Overthrust model
To demonstrate the performance of our proposed frugal ap-
proach to FWI, we invert a data set generated with iWave, 
an open-source time-domain finite-difference code (Teren-
tyev et al.), for a 5-km × 5-km central part of a well-known 
benchmark model for seismic inversion (the Overthrust 
model) with 50-m spacing. The true and initial models for 
this small example are plotted in Figures 3 and 4, respec-
tively. The data were collected from only 121 sources and 
2601 receivers (both regularly spaced).
The inversions are carried out by the above-described algo-
rithms implemented in (parallel) Matlab, with the exception 
of our row-based preconditioner (van Leeuwen and Herr-
mann, 2013), which is implemented in C and is called from 
Matlab using a MEX interface. During the inversion, we use 
three frequencies f = 4, 6, and 8 Hz and adapt the grid spacing 
to ensure a minimum of 10 grid points per wavelength. All 
experiments were conducted on a small Dual-Core SuperMi-
cro system with 2 Intel(R) Xeon(R) CPU E5-2670 0 @ 2.60 
GHz and with 128 GB RAM.
To mimic actual real-life situations, where computational 
resources and turn-around times are constraints, we limit the 
total passes through the data per frequency to only two and 
compare the results to the following three scenarios: work with 
one shot at the time (b = 1), work with all shots (b = 121), or 
choose the number of shots adaptively. In all cases, we select 
the accuracy of the simulations as needed. While the amount 
of work in these three scenarios is the same, we would expect 
the results for the first and third method to be superior com-
pared to the scenario where we insist to work with all data for 
each misfit and gradient calculation. Indeed, Figures 5 and 7 
confirm this prediction and shows significant improvements 
in the inversion results when we work with subsets of the data 
only. This improvement is also reflected in the plots for the rel-
ative model error, which we included in Figure 8. These plots 
show that working with subsets pays off when one has access 
only to a limited computational budget. While the improve-
ment of our dynamic method may not be drastic, compared 
to the method working on single randomly selected shot for 
each iteration (compare Figures 6 and 7), we have guarantees 
that our dynamic method will likely converge.
Case study: Chevron Gulf of Mexico data set
Aside from reducing the demand on computational resourc-
es, the presented randomized source subsampling technique 
also creates the possibility to use sophisticated regularization 
techniques to stabilize FWI for complex geological areas and 
for situations where the simulations do not totally capture 
the physics of the problem, e.g., by inverting elastic data us-
ing a scalar velocity-only acoustic code. The Chevron Gulf 
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the presence of salt and elastic phases, “lack of long-enough 
offsets,” and poor signal to noise at low frequencies make for 
a challenging data set for acoustic-only FWI. To overcome 
these realistic but highly disadvantageous circumstances 
where turning waves do not make it below the salt, we devel-
oped the following workflow:
• Starting model building. To get a reasonable starting mod-
el, we conducted first-break traveltime inversion on hand-
picked traveltime from approximately 600,000 traces. We 
used the relatively noise-free high-frequency arrivals for this 
purpose. With these picks, we carried out a traveltime inver-
sion, yielding an rms traveltime misfit of only 11 ms. The re-
sult of this exercise, including the raypaths, is plotted in Fig-
ure 9. The lack of deep penetration of the rays clearly reveals 
the challenges we face for the recovery of the salt bodies. The 
hope of FWI is to improve the recovery of top and bottom 
salt and hence improve the quality of the subsalt imaging. 
We want to accomplish this with minimal user intervention.
• Denoising. To overcome the extremely poor signal-to-noise 
at low frequencies, we carried out curvelet-domain denois-
ing on selected frequency slices (2–5 Hz) in the source-re-
ceiver domain. The denoising itself, consisted of solving a 
sparsity-promoting program to find the denoised curvelet-
coefficients, followed by a debiasing step and the inverse 
curvelet transform, to recover the denoised frequency slic-
es. An example of this sophisticated denoising procedure 
is included in Figure 10. This result clearly shows that we 
are able to remove a significant portion of the incoher-
ent noise while preserving the amplitudes (there is little 
coherent energy in the difference plot). Note that the 2D 
curvelet transform decomposes a 2D function into local-
ized plane waves that live in different frequency bands. 
Curvelets are sparse (i.e., there are only a few large coeffi-
cients) because they give rise to significant coefficients only 
if the orientation and dominant bandwidth of the curvelet 
coincide with a localized event in the data. This makes this 
transform suitable for denoising.
• FWI with nonlinear smoothing of the model updates. Giv-
en the denoised frequency slices, we ran our inversion in 
seven overlapping low-to-high frequency bands with four 
randomly selected frequencies per band. To help stabilize 
this multiscale inversion, we apply a nonlinear anisotropic 
smoothing by imposing a sparsity constraint on the curve-
let-transform coefficients of the model updates, as described 
by Li et al. (2012). Because imposing this constraint calls 
for several iterations, we follow the frugal strategy of this 
paper by working with only 600 randomly selected shots 
out of a total of 3200 shots. The results of this exercise for 
six Gauss-Newton subproblems is included in Figure 11.
The output of this workflow is encouraging because we are 
evidently able to recover top salt with reasonable detail with-
out the need of (1) reflection traveltime picking and salt flood-
ing that are part of the conventional velocity model building 
and migration workflows and which typically require large 
amounts of human intervention, and (2) data (pre)processing 
prior or during the inversion to remove the imprint of elastic 
phases in the data.
The latter feature is remarkable because we are able to get 
a reasonable inversion result for shallow depths without ma-
nipulating the data (except for the denoising of course). Be-
cause we are carrying out the inversion of the elastic data with 
an acoustic code, we had to limit the number of subproblems 
to prevent the algorithm from fitting the elastic phases. This 
also explains that we were able to fit only 21% of the data’s 
energy and that our result lacks details of the top salt
While these results may be encouraging, except of course for 
the fact that we had to pick first-break traveltimes from some 
600,000 traces, there is still room for improvement, including:
• Obtaining better starting models or less sensitivity to the 
quality of the initial model. While first-break traveltime 
inversion gave us a reasonable starting model for shallow 
depths, it failed to provide sufficient accurate velocity infor-
mation to recover the long-wavelength components of the 
salt. Because the offsets were “limited” to 20 km and there 
is no reasonable data quality below 2 Hz, FWI is not able to 
recover the bottom of the salt. Turning waves simply do not 
make it under the salt for these offset and frequency ranges.
• Incorporation of more wave physics to explain the elastic 
phases in the data.
Discussion
We presented a formulation of FWI that is cognizant of its of-
ten excessive and sometimes even unfeasible demand for com-
putational resources by calling for more data and accuracy of 
wave simulations only as needed to guarantee convergence of 
the algorithm. This approach allowed us to conduct 3D FWI 
on a small machine. The same data reduction techniques en-
abled us to regularize FWI via nonlinear anisotropic curvelet-
domain smoothing of the model updates. Application of this 
approach to the Chevron GOM data set yielded reasonable 
results without extensive user intervention (except, of course, 
for the first-break picking to estimate the starting model). 
However, at depths exceeding 4 km, the starting model 
lacked information on the long-wavelength components of 
the salt. Because of the relatively short offset and missing low 
frequencies, FWI was unfortunately not able to recover these 
missing long-wavelength components of the salt.
Aside from the somewhat obvious calls for improve-
ments resulting from our work on the GOM data set, FWI 
more generally suffers fundamentally from lack of robust-
ness with respect to outliers (e.g., unmodeled elastic phases 
in the data) and worse from local minima stemming from 
the highly nonlinear relationship between the medium 
properties and the data. Because “getting the physics right” 
really is an oxymoron, FWI requires a formulation that is 
less sensitive to noise, outliers in the data, and scaling by the 
source function. Early attempts toward such a formulation 
have appeared in the literature in recent work by Aravkin 
et al. on FWI with students’ t penalties and by the same au-
thors on the estimation of nuisance parameter with variable 
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Figure 9. Initial model including rays obtained by first-break traveltime picking.
Figure 10. Curvelet denoising of the real part frequency slice at 2 Hz; (Left) noisy input data, (middle) denoised data, and (right) difference plot.
Figure 11. Final result of the curvelet sparsity constrained FWI on the GOM data set.
showed that penalty functions derived from the students’ t 
distribution can, contrary to l2- and l1-norm misfits, handle 
outliers such as unmodeled bad traces and elastic phases. As 
for the fundamental problem of mitigating the effects of lo-
cal minima, several approaches have been proposed recently, 
including the following:
• a rigorous mathematical framework with frequency se-
lection that guarantees convergence of steepest descent 
techniques by a multilevel method that relaxes the 
parsimoniousness of the model as the frequency increas-
es. This theoretical work by de Hoop and coworkers has 
connections to the curvelet regularization we used to invert 
the GOM data. Unfortunately, this work merely guaran-
tees convergence for certain starting models and does not 
remove the condition that the starting model needs to be 
accurate enough to fall in the region of convergence;
• extension of FWI to include focusing. This approach, ad-
vocated by Symes and Biondi, seeks to minimize the dif-
ference between the observed and simulated data while 
also minimizing a MVA-like objective. Aside from includ-
ing the principle of focusing, this approach aims to remove 
local minima by increasing the degrees of freedom. While 
this leads to a computationally challenging formulation 
(see recent work by the authors for a possible way around 
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the larger degree of freedom partly eliminates the need of 
a highly accurate starting model, and
• removal of the nonlinearity of FWI by working with an 
“all-at-once” approach where the optimization is carried out 
over the wavefields as well as over the model parameters. 
Because of the increase of the degrees of freedom, we can 
also expect this approach to be less sensitive to local minima 
as was confirmed in recent work by the authors. This work 
proposes a new penalty method, which overcomes the infea-
sible storage demands of the all-at-once method. 
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